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Resumo
Uma das abordagens utilizadas para resolver o sistema linear que surge a cada iteração
dos métodos de pontos interiores do tipo primal-dual é reduzi-lo a um sistema linear
equivalente simétrico definido positivo, conhecido como sistema de equações normais, e
aplicar a fatoração de Cholesky na matriz do sistema. A desvantagem desta abordagem é o
preenchimento gerado durante a fatoração, o que pode tornar seu uso inviável por limitação
de tempo e memória computacional. Neste trabalho, propomos um método que resolve de
forma direta, sistemas lineares que se aproximam do sistema de equações normais e que
exerce um certo controle sobre o preenchimento. Nossa proposta é na resolução direta deste
sistema, substituir a fatoração de Cholesky por uma fatoração incompleta de Cholesky.
A ideia é calcular, nas iterações iniciais, soluções aproximadas por meio de sistemas
lineares cujas matrizes são fatores incompletos de Cholesky o mais esparsos possíveis. E
nas iterações finais, calcular matrizes próximas ou iguais a fatoração de Cholesky completa,
de forma que a convergência do método não seja afetada. Experimentos computacionais
mostram que a abordagem proposta reduz de forma significativa o tempo de solução dos
sistemas lineares nas iterações iniciais dos métodos de pontos interiores, levando a uma
redução no tempo total de processamento de grande parte dos problemas testados.
Palavras-chave: Métodos de pontos interiores, Fatoração de Cholesky incompleta, Pro-
gramação linear
Abstract
One of the most commonly used approaches to solve the normal equation systems arising in
primal-dual interior point methods is the direct solution by using the Cholesky factorization
of the matrix system. The major disadvantage of this approach is the fill-in, which can
make its use impracticable, due to time and memory limitations. In this work, we propose
a method that directly solves an approximated system of normal equation keeping the
fill-in under control. In our proposal, in the normal equation system direct solution, we
replace the Cholesky factorization by an incomplete Cholesky factorization. The idea
is to compute approximate solutions in the early iterations by linear systems whose
matrices are incomplete Cholesky factors as sparses as possible and in the final iterations,
to compute matrices close or equal to the complete Cholesky factorization so that the
method convergence is kept. Computational experiments show that the proposed approach
significantly reduces the linear systems solution time in the interior points methods in
early iterations, leading to a reduction in the total processing time for many of the tested
problems.
Keywords: Interior point methods, Incomplete Cholesky factorization, Linear program-
ming
Lista de símbolos
diag(a) Matriz diagonal cujas entradas da diagonal são ordenadamente as en-
tradas do vetor a P Rn
|d| Valor absoluto de d, em que d P R
|M | Números de entradas não nulas da matriz M
e Vetor pertencente ao conjunto Rn com entradas todas iguais a um
L Matriz triangular inferior calculada na fatoração de Cholesky, também
designada fator de Cholesky.
L˜ Matriz triangular inferior calculada em uma fatoração incompleta de
Cholesky, também designada fator incompleto de Cholesky.
}a} Norma 2 do vetor a P Rn
}M}F Norma de Frobenius da matriz M
tdu Maior inteiro menor ou igual a d, com d P R e d ě 0
diagpMq Matriz diagonal cuja diagonal é igual a diagonal da matriz M
}a}8 Norma do máximo do vetor a P Rn
I Matriz identidade de ordem n
a ą 0 Vetor a P Rn cujas entradas são todas positivas
dÐ s d é atualizado com o valor de s, com d P R e s P R
aÐ r Os valores das entradas do vetor a são atualizadas com os valores das
respectivas entradas do vetor r, com a P Rn e r P Rn
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Introdução
Os problemas de programação linear buscam uma solução eficiente de distri-
buição de recursos limitados para atender a um determinado objetivo ou necessidade.
Estudos e aplicações desta classe de problemas existem desde antes da década
de 1940, porém, foi apenas a partir daí, que eles se intensificaram. Durante e imediatamente
após à Segunda Guerra Mundial, da necessidade de tratar matematicamente problemas
de planejamento militar e econômicos, trabalhos no campo da programação linear foram
desenvolvidos de forma independente até 1947. Depois disso, a programação linear unificou
os assuntos aparentemente diversos, fornecendo uma estrutura matemática e um método
computacional eficiente idealizado por George B. Dantzig, conhecido como método simplex
[Dantzig and Thapa, 1991]. Esse desenvolvimento coincidiu com a construção do computa-
dor digital eletrônico, que se tornou rapidamente uma ferramenta necessária nas aplicações
de programação linear, nas áreas em que os cálculos manuais seriam impraticáveis.
Atualmente, os problemas de programação linear abrangem vastas aplicações em
diversas áreas, como produção industrial, agroindústria, companhias aéreas, campo militar,
zonas portuárias, redes de transportes, redes de telecomunicações, refino de petróleo,
misturas, redes de energia elétrica, etc. Dentre outras aplicações, eles podem ser utilizados
para determinar custo mínimo, lucro máximo, fluxo máximo, caminho mínimo e economia
de recursos [Calôba and Lins, 2006].
Para que seja possível resolver um dado problema por meio da programação
linear, inicialmente, o problema deve ser formulado em termos matemáticos. O modelo
matemático de um problema de programação linear é caracterizado por funções lineares
de várias variáveis reais: uma função linear, chamada de função objetivo, que deve ser
maximizada ou minimizada, sujeita a um conjunto de restrições que podem ser equações
ou inequações lineares nestas variáveis. Em aplicações reais, cada restrição está associada
à disponibilidade de um recurso.
Geometricamente, as restrições lineares dos problemas de programação linear for-
mam um conjunto convexo denominado politopo. O valor ótimo da função objetivo, se não
for ilimitado, é atingido em um ponto extremo (vértice) deste politopo [Bazara et al., 2009].
O método simplex faz uma busca sistemática por um vértice ótimo. A partir de um vértice
do politopo, procura um vértice vizinho que tenha o valor de função objetivo melhor
que o anterior. O processo é repetido até que não hajam vértices vizinhos com valor de
função objetivo melhor. Desta forma, espera-se encontrar uma solução ótima em uma
busca finita de até n!
m!pn´mq! iterações [Luenberger, 1984], que corresponde ao número
total de vértices do politopo.
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Esse número é grande dependendo do tamanho do problema, mas na prática o
método é altamente eficaz, requerendo um número de passos que é apenas uma pequena
fração do número total de vértices. No entanto, em 1972, exemplos mostraram que no pior
caso, o tempo necessário para encontrar a solução ótima pode ser uma função exponencial
do número de variáveis [Klee and Minty, 1972].
Por mais de uma década, o método simplex e suas variações foram os únicos
métodos eficientes para resolver problemas de programação linear.
Apenas em 1979, Khachiyan publica um artigo que chama a atenção da co-
munidade científica [Khachiyan, 1979]. O artigo apresenta o método dos elipsóides que
resolve qualquer problema de programação linear em um número de passos que é uma
função polinomial da quantidade de dados do problema. Com isso, o método dos elipsóides
deveria ser mais rápido do que o método simplex, no entanto, na prática este último ainda
se mostrava superior.
Em 1984, um novo artigo significante na área é publicado por Karmarkar
[Karmarkar, 1984]. O método apesentado neste artigo tem a complexidade inferior do
método dos elipsóides, e embora não confirmado no artigo, segundo o autor, possui as
vantagens práticas do método simplex, sendo superior a ele.
O artigo de Karmarkar provocou uma revolução na programação linear, que
obteve um avanço teórico e computacional em diversas frentes. Juntamente com outros
trabalhos anteriores de reconhecimento tardio, deu origem a uma nova classe de métodos
para resolução de problemas de programação linear, os métodos de pontos interiores, que
nos anos seguintes tiveram um rápido desenvolvimento que continua até os dias de hoje.
Atualmente, é amplamente aceito que os métodos de pontos interiores primal-
dual infactíveis são os métodos de pontos interiores mais eficientes [Gondzio, 2012]. Eles
foram primeiramente sugeridos por Meggido [Megiddo, 1989] e, independentemente, Ko-
jima, Mizuno e Yoshise [Kojima et al., 1989] desenvolveram a teoria destes métodos esta-
belecendo os primeiros resultados de complexidade. A interpretação de métodos de pontos
interiores seguindo um caminho central até uma solução ótima [Gonzaga, 1992] também
foi ganhando ampla aceitação.
Assim como o método simplex, os métodos de pontos interiores, são métodos
iterativos, mas ao contrário do primeiro método, o iterado nunca atinge a fronteira da
região factível. Embora seu número de iterações para problemas de grande porte seja baixo
em comparação ao método simplex, o custo computacional de cada iteração é muito maior.
A operação computacional que exige maior esforço em cada iteração é a resolução de um
ou mais sistemas lineares para encontrar uma direção de busca. Em aplicações reais estes
sistemas quase sempre possuem dimensões elevadas e um alto grau de esparsidade.
Por ser computacionalmente o passo mais caro dos métodos de pontos interiores,
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muitos esforços têm sido empregados por pesquisadores na busca de métodos eficientes
para a resolução destes sistemas lineares.
Nos métodos de pontos interiores do tipo primal-dual estes sistemas lineares
surgem da aplicação do método de Newton às igualdades das condições de otimalidade
do problema [Wright, 1996b]. Para a resolução destes sistemas, podem ser utilizadas duas
formulações diferentes. Uma, conhecida como sistema aumentado, é obtida transformando
algebricamente o sistema de Newton em um sistema linear cuja matriz é simétrica e
indefinida. A outra, conhecida como sistema de equações normais, consiste em transformar
o sistema em um sistema linear equivalente, cuja matriz é simétrica definida positiva. Uma
vez obtida uma destas formulações, o sistema linear pode ser resolvido através de métodos
diretos ou iterativos.
Enquanto o sistema aumentado possui vantagens de estabilidade, flexibilidade e
esparsidade, o sistema de equações normais possui a vantagem da matriz dos coeficientes ter
a boa propriedade de ser simétrica definida positiva. Isto permite a aplicação da fatoração
de Cholesky na matriz do sistema e a sua resolução direta por meio de dois sistemas lineares
triangulares cujas matrizes são o fator de Cholesky calculado [Golub and Van Loan, 1989].
Esta abordagem é uma forma bastante estável para calcular soluções de sistemas lineares
com a matriz dos coeficientes simétrica definida positiva, por isso, ela é utilizada nos
métodos de pontos interiores primal-dual sempre que a fatoração de Cholesky não é
extremamente cara.
O que faz com que a fatoração de Choleky se torne um método caro computaci-
onalmente é o preenchimento gerado durante a fatoração, isto é, o surgimento de elementos
não nulos nas entradas da matriz calculada pela fatoração, onde nas posições correspon-
dentes da matriz original existem elementos nulos. O preenchimento leva à necessidade
de mais espaço de armazenamento e maior tempo computacional para a resolução dos
sistemas lineares. Assim, o uso da fatoração nos métodos de pontos interiores pode se tornar
inviável, fazendo com que a utilização de métodos iterativos se torne mais apropriada.
Neste contexto, levando em consideração o fato de a matriz do sistema de equações normais
ser simétrica definida positiva, a escolha mais natural de um método para resolvê-lo é o
método dos gradientes conjugados precondicionado [Trefethen and Bau, 1997].
Em geral, a matriz do sistema de equações normais sofre mudanças significativas
entre as iterações dos métodos de pontos interiores primal-dual, tornando-se extremamente
mal condicionada nas iterações finais. Isto dificulta encontrar um precondicionador que
leve a um bom desempenho do método de gradientes conjugados em todas as iterações
dos métodos de pontos interiores. Uma forma de contornar esta dificuldade, melhorando a
eficiência do método, é utilizar de precondicionadores híbridos compostos por mais de um
tipo de precondicionador, em que cada um é mais adequado para uma determinada etapa da
resolução do problema [Bocanegra et al., 2007, Ghidini et al., 2013, Velazco et al., 2010,
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Velazco et al., 2011].
Um precondicionador que se mostra adequado para as iterações iniciais dos méto-
dos de pontos interiores é construído pela fatoração controlada de Cholesky [Campos, 1995],
que é um tipo de fatoração incompleta de Cholesky. Neste tipo de fatoração, é obtida uma
matriz triangular inferior, cujos elementos são calculados como na fatoração de Cholesky,
porém devido a algum tipo de controle de preenchimento, esta matriz é mais esparsa que
o fator de Cholesky.
A consequência de se resolver o sistema de Newton que surge nos métodos de
pontos interiores por um método iterativo é o surgimento de um erro residual do lado
direito da equação. Entretanto, se este erro é controlado em cada iteração, ainda é possível
calcular uma direção de busca com boas propriedades, no sentido de que a convergência
do método é atingida [Al-Jeiroudi and Gondzio, 2009, Baryamureeba and Steihaug, 2006,
Bellavia, 1998, Monteiro and O’Neal, 2003]. Os métodos de pontos interiores que calculam
a direção de busca de forma iterativa permitindo um erro residual do lado direito da
equação de Newton, são conhecidos por métodos de pontos interiores inexatos.
Se por um lado a fatoração de Cholesky do sistema de equações normais oriundos
dos métodos de pontos interiores primal-dual gera muitos preenchimentos, por outro, a
resolução deste sistema pelo método dos gradientes conjugados, exige a utilização de
precondicionadores sofisticados. Com o intuito de contornar o problema de preenchimento
gerado na fatoração de Cholesky e motivados pelo fato de que uma direção aproximada
com boas propriedades pode ser calculada no método de pontos interiores, neste trabalho,
propomos um método que resolve de forma direta, sistemas aproximados do sistema
de equações normais e que exerce um certo controle sobre o preenchimento. Em nossa
proposta, na resolução direta do sistema de equações normais, substituimos a fatoração de
Cholesky da matriz do sistema linear por uma fatoração incompleta de Cholesky.
A ideia consiste em calcular nas primeiras iterações matrizes mais esparsas
possíveis utilizando uma fatoração incompleta de Cholesky. Desta forma, o processo da
fatoração numérica seguido pela resolução dos dois sistemas triangulares se torna mais
rápido nas iterações iniciais, proporcionando também, uma economia de memória. Ao
longo das iterações, permitimos um aumento gradual da densidade da matriz calculada até
que eventualmente, nas iterações finais, as matrizes obtidas nas fatorações sejam próximas
ou iguais às obtidas pela fatoração de Cholesky.
Deste modo, as direções de busca em cada iteração são calculadas por meio de
sistemas lineares que ao longo das iterações vão se aproximando cada vez mais do sistema
de equações normais.
O método proposto é de certa forma um método de pontos interiores inexato,
no sentido de que uma direção aproximada da direção original é calculada em cada iteração.
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Entretanto difere dos métodos inexatos usuais, pois a direção aproximada não é calculada
por meio de um método iterativo.
No contexto de métodos de pontos interiores, fatorações incompletas de Cho-
lesky foram utilizadas apenas para a construção de precondicionadores para o sistema
de equações normais [Bocanegra et al., 2007, Bocanegra et al., 2013, Ghidini et al., 2012,
Ghidini et al., 2013, Velazco et al., 2010]. Nossa proposta agrega uma nova função para
fatorações incompletas de Cholesky. Para a nova abordagem, combinamos, adaptamos e
modificamos fatorações incompletas existentes. No que segue, descrevemos mais detalha-
damente os métodos de pontos interiores, o método proposto, a fatoração incompleta de
Cholesky utilizada e apresentamos os experimentos computacionais.
Mais especificamente, o trabalho está organizado da seguinte maneira: no
primeiro capítulo, discorremos brevemente sobre os problemas de programação linear, o
método Newton e apresentamos os métodos de pontos interiores do tipo primal-dual. No
segundo capítulo, discutimos alguns métodos para a resolução do sistema linear que surge
nos métodos de pontos interiores primal-dual, dando ênfase à solução por meio do sistema
de equações normais. No terceiro capítulo apresentamos a método proposto, descrevendo
a fatoração incompleta adaptada para esta abordagem. O quarto e o quinto capítulos são
dedicados aos detalhes práticos, sendo que o primeiro contém detalhes da implementação
do novo método e o segundo traz os resultados numéricos dos experimentos computacionais
realizados. Em seguida, apresentamos as conclusões do trabalho e são elencados algumas
propostas de trabalhos futuros. Por fim, segue uma lista com as referências bibliográficas
utilizadas.
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1 Métodos de pontos interiores primal-dual
Neste capítulo, descrevemos os métodos de pontos interiores do tipo primal-
dual para resolução de problemas de programação linear. Estes métodos encontram uma
solução primal-dual ótima para um problema de programação linear utilizando variações
do método de Newton.
Iniciamos discorrendo sobre problemas de programação linear, depois apresenta-
mos o método de Newton, que é a base destes métodos e em seguida os métodos de pontos
interiores primal-dual afim escala, seguidor de caminho e preditor-corretor. Dedicamos
também um espaço para descrever alguns aspectos práticos da implementação destes
métodos. Uma abordagem mais detalhada dos assuntos tratados neste capítulo pode ser
encontrada em [Wright, 1996b].
1.1 Problemas de programação linear
Todo problema de programação linear consiste dos seguintes elementos
[Calôba and Lins, 2006]:
• um vetor de variáveis reais, denominadas variáveis de decisão, cujo valor ótimo é
encontrado resolvendo o problema;
• uma função linear, denominada função objetivo, formada pelo produto de coeficientes
pelas variáveis de decisão e que se deseja maximizar ou minimizar;
• restrições lineares, que podem ser igualdades ou desigualdades.
Uma formulação de problemas de programação linear em particular é frequentemente
utilizada [Wright, 1996b]. Ela é conhecida como forma padrão e é dada por:
min cTx
s.a Ax “ b
x ě 0,
(1.1)
em que A é uma matriz mˆ n de posto completo, x P Rn, b P Rm, c P Rn e cTx é a função
objetivo do problema que deve ser minimizada.
Qualquer PPL pode ser convertido na forma padrão, por exemplo, introduzindo
variáveis adicionais em sua formulação.
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A todo PPL pode-se associar um problema dual. Se o PPL estiver na forma
padrão, seu problema dual possui a seguinte forma:
max bTy
s.a ATy ` z “ c
y P Rm, z ě 0,
(1.2)
em que z P Rn e bTy é a função objetivo do problema dual que deve ser maximizada.
Por estarem associados desta forma, denominamos o par de PPLs (1.1) e (1.2)
de par primal-dual, sendo (1.1) o problema primal e (1.2) o problema dual.
Uma solução factível para o par primal-dual é um vetor px, y, zq que satisfaz
as restrições Ax “ b, x ě 0 ATy ` z “ c e z ě 0. Um ponto px, y, zq é dito infactível em
relação a um par primal-dual, quando ele não é uma solução factível para este par. Uma
solução ótima para o par primal-dual é uma solução factível com o menor e maior valor
possível para as funções objetivos dos problemas primal e dual, respectivamente.
Alguns resultados da programação linear relacionam os problemas primal e
dual e são pontos-chave para o desenvolvimento da teoria dos métodos de pontos interiores
primal-dual. Vejamos alguns deles.
Lema 1.1. (Lema fraco da dualidade)[Luenberger, 1984] Se x, y e z são soluções
factíveis para os PPL primal e dual respectivamente, então cTx ě bTy.
Considerando o subconjunto da reta real consistindo de todos os possíveis
valores para a função objetivo primal e analogamente, o subconjunto associado com o
problema dual, o lema fraco da dualidade nos diz que os valores da função primal estão
inteiramente à direita dos valores da função dual na reta real.
O valor γ “ cTx ´ bTy é denominado gap de dualidade e é uma ferramenta
conveniente para verificar a otimalidade do par primal-dual de acordo com a seguinte
proposição:
Proposição 1.1. [Luenberger, 1984] Se x e y são soluções factíveis para o problema
primal e o problema dual, respectivamente, com cTx “ bTy, então x e y são soluções
ótimas para os respectivos problemas.
Observação 1.1. Se x, y e z são pontos factíveis para o problema primal e o problema
dual, respectivamente, então
γ “ cTx´ bTy “ cTx´ pAxqTy “ cTx´ xTATy “ cTx´ xT pc´ zq “ xT z.
A Proposição 1.1 e a Observação 1.1 nos fornecem a condição necessária para
otimalidade atestada no teorema a seguir.
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Teorema 1.1. (Condição de complementaridade) Sejam x e y soluções factíveis
dos problemas primal e dual, respectivamente, com z “ c´ ATy. Uma condição necessária
e suficiente para que ambas as soluções sejam ótimas é dada por:
• Se xj ą 0 então zj “ 0, j “ 1, ..., n,
• Se zj ą 0 então xj “ 0, j “ 1, ..., n.
Por fim, enunciamos no Teorema 1.2 as condições de otimalidade para o par
primal-dual. Estas condições também são conhecidas como condições de Karush-Kuhn-
Tucker (KKT) para problemas de programação linear [Bazaraa et al., 2013].
Teorema 1.2. (Condições de otimalidade)[Wright, 1996b] px, y, zq são soluções óti-
mas para o par primal-dual se, e somente se, as seguintes condições são satisfeitas
Ax “ b, (1.3)
ATy ` z “ c, (1.4)
xizi “ 0, i “ 1, ..., n, (1.5)
px, zq ě 0. (1.6)
As condições KKT estabelecidas pelo Teorema 1.2, juntamente com o método
de Newton que apresentamos a seguir são os pontos-chave para a construção dos métodos
de pontos interiores primal-dual para programação linear.









de Rn em Rn, em que x “ px1, x2, ..., xnqT , com as seguintes propriedades:
• existe um x˚ P Rn tal que F px˚q “ 0;
• a função F é de classe C1pRnq;
• a matriz Jacobiana F 1 de F é não singular para qualquer x P Rn diferente de x˚.
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O método de Newton resolve o problema de encontrar de forma iterativa uma raiz de F ,
isto é, um x˚ P Rn tal que F px˚q “ 0 [Vanderbei, 1996].
Um passo do método de Newton é definido da seguinte forma: dado um ponto
x P Rn, o objetivo é encontrar uma direção de passo ∆x tal que F px`∆xq “ 0. Para uma
função não linear F , não é possível obter esta direção, mas uma aproximação pode ser
dada pelos primeiros dois termos de sua expansão em série de Taylor,























A aproximação F pxq `F 1pxq∆x é linear em ∆x. Igualando-a a zero, obtemos o sistema de
equações lineares
F 1pxq∆x “ ´F pxq, (1.7)
cuja solução é a direção do passo a ser dado. Este sistema é conhecido como sistema de
Newton.
O método iterativo é dado por:
Algoritmo 1: Método de Newton
Entrada: x0, Função F : Rn Ñ Rn
Saída: x tal que F pxq “ 0
k Ð 0
repita
Resolva F 1pxkq∆xk “ ´F pxkq
Atualize o ponto
xk`1 Ð xk `∆xk
k Ð k ` 1
até Convergir ;
Na prática o processo iterativo continua até que a solução obtida no sistema
(1.7) seja aproximadamente uma raiz de F . Essa aproximação é determinada por algum
critério de parada.
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O método de Newton é atrativo porque ele converge rapidamente para qualquer
ponto inicial suficientemente bom.
1.2.1 Métodos de Newton inexatos
Uma desvantagem do método de Newton é que a cada iteração deve ser resolvido
um sistema de equações lineares. Calcular soluções exatas para estes sistemas, utilizando
métodos diretos, pode ser caro computacionalmente se o número de variáveis e equações
forem grandes e se o iterado xk estiver distante de uma solução, sendo necessárias muitas
iterações. Neste caso, parece mais razoável o uso de métodos iterativos para resolver o
sistema de Newton apenas aproximadamente. Os métodos de Newton que resolvem o
sistema de Newton de forma aproximada são denominados métodos de Newton Inexatos.
[Dembo et al., 1982, Eisenstat and Walker, 1994].
Nestes métodos, é preciso equilibrar a precisão com a qual o sistema de Newton
é resolvido e o custo computacional por iteração. Além disso, deve-se considerar um nível
de precisão necessário para que a convergência local rápida do método seja preservada.
Uma classe de métodos de Newton inexatos foi analisada em [Dembo et al., 1982].
Nesta classe, uma solução aproximada ∆xk para o sistema de Newton é calculada de
alguma forma não especificada, de maneira que seja atendida a condição
}rk} ď βk}F pxkq}, (1.8)
em que rk “ F 1pxkq∆xk ` F pxkq e tβku P r0, 1q é uma sequência utilizada para controlar
o nível de precisão denominada sequência forçante.
1.3 Método primal-dual afim escala
Para descrever o método de pontos interiores primal-dual afim escala, reescre-
vemos a condições de otimalidade (1.3), (1.4) e (1.5) dadas pelo Teorema 1.2 como uma
função F : R2n`m Ñ R2n`m da seguinte forma:
F px, y, zq “
»—– Ax´ bATy ` z ´ c
XZe
fiffifl “ 0, (1.9)
em que X “ diagpx1, x2, ..., xnq, Z “ diagpz1, z2, ..., znq e e “ p1, 1, ..., 1qT P Rn.
Como a maioria dos algoritmos iterativos em otimização, os métodos de pontos
interiores primal-dual possuem dois pontos-chave: um procedimento que determina uma
direção do passo ou direção de busca em cada iteração e uma medida conveniente do passo
que será dado.
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Neste caso, a direção do passo pdx, dy, dzqT , é determinada aplicando o método
de Newton na função F definida em (1.9). Logo, ela será a solução do sistema linear










rp “ b´ Ax,
rd “ c´ z ´ ATy,
ra “ ´XZe.
(1.11)
Se px, y, zq é uma solução factível para o par primal-dual, então rp e rd são nulos.
Os métodos que iniciam suas iterações a partir de um ponto infactível, são denominados
métodos de pontos interiores infactíveis. Neste último caso rp e rd são chamados de resíduo
primal e dual, respectivamente.
Uma vez determinada a direção de busca, o tamanho do passo é tomado de
forma que a condição de positividade px, zq ą 0 seja satisfeita pelo novo iterado. Esta
condição é comum a qualquer método de pontos interiores e é responsável pela utilização
do termo pontos interiores.
Sendo α o tamanho do passo a ser dado na direção calculada, o novo iterado é
dado por
px, y, zq ` αpdx, dy, dzq,
com α P p0, 1s.
Para as componentes xi e zj, i, j “ 1, ...n, tais que dxi e dzj são positivas, as
componentes correspondentes do novo iterado também serão positivas para qualquer valor
positivo de α. Para as demais componentes, xi ` αdxi ą 0 e zj ` αdzj ą 0 também devem
ser satisfeitas. Isto ocorre escolhendo α de forma que
α ă ´xi
dxi
e α ă ´zj
dzj
,
para i e j tais que dxi e dzj são negativas.
Estas condições são atendidas tomando α como















com τ muito próximo de um.
Se px, y, zq é um ponto infactível, então os resíduos rp e rd, reduzem à razão
1´ α. De fato, se rˆp e rˆd são os novos resíduos, então:
rˆp “ b´ Apx` αdxq “ pb´ Axq ´ αAdx “ rp ´ αrp “ p1´ αqrp (1.15)
e
rˆd “ c´pz`αdzq´AT py`αdyq “ pc´ z´ATyq´αpATdy` dzq “ rd´αrd “ p1´αqrd.
(1.16)
A direção calculada pelo do sistema (1.10) é denominada direção afim escala. Por
esse motivo, o método descrito anteriormente é conhecido como método de pontos interiores
primal-dual afim escala. Todos os métodos de pontos interiores do tipo primal-dual são
baseados nestas ideias.
Uma desvantagem do método afim-escala é que ele mantém as componentes de
px, zq movendo-se muito próximas da fronteira px, zq “ 0. Direções de busca calculadas
muito próximas desta fronteira tendem a ser distorcidas devido a erros de arredondamentos.
Além disso, apenas um pequeno progresso pode ser feito ao longo dela [Wright, 1996b].
O método de pontos interiores primal-dual seguidor de caminho força a direção
de busca a se afastar da fronteira px, zq “ 0, de forma que seja possível dar um passo
maior nesta direção antes de violar a condição de positividade. Este método está descrito
na próxima seção.
1.4 Método primal-dual seguidor de caminho
O método de pontos interiores primal-dual seguidor de caminho mantém seus
iterados próximos a um caminho C denominado caminho central [Wright, 1996b]. Este
caminho é um arco parametrizado por um escalar ψ ą 0, em que cada ponto pxψ, yτ , zψq P C
satisfaz as seguintes condições:
Ax “ b, (1.17)
ATy ` z “ c, (1.18)
XZe “ ψe, (1.19)
px, zq ě 0. (1.20)
Estas condições diferem das condições KKT apenas pelo termo ψe do lado direito das
equações (1.19). À medida que ψ tende a zero, as equações (1.19) se aproximam das
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equações (1.5) e, consequentemente, o conjunto solução de (1.17) a (1.20) se aproxima do
conjunto solução de (1.3) a (1.6).
Tomar passos próximos a C faz com que a direção de busca aponte para o
interior da região determinada por px, zq ą 0. Isso porque, o parâmetro ψ pode ser visto
como o parâmetro originado do problema de barreira logarítmica definido a partir de (1.1).
Na prática, é tomado ψ “ σµ, em que σ P r0, 1s é um parâmetro de centragem
e µ “ x
T z
n
é a medida do gap de dualidade [Wright, 1996b].
De acordo com a Observação 1.1, se x e y são pontos factíveis, então xT z “ γ.
Logo, intuitivamente, faz sentido pensarmos que quando µ tende a zero ao mesmo tempo
que a infactibilidade é reduzida, estamos nos aproximando de uma solução ótima do par
primal-dual.
Aplicando o método de Newton à função
F px, y, zq “
»—– Ax´ bATy ` z ´ c
XZe´ σµe
fiffifl “ 0, (1.21)
determinada pelas igualdades (1.17), (1.18) e (1.19), obtemos a direção de busca modificada
d “ pdx, dy, dzqT por meio da equação
F 1px, y, zqd “ ´F px, y, zq, (1.22)









em rp e rd são como em (1.10) e rc “ ´XZe` σµe.






. Entretanto, tomar σ “ 1 faz com que uma pequena ou mesmo nenhuma
redução de µ ocorra.
O ideal é utilizar um valor de σ P p0, 1q, de forma que possamos calcular uma
direção que permita um passo maior, obtendo uma redução mais significativa do gap de
dualidade.
Sistematicamente o método seguidor de caminho é dado pelo algoritmo 2.
Na prática x é atualizado com tamanho de passo igual a αp e y e z com o
tamanho de passo igual a αd dados em (1.13) e (1.14), respectivamente.
Nos dois métodos de pontos interiores descritos, a principal operação computa-
cional é a solução do sistema linear obtido pelo método de Newton. Em aplicações reais
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Algoritmo 2: Método Seguidor de Caminho
Entrada: px0, z0q ą 0, x0 P Rn, z0 P Rn, y P Rm e σ P p0, 1q
Saída: px, y, zq que satisfaz as condições de otimalidades do Teorema 1.2
k Ð 0,
repita




Calcule os resíduos rkp e rkd ;
Resolva o sistema (1.23) e encontre a direção pdxk, dyk, dzkq;
Calcule o tamanho do passo αk como em (1.12)
Atualize o ponto
xk`1 Ð xk ` αdxk;
yk`1 Ð yk ` αdyk;
zk`1 Ð zk ` αdzxk;
k Ð k ` 1;
até atingir um critério de parada;
estes sistemas quase sempre possuem dimensões elevadas, um alto grau de esparsidade
e sua resolução é o passo mais caro dos métodos. Alguns métodos de pontos interiores
procuram acelerar a convergência para uma solução ótima, resolvendo sistemas lineares
adicionais com a mesma matriz, o que promove uma redução no número de iterações. Dois
métodos que seguem esta linha são os métodos de pontos interiores preditor-corretor, pro-
posto inicialmente por Mehrotra [Mehrotra, 1992b], e múltiplas correções de centralidade
[Gondzio, 1996]. Estes métodos estão descritos na próxima seção.
1.5 Método primal-dual preditor-corretor
No método primal-dual preditor-corretor a direção de busca é uma combinação
de duas direções distintas obtidas a partir do sistema (1.23):
• uma direção preditora, calculada tomando o parâmetro de centragem σ igual a zero,
que reduz o valor do gap de dualidade e a infactibilidade primal e dual,
• e uma direção corretora, calculada com σ P p0, 1s escolhido adaptativamente de forma
que a centralidade do ponto atualizado com a direção preditora seja melhorada.
Dado o ponto px, y, zq da iteração anterior, a direção preditora dp “ pdxp, dyp, dzpq
é calculada como no método primal-dual afim escala. Uma vez calculada esta direção, o
tamanho do passo αˆ é calculado da mesma forma que α em (1.12) e em seguida calcula-se
µˆ “ px` αˆdxpq
T pz ` αˆdzpq
n
.
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, em que q “ 2 ou q “ 3. (1.24)
Um valor de σ próximo de zero indica que a direção afim escala obteve um
bom progresso na redução da medida do gap de dualidade µ, então apenas uma pequena
centragem precisa ser feita. Ao contrário, um valor próximo de um, significa que pouco
progresso foi obtido na redução de µ e que é necessária uma centragem maior.
Além disso, uma correção não linear nas restrições de complementaridade
é realizada. Se um tamanho de passo igual a um é considerado, de acordo com (1.15)
e (1.16), teríamos que os próximos resíduos rˆp e rˆd seriam nulos e nas restrições de
complementaridade teríamos
´pX `DxpqpZ `Dzpqe “ ´XZe´ pXdzp ` Zdxpq ´ DˆxDˆze
“ ra ´ ra ´DxpDxpe
“ ´DxpDzpe,
em que Dxp “ diagpdxpq, Dzp “ diagpdxpq e ra é como em (1.3).
A direção corretora dc “ pdxc, dyc, dzcq é calculada levando em consideração
esta correção não linear nas restrições de complementaridade e utilizando o parâmetro de
centragem calculado em (1.24). Deste modo, ela é determinada por meio do sistema linear









em que rc “ ´DxpDzpe` σµe.
A direção final d é dada por d “ dp ` dc.
De forma sistemática o método preditor-corretor é dado pelo Algoritmo 3.
Capítulo 1. Métodos de pontos interiores primal-dual 29
Algoritmo 3: Método Preditor-Corretor
Entrada: px0, z0q ą 0, x0 P Rn, z0 P Rn e y P Rm
Saída: px, y, zq que satisfaz as condições de otimalidades dos Teorema 1.2
k Ð 0;
repita




Calcule os resíduos rkp e rkd ;
Resolva o sistema (1.10) e encontre a direção preditora dkp “ pdxkp, dykp , dzkp q;
Calcule o tamanho do passo αˆk de forma que ppxkp, zkp q ` αˆkpdxkp, dzkp qq ą 0;
Calcule µˆ “ px
k
p ` αˆkdxpqT pzkp ` αˆkdzkp q
n
e σ como em (1.24);
Resolva o sistema (1.25) para encontrar a direção corretora dkc “ pdxkc , dykc , dzkc q;
Calcule dk “ dkp ` dkc ;
Calcule o tamanho do passo αk como em (1.12);
Atualize o ponto
xk`1 Ð xk ` αdxk;
yk`1 Ð yk ` αdyk;
zk`1 Ð zk ` αzxk;
k Ð k ` 1;
até atingir o critério de parada;
1.6 Múltiplas correções de centralidade
A resolução do sistema linear que surge nos métodos de pontos interiores por
meio de um método direto geralmente envolve uma fatoração. Esta fatoração quase sempre
demanda mais esforço computacional do que o cálculo das direções de busca que a sucedem.
Múltiplas correções generalizam a ideia do método preditor-corretor. A proposta do método
é aproveitar ao máximo a fatoração realizada, calculando direções corretoras adicionais. As
múltiplas correções de centralidade proposta por Gondzio [Gondzio, 1996] e aprofundadas
em [Colombo and Gondzio, 2008], tem o duplo objetivo de melhorar centralidade do
próximo iterado e alcançar passos maiores nos espaços primal e dual. Deste modo, é
esperado que passos maiores possam ser dados pelo próximo iterado e que ocorra uma
rápida redução da infactibilidade primal e dual, levando a uma aceleração da convergência.
Cabe ressaltar, que o foco das múltiplas correções de centralidade não é reduzir o gap de
dualidade, já que acredita-se que ele seja suficientemente reduzido se um passo longo é
dado ao longo de uma direção primal-dual afim-escala.
Para a aplicação das múltiplas correções de centralidade, o cálculo da direção
preditora é feito como no método preditor-corretor. Para o cálculo da direção corretora,
considere entã, que px, y, zq são soluções factíveis primal-dual calculadas em uma iteração
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do método primal-dual. Em seguida, considere que a direção preditora dp neste ponto
tenha sido determinada e que os passos de tamanhos máximos αp e αd, nos espaços primal
e dual, respectivamente, tenham sido calculados de forma a preservar a não negatividade
das variáveis x e z.
Uma direção corretora dc será determinada de forma que passos largos nos
espaços primal e dual sejam permitidos por uma direção composta d “ dp ` dc.
São tomados então, os tamanhos de passo primal e dual dados, respectivamente,
por:
α˜p “ mintαp ` δα, 1u e α˜d “ mintαd ` δα, 1u (1.26)
em que δα P p0, 1q é fixo e é entendido como uma quantidade desejável de aumento do
passo. E em seguida são calculados
x˜ “ x` α˜pdxp, e z˜ “ z ` α˜ddzp, (1.27)
que possuem componentes negativas, devido ao aumento do tamanho de passo. Estas
componentes não chegam a ser um problema, pois são utilizadas apenas para corrigir a
centralização.
Em sequência, são calculados os produtos complementares X˜Z˜e que dificilmente
são iguais a µ˜, sendo alguns inclusive negativos. Assim, uma direção de correção é calculada
para compensar estes desvios, impondo que os produtos complementares satisfaçam as
condições
βµ˜ ď x˜iz˜i ď β´1µ˜, (1.28)
com i “ 1, ..., n. Deste modo, o ponto calculado estará em uma vizinhança da trajetória
central.
A direção corretora dc é obtida então, resolvendo o sistema linear









em que r˜c P Rn, para i “ 1, ..., n, é dado por:
r˜c “
$’&’%
βµ˜´ x˜iz˜i, se x˜iz˜i ď βµ˜
β´1µ˜´ x˜iz˜i, se x˜iz˜i ě β´1µ˜
0, caso contrário,
(1.30)
com β P p0, 1q.
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A direção dc calculada em (1.29) é então utilizada para corrigir a direção de
busca:
d “ dp ` dc (1.31)
O processo de correção pode ser repetido um número desejável de vezes, bas-
tando para isso considerar a direção d em (1.31) como uma nova direção preditora. Direções
corretoras podem ser calculadas até que os tamanhos dos passos αˆp e αˆd nos espaços primal
e dual, determinados por uma direção composta, não cresçam suficientemente comparados
com os tamanhos de passos αp e αd encontrados anteriormente na direção preditora. A
direção final é então uma composição de várias direções. A cada repetição do processo um
sistema linear semelhante ao sistema (1.29) é resolvido.
Os resultados numéricos apresentados por Gondzio [Gondzio, 1996], princi-
palmente utilizando seu solver HOPDM [Gondzio, 1995], mostram que a estratégia de
múltiplas correções de centralidade, na maioria dos casos, acelera a convergência do método,
diminuindo o número de iterações, compensando o esforço computacional adicional por
iteração.
No Capítulo 2, discutimos métodos para resolução dos sistemas lineares oriundos
dos métodos de pontos interiores primal-dual. Esses métodos podem ser diretos ou iterativos.
A utilização de métodos iterativos deram origem a uma nova classe de métodos de pontos
interiores. A seção seguinte discorre brevemente sobre estes métodos.
1.7 Métodos de pontos interiores primal-dual inexatos
Uma nova classe de métodos de pontos interiores surgiu quando métodos itera-
tivos passaram a ser utilizados para a resolução dos sistemas lineares oriundos dos métodos
de pontos interiores primal-dual para programação linear [Al-Jeiroudi and Gondzio, 2009,
Baryamureeba and Steihaug, 2006, Bellavia, 1998, R. W. Freund, 1999, Korzak, 2000, Monteiro and O’Neal, 2003].
Esta nova classe foi denominada método de pontos interiores primal-dual inexatos e é
baseada nos métodos de Newton inexatos.
Se os sistemas lineares (1.10) ou (1.23) são resolvidos iterativamente, uma
direção de busca aproximada d é calculada e então d satisfará um sistema linear da forma
F 1px, y, zqd “ ´F px, y, zq ` r˜, (1.32)
em que F é a função (1.9) ou (1.21), respectivamente, e r˜ é o erro residual.
Geralmente, uma direção aproximada é aceita desde que o resíduo atenda à
condição
}r˜k} ď βk}F pxkq}, (1.33)
em que tβku P r0, 1q é uma sequência forçante.
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A ideia por trás dos métodos de pontos interiores inexatos é encontrar um crité-
rio de parada para os métodos iterativos de sistemas lineares, que minimize o esforço com-
putacional para calcular as direções de busca e que ao mesmo tempo garanta a convergência
global atendendo a condições equivalentes à (1.33) [Baryamureeba and Steihaug, 2006].
Bellavia [Bellavia, 1998] estabeleceu resultados de convergência global para um
método de pontos interiores inexato factível interpretando-o como um método de Newton
inexato. A teoria de convergência e implementação são baseadas em resolver a equação de
Newton inexata dada por
F 1px, y, zqd “ ´F px, y, zq ` rg,
em que F é como em (1.10) e rTg “ µ ¨ p0, 0, eqT ` r˜T , com a sequência forcing dada por
β ă p1´ σq{?n.
Em [Korzak, 2000], Korzak propõe um método de pontos interiores primal-dual
infactível e inexato baseado no método de pontos interiores seguidor de caminho de Kojima,

















em que é permitido um erro residual pr˜1, r˜2, r˜3qT do lado direito das equações, para que a
convergência ocorra neste método, as direções de busca pdxk, dyk, dzkq devem ser calculadas
de forma que as componentes deste erro satisfaçam as condições:
}r˜1k}2 ď p1´ τ1q}rkp }2; (1.35)
}r˜2k}2 ď p1´ τ2q}rkd }2; (1.36)
}r˜3k}8 ď τ3µk, (1.37)
e o passo αk deve sercalculado de modo que o próximo iterado esteja na vizinhança do
caminho central dada por
N “ tpx, y, zq P Rn`m`n : x ą 0, z ą 0,
xizi ě θpxT zq{npi “ 1, ..., nq,
xT z ě θp}Ax´ b}2 ou }Ax´ b}2 ď εp,
xT z ě θd}ATy ` z ´ c}2 ou }ATy ` z ´ c}2 ď εdu,
(1.38)
em que θ P p0, 1q, θp ą 0, θd ą 0, εp P p0, 1q e εd P p0, 1q.
Além disso, pxk, zkq devem ser limitados.
Na prática, são tomados τ1 “ τ2 “ 0, 95, τ3 “ 0, 049 e θ “ θp “ θd “ εp “ εd “
10´8.
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Ainda neste trabalho, Korzak apresenta uma variante do método acima, baseada
no método preditor-corretor de Mehrotra [Mehrotra, 1992b]. Neste caso, ambas as direções
calculadas, preditora e corretora, devem satisfazer as condições (1.35), (1.36) e (1.37).
1.8 Implementação de métodos de pontos interiores
Descrevemos nesta seção, alguns aspectos práticos da implementação dos
métodos de pontos interiores primal-dual.
1.8.1 Pré-processamento
A presença de informações redundantes não é incomum em modelos de progra-
mação linear reais de grande porte. Estas informações podem ser detectadas e rearranjadas
para reduzir o tamanho do problema, tornando sua solução mais fácil. Este processo é
denominado pré-processamento. O preprocessamento pode, por exemplo, eliminar linhas e
colunas duplicadas, fixar algumas variáveis, eliminar restrições redundantes e além disso,
identificar a infactibilidade primal e dual [Andersen and Andersen, 1995].
1.8.2 Ponto inicial
A escolha de um ponto inicial para os métodos de pontos deve levar em
consideração a centralidade do ponto e a magnitude das infactibilidades primal e dual.
Uma boa heurística foi proposta por Mehrotra [Mehrotra, 1992b]. No método, inicialmente
são resolvidos os seguintes problemas de quadrados mínimos:
min xtx s.a. Ax “ b
min
px,yq
zT z s.a. ATy ` z “ c.
As soluções para estes problemas são dadas por
x˜ “AT pAAT q´1b,
y˜ “pAAT q´1Ac,
z˜ “c´ AT y˜.
Em seguida, levando em consideração que o ponto inicial deve satisfazer a
condição px, zq ą 0, são calculados
αp “ δp ` 0, 5px˜` δpeq
T pz˜ ` δdeq
pz˜j ` δdq ,
αd “ δd ` 0, 5px˜` δpeq
T pz˜ ` δdeq
px˜j ` δpq ,
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em que
δp “ max t´1, 5 ¨ pmintx˜juq; 0, 01u ,
δd “ max t´1, 5 ¨ pmintz˜juq; 0, 01u .
Assim, o ponto inicial é determinado por
x0 “ x˜` αpe,
y0 “ pAAT q´1Ac,
z0 “ z˜ ` αde.
Note que para o cálculo do ponto inicial é necessária a resolução de dois sistemas lineares
com a matriz AAT . Deste modo, o esforço para calcular o ponto inicial é praticamente
igual ao esforço para calcular uma direção de busca preditora-corretora no método preditor-
corretor.
1.8.3 Critério de parada
Os métodos de pontos interiores encontram uma solução aproximada para o
problema de programação linear. Um critério de parada é estabelecido para decidir quando
um iterado está perto o suficiente do conjunto solução. A maioria dos códigos primal-dual
verificam no critério de parada se os resíduos rp e rd e o gap de dualidade são pequenos
o suficiente. Um teste típico para aceitar se o ponto px, y, zq é uma boa aproximação da




1` }b} ď ,
}rd}
1` }c} “
}ATy ` z ´ c}
1` }c} ď ,
|cTx´ bTy|
1` |cTx| ď ,
em que, geralmente,  “ 10´8.
1.8.4 Problemas de programação linear com variáveis canalizadas
Os problemas de programação linear, com frequência, podem conter variáveis
que são limitadas superiormente. Neste caso, sua formulação é dada por
min cTx
s.a Ax “ b
0 ď xi ď ui i P U,
xj ě 0 j P U˜ ,
(1.39)
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em que A P Rmˆn, b P Rm, c P Rn, x P Rn e U e U˜ são o conjunto dos índices das
variáveis limitadas e não limitadas superiormente, respectivamente. As variáveis limitadas
são denominadas variáveis canalizadas.
Para encontrar a forma padrão deste problema, consideremos p a cardinalidade
do conjunto U . Seja E P Rpˆn a matriz de posto completo que em cada linha e cada
coluna possui exatamente um elemento não nulo e igual a um, sendo que os elementos
não nulos das linhas, correspondem aos índices do conjunto U . A matriz E pode ser vista
como a transformação E : Rn Ñ Rp que mapeia x em sua parte canalizada Ex. Assim, as
restrições 0 ď xi ď ui, para i P U , podem ser substituídas por 0 ď Ex ď u. Acrescentando
variáveis de folga s a estas restrições, obtemos a forma padrão de (1.39) dada por
min cTx
s.a Ax “ b
Ex` s “ u
x ě 0, s ě 0,
(1.40)
cujo problema dual associado é
max bTy ` uTw
s.a ATy ` ETw ` z “ c
w ` v “ 0
z ě 0, v ě 0.
(1.41)
As condições de otimalidade deste problema são as seguintes
Ax “ b,
Ex` s “ u,
ATy ` ETw ` z “ c,
w ` v “ 0,
XZe “ 0,
SV e “ 0,
x ě 0, s ě 0,
z ě 0, v ě 0,
(1.42)
em que X “ diagpxq, Z “ diagpzq, S “ diagpsq e V “ diagpvq.
Aplicando o método de Newton às igualdades das condições de otimalidade
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(1.42) obtemos o sistema linear»—————————–
A 0 0 0 0 0
E I 0 0 0 0
0 0 AT I ET 0
0 0 0 0 I I
Z 0 0 X 0 0




















cuja solução fornece a direção de busca em cada iteração.
Neste capítulo, observamos que os métodos de pontos interiores primal-dual
giram em torno da resolução dos sistemas lineares obtidos por meio do método de Newton.
De fato, esta é a operação que demanda o maior esforço computacional e é também o tema
central desta tese. Por isso, dedicamos o próximo capítulo exclusivamente a um estudo de
métodos para a resolução dos sistemas lineares oriundos dos métodos de pontos interiores
primal-dual, tratando também dos aspectos práticos da implementação da resolução destes
sistemas lineares.
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2 Solução dos sistemas lineares oriundos dos
métodos de pontos interiores primal-dual
A resolução dos sistemas lineares oriundos dos métodos de pontos interiores
primal-dual é o passo de maior custo computacional, por isto, a forma utilizada para
resolver estes sistemas é de importância fundamental para o desempenho dos métodos.
Duas formulações mais simplificadas podem ser utilizadas para a resolução
destes sistemas lineares. Uma é obtida transformando algebricamente a matriz do sistema
de Newton em uma matriz simétrica indefinida e a outra em uma matriz simétrica definida
positiva. Uma vez obtida uma destas formulações, o novo sistema ainda pode ser resolvido
por meio de métodos diretos ou iterativos.
Neste capítulo, descrevemos algumas estratégias utilizadas para resolução destes
sistemas lineares, dando ênfase à segunda formulação mencionada, que é a utilizada nesta
tese.
Independente do método primal-dual utilizado, a matriz do sistema de New-
ton possui sempre a mesma forma. Assim, neste capítulo, sem perda de generalidade,
consideramos o sistema linear reescrito da forma
Adx “ rp (2.1)
ATdy ` dz “ rd (2.2)
Zdx`Xdz “ rc (2.3)
em que
rp “ b´ Ax,
rd “ c´ z ´ ATdy,
rc “ ´XZe` σµe.
(2.4)
2.1 Sistema aumentado
Isolando a variável dz na equação (2.3), e substituindo-a na equação (2.2),
obtemos o sistema
ATdy ´X´1Zdx “ rd ´X´1rc (2.5)
Adx “ rp, (2.6)
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em que D “ XZ´1, r1 “ rd ´X´1rc e r2 “ rp.
Este sistema é denominado sistema aumentado.
Cabe observar que as matrizes X´1 e Z´1 estão bem definidas, já que elas são
as inversas das matrizes X “ diagpxq e Z “ diagpxq, respectivamente, e px, zq ą 0.
A matriz do sistema aumentado é de ordem m ` n e possui a propriedade
de ser simétrica, porém é indefinida. De forma direta, este sistema pode ser resolvido
pelo método Bunch-Parlett [Bunch and Parlett, 1971]. Um outro método consiste em
transformar, através de manipulações, a matriz do sistema em uma matriz quase definida,







em que E e F são matrizes positivas definidas. Matrizes quase definidas possuem algumas
das boas propriedades de matrizes definidas positivas. Em particular, para qualquer
permutação simétrica arbitrária de linhas e colunas pode-se obter uma fatoração da
matriz permutada do tipo L˜D˜L˜T , com L˜ triangular e D˜ diagonal. A matriz D˜ possui
exatamente m elementos estritamente positivos e n elementos estritamente negativos em
sua diagonal [Vanderbei, 1996]. Iterativamente, o sistema linear (2.7) pode ser resolvido
pelos métodos MINRES e SYMMLQ [Paige and Saunders, 1975]. E ainda, com o uso de
precondicionadores adequados é possível utilizar o método dos gradientes conjugados
[Bergamaschi et al., 2004, Durazzi and Ruggiero, 2003].
2.2 Sistema de equações normais
O sistema de equações normais é obtido a partir do sistema aumentado, isolando
a variável dx da equação (2.5) e substituindo-a na equação (2.6). Deste modo, o sistema
linear obtido é da forma
ADATdy “ rp ` ADrd ´ ADX´1rc. (2.8)
Para o caso em que rp “ 0, as equações (2.8) são as equações normais do
problema de quadrados mínimos com coeficientes da matriz D1{2AT , daí a denominação
sistema de equações normais.
A matriz do sistema de equações normais possui ordem m, menor do que a
matriz do sistema aumentado. Entretanto, o sistema aumentado possui vantagens de
estabilidade, flexibilidade e esparsidade.
A vantagem do sistema de equações normais é que se A tem posto completo,
a matriz ADAT possui a boa propriedade de ser simétrica definida positiva. Com esta
Capítulo 2. Solução dos sistemas lineares oriundos dos métodos de pontos interiores primal-dual 39
propriedade o sistema pode ser resolvido de forma direta aplicando a fatoração de Cholesky
[Golub and Van Loan, 1989] na matriz do sistema ou de forma iterativa utilizando o
método dos gradientes conjugados [Trefethen and Bau, 1997].
Observação 2.1. Para ambos os sistemas, (2.7) e (2.8), surgem questões particulares de
estabilidade devido a presença de elementos muito grandes ou muito pequenos na diagonal
de D e D´1. Particularmente, nas últimas iterações as matrizes dos sistemas lineares se
tornam extremanente mal condicionadas. A discrepância no valor destes elementos ocorre




De acordo com o Teorema 1.1, se px˚, y˚, z˚q é uma solução ótima para um PPL, então
di Ñ 0 para os casos em que z˚j ą 0 e x˚j “ 0 e di Ñ 8 para os casos em que x˚j ą 0 e
z˚j “ 0. O contrário ocorre para os elementos de D´1.
Nesta tese, trabalhamos apenas com o sistema de equações normais, por isso as
próximas seções são dedicadas à uma descrição detalhada de métodos para solucioná-lo.
2.3 Fatoração de Cholesky nos métodos de pontos interiores
Dada uma matriz A “ raijsi,j“1,...,m simétrica definida positiva, ao aplicar a
fatoração de Cholesky nela, obtemos uma matriz triangular inferior L com elementos
positivos em sua diagonal, tal que
A “ LLT .
Se a matriz A do sistema linear (1.1) possui posto completo, a matriz ADAT
do sistema de equações normais é simétrica definida positiva. Logo, podemos aplicar a
fatoração de Cholesky nela.
Sendo A “ ADAT , o sistema
Ady “ h, (2.9)
em que h “ rp`ADrd´ADX´1rc, poderá ser resolvido por meio dos sistemas triangulares
Lw “ h e LTdy “ w, (2.10)
usando substituições progressiva e regressiva, respectivamente.
A matriz L obtida na fatoração é denominada fator de Cholesky. A existência
e unicidade do fator de Cholesky é garantida pelo Teorema 2.1.
Capítulo 2. Solução dos sistemas lineares oriundos dos métodos de pontos interiores primal-dual 40
Teorema 2.1. [Golub and Van Loan, 1989] Se A P Rmˆm for uma matriz simétrica
definida positiva, então existe uma única matriz triangular L P Rmˆm com elementos
positivos na diagonal tal que A “ LLT .









, para i “ 1, ...m, (2.11)




, para j ą i. (2.12)
Os elementos Aii, i “ 1, ...,m, são atualizados durante a fatoração e são
denominados pivôs.
Uma forma de descrever o algoritmo da fatoração de Cholesky, conhecida como
versão do produto externo [Golub and Van Loan, 1989], é dada pelo Algoritmo 4.
Algoritmo 4: Fatoração de Cholesky
Entrada: Matriz A de ordem m
Saída: Fator de Cholesky L da matriz A




para j “ i` 1, ...,m faça
Lji Ð Aji{Lii;
para k “ i` 1, ..., j faça




No Algoritmo 4, uma vez calculada a coluna 1, a submatriz restante, isto é,
a submatriz obtida de A, eliminando a coluna 1 e a linha 1 de A, é atualizada no loop
k. No cálculo da linha s da matriz L, a atualização da submatriz restante é descrita
algebricamente por:
Aps`1q:m,ps`1q:m Ð Aps`1q:m,ps`1q:m ´Aps`1q:m,sATps`1q:m,s{Ass. (2.13)
O processo da fatoração de Cholesky, seguido pelas duas substituições trian-
gulares, é uma forma bastante estável para calcular soluções de sistemas lineares com a
matriz dos coeficientes simétrica definida positiva. Por isso, esta abordagem é utilizada nos
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métodos de pontos interiores primal-dual sempre que a decomposição não é extremamente
cara.
Conceitualmente, a fatoração de Cholesky é bastante simples, mas na prática
muitas estratégias devem ser utilizadas para que a fatoração tenha êxito na resolução do
sistema de equações normais. Nas subseções seguintes estas estratégias são discutidas.
No que segue, o termo esparsidade é utilizado para classificar uma matriz cujo
número de elementos não nulos é bem inferior ao número de elementos nulos. Neste caso,
diremos que a matriz é esparsa. Caso contrário, a matriz é chamada de matriz densa.
O termo preenchimento, em qualquer tipo de fatoração de uma matriz, é
utilizado para designar o número de elementos não nulos que surgem nas entradas do fator
calculado, onde nas posições correspondentes da matriz original existem elementos nulos.
2.3.1 Ordenação de uma matriz pelo método do mínimo grau
A grande desvantagem da fatoração de Cholesky é o preenchimento que pode
ser gerado durante a fatoração, produzindo um fator de Cholesky mais denso que a matriz
original. O exemplo abaixo ilustra como o preenchimento ocorre.
Exemplo 2.1. Considere a matriz simétrica de ordem 5ˆ 5, com o padrão de esparsidade




ˆ 0 0 ˆ






ˆ ` ` ˆ
0 0 0 ˆ ˆ
fiffiffiffiffiffiffifl
Apenas a parte triangular inferior da matriz está representada. A parte superior pode ser
obtida pela transposição da inferior.
Pela fórmula dada em (2.12), o cálculo da segunda coluna de L gera um
preenchimento na posição p4, 2q, como ilustrado na matriz à direta, indicado com o sinal `
nesta posição. Uma vez calculada a segunda coluna, o cálculo da terceira coluna produzirá
um elemento não-nulo na posição p4, 3q, também indicado pelo símbolo `.
O problema do preenchimento gerado na fatoração é que ele implica na necessi-
dade de mais espaço de armazenamento e maior custo computacional para o cálculo do
fator de Cholesky. Uma tentativa de controlar o preenchimento pode ser feita permutando
as linhas e as colunas da matriz original, de forma que o fator de Cholesky seja o mais
esparso possível. Encontrar uma ordem para as linhas e colunas de uma matriz simétrica
definida positiva, que atinja este objetivo, é considerado um problema difícil. De fato,
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ele é NP-completo [Yannakakis, 1981]. Na prática, são utilizadas algumas heurísticas de
ordenamento da matriz, que no geral, demonstram um bom desempenho.
Nos métodos de pontos interiores primal-dual, a matriz ADAT possui o mesmo
padrão de esparsidade em todas as iterações, pois apenas a matriz diagonal D muda a
cada iteração dos métodos. Assim, é necessário ordenar as linhas e colunas de A apenas
uma vez antes de iniciar as iterações. Uma das melhores heurísticas de ordenamento
conhecida é o ordenamento por mínimo grau [Liu, 1985]. O termo grau se refere ao número
de elementos não nulos em uma coluna (ou linha) da matriz, excluindo a diagonal. O grau
de um elemento da diagonal é o grau da coluna (ou linha) a qual este elemento pertence.
O método de mínimo grau, a cada passo, seleciona na matriz restante da
fatoração, dada em (2.13), o elemento da diagonal com menor grau. Se este elemento
ocorre na posição pk, kq da matriz restante, a linha e coluna 1 desta matriz, trocam de
posição com a linha e coluna k, respectivamente. O cálculo da próxima coluna do fator de
Cholesky é realizado com este novo pivô estabelecido.
O método do mínimo grau é motivado pela fórmula (2.13). Se o pivô Akk tem
grau d, a matriz atualizada terá d2 elementos não nulos, o que sugere a escolha do pivô
com menor grau.
Nos códigos de fatoração de Cholesky esparsa, a ordenação e a fatoração
numérica não ocorrem simultaneamente. A ordenação é realizada antes de qualquer
operação numérica fazendo uso de um grafo. Este grafo é um conjunto de nós e arcos
que indicam a localização dos elementos não nulos da matriz original e de toda a matriz
restante. Se a matriz A a ser fatorada possui ordem m, este grafo contém m nós, com uma
aresta conectando os nós i e j, se o elemento pi, jq da matriz A é não-nulo. O grau do nó i
é o número de arestas que incidem neste nó.
A operação de eliminar a linha e coluna i da matriz após terem sido calculadas
na fatoração de Cholesky equivale a descartar no grafo o nó i e criar arestas entre todos
os nós desconectados, que eram antes conectados ao nó i. O grafo resultante representa a
estrutura dos elementos não nulos da matriz restante. O preenchimento até este passo é
igual ao número das arestas novas que foram criadas.
Uma variante do método do mínimo grau, conhecida como método do mínimo
grau múltiplo [Liu, 1985], utiliza o conceito de super-nós definido a seguir:
Definição 2.1. Dado um grafo, um super-nó deste grafo é o conjunto maximal de nós Θ
tal que:
1. todos nós de Θ são conectados entre si;
2. cada nó de Θ está conectado aos mesmos nós não pertencentes a Θ.
Capítulo 2. Solução dos sistemas lineares oriundos dos métodos de pontos interiores primal-dual 43
Matricialmente, cada super-nó representa um grupo maximal com padrão de
esparsidade idêntico.
Exemplo 2.2. Considere uma matriz simétrica 5ˆ 5 com o padrão de esparsidade dado
em (2.14) »——————–
ˆ 0 0 ˆ ˆ
0 ˆ 0 ˆ 0
0 0 ˆ ˆ 0
ˆ ˆ ˆ ˆ ˆ
ˆ 0 0 ˆ ˆ
fiffiffiffiffiffiffifl , (2.14)
em que os elementos não-nulos são indicados pelo símbolo ˆ. O conjunto de nós t1, 5u é
um super nó, por que as colunas 1 e 5 possuem ambas elementos não nulos nas posições
1, 4 e 5. A Figura 1 mostra o grafo da matriz (2.14). No grafo, os nós 1 e 5 satisfazem as
condições 1 e 2 da Definição 2.1.
3 4 2
1 5
Figura 1 – Grafo ade adjacência que representa a matriz 2.14
Segue imediatamente da Definição 2.1 que todos os nós de um super-nó possuem
o mesmo grau. Super-nós são criados no grafo durante o processo de fatoração e eles não
podem ser quebrados por passos de eliminação subsequentes. O tempo de ordenação pode
ser reduzido explorando esta propriedade dos super-nós. O grafo pode ser armazenado de
forma mais compacta e precisa ser atualizado com menos frequência do que no método de
mínimo grau original.
Se o método do mínimo grau seleciona para eliminar um nó do super-nó Θ, os
outro nós de Θ ainda possuem grau mínimo no grafo resultante da etapa de eliminação.
Assim, todos os nós de um super-nó são selecionados consecutivamente para eliminação.
Podemos explorar este fato no cálculo numérico do fator de Cholesky. O cálculo numérico
pode ser realizado em conjunto em todas as colunas de um super-nó, reduzindo a necessidade
de compactação e descompactação de vetores esparsos e a quantidade de cálculos entre
matrizes e vetores.
2.3.2 Fatoração de Cholesky simbólica
A esparsidade de uma matriz simétrica definida positiva pode ser aproveitada
para calcular um fator de Cholesky realizando muito menos operações do que as que
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seriam necessárias para fatorar uma matriz densa de mesmo tamanho. Além disso, o fator
de Cholesky pode ser armazenado ocupando menos memória.
Geralmente, o fator de Cholesky de uma matriz é muito mais denso que a
matriz original. Usando uma estrutura de dados que armazena apenas elementos não
nulos, é útil saber a estrutura do fator de Cholesky antes de realizar a fatoração numérica
da matriz. Assim, podemos reservar um espaço na estrutura de dados para armazenar
preenchimentos. A predeterminação desta estrutura é chamada de fatoração simbólica de
Cholesky [Ng, 1993]. Na fatoração simbólica não estamos interessados no valor numérico
dos elementos não nulos do fator de Cholesky, apenas na sua posição. Desta forma, a
fatoração numérica é realizada muito mais rapidamente, pois apenas os elementos das
posições predeterminadas são calculados.
2.3.3 Pivôs inadequados na diagonal da fatoração de Cholesky
No contexto de métodos de pontos interiores, o algoritmo padrão da fatoração
de Cholesky, pode encontrar algumas dificuldades. De acordo com a Observação 2.1, os
elementos da matriz diagonal D podem ter valores próximos de zero ou extremamente
grandes, sobretudo nas últimas iterações. Esta discrepância pode causar de um mal
condicionamento da matriz ADAT .
O mal condicionamento geralmente fica evidente nos pivôs encontrados durante
a fatoração de Cholesky numérica, onde é verificada uma variação muito grande em
suas magnitudes. Além disso, devido aos erros de arredondamento nas etapas anteriores
à fatoração, alguns pivôs podem até ser ligeiramente negativos, levando o algoritmo
da fatoração a falhar quando tenta calcular a raiz quadrada. Para garantir que, ainda
assim, uma boa direção pdx, dy, dzq seja calculada nos métodos de pontos interiores,
algumas modificações são feitas no algoritmo padrão da fatoração de Cholesky. Elas
incluem estratégias que tentam, em parte, imitar técnicas utilizadas para matrizes positivas
semidefinidas. Para estas matrizes, o Teorema 2.2 garante a existência e unicidade de uma
fatoração de Cholesky.
Teorema 2.2. [Highan, 1996] Seja A P Rnˆn uma matriz positiva semidefinida de posto
p.
1. Existe pelo menos uma matriz triangular inferior L, com elementos não negativos
na diagonal, tal que A “ LLT .
2. Existe uma matriz de permutação P tal que PAP T possui uma única fatoração de
Cholesky da forma
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em que L11 é uma matriz de ordem p triangular inferior com elementos positivos na
diagonal.
Para calcular a fatoração de Cholesky de uma matriz A semidefinida positiva,
no passo i da fatoração, é verificado se o próximo pivô não é muito pequeno em relação ao
maior pivô encontrado até então. Isto é feito utilizando o seguinte critério




onde tol é um número muito pequeno (tol “ 10´12 por exemplo). Se este critério não
é satisfeito, o maior pivô entre Ai`1,i`1, ....,Amm é escolhido e então, a linha e coluna i
trocam de posição com a linha e coluna do pivô selecionado e a fatoração continua. Se
nenhum elemento da matriz restante satisfaz a condição (2.15), a fatoração é encerrada e









« PAP T (2.16)
em que L11 é uma matriz quadrada de ordem p, triangular inferior e não singular e P a
matriz de permutação.
Considere um sistema linear com a matriz dada em (2.16)
PAP Tw “ r.
As primeiras p equações deste sistema são linearmente independentes. Particionemos os












sendo w1 e r1 vetores de dimensão p.
Todas as soluções do sistema linear podem ser obtidas através de suas primeiras
p equações dadas por
L11L
T
11w1 ` L11LT21w2 “ r1.
Em particular podemos tomar
w1 “ L´T11 L´111 r1 e w2 “ 0. (2.17)
A estratégia descrita envolve a permutação de linhas e colunas da matriz
durante a fatoração numérica, o que não é adequado no contexto de métodos de pontos
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interiores, pois exigiria uma reorganização dinâmica de toda a estrutura de dados do
problema. Essa reorganização, por exemplo, poderia não ser compatível com a fatoração
simbólica descrita na Seção 2.3.2.
Alguns códigos de métodos de pontos interiores foram implementados com
técnicas que tentam em parte, replicar esta estratégia, mas sem que seja necessário permutar
linhas e colunas.
Uma técnica simples consiste em no passo i da fatoração de Cholesky, quando
verificado um pivô Aii inadequado, definir a i-ésima coluna da matriz L como sendo nula.
Isto, aplicado ao sistema (2.9), faz com que a i-ésima componente de dy seja nula, assim
como as componentes de w2 em (2.17).
Os códigos PCx [Czyzyk et al., 1999] e LIPSOL [Zhang, 1998], implementações
de métodos de pontos interiores primal-dual, utilizam uma estratégia essencialmente
equivalente à descrita anteriormente. Nesta estratégia, quando no passo i da fatoração de
Cholesky é verificado que o pivô Aii é inadequado, ele é substituído por um número muito
grande β, por exemplo β “ 10128. Isto faz com que o elemento da diagonal Lii do fator L
seja
a
β e os demais elementos da coluna i da matriz L sejam múltiplos de
a
β´1, ou seja,
praticamente zero. Consequentemente, a componente correspondente no vetor solução de
(2.9) é aproximadamente zero.
Esta estratégia é simples de ser incorporada aos métodos, pois exige modificações
triviais nos códigos de fatoração de Cholesky para matrizes esparsas existentes. Apenas
algumas linhas adicionais são necessárias para incluí-la nos códigos. O PCx, por exemplo,
utiliza o código Ng-Peyton [Ng and Peyton, 1993], que é uma implementação da fatoração
de Cholesky para matrizes esparsas. O código foi adaptado para que um candidato a pivô
Aii sej considerado pequeno se




em que Api´1q é a submatriz restante após i´ 1 passos da fatoração de Cholesky. Cada
pivô considerado pequeno é substituído pelo número 10128.
Testes numéricos mostram que esta estratégia possui um bom desempenho
para a maioria dos problemas reais testados [Wright, 1996a, Zhang, 1998].
2.3.4 Tratamento de colunas densas em método de pontos interiores
Se a matriz A do sistema (1.1) contém colunas densas, a matriz ADAT do
sistema de equações normais pode ser muito mais densa que A. Isto é mais facilmente
observado se escrevermos ADAT como uma combinação linear das matrizes AiATi , i “
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em que Ai é a i-ésima coluna de A. Se uma única coluna de A for densa, a matriz ADAT
é densa.
A perda da esparsidade compromete a eficiência da fatoração de Cholesky
na resolução do sistema de equações normais. Entretanto, se a matriz A possui poucas
colunas densas, uma estratégia pode ser utilizada para que esta eficiência não seja pre-
judicada [Gondzio, 1992, Vanderbei, 1991]. Para introduzi-lá, sem perda de generalidade,






em que Ae P Rmˆn´k e Ad P Rmˆk são submatrizes de A que possuem apenas colunas
esparsas e densas, respectivamente.










“ AeDeATe ` AdDdATd ,
(2.20)
ou seja, como a soma de uma matriz esparsa e uma matriz densa.
Definindo B “ AeDeATe , V “ AdD
1
2
d e U “ V , obtemos que
ADAT “ pB ` UV T q. (2.21)
Aplicando a fórmula de Sherman-Morrison-Woodbury [Golub and Van Loan, 1989] dada
por
pB ` UV T q´1 “ B´1 ´B´1UpI ` V TB´1Uq´1V TB´1, (2.22)
em (2.21), obtemos































em que S “ pI `D 12dATdB´1AdD
1
2
d q é de ordem k.
Para calcular dy “ pADAT q´1r, é necessário então, resolver k ` 1 sistemas
lineares da forma
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Br˜ “ r e Bwi “ pAdqi, i “ 1, ...k,
em que wi P Rm e pAdqi é a i-ésima coluna de Ad e mais um sistema linear com a matriz
S, que é densa, porém de ordem menor.
Desta forma, ao invés de fatorar a matriz ADAT quando ela é densa, fatora-se
a matriz B que é mais esparsa. Mas em contrapartida, é necessária a resolução de k ` 2
sistemas lineares adicionais, sendo que um sistema possui a matriz de ordem k. Felizmente,
na prática k é pequeno.
As colunas densas de A podem ser identificadas comparando a proporção de
elementos não nulos de cada coluna com um certo parâmetro definido. Nos métodos de
pontos interiores que utilizam a abordagem descrita, esta identificação é feita antes de
iniciar as iterações.
As estratégias descritas nas Subseções 2.3.1 e 2.3.2 podem ser comuns a qualquer
código de fatoração de Cholesky esparsa. Já algumas das estratégias descritas nas Seções
2.3.3 e 2.3.4 foram desenvolvidas visando a eficiência da fatoração de Cholesky nos métodos
de pontos interiores. Quando estas estratégias não são suficientes para garantir a eficiência
do método, a utilização de métodos iterativos para a resolução do sistema de equações
normais pode ser mais apropriada. Um método iterativo frequentemente utilizado nos
métodos de pontos interiores, é o método dos gradientes conjugados precondicionado.
Na seção seguinte descrevemos brevemente este método e abordamos uma classe de
precondicionadores que se mostra eficiente, quando utilizado junto a este método nos
métodos de pontos interiores.
2.4 Método dos gradientes conjugados precondicionados nos mé-
todos de pontos interiores
O método dos gradientes conjugados, desenvolvido por Hestenes e Stiefel em
1952 [Hestenes and Stiefel, 1952], é o mais famoso dos métodos de subespaço de Krylov,
sendo um dos pilares da computação científica [Trefethen and Bau, 1997]. Este método
resolve iterativamente sistemas de equações lineares com a matriz dos coeficientes simétrica
definida positiva, gerando uma sequência de soluções aproximadas.
Como a matriz ADAT do sistema de equações normais é simétrica definida
positiva, o método dos gradientes conjugados, a princípio, parece ser a escolha mais natural
para resolvê-lo de forma iterativa. Este método não exige o produto matricial em suas
iterações, sendo necessário apenas produtos de matrizes por vetores. Logo, não é preciso
calcular explicitamente o produto ADAT e, portanto, a ocorrência de colunas densas na
matriz A não é um problema para o método. Todavia, o método de gradientes conjugados
não possui um bom desempenho quando a matriz do sistema é mal condicionada. Isto é
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justamente o que ocorre nos sistemas de equações normais oriundos dos métodos de pontos
interiores, sobretudo nas últimas iterações. Entretanto, é possível contornar esta dificuldade,
transformando o sistema linear mal condicionado em um sistema equivalente melhor
condicionado. A técnica que faz esta transformação é conhecida como precondicionamento
e a matriz desta transformação é denominada precondicionador.
Considere o sistema linear
Ax “ b, (2.25)
em que A é uma matriz quadrada de ordem m. De forma geral, um bom precondicionador
M para este sistema deve possuir as seguintes características:
• O sistema precondicionado
M´1Ax “M´1b, (2.26)
deve ser mais fácil de resolver por um método iterativo.
• A construção e aplicação de M não deve exigir um alto custo computacional.
Além disso, o precondicionador deve ser não singular e em um certo sentido,
próximo da matriz A.




Ou ainda, se a matriz A é simétrica definida positiva e deseja-se manter esta
propriedade, o sistema é precondicionado da seguinte forma:
C´1AC´Tw “ C´1b, (2.27)
em que C é uma matriz simétrica definida positiva e w “ CTx. Neste caso, o precondicio-
nador é dado por M “ CCT .
O método dos gradientes conjugados para o sistema precondicionado como
em (2.27) é conhecido como método dos gradientes conjugados precondicionado (PCG)
[Golub and Van Loan, 1989] e é dado pelo Algoritmo 5.
Observamos que na prática, a matriz M´1 não é calculada explicitamente, em
vez disso, a cada iteração k resolve-se o sistema Mzk “ rk.
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Algoritmo 5: Método dos Gradientes Conjugados Precondicionados
Entrada: A: matriz simétrica definida positiva de ordem m
b: vetor coluna de ordem m
xo: ponto inicial.
M : precondicionador para A.
Saída: x que satisfaz (2.25).
k Ð 0;
r0 Ð b´Ax0;
enquanto (rk ‰ 0) faça
Resolva Mzk “ rk;
k Ð k ` 1;




pk Ð zk´1 ` βkpk´1;
fim
αk Ð rTk´1zk´1{pTkApk;
xk Ð xk´1 ` αkpk;
rk Ð rk´1 ´ αkApk;
fim
Os primeiros precondicionadores bem sucedidos no contexto de métodos de
pontos interiores foram desenvolvidos especificamente para problemas especialmente estru-
turados que surgem em otimização de redes [Resende and Veiga, 1993]. Uma classe de pre-
condicionadores aplicáveis a problemas de programação linear gerais foram analisados por
Oliveira [Oliveira, 1997] e Oliveira e Sorensen [Oliveira and Sorensen, 2005]. Para o sistema
de equações normais também foram desenvolvidos precondicionadores com base em fato-
rações incompletas de Cholesky [Adler et al., 1989, Karmarkar and Ramakrishnan, 1991,
Mehrotra, 1992a, Bocanegra et al., 2007].
Em geral, a matriz D do sistema de equações normais sofre mudanças sig-
nificativas entre as iterações dos métodos de pontos interiores primal-dual e se torna
extremamente mal condicionada nas iterações finais. Por esta razão, é difícil encontrar um
precondicionador que leve a um bom desempenho do método dos gradientes conjugados
em todas as iterações de pontos interiores. Este fato, motivou a construção de precondicio-
nadores híbridos compostos por mais de um tipo de precondicionador, em que cada um é
mais adequado para uma determinada etapa da resolução do problema. Neste contexto,
Bocanegra et al. [Bocanegra et al., 2007] propõem uma estratégia de precondicionamento
híbrido para o sistema linear (2.8) em que é admitida a existência de duas fases nas
iterações de métodos de pontos interiores. Na primeira fase, é construído um precondicio-
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nador por meio da fatoração controlada de Cholesky [Campos, 1995], um tipo de fatoração
incompleta de Cholesky. Na segunda fase, é construído um precondicionador separador
[Oliveira and Sorensen, 2005]. O primeiro precondicionador possui melhor desempenho
nas iterações iniciais dos métodos de pontos interiores, já o segundo apresenta um melhor
desempenho próximo a uma solução. Este precondicionador híbrido foi a base de di-
versos outros trabalhos [Bocanegra et al., 2013, Ghidini et al., 2012, Ghidini et al., 2013,
Silva, 2014, Heredia and Oliveira, 2015, Velazco et al., 2011].
Na Subseção 2.4.1 discorremos sobre as fatorações incompletas de Cholesky,
dando ênfase à fatoração controlada de Cholesky.
No que segue, para uma matriz simétrica definida positiva, sempre que mencio-
narmos o número de elementos não nulos da matriz ou de uma coluna da matriz, estamos
nos referindo apenas à parte triangular inferior desta matriz.
2.4.1 Fatorações incompletas de Cholesky
No contexto geral, uma das mais importantes estratégias de precondicionamento
envolve o cálculo de uma fatoração incompleta de Cholesky [Golub and Van Loan, 1989].
Dada uma matriz simétrica definida positiva A “ raijsi,j“1,...,m, uma fatoração
incompleta de Cholesky calcula a partir de A, uma matriz L˜ triangular inferior menos
densa que o fator de Cholesky L de A. Os elementos de uma coluna de L˜ são calculados
como na fatoração de Cholesky, entretanto durante a construção de L˜, é realizado um
controle sobre o preenchimento.
Uma vez calculada uma coluna de L˜, o controle sobre o preenchimento é feito
descartando por algum critério um certo número de elementos não nulos da coluna, isto
é, definido-os como nulos. Após este descarte, é realizado o cálculo da próxima coluna
aplicando o mesmo procedimento.
Desta forma, L˜ é aproximadamente o fator de Cholesky e
A » L˜L˜T ´R,
em que R é uma matriz denominada matriz resto.
O precondicionador construído, M “ L˜L˜T , pode ser uma boa escolha, já que
L˜ » L implica em
L˜´1AL˜´T “ L˜´1LLT L˜´T » Im.
Os critérios utilizados para descartar elementos não nulos é o que difere uma
fatoração incompleta da outra. Eles podem levar em consideração a posição dos elementos
não nulos da matriz original ou o valor absoluto dos elementos [Benzi, 2002].
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Para ilustrar o primeiro caso, considere o conjunto de índices m“ t1, 2, ...,mu
e um subconjunto S Ď mˆm com posições fixas predefinidas de A. O preenchimento na
fatoração incompleta de Cholesky é permitido apenas nas posições pi, jq que pertencem a
S. Formalmente, um passo da fatoração pode ser descrito como
aij Ð
#
aij ´ aika´1kk akj, se pi, jq P S,
0, caso contrário,
(2.28)
para cada k e i, com j ą k.
Se S coincide com o conjunto de posições dos elementos não nulos de A, nenhum
preenchimento ocorre na fatoração. Precondicionadores obtidos desta forma são simples
de implementar, não exigem grande esforço computacional e são efetivos para problemas
significativos, como os que lidam com sistemas lineares cuja matriz dos coeficientes é uma
M -matriz1 simétrica ou é diagonalmente dominante [Meijerink and van der Vorst, 1977].
Entretanto, para outras classes de problemas, o “não preenchimento”, resulta em fatores
incompletos L˜, tal que L˜L˜T é uma aproximação grosseira de A. Nestes casos, é necessário
que se permita um pouco mais de preenchimento.
Precondicionadores eficientes podem ser obtidos de uma fatoração incompleta
quando novos preenchimentos são aceitos ou descartados considerando sua magnitude.
Nestes casos, apenas preenchimentos que contribuam significativamente para a qualidade
do precondicionador são armazenados e utilizados. Um critério que contempla esta ideia
é a retirada por tolerância, que consiste em utilizar um número positivo τ , denominado
drop tolerance, como um limite inferior para a magnitude dos preenchimentos. Isto é, um
novo preenchimento é aceito apenas se sua magnitude é maior que τ .
A desvantagem desta abordagem é a dificuldade em se determinar um bom
valor para τ . Geralmente isto é feito por “tentativa e erro” para uma pequena amostra de
matrizes de uma dada aplicação, até que um valor satisfatório de τ seja encontrado. Em
muitos casos, são obtidos bons resultados para τ P r10´4, 10´2s.
Outra dificuldade desta abordagem é a impossibilidade de determinar a priori
a quantidade de armazenamento necessária para o fator incompleto. Entretanto, isto pode
ser contornado limitando o número de elementos não nulos permitidos em cada linha (ou
coluna) do fator incompleto. Saad [Saad, 1994] propôs que se fixasse uma drop tolerance τ
e uma quantidade p de preenchimentos permitidos em cada coluna do fator incompleto.
Desta forma, a cada coluna calculada os preenchimentos menores que τ vezes a norma
dois da coluna são descartados e dos que restarem, apenas os p maiores em magnitude
são mantidos na coluna. Uma variante desta abordagem permite em cada coluna de um
fator incompleto, p elementos não nulos em adição às posições que já eram ocupadas por
elementos não nulos na matriz original [Benzi, 2002].
1 Uma matriz Anˆn “ raijs, com entradas reais e não singular, é uma M-matriz se aij ď 0 para todo
i ‰ j e cada entrada de A´1 é não negativa
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Jones e Plassmann [Jones and Plassmann, 1995] propuseram ainda, uma outra
variação da fatoração incompleta de Cholesky, em que um número fixo mj de elementos
não nulos é permitido na j-ésima linha (ou coluna) do fator incompleto. A quantidade
mj é exatamente o número de elementos não nulos da coluna j da matriz original, mas o
padrão de esparsidade da matriz original é ignorado e apenas os mj elementos não nulos
com maior magnitude são mantidos na coluna. O precondicionador obtido também requer
o mesmo espaço de armazenamento da matriz original, mas possui melhores propriedades
de convergência.
Uma extensão natural desta última proposta é, para um certo inteiro p não
negativo, permitir na coluna j de L˜ um número de elementos não nulos igual amj`p. Se p “
0, esta estratégia se reduz à anterior. Esta abordagem foi proposta de forma independente
primeiramente por Campos [Campos, 1995] e depois por Lin e Moré [Lin and Moré, 1999].
O que difere um trabalho do outro, são as motivações que deram origem à estratégia, o
tipo de reescalamentos da matriz original e a forma de lidar com pivôs indevidos durante
a fatoração.
No trabalho de Lin e Moré [Lin and Moré, 1999], o critério de descarte de
elementos não nulos é motivado pelo possibilidade de se predeterminar a quantidade
de memória utilizada e pelo fato de que o uso de memória adicional pode melhorar o
desempenho do método dos gradientes conjugados. Assim, p é visto como um parâmetro
que especifica a quantidade de memória adicional (em múltiplo de m) disponível. O valor
ótimo de p, é claro, depende do problema.
A fatoração incompleta de Campos [Campos, 1995] é conhecida por Fatoração
Controlada de Cholesky (FCC). A motivação para propor o critério de descarte é a
obtenção de uma redução do número de iterações do método de gradientes conjugados. De
acordo com Duff e Meurant [Duff and Meurant, 1989], o número de iterações de gradientes
conjugados está diretamente relacionado com a norma da matriz resto R e não com o
preenchimento.
Definindo E “ L˜´ L, temos que
R “ LLT ´ L˜L˜T
“ LLT ´ LL˜T ` LL˜T ´ L˜L˜T
“ LpLT ´ L˜T q ` pL´ L˜qL˜T
“ LpL´ L˜qT ` pL´ L˜qL˜T
“ LET ` EL˜T ,
.
Assim se L e L˜ são limitadas, }R} Ñ 0 quando }E} Ñ 0.
Isto motivou a construção da FCC baseada na minimização da norma de
Frobenius da matriz E.
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|lij ´ l˜ij|2, em que lij e l˜ij, i, j “ 1, ...,m são os elementos do fator completo
L e do fator incompleto L˜, respectivamente. Os elementos cj, por sua vez, podem ser








em que mj é o número de elementos não nulos da coluna j de A e η é o parâmetro que
determina a quantidade de preenchimentos permitidos por coluna na fatoração.
A primeira parcela de (2.30) contém todos os elementos não nulos da coluna j
de L˜ e a segunda contém apenas os elementos restantes de L, cujo correspondente em L˜
é nulo. Então, se considerarmos que l˜ij « lij, uma redução da norma de Frobenius de E
pode ser obtida por meio da seguinte heurística:
1. Aumentar o valor de η permitindo mais preenchimento. Isto faz com que cj , j “ 1, ..,m
e consequente }E}F decresça, pois o primeiro somatório em (2.30) conterá mais
elementos e o segundo menos elementos.
2. Para um η fixo, escolher os mj ` η elementos de maior magnitude da coluna j de L,
para j “ 1, ...m. Assim, para uma determinada quantidade de armazenamento, um
fator incompleto L˜ ótimo é obtido, já que os maiores elementos em valor absoluto,
estarão no primeiro somatório e os menores no segundo.
A FCC combina os itens 1 e 2, propondo que o número máximo de elementos
não-nulos da coluna j de L˜ também seja dado por kj “ η `mj. Os kj elementos com
maior magnitude são mantidos na coluna e os demais descartados.
Obviamente o valor de η também pode levar em consideração a memória
disponível. Para uma matriz A de ordem m, os elementos não nulos do fator incompleto
L˜ obtido pela FCC, podem ser armazenados em um vetor de entradas reais com tamanho
máximo dado por
d “ |A| `mη, (2.31)
em que |A| denota o número de elementos não nulos da matriz A.
Para um dado problema, |A| em são fixos, então d depende apenas do parâmetro
η, que por sua vez, pode assumir qualquer valor de ´m a m. Se η “ ´m, a matriz L˜ é
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diagonal, se η “ 0, ela requer o mesmo espaço de armazenamento da matriz A e se η “ m,
a matriz L˜ é o fator de Cholesky completo.
Variações do trabalho de Campos [Campos, 1995] surgiram no contexto de
métodos de pontos interiores, não na forma como elementos não nulos são descarta-
dos, mas no tratamento dado a pivôs inadequados encontrados durante a fatoração
[Silva, 2014, Heredia and Oliveira, 2015]. Até aqui, esta foi uma questão que não conside-
ramos nas fatorações incompletas. Para uma matriz simétrica definida positiva, se erros
de arredondamento forem desconsiderados, sabemos que a fatoração de Cholesky sempre
existe. Entretanto, para esta mesma matriz, uma fatoração incompleta pode falhar, geral-
mente devido a ocorrência de pivôs nulos ou negativos durante a fatoração. Na subseção
seguinte, tratamos desta questão.
2.4.1.1 Tratamento de pivôs inadequados nas fatorações incompletas de Cholesky
A existência de uma fatoração incompleta foi estabelecida apenas para certas
classes de matrizes, como a classe das M -matrizes e a classe das H-matrizes2, na qual as
matrizes diagonalmente dominantes estão incluídas [Benzi, 2002]. Para matrizes simétricas
definidas mais gerais, fatorações incompletas de Cholesky podem falhar devido a ocorrência
de pivôs nulos ou negativos calculados durante a fatoração. Infelizmente, muitas aplicações
importantes lidam com matrizes que não são M -matrizes ou H-matrizes.
Pivôs inadequados são reconhecidos como um problema desde o início do
precondicionamento por fatorações incompletas e inúmeras estratégias foram propostas
para remediá-lo. Estas estratégias podem ser classificadas em três categorias com graus
de complexidade crescentes [Golub et al., 2005]. Para uma dada matriz A de ordem m,
simétrica definida positiva, estas categorias consistem em:
1. Realizar antes ou durante a fatoração um incremento na diagonal de A. Isto pode ser
feito de forma local ou global, isto é, um valor positivo pode ser acrescentado apenas
na posição da diagonal onde a falha ocorreu, ou pode ser acrescentado a todos os
elementos da diagonal. Em ambos os casos, a fatoração da matriz A`∆, em que
∆ é a matriz diagonal correspondente aos acréscimos, é reiniciada após a correção.
Geralmente, ∆ “ α ¨diagpAq ou ∆ “ α ¨ Im, em que α é um escalar positivo, diagpAq
denota a parte diagonal de A e Im, a matriz identidade de ordem m.
2. Substituir a matriz A por uma M -matriz “próxima” Aˆ, calculando a fatoração
incompleta de Aˆ, e usando o fator incompleto calculado para precondicionar o
sistema linear com a matriz original.
2 Uma matriz A “ raijs é uma H-matriz, se a matriz H “ rhijs, tal que hij “ |aij | se i “ j e hij “ ´|aij |
se i ‰ j é uma M -matriz.
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3. Não modificar a matriz A, mas refazer a fatoração de maneira a evitar pivôs
indesejados.
O código da fatoração controlada de Cholesky de Campos [Campos, 1995]
utiliza uma estratégia que se encaixa na primeira categoria. Em [Bocanegra et al., 2007],
foi utilizado este código, com α determinado pela fórmula
αi “ λ2i, (2.32)
tomando λ “ 5 ¨ 10´4 e i “ 1, 2, ..., 15, em que i é o número de reinícios da fatoração.
Com base no trabalho de Bocanegra, Silva em [Silva, 2014] propõe que λ na
fórmula (2.32), seja calculado em função do pivô inadequado. Para isto, considera a
fatoração incompleta da forma A » L˜D˜L˜T e uma tolerância tol predefinida (tol=10´8,
por exemplo). Se dj ă tol, no passo j da fatoração incompleta é determinado o menor α
para o qual dj ` α ą tol utilizando a fórmula (2.32). Desta forma, espera-se que haja uma
redução na necessidade de reinícios.
Heredia [Heredia and Oliveira, 2015], através de um problema de minimização,
de forma mais sofisticada, também determina o menor α para o qual dj ` α ą tol. Sua
abordagem difere da anterior, pois não utiliza a fórmula (2.32).
Por fim, apresentamos no Algoritmo 6 a FCC com a estratégia de correção da
diagonal utilizada em [Bocanegra et al., 2007]. Antes da fatoração, é feito um reescalamento
na matriz A a fim de tornar sua diagonal unitária. Assim, a fatoração é aplicada na matriz
D´1{2AD´1{2, em que D é a diagonal de A.
Neste capítulo, vimos que o sistema de Newton pode ser transformado, através
de eliminação de variáveis, no sistema de equações normais, cuja matriz é simétrica definida
positiva. Aproveitando as propriedades desta matriz, as escolhas mais naturais de métodos
para resolvê-lo são, de forma direta, a fatoração de Cholesky e de forma iterativa, o método
dos gradientes conjugados precondicionado.
No Capítulo 3, propomos uma nova abordagem para a resolução dos sistemas
de equações normais que surgem nos métodos de pontos interiores. A abordagem combina
de certa forma, características das duas abordagens apresentadas.
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Algoritmo 6: Algoritmo FCC
Entrada: A: matriz a ser decomposta.
m: ordem da matriz.
η: parâmetro que controla o preenchimento.
m: 10´8







para j=1 até m faça
tk Ð l˜j,kdk , 1 ď k ď j ´ 1;
wi Ð Ai,j ´
j´1ÿ
k“1
l˜i,ktk , j ` 1 ď i ď n;
mj Ð número de elementos não nulos da coluna j de A;





se dj ď m então
K Ð K ` 1;








até (falha=verdadeiro e K ď 25);
58
3 Fatorações de Cholesky incompletas na re-
solução direta do sistema de equações nor-
mais
O grande inconveniente da fatoração de Cholesky é a geração de preenchimentos,
e este é o principal motivo de se utilizar métodos iterativos para resolver o sistema de
equações normais oriundos dos métodos de pontos interiores primal-dual. Por outro lado, o
método dos gradientes conjugados precondicionado exige técnicas de precondicionamento
sofisticadas para que possa ser utilizado com êxito nos métodos de pontos interiores.
Com o intuito de contornar o problema de preenchimento gerado na fatoração
de Cholesky e motivados pelo fato de que uma direção de busca aproximada com boas
propriedades pode ser calculada no método de pontos interiores, estamos propondo neste
capítulo, um método que resolve de forma direta, sistemas lineares aproximados do sistema
de equações normais e que exerce um certo controle sobre o preenchimento. O método
consiste em substituir a fatoração de Cholesky na resolução direta do sistema de equações
normais, por uma fatoração incompleta de Cholesky.
Desta forma, ao invés de resolver em cada iteração do método de pontos
interiores o sistema exato LLTdy “ h, em que
h “ rp ` ADrd ´ ADX´1rc (3.1)
e L é o fator de Cholesky completo da matriz ADAT , é resolvido, ainda diretamente, um
sistema linear da forma:
L˜L˜T d˜y “ h, (3.2)
em que L˜ é um fator incompleto da matriz ADAT . Assim, dois sistemas lineares triangulares
(aproximados)
L˜w “ h e L˜T d˜y “ w (3.3)
são resolvidos a cada iteração para encontrar uma solução d˜y que é uma aproximação da
solução do sistema original. Se o fator incompleto L˜ é construído de forma que ele seja
não singular esses sistemas lineares possuem solução.
A ideia é nas iterações iniciais, obter por meio de uma fatoração incompleta,
matrizes triangulares que sejam mais esparsas possíveis e nas iterações finais, matrizes
mais próximas ou iguais a fatoração completa de Cholesky. Deste modo, é esperado que a
resolução dos sistemas lineares se torne mais rápida nas iterações iniciais, já que haverá
uma economia de tempo tanto no cálculo dos elementos do fator incompleto, quanto
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na resolução dos dois sistemas triangulares em (3.3), e que o método ainda atinja a
convergência.
Na Seção 3.1, descreveremos a construção do fator incompleto de Cholesky
utilizado na abordagem proposta.
3.1 Construção do fator incompleto de Cholesky
Ao optar por resolver o sistema de Newton através do sistema de equações
normais, as direções de busca dy, dx e dz são encontradas nesta ordem, através das
equações
ADATdy “ h, (3.4)
dx “ DATdy ´Drd `DX´1rc, (3.5)
dz “ X´1rc ´X´1Zdx, (3.6)
em que rp, rd e rc são como definidos em (2.4).
Se uma direção d˜y satisfaz um sistema linear aproximado da forma (3.2), então
ADAT d˜y “ h` r˜, (3.7)
em que
r˜ “ ADAT d˜y ´ h (3.8)
é o erro residual que surge do lado esquerdo do sistema de equações normais.
A direção d˜x correspondente à d˜y é dada então por
d˜x “ DAT d˜y ´Drd `DX´1rc, (3.9)
e a direção d˜z por
d˜z “ X´1rc ´X´1Zd˜x. (3.10)
Desta última equação obtemos
Xd˜z ` Zd˜x “ rc. (3.11)
Multiplicando (3.9) por D´1 e rearranjando a equação, obtemos
AT d˜y `X´1rc ´D´1d˜x “ rd. (3.12)
De (3.12) e (3.10), temos que
AT d˜y ` d˜z “ rd. (3.13)
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Agora, observe que multiplicando (3.9) por A e utilizando (3.1), e em seguida
(3.8), temos que
Ad˜x “ ADAT d˜y ´ ADrd ` ADX´1rc
“ ADAT d˜y ´ h` rp
“ r˜ ` rp.
(3.14)
De (3.11), (3.13) e (3.14), obtemos o sistema linear












Logo, a cada iteração do método proposto, são calculadas direções de busca que
satisfazem o sistema linear (3.15), em que o vetor r “ pr˜, 0, 0qT é o erro residual que surge
do lado direito da equação de Newton em consequência da solução aproximada do sistema
de equações normais da forma como é proposto. Note que r˜, nas primeiras componentes
de r, é o erro residual (3.8) que surge do lado direito do sistema de equações normais.
Se r é controlado, o método proposto é de certa forma um método de pontos
interiores inexato, no sentido de que uma direção aproximada é calculada. Entretanto,
difere dos métodos inexatos usuais que resolvem o sistema de equações normais. Os
métodos inexatos usuais utilizam um método iterativo para resolver o sistema de equações
normais “exato”, já a abordagem proposta resolve de forma direta um sistema aproximado
do sistema de equações normais. Assim, enquanto a cada iteração dos métodos inexatos
usuais muitas iterações do método iterativo são feitas até que o resíduo r satisfaça a
condição de convergência, o método proposto realiza uma única vez substituição regressiva
e progressiva para resolver os sistemas lineares com as matrizes triangulares L˜ e L˜T .
Na prática, o sucesso de um método de pontos interiores inexato depende de
tornar a norma do resíduo que surge do lado direito da equação de Newton menor do que
uma tolerância aceitável para atingir a convergência.
Observamos que, tomando a norma dois de r, de (3.2) e (3.7), obtém-se
}r}2 “ }r˜}2
“ }ADAT d˜y ´ h}2
“ }LLT d˜y ´ L˜L˜T d˜y}2
ď }LLT ´ L˜L˜T }F }d˜y}2
“ }LpL´ L˜qT ` pL´ L˜qL˜T }F }d˜y}2
ď p}L}F }pL´ L˜qT }F ` }L´ L˜}F }L˜T }F q}d˜y}2
“ }L´ L˜}F p}L}F ` }L˜T }F q}d˜y}2.
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Então, se }L}F , }L˜T }F e }d˜y}2 forem limitadas, temos que }r˜}2 Ñ 0, quando }L´ L˜}F Ñ 0.
Logo, na abordagem proposta é desejável minimizar a norma de Frobenius de E “ L´ L˜.
Por ser construída visando a minimização desta norma de Frobenius, a fatoração
controlada de Cholesky, a princípio, parece ser a fatoração incompleta de Cholesky mais
indicada para a abordagem proposta.
Além disso, a FCC possui um parâmetro de controle de preenchimento η
que poderia ser manipulado convenientemente, de forma a começar com um valor que
permitisse, na primeira iteração, uma matriz L˜ o mais esparsa possível. À medida que
o método de pontos interiores fosse avançando nas iterações, o valor de η poderia ser
aumentado progressivamente, permitindo um aumento gradual da densidade de L˜ ao longo
das iterações, até atingir a fatoração de Cholesky completa.
Como exposto na Seção 2.4.1, a FCC propõe uma heurística em que o número
máximo de elementos não-nulos de uma coluna j do fator incompleto L˜ seja dado por
kj “ η `mj , em que mj é o número de elementos não nulos da coluna j da matriz ADAT .
Os kj elementos com maior valor absoluto são mantidos na coluna e os demais descartados.
Observamos entretanto, em testes computacionais preliminares com a FCC, que
a eficiência da abordagem proposta é extremamente dependente dos valores do parâmetro
η tomados inicialmente e da atualização de η em cada iteração, o que torna difícil uma
padronização para a escolha deste parâmetro, prejudicando a robustez da abordagem.
Além disso, ao descartar os kj “ η `mj menores elementos em valor absoluto de uma
coluna podem ocorrer duas situações:
1. São mantidos na coluna alguns elementos com valor absoluto bem pequeno em
relação aos valores absolutos dos demais elementos mantidos na coluna.
2. São descartados da coluna elementos com valor absoluto grande em relação ao valores
absolutos dos elementos descartados.
Isso porque, ao se determinar um valor para o parâmetro η não é levado em
consideração a magnitude dos elementos das colunas da matriz fatorada.
Considerando que L˜ « L e que o problema de minimização na norma de
Frobenius de L´ L˜ pode ser escrito da forma:










|lij ´ l˜ij|2, em que lij e l˜ij, i, j “ 1, ...,m são os elementos do fator completo
L e do fator incompleto L˜, respectivamente, na situação 1, seria interessante descartar os
elementos pequenos que foram mantidos na coluna e na situação 2 manter os elementos
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grandes que foram descartados da coluna. Isto porque no primeiro caso, estes elementos
pequenos colaboram pouco para a minimização da norma de Frobenius da matriz L´ L˜ e
no segundo caso, o contrário ocorre.
Propomos então, uma nova heurística de descarte de elementos não nulos da
matriz L˜, visando minimizar a norma de Frobenius da matriz L´ L˜, combinada com a
heurística da FCC:
1. Uma vez calculada uma coluna j da matriz L˜, descartar os elementos desta coluna
com valor absoluto menor que uma tolerância dada por
δ ¨ %, (3.17)
em que % é igual a norma da soma desta coluna dividida pelo número de elementos
não nulos da coluna e δ P r0, 1s.
2. Dentre os elementos que sobraram na coluna, descartar os menores em valor absoluto,
de forma que sejam mantidos na coluna apenas os kj “ η `mj elementos de maior
magnitude.
Deste modo, primeiramente descartamos elementos de uma coluna de L˜,
comparando-os com um valor que está em função da média dos valores absolutos dos
elementos não nulos. Isto pode evitar que o caso 1 ou o caso 2 citados anteriormente
ocorram. Em seguida, caso ainda seja necessário, descartamos elementos da coluna como
proposto na fatoração controlada de Cholesky, entretanto pode ser utilizado um valor de
η maior do que o que seria utilizado se apenas a fatoração controlada de Cholesky fosse
utilizada, já que é esperado que em algumas colunas uma quantidade de elementos maiores
que kj “ η `mj seja descartado usando a tolerância, o que compensaria um valor de η
maior.
Esperamos com isso realizar um descarte mais qualitativo de elementos da
matriz L˜, que dependa menos do parâmetro η, proporcionando mais robustez para a
abordagem proposta.
Para que a densidade das matrizes calculadas pela fatoração incompleta aumente
ao longo das iterações do método de pontos interiores, ao mesmo tempo que aumentamos
o valor de η gradativamente para permitir mais preenchimentos, diminuímos o valor de δ
em (3.17), ao longo das iterações, para descartar menos elementos.
3.1.1 Tratamento de falhas nas diagonais
Para a abordagem proposta, as técnicas descritas na Subseção 2.4.1.1, para o
tratamento de pivôs inadequados encontrados durante a fatoração incompleta de Cholesky
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são inviáveis. Realizar incrementos exponenciais na diagonal da matriz e reiniciar a
fatoração, como em [Bocanegra et al., 2007, Silva, 2014, Heredia and Oliveira, 2015], não
é interessante neste caso. Reinícios na fatoração ocasionariam um aumento no tempo de
processamento da iteração correspondente do método de pontos interiores. Observamos
em alguns casos, que já nas iterações iniciais do método de pontos interiores, quando
o fator incompleto de Cholesky ainda é esparso, um reinício quase dobra o tempo de
processamento de uma iteração. As demais estratégias, mencionadas na Subseção 2.4.1.1,
são ainda mais complexas que esta.
Optamos então, por utilizar o mesmo método proposto na Subseção 2.3.3 para
pivôs inadequados encontrados durante fatoração de Cholesky completa nos métodos
de pontos interiores. Deste modo, ao encontrar um pivô nulo ou negativo na fatoração
incompleta da matriz ADAT , este pivô é substituído pelo número 10128 e a fatoração
simplesmente continua a partir daí sem que ocorra o reinício. Note que, ao fazer esta
substituição garantimos também, que o fator incompleto construído seja não singular.
A desvantagem desta técnica é que muitas substituições de pivôs pioram a
qualidade do fator incompleto calculado, no sentido de que ele se distancia mais do fator
de Cholesky completo. Entretanto, estamos levando em consideração, que na prática,
mesmo a fatoração de Cholesky completa nos métodos de pontos interiores faz estas
substituições de pivôs. Além disso, quanto mais preenchimento é permitido no fator
de Cholesky incompleto, menos substituições de pivôs são necessárias, então é possível
equilibrar o tempo de processamento ocasionado por mais preenchimentos e a quantidade
de pivôs substituídos.
O Algoritmo 7 apresenta fatoração incompleta de Cholesky descrita neste
capítulo.
A implementação desta fatoração incompleta de Cholesky, foi feita a partir
do código da fatoração controlada de Cholesky utilizada em [Bocanegra et al., 2007],
adicionando algumas linhas para incluir o descarte por tolerância.
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Algoritmo 7: Algoritmo da fatoração incompleta
Entrada: A: matriz a ser decomposta.
m: ordem da matriz.
η: parâmetro que controla o preenchimento.
m: 10´8.
δ: tolerância.
Saída: L˜: fator incompleto de Cholesky
D Ð diagpAq
AÐ D´1{2AD´1{2
para j=1 até m faça
tk Ð l˜j,kdk , 1 ď k ď j ´ 1
wi Ð Ai,j ´
j´1ÿ
k“1
l˜i,ktk , j ` 1 ď i ď n
nÐ cardinalidade do conjunto twi|wi ‰ 0u






mj Ð número de elementos não nulos da coluna j de A
Sη Ð lista dos índices i P Sδ, tal que wi está entre os mj ` η maiores elementos
de w em valor absoluto.





se dj ď m então
dj “ 10128
fim
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3.2 Controle do erro residual do Sistema de Newton
Utilizaremos na abordagem proposta o mesmo controle do erro residual do
método de pontos interiores primal-dual infactível e inexato apresentado em [Korzak, 2000]
e descrito brevemente na Seção 1.7.
No método é permitido um erro residual pr˜1, r˜2, r˜3qT como em (1.34), desde
que componentes deste erro satisfaçam as condições:
}r˜1k}2 ď p1´ τ1q}rkp }2; (3.18)
}r˜2k}2 ď p1´ τ2q}rkd }2; (3.19)
}r˜3k}8 ď τ3µk, (3.20)
com τ1 P p0, 1s, τ2 P p0, 1s, τ3 P p0, 1s. Na prática, em [Korzak, 2000], é utilizado τ1 “ 0, 95,
τ2 “ 0, 95 e τ3 “ 0, 049.
Na abordagem proposta, as condições (3.19) e (3.20) são atendidas, já que





}2 ď p1´ τq. (3.21)
Entretanto, em uma iteração do método proposto, a priori, não é possível controlar o erro
residual, podendo sua norma ser maior do que a condição de convergência preestabelecida.
Contudo, visto que o erro residual satisfaz a condição
}r˜}2 ď }L´ L˜}F p}L}F ` }L˜T }F q}d˜y}2,
caso seja necessário, pode-se aumentar a densidade da matriz L˜ de forma que ela se
aproxime mais da matriz L, até que }r˜}2 satisfaça a condição (3.21). Em último caso, pode
ser tomado L˜ “ L.
Assim, calculada uma direção aproximada d˜ em uma iteração do método pro-
posto, é verificado se a condição (3.21) é satisfeita. Caso isto não ocorra, a direção é
descartada, é calculada uma nova matriz L˜ com mais preenchimentos e uma nova direção
d˜y é calculada a partir desta matriz.
A abordagem proposta neste capítulo foi incorporada à uma implementação efi-
ciente do método preditor-corretor. No Capítulo 4 descrevemos detalhes da implementação
e adaptações feitas neste código.
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4 Detalhes da implementação computacional
A abordagem proposta foi incorporada ao código PCx [Czyzyk et al., 1999]
que é uma implementação eficiente baseada no método primal-dual preditor-corretor de
Mehrotra com múltiplas correções de centralidade [Gondzio, 1996] para resolver problemas
de programação linear. Originalmente, a solução dos sistemas lineares neste código é feita
utilizando a fatoração de Cholesky no sistema de equações normais.
No código PCx, foram feitas adaptações para utilizar o método dos gradientes
conjugados precondicionado para resolver o sistema de equações normais. Neste caso, a
fatoração de Cholesky no código é desativada e em seu lugar é incorporado o método
dos gradientes conjugados precondicionado, com as devidas modificações. Uma destas
adaptações, apresentada em [Bocanegra et al., 2007], utiliza um precondicionador híbrido
composto pela Fatoração controlada de Cholesky nas primeiras iterações e o precondi-
cionador separador nas últimas iterações [Oliveira and Sorensen, 2005]. No que segue,
denotamos este código por PCxGC .
Na implementação do código com a abordagem proposta foram utilizadas
rotinas tanto do código PCx original, quanto rotinas do código PCxGC . Nos referiremos a
este código como PCx modificado e usaremos a notação PCxmod.
Nas seções 4.1 e 4.2 descreveremos algumas etapas realizadas pelo código
PCx original e PCxGC , dando ênfase à resolução dos sistemas lineares e na Seção 4.3,
descreveremos detalhes da implementação do código PCxmod.
4.1 Código PCx original
O código PCx resolve problemas de programação linear que podem conter
variáveis canalizadas, como em (1.39). Nele, a fatoração de Cholesky do sistema de
equações normais é realizada utilizando o código da fatoração de Cholesky esparsa projetada
por Ng e Peyton [Ng and Peyton, 1993], com a modificação descrita na Subseção 2.3.3,
que trata de pivôs inadequados encontrados durante a fatoração. As rotinas do PCx
são implementadas em linguagem C, com exceção do código de Ng e Peyton que foi
desenvolvido em FORTRAN77. As principais etapas da resolução dos sistemas lineares
neste código são:
• Reordenamento pelo método do mínimo grau múltiplo: realizado conforme
a Seção 2.3.1
• Fatoração de Cholesky simbólica: gera uma estrutura de dados compacta, onde
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o fator de Cholesky é calculado.
• Fatoração numérica: calcula o fator de Cholesky na estrutura de dados criada na
fatoração simbólica.
• Solução numérica: resolve os dois sistemas triangulares com o fator de Cholesky
para encontrar a solução do sistema.
• Tratamento de colunas densas: realiza o tratamento de colunas densas conforme
descrito na Subseção 2.3.4.
• Refinamento da solução: quando o resíduo da solução do sistema for maior que um
valor pré-estabelecido é aplicado um refinamento iterativo para melhorar a precisão.
Este processo é feito utilizando o método dos gradientes conjugados precondicionado
pelo fator de Cholesky. O PCx oferece a opção de desativar este refinamento.
• Múltiplas correções de centralidade: direções corretoras adicionais são calcula-
das conforme descrito na Seção 1.6. O PCx também oferece a opção de desligar as
correções adicionais.
Na Figura 2, temos um esquema simplificado do código PCx. A fatoração de
Cholesky numérica da matriz ADAT no código é precedida pelo reordenamento e pela
fatoração simbólica, que são realizadas uma única vez na etapa inicial, antes de começar
as iterações. Isto é possível, devido ao fato de a matriz AAT possuir o mesmo padrão de
esparsidade da matriz ADAT obtida nas iterações.
Figura 2 – Esquema do código PCx.
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O ponto inicial no código é calculado como descrito na Seção 1.8.2, com as
devidas adaptações para o modelo com variáveis canalizadas.
4.2 Código PCxGC
O método dos gradientes conjugados precondicionado pelo precondicionador se-
parador foi incorporado ao código PCx por Oliveira e Sorensen [Oliveira and Sorensen, 2005].
Um precondicionador diagonal foi utilizado nas iterações iniciais, visto que o precondi-
cionador separador é mais indicado para as iterações finais. A fatoração controlada de
Cholesky foi integrada a este código, substituindo o precondicionador diagonal, dando
origem ao código PCxGC .
Para adicionar a FCC ao código PCx, foram implementadas as seguintes rotinas:
• calcula-nnulos-AAt: Calcula o número de elementos não nulos da matriz ADAT .
• calcula-estrutura-AAt: Calcula a estrutura de dados para armazenar ADAT .
• Precond: Calcula o precondicionador L˜ para a matriz ADAT . Esta rotina possui
como subrotina a FCC, que calcula o precondicionador da primeira fase.
As rotinas utilizadas pelo código PCx para calcular a matriz ADAT não são
utilizadas nesta implementação, pois a estrutura de dados não é compatível com a FCC.
Todas as rotinas são implementadas em linguagem C, exceto a FCC que é implementada
em FORTRAN77 e foi fornecida por Campos [Campos, 1995].
Figura 3 – Esquema do código PCxCG.
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Na figura 3, temos um esquema simplificado do código PCxGC . Neste código, a
fatoração de Cholesky simbólica e o tratamento de colunas densas são desativados.
A fatoração simbólica não é utilizada pela FCC, uma vez que o padrão de
esparsidade do precondicionador calculado não é mantido ao longo das iterações. O
tratamento de colunas densas também não é necessário, pois que colunas densas não
são um problema para os métodos dos gradientes conjugados. Já para o reordenamento
de colunas da matriz afim de evitar preenchimentos, foram testadas diversas heurísticas.
Um estudo mais detalhado da influência destas heurísticas, no tempo total utilizado pelo
método dos gradientes conjugados precondicionado pelo precondicionador híbrido pode ser
visto em [Silva et al., 2017] . Algumas considerações sobre o reordenamento de colunas
para fatorações incompletas de Cholesky ainda serão feitas na Seção 4.3.1 adiante.
Nenhuma destas etapas é necessária para a construção do precondicionador
separador, uma vez que ele não é baseado na fatoração de Cholesky.
A opção de múltiplas correções também é desativada, pois ela é mais adequada
à métodos diretos, onde a fatoração da matriz é reaproveitada.
4.3 Implementação do código PCx modificado
Na abordagem proposta pretendemos iniciar com fatores incompletos de Cho-
lesky o mais esparsos possíveis e permitir ao longo das iterações um aumento gradual da
densidade do fator incompleto calculado, até atingir uma fator próximo ou igual ao fator
de Cholesky.
O código da fatoração incompleta proposta foi implementado a partir do código
da FCC fornecido por Campos [Campos, 1995].
Em geral, códigos de fatorações incompletas de Cholesky não são eficientes
para o cálculo do fator completo de Cholesky, pois necessitam de operações adicionais e
não é possível, a priori, determinar uma estrutura para o fator incompleto. Logo, na imple-
mentação do código PCx modificado, quando o fator completo precisou ser calculado foi
utilizado o código de fatoração de Cholesky esparsa de Ng e Pyton [Ng and Peyton, 1993].
Deste modo, foram mantidos no código o reordenamento pelo método do mínimo grau
múltiplo e a fatoração simbólica de Cholesky do PCx.
Consideramos então, na implementação do PCx modificado a existência de
duas fases. Na primeira fase são calculados fatores de Cholesky incompletos e na segunda
fase fatorações de Cholesky completas.
Na Figura 4 temos um esquema simplificado do código PCx modificado.
Em relação ao código PCx original, a fase inicial do PCx modificado possui
uma etapa a mais, que é o cálculo da estrutura da matriz ADAT utilizada pelo fator
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incompleto de Cholesky.
O ponto inicial na abordagem proposta é calculado como no código PCx.
Na primeira fase, as rotinas relativas à fatoração de Cholesky são desativadas.
No lugar da fatoração de Cholesky numérica é realizada a rotina da fatoração incompleta
de Cholesky.
Figura 4 – Esquema do código PCxmod
Nas subseções seguintes descrevemos algumas etapas da implementação.
4.3.1 Ordenação pelo método do mínimo grau múltiplo
Em [Silva et al., 2017] é mostrado que na prática o reordenamento pelo mé-
todo do mínimo grau múltiplo reduz o tempo de processamento do cálculo da fatoração
controlada de Cholesky. De fato, é esperado que qualquer tipo de reordenamento que vise a
redução da quantidade de preenchimentos gerado no fator de Cholesky influencie também
no tempo de processamento de uma fatoração incompleta de Cholesky.
Entretanto, observe o Exemplo 4.1 atípico:
Exemplo 4.1. Considere a seguinte matriz simétrica definida positiva de ordem 5
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A “
»——————–
1 0, 8 0, 6 0 0, 4
0, 8 1 0 0 0, 86
0, 6 0 2 0 ´0, 48
0 0 0 1 0
0, 4 0, 86 ´0, 48 0 1, 97
fiffiffiffiffiffiffifl.
O fator de Cholesky desta matriz é dado por
L “
»——————–
1 0 0 0 0
0, 8 0, 6 0 0 0
0, 6 ´0, 8 1 0 0
0 0 0 1 0
0, 4 0, 9 0 0 1
fiffiffiffiffiffiffifl.
Observe em L, que um preenchimento ocorreu na posição p3, 2q e a posição p5, 3q que na
matriz A era ocupada por um elementos não nulo, é ocupada por um elemento nulo.
Se após calcular a segunda coluna de L descartássemos o preenchimento que
ocorreu na posição p3, 2q, obteríamos um fator de Cholesky incompleto dado por
L˜ “
»——————–
1 0 0 0 0
0, 8 0, 6 0 0 0
0, 6 0 1, 2806 0 0
0 0 0 1 0
0, 4 0, 9 ´0, 5622 0 0, 6956
fiffiffiffiffiffiffifl,
em que agora o elemento da posição p5, 3q é não nulo. Isto porque, antes tínhamos que:
l5,3 “ a5,3 ´ pl3,1 ¨ l5,1q ´ pl3,2 ¨ l5,2q
l33
“ ´0, 48´ p0, 6 ¨ 0, 4q ´ p´0, 8 ¨ 0, 9q “ 0
e após descatar o elemento ´0, 8 temos que:
˜l5,3 “ ´0, 48´ p0, 6 ¨ 0, 4q ´ p0 ¨ 0, 9q1, 2806 “ ´0, 5622
Casos como o do Exemplo 4.1 são difíceis de ocorrer na prática. O mais comum
é que uma posição de um elemento nulo do fator de Cholesky, seja nulo também no fator
incompleto de Cholesky. Além disto, se considerarmos a fatoração de Cholesky simbólica
da matriz do exemplo 4.1, a posição do elemento l5,3 fará parte da estrutura do fator de
Cholesky, pois a fatoração simbólica considera apenas que os elementos a5,3, l3,1, l5,1, l3,2 e
l5,2, necessários para calcular o elemento l5,3, são não nulos e não o valor numérico destes
elementos. Desta forma, ignorando os raros casos em que situações como a do Exemplo
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Figura 5 – Fatores de Cholesky completos da matriz AAT do problema AFIRO
Figura 6 – Fatores de Cholesky incompletos com diferentes quantidades de elementos não
nulos descartados
4.1 ocorrem, a estrutura de esparsidade do fator de Cholesky incompleto está contida na
estrutura do fator de Cholesy completo. Veja o Exemplo 4.2 a seguir.
Exemplo 4.2. A Figura 5 exibe o padrão de esparsidade do fator de Cholesky completo
da matriz AAT do problema AFIRO da biblioteca Netlib [Gay, 1994], escolhido para este
exemplo por ser um problema de pequeno porte com dimensão 27, sendo fácil a visualização
Capítulo 4. Detalhes da implementação computacional 73
do padrão de esparsidade das matrizes relacionadas. Em sequência, a Figura 6 exibe os
padrões de esparsidade de fatores incompletos de Cholesky desta mesma matriz, calculados
por meio da fatoração controlada de Cholesky, com diferentes quantidades de elementos
não nulos descartados ao longo da fatoração. Observe que o padrão dos fatores incompletos
de Cholesky estão contidos no padrão de esparsidade do fator completo de Cholesky, no
sentido de que se uma posição do fator completo contém um elemento nulo, a posição
correspondente no fator incompleto também é nula.
Logo, é desejável que o fator de Cholesky completo seja o mais esparso possível.
Deste modo, a fatoração incompleta de Cholesky também se beneficia de um reordenamento
com a finalidade de evitar preenchimentos no fator de Cholesky.
Por isso, no código implementado a matriz na qual é aplicada a fatoração
incompleta de Cholesky, deriva da matriz também reordenada pelo método do mínimo
grau múltiplo.
4.3.2 η inicial
O valor inicial de η é calculado por meio da fórmula
ηo “
Z |AAT |





• tsu, denota o menor inteiro maior ou igual a s;
• m é o número de colunas da matriz A;
• p “ 2|L| ´m
m2
é a densidade do fator de Cholesky completo, em que |L| é o número
de elementos não nulos do fator de Cholesky;
• |AAT | é o número de elementos não nulos da matriz AAT ;
Quanto mais denso é o fator de Cholesky da matriz AAT , maior é o valor de
η e, consequentemente, o preenchimento permitido no fator incompleto de Cholesky da
primeira iteração. O quociente |ADA
T |
m é a quantidade média de elementos por coluna da
matriz AAT . Estamos considerando que colunas mais densas na matriz AAT , produzem
fatores de Cholesky mais densos, embora esta não seja uma regra.
4.3.3 Atualização de η
Uma vez determinado o valor inicial de η, a partir da segunda iteração, seu
valor é atualizado ou não, levando em consideração o progresso obtido na redução do gap
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de dualidade, do resíduo primal e do resíduo dual das equações de Newton. Este progresso
pode ser verificado por meio de uma única função denominada função de mérito dada por
φpx, y, zq “ }Ax´ b}2
maxt1, }b}2u `
}ATy ` z ´ c}2
maxt1, }c}2u `
cTx´ bTy
maxt1, }b}2, }c}2u , (4.2)
que já está embutida no PCx.
A função de mérito φpx, y, zq tende a zero próximo de uma solução ótima. As
primeira e segunda parcela de φpx, y, zq reduzem na mesma proporção do resíduo primal
e dual, respectivamente. À medida que os iterados avançam para uma solução ótima,
a terceira parcela tende a zero e se x e y são pontos factíveis, então de acordo com a
Observação 1.1 pcTx´ bTyq{n “ µ.
Para verificar o progresso obtido de uma iteração para outra na redução de
φpx, y, zq, é analisada a razão
ρ “ φpx
k, yk, zkq
φpxk´1, yk´1, zk´1q , (4.3)
em que k denota a iteração atual e k ´ 1 a iteração anterior a atual.
Se ρ P p0; 0, 3q consideramos que um bom progresso foi obtido e, neste caso, η
não é atualizado. Se ρ P r0, 3; 0, 7q consideramos que um progresso moderado foi obtido e
então η sofre um incremento menor. E se ρ P p0, 7; 0, 99q pouco progresso foi obtido, logo
η sofre um incremento mais drástico.
Deste modo, η é atualizado do seguinte maneira:
η “
$’&’%
η, se ρ ă 0, 3
η ` aρ, se 0, 3 ď ρ ă 0, 7
η ` bρ, se ρ ě 0, 7
(4.4)
em que a e b são constantes.
Exceto nos experimentos numéricos apresentados na Seção 5.2.3, utilizamos
a “ 26 e b “ 2a, escolhidos após testes realizados para uma amostra menor de problemas.
4.3.4 Descarte por tolerância
O descarte de elementos por tolerância no fator incompleto de Cholesky foi
integrado ao código da fatoração controlada de Cholesky.
Na iteração k do método de pontos interiores, após o cálculo de uma coluna j
do fator incompleto L˜ como na fatoração de Cholesky, são descartados os elementos que
em valor absoluto são menores que a tolerância calculada dinamicamente por meio da









em que q é a quantidade de elementos não nulos na coluna j de L˜ antes de realizar qualquer
descarte de elementos e δk P r0, 1s é uma sequência tendendo a zero.
Na Subseção 5.2.1.1, são exibidos os resultados numéricos resumidos de testes
computacionais utilizando as sequências δk “ 1pk ` 1q e δk “
1
pk ` 1q2 . Por gerar melhores
resultados nestes testes, com exceção dos testes apresentados na Seção 5.2.3, a sequência
δk “ 1pk ` 1q2 , foi utilizada nos demais testes.
Nos testes da Seção 5.2.3, foi utilizada a sequência constante δk “ 0. Neste
caso, a fatoração incompleta calculada é a fatoração controlada de Cholesky.
4.3.5 Seleção dos maiores elementos da coluna
Após o descarte por tolerância de uma coluna calculada do fator de Cholesky
incompleto são selecionados para permanecer na coluna os maiores elementos em valor
absoluto de acordo com o valor do parâmetro η. Para selecionar uma certa quantidade de
maiores elementos da coluna é necessário ordenar em ordem decrescente estes elementos.
Para esta finalidade, o código da FCC utiliza o algoritmo de ordenação de listas baseado
em comparações, chamado Selecting Sort [Malik, 2010]. A complexidade do algoritmo para
ordenar uma lista de tamanho n é dada por Opn2q.
Para uma lista muito grande de elementos a serem ordenados, o Selecting sort
não é muito eficiente, pois para ordenar um elemento da lista, é preciso compará-lo com
todos os restantes. No contexto de precondicionadores, a ordenação utilizada na FCC não
tem grande influência no tempo de processamento do precondicionamento, pois valores não
muito grande do parâmetro η e até valores negativos são utilizados [Bocanegra et al., 2007].
Para a nova abordagem este tipo de seleção pode ser ineficiente. Iniciamos
com um valor de η pequeno, sempre maior ou igual a zero, mas η sofre incrementos ao
longo das iterações de modo que nas iterações finais a matriz L˜ seja próxima ou igual ao
fator de Cholesky. Portanto, nas últimas iterações, os valores de η podem ser grandes e
consequentemente a lista de elementos a ser ordenada também é grande. Neste caso, um
método de ordenação mais eficiente precisa ser utilizado.
Dois métodos de ordenação de listas mais eficientes que o Selecting Sort são o
Heapsort, cuja complexidade em qualquer caso é Opnlognq e o Quicksort, cuja a complexi-
dade no pior caso é Opn2q e no caso médio é Opnlognq [Aho et al., 1974] .
Na prática o Quicksort se mostra mais rápido que o Heapsort [Malik, 2010],
entretanto o comportamento do Heapsort é Opnlognq qualquer que seja a lista a ser
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ordenada e sendo assim, é mais indicado em aplicações em que não se podem tolerar um
caso desfavorável, por isso optamos por utilizá-lo.
4.3.6 Mudança de fase
Uma vez calculado o fator incompleto de Cholesky, são resolvidos os dois
sistemas triangulares que determinam as direções de busca. A mudança para a segunda
fase ocorre quando um dos critérios a seguir é atingido:
1. A quantidade de elementos não nulos do fator de Cholesky incompleto é 95% da
quantidade de elementos não nulos do fator completo.
2. O tempo de processamento da última iteração é maior que 95% do tempo de
processamento do cálculo do ponto inicial.
3. A partir da sétima iteração, a razão entre a norma dois do erro residual que aparece
do lado direito do sistema de Newton na equação primal e a norma dois do resíduo
primal é maior do que 0, 05.
4. A partir da sétima iteração, não está sendo obtido progresso com a fatoração
incompleta de Cholesky.
A seguir apresentamos as justificativas para a proposição de cada critério.
Critério 1: Se o critério 1 é atingido, o fator incompleto de Cholesky calculado
é bem próximo do fator de Cholesky completo. Neste caso, não é mais vantajoso utilizar o
código da fatoração incompleta de Cholesky, que não é eficiente para calcular matrizes
densas. A porcentagem 95% foi determinada após testes preliminares.
Critério 2: As operações que dominam o cálculo do ponto inicial em relação ao
tempo de processamento são a resolução de dois sistemas lineares com a matriz AAT , como
descrito na Seção 5Pinicial. No código PCx, estes sistemas lineares são resolvidos utilizando
a fatoração de Cholesky esparsa de Ng e Peyton [Ng and Peyton, 1993]. Desta forma, o
tempo de processamento do seu cálculo é aproximadamente o tempo de processamento de
uma iteração do código PCx original, já que nele, as operações que demandam mais esforço
computacional são a resolução de dois sistemas lineares com a matriz ADAT . O critério 2
se baseia nisto. Como o objetivo é uma redução no tempo total de processamento, não é
mais vantajoso permanecer na primeira fase, se o tempo de uma iteração da primeira fase
ultrapassar o tempo do cálculo do ponto inicial.
Critério 3: De acordo com a Seção 3.2, calculada uma direção preditora-





}2 ď p1´ τq, com τ “ 0, 95 é satisfeita. Caso isto não ocorra, a direção é
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descartada, é calculada uma nova matriz L˜ com mais preenchimentos e uma nova direção
é calculada a partir desta matriz. Na prática, permitimos que direções de busca sejam
descartadas apenas nas 6 primeiras iterações do método de pontos interiores, a partir daí,
para que não haja um prejuízo de tempo de processamento, optamos por mudar para a
segunda fase, calculando fatorações de Cholesky completas.
Critério 4: No critério 4, consideramos que nenhum progresso está sendo
obtido se ρ ě 0, 99, em que ρ é a razão definida em (4.3). Neste caso, a mudança de
fase ocorre porque não está sendo obtida uma redução da infactibilidade primal ou da
infactibilidade dual, ou do gap de dualidade. Ao mudar de fase, é descartado o último
iterado calculado. A mudança por esse critério ocorre também a partir da iteração 7
do método de pontos interiores. Nas seis primeiras iterações, caso ρ ě 0, 99, a direção
calculada também é descartada e é calculado um novo fator incompleto de Cholesky
com mais preenchimento. A quantidade 6 de iterações, utilizadas no critério 3 e 4, foi
determinada após testes preliminares.
Cabe mencionar, que após o descarte de uma direção nas seis primeiras iterações,
antes de calcular um novo fator incompleto de Cholesky, o parâmetro η sofre um incremento
mais drástico de m100 , em que m é a ordem da matriz ADA
T . Para cada cálculo de um
novo fator de incompleto, é considerada uma nova iteração de método de pontos interiores.
Na segunda fase, a fatoração incompleta de Cholesky é desativada, a fatoração
de Cholesky ativada e a implementação passa a funcionar exatamente como no código
PCx original.
Algum outro detalhe sobre a implementação será mencionado no Capítulo 5,
que exibe os experimentos numéricos realizados.
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5 Experimentos numéricos
Neste capítulo, são apresentados os resultados numéricos dos experimentos
computacionais realizados com a abordagem proposta.
A abordagem foi incorporada ao código PCx, dando origem ao código PCxmod,
como exposto no Capítulo 4, e comparamos o seu desempenho com o desempenho do
código PCx original. Para realizar a comparação foram utilizados problemas das coleções
Mnetgen, PDS, Meszáros e Fome, listados na Seção 5.1. Os códigos foram comparados
em relação ao número de iterações e ao tempo computacional que cada código levou para
resolver cada problema. Em relação a estes dois quesitos, foram realizados 3 conjuntos
de testes computacionais. O primeiro, apresentado na Seção 5.2.1, compara ambos os
códigos com as múltiplas correções de centralidade desativadas. O segundo, apresentado
na Seção 5.2.2, realiza uma comparação entre os códigos com as múltiplas correções de
centralidade ativadas. E por fim, na Seção 5.2.3, é apresentada uma comparação entre
os dois códigos apenas para os problemas da coleção PDS, em que se utiliza no código
PCxmod uma configuração especial dos parâmetros envolvidos.
A comparação do desempenho entre os códigos PCx e PCxmod está apresentada
em diversas tabelas e em gráficos de perfis de desempenho. Os perfis de desempenho,
propostos por Dolan e Moré [Dolan and Moré, 2002], são ferramentas utilizadas para se
avaliar e comparar um conjunto de diferentes métodos de otimização. Para um melhor
entendimento dos gráficos de perfis de desempenho exibidos neste capítulo, veja o Anexo
A.
Nos experimentos numéricos, não comparamos o desempenho do código PCxmod
com o do código PCxGC , descrito na Seção 4.2, pois eles são adequados para classes de
problemas diferentes. Enquanto o primeiro é adequado para problemas cujo fator de
Cholesky é mais esparso, como exposto na Seção 5.1 a frente, o segundo é adequado para
problemas cujo fator de Cholesky é denso [Bocanegra et al., 2007].
Os experimentos foram realizados em um processador Intel Core i7 4470, 31GiB
de memória RAM, 3.40 GHZ e 64bits, 950GB HD e Sistema Operacional Linux.
5.1 Problemas testes
Teste preliminares mostraram que a abordagem proposta não é eficiente para
problemas de programação linear cujo ponto inicial é calculado muito rápido pelo código
PCx ou problemas cujo fator de Cholesky da matriz AAT é muito denso.
Consideramos que o cálculo do ponto inicial é rápido se seu tempo de proces-
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samento é menor ou igual a 1 segundo. Quando isso ocorre, as iterações realizadas pelo
código PCx são tão rápidas quanto o cálculo do ponto inicial. Neste caso, o código PCxmod
fica em desvantagem, pois duas situações podem ocorrer:
• ou não é possível realizar iterações com tempo de processamento inferior ao do PCx;
• ou, ainda que iterações mais rápidas sejam realizadas, o tempo economizado não
compensa o tempo adicional necessário para calcular a estrutura da matriz ADAT
do fator de Cholesky incompleto e eventualmente, o tempo total de processamento
de iterações adicionais necessárias para encontrar uma solução ótima do problema.
Consideramos densa, uma matriz com densidade do fator de Cholesky acima
de 2, 5ˆ 10´1. Neste caso, observamos, no geral, que para que a convergência ocorra com
a abordagem proposta, é necessário permitir, já nas primeiras iterações, uma quantidade
maior de preenchimentos nos fatores incompletos de Cholesky da matriz ADAT . Em
consequência disto, o tempo de processamento para o cálculo do fator incompleto pelo
código PCxmod, já é maior que o tempo de processamento médio das iterações do código
PCx.
Cabe mencionar aqui, que o ponto inicial e a densidade do fator de Cholesky
da matriz AAT são calculados pelo código PCx na fase inicial antes de iniciar as iterações.
Logo foi adicionado no código PCxmod uma condição que descarta os problemas cujo ponto
inicial é calculado muito rápido e/ou o fator de Cholesky da matriz AAT é denso.
Para os experimentos numéricos apresentados neste capítulo, foram excluídos
problemas de programação linear que possuem uma ou as duas das características citadas
acima. Os problemas selecionados pertencem as seguintes coleções:
• Mészáros
Disponíveis em: http://www.sztaki.hu/„ meszaros/public_ftp/lptestset/
Acessado em: 12/01/2017.
• PDS: Patient distribution (evacuation) system, [Kennington et al., 1990]
Disponíveis em: http://plato.asu.edu/ftp/lptestset/pds/
Acessado em: 12/01/2017.
• Mnetgen: Problemas de fluxo multiproduto de custo mínimo
Gerados por um gerador disponível em:






A Tabela 1 exibe os problemas selecionados com seus nomes na primeira coluna.
As duas colunas seguintes mostram o números de linhas e colunas de cada problema após
as rotinas de pré-processamento realizadas pelo PCx. A quarta e quinta colunas exibem,
respectivamente, a densidade do fator de Cholesky multiplicada por 102 e o número de
elementos não nulos da matriz AAT . E na última coluna temos a coleção a qual cada
problema pertence. No total, foram selecionados 54 problemas testes.
Tabela 1 – Problemas testes
Problemas Linha Coluna Dens. (ˆ102) |AAT | Coleção
128-128-10 17.351 98.652 0,3621 266.781 Mnetgen
128-128-11 17.355 98.317 0,3934 264.517 Mnetgen
128-128-12 17.343 97.957 0,3443 267.054 Mnetgen
128-64-10 9.138 48.779 1,1058 131.641 Mnetgen
128-64-11 9.147 48.631 1,0971 131.094 Mnetgen
128-64-12 9.088 48.389 1,0515 129.500 Mnetgen
256-128-10 34.639 191.355 0,4503 526.923 Mnetgen
256-128-11 34.648 192.551 0,1555 525.219 Mnetgen
256-128-12 34.601 191.851 0,3936 518.107 Mnetgen
256-128-8 67.408 374.812 0,2077 732.175 Mnetgen
256-128-9 33.695 191.020 0,169 367.386 Mnetgen
256-256-10 67.303 358.817 0,1422 993.233 Mnetgen
256-256-12 67.320 358.140 0,1555 993.181 Mnetgen
256-256-8 66.412 358.645 0,0687 696.763 Mnetgen
256-256-9 66.354 356.486 0,0642 679.116 Mnetgen
256-32-12 9.848 49.190 2,4475 128.361 Mnetgen
256-32-9 9.060 48.376 1,2931 92.796 Mnetgen
256-64-10 18.242 97.551 1,4435 263.522 Mnetgen
256-64-11 18.233 97.181 1,3127 261.886 Mnetgen
256-64-12 18.162 96.868 1,1423 261.768 Mnetgen
512-128-8 67.408 376.684 0,2077 732.175 Mnetgen
512-16-12 11.119 46.692 1,8108 122.261 Mnetgen
Continua...
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Problemas Linha Coluna Dens. (ˆ102) |AAT | Coleção
512-32-10 20.075 97.782 2,1972 260.993 Mnetgen
512-32-11 19.986 93.734 2,1865 259.256 Mnetgen
512-32-12 19.575 96.754 2,161 255.728 Mnetgen
512-512-6 263.561 740.805 0,0163 1.942.537 Mnetgen
512-64-10 36.562 191.938 1,5476 521.715 Mnetgen
512-64-6 34.220 93.900 0,2531 249.208 Mnetgen
512-64-7 34.657 190.008 0,5588 370.275 Mnetgen
512-64-8 34.684 189.375 0,5755 372.693 Mnetgen
512-64-9 34.537 188.428 0,5007 363.739 Mnetgen
Pds-20 32.276 106.180 0,13 170.973 PDS
Pds-30 47.957 156.042 0,13 251.580 PDS
Pds-40 64.265 214.385 0,13 342.483 PDS
Pds-50 80.328 272.513 0,13 432.371 PDS
Pds-60 96.503 332.862 0,12 709.178 PDS
Pds-70 111.885 366.238 0,13 524.563 PDS
Pds-80 126.109 430.800 0,12 916.852 PDS
Pds-90 139.741 471.538 0,11 741.153 PDS
Pds-100 152.289 498.530 0,1 1.096.002 PDS
baxter 27.441 15.128 0,2064 537.281 Mészáros
dbir1 14.032 38.763 0,25562 1132874 Mészáros
degme 185501 659415 0,0325 9.613.196 Mészáros
karted 46.502 133.115 0,35 4.961.184 Mészáros
nsct2 15.360 26.512 0,4779 3640523 Mészáros
sc205 17.612 31.222 0,35539 3640523 Mészáros
tp-6 142.752 1.014.301 0,028 4.100.789 Mészáros
Ts-palko 22.002 47.235 0,64 4.096.671 Mészáros
radio 58.866 62.716 1,84 39.124 Mészáros
testbig 17.613 31.223 0,3554 1.654.827 Mészáros
fome12 24.284 48.920 0,2283 173.988 Fome
fome13 48.568 97.840 0,1142 347.976 Fome
fome20 33.874 105.728 0,1357 170.973 Fome
fome21 67.748 216.350 0,0678 341.946 Fome
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5.2 Resultados numéricos
A seguir são apresentados os resultados numéricos.
5.2.1 PCxmod sem múltiplas correções de centralidade
Inicialmente os experimentos computacionais foram realizados utilizando os
códigos PCx e PCxmod com as múltiplas correções de centralidade desativadas. Nesta
subseção descrevemos estes experimentos computacionais realizados e exibimos os resulta-
dos numéricos. No que segue, todos os tempos de processamento exibidos são dados em
segundos.
5.2.1.1 Sequências utilizadas no descarte por tolerância
Conforme descrito na Seção 4.3.4, no PCxmod para o descarte de elementos do









em que q é definido em (4.5) e δk P r0, 1s é uma sequência tendendo a zero.
Realizamos testes computacionais com as sequências δk “ 1pk ` 1q e δk “
1
pk ` 1q2 , em que k é a iteração atual.
A seguir, exibimos um resumo dos resultados numéricos na Tabela 2. A primeira
coluna da tabela mostra as sequências utilizadas. Na segunda, terceira e quarta coluna
temos, respectivamente, a quantidade de problemas testes em que o PCxmod obteve
um melhor tempo, tempo igual e pior tempo. Na quinta coluna temos a quantidade de
problemas em que o PCxmod não alcançou uma solução ótima, exibindo ao final das iterações
o status desconhecido1. Por fim, a última coluna exibe o tempo total de processamento
dos 54 problemas testes, em que estamos desconsiderando os problemas que não foram
solucionados pelo PCxmod com ambas as sequências.
Na tabela 2, observamos que em relação à quantidade de problemas proces-
sados com melhor tempo e tempo total de processamento, o PCxmod possui um melhor
desempenho com a sequência δk “ 1pk ` 1q2 .
1 O status desconhecido é exibido quando a convergência do método é lenta ou a redução do gap de
dualidade é muito maior que a redução da infactibilidade primal e dual, perdendo sua relação com a
diferença entre o valores da função objetivo primal e dual [Czyzyk et al., 1977].
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Tabela 2 – Resumo dos resultados numéricos obtidos com as sequências 1
k ` 1 e
1
pk ` 1q2
sequência melhor tempo tempo igual pior tempo não resolvido tempo
1{pk ` 1q 31 1 18 4 80.996,04
1{pk ` 1q2 37 1 16 0 80.854,93
O PCxmod também é mais robusto com a sequência δk “ 1pk ` 1q2 . Observamos
que a sequência δk “ 1
k ` 1 tende a zero mais devagar que a sequência δk “
1
pk ` 1q2 . Deste
modo, em uma mesma iteração do PCxmod a tolerância calculada com a primeira sequência
é possivelmente maior, ocasionando um descarte maior de elementos no fator incompleto.
Talvez, esta seja a causa do PCxmod ser menos robusto com a sequência δk “ 1
k ` 1 .
Por apresentar melhores resultados no geral, com exceção dos testes apresenta-
dos da Seção 5.2.3, a sequência δk “ 1pk ` 1q2 foi utilizada em todos os outros experimentos
computacionais apresentados.
5.2.1.2 Comparação de tempo e número de iterações
Experimentos computacionais foram realizados comparando o número de itera-
ções e o tempo de processamentos da resolução dos problemas testes pelos códigos PCx e
PCxmod, ambos com as múltiplas correções de centralidade desativada.
A Tabela 3 mostra os resultados destes experimentos. Nas segunda e terceira
colunas da tabela, temos respectivamente, o número de iterações dos códigos PCx e
PCxmod. A quarta coluna exibe o número de iterações da primeira fase, ou seja, o número
de iterações em que se utilizou a fatoração incompleta de Cholesky. Por fim, as duas
últimas colunas, exibem o tempo de processamento para a resolução dos problemas pelos
dois códigos. A última linha da Tabela 3 mostra a soma total das colunas da tabela.
Na tabela pode ser observado que, com exceção dos problemas 512-128-8,
512-32-10, Pds-40, Pds-70, Pds-80 e dbir1, o número de iterações utilizando o PCxmod
aumentou para os demais problemas teste, totalizando um aumento de 204 iterações, o
que corresponde a um aumento de 10,12% da quantidade total de iterações.
Cabe ressaltar aqui, que reduzir o número de iterações não é o foco deste
trabalho. Na realidade, era esperado mesmo que a convergência do método fosse mais
lenta, devido ao cálculo das direções de busca aproximadas. Entretanto, em contrapartida,
houve uma redução no tempo de processamento da resolução de vários problemas, como
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pode ser observado na Tabela 4. No total, 68, 51% dos problemas testados apresentaram
uma melhora no tempo de processamento, sendo que o total de tempo economizado foi
de 7284, 39 segundos, o que corresponde à uma redução de 7,52% do tempo total de
processamento. Esta redução ocorreu devido às iterações mais rápidas realizadas no início
do método de pontos interiores, que compensaram o aumento do número de iterações.
Tabela 3 – Comparação do número de iterações e do
tempo de processamento
Iteração Tempo
Problemas PCx PCxmod 1a Fase PCx PCxmod
128-128-10 34 37 13 73,98 62,93
128-128-11 30 33 13 74,42 61,83
128-128-12 28 31 13 64,25 53,89
128-64-10 26 29 13 51,85 35,95
128-64-11 24 27 11 46,77 34,88
128-64-12 22 26 12 40,40 29,90
256-128-10 38 42 12 911,83 782,55
256-128-11 36 37 11 747,79 595,64
256-128-12 29 34 12 557,08 477,08
256-128-8 27 33 13 139,69 129,25
256-128-9 26 30 11 134,70 121,49
256-256-10 49 50 13 1.240,75 1.045,04
256-256-12 39 47 17 1.179,88 1.075,50
256-256-8 35 37 10 406,65 413,24
256-256-9 35 38 12 376,36 385,98
256-32-12 21 28 11 208,89 172,77
256-32-9 20 21 7 51,01 38,67
256-64-10 29 36 6 766,27 827,42
256-64-11 27 29 8 595,21 481,12
256-64-12 24 31 9 414,76 397,98
512-128-8 32 31 7 1.553,40 1.324,02
512-16-12 20 22 7 189,80 140,91
512-32-10 34 34 6 2.033,28 2.031,87
512-32-11 25 32 7 1.812,69 1.845,33
512-32-12 23 26 5 1.587,16 1.519,42
512-512-6 56 64 23 2.516,85 2.491,31
512-64-10 30 36 6 7.484,37 7.491,82
512-64-6 26 33 8 212,89 212,90
Continua...
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Iteração Tempo
Problemas PCx PCxmod 1a Fase PCx PCxmod
512-64-7 28 31 6 1.037,50 995,40
512-64-8 25 26 9 1.019,11 767,07
512-64-9 24 25 8 773,25 598,24
Pds-20 52 63 17 177,01 162,56
Pds-30 62 63 12 563,14 443,71
Pds-40 69 69 12 1.826,69 1.323,83
Pds-50 68 74 15 2.760,82 2.392,74
Pds-60 69 73 13 4.495,51 3.988,93
Pds-70 72 68 13 7.425,77 5.802,03
Pds-80 74 72 12 10.631,58 8.886,91
Pds-90 75 81 13 13.348,96 12.391,09
Pds-100 80 85 10 15.724,14 15.031,86
baxter 34 36 3 35,86 40,29
dbir1 36 31 3 36,31 56,33
degme 36 38 32 2.193,00 2.122,70
karted 20 24 5 705,28 746,76
nsct2 36 40 6 149,07 164,88
sc205 17 21 2 49,96 59,41
tp-6 30 38 18 732,86 1.524,33
Ts-palko 24 27 4 193,32 209,04
radio 10 16 7 6.756,66 6.833,14
testbig 17 21 2 50,28 59,44
fome12 55 61 7 88,17 93,22
fome13 44 48 3 142,30 167,66
fome20 52 63 16 166,74 162,14
fome21 62 65 16 384,31 351,76
Total 2016 2213 560 96.940,55 89656,16
As maiores reduções de tempo de processamento são observadas nos proble-
mas Pds-70 e Pds-80, com uma redução de 21,86% e 16,41% no tempo processamento,
respectivamente. Um melhor desempenho do PCxmod, em relação ao código PCx, ocorre
para os problemas das coleções Mnetgen e PDS, ambas, coleções de problemas de fluxo
multiproduto de custo mínimo. Para os problemas da coleção Mészáros, a abordagem
proposta não apresentou um bom desempenho. Entretanto, este desempenho melhoraria
se desconsiderado o tempo de processamento do cálculo da estrutura da matriz ADAT
utilizada pela fatoração incompleta de Cholesky, conforme exposto na seção seguinte.
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Tabela 4 – Desempenho do PCxmod em relação ao PCx original
Coleção Melhor tempo Mesmo tempo Pior tempo
Mnetgen 25 1 5
PDS 9 0 0
Mészáros 1 0 9
Fome 2 0 2
% 68,51% 1,85% 39,63%
Graficamente, podemos observar na figura 7, que para τ “ 1, o perfil de
desempenho do PCxmod atinge um valor próximo de 0, 7, significando que de fato, em
relação ao PCx, ele resolve com um melhor tempo de processamento quase 70% dos
problemas. Além disso, podemos observar que os códigos PCx e PCxmod são robustos, pois
ambos atingem o valor 1 para τ próximo de 2, 1.
Figura 7 – Perfis de desempenho do PCx e do PCxmod sem múltiplas correções de centra-
lidade em relação ao tempo de processamento
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5.2.1.3 Tempo de processamento da estrutura da matriz ADAT
Como mencionado na Seção 4.3, a fase inicial do PCxmod possui uma etapa a
mais em relação ao código PCx, que é o cálculo da estrutura da matriz ADAT utilizada
pelo fator incompleto de Cholesky. O código PCx original também calcula uma estrutura
para matriz ADAT , entretanto sua estrutura é incompatível com o código da fatoração
incompleta utilizado. Deste modo, no código PCxmod são calculadas duas estruturas para
a matriz ADAT , uma respectiva à fatoração incompleta de Cholesky, e outra respectiva à
fatoração de Cholesky completa.
As funções calcula-nnulos-AAt e calcula-estrutura-AAt, utilizadas no código
PCxCG, descritas na Seção 4.2, não foram aproveitadas na implementação do novo código,
para calcular a estrutura do fator de Cholesky incompleto. Foi observado em vários casos,
que estas funções levam muito tempo para ser processadas e que o tempo economizado
nas iterações iniciais da nova abordagem é menor que o tempo usado no processamento
destas funções. Elas foram substituídas então, por outra desenvolvida especialmente para
o PCxmod. A nova função utiliza menos loops para criar a estrutura da matriz ADAT que
as funções calcula-nnulos-AAt e calcula-estrutura-AAt. Desta forma, houve uma redução
significativa no tempo de processamento desta etapa do algoritmo em comparação com o
tempo desta etapa no PCxGC , refletindo no tempo total de processamento.
A Tabela 5 mostra uma comparação entre o tempo de processamento (em
segundos) para criar a estrutura da matriz ADAT de alguns problemas, pelas funções
calcula-nnulos-AAt e calcula-estrutura-AAt, utilizadas anteriormente (FA) e pela função
nova (FN), desenvolvida para o PCxmod. A primeira coluna da tabela exibe alguns problemas
em que a redução do tempo de processamento foi significativa. Para 68,7% dos problemas
da Tabela 5, há uma redução de mais de 50% no tempo de processamento desta etapa do
algoritmo.
Embora a redução de tempo de processamento desta etapa do algoritmo seja
significante, em alguns casos não é suficiente para garantir um melhor desempenho do
PCxmod. De fato, o ideal é que apenas uma estrutura da matriz ADAT fosse calculada pelo
PCxmod. Um trabalho futuro, seria adaptar o código da fatoração incompleta de Cholesky
para utilizar a mesma estrutura de dados do PCx. A Tabela 6 exibe uma projeção do
tempo de processamento do PCxmod (sem as múltiplas correções) caso esta adaptação seja
feita. Em sua primeira coluna, temos os problemas testes em que o cálculo da estrutura da
matriz ADAT levou mais de 10 segundos para ser calculada no PCxmod. A segunda colunas
da tabela mostra o tempo de processamento do cálculo da estrutura da matriz ADAT por
meio da função projetada para este fim no PCxmod. A terceira coluna exibe o tempo de
processamento total do PCxmod descontando-se o tempo da primeira coluna. E apenas
para facilitar a comparação, replicamos na quarta coluna o tempo de processamento do
código PCx já exibido na Tabela 3.
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Tabela 6 – Tempo do PCxmod sem o cálculo da estrutura
da matriz ADAT
Problemas Calc. ADAT PCxmod PCx
256-128-10 15,16 767,39 911,83
256-128-11 15,35 580,29 747,79
256-128-12 14,94 462,14 557,08
256-128-8 11,80 117,45 139,69
256-128-9 12,08 115,41 134,70
256-256-10 51,97 993,07 1.240,75
256-256-12 51,93 1.023,57 1.179,88
256-256-8 43,41 369,83 406,65
256-256-9 43,73 342,25 376,36
512-128-8 48,26 1.275,76 1.553,40
512-512-6 323,87 2.167,44 2.516,85
512-64-10 18,43 7.473,39 7.484,37
512-64-7 34,52 960,89 1.037,50
512-64-8 13,40 753,67 1.019,11
Pds-30 14,74 428,97 563,14
Pds-40 25,26 1.298,57 1.826,69
Pds-50 38,65 2.354,09 2.760,82
Pds-60 55,26 3.933,67 4.495,51
Continua...
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Problemas Calc. ADAT PCxmod PCx
Pds-70 76,58 5.725,45 7.425,77
Pds-80 95,42 8.791,49 10.631,58
Pds-90 115,60 12.275,49 13.348,96
Pds-100 139,29 14.892,57 15.724,14
dbir1 17,12 39,21 36,31
degme 984,22 1.138,48 2.193,00
karted 64,61 682,47 705,28
tp-6 1.005,19 519,14 732,86
Ts-palko 19,11 189,93 193,32
fome21 27,88 323,88 384,31
radio 28,65 6.804,49 6.756,66
Pode ser observado na Tabela 6 que reduções significativas ocorrem no tempo
total de processamento dos problemas 512-521-6, tp-6 e degme, se descontado o tempo do
cálculo da segunda estrutura da matriz ADAT . Para o problema tp-6, por exemplo, 66%
do tempo total de processamento pelo código PCxmod se deve ao cálculo desta estrutura.
Descontando este tempo adicional, o código PCxmod apresentaria, em comparação ao
código PCx, um melhor desempenho para os problemas 256-256-8, 256-256-9, 512-64-10,
karted, tp-6 e Ts-palko. O contrário ocorre se este tempo não é descontado (veja Tabela 3).
5.2.2 PCxmod com múltiplas correções de centralidade
Experimentos computacionais comparando o número de iterações e o tempo
de processamentos da resolução dos problemas testes pelos códigos PCx e PCxmod, agora
com as múltiplas correções de centralidade ativada, também foram realizados. No PCx
as múltiplas correções são realizadas a partir da direção composta preditora-corretora
calculada. Nos testes, foram permitidas no máximo 10 correções, que é o padrão usado
pelo código PCx original, embora este número nem sempre tenha sido atingido. Além
disso, a condição (3.21) foi verificada apenas após o cálculo da direção final, composta
pela direção preditora-corretora adicionada das demais direções corretoras.
A Tabela 7 mostra os resultados numéricos obtidos. Nas segunda e terceira
colunas da tabela, temos o número de iterações dos códigos PCx e PCxmod. A quarta
coluna exibe o número de iterações da primeira fase. Por fim, as duas últimas colunas,
exibem o tempo de processamento para a resolução dos problemas pelos dois códigos. A
última linha da tabela mostra o total da colunas.
Capítulo 5. Experimentos numéricos 90
Tabela 7 – Comparação do número de iterações e do
tempo de processamento
Iteração Tempo
Problemas PCx PCxmod 1a Fase PCx PCxmod
128-128-10 29 30 9 67,14 57,41
128-128-11 24 26 9 64,50 53,68
128-128-12 20 26 13 52,16 45,05
128-64-10 19 25 11 39,65 32,07
128-64-11 20 22 10 40,01 27,58
128-64-12 17 21 10 32,71 24,47
256-128-10 26 32 8 641,05 590,94
256-128-11 25 31 9 536,62 496,86
256-128-12 20 27 11 414,48 364,18
256-128-8 22 27 12 125,80 114,35
256-128-9 19 21 9 115,52 106,32
256-256-10 36 37 10 1.108,04 907,63
256-256-12 27 33 10 951,70 849,86
256-256-8 26 30 9 375,20 389,45
256-256-9 23 30 9 343,46 367,31
256-32-12 16 21 9 160,07 125,04
256-32-9 15 17 6 39,28 31,12
256-64-10 21 29 6 580,77 609,29
256-64-11 19 23 8 451,50 349,18
256-64-12 18 36 9 320,35 473,06
512-128-8 24 25 7 1.219,26 1.009,74
512-16-12 15 19 6 138,35 126,13
512-32-10 20 26 6 1.489,85 1.489,48
512-32-11 19 23 6 1.382,06 1.251,49
512-32-12 18 21 4 1.248,73 1.193,41
512-512-6 37 48 16 2.193,66 2.306,86
512-64-10 24 30 6 6.080,82 6.095,76
512-64-6 20 27 6 170,20 184,94
512-64-7 21 25 6 785,99 728,98
512-64-8 19 22 9 785,26 571,64
Pds-20 41 47 6 141,45 148,07
Pds-30 50 51 11 426,26 356,62
Pds-40 48 60 11 1.109,46 1.137,96
Continua...
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...Continuação
Iteração Tempo
Problemas PCx PCxmod 1a Fase PCx PCxmod
Pds-50 54 55 6 2.165,84 2.028,90
Pds-60 52 57 9 3.451,40 3.275,24
Pds-70 55 60 9 5.754,75 5.435,78
Pds-80 52 53 6 7.631,17 7.039,38
Pds-90 53 56 9 9.624,14 8.716,80
Pds-100 54 59 6 10.712,88 10.770,70
baxter 25 27 3 27,98 32,25
dbir1 23 26 3 31,54 54,22
degme 24 28 17 1.503,79 1.870,05
karted 16 24 6 576,58 731,45
nsct2 27 35 6 117,88 148,76
sc205 15 18 3 44,83 50,97
tp-6 23 27 5 576,74 1.603,84
Ts-palko 19 26 6 157,01 194,45
radio 8 14 6 5.554,40 5.694,34
testbig 15 18 3 44,72 51,22
fome12 47 * * 77,71 *
fome13 42 45 6 139,62 151,27
fome20 41 44 9 140,98 142,28
fome21 44 53 9 296,17 322,05
total 1504 1714 423 72815,52 71350,86
* : Solução ótima não encontrada
Na Tabela 7 pode ser observado que o número de iterações utilizando o PCxmod
com múltiplas correções aumentou para a maioria dos problemas teste, totalizando um
aumento de 210 iterações, que corresponde a um aumento de 13,96% do número de
iterações. Entretanto, em contrapartida, houve uma redução no tempo de processamento
da resolução de vários problemas, como pode ser observado na Tabela 8. No total, 55, 55%
dos problemas testados apresentaram uma melhora no tempo de processamento, sendo que
o total de tempo economizado foi de 1.464, 86 segundos, que corresponde a uma redução
de 2,01% no tempo de total de processamento.
Graficamente, pode-se observar na Figura 8, que para τ “ 1, o perfil de
desempenho do PCxmod com múltiplas correções atinge um valor um pouco maior que 0, 5,
significando que de fato, em relação ao PCx com múltiplas correções, ele resolve com um
melhor tempo de processamento mais de 50% dos problemas testes. Pelo gráfico, pode-se
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Tabela 8 – Desempenho do PCxmod em relação ao PCx original, ambos com múltiplas
correções
Coleção Melhor tempo Mesmo tempo Pior tempo Não resolvidos
Mnetgen 23 1 6 0
PDS 6 0 3 0
Meszáros 0 0 10 0
Fome 0 0 4 1
% 53,07% 1,89% 42,59% 1,89%
Figura 8 – Perfis de desempenho do PCx e do PCxmod com múltiplas correções de centra-
lidade em relação ao tempo de processamento
confirmar também que o PCxmod com múltiplas correção é menos robusto que o PCx, pois
não atinge o valor 1. Entretanto, fica bem próximo deste valor para o fator τ próximo de
2, 7.
Fazendo uma comparação entre o PCxmod com as múltiplas correções ativadas
e com as múltiplas correções desativadas, podemos observar pelas Tabelas 4 e 8, que em
relação ao PCx, o primeiro método resolve com melhor tempo uma quantidade menor
de problemas, além de ser menos robusto. Esta redução do desempenho do método em
relação ao PCx original, possivelmente se deve ao acúmulo dos erros residuais, no cálculo
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de várias direções de correções aproximadas adicionais. Ainda assim, houve uma redução
total de 499 iterações em relação ao PCx, o que levou a uma redução no tempo total
de processamento de 18.305, 3 segundos, que corresponde a uma economia de 20,41% no
tempo total de processamento.
Agora, se compararmos apenas o PCxmod com as múltiplas correções ativadas
(PCxmodCMCC) e o PCxmod sem as múltiplas correções ativadas (PCxmodSMCC), veremos
nos perfis de desempenho exibidos na Figura 9, que o primeiro resolve em menor tempo
uma quantidade superior a 90% dos problemas testes, embora ele seja ligeiramente menos
robusto que o PCxmod sem múltiplas correções.
Figura 9 – Perfis de desempenho do PCxmod som múltiplas correções de centralidade
ativada (PCxmodSMCC) e do PCxmod com múltiplas correções de centralidade
(PCxmodCMCC) em relação ao tempo de processamento
Um melhor desempenho do PCxmod com múltiplas correções ainda ocorre
para os problemas da coleção Mnetgen. Houve uma queda no desempenho do algoritmo
com múltiplas correções para os problemas PDS, entretanto para estes problemas uma
configuração especial do algoritmo garante excelentes resultados, como pode ser observado
na seção seguinte.
5.2.3 Um caso especial - Problemas PDS
Para os problemas da coleção PDS uma redução muito significativa no tempo
total de processamento foi obtida utilizando o código PCxmod com múltiplas correções e
uma configuração especial dos parâmetros, a saber:
• δk “ 0, para qualquer k “ 1, 2, 3, ..., na fórmula (4.5).
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• valor inicial de η igual a zero.
• a “ 10 e b “ 25 na atualização de η, (ver Subseção 4.3.3).
Se a sequência δk é nula, o descarte por tolerância não é realizado no fator
incompleto de Cholesky, ou seja, fatoração incompleta calculada é a fatoração controlada
de Cholesky. O valor η “ 0 faz com que na primeira iteração uma matriz com o mesmo
número de elementos da matriz ADAT seja calculado. Os valores a “ 10 e b “ 25 em
conjunto com os demais foram os melhores obtidos após alguns testes.
A Tabela 9, exibe uma comparação, na segunda e na terceira coluna, entre
o número de iterações dos códigos PCx e PCxmod, respectivamente. Na quarta coluna,
temos o número de iterações da primeira fase do código. Nas duas últimas colunas da
tabela, pode-se comparar o tempo de processamento, em segundos, para a resolução dos
problemas pelos dois códigos. A última linha da tabela exibe a soma total de cada coluna.
Tabela 9 – Comparação do número de iterações e do tempo de processamento
Iteração Tempo
Problema PCx PCxmod 1a fase PCx PCxmod
Pds-20 41 45 15 141,45 123,04
Pds-30 50 46 18 426,26 283,96
Pds-40 48 51 11 1.109,46 968,14
Pds-50 54 50 19 2.165,84 1.343,79
Pds-60 52 51 21 3.451,40 2.091,54
Pds-70 55 56 24 5.754,75 3.582,68
Pds-80 52 53 19 7.631,17 5.245,81
Pds-90 53 53 17 9.624,14 6.814,06
Pds-100 54 58 7 10.712,88 10.428,26
total 459 463 151 41.017,35 30.881,28
Com a configuração utilizada, os problemas Pds-50 e Pds-30 apresentaram um
comportamento diferente do que vem sido observado, houve uma redução de 4 iterações em
suas resoluções feita pelo PCxmod em comparação com o PCx. Houve uma redução também
no número de iterações do problema Pds-60. Na resolução dos demais problemas, houve
um aumento no número de iterações, mas o aumento total foi de apenas 4 iterações. Uma
redução significativa no tempo de processamento de todos os problemas pode ser observada,
totalizando uma redução de 10.136,07 segundos, que corresponde a uma economia de
24,71% de tempo total de processamento.
A fatoração incompleta de Cholesky foi utilizada em 32, 61% do total de
iterações. Em relação à configuração utilizada para os testes das Tabelas 7 e 3, são
realizadas mais iterações da fase 1 e a isso atribuímos a redução maior no tempo de
processamento. No testes da primeira tabela, somente para os problemas PDS, a fase 1 foi
realizada em 18, 05% das iterações totais e nos da segunda tabela em apenas 14, 65%.
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Para os demais problemas esta configuração especial não é robusta.
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6 Conclusões e trabalhos futuros
A etapa que requer mais esforço computacional nas iterações de um método
de pontos interiores é a resolução de um ou mais sistemas lineares. Nos métodos do tipo
primal-dual o sistema linear surge da aplicação do método de Newton nas condições de
otimalidade do problema. Este sistema linear, por sua vez, pode ser transformado em
um sistema linear equivalente, conhecido como sistema de equações normais, cuja matriz
dos coeficientes é simétrica definida positiva. Uma abordagem direta para solucioná-lo é
a aplicação da fatoração de Cholesky na matriz do sistema e a solução de dois sistemas
lineares triangulares, por substituição regressiva e progressiva, com a matriz obtida na
decomposição. A desvantagem desta abordagem é o preenchimento gerado durante a
fatoração, que leva a necessidade de mais espaço de armazenamento e maior esforço
computacional na resolução dos problemas. Quando a fatoração de Cholesky se torna
excessivamente cara computacionalmente, a utilização de métodos iterativos que calculam
soluções aproximadas se torna mais apropriada. Neste contexto, um método que pode ser
utilizado é o método dos gradientes conjugados precondicionado. Entretanto, para que
este método tenha um bom desempenho nos métodos de pontos interiores, é necessário
a construção de precondicionadores sofisticados. Propomos, neste trabalho, uma nova
abordagem para resolver o sistema de equações normais, que de certa forma combina
características dos métodos acima. O método consiste em trocar a fatoração de Cholesky
da matriz dos coeficientes por uma fatoração incompleta de Cholesky. O sistema linear
ainda é solucionado de forma direta por substituição progressiva e regressiva, mas com
matrizes triangulares menos densas que são uma aproximação do fator obtido na fatoração
de Cholesky. Desta forma, é perdida a exatidão da solução calculada e, consequentemente,
rapidez de convergência. Porém, ganha-se economia do esforço computacional utilizado
para calculá-la e eventualmente economia de memória. Embora mais lenta, a convergência
do método ainda é alcançada, se o erro residual que surge em consequência das soluções
aproximadas é controlado.
Este erro residual é limitado por uma expressão que envolve a norma de
Frobenius de uma matriz E igual a diferença entre o fator de Cholesky completo e o fator
de Cholesky incompleto. Deste modo, é desejável minimizar a norma de Frobenius da
matriz E. Por isso, a fatoração controlada de Cholesky (FCC), que possui uma heurística
de descarte de elementos do fator incompleto baseada na minimização desta norma, pareceu
a princípio ser a mais indicada para esta abordagem. Entretanto, o método proposto não
se mostrou robusto com a FCC, sendo extremamente sensível a pequenas mudanças de
valores do parâmetro de preenchimento η da heurística de construção da FCC.
A determinação do valor do parâmetro η não leva em consideração os valores
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numéricos das colunas calculadas no fator incompleto de Cholesky, por isso, pode ocorrer
de elementos que contribuam muito para a minimização da norma de Frobenius sejam
descartados e elementos que contribuam pouco permaneçam na coluna. Assim, combinamos
a heurística de descarte de elementos não nulos da FCC com um descarte por tolerância.
Os elementos menores em magnitude do que uma tolerância calculada dinamicamente são
descartados antes de realizar o descarte pela heurística da FCC.
Para a nova abordagem, propomos o cálculo de uma tolerância diferente das
que comumente são utilizados nas fatorações incompletas e propomos uma nova forma
de determinar o valor inicial do parâmetro η e sua atualização ao longo das iterações do
método de pontos interiores. Ambas as heurísticas são propostas de forma que o fator
incompleto de Cholesky seja mais esparso nas iterações iniciais e aumente gradualmente a
sua densidade ao longo das iterações até atingir o fator de Cholesky completo. Combinações
diferentes de valores utilizados nas heurísticas levam a resultados diferentes, assim trabalhos
futuros podem se basear em encontrar novas formas de calcular a tolerância utilizada
e a determinação e atualização do parâmetro η. Além destas modificações, para pivôs
indevidos encontrados durante a fatoração incompleta de Cholesky, optamos por usar a
mesma técnica utilizada na fatoração de Cholesky em métodos de pontos interiores, que
consiste em apenas trocar o pivô indesejado por um número muito grande e continuar a
fatoração a partir daí. Isto porque, as técnicas usuais nas fatorações incompletas levariam
a um maior tempo de processamento, prejudicando a rapidez da abordagem proposta.
Códigos de fatorações incompletas de Cholesky também podem calcular a
fatoração de Cholesky numérica completa, entretanto não são eficientes para este fim,
pois não é possível determinar a priori, uma estrutura para o fator incompleto, como na
fatoração simbólica de Cholesky completa. Deste modo, em nossa abordagem, quando o
fator de Cholesky precisou ser calculado utilizamos o código de fatoração de Cholesky
esparsa de Ng e Peyton. Admitimos então, a existência de duas fases no método proposto.
Na primeira fase, nas iterações de método de pontos interiores, são calculadas soluções
aproximadas por meio da fatoração incompleta de Cholesky, e na segunda fase, são
calculados fatores de Cholesky completos. Os critérios de mudança de fase se baseiam no
tempo de processamento das iterações, na densidade do fatores incompletos de Cholesky
calculados, na redução das infactibilidades primal e dual e do gap de dualidade e no erro
residual relativo do sistema de Newton.
A abordagem proposta foi integrada ao código PCx, uma implementação
eficaz do método preditor-corretor com múltiplas correções. Por ter a estrutura de dados
incompatível com a estrutura de dados do PCx, para fazer uso do código da fatoração
incompleta de Cholesky projetado, uma outra estrutura para a matriz ADAT do sistema
de equações normais, distinta da já calculada pelo PCx, precisa ser calculada no código
adaptado. Isto leva a um maior custo computacional na etapa inicial do algoritmo. Assim,
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um trabalho futuro, consiste em eliminar um dos cálculos, adaptando a fatoração incompleta
para utilizar a mesma estrutura de dados do PCx.
Visto que a estrutura do fator incompleto de Cholesky está contida na estrutura
simbólica do fator de Cholesky completo, a fatoração incompleta também se beneficia
do reordenamento de colunas da matriz pelo método do mínimo grau múltiplo, afim de
evitar preenchimentos, realizado na etapa inicial do PCx. Deste modo, o cálculo do fator
incompleto de Cholesky na abordagem proposta foi realizado na matriz com as colunas
reordenadas por este método. Além disso, futuramente, pode-se se verificar, se o cálculo
do fator incompleto poderia ser otimizado, aproveitando de alguma forma as informações
da fatoração de Cholesky simbólica.
O método proposto é de certa maneira um método de pontos interiores inexato
no sentido de que soluções aproximadas em cada iteração são calculadas. Entretanto, em
relação aos métodos inexatos usuais possui a desvantagem de não conseguir determinar
a priori, se uma solução calculada em uma iteração satisfará a condição para que a
convergência ocorra. Mas, uma vez calculada uma solução inadequada, pode-se descartá-la
e é possível calcular uma solução mais adequada a partir de um sistema linear com o fator
incompleto de Cholesky mais denso que o anterior. Na prática, permitimos que soluções dos
sistemas de equações normais aproximados fossem descartadas apenas nas seis primeiras
iterações. Em um trabalho futuro, ao invés de descartar uma solução inadequada, pode-se
tentar aproveitá-la, dando um passo menor na direção de busca correspondente à esta
solução.
Os experimentos computacionais foram realizados com problemas das coleções
Mnetgen, PDS, Meszáros e Fome. Os resultados numéricos mostraram que com as múltiplas
correções de centralidade desativada, o código PCx com a abordagem proposta incorporada
(PCxmod) e uma configuração específica de todos os parâmetros envolvidos nesta abordagem,
é tão robusto quanto o código PCx original. Observamos na prática o que já era esperado,
o método possui convergência mais lenta, o que ocasionou, salvo raros casos, um aumento
no número de iterações para encontrar a solução ótima dos problemas testes. Porém, para
68, 51% dos problemas utilizados no experimentos computacionais, isto foi compensado
pela economia de tempo nas iterações em que a fatoração incompleta de Cholesky foi
utilizada. Considerando todos os problemas, a redução total de tempo de processamento foi
de 7, 52%. Um melhor desempenho foi verificado para os problemas das coleções Mnetgen
e PDS, ambos problemas de fluxo multiproduto de custo mínimo. Para o problema
Pds-70, por exemplo, a redução de tempo de processamento foi de 21, 86%. Todos os
problemas testados da coleção Pds e, 25 dos 26 problemas testados da coleção Mnetgen,
apresentaram um melhor tempo de processamento com a abordagem proposta. Esta classe
de problemas possui as matrizes do tipo bloco-angular. O sucesso na resolução destes
problemas com a nova abordagem, nos motiva a desenvolver futuramente um método que
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leva em consideração a estrutura especial das matrizes envolvidas.
Já, com as múltiplas correções de centralidade, o PCxmod com a mesma configu-
ração especifica dos parâmetros não se mostra tão robusto quanto o PCx original. Porém,
ainda possui um desempenho melhor em relação ao tempo de processamento, para mais de
50% dos problemas testados, sendo que a uma redução total de tempo de processamento
foi de 2, 01%. O acúmulo dos erros residuais no cálculo de várias direções de correções
aproximadas adicionais possivelmente é a causa desta queda de desempenho.
Comparando também os códigos PCxmod sem as múltiplas correções de centra-
lidade e o PCxmod com as múltiplas correções de centralidade, foi verificado que o segundo
apresentou uma redução de 22, 54% no número total de iterações e uma economia de
20, 41% no tempo total de processamento em relação ao primeiro.
Ainda, uma configuração especial dos parâmetros envolvidos junto ao PCxmod
com múltiplas correções de centralidade, em que o descarte por tolerância é desativado, se
mostra extremamente eficaz para os problemas PDS, sendo estes os melhores resultados
obtidos para estes problemas em todos os experimentos realizados. A economia no tempo
total de processamento foi de 24, 71%. Neste experimento, a fatoração incompleta de
Cholesky foi utilizada em 32, 61% do número total de iterações. Nos testes com o PCxmod,
sem as múltiplas correções de centralidade e com as múltiplas correções de centralidade, a
fatoração incompleta de Cholesky é utilizada em 18, 05% e 14, 65% do número total de
iterações, respectivamente. Ao aumento do número de iterações da primeira fase atribuímos
a redução maior no tempo de processamento nos testes realizados com o PCxmod com
múltiplas correções e a configuração especial dos parâmetros mencionada.
Agregamos neste trabalho uma nova função às fatorações incompletas de
Cholesky, até então, utilizadas nos contextos gerais para a construção de precondicionadores.
Por fim, sugerimos então, mais um trabalho futuro, que seria retornar à função original das
fatorações incompletas, examinando como a fatoração incompleta de Cholesky utilizada
neste trabalho, se comportaria como um precondicionador para o sistema de equações
normais nos métodos de pontos interiores.
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ANEXO A – Perfil de desempenho
Não são raras as vezes, em que se deseja comparar em trabalhos científicos o
desempenho de métodos de otimização na resolução de determinadas classes de problemas,
em relação a uma determinada métrica. Para uma classe de problemas e diferentes métodos
de otimização capazes de solucioná-los, pode-se querer comparar por exemplo, o tempo
computacional, o erro da solução obtida, o número de falhas, entre outras métricas. O
perfil de desempenho, introduzidos por Dolan e Moré [Dolan and Moré, 2002], é uma
ferramenta utilizada para se avaliar e comparar um conjunto de diferentes métodos de
otimização, visando apontar aquele com o melhor desempenho na resolução de uma classe
de problemas em relação a determinada métrica.
Considerando S o conjunto de métodos que se deseja comparar e P um conjunto
com np problemas selecionados, o desempenho do método s P S em relação à métrica
tempo computacional, por exemplo, para resolver um problema p P P , é comparado com o
melhor desempenho de qualquer método s P S, com respeito a este problema, utilizando a
taxa de desempenho dada por:
rp,s “ tp,s
mimttp,s : s P Su ,
em que tp,s é o tempo computacional necessário para a resolução de p utilizando-se s. Se o
método s falhar na resolução do problema p, então rp,s é definido como um parâmetro rM
fixado de forma que:
rM ě rs,p, @ s P S e @ p P P .
A taxa de desempenho avalia o comportamento de um método na resolução
de um determinado problema. Para uma avaliação ampla do desempenho do método em
relação à métrica em questão, é definido o perfil de desempenho do método, dado por:
ρspτq “ 1
np
|tp P P : rp,s ď τu|
em que τ P R e | ¨ | denota o número de elementos do conjunto. A função ρτ assume valores
no intervalo p0, 1s, é constante por partes e não decrescente. Ela pode ser vista como a
probabilidade de que o método s solucione um problema de P em não mais que τ vezes o
tempo mínimo necessário por qualquer método em S. Se o conjunto P é suficientemente
grande e representativo em relação aos problemas encontrados na prática, então os métodos
cuja probabilidade ρspτq são grandes, são preferidos.
ANEXO A. Perfil de desempenho 107
Para um dado método s P S, o valor ρsp1q representa a fração de problemas
para os quais s obteve melhor desempenho, em relação à métrica em questão, que os outros
métodos.
Agora, considerando que ρsprMq “ 1, já que rp,s “ rM quando o problema p
não é resolvido pelo método s, temos que a probabilidade de que um método s resolva um




Assim, se o desejo é escolher o método mais robusto, é preciso comparar os valores de ρ˚s
para cada s P S.
Uma vez calculados os perfis de desempenho dos métodos de interesse, a
comparação dos desempenhos é feita por meio de um único gráfico contendo todas as
curvas que representam graficamente os perfis. A abcissa do gráfico deve representar
o parâmetro τ variando no intervalo r1, rMq. Assim, pode-se observar no gráfico, para
τ “ 1, a fração correspondente à quantidade de problemas para os quais cada método
obteve melhor desempenho que os demais. Além disso, pelo gráfico, pode-se analisar a
porcentagem de problemas que cada método resolve. Se a curva do perfil de desempenho
de um método atinge o valor 1 para τ P r1, rMq, então o método foi capaz de resolver
todos os problemas testados.
É importante ressaltar que, o fato de a curva de perfil de desempenho de
um método dominar as demais em um intervalo contido em r1, rMq, não indica que este
método obteve melhor desempenho que os demais e, sim, que ele foi capaz de resolver
mais problemas dentro de um fator τ do desempenho do que qualquer outro método.
Para a construção dos gráficos de perfil de desempenho utilizados nesta tese,
foi utilizado o código de uma função baseada no script de Elizabeth Dolan e Jorge J. Moré
descrito em [Dolan and Moré, 2002].
