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Résumé
Cet article donne deux sortes de résultats. Nous obtenons d’une part une expression asymptotique des
coefficients (TN ((1 − cos θ)αf1))−1[Nx]+1,[Ny]+1 lorsque α appartient à ]− 12 , 12 [ et 0 < x < 1, 0 < y < 1,
x = y et f1 suffisamment régulière. Ces formules asymptotiques sont exprimées au moyen de deux noyaux
intégraux différents selon que α ∈ ]− 12 ,0[ ou que α ∈ ]0, 12 [. Il est à noter que le noyau qui apparaît dans
le cas α > 0 prolonge celui qui correspond au cas d’un exposant entier.
Nous donnons d’autre part une expression asymptotique des coefficients des polynômes orthogonaux as-
sociés au poids (1−cos θ)αf1 pour les mêmes valeurs de α que précédemment. Si ces polynômes s’écrivent
ΦN(e
iθ ) =∑Ni=0 ωN,ueiθ notre asymptotique concerne les coefficients ωN,[Nx] où 0 < x < 1. L’expres-
sion obtenue est la même pour tous les α dans ]− 12 , 12 [. Par un passage à la limite nous obtenons ces
quantités pour α = 12 ce qui nous permet de démontrer une conjecture de H. Kesten et d’obtenir la trace de
(TN
√
1 − cos θ )−1.
© 2008 Elsevier Masson SAS. Tous droits réservés.
Abstract
This paper provides us two types of results. In a first part we obtain an asymptotic expansion of the
terms (TN ((1 − cos θ)αf1))−1[Nx]+1,[Ny]+1 for α in ]− 12 , 12 [ and 0 < x < 1, 0 < y < 1, x = y and where f1
is a sufficiently smooth function. These expressions are given by two different integral kernels Hα or Gα
according to α ∈ ]− 12 ,0[ or α ∈ ]0, 12 [. In the other hand we give an asymptotic expansion of the orthogonal
polynomials on the unit circle with respect to the weight (1−cos θ)αf1 for the same values of α. We denote
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∑N
i=0 ωN,ueiθ these polynomials. With this notation our result concern the coefficients
ωN,[Nx] with 0 < x < 1. We can remark that the expression is the same for all the reals α in ]− 12 , 12 [. When
α goes to 12 we obtain the quantities (TN (
√
1 − cos θf1))−1[Nx]+1,[Ny]+1 and (TN (
√
1 − cos θf1))−1[Nx]+1,1
that proves a conjecture of Harry Kesten and that allows us to obtain the trace of (TN
√
1 − cos θ )−1.
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1. Introduction
Rappelons que si f est une fonction dans L1(T) la matrice de Toeplitz de symbole f , notée
TN(f ), est la matrice (N+1)×(N+1) définie par (TN(f ))k+1,l+1 = fˆ (k− l) où 0 k, l N et
où hˆ(m) désigne le coefficient de Fourier d’indice m de la fonction h. Le but de cet article est de
calculer les coefficients de l’inverse de TN(f ) quand f est de la forme θ → (1− cos θ)αf1 où f1
est une fonction strictement positive sur le tore, suffisamment régulière et telle que lnf1 ∈ L1(T)
et où α est un réel non nul contenu dans l’intervalle ]− 12 , 12 [.
Ce travail est évidemment un prolongement de [12] où nous avons traité le cas α ∈ N (le
cas α = 1 est célèbre pour ses applications aux marches aléatoires, il a été traité par Spitzer
et Stone en 1961 (voir [16])). Dans le présent article nous obtenons deux types de résultats.
Pour k et l de l’ordre de N , lorsque N tend vers l’infini, nous exprimons l’asymptotique de
(TN((1 − cos θ)αf1))−1k+1,l+1 au moyen de deux noyaux intégraux pour α ∈ ]− 12 ,0[ et pour α ∈
]0, 12 [. Deux faits sont à noter. Tout d’abord le noyau intégral correspondant au cas − 12 < α < 0
et celui correspondant au cas 0 < α < 12 sont en fait identiques à un passage à la limite près.
Ensuite ce noyau est le prolongement de celui qui intervient dans le cas où l’exposant α est un
entier positif. On sait qu’il s’agit alors d’un noyau de Green associé à une équation différentielle
d’odre 2α [3,12,16].
Nous observons enfin que les formules asymptotiques qui conduisent à la détermination de
noyaux intégraux sont intrinsèques : elles ne dépendent que du zéro de la fonction (1− cos θ)αf1
et de son ordre α la fonction régulière f1 n’intervenant que par sa valeur en 1. Ce travail pro-
longe et précise les résultats obtenus précédemment par Bleher dans [2]. En effet dans cet article
Bleher donne des expressions de (TN((1 − cos θ)αf1))−1k+1,l+1 sous forme d’intégrales multiples
que nous retrouvons dans nos résultats intermédiaires. Cependant Bleher est obligé de se limi-
ter à des valeurs de k et l contenues dans des intervalles strictement inclus dans ]0,1[, alors
que nous n’avons pas cette limitation. D’autre part nous obtenons nos résultats définitifs sous
forme de noyau intégraux ce qui n’est pas son cas. Il faut signaler aussi que dans [10] Kesten
obtient un noyau intégral, mais sous une expression moins compacte et dans le cas 12 < α < 1
qui n’est pas le cas qui nous intéresse ici. Dans ce même article Kesten conjecture l’expression
de (TN(
√
1 − cos θf1))−1k+1,l+1. Nous obtenons ce résultat ici, c’est l’objet du théorème 4 et de
la propriété 2.
Un deuxième type de résultat présenté ici est l’obtention d’une asymptotique des coefficients
des polynômes orthogonaux associés au poids (1 − cos θ)αf1. Le lien avec les matrices de
Toeplitz est bien connu (voir, par exemple, [8], ou [11]). Rappelons que les coefficients de ces po-
lynômes sont en fait, à normalisation près, les termes (TN((1 − cos θ)αf1))−1 , 0 k N .k+1,N+1
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faisons ici, les termes (TN((1−cos θ)αf1))−1k+1,1 ou encore les termes (TN((1−cos θ)αf1))−11,k+1.
Ces coefficients sont connus dans le cas ou f1 = 1, (voir [6] ou [1]) c’est un résultat que nous
utilisons. Là aussi nous obtenons une expression asymptotique pour tous les réels α ∈ ]− 12 , 12 [
qui prolonge celle obtenue dans le cas entier (voir [12]).
Nous allons maintenant donner un bref résumé de notre méthode.
On sait [8] que si ln(f ) ∈ L1(T) il existe une fonction g appartenant à H 2+ = {h ∈
L2(T)/hˆ(u) = 0; u < 0} telle que f = gg¯. Si l’on note par βu le coefficient de Fourier d’in-
dice u de 1
g
une formule d’inversion adaptée aux fonctions ayant un zéro d’ordre α, α ∈ ]− 12 , 12 [
et dont la démonstration est fournie en annexe, permet d’établir les deux égalités suivantes :
∀k ∈ [0, [Nδ]],0 < δ < 1
(
TN
(
(1 − cos θ)αf1
))−1
k+1,1 = β¯0
(
βk − 1
N
k∑
u=0
βk−uFα
(
u
N
))(
1 + o(1)) (1)
et ∀k, l ∈ [0, [Nδ]], 0 < δ < 1(
TN
(
(1 − cos θ)αf1
))−1
k+1,l+1
=
k∑
u=0
βk−uβ¯l−u − 1
N
k∑
u=0
l∑
v=0
βk−uβ¯l−vEα
(
u
N
,
v
N
)(
1 + o(1)) (2)
où Fα et Eα sont des fonctions qui ne dépendent que de α. Si h est une fonction positive ayant
un nombre fini de zéros sur le tore considérons PN,α le polynôme trigonométrique défini par
PN,α
(
eiθ
)= 1√
(TN(h))
−1
1,1
N∑
u=0
(
TN(h)
)−1
u+1,1e
iuθ .
Ce polynôme est parfois appelé polynôme prédicteur. Il est connu que ce polynôme est relié au
polynôme orthogonal ΦN,α de degré N associé au poids (1 − cos θ)αf1 par la formule
ΦN,α
(
eiθ
)= eiNθPN,α(eiθ ). (3)
Dans le cas où f = (1−cos θ)α les coefficients de ce polynôme sont exactement connus (voir [6]
ou [1]) et on a l’égalité(
TN
(
(1 − cos θ)α))−1
k+1,1 =
1
(α)
(N + 1)(k + 1)(N + 1 + α − k)
(k + 1)(N + 1 − k)(α + N + 1) (4)
ce qui, compte tenu des propriétés de la fonction Gamma s’écrit, pour u assez grand(
TN
(
(1 − cos θ)α))−1
k+1,1 =
1
(α)
uα−1
(
1 − u
N
)α
+ o(Nα−1). (5)
On sait d’autre part [11] que le polynôme prédicteur PN,α vérifie
1̂
|PN,α|2 (s) = hˆ(s) ∀sN  s N. (6)
Ce qui implique
TN
(
1
2
)
= TN(f ). (7)|PN,α|
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les coefficients de (TN( 1|PN,α |2 ))
−1 en fonction de ceux de PN,α les relations (7) et (5) donnent
les théorèmes 1 et 2 (énoncés dans la partie 2) dans le cas où f1 = 1.
Considérons maintenant les fonctions gα et g1 telles que (1 − cos θ)α = gα(θ)g¯α(θ) et f1 =
g1g¯1. On sait alors que si u est assez grand et si f1 est une fonction suffisamment régulière les
coefficients de Fourier des 1
g
et 1
gα
sont reliés par la relation (voir [17])(̂
1
g
)
(u) ∼ 1
g1(1)
(̂
1
gα
)
(u).
Cette dernière relation, associées à la formule (2) nous permet alors d’obtenir un énoncé général
des théorèmes 1 et 2. Le théorème 3 se déduit lui de la formule asymptotique (4) en utilisant
la formule (1). Un passage à la limite nous permet ensuite d’obtenir ces résultats pour α = 12 et
ensuite de calculer la trace de (TN
√
1 − cos θ )−1.
Un exemple d’utilisation du noyau Gα peut se trouver dans l’article de 2004 de H. Widom et
A. Böttcher [5].
2. Principaux résultats
Nos résultats sont énoncés dans les théorèmes 1, 2, 3, 4. Commençons par donner quelques
notations et conventions. Nous posons à partir de maintenant χ(θ) = eiθ , f = |1 − χ |2αf1,
et nous supposerons pour le reste de cet article que f1 appartient à l’ensemble C défini par
C = {h: h > 0 et h ∈ A(T, 32 )} avec voir [9]
A(T,μ) =
{
h ∈ C(T): ‖h‖A(T,μ) =
∑
n∈Z
|n + 1|μ∣∣hˆ(n)∣∣< ∞}.
On peut alors écrire (voir [4]) f1 = g1g¯1, g1, g−11 ∈ H 2+ et f = gg¯, g, g−1 ∈ H 2+.
Pour alléger les calculs nous supposerons
β0 = 12π
2π∫
0
1
g(t)
dt = 1.
Enfin nous posons
1
g
=
∑
u0
βuχ
u et (1 − χ)−α =
∑
u0
β˜uχ
u.
2.1. Expression asymptotique des coefficients de l’inverse
Théorème 1. Pour − 12 < α < 0, nous avons
f1(1)
(
TN
(|1 − χ |2αf1))−1[Nx]+1,[Ny]+1 = N2α−1 12(α) (Hα(x, y))+ o(N2α−1)
uniformément en (x, y) pour 0 < δ1  x = y  δ2 < 1 avec
Hα(x, y) = lim
(
xαyαI,α(x, y) + 
α
|y − x|α−1(1 − |y − x|)α)
→0 α
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I,α(x, y) =
1∫
max(x,y)(1+ϕ(x,y))
(t − x)α−1(t − y)α−1
t2α
dt
et ϕ(x, y) = 1−|y−x|
min(x,y) .
Ce résultat s’écrit aussi
Hα(x, y) = xαyα
( 1∫
max(x,y)
(t − x)α−1(t − y)α−1
t2α
×
(
1 −
( |y − x|
t − min(x, y)
)α−1(
t
max(x, y)
)2α)
dt
+ 1
α
(
1 − max(x, y))α 1
max(x, y)2α
|y − x|α−1
)
.
Théorème 2. Pour 0 < α < 12 nous avons
f1(1)
(
TN
(|1 − χ |2αf1))−1[Nx]+1,[Ny]+1 = N2α−1 12(α) (Gα(x, y))+ o(N2α−1)
uniformément en (x, y) pour 0 < δ1  x = y  δ2 < 1 et avec
Gα(x, y) = xαyα
1∫
max(x,y)
(t − x)α−1(t − y)α−1
t2α
dt
pour 0 < x = y < 1
Remarque 1. En fait Gα(x, x) and Hα(x, x) ne sont pas définis. Ce sujet, ainsi que le calcul de
la trace des matrices inverses, a été traité dans [13].
2.2. Polynômes orthogonaux
Définition 1. Soit h ∈ L1(T) une fonction positive ayant un nombre fini de zéros sur le tore T. On
sait que (TM(h))(−1) est alors définie pour tout entier naturel M . On appelle polynôme prédicteur
de degré M de la fonction h le polynôme
∑M
u=0νuχu avec
νu = 1
μM
(
TM(h)
)−1
u+1,1, pour 0 uM, and μ
2
M =
(
TM(h)
)−1
1,1.
On sait que (voir [11, p. 53]) que les polynômes prédicteurs vérifient la propriété fondamentale
suivante :
Propriété 1. Si PM est le polynôme prédicteur de degré M de h nous avons
̂( 1
|PM |2
)
(s) = hˆ(s), −M  s M.
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prédicteur de degré N de f .
Remarque 3. On sait que si ΦN est le polynôme orthogonal de degré N associé au poids h nous
avons
ΦN(χ) = χNPN(χ).
Nous pouvons alors énoncer les théorèmes
Théorème 3. Si − 12 < α < 12 , α = 0, nous avons pour 0 < x < 1,
g1(1)
(
TN
(|1 − χ |2αf1))−1[Nx]+1,1 = Nα−1 1(α)xα−1(1 − x)α + o(Nα−1),
uniformément en x dans [δ1, δ2], pour 0 < δ1 < δ2 < 1.
Enoncé qui se traduit en terme de polynôme orthogonal par
Corollaire 1. Si − 12 < α < 12 , α = 0, et ΦN,α =
∑N
u=0 ωuχu le polynôme orthogonal de degré
N associé au poids |1 − χ |2αf1, nous avons pour 0 < x < 1,
g1(1)ω[Nx] = Nα−1 1
(α)
(1 − x)α−1xα + o(Nα−1),
uniformément en x dans [δ1, δ2], pour 0 < δ1 < δ2 < 1.
2.3. Le cas α = 12
En nous rappelant que ( 12 ) =
√
π nous obtenons avec toujours les mêmes hypothèses sur f1
Théorème 4. Si 0 < x = y < 1 nous avons,
f1(1)
(
TN
(|1 − χ |f1))−1[Nx]+1,[Ny]+1 = 1π (G 12 (x, y))+ o(1)
uniformément en (x, y) pour 0 < δ1  x < y  δ2 < 1.
Propriété 2. De même si 0 < x < 1 on obtient
g1(1)
(
TN
(|1 − χ |f1))−1[Nx]+1,1 = 1√
Nπ
1√
x
√
1 − x + o
(
1√
N
)
uniformément en x ∈ [δ1, δ2] pour 0 < δ1 < δ2 < 1.
Corollaire 2. Si ΦN,1/2 =∑Nu=0 ωu,1/2χu le polynôme orthogonal de degré N associé au poids|1 − χ |f1 nous avons, pour 0 < x < 1
g1(1)ω[Nx],1/2 = 1√
Nπ
1√
1 − x
√
x + o
(
1√
x
)
uniformément en x ∈ [δ1, δ2] pour 0 < δ1 < δ2 < 1.
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f1(1)
(
TN
(|1 − χ |f1))−1[Nx]+1,[Nx]+1 = 1π ln(N) + o(lnN)
uniformément en x ∈ [δ1, δ2] pour 0 < δ1 < δ2 < 1.
Remarque 4. Ce résultat a déjà été établi par H. Kesten dans [10]. Ici nous pouvons préciser le
mode de convergence, ce qui nous donne le corollaire suivant.
Corollaire 3. Nous avons alors
f1(1)Tr
((
TN
(|1 − χ |f1))−1)= 1
π
N lnN + o(N lnN).
3. Enoncé et démonstration des formules 1 et 2
3.1. Formule d’inversion
3.1.1. Définitions et notations
Dans la suite on notera π+ le projecteur orthogonal de L2(T) dans H 2+, et π− le projecteur
orthogonal sur H 2− = {h ∈ L2(T)/hˆ(u) = 0 ⇔ u 0}. Si f et g définis comme précédemment
on pose ΦN = gg¯ χN+1 et on appelle opérateurs de Hankel associés à la décomposition f = gg¯,
et on note HΦN et H
∗
ΦN
, les deux opérateurs définis de la manière suivante.
HΦN :H
2+ → H 2−, HΦN (ψ) = π−(ΦNψ),
H ∗ΦN :H
2− → H 2+, HΦN (φ) = π+(Φ¯Nφ).
Enfin nous notons PN le sous espace de L2(T) engendré par {1, χ,χ2, . . . , χN }.
3.1.2. Enoncé de la formule d’inversion
Lemme 1. Soit f une fonction positive presque partout sur le tore T telle que logf , f et 1
f
soient dans L1(T). On pose alors f = gg¯ où g ∈ H 2+, et pour tout polynôme p dans PN nous
définissons
GN,f (p) = 1
g
π+
(
p
g¯
)
− 1
g
π+
(
ΦN
∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
p
g¯
))
.
Alors
– ∀p ∈ PN la série de la formule ci-dessus converge dans L2(T) ;
– la matrice TN(f ) est inversible et si p ∈ PN(
TN(f )
)−1
(p) = GN,f (p).
Remarque 5. Ce résultat est bien sûr classique pour les fonctions régulières. Mais pour les sym-
boles envisagés dans le lemme 1 la démonstration usuelle, basée sur le fait que ‖(HφNHφN )‖ < 1,
ne peut plus s’appliquer puisque les fonctions considérées ont un pôle ou un zéro.
Au niveau des coefficients de la matrice inverse (TN(f ))−1 on obtient le résultat
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TN(f )
)−1
l+1,k+1 =
〈
π+
(
χk
g¯
) ∣∣∣ (χl
g¯
)〉
−
〈 ∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
χk
g¯
) ∣∣∣ Φ¯N(χl
g¯
)〉
.
Remarque 6. Pour démontrer le théorème (3) on calculera en fait, pour des raisons de fa-
cilité de calculs, le terme TN(|1 − χ |2αf1)−11,k+1, et on obtiendra ensuite par conjugaison
(TN |1 − χ |2αf1)−1k+1,1.
3.2. Les énoncés des lemmes
Définissons tout d’abord les fonctions Fα et Eα comme les limites uniformes sur tout inter-
valle [0, δ], δ < 1, pour Fα et sur tout pavé ([0, δ] × [0, δ]) pour Eα des séries
∞∑
m=0
(
(sinπα)m
π
)
Fm,α(z),
∞∑
m=0
(
(sinπα)m
π
)
Em,α(z, z
′),
avec
Fm,α(z) =
∞∫
0
1
1 + t0
∞∫
0
1
1 + t1 + t0 × · · · ×
∞∫
0
1
1 + t2m−1 + t2m−2
×
∞∫
0
1
1 + t2m + t2m−1
1
1 + t2m − z
et
Em,α(z, z
′) =
∞∫
0
1
1 + t0 − z′
∞∫
0
1
1 + t1 + t0 × · · · ×
∞∫
0
1
1 + t2m−1 + t2m−2
×
∞∫
0
1
1 + t2m + t2m−1
1
1 + t2m − z
la convegence uniforme de ces séries sont démontrées dans la démonstration des lemmes 2 et 4 ;
nous pouvons maintenant énoncer les deux lemmes suivants.
Lemme 2. En supposant que f vérifie les mêmes hypothèses que précédemment on a ∀k, l ∈
[0, [Nδ]], 0 < δ < 1, k  l(
TN
(
(1 − cos θ)αf1
))−1
k+1,l+1
=
k∑
u=0
βk−uβ¯l−u − 1
N2
k∑
u=0
l∑
v=0
βk−uβ¯l−v
(
Eα
(
u
N
,
v
N
))(
1 + o(1)).
La fonction (z, z′) → Eα(z, z′) est continue et dérivable sur tout compact de [0,1[×[0,1[ et de
plus pour tout couple de réels (z, z′) dans ([0, δ] × [0, δ]),∣∣Eα(z, z′)∣∣Kδ(1 + ∣∣∣∣ln(1 − z + 1 + αN
)∣∣∣∣)
où Kδ est une constante qui ne dépend que de δ.
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TN
(
(1 − cos θ)αf1
))
k+1,l+1 =
(
TN
(
(1 − cos θ)αf1
))
l+1,k+1.
Le lemme 2 permet donc d’accéder à tous les coefficient de la matrice vérifiant |k−l|
N
< 1.
Lemme 3. On suppose α ∈ ]−12 , −12 [. Alors sous les hypothèses du théorème 3 nous pouvons
écrire pour N suffisamment grand et pour 0 k  δN , 0 < δ < 1
(
TN
(|1 − χ |2αf1))−1k+1,1 = βk − 1N
k∑
u=0
βk−u
(
Fα
(
u
N
))(
1 + o(1)).
La fonction z → Fα(z) est continue et dérivable sur tout compact de [0,1[ et de plus pour tout
réel dans z ∈ [0, δ] on a∣∣Fα(z)∣∣K0(1 + ∣∣ln(1 − z)∣∣)
où K0 est une constante indépendante de N .
Le lemme 3 est une conséquence du lemme plus précis suivant, lemme que nous avons utilisé
dans un autre article (voir [13]).
Lemme 4. Avec les mêmes hypothèses que pour le lemme 3 on peut également écrire pour k,
0 k N
(
TN
(|1 − χ |2αf1))−1k+1,1 = βk − 1N
k∑
u=0
βk−u
(
FN,α
(
u
N
))(
1 + o(1)).
La fonction z → FN,α(z) est continue et dérivable sur tout compact de [0,1[ et de plus pour tout
réel dans z ∈ [0,1]∣∣FN,α(z)∣∣K0(1 + ∣∣∣∣ln(1 − z + 1 + αN
)∣∣∣∣).
Cette fois FN,α est la limite uniforme sur [0,1] de la série ∑∞m=0 Fm,N,α(z)( sinπαπ )2m+2 avec
Fm,N,α(z) =
∞∑
w0=0
1
1 + w0 + N + α
∞∑
w1=0
1
1 +w1 +w0 + N + α × · · ·
×
∞∑
w2m−1=0
1
1 + N + α + w2m−1 +w2m−2
×
∞∑
w2m=0
1
N + 1 + α +w2m + w2m−1
1
1 + w2m
N
+ α+1
N
− z .
Pour obtenir ces résultats nous allons tout d’abord établir le lemme technique suivant
Lemme 5. Si γu = (̂ g )(u) et m et k deux entiers naturels on ag¯
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H ∗ΦNHφN
)m
π+Φ¯Nπ+
(
χk
g¯
)
=
k∑
u=0
β¯k−u
∞∑
w0=0
( ∞∑
w1=1
γ¯−(N+1+w1+w0)
×
∞∑
w2=0
γ−(N+1+w1+w2) · · ·
∞∑
w2m−1=1
γ−(N+1+w2m−1+w2m−2)
×
∑
w2m=0
γ−(N+1+w2m−1+w2m)γ¯u−(N+1+w2m)
)
χw0 .
3.3. Une remarque importante
Les démonstrations de ces lemmes indiquent que les formules énoncées sont en fait exactes
pour le symbole |1 − χ |2α . A savoir :
– ∀k, l ∈ [0, [Nδ]], 0 < δ < 1, k  l(
TN
(
(1 − cos θ)α))−1
k+1,l+1
=
k∑
u=0
βk−uβ¯l−u − 1
N2
k∑
u=0
l∑
v=0
βk−uβ¯l−v
(
Eα
(
u
N
,
v
N
))
,
– pour 0 k  δN , 0 < δ < 1
(
TN
(|1 − χ |2α))−1
k+1,1 = βk −
1
N
k∑
u=0
βk−u
(
Fα
(
u
N
))
,
– pour k, 0 k N
(
TN
(|1 − χ |2α))−1
k+1,1 = βk −
1
N
k∑
u=0
βk−u
(
FN,α
(
u
N
))
.
3.4. Démonstration du lemme 5
Etablissons d’abord ce résultat pour m = 0. Il faut calculer π+Φ¯Nπ+(χkg¯ ). On a
π+Φ¯Nπ+
(
χk
g¯
)
= π+
(
Φ¯N
k∑
u=0
β¯k−uχu
)
=
k∑
u=0
β¯k−uπ+
(
Φ¯Nχ
u
)
=
k∑
u=0
β¯k−uπ+
(∑
v∈Z
γ¯vχ
−N−1−v+u
)
=
k∑
u=0
β¯k−u
( ∑
vu−N−1
γ¯vχ
−N−1−v+u
)
.
Si on pose w0 = −N − 1 − v + u on obtient finalement
π+Φ¯Nπ+
(
χk
g¯
)
=
k∑
β¯k−u
∞∑
γ¯u−(N+1+w0)χw0 ,u=0 w0=0
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m+1π+Φ¯Nπ+(χ
k
g¯
) en suppo-
sant le lemme établi à l’ordre m. Posons
w0 =
( ∞∑
w1=1
γ¯−(N+1+w1+w0)
∞∑
w2=0
γ−(N+1+w1+w2) · · ·
∞∑
w2m−1=1
γ¯−(N+1+w2m−1+w2m−2)
×
∑
w2m=0
γ−(N+1+w2m−1+w2m)γ¯u−(N+1+w2m)
)
.
Nous devons calculer H ∗ΦNHΦN (
∑k
u=0 β¯k−u
∑∞
w0=0 w0χ
w0). Dans un premier temps nous ob-
tenons, en posant v′ = −(w0 +N + 1 + v).
HΦN
(
k∑
u=0
β¯k−u
∞∑
w0=0
w0χ
w0
)
=
k∑
u=0
β¯k−u
∑
v∈Z
γv
∞∑
w0=0
w0π−
(
χw0+N+1+v
)
=
k∑
u=0
β¯k−u
∞∑
v′=1
( ∞∑
w0=0
γ−(w0+N+1+v′)w0χ
−v′
)
.
Posons maintenant
∑∞
w0=0 γ−(w0+N+1+v′)w0 = ′v′ et calculons
H ∗ΦN
(
k∑
u=0
β¯k−u
∞∑
v′=1
′v′χ
−v′
)
= π+
(
k∑
u=0
β¯k−u
∑
w∈Z
γ¯wχ
−(w+N+1)
∞∑
v′=1
′v′χ
−v′
)
=
(
k∑
u=0
β¯k−u
∞∑
w′=0
∞∑
v′=1
′v′ γ¯−(N+1+v′+w)
)
χw
′
(avec w′ = −(v′ + w + N + 1)). On en déduit le lemme au rang n + 1 en posant w′ = w0,
v′ = w1,w0 = w2, . . . ,w2m = w2m+2.
3.5. Démonstration du lemme 4
Il nous faut maintenant calculer le produit scalaire〈(
H ∗ΦNHΦN
)m
π+Φ¯Nπ+
(
χk
g¯
) ∣∣∣ Φ¯Nπ+(χ0
g¯
)〉
.
Ce qui est aussi, en utilisant les notations et résultats de la démonstration du lemme précédent〈(
k∑
u=0
β¯k−u
( ∞∑
w0=0
∞∑
w1=1
′w1 γ¯−(N+1+w1+w0)
)
χw0
) ∣∣∣ β¯0 ∞∑
w′0=0
γ¯−(N+1+w′0)χ
w′0
〉
.
Ce qui donne
β0
(
k∑
u=0
β¯k−u
∞∑
w0=0
γ(N+1+w0)
∞∑
w1=1
′w1 γ¯−(N+1+w1+w0)
)
.
En remplaçant le coefficient ′ par sa valeur on obtientw1
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(
k∑
u=0
β¯k−u
∞∑
w0=0
γ−(N+1+w0)
∞∑
w1=1
γ¯−(N+1+w1+w0)
∞∑
w2=0
γ−(N+1+w1+w2) × · · ·
×
∞∑
w2m−1=1
γ−(N+1+w2m−1+w2m−2)
∞∑
w2m=0
γ−(N+1+w2m−1+w2m)γ¯u−(N+1+w2m)
)
.
Calculons maintenant les coefficients γu. On sait que si u est suffisamment grand on a, uni-
formément par rapport à u, γu = g1(1)g¯1(1)
sin(πα)
π
1
α−u (1 + o(1)) où sin(πα)π 1α−u est le coefficient de
Fourier d’ordre u de (1−χ)
α
(1−χ¯ )α (voir [17]). En remplaçant les coefficients γt par leur valeur on voit
apparaître les sommes
∞∑
w0=0
1
1 +w0 + N + α
∞∑
w1=0
1
1 + w1 +w0 +N + α × · · ·
×
∞∑
w2m−1=1
1
1 +N + α +w2m−1 +w2m−2
×
∞∑
w2m=0
1
N + 1 + α +w2m +w2m−1
1
1 + w2m
N
+ α + 1 − u
(
1 + o(1)).
Nous sommes donc finalement ramener à étudier la convergence de la série 1
N
∑∞
m=0 Fm,N,α(z)×
( sinπα
π
)2m+2 avec
Fm,N,α(z) =
∞∑
w0=0
1
1 +w0 + N + α
∞∑
w1=0
1
1 + w1 +w0 +N + α × · · ·
×
∞∑
w2m−1=1
1
1 + N + α + w2m−1 +w2m−2
×
∞∑
w2m=0
1
N + 1 + α + w2m +w2m−1
1
1 + w2m
N
+ α+1
N
− z
(
1 + o(1))
où l’on a posé z = u
N
.
La démonstration de la formule d’inversion donne la convergence simple de la série des
Fm,N,α(z). Néanmoins le calcul suivant permet d’obtenir la convergence uniforme de la série
sur tout compact de [0,1[, ce qui implique la continuité et la dérivabilité sur tout compact de la
somme des fonctions Fm,N,α (en effet 0 < F ′m,N,α(z) < Fm,N,α(z)). D’autre part la majoration
proposée à la fin du calcul ci-dessous est utile pour elle même et nous a permis d’obtenir d’autres
résultats (voir [13]).
Une majoration simple montre que la convergence de cette série à termes positifs est impliquée
par celle de la série
∞∑
m=0
(
sinπα
π
)2m+2
Gm,N,α(z)
avec
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∞∫
0
1
1 + t0
∞∫
0
1
1 + t1 + t0 × · · · ×
∞∫
0
1
1 + t2m−1 + t2m−2
×
∞∫
0
1
1 + t2m + t2m−1
1
1 + t2m + 1+αN − z
dt0 dt1 · · ·dt2m.
En posant ρ = z − 1+α
N
nous pouvons écrire
∞∫
0
1
1 + t2m−1 + t2m
1
1 + t2m − ρ dt2m
= 1
t2m−1 + ρ
∞∫
0
(
1
1 + t2m − ρ −
1
1 + t2m−1 + t2m
)
dt2m
= 1
t2m−1 + δ ln
(
1 + t2m−1
1 − ρ
)
= 1
t2m−1 + ρ
(
ln(1 + t2m−1)− ln(1 − ρ)
)
.
Soit K = maxx∈[0,+∞[ ln(1+x)√x . Si, par exemple, δ  12 nous pouvons écrire
∀t2m−1 > 0, ln(1 + t2m−1)− ln(1 − ρ)
t2m−1 + ρ <
K + | ln(1 − ρ)|√2
(t2m−1 + ρ) 12
,
et un petit calcul nous donne
∞∫
0
1
1 + t2m−1 + t2m−2
1
(t2m−1 + ρ) 12
dt2m−1 =
∞∫
√
ρ
2
1 − ρ + t2m−2 + u2 du
avec u = (t2m−1 + ρ) 12 . La dernière intégrale étant égale à
2
1 − ρ + t2m−2
∞∫
√
ρ
1
1 + u21−δ+t2m−2
du.
Si nous posons maintenant v = u√
1−ρ+t2m−2
, il est clair que cette dernière expression s’écrit aussi
2√
1 − ρ + t2m−2
∞∫
√
δ√
1−ρ+t2m−2
1
1 + v2 dv =
2√
1 − ρ + t2m−2
(
π
2
− arctan
√
ρ√
1 − δ + t2m−2
)
.
Nous avons d’autre part
2√
1 − ρ + t2m−2
(
π
2
− arctan
√
ρ√
1 − δ + t2m−2
)
<
π√
1 − ρ + t2m−2
puisque
arctan
( √
ρ√
)
> arctan
( √
ρ√
)
> arctan(
√
ρ ) > 0.
1 − ρ + t2m−2 1 − ρ
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∞∫
0
1
1 + t2m−3 + t2m−2
∞∫
0
1
1 + t2m−1 + t2m−2
1
(t2m−1 + ρ) 12
dt2m−1 dt2m
 π
∞∫
0
1
1 + t2m−3 + t2m−2
1√
1 − ρ + t2m−2 dt2m−2.
Cette intégrale peut se traiter par les mêmes techniques que la précédente et nous obtenons
π2
∞∫
0
1
1 + t2m−4 + t2m−3
1√
ρ + t2m−3 dt2m.
En simplifiant par π nous pouvons affirmer qu’il existe une constante K0 > 0 indépendante de
m ou de N telle que ∀z ∈ [0,1],∣∣Fm,N,α(z)∣∣<K0(sinπα)2m+2(1 + ∣∣ln(1 − δ)∣∣).
Si − 1+α
N
 ρ  12 nous avons clairement :
∞∫
0
1
1 + t2m−1 + t2m
1
1 + t2m − δ dt2m 
∞∫
0
1
1 + t2m−1 + t2m
1
1 + t2m − 12
dt2m.
Cette dernière intégrale pouvant être majorée par
K0 + | ln( 12 )|
|t2m−1 + 12 |
1
2
et nous nous retrouvons dans la même situation que plus haut. Finalement nous obtenons une
majoration par une quantité d’ordre O((sinπα)2m+2). Puisque |α| < 12 , nous avons |sinπα| < 1,
ce qui implique la convergence uniforme et la majoration annoncée.
3.6. Démonstration du lemme 3
Le lemme 3 a en fait été démontré en même temps que le lemme 4 en remarquant que si
z ∈ [0, δ] avec 0 < δ < 1 les sommes
∞∑
w0=0
1
1 +w0 + N + α
∞∑
w1=0
1
1 + w1 +w0 +N + α × · · ·
×
∞∑
w2m−1=0
1
1 +N + α +w2m−1 +w2m−2
×
∞∑
w2m=0
1
N + 1 + α +w2m +w2m−1
1
1 + w2m
N
+ α+1
N
− z
ont aussi pour expression intégrale
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0
1
1 + t0
∞∫
0
1
1 + t1 + t0 × · · · ×
∞∫
0
1
1 + t2m−1 + t2m−2
×
∞∫
0
1
1 + t2m + t2m−1
1
1 + t2m − z dt0 dt1 · · ·dt2m.
3.7. Démonstration du lemme 2
Il nous faut maintenant calculer le produit scalaire〈(
H ∗ΦNHΦN
)m
π+Φ¯Nπ+
(
χk
g¯
) ∣∣∣ Φ¯Nπ+(χl
g¯
)〉
.
Ce qui est aussi, en utilisant les notations et résultats de la démonstration du lemme précédent〈(
k∑
u=0
β¯k−u
( ∞∑
w0=0
∞∑
w1=1
′w1 γ¯−(N+1+w1+w0)
)
χw0
) ∣∣∣ l∑
v=0
β¯l−v
∞∑
w′0=0
γ¯v−(N+1+w′0)χ
w′0
〉
,
ce qui donne(
k∑
u=0
β¯k−u
l∑
v=0
βl−v
( ∞∑
w0=0
γv−(N+1+w0)
∞∑
w1=1
′w1 γ¯−(N+1+w1+w0)
))
.
Ou encore en remplaçant ′w1 par sa valeur(
k∑
u=0
β¯k−u
l∑
v=0
βl−v
∞∑
w0=0
γv−(N+1+w0)
∞∑
w1=1
γ¯−(N+1+w1+w0)
×
∞∑
w2=0
γ−(N+1+w1+w2) · · ·
∞∑
w2m−1=1
γ¯−(N+1+w2m−1+w2m−2)
×
∑
w2m=0
γ−(N+1+w2m−1+w2m)γ¯u−(N+1+w2m)
)
.
En remplaçant les coefficients γt par leur valeur nous voyons apparaître les sommes
∞∑
w0=0
1
(1 + w0
N
+ 1 + α − v)
∞∑
w1=0
1
1 +w1 +w0 +N + α × · · ·
×
∞∑
w2m−1=0
1
1 +N + α +w2m−1 + w2m−2
×
∞∑
w2m=0
1
N + 1 + α +w2m +w2m−1
1
1 + w2m
N
+ α + 1 − u
(
1 + o(1)).
Nous devons donc étudier la convergence de la série
1
N2
∞∑
Em,N,α(z, z
′)
(
sinπα
π
)2m+2
,m=0
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N
= z et v
N
= z′ et avec
Em,N,α(z, z
′) =
∞∑
w0=0
1
(1 + w0
N
+ 1+α
N
− z′)
∞∑
w1=0
1
1 +w1 +w0 +N + α × · · ·
×
∞∑
w2m−1=1
1
1 + N + α + w2m−1 +w2m−2
×
∞∑
w2m=0
1
N + 1 + α + w2m + w2m−1
1
1 + w2m
N
+ α+1
N
− z .
Là aussi nous pouvons nous ramener aux intégrales
Em,α(z, z
′) =
(
sin(πα)
π
)2m+2 ∞∫
0
1
1 + t0 − z′
∞∫
0
1
1 + t1 + t0 × · · ·
×
∞∫
0
1
1 + t2m−1 + t2m−2
∞∫
0
1
1 + t2m + t2m−1
1
1 + t2m − z dt0 dt1 · · ·dt2m.
La même démarche que lors de la démonstration du lemme 4 permet de se convaincre qu’un
majorant de |Em,α(z, z′)| est de la forme
(
sin2m+2(πα)
)
K˜0
(
1 + ∣∣ln(1 − z)∣∣)∣∣∣∣∣
∞∫
0
1
(1 + t0 − z′)√1 − z + t0 dt0
∣∣∣∣∣. (8)
Or nous pouvons écrire,
∞∫
0
1
(1 + t0 − z′)√1 − z + t0 dt0 
∞∫
0
1
(1 − δ + t0)√1 − δ + t0 dt0
ce qui, combiné avec l’égalité (8) donne la convergence de la série et la majoration annoncée
dans l’énoncé du lemme 2.
4. Démonstration des théorèmes 1, 2, 3, dans le cas où f1 = 1
En fait nous allons tout d’abord établir le théorème 3, qui sera ensuite utilisé pour établir les
théorèmes 1, 2 dans le cas particulier qui nous intéresse ici.
4.1. Démonstration du théorème 3 dans le cas où f1 = 1
On sait (voir par exemple [6]) que si PN =∑Nu=0 δuχu est le polynôme prédicteur de degré
N associé à |1 − χ |2α = 2α(1 − cos θ)α on a
δk = CNk
(k + α)(α +N − k)
(α)(N + α)
ce qui s’écrit aussi
δk = (N) (k + α)(−k + α + N).
(k + 1)(α) (−k + N)(α +N)
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l’énoncé du théorème dans ce cas particulier.
4.2. Démonstration du théorème 1 dans le cas où f1 = 1
Pour démontrer le théorème 1 dans ce cas nous allons utiliser le lemme suivant qui a été établi
dans [12].
Lemme 6. Si P est un polynôme de degré au plus N + 1 alors(
TN
(
1
|P |2
))−1
k+1,l+1
= (π+P¯ χk,π+P¯ χl)2 − (π+Pχk−N,π+Pχl−N )2
pour 0 k N , et 0 l N .
Si on applique ce lemme au polynôme PN , polynôme prédicteur de degré N associé à la
fonction |1 − χ |2α = 2α(1 − cos θ)α (avec α < 0), les propriétés fondamentales des polynômes
prédicteurs que nous avons rappelées dans les formules (6) et (7) de l’introduction, on obtient(
TN
(
2α(1 − cos θ)α))−1
k+1,l+1 = δ¯0δl−k + · · · + δ¯kδl − (δN−kδ¯N−l + · · · + δN δ¯N+k−l).
Evaluons tout d’abord la quantité δ¯0δl−k + · · · + δ¯kδl . Posons k = [Nx], l = [Ny] avec x < y.
Soit maintenant  un réel positif qui vérifie 0 <  < y − x. Nous pouvons écrire
δ¯0δl−k + · · · + δ¯kδl = δ¯0δl−k + · · · + δ¯[N]δl−k+[N] + δ¯[N]+1δl−k+[N]+1 + · · · + δ¯kδl .
Le résultat précédent et la formule d’Euler et Mac-Laurin permettent d’écrire, pour N assez
grand
δ¯[N]+1δl−k+[N]+1 + · · · + δ¯kδl
= N
2α−1
2(α)
1∫

uα−1(1 − u)α(y − x + u)α−1(1 − y + x − u)α du+ o(N2α−1). (9)
On a d’autre part, en utilisant le théorème des accroissements finis
δ¯0δl−k + · · · + δ¯[N]δl−k+[N]
=
[N]∑
i=0
1
2(α)
(
(l − k + i)α−1
(
1 − l + k − i
N
)α
+ o(Nα−1))(i + α)
(i + 1)
(
1 − i
N + 1
)α
= 1
2(α)
Nα−1
[N]∑
i=0
(
y − x + i
N
)α−1(
1 − y + x + i
N
)α
× (i + α)
(i + 1)
(
1 − i
N + 1
)α
+ R[N]
= 1
2(α)
Nα−1(y − x)α−1(1 − y + x)α
[N]∑
i=0
(i + α)
(i + 1)
+ 1
2(α)
Nα−1(y − x)α−1(1 − y + x)α
[N]∑ (i + α)
(i + 1)
i
N
S(i) +R[N]i=0
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θ = 1 on a ∑∞i=0 (i+α)(i+1) 1(α) = 0 et nous pouvons écrire
1
2(α)
Nα−1(y − x)α−1(1 − y + x)α
[N]∑
i=0
(i + α)
(i + 1)
= 1
2(α)
Nα−1(y − x)α−1(1 − y + x)α
(
−
∞∑
[N]+1
(i + α)
(i + 1)
)
= N2α−1 1
2(α)
(y − x)α−1(1 − y + x)α 
α
α
.
Il nous faut maintenant majorer le reste de cette expression. Puisque |(i+α)
(i+1) | ∼ iα−1 si i assez
grand il existe une constante K , indépendante de N , telle que∣∣∣∣∣
[N]∑
i=0
(i + α)
(i + 1)
i
N
S(i)
∣∣∣∣∣K
[N]∑
i=0
∣∣∣∣(i + α)(i + 1)
∣∣∣∣ iN = O(Nα)α+1.
D’où si nous supposons maintenant  → 0 on obtient
1
2(α)
Nα−1(y − x)α−1(1 − y + x)α
[N]∑
i=0
(i + α)
(i + 1)
i
N
S(i) = o(N2α−1)
et de même
R[N] = o
(
N2α−1
)
.
Calculons maintenant la quantité δN−kδ¯N−l + · · · + δNδN+k−l . Là aussi considérons un réel
 strictement positif vérifiant 0 <  < x < y. Nous pouvons écrire : δN−kδ¯N−l + · · · +
δN−[N]δN+k−l−[N] + δN+1−[N]δN+1+k−l−[N] + · · · + δNδN+k−l . Grâce à la formule d’Eu-
ler et Mac-Laurin nous pouvons écrire
δN−kδ¯N−l + · · · + δN−[N]δN+k−l−[N] = I1 + o
(
Nα−1
)
avec
I1 = N
2α−1
2(α)
1+x−y−∫
1−y
tα−1(1 − t)α(t + y − x)α(1 − t − y + x)α dt.
Le changement de variables t ′ = t − (1 − y) donne
I1 = N
2α−1
2(α)
x−∫
0
(t ′ + 1 − y)α−1(y − t ′)α(t ′ + 1 − x)α−1(x − t ′)α dt ′.
L’intégrale ci dessus étant convergente on peut faire tendre  vers 0 et on obtient
I1 = N
2α−1
2(α)
x∫
(t ′ + 1 − y)α−1(y − t ′)α(t ′ + 1 − x)α−1(x − t ′)α dt ′.0
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x
il vient
I1 = N
2α−1
2(α)
x
1∫
0
(xt ′′ + 1 − y)α−1(y − xt ′′)α(xt ′′ + 1 − x)α−1(x − xt ′′) dt ′′.
Ce qui s’écrit finalement, en posant u = x − xt ′′
I1 = N
2α−1
2(α)
x∫
0
(1 − u)α−1uα(1 − y + x − u)α−1(y − x + u)α du. (10)
Reste à calculer I2 = δN+1−[N]δN+1+k−l−[N] +· · ·+δNδN+k−l . En remarquant que pour h = 0
on a δN−h = δh hN+1−h et que δN = 1N+1 on obtient
I2 =
N+k−l∑
u=N+1+k−l−[N]
δuδ(N+1)−(N+1−u−l+k) + 1
N + 1δN+1+k−l
=
[N]+1∑
v=1
δN+1−l+k−vδN+1−v + o
(
Nα−1
)
=
[N]+1∑
v=1
δN+1−l+k−vδv
v
N + 1 − v
 K
N
Nα−1(1 − y + x)α−1(y − x)α
[N]∑
v=1
δvv = α+1O
(
N2α−1
)
.
C’est à dire que si  tend vers zéro on obtient I2 = o(N2α−1). En retranchant les formules (9) et
(10) il vient
N2α−1
2(α)
lim
→0
(
J,α(x, y)+ 
α
α
(y − x)α−1(1 − y + x)α
)
avec
J,α(x, y) =
x∫

uα−1(1 − u)α−1(1 − y + x − u)α−1(y − x + u)α−1(1 − y − x + 2u)dt.
Ceci s’écrit aussi
I,α =
x∫

(
u− uy + ux − u2)α−1(y − x + u− uy + ux − u2)α−1(1 − y + x − 2u)du.
En posant v = u−uy+ux−u2, on obtient l’intégrale I,α =
∫ x−xy
−y+x−2 v
α−1(y−x+v)α−1dv.
Avec w = x − v nous obtenons
I,α = xα−1yα−1
x−+y−x+2∫
(1 −w/y)α−1(1 −w/x)α−1 dw.
xy
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w
nous avons finalement l’expression
attendue, à savoir,
I,α ∼ xαyα
1∫
y+φ(x,y)
(z − x)α−1(z − y)α−1
z2α
dz
avec ϕ(x, y) = 1+x−y
x
. On obtient donc finalement le résultat(
TN
(
2α(1 − cos θ)α))−1
k+1,l+1 = lim→0
(
xαyαI,α(x, y) + 
α
α
(y − x)α−1(1 − y + x)α
)
avec
I,α(x, y) =
1∫
y(1+ϕ(x,y))
(z − x)α−1(z − y)α−1
z2α
dz
et ϕ(x, y) = 1+x−y
x
. Nous pouvons maintenant remarquer que l’intégrale
I =
1∫
y
(z − x)α−1(z − y)α−1
z2α
(
1 −
(
(y − x)
(z − x)
)α−1(
z
y
)2α)
dz
est finie. Cela nous conduit à écrire
I,α(x, y) = I +
1∫
y(1+ϕ(x,y))
(z − y)α−1 (y − x)
α−1
y2α
dz.
On est donc amené la limite quand  tend vers zéro de la quantité
xαyα
(
I + (1 − y)
α−(y − x)α
αy2α
− α (y(1 + x − y))
α
αxα
(y − x)α−1
y2α
)
+ 
α
α
(y − x)α−1(1 − y + x)α
= xαyα
(
I + (1 − y)
α(y − x)α−1
αy2α
)
.
4.3. Démonstration du théorème 2 dans le cas où f1 = 1
Toujours grâce au lemme 6 nous pouvons écrire(
TN
(
2α(1 − cos θ)α))−1
k+1,l+1 = δ¯0δl−k + · · · + δ¯kδl
− (δN−k+1δ¯N−l+1 + · · · + δN δ¯N+k−l ).
Evaluons tout d’abord la quantité δ¯0δl−k + · · · + δ¯kδl . Rappelons que nous avons posé k = [Nx],
l = [Ny] avec x < y. Soit maintenant  un réel positif qui vérifie 0 <  < y − x. Nous pouvons
écrire comme précédemment
δ¯0δl−k + · · · + δ¯kδl = δ¯0δl−k + · · · + δ¯[N]δl−k+[N] + δ¯[N]+1δl−k+[N]+1 + · · · + δ¯kδl .
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petit et écrire directement(
TN
(
2α(1 − cos θ)α))−1
k+1,l+1
= N2α−1 1
2(α)
1∫

tα−1(1 − t)α(y − x + t)α−1(1 − y + x − t)α dt + o(N2α−1).
Calculons maintenant la quantité δN−k+1δ¯N−l+1 + · · · + δN δ¯N+k−l . En définissant  comme
précédemment on obtient la décomposition
δN−k+1δ¯N−l+1 + · · · + δN δ¯N+k−l = δN−k+1δ¯N−l+1 + · · · + δN−[N]δ¯N−l+k−[N]
+ δN−[N]+1δ¯N−l+k−[N]+1 + · · · + δNδN+k−l
= S1 + S2.
Ici aussi la formule d’Euler et Mac-Laurin donne
S1 = δN−k+1δ¯N−l+1 + · · · + δN−[N]δ¯N−l+k−[N]
= N
2α−1
2(α)
x−∫
0
(1 − x + t)α−1(x − t)α(1 − y + t)α−1(y − t)α dt + o(N2α−1).
En remarquant de nouveau que si k = N − k0 alors δk = k+αN−k+α δN−k0 on obtient
S2 = 1
N
(δ¯0 + δl−k + · · · + δ[N]δl−k+[N]) = o
(
N2α−1
)
.
En faisant tendre  vers zéro on obtient
δN−k+1δ¯N−l+1 + · · · + δN δ¯N+k−l
= N
2α−1
2(α)
x∫
0
(1 − x + t)α−1(x − t)α(1 − y + t)α−1(y − t)α dt + o(N2α−1).
Nous pouvons finalement écrire
(
TN
(
2(1 − cos θ)α))−1
k+1,l+1 =
x∫
0
tα−1(1 − t)α(y − x + t)α−1(1 − y + x − t)α dt
−
x∫
0
(1 − x + t)α−1(x − t)α(1 − y + t)α−1(y − t)α dt.
En posant le changement de variables u = x − t dans la seconde intégrale on obtient(
TN
(
2(1 − cos θ)α))−1
k+1,l+1
=
x∫
0
(1 − u)α−1uα−1(1 − y + x − u)α−1(y − x + u)α−1(1 − y + x − 2u)du.
La suite du calcul se traite alors comme dans le cas où α est négatif.
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Dans toute la suite nous noterons β˜u le coefficient de Fourier de la fonction (1 − χ)−α . Il est
connu que si u est assez grand, βu = 1g1(1) β˜u + o(uα−1) (voir [17]). Nous allons utiliser cette re-
marque et la formule du lemme 3 pour relier (TN(|1−χ |2α))−1k+1,l+1 et (TN(|1−χ |2αf1))−1k+1,l+1.
Les deux démonstrations suivantes sont basées sur la même idée. Nous supposons dans cette
partie −12 < α < 0 et nous posons k = [Nx], l = [Ny], avec x < y. Calculons tout d’abord
T1 =∑ku=0 β¯l−uβk−u. En supposant l’entier k0 tel que l’expression asymptotique de βu et de β˜u
soit valable pour tout entier u k0 et tel que k0 soit suffisamment petit devant k. Nous pouvons
alors écrire
T1 =
k−k0∑
u=0
β¯l−uβk−u +
k∑
u=k−k0+1
β¯l−uβk−u
=
k−k0∑
u=0
β¯l−uβk−u + β¯l−k
k0∑
u=0
βu +O
(
Nα−2
)
=
k−k0∑
u=0
β¯l−uβk−u + β¯l−k
(
−
+∞∑
u=k0+1
βu
)
+ o(N2α−1)
= 1
f1(1)
(
k−k0∑
u=0
β˜l−uβ˜k−u + β˜l−k
(
−
+∞∑
u=k0+1
β˜u
))
+ o(N2α−1)
= 1
f1(1)
(
k∑
u=0
β˜l−uβ˜k−u
)
+ o(N2α−1).
Occupons nous maintenant du terme T2 = 1N2
∑k
u=0
∑l
v=0 βuβ¯vEα( k−uN ,
l−v
N
). Nous avons la
décomposition
T2 = 1
N2
k∑
u=0
l∑
v=0
βuβ¯v
(
Eα
(
k − u
N
,
l − v
N
)
− Eα
(
k
N
,
l − v
N
))
+ 1
N2
k∑
u=0
l∑
v=0
βuβ¯vEα
(
k
N
,
l − v
N
)
.
Remarquons que nous pouvons écrire(
l∑
v=0
β¯vEα
(
k
N
,
l − v
N
)) k∑
u=0
βu
= −
+∞∑
u=k+1
βu
(
l∑
v=0
β¯vEα
(
k
N
,
l − v
N
))
= − 1
g1(1)
+∞∑ (
β˜u + o
(
uα−1
))( l∑
β¯vEα
(
k
N
,
l − v
N
))
u=k+1 v=0
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g1(1)
k∑
u=0
β˜u
(
l∑
v=0
β¯vEα
(
k
N
,
l − v
N
))
+ RN
avec | 1
N2
RN |  |O(Eα( kN , lN ))|o(Nα−2) soit | 1N2 RN | = o(N2α−1), uniformément en k et l
puisque k
N
et l
N
dans un compact. Grâce au théorème des accroissements finis nous pouvons
écrire d’une part
1
N2
k∑
u=0
l∑
v=0
βuβ¯v
(
Eα
(
k − u
N
,
l − v
N
)
−Eα
(
k
N
,
l − v
N
))
= 1
N2
k∑
u=0
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
avec k−u
N
< cu <
k
N
. Nous avons d’autre part
1
N2
k∑
u=0
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
= 1
N2
k0∑
u=0
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
+ 1
N2
k∑
u=k0+1
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
= 1
N2
k∑
u=k0+1
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
+ o(N2α−1)
toujours uniformément en k et l puique k
N
et l
N
appartiennent à un compact. Nous avons d’autre
part
1
N3
k∑
u=k0+1
l∑
v=0
βuβ¯vv
∂Eα
∂x
(
cu,
l − v
N
)
= 1
N3g1(1)
k∑
u=k0+1
l∑
v=0
(
β˜u + o
(
uα−1
))
β¯vv
∂Eα
∂x
(
cu,
l − v
N
)
= 1
N3g1(1)
k∑
u=0
l∑
v=0
β˜uβ¯vv
∂Eα
∂x
(
cu,
l − v
N
)
+ o(N2α−1)
parce que les séries
∑+∞
u=0 βu et
∑+∞
u=0 β˜u sont convergentes et que la fonction Eα est de classe
C1 sur tout compact de ]0,1[ × ]0,1[. Ce qui donne finalement
1
N2
k∑
u=0
l∑
v=0
βuβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
= 1
N2g1(1)
k∑
u=0
l∑
v=0
β˜uβ¯v
u
N
∂Eα
∂x
(
cu,
l − v
N
)
+ o(N2α−1). (11)
Comme nous avons vu d’autre part que
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N2
(
l∑
v=0
β¯vEα
(
k
N
,
l − v
N
)) k∑
u=0
βu
= 1
N2g1(1)
(
l∑
v=0
β¯vEα
(
k
N
,
l − v
N
)) k∑
u=0
β˜u + o
(
N2α−1
)
. (12)
En ajoutant les équation (11) et (12) et en remarquant que
u
N
∂Eα
∂x
(
cu,
l − v
N
)
+ Eα
(
k
N
,
l − v
N
)
= Eα
(
k − u
N
,
l − v
N
)
il vient
T2 = 1
N2g1(1)
k∑
u=0
l∑
v=0
β˜uβ¯vEα
(
k − u
N
,
l − v
N
)
+ o(N2α−1). (13)
Le même principe appliqué aux coefficients βv permet de conclure finalement
T2 = 1
N2f1(1)
k∑
u=0
l∑
v=0
β˜uβ˜vEα
(
k − u
N
,
l − v
N
)
+ o(N2α−1).
Ce qui donne le théorème.
6. Démonstration du théorème 2 dans le cas général
Dans cette partie nous supposons α ∈ ]0, 12 [ et nous utilisons la même technique que ci-dessus.
Nous posons encore k = [Nx], l = [Ny], et x < y. Remarquons tout d’abord que la quantité
T1 =∑ku=0 β¯l−uβk−u peut s’écrire, si k0 suffisamment petit devant k et l,
T1 =
k−k0−1∑
u=0
β¯l−uβk−u + β¯l−k
(
k0∑
u=0
βu
)
+ o(N2α−1).
On a alors
T1 = 1
f1(1)
(
k−k0−1∑
u=0
β˜l−uβ˜k−u
)
+ β˜l−k
(
k0∑
u=0
β˜u
)
+ o(N2α−1)
= 1
f1(1)
(
k∑
u=0
β˜l−uβ˜k−u
)
+ o(N2α−1).
Il nous faut maintenant traiter le terme T2 = 1N2
∑k
u=0
∑l
v=0 βuβvEα(k−uN ,
l−v
N
). En supposant
k0 = o(Nα) tel que l’expression asymptotique de βu et de β˜u soit valable pour tout entier u k0,
il vient
T2 = 1
N2
k∑
u=k0
l∑
v=0
βuβ¯vEα
(
k − u
N
,
l − v
N
)
+
k0∑
u=0
l∑
v=0
βuβ¯vEα
(
k − u
N
,
l − v
N
)
= 1
N2
l∑
β¯v
1
g1(1)
k∑(
β˜u + o
(
uα−1
))
Eα
(
k − u
N
,
l − v
N
)
v=0 u=k0
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k∑
u=k0
l∑
v=0
βuβ¯vEα
(
k − u
N
,
l − v
N
)
= 1
N2
1
g1(1)
l∑
v=0
k∑
u=0
β˜uβ¯vEα
(
k − u
N
,
l − v
N
)
+RN
avec
RN = 1
N2
l∑
v=0
βv
(
k0∑
u=0
(
βu − β˜u
g1(1)
))
Eα
(
k − u
N
,
l − v
N
)
+ o(N2α−1).
Si l’on désigne par K le compact [0, δ] × [0, δ] on a facilement
RN  sup
(z,z′)∈K
∣∣Eα(z, z′)∣∣2k0
N2
∣∣∣∣∑
v0
βv
∣∣∣∣= O(Nα−2)= o(N2α−1).
En utilisant une deuxième fois ce même raisonnement on obtient
1
N2
k∑
u=0
l∑
v=0
βuβ¯vEα
(
k − u
N
,
l − v
N
)
= 1
N2
1
(f1(1))
k∑
u=0
l∑
v=0
β˜uβ˜vEα
(
k − u
N
,
l − v
N
)
+ o(N2α−1).
7. Démonstration du théorème 3 dans le cas général
7.1. Démonstration du théorème 3 dans le cas où − 12 < α < 0
Nous savons que
(
TN(fα)
)−1
k+1,1 =
(
βk − 1
N
k∑
u=0
βuFα
(
k − u
N
))(
1 + o(1)).
Calculons la quantité 1
N
∑k
u=0 βuFα( k−uN ). Posons la décomposition
1
N
k∑
u=0
βuFα
(
k − u
N
)
= 1
N
k∑
u=0
βu
(
Fα
(
k − u
N
)
− Fα
(
k
N
)
+ Fα
(
k
N
))
= −1
N2
k∑
u=0
βuuF
′
α(cu)+
1
N
Fα
(
k
N
) k∑
u=0
βαu
avec k−u
N
< cu <
k
N
. Soit maintenant un réel  > 0 qui tend vers zéro et k0 un entier tel que pour
tout u k0 |βαu − 1g1(1) β˜αu | <  uniformément en u. Nous pouvons alors écrire
k∑
βuuF
′
α(cu) =
k0∑
βuuF
′
α(cu)+
k∑
βuuF
′
α(cu).u=0 u=0 u=k0+1
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k0∑
u=0
βuuF
′
α(cu)
∣∣∣∣∣ C1(k0)F ′α
(
k
N
)
.
Ces mêmes hypothèses nous permettent d’écrire également
k∑
u=k0+1
βuuF
′
α(cu) =
k∑
u=k0+1
1
g1(1)
β˜uuF
′
α(cu)+
k∑
u=k0+1
F ′α(cu)uo
(
uα−1
)
,
et nous avons alors, puisque F ′α est une fonction croissante∣∣∣∣∣
k∑
u=k0+1
F ′α(cu)uo
(
uα−1
)∣∣∣∣∣ F ′α
(
k
N
)
o
(
kα+1
)
avec |F ′α( kN )| < M(δ2) par continuité de F ′α sur le compact [δ1, δ2] et k = [Nx], x ∈ [δ1, δ2],
0 < δ1 < δ2. Nous avons de plus
1
g1(1)
k∑
k0+1
β˜uuF
′
α(cu) =
1
g1(1)
k∑
0
β˜uuF
′
α(cu)−
1
g1(1)
k0∑
0
β˜uuF
′
α(cu)
avec comme précédemment∣∣∣∣∣ 1g1(1)
k0∑
0
β˜αu F
′
α(cu)
∣∣∣∣∣ C2(k0)
∣∣∣∣F ′α( kN
)∣∣∣∣.
Pour finir l’évaluation de 1
N
∑k
u=0 βαuFα( k−uN ) nous pouvons remarquer que
1
N
Fα
(
k
N
) k∑
u=0
βu = − 1
N
Fα
(
k
N
) ∞∑
u=k+1
βu
= − 1
N
(
Fα
(
k
N
)( ∞∑
u=k+1
1
g1(1)
β˜u
)
+ o(kα))
= 1
N
Fα
(
k
N
)
1
g1(1)
k∑
u=0
β˜u + o
(
kα−1
)
.
Tout ceci donne
1
N
k∑
u=0
βuFα
(
k − u
N
)
= − 1
N2
k∑
u=0
1
g1
β˜uF
′
α(cu)+
1
N
Fα
(
k
N
)
1
g1
k∑
u=0
β˜u + o
(
kα−1
)
uniformément pour x = k
N
,
k
N
∈ [δ1, δ2], 0 < δ1 < δ2 < 1, puisque les fonctions Fα et F ′α sont
continues sur ces intervalles et que l’approximation de βαu par 1g1 β˜
α
u est également uniforme.
Nous avons bien sûr
− 1
N
k∑
u=0
1
g1(1)
β˜u
(
u
N
F ′α(cu)+ Fα
(
k
N
))
= 1
N
1
g1(1)
k∑
u=0
β˜αu Fα
(
k − u
N
)
.
Le résultat obtenu précédemment pour le symbole 2(1 − cos θ)α avec − 12 < α < 0 et le lemme 3
permettent alors de conclure.
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Nous savons que
(TN,f )
−1
k+1,1 = β¯0
(
βk − 1
N
k∑
u=0
βαuFα
(
k − u
N
))(
1 + o(1)).
Toujours avec les mêmes hypothèses sur k0 que précédemment nous posons
1
N
k∑
u=0
βuFα
(
k − u
N
)
= 1
N
k0∑
u=0
βuFα
(
k − u
N
)
+ 1
N
k∑
u=k0+1
βuFα
(
k − u
N
)
.
Le lemme 3 permet d’écrire
1
N
k∑
u=0
βuFα
(
k − u
N
)
= 1
N
k∑
u=k0+1
βuFα
(
k − u
N
)
+O
(∣∣∣∣ ln(1 − (k − α − 1)/N)N
∣∣∣∣)
= 1
N
k∑
u=0
β˜u
1
g1(1)
Fα
(
k − u
N
)
+ o(kα−1).
Puisque Fα est uniformément bornée sur [0, δ], 0 < δ < 1 nous pouvons écrire
1
N
k∑
u=0
βuFα
(
k − u
N
)
= 1
N
k∑
u=0
β˜u
1
g1(1)
Fα
(
k − u
N
)
+ o(kα−1).
Toujours en utilisant ce qui a été obtenu précédemment pour le symbole 2(1 − cos θ)α avec
0 < α < 12 nous pouvons conclure ici puisque cette fois ci le reste du lemme 2 est alors, si k est
de l’ordre de N , du même ordre que 1
N2
∑k
u=0 βk−u = O(N−2+α) = o(Nα−1).
8. Calcul de l’inverse pour α = 12
8.1. Démonstration du théorème 4 et de la propriété 2
Nous allons d’abord établir le lemme d’approximation suivant.
Lemme 7. Si α < 12 et si |α − 12 | est suffisamment petit nous avons∥∥TN (|1 − χ |2αf1)− TN (|1 − χ |f1)∥∥K(12 − α
)∣∣∣∣ln(12 − α
)∣∣∣∣N
où K est une constante qui ne dépend que de f1.
Preuve. Calculons
Ik =
2π∫
0
(
2α(1 − cos θ)α − 2 12 (1 − cos θ) 12 )f1(θ) exp(iθk) dθ
pour 0 |k|N. Nous pouvons écrire Ik = Ik,1 + Ik,2 + Ik,3 avec :
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∫
0
(
2α(1 − cos θ)α − 2 12 (1 − cos θ) 12 )f1(θ) exp(iθk) dθ,
Ik,2 =
2π−∫

(
2α(1 − cos θ)α − 2 12 (1 − cos θ) 12 )f1(θ) exp(iθk) dθ,
Ik,3 =
2π∫
2π−
(
2α(1 − cos θ)α − 2 12 (1 − cos θ) 12 )f1(θ) exp(iθk) dθ.
Utilisant le théorème des accroissements finis nous obtenons
|Ik,2|
2π−∫

(
1
2
− α
)∣∣ln(2(1 − cos θ))∣∣ exp(c(α) ln(2(1 − cos θ)))f1dθ,
avec α < c(α) < 12 et | ln(2(1 − cos θ))| exp(c(α) ln(2 − 2 cos θ)) ∈ L1([0,2π]). On peut d’autre
part facilement se convaincre que les quantités Ik,1 et Ik,3 sont bornées 2
∫ 2π
0 f1 dθ . Posons
maintenant  = ( 12 − α). Alors l’intégral Ik est bornée par K(α − 12 ) où K est une constante
positive qui ne dépend que de f1. Il est connu d’autre part que si A est une matrice N × N on a
la majoration
‖A‖
(
N∑
i=1
N∑
j=1
A2i,j
) 1
2
.
Ce résultat nous donne finalement∥∥TN (|1 − χ |2αf1)− TN (|1 − χ |f1)∥∥K∣∣∣∣α − 12
∣∣∣∣N. 
Lemme 8. Soit δ un réel positif fixé. Si α < 12 est tel que |α − 12 | est suffisamment petit nous
avons∥∥(TN (|1 − χ |2αf1))−1(χk)− (TN (|1 − χ |f1))−1(χk)∥∥K ′N−δ
où K ′ est une constante qui ne dépend que de f1.
Preuve. Nous avons bien sûr
TN
(|1 − χ |f1)= TN (|1 − χ |2αf1)+ TN (|1 − χ |f1)− TN (|1 − χ |2αf1).
Pour simplifier l’écriture posons T 1
2 ,N
= TN(|1 − χ |f1) et Tα,N = TN(|1 − χ |2αf1).
L’égalité précédente peut aussi s’écrire
T 1
2 ,N
= Tα,N
(
I + T −1α,N (T 12 ,N − Tα,N )
)
.
Nous avons clairement∥∥T −1α,N (T 12 ,N − Tα,N )∥∥ ∥∥T −1α,N∥∥∥∥(T 12 ,N − Tα,N )∥∥
en remarquant que les lemmes 4 et 6 impliquent l’existence d’une constante C telle que quel que
soit α 0 < α < 1 les termes de T −1 sont uniformément bornés par NC . Cela donne2 α,N
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ou, en utilisant le lemme précédent,∥∥T −1α,N∥∥∥∥(T 12 ,N − Tα,N )∥∥ C′
∣∣∣∣(α − 12
)∣∣∣∣NC+2
où C′ est une constante positive indépendante de N .
Si nous supposons, par exemple, α = 12 + o(N−(C+3)) nous avons, (I + T −1α,N (T 12 ,N − Tα,N ))
inversible et nous pouvons écrire
T −11
2 ,N
= (I + T −1α,N (T 12 ,N − Tα,N))−1T −1α,N .
Nous obtenons∥∥T −11
2 ,N
(
χk
)− T −1α,N (χk)∥∥= ∥∥((I + T −1α,N (T 12 ,N − Tα,N ))−1 − I)T −1α,N (χk)∥∥
ou encore∥∥T −11
2 ,N
(
χk
)− T −1α,N (χk)∥∥ ‖T −1α,N (T 12 ,N − Tα,N )‖2‖T −1α,Nχk‖1 − ‖T −1α,N (T 12 ,N − Tα,N )‖ . (14)
Comme plus haut les lemmes 4 et 6 impliquent que ‖T −1α,Nχk‖ = O(NJ ) où J est une constante
indépendante de k et N . En prenant α suffisamment petit, par exemple α = 12 +o(N−(C+J+3+δ)).
La majoration (14) implique maintenant ‖T −11
2 ,N
(χk)− T −1α,N (χk)‖2 < o(N−δ). 
Le lemme 8 implique immédiatement le théorème 7 et la propiété 2.
8.2. Démonstration de la propriété 2
Posons αN = 12 − N−C . Le lemme 8 implique que pour tout δ > 0 il existe C > 0 tel que on
ait, pour N assez grand∣∣(TN (|1 − χ |f1))−1 − (TN (|1 − χ |2αN f1))−1∣∣<N−δ. (15)
Dans le cas des coefficients diagonaux le lemme 6 donne ici, en notant toujours δu les coefficients
du polynôme prédicteur de degré N de (|1 − χ |2αN f1),
TN
(|1 − χ |2αN f1)−1[Nx]+1,[Nx]+1 = [Nx]∑
u=0
|δu|2 −
[Nx]∑
u=0
|δN−u|2.
On a bien sûr
[Nx]∑
u=0
|δu|2 =
[Nx]∑
u=0
|βu|2 +
[Nx]∑
u=0
(|δu|2 − |βu|2).
Si maintenant n0 est un entier fixé, suffisamment grand pour que, quel que soit x ∈ [δ1, δ2], on
ait
2αN f1(1)
[Nx]∑
u=n0
|βu|2 = O
( [Nx]∫
u2αN−2 du
)
.n0
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[Nx]∫
n0
u2αN−2 du =
[Nx]∫
n0
u−1−2N−C du
=
ln([Nx])∫
ln(n0)
(
ev
)−2n−C
dv = (ln([Nx])− ln(n0))+ o(lnN).
D’autre part nous avons établi dans [13], en utilisant des majorations uniformes dans tout inter-
valle [δ1, δ2], les égalités suivantes
[Nx]∑
u=0
(|δu|2 − |βu|2)= N2αN−1
2(αN)f1(1)
x∫
0
t2αN−2
(
(1 − t)2αN − 1)dt + o(N2αN−1),
[Nx]∑
u=0
|δN−u|2 = N
2αN−1
2(αN)f1(1)
1∫
1−x
t2αN−2(1 − t)2αN dt + o(N2αN−1).
Il est clair que ces deux quantités sont uniformément bornées quand αN tend vers 12 . Ce qui
termine la preuve de la propriété.
8.3. Démonstration du corollaire 3
Soit  un réel strictement positif. Nous pouvons écrire
Tr
((
TN
(|1 − χ |f1))−1)= [N]∑
u=0
(
TN
(|1 − χ |f1))−1u+1,u+1
+
N−[N]∑
u=[N]+1
(
TN
(|1 − χ |f1))−1u+1,u+1
+
N∑
u=N−[N]
(
TN
(|1 − χ |f1))−1u+1,u+1.
Les symétries de la matrice permettent d’écrire
[N]∑
u=0
(
TN
(|1 − χ |f1))−1u+1,u+1 = N∑
u=N−[N]
(
TN
(|1 − χ |f1))−1u+1,u+1.
D’autre part le lemme 6 permet d’écrire que (TN(|1 − χ |f1))−1u+1,u+1 est égale à une constante
près à
∑u
v=0 |(TN(|1 −χ |f1))−1u+1,1|2 −
∑u
v=0 |(TN(|1 −χ |f1))−1(N−u)+1,1|2. On a évidemment si
u ∈ [0, [N]]
u∑∣∣(TN (|1 − χ |f1))−1u+1,1∣∣2  N/2∑∣∣(TN (|1 − χ |f1))−1u+1,1∣∣2,v=0 v=0
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v=0
∣∣(TN (|1 − χ |f1))−1(N−u)+1,1∣∣2  N/2∑
v=0
∣∣(TN (|1 − χ |f1))−1(N−u)+1,1∣∣2
ce qui, compte tenu de la propriété 3, implique que pour tout u ∈ [0, [N]] nous pouvons écrire
|(TN(|1 − χ |f1))−1u+1,u+1| = O(lnN). C’est à dire que
Tr
((
TN
(|1 − χ |f1))−1)= N−[N]∑
u=[N]+1
(
TN
(|1 − χ |f1))−1u+1,u+1 +O(N lnN)
ce qui implique, si  tend vers zéro
f1(1)Tr
((
TN
(|1 − χ |f1))−1)= N lnN
π
+ o(N lnN).
Appendice. Démonstration de la formule d’inversion
Notre but est ici de démontrer le lemme 1. Cette preuve comporte quatre étapes.
(i) ∀Ψ ∈ H 2+(T) lim
n→+∞π+
(
ΦN
n∑
s=0
(
HφNHφN
)s
π+Φ¯N(Ψ )
)
existe,
(ii) ∀Ψ ∈ H 2+(T) lim
m→+∞
∥∥(HφNHφN )m+1(ψ)∥∥2 = 0,
(iii) ∀p ∈ PN GN,f (p) ∈ PN,
(iv) ∀p ∈ PN TN(f )GN,f (p) = p = GN,f TN(f )(p).
Preuve de la première étape. Nous devons calculer
π+
(
ΦN
∞∑
s=0
(
HφNHφN
)s
π+φ¯N (Ψ )
)
= TΦN
(
n∑
s=0
(
HφNHφN
)s
TΦ¯N (Ψ )
)
avec
TΦN (ϕ) = π+(ΦNϕ).
On vérifie que(
HφNHφN
)
TΦ¯N = TΦ¯N − TΦ¯N TΦN TΦ¯N = TΦ¯N
(
H
φ¯N
Hφ¯N
)
.
Nous pouvons donc écrire
TΦN
(
n∑
s=0
(
HφNHφN
)s
TΦ¯N
)
=
n∑
s=0
TΦN TΦ¯N
(
H
φ¯N
Hφ¯N
)s
.
Il est d’autre part clair que si ϕ ∈ H 2+(T) d’où
TΦN TΦ¯N (ϕ) = π+ΦNπ+Φ¯N(ϕ) = π+ΦNΦ¯N(ϕ) − π+ΦNπ−Φ¯N(ϕ)
= (Id − (H
φ¯N
Hφ¯N
))
(ϕ).
Donc
n∑
TΦN TΦ¯N
(
H
φ¯N
Hφ¯N
)s = n∑(Id − (H
φ¯N
Hφ¯N
))(
H
φ¯N
Hφ¯N
)s = Id − (H
φ¯N
Hφ¯N
)n+1
.s=0 s=0
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φ¯N
Hφ¯N ‖  1, le théorème de représentation spectrale pour les opérateurs auto-
adjoints dans les espaces de Hilbert [14] nous fournit une fonction h ∈ L∞(X) (où H 2+ est
isomorphe à L2ν(X)), et une mesure positive ν telles que
‖h‖∞  1 and Id −
(
H
φ¯N
Hφ¯N
)n+1 = ∫
X
(
1 − hn+1)dν.
Nous pouvons finalement conclure que
lim
n→+∞
(
Id − (H
φ¯N
Hφ¯N
)n+1)= ∫
X\X˜
1dν
où X˜ = {x ∈ X, h(x) = 1}. Ce qui termine la démonstration de la première étape. 
Preuve de la seconde étape. Rappelons le résultat suivant
Proposition 1. Soient H un espace de Hilbert et T un opérateur auto-adjoint tel que ‖T ‖ = 1.
Si de plus pour tout φ ∈ H , différent de 0, ‖T φ‖ < ‖φ‖, on a
lim
n→∞
∥∥(I − T )(I + T + · · · + T n)φ − φ∥∥= lim
n→∞
∥∥T n+1φ∥∥= 0 ∀φ ∈ H.
Le lecteur pourra trouver une preuve de ce lemme dans [15, pp. 31–33]. Pour obtenir la se-
conde étape nous allons d’abord montrer que pour tout η dans H 2+, η = 0, ‖H ∗φNHφN η‖ < ‖η‖.
Supposons qu’il existe η0 ∈ H 2+ tel que ‖H ∗φNHφN η0‖ = ‖η0‖. On a alors
‖η0‖ =
∥∥H ∗φNHφN η0∥∥ ‖HφN η0‖ ‖η0‖,
ce qui implique que ‖π−φNη0‖ = ‖φNη0‖ (parce que |φN | = 1) et nous pouvons finalement
écrire ψ = φNη0 ∈ H 2−. Puisque φN = gg¯ χN+1, nous avons g¯ψ = gη0χN+1 ∈ H 2−(g¯ ∈ H 2−).
Donc (̂g¯ψ)(u) = ( ̂gη0χN+1)(u) = 0 pour tout u  0, ce qui implique (̂gη0)(u − (N + 1)) =
0 pour tout u  0. Puisque gη0 ∈ H 2+, nous avons aussi gη0 = 0, presque partout. D’autre
part g ∈ H 2+ implique que g = 0 presque partout. Donc η0 = 0 presque partout. Ce qui est en
contradiction avec l’hypothèse η0 = 0, et nous pouvons conclure que l’égalité annoncée est vraie.
Ce résultat, combiné avec la proposition 1 nous donne
lim
m→+∞
∥∥(H ∗ΦNHΦN )m(ϕ)∥∥2 = 0. 
Preuve de la troisième étape. Dans cette étape nous allons prouver que GN,f (p) ∈ PN ,
∀p ∈ PN. Soit ψ un élément de H 2+ appartenant à l’orthogonal de PN. Considérons le pro-
duit scalaire 〈GN,f (p)|ψ〉, ∀p ∈ PN.
Nous avons
π+φ¯Nπ+
(
ψ
g¯
)
= π+φ¯Nπ+φNφ¯N
(
ψ
g¯
)
= π+φ¯NφN
(
φ¯N
ψ
g¯
)
− π+φ¯Nπ−φN
(
φ¯N
ψ
g¯
)
= π+
(
φ¯N
ψ
)
− HφNHφN
(
φ¯N
ψ
)
.g¯ g¯
P. Rambour, A. Seghier / Bull. Sci. math. 134 (2010) 155–188 187Puisque ψ est orthogonal à PN nous avons φ¯N ψg¯ = χ
N+1ψ
g
∈ H 2+, et
π+
(
φ¯N
ψ
g¯
)
= φ¯N ψ
g¯
donc
π+φ¯Nπ+
(
ψ
g¯
)
= (I −HφNHφN )(φ¯N ψg¯
)
.
Nous avons également(
m∑
s=0
(
HφNHφN
)s(
π+φ¯Nπ+
ψ
g¯
))
= φ¯Nψ
g¯
− (HφNHφN )m+1( φ¯Nψg¯
)
et d’après la précédente étape nous pouvons affirmer
lim
m→∞
∥∥∥∥(HφNHφN )m+1(ψg¯
)∥∥∥∥2 = 0
et 〈
GN,f (p)|ψ
〉= 〈1
g
π+
(
p
g¯
)∣∣∣∣ψ〉− 〈π+φ¯Nπ+(pg¯
)∣∣∣∣φ¯N ψg¯
〉
.
Comme φ¯N ψg¯ ∈ H 2+ nous avons
φ¯N
ψ
g¯
= π+
(
φ¯N
ψ
g¯
)
.
Ce qui implique 〈GN,f (p)|ψ〉 = 0, et GN,f (p) ∈ PN. 
Preuve de la quatrième étape. Considérons TN,fGN,f (p1). Pour tout p1,p2 ∈ PN , nous avons〈
TN,fGN,f (p1)|p2
〉= 〈πN (fGN,f (p1)) ∣∣ p2〉= 〈fGN,f (p1)|p2〉= 〈f 1
g
π+
(
p1
g¯
)∣∣∣∣p2〉
−
〈
f
g
π+
(
φN
∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
p1
g¯
)) ∣∣∣∣∣ p2
〉
=
〈
π+
(
p1
g¯
)∣∣∣∣gp2〉−
〈 ∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
p1
g¯
)∣∣∣∣φ¯Ngp2
〉
= 〈p1|p2〉 −
〈 ∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
p1
g¯
)∣∣∣∣χ¯N+1p2g¯
〉
.
De plus l’hypothèse p2 ∈ PN et g¯ ∈ χH 2− nous donne que χ¯N+1p2g¯ ∈ H 2−. D’où〈 ∞∑
s=0
(
HφNHφN
)s
π+φ¯Nπ+
(
p1
g¯
)∣∣∣∣χ¯N+1p2g¯
〉
= 0.
Nous obtenons finalement ∀p1,p2 ∈ PN〈
TN,fGN,f (p1)|p2
〉= 〈p1|p2〉.
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GN,f TN(f )(p1)|p2
〉= 〈TN(f )(p1)|GN,f (p2)〉= 〈(p1)|T N(f )GN,f (p2)〉.
Puisque GN,f = GN,f et que T N,f = TN(f ) nous pouvons écrire pour conclure〈
GN,f TN(f )(p1)|p2
〉= 〈p1|TN(f )GN,f (p2)〉= 〈p1|p2〉.
Ce qui complète et termine la démonstration du lemme 1. 
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