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ABSTRACT
An abstract of the dissertation of Zhongren Peng for the Doctor of Philosophy in Urban
Studies presented June 24, 1994.
Title: ASimultaneous Route-Level Transit Patronage Model: Demand, Supply, and
Inter-Route Relationship
It is observed that transit riders are responding to service changes while transit
planning is responding to ridership changes, or that transit patronage and service supply
are highly interrelated. It is also noticed that transit riders transfer from route to route,
the introduction of new service may draw some riders from the existing routes, which
implies transit patronage on a route is also affected by other parallel and intersecting
routes. An analytic tool is needed to examine these complex relationships in the transit
system. This study has developed a quantitative model by incorporating these
interactions into a simultaneous system.
The simultaneity of transit demand, supply and the interrelationship of inter-
route effects are addressed in a three-equation simultaneous model: a demand equation,
a supply equation and an equation for competing routes. These equations are estimated
simultaneously using the three-stage-Ieast-squares estimation method. The model is
ii
estimated at the route-segment level by the time of a day, and by the inbound and
outbound directions. Data from Portland, Oregon metropolitan area are used as an
extended case study.
The socioeconomic and demographic data are allocated to an one-quarter-mile-
distance service area around a transit route by utilizing the technique of Geographic
Information Systems (GIS). The data allocation significantly reduces the measurement
error. Inter-route relationships are also identified using GIS.
The estimation results show that a service change on a route increases the
transit patronage on that route, but it also decreases the ridership on its competing
routes, so the net effect of that service improvement is smaller than the ridership
increase on the subject route. A conventional single-equation model under-estimates the
ridership responses on the subject route, and over-estimates the net patronage response.
This study is the first research to discuss the net effects of a service change at
the route level. The model can be implemented for system-level policy analysis and
route-level service and land use planning. It is especially useful for "what-if" scenario
analysis at the route level to simulate the ridership impacts of service and land use
changes.
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CHAPTER 1
INTRODUCTION
Currently, route-level transit service planning relies heavily on the accumulated
experience and judgment of transit planners, aided by some ad hoc "rule-of-thumb"
methods (Lago, 1991; Stopher and Mulhall, 1992). Route configuration and service are
often planned on a trial-and-error basis and subsequently changed based on observed
ridership (Multisystems, Inc., 1982).
A recent survey shows that most transit planning agencies use subjective
judgement as a transit patronage forecasting tool, together with some quantitative
methods such as elasticity analysis and regression models (Stopher and Mulhall, 1992).
Few agencies rely solely on mathematical models. The heavy reliance on subjective
judgement indicates that the available models have not reached the level of reliability
and accuracy sufficient for the needs of transit planners, and that there is a significant
need for new and better methods for route-level ridership estimation.
Different types of quantitative models have been developed to estimate
route-level transit ridership. Most of them are single equation linear regression models
that treat routes as independent from each other. Ridership is estimated based on the
coefficients or elasticities of independent variables, especially transit service variables
such as service frequency and hours of services. When transit agencies increase transit
2service, they expect an increase in transit ridership as the models predict. However,
they are often disappointed if it turns out that the change in ridership corresponding to
an increase in service is a shift of current transit riders among routes, and the net
change in transit patronage is negligible, far less than what the model predicted.
There are many reasons for the poor performance of route-level transit demand
models in predicting ridership changes. Long-term socioeconomic changes, such as the
gradual decentralization of employment and population, may invalidate parameter
estimates in the models. However, if the model is used as a short-term (less than five
years) forecast tool, this long term factor will have little impact on the model's
performance, because decentralization is usually a gradual process. The major
weaknesses of the transit demand model at the route level are lack of consistent data,
ignorance of inter-route relationship, and the lack of the simultaneous analysis of transit
demand and supply.
An important factor to an accurate model is good data. The key question is
whether the right thing has been measured. Estimation of ridership on a specific route
requires route-specific socioeconomic and demographic data. Using socioeconomic data
that are not route-specific or are inconsistent with the area that is served by the route
to estimate route ridership will inevitably result in errors.
The second factor affecting model performance is the inter-route relationship.
The transit system is a network, it is designed to facilitate riders to transfer from one
route to the other. In addition, many transit routes traverse the same road or on closely
parallel roads, which provide transit users choices of routes. In other words, in a transit
3network system, routes can be complementary or competing with each other. A service
change in one of these complementary and competing routes will have impacts on the
other related routes. Models that treat these routes as independent, not taking account
of interrelationships among routes will generate biased ridership estimation, at both the
route level and the system level.
The third factor affecting the performance of a model is the simultaneity of
transit demand and supply. The current spatial distribution of transit service and
ridership among routes is a combination of transit demand and transit supply. Transit
ridership is responding to transit service changes, while transit planners are responding
to ridership changes with adjustment of planned services. In a single-equation
regression model using transit service level as a regressor, a simple ordinary least
square (OLS) estimate will result in a coefficient estimate for the transit service
variable. That estimated coefficient is a combined effect of transit demand responses
to service changes and transit planners' responses to ridership changes. If the service
variable coefficient was treated as the only contribution of service changes to ridership
changes, the demand response to transit service changes would often be over-estimated.
Such models often prove to be overly sensitive to frequency of service (Multisystems,
Inc., 1982).
The primary objective of this dissertation is to address these three issues that
affect the performance of route-level transit demand models by using the techniques of
Geographic Information Systems (GIS) and simultaneous-equations models. GIS
analysis is a powerful tool in addressing the spatial data consistency and inter-route
4relations. The simultaneous-equations model is to be used to deal with the simultaneity
between transit demand and supply, as well as the simultaneity among related routes.
Data from the Tri-County metropolitan transportation district of Oregon (Tri-
Met) service area in Portland, Oregon are used as an extended case study. Tri-Met is
the transit agency that provides transit service to the Portland, Oregon metropolitan
area. It has detailed transit ridership and transit service data.
Like many other transit agencies, service planning at Tri-Met is based mainly
on planners' subjective judgement, guided by some "rule-of-thumb" standards. Service
on a route is scheduled according to the loading standard and some policy headways
(Tri-Met, 1989). For high ridership routes and during peak hours the service is planned
and adjusted based on the loading standard so that the bus is not too crowded. For low
ridership routes and during off-peak hours, the service is planned based on the standard
of policy headway -- the minimal frequency of operation on each transit route. New
routes and new services are planned based on the requests from communities and
residents, as well as the availability of budget.
Forecasting ridership response to proposed service changes for existing routes
is based on planners' experience and judgement, combined with some rule-of-thumb
fare and service elasticities. Ridership forecasting for new routes uses ridership figures
from similar route. These professional judgement methods are sometimes fairly
accurate if the planners and schedulers are very experienced and have good knowledge
about the region. But these methods are generally nonreplicable. The same individual
may provide different estimates of ridership changes at different times, and different
5individuals would offer different estimates.
These judgements and elasticity methods are challenged when they perform
poorly. For example, transit service and population have increased over last three years
in Portland metropolitan area, but ridership did not increase accordingly. Tri-Met is
under great pressure to explain why this is the case, and was questioned whether the
service was provided efficiently. This demonstrates the need to have a reliable
quantitative model as a tool to estimate ridership responses to service and other factor
changes.
A quantitative model should be responsive and sensitive to a variety of service
changes, as well as land use changes. The service changes include service frequency
changes, extending or reducing hours of service, expanding or shortening route length,
short-line operations and new route development. Land use change should include
changes of land use density, because land use density is increasingly used as a
transportation policy by some local and state governments in the U.S., especially in the
State of Oregon.
In addition, the model should be capable of estimating ridership changes not
only on the route in which the service is changed, but also on its related routes. In
other words, the model should be able to estimate ridership impact on the route that has
service changes, and to estimate the net effect of that service changes taking account
of the interrelationships among its related routes, because some increased patronage on
that route may be existing riders shifting from other existing routes.
These requirements are addressed in the models developed in this dissertation.
6Although the coefficients are applicable for the Tri-Met service area, the methodology
can be applied to other regions as well.
This dissertation contains seven major analyses to develop a route-level transit
ridership model, which will be presented in the subsequent chapters. Chapter 2 reviews
the previous transit demand modeling activities and discusses some of the problems and
difficulties faced in route-level modeling: data consistency, inter-route relationship and
the simultaneity of transit demand and supply.
To achieve data consistency, Chapter 3 discuss the data requirements of a route-
level model, and describes how data consistency can be achieved among different data
sets by the spatial and attribute data allocation using GIS. It also sheds some lights on
a future GIS database design to serve transit demand modeling, and how different
allocation methods result in different data accuracy.
Chapter 4 analyzes the temporal and spatial variations of transit patronage in
Tri-Met service areas. Transit ridership variations in 1990 on different time period of
a day, on different route types, on different fare zones and different directions are
analyzed. This chapter also explain the reasons behind these temporal and spatial
variation, which derives a need to deal with these variations differently in the models.
Chapter 5 addresses the issues of the simultaneity of transit demand and supply,
and the simultaneity of ridership and service impacts among interrelated routes. A
simultaneous decision making process of transit demand and supply is examined.
Factors that affecting the demand for transit services and standards that are used in the
service planning are discussed. GIS is used to analyze the relationships of transit lines
7in the transit route network. A simultaneous-equations model is developed to integrate
the simultaneous system of transit demand and supply, and the inter-route relationship.
Based on the model developed in Chapter 5, Chapter 6 calibrates the
simultaneous-equations models using observed ridership and service data in five time
periods of a day and two directions, therefore ten models are calibrated altogether.
Three stage least squares (3SLS) method is used to estimate the models. The OLS
estimation results are compared with the 3SLS estimates. A simulation is made to trace
the ridership response on a route with an 100 seats increase and on its related routes.
The net effects of a service change can be derived from this simulation.
Chapter 7 extend the discussion on Chapter 6 about potential implementations
of the models. It discusses the implementation strategies and limitations for transit
service planning for the system level policy analysis and route level ridership
estimations.
The last chapter provides a summary of the thesis, and briefly discusses the
future research on route-level transit patronage modeling.
CHAPTER 2
O'VERVIEW OF THE
ROUTE-LEVEL TRANSIT PATRONAGE MODELS
Models developed to estimate route-level transit ridership can be classified as
two general approaches. One is the traditional Urban Transportation Planning System
(UTPS) approach or network approach which treats transit routes as a network system,
and uses a four-step modeling process (trip generation, trip distribution, mode choice,
and trip assignment) to derive ridership for individual transit routes. The other
approach is the direct demand modeling. It usually uses a regression model, regressing
ridership at the individual route, route segment, or bus stop level against the
determining factors of transit ridership within the transit route service areas.
Both of these two approaches have been applied in transit ridership forecasting.
These two approaches serve different purposes and have their advantages and
disadvantages. This chapter will briefly describe and compare these two approaches and
discusses the problems and difficulties faced in route-level transit ridership estimate
modeling.
I. COMPARISON OF NETWORK AND DIRECT DEMAND MODELING
The network or VTPS model is a large-scale and long-range transportation
9planning tool. It focuses on travel origins and destinations, traffic flows and equilibrium
assignments to the network. The UTPS model begins with trip generation estimation.
Potential trips that can be generated at the starting point (or production point), and the
potential trips attracted to the end point (or attraction point) are estimated based on the
land use characteristics like households and employment. These potential trips are
distributed among traffic zones. This process is called trip distribution, the trip volumes
between zones is usually estimated by using gravity models. The traffic volume
between two zones is positively related with the trip productions and attractions of each
zone, and negatively related with travel impedance or disutility, such as distance, travel
time, and out-of-pocket costs, between the two zones. After the traffic volume is
estimated between each traffic zone pair, the next step is to determine what mode the
travelers would use based on the travelers' preferences and affordability of time and
money costs. It is referred as a modal choice, or modal split model. The final step is
the trip assignment, that is, to determine the trip-makers' likely choice of paths between
all zones and then to estimate the resulting flows on the individual links.
The network approach is capable of estimating modal split at the zone-to-zone
level and assigning transit trips to individual routes. It is also able to trace the
systematic consequences of isolated changes in the transportation system. A transit
service change in a specific route will result in estimated transit patronage changes in
other routes.
There are a couple of applications using this network approach in the literature.
The Transit Ridership Forecasting Model (TRFM), a transit network package, was
10
developed for transit forecasting within the UTPS context (Horowitz, 1984; Horowitz
and Metzger, 1985). The TRFM is essentially a simplified UTPS model using the
concept of "windowing and focusing" that preserves detail of a selected route, while
greatly simplifying the configuration of the remainder of tt.e n.etwork. It makes several
assumptions in order to simplify procedures. The first assumption is that transit riders
make at most one transfer because transit riders want to make as few transfers as
possible. This assumption permits the model to consider only the route of interest and
its immediate connecting routes, while other routes can be ignored. The second
assumption is that the ratio of bus speed and auto speed is always constant, which
eliminates the necessity of considering the highway network. The third assumption is
that there is only a single destination for most transit trips, which greatly simplifies trip
assignment. Finally, TRFM assumes that most transit riders are captive riders and that
captive riders are insensitive to service changes and can be assigned directly to the
subnetwork. In its later refinement, the transit service area rather than traffic analysis
zone is suggested to be used as a basic measuring unit because a traffic analysis zone
can contain all or part of a transit route, and a multi-path assignment algorithm rather
than the all-or-nothing assignment algorithm is suggested as an improvement (Horowitz
and Metzger, 1985).
Another application of using the network model is developed by Nickerson,
Meyburg and Turnquist (1983). The model incorporates the observed transit ridership
volume into the standard UTPS model. A sequence of simple trip generation, trip
distribution and modal split models are used to generate trip-purpose specific trip
11
tables. These trip tables and observed transit link volumes are used in a linear
programming model which serves as a correction mechanism. The model can gain
accuracy by using the observed ridership information on transit links. But its ultimate
accuracy is determined by the trip-purpose specific trip tables derived from the first
three component models.
Despite of these application efforts, there are several limitations of the network
or UTPS-type models, especially when they are used in route-level estimation. Among
those are the following:
1. The UTPS-type model focuses on large-scale and long-range regional
transportation planning. It is incapable of providing sufficiently detailed information to
guide small-scale operational improvements like transit frequency changes (Papacostas,
1987; Stopher and Mulhall, 1992). It often does not contain variables that relates to the
transit level of service and is therefore not sufficiently sensitive to transit service
changes. A marginal service change on one route will have virtually no impact on its
ridership based on the UTPS model.
2. This UTPS approach is technically complex, and requires large amount of
data and computing time. This makes application difficult in transit service planning.
Although it can sometimes be scaled down by a process of "windowing and focusing"
to apply in microcomputers, significant data and modeling problems still exist, and the
"windowing and focusing" process would result in a larger amount of errors than more
detailed models (Horowitz, 1984).
3. The weakest point of the UTPS type model is its inaccuracy at the route
12
level. The margin of error associated with this method often significantly exceeds the
likely change in transit ridership (Multisystems, Inc. 1982). Traffic volumes tween
traffic zones generated from the trip distribution model like gravity model are not
observed volume. They are generated from the model. This generated traffic
distribution tables include errors. Furthermore, this generated trip dimihl.ltion table
needs to be assigned to individual road in the network. The trip assignment in the
UTPS-type models, whether using the all-or-nothing algorithm or multipath assignment
procedure based on the concept of frequency split that assigns the trips to the bus routes
according to their respective frequencies (Horowitz, 1987), often results in
over-assigned riders on some routes and under-assigned riders on others (Prashker,
1988). While this is not a problem at the system level, prediction accuracy at the route
level suffers. Horowitz and Metzger (1985) cited the Milwaukee case study, in which
the 14 routes with the lowest actual volumes had a root mean square (RMS) error of
75 percent of average ridership. The Portland prototype model also generated overall
errors of 49 percent (Tri-county Metropolitan Transit District, 1983).
Because of these disadvantages of the traditional UTPS model, very few transit
operators are currently using this method in their route level service planning (Stopher
and Mulhall, 1992).
While the network approach focuses on the travel origins and destinations, and
the equilibrium of the network system, the direct demand model approach focuses on
the ridership on a specific route. It utilizes the observed transit ridership and regress
it against transit service variables and socioeconomic and demographic characteristics
13
in the transit route service area.
In contrast to the UTPS-network model, the direct demand model is considered
more appropriate for short-range route-level service planning. A major advantage of
the direct demand model is that it is more sensitive to transit service changes and
therefore suitable for short-run "what-if" scenario analysis. The direct relationship
between level of service, land use patterns and transit ridership can be used directly for
transit service and land use planning.
Another advantage of the direct demand model is the availability of the transit
operating data which makes it easy to conduct ex post analysis of the consequences of
transit service and land use changes.
The third advantage of the direct demand models, according to some previous
studies, is their precision at the route level. Kyte, Stoner and Cryer (1988) report that
errors in ridership forecasts for the route level direct demand model varies from 2.3%
to 17.0%, with most being less than 7 %.
On the negative side, the major disadvantage of the direct demand models lies
in the isolation of individual routes from other routes in the transit network. It does not
take into account the inter-route relationship. It treats individual routes as independent
from each other, and assumes a service change in one route does not have any impacts
on its related routes. These assumptions result in biased ridership estimate both in the
route level and aggregated system level.
Considering the relative merits of the two basic approaches in their applications
in route-level transit forecasting, the direct demand approach has the advantages of
14
greater sensitivity of route-specific determinants of ridership, better estimation precision
and the comparative ease of application over the large-scale, VTPS-type models. The
direct demand model approach is applied in this dissertation for estimating route level
transit patronage.
II. OVERVIEW OF DIRECT DEMAND MODELS
Direct demand models estimate the variance of demand and supply of transit
services over space and time by using regression models. There are three major
categories in the direct demand modeling: cross-sectional, time-series, and the
combination of the two.
A. Cross-Sectional Models
Cross-sectional models examine the relationship between transit use and a range
of characteristics of transit service and socioeconomic variables over many transit
routes for a given point in time. They are based on the assumption that these
relationships are constant over different bus routes, or at least over different routes of
the same type. The estimated parameters of these variables can be applied over
different routes and new routes.
The most common form of cross-sectional model is the single linear regression
model. The transit ridership is usually modeled as a function of a set of explanatory
variables, such as level of transit service, demographic and land use conditions, and the
socioeconomic characteristics of the residents in a geographic area. Agrawal (1978)
15
specifies four independent variables in a linear regression analysis: average adult fare,
jobs, vehicle miles of service, and a miscellaneous events factor. He found that these
variables were strongly correlated with transit ridership.
Some linear transformations, like logarithmic transformations, provide
alternatives in model specifications and estimations. A study by Ecosometrics, Inc.
(1976) for Pennsylvania Department of Transportation (PennDOT) found that the
logarithmic transformations outperformed the linear forms, both in terms of fit and the
statistical significance of the regression coefficients.
Lutin et al (1981) test a nonlinear specification of a regression model, and found
the nonlinear models offered more explanation of variance. But the choice of a
nonlinear model was criticized as being lack of theoretical support (Stopher and
Mulhall, 1992).
The cross-section models can account for a wide variety of transit and land use
policy variables and other exogenous variables which directly affect transit patronage.
They can be used to make a detailed analysis of some transit ridership determinants.
A cross-sectional model captures the variance over a wide geographic area, and it may
be applicable over a wide range of situations (Multisystems, Inc., 1982). The
cross-sectional models are often considered as an indication of "long run adjustment"
(American Public Transit Association, 1991). The cross-sectional estimates have some
advantage in forecasting structural changes in demand, but they cannot be used to
explain the long-range temporal variance of transit ridership.
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B. Time-Series Models
Time-series models are developed to estimate transit patronage changes for an
area or a single route as service and other variables change over time.
A significant characteristic of public transit use is its variation over time. Time
series analysis is used to incorporate this temporal phenomena in regression analysis
for forecasting purposes, based mainly on the past performance of transit ridership
variations, and some policy input variables, such as level of services and some
socioeconomic characteristics. Many other exogenous variables, which are major
determinants of transit ridership, cannot be included in time series models because of
the lack of systematic and consistent data. Therefore, many time-series analyses may
be accurate in forecasting transit ridership over a very short time period, but may not
be accurate over a long time period. In addition, time-series analysis is not very
sensitive to policy changes because of limited policy input variables.
There are basically three different kinds of conventional time series analysis
used in transit demand modeling: elasticity analysis, trend analysis, and ARIMA
models.
1. Elasticity Analysis
Elasticity analysis in transit demand modeling measures the impact of changes
in the fare and the level of service on transit patronage. There are two forms of
elasticity: point elasticity, which measures the percentage change of ridership to a fare
or service change at a specific point on the demand curve; and arc elasticity, which
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measures the percentage change between two points along a curve. Most elasticity
analyses compute arc elasticities, because computation of a point elasticity requires
knowledge of the true functional form of the relationship between transit demand and
fare or services (Multisystems, Inc. 1982).
The commonly cited example of an elasticity analysis is Curtin's work. Curtin
examined the ridership changes before and after fare changes on a variety of transit
systems, and concluded the fare elasticity of transit demand is -0.33; i.e., a one percent
increase of fare will result in a 0.33 percent drop in ridership (Curtin, 1968).
Following Curtin, a number of elasticity analyses has been conducted (See Ferreri,
1979, Mayworm, et ai, 1980, American Public Transit Association, 1991). Mayworm,
et ai's (1980) extensive survey of transit fare and service elasticities in 1980 indicated
that both point and arc elasticities with respect to fare and service levels are inelastic.
The elasticity calculated from before and after a fare or service change is
applicable when only a single level of variable of fare or service changes, holding other
variables constant. If other determinants of ridership are also changed and are not
controlled, an incorrect estimate of the elasticity may result. The ridership changes over
time may be due to factors other than the attribute measured. In this case, a transfer
function model (discussed later in this chapter) is a superior choice to the traditional
elasticity estimating models (American Public Transit Association, 1991).
Elasticities are unique to each city or region, or even each transit route type.
The elasticity model can not be used to estimate ridership for a new route. An elasticity
from a "similar route" has to be borrowed to estimate ridership on the new route.
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Furthermore, the route level elasticity cannot be applied when the route configuration
is changed.
2. Trend Ana~ysis
Some trend analysis in the literature uses early performance to project route
level transit ridership (Foerster & Imlay, 1989). Most models are bivariate regression
models, using time as the only independent variable. A linear model is the most
commonly used form. Other forms include probit-, logit-, and power-function and
linear-log models.
Trend analysis can be used as a very "quick and dirty" method to estimate
transit ridership over a short period of time, assuming other factors are stable. It can
not be used when other variable changes. It is not sensitive to any policy variables like
fare or service changes.
Since it is easy to calibrate and estimate, trend analysis is still applied in some
transit planning agencies (Stopher & Mulhall, 1992).
3. ARIMA MODEL
The integrated autoregressive-moving average (ARIMA) model is a more
sophisticated method using time-series data in transit ridership forecasting. It uses only
the past transit patronage to forecast future ridership. It is simply a more sophisticated
trend analysis.
ARIMA models have been used to study the effects of intervening events such
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as transit strikes and fare changes on transit ridership changes (Hannatuck, 1975; and
Wang, 1981). They are also used to forecast future traffic volume and transit ridership
(Nihan & Holmesland, 1980; and Wang, Ling & Skinner, 1982).
ARIMA models are atheoretical methods. The development of an ARIMA
model is an art and requires experience. It may perfonn well in forecasting transit
ridership over a very short time. In fact, some studies found that using ARIMA models
outperfonns many other more sophisticated structure-typed models in short-term
forecasting (Naylor, et aI, 1972; Nelson, 1973; and Nihan & Holmesland, 1980).
However, its long-term forecasting is very unreliable.
In addition, ARIMA model is insensitive to exogenous and policy variables. If
other conditions that affect the transit variable changes, the ARIMA model cannot
perform well. It is useful in a relatively stable environment over a short period of time.
It is important to note that an ARIMA model, or any time-series analysis based
solely on past performance of transit ridership, is more applicable at the system level,
i.e., the whole transit system in a city or a metropolitan area. It should be used
cautiously at the route level, because most transit route configurations change over
time, even though the route names may remain the same. An ARIMA model could not
be used when the route configuration changed. This problem is mostly ignored in the
literature, but it is too important to be avoided. The route configurations change over
time, some are shortened, some are extended, and some are rerouted. The
configuration changes make the time-series analysis inappropriate because the time-
series analysis requires the ridership data come from exactly the same route over time.
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C. A Combination of Cross-Sectional Models and Time-Series Models
Cross-sectional models capture variations across different routes in space, and
time series models capture variations of transit ridership over time. A combination of
cross-sectional models and time-series models can capture variations of ridership in
time as well as in space. While this approach combines the advantages of both, it may
combine the problems of both as well.
The combination of cross-sectional and time-series analysis in transit demand
modeling takes two common forms: the pooled time-series analysis and the transfer
function.
1. Pooled Time-Series Analysis
In many transit planning agencies, observations for transit ridership are available
for some individual routes over a period of time. A single univariate time-series
analysis is not appropriate because the route configuration has changed and the time
span is not long enough for conventional time series techniques. A cross-sectional
analysis lacks the ability of reflecting temporal and dynamic effect. A pooling of time
series and cross-sectional is particularly useful here to reflect the ridership variation
between different routes over time.
Several studies in transit demand modeling have used pooled time-series analysis
(Alperovich, Kemp & Goodman, 1977; Gaudry, 1975; Ferguson, 1991; and Mcleod,
et ai, 1991). Most of them are systemwide aggregate models (Gaudry, 1975; Ferguson,
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1991; and Mcleod, et ai, 1991). At the system level, heteroscedasticity is not a serious
problem, since the data are aggregated in the city or the whole metropolitan area. The
variances of the error term could be considered as being constant. Autocorrelation is
a more serious problem. It is often corrected by considering the first-order or n-th
order auto-regressive process (Gaudry, 1975; and Ferguson, 1991). Some historical
incidents like a gasoline shortage and a transit worker strike are treated as dummy
variables.
Alperovich, Kemp & Goodman (1977) use a set of dummy variables to
distinguish routes or route groups and seasons in their route level transit demand
modeling. A historical incident is also represented by a dummy variable. The dummy
variables are used to distinguish the unique effects of route type and points in time as
if these were surrogates for systematic effects observed in space and in time.
It should be noted, however, the effect of dummy variables is "fixed"
conditionally in the intercept term. As Sayrs (1989) points out, "The intercept is not
an explanation for the between-unit variance or the variance over time. The intercept
is simply a characterization of the variance that attempts to minimize the bias in the
'true' explanation (P. 28)." The use of a time-related dummy variable has not made any
assumptions about correlation in time periods such as first-order autoregression.
Therefore, using a dummy variable can not detect the problem of autocorrelation.
At the route level, a pooled time-series analysis is even more difficult than at
the system level. More detailed route-level data are required. For those routes with
configuration changes, a digitized yearly route map is needed. Digitizing those route
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map over years is a very time-consuming task. Furthermore, the time-series micro-level
socioeconomic and demographic data, such as in the census tract level, are required to
be allocated into individual transit routes.
2. Transfer Function Models
The error term in the pooled time series analysis can be decomposed into three
components: error systematic to space (cross-section), error systematic to time, and
error systematic to both. A space-related dummy variable can be used to capture the
error systematic to space, and therefore, can help detect the problem of
heteroscedasticity. A time-related dummy variable, however, cannot detect the problem
of autocorrelation. The error component systematic to time is left to be modeled. A
transfer function model is the one to take into account these error components to
forecast future behavior of the dependent variables.
A transfer function, or a multivariate autoregressive-moving average (MARMA)
model is composed of two parts. The first part is a structural regression model which
is based on theoretical construction. The second part is the time-series analysis
(ARIMA model) which analyzes the residuals of the structural part (Pindyck and
Rubinfeld, 1991). It takes the following general form:
Yt = cxO+cxIX1t+cx2~t+ ... +cxnXDt+4>-1(B)e(B)'llt (2.1)
Where Yt is a dependent variable, Xnt are a set of independent variables, and an
are corresponding coefficients of Xm• The second part 4>-I(B)8(B)111 is an ARIMA model
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that can help "explain" the unexplained variance in the structural model. The transfer
function is likely to provide a better forecast than the cross-sectional regression model
alone or a time-series analysis alone, since it includes the structural explanation and
non-structural explanation of the variance of the dependent variable.
The transfer function model has been utilized in some recent transit demand
models (Kyte, Stoner & Cryer, 1988; and American Public Transit Association, 1991).
The advantage of the transfer function has been reported in both studies. Kyte, et ai
(1988) report that mean absolute percenterrors of ridership forecast is less than 7
percent for most routes, indicating a very promising application in transit demand
forecasting.
The transfer function model, as well as pooled time series model, needs large
amount of longitudinal data in a systematical and consistent way. The large data
requirements make it difficult to be applied at the transit route level. If yearly or
quarterly data are used to estimate transfer function model, the socioeconomic and
demographic data need to be available at the same time interval on the individual transit
route. It may be possible to have yearly or quarterly transit ridership and transit service
variable for individual routes, however, the socioeconomic and demographic data like
population, income, employment are not available on the yearly or quarterly basis and
at the scale of individual route level. Kyte, et ai. (1988) use population and
employment data at the county level to estimate ridership at the route level. This will
cause inaccuracy in the model estimation, because many routes serve the same counties.
Allocating population and employment data at the county level to individual routes has
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to make some strong assumptions and may not be reliable. Furthennore, the route
alignment changes over time will cause problems in the estimation of the ARIMA part
of the transfer function.
D. Summary
In summary, the route-level transit ridership model needs to estimate the likely
response of ridership on a transit route to a change in the level of service and other
land use changes. The changes are usually at the marginal level, it is thus inappropriate
to use large regional transportation models like UTPS. The direct-demand regression
model is more appropriate for the small-scale route-level service planning.
Within the direct demand model, cross-sectional models mainly deal with the
spatial variations of transit demand and supply for a given point in time. They can
include many transit service, land use, socioeconomic and demographic variables in the
model. Cross-sectional models can be used to conduct detailed structural analysis and
to detennine the major detenninant factors that affecting transit demand and supply.
They are appropriate for policy analysis and short-run ridership forecasting at the route
or route segment level. But they are not appropriate to address long-run structural shift
and trend analysis.
Time-series models are used to deal with long-range temporal change. They are
used to estimate transit demand changes over time. They are more appropriate for the
system model than the route-level model. If the route configuration changed over time,
these types of model may be deficient.
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The pooled cross-sectional and time-series model has the advantage of capturing
both spatial variations and temporal variations of transit demand. But it is more suitable
at the system level, it is difficult to apply in the route level because of large detailed
data requirements.
The transfer function model adds the ARIMA part to explain the residual of the
structural model and could have more accurate estimation of transit ridership. Similar
to the pooled model, the transfer function is more appropriate for the system model.
At the route level, it requires socioeconomic and demographic data on a short time
interval (yearly or quarterly) at a small scale like a transit route or route segment level,
which are usually not available and reliable.
The objective of this dissertation is to develop a model for short-run route-level
service planning and policy analysis. This model needs to be sensitive to a marginal
service and land use change. Furthermore, the population, income, and employment
data are not available on the quarterly or yearly basis at the census tract level. There
are some estimated numbers at some years, but the estimated methods used are not
consistent over time and are not very reliable. Therefore, based on the evaluations of
different models and the major objective of this study, as well as the limitations of the
data, this dissertation applies a cross-sectional regression model to estimate short-run
(less than five years) transit demand and supply, utilizing observed transit ridership and
service variables in 1990, as well as the 1990 census data as the major data sources.
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III. PROBLEMS OF ROUTE-LEVEL TRANSIT PATRONAGE MODELS
Although there are many models developed to estimate route-level transit
demand, the reluctant use of these mathematical models by transit operators indicates
that those models are not sufficiently reliable, accurate and easy to use for transit
planners and schedulers. This also implies some problems and difficulties in the
development process of route-level models. There are three major problems or
difficulties in the route-level transit ridership estimations using cross-section models:
lack of consistent data, ignorance of inter-route relationship, and lack of accounting for
the simultaneity of demand and supply. This section will analyze these three problems.
Problem 1. The Problem of Data Consistency
For any regression model, a good quality data set is a key factor to an accurate
model. The key question is whether the dependent variable and independent variables
are measuring the subject from the same area at the same time. For example, if a
regression model is to be developed to estimate the transit ridership as a function of
population, ridership and population have to correspond, measured for the same region.
If Portland's transit ridership in 1990 is regressed against the total population in the
whole United States, or for Oregon, there is no way to have an "accurate" model.
For transit ridership model at the route level, the dependent variable is the
boarding riders on a transit route or route segment. These boarding riders come from
three sources: originating riders from local residential areas around the transit route,
originating riders from park-and-ride users, and transfer riders from other transit route.
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Since there are three sources of boarding riders, the independent variables have to be
the ones that can accurately describe the characteristics of those boarding riders. In
other words, the dependent and independent variables have to be consistent.
Transfers from other routes need to be directly included as an independent
variable in the model. For those riders who use the park-and-ride facilities, the park-
and-ride lot capacity can be a proxy to be included in the model. The question remains
as how to use variables that describe characteristics of originating riders who walk from
and to local residential and employment areas.
Previous studies have shown that the walking distance is the most important
determinant of transit usage (Lam & Morrall, 1982; Horowitz and Metzger 1985).
Most people will not walk more than a quarter mile, or approximately 5 minutes, to
use the transit. Therefore, the transit service area is usually defined as a one-quarter
mile distance around a transit line, or more precisely, around a transit stop.
This walking distance is crucial to potential transit riders. The walking distance
affects the travelers' mode choices and even trip generation. Since most transit riders
have both trip ends within the transit service area, it is reasonable to argue that only
residents and employees in the walking distances of a transit route are likely to use the
transit. The population and employment beyond the walking distance of a transit route
can be considered as irrelevant to the ridership for that route. Including those social
and demographic characteristics beyond walking distance of a transit route as
independent variables in the model will introduce error.
Some previous studies have used this service area concept in transit demand
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modeling (Yuratovac, 1982; and Hunt, et ai, 1986). But many other analyses lack this
consistency. For example, Kyte et al (1988) relied on county level population and
employment to estimate their route level models. If two routes run through the same
counties, the same population and employment will be used to estimate the ridership
on both routes.
Some other studies use population and employment at the census tract level to
estimate route-level ridership. A census tract could be as large as several square miles,
a transit line may only serve a very small partial of this census tract. Using the total
population to estimate ridership will inevitably cause errors. For a route level transit
ridership estimation model, in which the population and employment are major
determinants of transit demand, this lack of consistency among variables is the major
source of inaccuracy in estimating route level demand models (Multisystems, Inc.,
1982).
Problem 2. Inter-Route Relationship
Inter-route relationship is an important factor in estimating transit ridership at
the route level. Most previous models are single-equation models and treating transit
route as independent from each other. One shortcoming of a single-equation regression
model is that it lacks a systematic view of the whole transit system, and ignores the
service and ridership impacts on its related routes. A transit system is an interrelated
network rather than a set of independent routes. A change of service and ridership on
one route may have impacts on its related routes.
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A single equation model assumes that the transit ridership on a particular route
is determined primarily by the level of service offered by that route, the socioeconomic
and demographic characteristics on the service areas of that route. And this route has
no relationship with other transit routes. In other words, changing other parts of the
transit network would not significantly affect the transit ridership on this route.
Such assumptions are certainly invalid. Riders select routes and passengers
transfer. Many transit network systems are designed to facilitate transfer of riders
between routes, such as Tri-Met's timed-transfer system in suburbs and the grid system
in the urban areas. The availability of transferring not only affects the ridership on the
route to which the passengers transfer, but also affects the patronage on the subject
routes. People may choose not to use the bus or even forego the trip if there is no
straight service nor transfer routes.
Some routes use the same road or closely parallel roads, and compete with each
other for passengers. People living in those areas have a choice among routes. Those
residents are double counted in more than one route's ridership determining factors in
the single equation model. Single equation models over-estimate the potential ridership
for routes that share the same service areas.
The issue of inter-route relationships has been ignored in most previous studies
of route-level transit ridership estimate models. A study by Alperovich, Kemp and
Goodman (1977) is an exception, in which inter-route transfers have been specifically
discussed. The transfer passengers on the subject road from other routes are modeled
as a function of the total ridership on this route, the number of interconnecting transfer
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routes, and a set of route type dummy variables. It is interesting to note that the
transfer passengers are modeled as a function of the total ridership on the subject route,
not the total ridership on those routes with which the subject route intersects. The
authors experience some difficulties in using a sample of routes in the analysis. By
using a sample rather than a whole population of the routes, the necessary patronage
volumes cannot all be generated endogenously within the model. Using total ridership
on the subject routes to estimate the transfer passenger volume is an unfortunate proxy.
In addition, their model does not discuss another important inter-route relationship, the
competing relationship, i.e, a service and ridership change on one route may have
possible impacts on other parallel routes.
Problem 3. Simultaneity between Transit Demand and Supply
The ridership on a transit system is the result of two decision-making processes:
that of the riders and that of the transit planners or schedulers. The riders' decision
making process determines the demand for transit services, while the planners' or
schedulers' decision-making process determines the supply of transit services. These
two decision-making processes constitute a simultaneous demand and supply system.
Transit riders respond to service changes, while the transit planners adjust transit
services based on their expectation of future ridership and other factors.
It has been well understood and modeled in the previous studies that transit
demand is a function of transit services. Many single regression equation models are
based on this understanding. This single-equation model does not reflect the transit
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planners' or schedulers' decision process, that is, that the transit service provided on
a route is determined by the previous ridership and the planners' expectation of future
ridership on this route, as well as the availability of fare box revenues and subsidies.
The traditional single-equation model represents only one decision-making
process, that of the transit users' response to changes of level of service. It does not
reflect the decision-making rule of transit planners. A single-equation model cannot
reflect this multiple decision-making process and the feedback relationship.
The single-equation model assumes causality in one direction; the level of transit
service determines transit ridership. This one directional causality assumes that the
transit planner can randomly put bus service on the road, the riders will respond to it.
It ignores the important decision making process in the service supply side. Therefore,
the single-equation model is static and deterministic in nature. It cannot reflect the
dynamic process of the whole system.
A single regression model regressing ridership on transit services generates
estimates that could be estimates of the demand parameter, the supply parameter, or,
some combination of these sets of parameters. In a model using transit service level as
an independent variable, a simple ordinary least square (OLS) regression will result in
a coefficient estimate of the transit service variable. That estimated coefficient is a
combined effect of transit demand response to service changes and transit planners'
response to ridership changes. If we consider that the coefficient of service variable is
the only contribution of service changes to ridership changes, the demand response to
transit service changes would often be over-estimated or under-estimated. Such models
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often prove to be overly sensitive to frequency of service (Multisystems, Inc., 1982).
Gaudry (1975) developed a simultaneous equation model for the bus demand
function and supply function, using systemwide aggregate data from the Montreal
Urban Community Transit Commission system. He states that on the demand side,
transit ridership is a function of present transit service and other exogenous variables.
On the supply side, the transit service is a function of ridership at the previous year,
and other exogenous variables with a lagged time period. He argues that absolute
supply levels are in general fixed once a year at the budget time, the service quantity
supplied during any time period depends primarily on past (rather than current) levels
of demand, expected costs, and some other factors.
Gaudry's model is actually a recursive model. The supply and demand functions
can be regarded as shifting independently, or nearly so. And the supply and demand
equation can be solved independently using OLS. There is no feedback effects from the
demand equation to the supply equation, because the service supply depends on the
previous year's ridership, not the current ridership.
Alperovich, et al (1977) have calibrated a set of simultaneous equations to
estimate the supply and demand of transit services of individual routes. The authors
assume the transit supply and demand are fully simultaneous. Three equations of the
supply function and two equations of the demand function are designed to address the
simultaneity of demand and supply.
But their simultaneous model totally ignores the route specific demographic and
socioeconomic information in its supply and demand equations. Although the five
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equation model looks promising, a better model specification is needed because of the
lack of socioeconomic and demographic variables and the complexity of the model,
(Multisystems, Inc. 1982).
In summary, data consistency, inter-route relationship and simultaneity ofsupply
and demand are three major problems, among many others, in route-level transit
patronage estimate models. This dissertation intends to specifically deal with these
problems while it develops a route-level transit patronage model. A GIS is used to
allocate demographic and socioeconomic data to the service areas of specific routes,
and to analyze inter-route relationship. The simultaneous-equations model is applied to
address interrelationship among transit routes and to simulate the interactive process
of transit demand and supply.
CHAPfER3
A GIS DATABASE DESIGN AND SPATIAL DATA ALLOCATION
I. INTRODUCTION
Transit demand modeling is data driven. Valid and accurate data are needed for
model specification, a key factor to generate an unbiased estimation of a transit demand
model. Invalid data or inaccurate data will result in biased and inefficient model
estimation. Transit ridership, transit service, socioeconomic and demographic data are
not generally stored in consistent geographic units that are required for transit demand
modeling. Therefore, GIS database design is needed to integrate data to common spatial
units.
Several efforts to address the issue of common digital map databases for a
variety of applications for public transportation systems are underway. The Advanced
Public Transportation (APTS) Map and Spatial Database User Requirements Working
Group (MSDWG) is addressing the issue of standardization of spatial data entities for
transit service (Okunieff, 1994). The MSDWG efforts focus on a broad range of
potential applications, such as demand-responsive systems, fixed route operations and
service planning, customer information systems, and transit decision support systems.
A common database requirement provides a basis of defining and describing transit data
elements in a consistent and transferable form, so users can integrate different data with
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a common definitions and common relationships among data sets.
This chapter discusses the data requirements for transit demand modeling from
the standpoint of GIS database design. It addresses the issue of data requirements, data
structure and data integration for transit demand modeling. Two data integration issues
are addressed: the spatial and attribute data allocation, and the inter-route relationship.
The accuracy of different methods to allocate demographic and socioeconomic data
from census areas to the service areas for transit routes are compared, using data from
Tri-Met service area. Spatial data integration is also used to analyze transit inter-route
relationships. Inter-route relationship analysis is needed in route-level ridership models
to estimate the ridership impacts of service changes not only on the route with the
service changes, but also on other related routes.
II. DATABASE REQUIREMENTS OF TRANSIT DEMAND MODELING
Different data are required for three major categories in the direct demand
modeling: cross-sectional, time-series, and the combination of the two. But they all
require spatial data and temporal data.
Cross-sectional models mainly deal with the spatial data. They relate observed
transit uses, transit service and socioeconomic variables over space for a given point
in time. Time is not considered explicitly and independently in the modeling process.
Different models are developed for different time periods, such as models for the
morning peak, midday, afternoon peak, evening and night period. Modeling variations
over different time period of a day requires spatial data for the corresponding time
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period of a day.
Time-series models mainly deal with temporal data. They are developed to
estimate transit demand changes on a spatial unit, usually for the whole metropolitan
region, as service and other variables change over time. To treat spatial variations
individual models are developed for each spatial unit or different bus routes. Time-
series models primarily require longitudinal data. If the route configuration changed
over time, however, a spatial database is also needed over time.
A combination model of cross-sectional model and time-series model is used to
capture variations of transit ridership in time as well as in space. Therefore, it requires
both spatial and longitudinal data at the same time.
In addition, there are also ridership and service variations by direction. For
example, in the morning peak period, there is a large difference of ridership between
inbound and outbound direction. To serve the purpose of route-level service planning,
the database design must address these spatial, temporal and directional variations to
satisfy the needs of transit demand modeling.
Typically direct demand models are regression models. Transit ridership is
modeled as a function of a set of independent variables: transit services, socioeconomic
and demographic data in the service areas. So at least three kinds of data: ridership,
transit services, and socioeconomic and demographic data are required for any transit
demand modeling process.
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Ridership Data
For transit ridership models, the dependent variable is usually the boarding rides
on a spatial unit such as a stop, a route segment or a transit route. These boarding rides
come from three major sources: originating rides from local residential areas around
the transit stop, originating rides from park-and-ride users, and transfer rides from
other transit routes. A database should include these three sources of transit rides and
relate them to a specific geographic location, for time periods where appropriate.
Service Data
Transit service includes service quantity variables such as bus frequency, hours
of service, and route length of service; and quality variables such as on time
performance. Transit service variables also include the location, usage and capacity of
park-and-ride lot provided by transit agencies.
Socioeconomic and Demographic Data
Transit riders take transit from origins to destinations. It is the characteristics
of those origins and destinations that determine the demand for the transit service.
Demographic and socioeconomic characteristics at the place of residence are the
ridership production factors, which describe the potential transit users at trip origins.
These include population and age structure, household income, auto ownership, and so
on. The demographic and socioeconomic characteristics at the destination are the
ridership attraction factor, representing the potential destination of the transit trips. This
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includes such data as employment and high school enrollment.
These data may be related to different spatial units. Some are related to transit
stops like boarding and alighting rides, some are related to transit routes such as
service frequency, and some are related with statistical areas such as population and
employment. A regression model requires these variables to be measured in the same
geographic unit. In other words, all variables have to be consistent in space and in
time. To achieve this data consistency, these data sets have to be spatially related and
integrated.
III. SPATIAL AND TEMPORAL TRANSIT DATABASE DESIGN
To relate these data spatially, each variable has to be related to a common
geographic unit. A geographic unit can be represented by an abstract spatial feature:
point, link, segment, route, and polygon.
A point is a basic unit of location. It can be represented by an (x,y) coordinate,
or a milepoint. It has zero dimension. From the modeling point of view, the transit
stop, the starting and ending point of a transit route, an intersection point of two transit
line, a transit transfer center, and the centroid of a high school or a park-and-ride lot
can be treated as spatial points.
A link is a line between two points. It has one dimension. The line between two
bus stops is a spatial link. A line between a bus stop and a rider's home is another
example of a link.
A segment is one or more continuous links. The piece of a transit route within
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a fare zone is a segment of the route.
A route is a set of links beginning from a starting point (from-node) to the
ending point (to-node) of a transit line.
A polygon is an enclosed area bounded by three or more links, such as a census
block, block group, census tract, fare zone or transit service area of transit stops or
routes.
Every spatial feature has associated attribute data. For example, a bus stop is
associated with the number of boardings, alightings and transfers. A fare zone segment
of a route has associated characteristics such as transit fare structure. A transit route
is associated with route typology such as a radial, crosstown, feeder or express route.
A polygon has associated small area data, such as employment and population. A detail
list of spatial features and their attribute data is shown in Table 3.1.
The relationships among the spatial features can be established by either
dynamic segmentation or relating them back to the enhanced Topologically Integrated
Geographic Encoding and Reference (TIGER) line file, developed by the U.S. Census
Bureau, by retaining TIGER arc and node identifiers.
Transit stop point data and linear data can be easily related by using dynamic
segmentation, because they are related by the common route. The bus stops and the
breaking points of the segments of a transit route are linked by mileposts and route
identifiers.
The relationship among bus stops on one route and those in other transit routes
can be related by unique bus stop identifiers or by reference to common TIGER lines
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and nodes. The potential transfer points can be identified by analyzing the point
relationships. Bus stops are unique, but one bus stop can relate to many routes.
Relating point and linear transit data to the TIGER network enables integration of
point, linear and polygon data. For example, the continuity relation can be used to
search for the blocks (polygon data) that are within a quarter mile walking distance
from a bus stop (point data). More detail about the spatial data allocation is included
in the next section.
TABLE 3.1 Attribute Data and Their Associated Spatial Features
Abstract
Spatial Point Link Segment Route Polygon
Data
Transit stop, piece of part of a an entire census
starting and transit transit transit tract,
ending point, route... route route... block
Spatial intersection, segmented group,
Features transfer center, by fare block, fare
centroids of zone ... zone,
park-and-ride service
lot, high area ...
school. ..
Boarders, Travel Travel service employ-
alightings, distance, distance, length, ment,
transfers, travel travel hours of population,
Attribute on time time, time, service, age
Data performance, bus bus speed, service structure,park-and-ride speed ... transit fare frequency, car
lot capacity,
'"
total seats ownership,
high school in a bus... income...
students...
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There can also be a temporal component at every spatial unit. For each bus
stop, for instance, there could be ridership data by the time of a day, by season, or by
year. The temporal component can be for a time point, time period and time range.
The time point is the basic unit of time like 2:00 pm. A time point data are not
necessary in most modeling applications, unless used in a real-time application. Time
period is a subdivision of a day, a time unit within one day, or a week, such as the
morning period, morning peak period, or the weekend. Time range is a longer period
of time, such as a season or a year.
In addition, there is also a directional component. The directional component
can be treated in three ways. The first method is a symmetric system, Le., the data are
the same for both directions in a linear system. For example, if two bus stops for
inbound and outbound are on the two way street, and are oppositely located cross the
road, these two bus stops can be considered as one in a linear network system like a
street centerline file. Ridership data in either direction can be related by the same bus
stop but with different directions.
The second method is for a nonsymmetric system, Le., data points for two
directions are not the same. The directional data are related to different geographic
locations. For example, in an one way street, the bus stop for inbound and outbound
direction will have different locations, and must be treated as independent points.
The third method is to apply a dynamic segmentation to both directions of the
route. So for the same stop point, the milepost for the inbound direction is different for
the outbound direction. Bus stops may have additional relations, such as address, (x,y)
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coordinate, or TIGER line identifiers to enable relating to data with those geographic
units.
IV. DATA INTEGRATION
For the purpose of transit demand modeling, data have to relate to the same
geographic unit. In other words, the model must be either at the bus stop level, a bus
segment level, or the bus route level. If the unit of observation is at the bus stop level,
all the linear data and polygon data must be converted into the point data that are
associated with the individual bus stops. That is, at each bus stop, there must be a data
set that describes the transit ridership, transit service, and population and employment
within walking distance of that stop. Similarly, if the basic observation is at the bus
route segment or a route level, the point and polygon data have to be converted into
the route segment or route level.
It is not a problem to convert the point data to the linear data or vice versa if
the points are located on the same route (line) or in the route service area (polygon).
In fact, the advantage of the dynamic segmentation is its ability to store and transfer
point and linear data interchangeably (Dueker and Vrana, 1992). It is more difficult,
however, to convert polygon data, a two-dimensional database to point or linear data
system.
The overlay operation in GIS is often used to integrate polygon data and point
or linear data. Caution must be exercised to determine whether the topological and
geometric relations represent the real relationship among the polygon, point and linear
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data. In other words, even though the population in a census tract can be associated
with a bus stop or a route segment by an overlay and allocation operation in GIS, it is
yet to be determined whether that population contributes to the transit ridership in that
transit stop, or whether the transit service in that segment serves all or part of the
population in that census tract. The question remains as to specifying or allocating
population and the kind of population to transit routes.
To allocate polygon and point data to transit routes, the transit service area has
to be defined. Previous studies have shown that walking distance is the most important
determinant of the transit service area (Lam & Morrall, 1982; and Horowitz and
Metzger 1985). The transit service area is usually defined as a one-quarter mile around
the transit lines, or more precisely, around transit stops.
The service area for each transit route can be delineated by either a geometric
distance buffer or a topological neighborhood search (Dueker and Vrana, 1991). For
a geographic buffering approach, bus stops are buffered by a quarter mile distance,
because it is the bus stops that determine the real walking distance. The area inside the
buffer is the service area for that particular transit stop. Because the distance between
bus stops is usually less than a quarter mile, there will be considerable overlap among
bus stop buffers. Objects such as population in those overlapped areas are allocated to
the nearest bus stop. This is a useful approach if the transit demand model is developed
at the bus stop level.
If the model is developed at the route segment or route level, however,
buffering bus stops and allocating objects to bus stops is not necessary. Bus routes,
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rather than bus stops can be buffered for urban routes wherein the bus stops are less
than a quarter mile apart. This can achieve sufficient accuracy and reduce the
redundancy of buffering individual bus stops on bus routes.
The topological approach delineates the service areas of a transit stop by searching
for a quarter mile distance in the street network. This approach considers the actual walk
distance in the street network, so it is more accurate to define a transit service area.
However, in the urban areas where the network is very dense, the geometric and
topological approaches produce similar results, but the geometric approach is much more
simple and efficient.
In developing a transit demand model at the route segment level, this dissertation
uses the geometric buffering approach. A quarter mile distance is used to buffer a bus
route segment and a light rail station to define the transit service areas.Because the light
rail stations, unlike most bus stops, are usually more than half a mile apart, the
demographic and socioeconomic data are then allocated to buffers around station points.
The demographic and socioeconomic data are mainly from the 1990 U.S. census,
available at the geographic unit of census tract, block groups and census block. Since the
boundaries of these geographic units are not consistent with the boundaries of the transit
service area buffers (Figure 3.1), data in those different geographic units (census tracts,
block groups and blocks) have to be allocated to the route service areas.
Count and attribute data are allocated differently. Count data, including the
number of population, employment, high school enrollment, and park-and-ride facilities,
are counts of spatially distributed subjects and can be allocated to different geographic
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units by overlay functions in GIS, i.e., spatial allocation. Attribute data representing the
characteristics of those count data, like income, auto-ownership rate, population age
structure cannot be allocated by the overlay functions in GIS, unless these data are at
the individual person or household level. They have to be allocated differently as
discussed later.
Count Data Allocation
Count data in an areal unit are the aggregate number of objects or features.
There are four basic methods of count data allocation (Peng & Duekei, 1993). They are:
all or nothing allocation, allocation based on the uniform density assumption, allocation
based on land use types and allocation based on block centroids. These four allocation
methods are by no means exhaustive, they are the most commonly used in spatial data
allocation.
All-or-nothing allocation allocates spatial count data like population and
employment of whole census tracts or block groups to the bus route service area if the
transit line buffer coincides in part or whole with the census tract or block group. The
whole census tract or block group is considered as being served by the bus route as long
as there is some common area between a bus route buffer and the census tract or block
group, regardless of how large or how small the common area. If a census tract or block
group is very large and a transit route runs on a major arterial, which is often the
boundary of census tracts, the real walking distance for some people living in the census
tract may be far more than a quarter mile (see Figure 3.1). Assuming they all are served
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by the transit route is unreasonable. Including them in the route-level transit patronage
estimation model as detenninants of transit ridership introduces measurement error.
The unifonn density allocation assumes that the population and employment in
a census tract are uniformly distributed, and the allocation of population and
employment is based solely on the proportion of the area of a census tract that is within
the bus line buffer area. This method will result in errors in tracts where population is
not unifonnly distributed. It is especially inappropriate for employment data, because
employment is often clustered together rather than evenly distributed.
Allocation based on the type of land use relates population to residential land
uses and relates employment to non-residential land use. Population and employment can
be allocated unifonnly to residential land acres and non-residential land acres,
respectively, or allocated based on floor area. This is a better alternative than the
unifonn density allocation method. Still it can introduce errors if population and
employment are concentrated and mixed, such as a mix of single family and multi-
family housing, and a mix of different commercial and industrial land uses.
Allocation based on census block centroids assumes all the population in the
census block is located at a single point (block centroid). The whole block's population
is allocated to the transit service area if the block centroid is located inside the transit
route buffer area.
In urban areas, a census block is the most detailed geographic unit for which
census data are available, and it is small enough to be considered as a spatial point.
This dissertation uses 1990 census block data to allocate population to the transit route
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service areas. The point coverage of census block centroid was first overlaid with the
transit route or stop buffers, the route-specific population within the service areas were
aggregated by summing population of block centroids inside the buffer.
To compare the accuracy of different data allocation methods, the uniform density
and the all-or-nothing allocation methods are used to allocate population to transit route
buffer, using census data in Portland, Oregon metropolitan area. The allocated results
were compared to that using the census block centroid. The difference of these three
methods is shown in Table 3.2, and assumes the population allocated by the block
centroid is the ground truth and the basis of comparison.
TABLE 3.2 Comparisons of Population Allocation Results
Using Different Methods at the Transit Route Segment Level
UDBG AONBG UDCT AONCT
Median difference 7.4% 202.0% 13.0% 327.9%
Mean difference 44.6% 1057.9% 35.6% 2762.4%
The results shown in Table 3.2 are difference of three methods of population
allocation to the bus route buffer aggregated at the route segment level. There are four
segments segmented by fare zones in Tri-Met service area, zone 0, 1, 2 and 3,
concentric with the downtown Portland central business district (CBD). The numbers
in the tables are the percentage differences of allocated population as compared with
that of block centroid method (BLOCK). These differences are for the all-or-nothing
(AON) and uniform density (UD) allocation methods at both the block group (BG) and
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census tract (CT) level, respectively. These differences are calculated by the following
formulas:
Average Percentage Lz IL]' AONjZ - BLOCKzI
- *100 (3.1)Difference of AONz - L
z
BLOCK
z
Average Percentage L z IL]' UDjz - BLOCKzl
- *100 (3.2)
Difference of UDz - Lz BLOCK
z
Where j is the geographic area on which the population allocation is based. j could be
either the census tract (CT) or the block group (BG) number. z indicates the allocated
population are compared at the route segment (fare zone) level. BLOCKz is the
allocated population at the fare zone z based on the population in the block centroid.
It can be seen from Table 3.2 that the uniform density method is better than the
all-or-nothing allocation, and the block centroid method is much better than the uniform
density allocation. In terms of allocation errors of the area type, blocks produce the
least error, followed by block group, and then census tract. Note there is a big
difference between the mean and the median, because the mean error includes larger
outliers.
It should be noted that the differences in Table 3.2 are aggregated at the route
segment level. Aggregation tends to reduce the variance and errors. They are balanced
in aggregation. If the allocation difference of different methods is compared at the
census tract level, the difference is much larger. Peng and Dueker (1993) have a more
detailed analysis that shows the allocation to a whole route buffer introduce less error
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than does allocation to a smaller geographic unit like a census tract. It is interesting to
note that the mean difference of uniform density allocation using census tracts is less
than that using block groups at the route segment level. This may be due to the balance
of the over-allocation (positive difference) and under-allocation (negative difference)
in the process of aggregation, it does not necessarily indicate the population allocation
based on the proportion of census tract areas is better than that based on the block
group areas.
Unlike population data, employment data are simply not available at the census
block level. The same allocation method used for population allocation cannot be used
to allocate employment data.
Employment data are only available at the census tract level by industry in
Portland metropolitan area. METRO, the regional planning organization at Portland
metropolitan area, geocodes state employment data to census tracts. This dissertation
has allocated these employment data to route-specific service areas based on land use
types, from METRO's parcel level Regional Land Information System (RLIS). RLIS
is used because it identifies land use type at the individual parcel level. Every land
parcel in the RLIS data base has a specific land use type, i.e., residential single family,
residential multifamily, industrial, commercial land uses and farm lands.
In the employment data set, there are five categories of employment by
industry: manufacturing, commercial, government, transportation and real estate, and
agricultural. These industrial categories are not consistent with the land use categories.
In order to allocate employment data to land use, this study relates manufacturing
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employment to industrial land use, agricultural employment to farm lands, and all other
employment to commercial land uses. The employment allocation process is described
as follows.
First of all, each land parcel in the RLIS was converted to a centroid point.
Then RLIS parcel point coverage are overlaid with the census tract polygon coverage.
Parcel-level floor area and land use area by different land use types allocated to census
tracts were aggregated, and employment density (employment per unit of floor areas
or land use areas) by employment type was calculate using Equation (3.3). For
example, if census tract i has SOD manufacturing employees and 250 acres of industrial
land, its manufacturing employment density is 2 employees per acre.
EMPLOYMENT
EMPLOYMENT DENSITYpk = pkLAND OR FLOOR AREApk
(3.3)
Where the subscript p is employment typology: commercial, industrial, and
agricultural, and k is the census tract number.
For commercial employment allocation, floor area rather than the land area is
a better measurement of employment density. However, the floor area data are only
available from Multnomah County in the Portland metropolitan area, the same variable
has too much missing data in Clackamas and Washington counties. They could not be
used with confidence. Therefore, floor areas in Multnomah County and land areas in
Clackamas and Washington counties are used to calculate commercial employment
density for census tracts.
Next, the transit buffer was intersected with the commercial land use point
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coverage from RLIS and the census tract polygon coverage. If the centroid of a land
parcel is located inside the buffer, that parcel is counted as being served by the transit
route. Land areas and floor areas inside the route buffer in each census tract by land
use types were aggregate and used to calculate the proportion of these land and floor
areas that are within the buffer by land use typology.
Lastly, the specific employment in transit buffer areas is the product of the
employment density of an employment type and the proportion of the land area or floor
area inside the buffer as illustrated by Equation (3.4). The employment in a census
tract served by the transit is the summation of employment of all employment types in
the census tract (see Equation (3.5». The total employment served by a whole transit
route is the summation of employment served in all census tracts the transit line buffer
goes through (see Equation (3.6».
LAND OR FLOOR AREA jpkEMPLOYMENT1pk =EMPLOYMENT DENSITYpk*-------=LAND OR FLOOR AREApk
EMPLOYMENTik =Ep EMPLOYMENTjpk
(3.4)
(3.5)
(3.6)
Where the subscript i is the route buffer area of the transit route i, and the subscript
p and k are defined as in Equation (3.3).
The allocation of high school enrollment and park-and-ride facilities are
relatively simple. The location of high school and park-and-ride lot is represented by
a point coverage. High school enrollment number for every high school that does not
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have school bus system are from the school districts in the Portland metropolitan area.
High school enrollments represent major transit usage attractions because the Portland
School District, unlike suburban cities, does not provide school bus service for high
school students. Every high school is allocated to a specific bus route using the overlay
operation in GIS. The point coverage of high school location is intersected with the
transit route buffers. High schools are allocated to the buffer when they are within the
bus service areas. One high school may be allocated to more than one bus line if there
are more than one bus line are within walking distance of the school, indicating there
are more than one bus service available for that school.
Park-and-ride lot location is also a point coverage. Each park-and-ride lot is
represented by a spatial point. Its allocation to transit service areas is simply an overlay
operation, the same as the high school enrollment allocation. Park-and-ride lots are
provided by Tri-Met to facilitate transit riders beyond walking distance. Ideally, the
park-and-ride lot usage rather than capacity should represent the real demand for transit
use, because some park-and-ride lots are heavily used while others are poorly used.
However, the park-and-ride lot usage data are not available, and capacity serves as a
proxy to the real demand for transit uses.
It should be noted, however, there are limitations in these spatial data allocation
procedures. First, although blocks are small enough to be considered spatial points,
they may be large in suburban and rural areas. Where blocks are large, they should be
treated as polygons rather than as points.
The second limitation lies on allocating employment according to land area.
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Using land area to allocate commercial employment is crude. The uniform density
assumption within the same land use type is also questionable, because for different
commercial land uses, employment density varies. Employment density of a car lot
may not be the same as that of a retail store.
The third limitation is the errors associated with GIS operations, especially for
spatial overlays (Blakemore, 1984; Flowerdew, 1991; and Pullar & Beard, 1990). The
commonly mentioned problem in spatial overlay operation is the creation of a host of
"sliver polygons" and "dangling chains" (Flowerdew, 1991), and the mismatch of a
point on a polygon or line. Since the census tract coverage and the RLIS come from
different sources errors can occur in overlaying. Error arises when the land parcel is
out of the census tract when it should be in, and vice versa.
Attribute Data Allocation
Different people have different taste and demand for transit service. These
differences between people are usually characterized by categories of age, income, car
ownership and other attribute variables that describe the characteristics of persons and
households. These characteristics are very important factors that determine transit
ridership.
At the individual level, every person has associated characteristics, there is no
need for allocation. At the aggregate level data allocation is necessary if attribute data
are only available at the higher level of aggregation. Such is the case of population
count data that are available at the block level, while detailed attribute data like income
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and car ownership are only available at either the block group or the tract level. The
attribute data have to be allocated.
Since this study used population of 1990 at the block level to allocate population
to the bus route buffer, income and auto ownership data at the block group level have
to be allocated to the buffer areas. Three methods can be used to allocate such attribute
data as income and car ownership.
The first method is to assume each block is like its parent block group. For
example, the proportion of zero auto ownership households of a block group is used
to calculate the zero auto ownership households that are within a transit route buffer
for the same block group. That is, to estimate the number of household without
automobiles for the part of the block group g that is inside the route i buffer area, the
formula (3.7) can be used:
Zero auto households
Zero auto householdsjg = g *Householdsig (3.7)Total householdsg
The second method is simply to apply the median income of a block group to
all blocks of that block group, as is illustrated in Equation (3.8). This method cannot
be used to allocate auto ownership data, unless the average auto ownership is calculated
for the block groups.
Median incom~ = Median incom~g
Where b represents block, and bg represents block group.
(3.8)
These two methods are based on an assumption that the population and
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households are homogeneous inside a block group. This is a strong assumption, because
inside a block group there can be considerably spatial variations. This limitation is
reduced by aggregation of the individual allocations to the route segment buffer.
The third method is to use a regression model to estimate population attributes.
Even though the census data does not provide income data at the block level, it does,
however, provide block level surrogates of income such as housing values, rents, age
structure and housing size. If a relationship can be found between income and these
surrogates at the block group level, the income of the households at a census block can
be derived.
Lycan (1993) formed a relationship of income and its related variables using a
regression model at the block group level. The estimated coefficients can be applied to
the variables at the block level. Equation (3.9) illustrates the regression equation at the
block level. The linear model is estimated using ordinary least squares to obtain
coefficients of those independent variables.
INCOMEg = a+~lHOUSVALg+~2RENTg+~3PCf650g+~4Pcr18Ug+~,sIZEa+136PERfROOMg+e (3.9)
Where, the subscript g means all variables are at the block group level, INCOME is
the median income; HOUSVAL and RENT are the median housing value and rents;
PCT650 and PCT18U are percentage of population with age of 65 years old and over,
and with age of 18 and under, respectively; SIZE is the housing size measured by
square footage, and PER/ROOM is the average persons per room; € is an error term.
These estimated coefficients (&, PI' P2' P3' P4' Ps, S6) are then applied to the
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independent block data. At the block level, these estimated coefficients and its
corresponding variables are used to estimate income for each individual block as shown
in Equation (3.10).
INCO~=Q:+~1HOUSVAI"+~2RENTb +P3PCT6SOb+P.PCf18Ub+PsS~+P6PER/ROOMb (3.10)
Where the subscript b indicates all variables are at the block level.
One problem of this approach is that there are many missing data for some
variables at the block level such as housing values and rents. Income cannot be
estimated if any of the variables is missed from the block, especially the important
variables of housing value and rents.
This means additional models are needed at the block group level with the
selected variable(s) excluded. Then, estimates can be made for blocks with missing
value for rent, if there are no rental housing units in that block. This block group level
model should exclude the rent variable, using those block groups that are mostly owner
occupied (such as 90 percent) to estimate the coefficients. Similarly, another model at
the block group level could exclude the housing value variable, using those block
groups that mostly renter occupied to estimate coefficients to apply to blocks having
no owner occupied housing units.
There are several problems associated with these alternative models. The first
problem is that there may not be enough block groups without housing value to
estimate a model, because not many block groups are purely renter occupied. The
second problem is that if the model excludes the housing value variable, and some
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block groups have owner occupied housing, the model will not be fully specified. An
incorrect specified model will result in a biased estimation. The third problem is that
if all variables are expressed in terms of median or mean values, extremes are
excluded, and the resulting model tends to under-estimate the low end and over-
estimate the high end.
This study used the first method to allocate income and auto ownership data at
the block group level to the transit service areas. Income and auto ownership data are
aggregated at the route segment level. Because of this aggregation, the average income
at the block or block group level is not appropriate, the number of households within
an income range is more appropriate.
V. INTER-ROUTE RELATIONSHIPS
A transit system is not a set of independent routes. A change of service and
ridership in one route may have impacts on related routes. The inter-route relationship
is therefore an important factor in estimating transit ridership at the route level.
From the planning point of view, an inter-route relationship is a physical
relationship among two or more routes. For the purpose of modeling, an inter-route
relationship is the service and ridership influence of one route upon the other. The
same physical relationship may have different possible ridership impacts, for example,
a service increase in one of the two routes that serve the same service areas may draw
riders from the other route. It may also attract more riders from the service areas
because of the total level of service increase in that area. The net effect of the service
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increase in one route may be a simple redistribution of current riders with little or no
increase of total transit ridership, or a combination of redistribution and net increase
of ridership. It is therefore necessary to differentiate between the inter-route physical
relationship and ridership impact. The former is defined as inter-route linkages while
the latter as inter-route effects in this study.
The physical relationship between two transit routes can be identified by
analyzing the relationship of transit routes by their overlapping service areas (Figure
3.2). The bus route and light rail stop buffers were overlaid with each other. The inter-
route linkage can be identified by analyzing the overlaid areas. There are three kinds
of inter-route physical linkages: independent, complimentary and competing.
If two route buffers have no overlay at any part of the routes, Le., they are at
least half a mile apart, these two routes are independent, like route 71 (RT71) and 75
(RT75) in Figure 3.2. Transferring and competition between them is unlikely because
there is no overlapping area within walking distance of both. These independent routes
can be treated as independent from each other in the route-level modeling. A service
change in one route presumably has no impact on another.
If two route buffers overlap, they are linked. The relationship between them can
be identified by the configuration of the routes and topographic constraints. Two inter-
route linkages can be identified: complementary and competing.
If two route buffers overlap only at one end of transit routes, such as at a transit
transfer center, and the other ends are in different directions. The relationship between
these two routes is considered complementary. Riders from one route may transfer to
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the other. A service change in one route will have a direct impact on the other. A
typical example is the relationship between a radial bus and a feeder bus.
If two route buffers intersect at one point other than the ends of routes, and the
two routes have different origins and destinations, such as radial bus and crosstown
bus, these two transit routes are also considered as complementary. For example, route
71 and 75 are complementary routes of route 19 (RT19) and 20 (RT20) in Figure 3.2,
and vice verse. Potential riders may transfer from one route to the other at the
intersection point.
The common characteristics of these two types of complementary routes are that
they are connected with each other at one point, at least one end of the routes is
different from each other, and there are potential riders who may transfer from one
route to the other.
If two route buffers overlap linearly with each other, and have at least one
common end, they are considered as competing routes. Routes 19 and 20 in Figure 3.2
are examples of competing routes. Competing routes share some common service areas
with each other, Le., they run either on the same road or nearby parallel roads. One
route will compete for riders with the other from the common service area. A service
change on one route will affect the ridership on the other.
The relationship of two competing routes is a function of how close the two
routes are to each other. If two route buffers overlap only for a small portion, the
competing relationship will be small. If two routes run very closely or on the same
road, these two routes will have a greater impact on each other. The area of overlap
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between the two competing routes determines the inter-route effects. Or, more
precisely, the population in the overlap area of two competing routes affects the
strength of the relationship between them, because it is the population that directly
demand transit services. The population percentage in the overlap area of two
competing routes can be conveniently estimated using GIS. It is defined as
POP..OVPOPPC.. :; __yt
'it POP.
it
(3.11)
Where, OVPOPPCijz is the proportion of population in the overlap areas (POPijJ to the
population in the competing route buffer (POPjJ, The subscript of i refers to the route
of interest, j refers to the competing routes of i. The subscript of z refers to the route
segment or fare zone number.
The inter-route relationship discussed above assumes a homogeneous and
barrier-free surface, these inter-route physical linkages have to be checked against
geographical barriers, such as freeways, rivers and steep slopes. Two routes may be
in parallel and their buffers overlay, but if there is a freeway or a river between them,
they cannot compete for rides with each other. Potential riders cannot cross the freeway
or the river to ride the bus on the other side. All bus routes have to be checked against
these geographic barriers in the identification of inter-route linkages.
VI. SUMMARY
GIS has an important role in route-level transit demand modeling. A GIS is
essential to integrate different spatial data sets to support transit demand modeling. It
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is an efficient tool to achieve data consistency and to analyze inter-route relationships.
Important GIS database design issues have been addressed to store and maintain spatial
and temporal data for transit demand modeling.
GIS database design and spatial data analysis is used to increase the accuracy
and validity of relating transit ridership and service data to demographic and
employment data. The effect of this is to reduce measurement error in route-level
modeling. The comparison of different data allocation methods provides a framework
for analysis of spatial and attribute data allocation. Hopefully, it will promote more
systematic choice of allocation methods used in GIS analysis.
This study also provides an approach to inter-route relationship analysis using
GIS, which avoids double counting of population and takes into consideration inter-
route effects. The inter-route analysis provides a basis for a simultaneous-equations
modeling analysis on interrelated routes. This also provides a useful tool for transit
planning.
CHAPTER 4
SPATIAL AND TEMPORAL VARIATIONS OF
TRANSIT PATRONAGE
An important characteristic of transit ridership is its variation over space and
over time. It can be observed that the transit ridership varies in different routes,
directions, segments and different time periods of a day. These spatial and temporal
variations of transit ridership reflect variations of travel patterns, influencing factors
and their different magnitude of impacts on transit demand and supply. From the
modeling point of view, these variations imply different independent variables and
different coefficients for models in different space and time periods. This chapter will
discuss these spatial and temporal variations of transit ridership and services, and their
implications in the route-level modeling process.
I. TEMPORAL VARIATIONS OF TRANSIT RIDERSHIP
Transit ridership varies significantly over time, both in the long-tenn and the
short-tenn time period. Public transportation usage goes up and down from year to
year, because of changes in transportation policies, technology, national and local
economies, costs and supplies of energy, demographic factors, urbanization and
suburbanization. MontWy variations within a year are caused by seasonal variations of
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weather, student and work trip patterns. During a week, transit ridership on weekends
is considerable different from weekdays. Even during an one-day period there is a large
difference of ridership in different time periods. These temporal variations are caused
by different factors in different time periods. To address the long-tenn temporal
variations of yearly and seasonal changes, a time-series model is more appropriate (see
Kyte, et ai, 1988). A cross-sectional model can be used to address short-range changes
such as those between weekends and weekdays, and variations during different time
periods of a day. This dissertation will not address long-tenn longitudinal changes. It
only deals with Short-range variations. Specifically, this dissertation deals with temporal
changes during different time periods of a day. It will not address transit use variations
between weekends and weekdays because of lack of data.
For the purpose of transit service planning, Tri-Met divides a weekday into five
time periods: morning peak (7:ooam--9:00am), mid-day (9:00am--4:00pm), afternoon
peak (4:00pm--6:oopm), evening (6:00pm--8:00pm) and night (8:00pm-2:00am and
4:00am--7:00am). Each time period is associated with distinctive demands. The transit
ridership variations during one day are shown in Table 4.1.
TABLE 4.1 Ridership During Time Periods of a Day -- Spring 1990
Time Periods AM Peak Mid-day PM Peak Evening Night All Day
(7-9 am) (9-4) (4-6 pm) (6-8 pm) (8-7 )
Boarding Rides 31,868 79,749 35,953 13,385 25,945 186,900
Percentage of the 17.05 42.67 19.24 7.16 13.88 100.00
total daily
ridership
Rides per hour 15,934 11,393 17,977 6,693 3,243 8,495
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Not surprisingly, the morning and afternoon peak hours have the largest
ridership on an hourly basis. Injust four hours, the ridership in these two peak periods
account for about 36 percent of total daily transit ridership. It is interesting to note that
the afternoon peak period has more ridership than the morning peak hours. Large
portion (about 43 percent) of transit usage occurs during the mid-day period, but the
hourly ridership during the mid-day is only about two-thirds of the morning and
afternoon peak hours. Ridership in the evening has the smallest share of the total daily
ridership, and the night period has the lowest hourly ridership.
These differences in transit ridership during different time periods may be
caused in large part by the different trip purposes. Transit services are stratified to
serve the multiple objectives of the transit systems (Tri-Met, 1989). Transit users
during the morning peak period are mostly work commuters. The concentration of
work trips causes a large demand for transit services at this peak time period. Transit
services are provided to facilitate workers travelling from home to work. Park-and-ride
lots are most frequently utilized at this time period. Most riders board transit either
near places of residence or near park-and-ride lots. Employment centers and high
schools are major destinations of transit trips.
Transit riders during the midday period have the mixture of work trips and non-
work trips. Transit service is planned based on transit demand for heavily used routes
and based on policy headway (the minimal headway required under some political
considerations) on other routes (Tri-Met, 1989). Places of residence and work places
are major origins and destinations of transit riders, with commercial areas being a
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secondary destination. High schools are other major sources of boarding riders for
some routes in the late afternoon when the high school students get out of schools.
Some park-and-ride lots may also be used by people in order to avoid parking charges
in downtown Portland.
Transit usage during the afternoon peak period is mostly for work trips from
workplaces to homes. Transit services are planned based on the transit demand to
facilitate workers going home. Workplaces are dominant sources of boarding riders,
and places of residence are major destinations.
Transit rides during the evening period are mostly work-related trips and some
non-work trips. Transit services are provided to facilitate those later shift workers.
Both work places and places of residence are major sources of boarding rides and their
destinations .
During the night period many bus route services are discontinued. Those with
service are major transit corridors and trunk lines. Most riders during this time period
are early or late shift workers, and are usually transit dependent. Since the night
service wraps around to the early morning, it also captures the beginnings of the AM
peak work trips.
Because of these large differences of transit ridership in different time periods,
for the same variables like population and employment, the coefficients will be different
at different time periods. Some variables like income may be more significant in the
models for the evening and night period than for the peak commuting hours. Models
using data from different time periods cannot differentiate these different impacts and
68
will result in ambiguous coefficients. This dissertation develops individual models for
different time periods to capture the within-day variations of transit ridership and its
determinants.
II. SPATIAL VARIATIONS OF TRANSIT RIDERSHIP
Transit ridership varies from route to route. Some routes have a high level of
ridership and others have a lower level of ridership, because transit routes serve
various places and have different functions. Ridership also varies in different directions
and in different segments within a route. Ridership tends to concentrate in one segment
in one direction and another segment in the reverse direction corresponding to land use
patterns and trip destinations. This section discusses these spatial variations among
route types, directions, and route segments.
Ridership Variations Among Different Route Types
The transit system in the Tri-Met service area is a multi-destinational transit
system (Tri-Met, 1989). It is composed of two fundamental systems: a grid system and
a timed-transfer system. The grid system is operated in the urban area. It is composed
of a series of crosstown and radial lines with a relatively high frequency of service.
Radial routes serve downtown Portland while crosstown routes do not operate into
downtown.
The timed-transfer system is operated in the low-density suburban area. It is
composed of feeder buses, transit centers and trunk lines. Feeder buses link suburban
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neighborhoods and business parks to suburban transit centers. These transit centers are
connected with downtown Portland via trunk lines. Schedules for trunk lines and feeder
lines are designed such that all buses are at the transit center at the same time, so that
riders from feeder lines can transfer to trunk lines without waiting. Hence the name
timed-transfer system. This timed-transfer system is designed to serve both intra-
suburban and suburban-to-downtown-Portland trips.
Each line in these two transit systems serves different geographic areas and
different trip purposes. Based on the functions of each transit line, all bus lines are
classified as six categories: regional trunk line, crosstown, city radial, suburban radial,
feeder or express.
A regional trunk line connects downtown Portland with a suburban transit
center. It is served by high-frequency, high speed operation with high-capacity
vehicles.
A city radial line connects downtown Portland with high-density urban
neighborhoods with frequent services.
A crosstown line does not operate into downtown Portland, and it primarily
serves non-downtown trips in urban neighborhoods. It has relatively frequent service
but requires little or no peak-period supplementary service.
A suburban radial line links downtown Portland and suburban residential areas
and provides basic area coverage.
A feeder line connects suburban residential and commercial areas with transit
centers. It provides access to areas not directly accessible to trunk lines.
70
An express line is provided on major corridors to provide direct services to
downtown commuters in peak hours. It has limited bus stops in the middle segment of
the route, and ideally operate a minimum of 25 percent faster than local service along
the same line during the same time period.
In addition to these six categories of bus service, there is a light rail service.
Light rail provides service between the eastern suburban city--Gresham, and downtown
Portland. Light rail serves as a large trunk line, linking many feeder lines and park-
and-ride lots with downtown Portland.
These transit routes have different ridership and service standards based on their
service areas and functions. Table 4.2 summarizes the total daily ridership, service
revenue hours and total seats supplied by route types in weekdays. Ridership is the
number of boarding rides, not originating rides. The difference between boarding rides
and originating rides is that boarding rides include transfers while originating rides do
not include transfers. A passenger boards route 1 and transfers to route 2 is counted
as one originating ride but two boarding rides. All ridership mentioned in this study is
boarding rides, unless otherwise defined. Revenue hours are total hours of service.
Total seats are the sum of seats in each bus line within service hours. They are not
simply the product of total revenue hours and average seats in a bus line, because
different capacity of vehicle may be used in peak and off-peak period for the same
transit line.
Data in Table 4.2 shows that, there is a significant difference in total ridership
and service supplied among different route types. City radial routes have the largest
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share of total daily ridership, they account for 45.6 percent of the total ridership,
almost a half of the daily ridership. Crosstown routes come the second, sharing 16.03
percent of the total daily ridership. Light rail and regional trunk line account for 12.21
and 11.27 percent of the total ridership. Suburban radial, express and feeder lines have
a small share of the total ridership.
TABLE 4.2 Daily Ridership and Services by Route Typology
Route Total Rider Total Rev. Total Seats Rides Rides
Type Rider- Share Rev. hr. Seats Share per per
ship (%) Hours Share Supply (%) Rev. Seat
(%) Hr
Trunk line 21,056 11.27 446.42 11.10 23,181 11.91 47.17 0.908
City 85,233 45.60 1,678.52 41.77 74,069 38.07 50.78 1.151
Radial
Crosstown 29,965 16.03 731.20 18.20 31,442 16.16 40.98 0.953
Suburban 17,582 9.41 492.12 12.25 21,169 10.88 35.73 0.831
Radial
Feeder 7,914 4.23 397.10 9.88 17,078 8.78 19.93 0.463
Express 2,327 1.25 80.36 2.00 4,868 2.50 28.96 0.478
Light Rail 22,823 12.21 192.73 4.80 22,765 11.70 118.42 1.003
Alllines 186,900 100.00 4,018.45 100.00 194,572 100.0 46.06 0.950
As to the service supply, city radial routes have the most intensive services,
with 41. 77 percent of total revenue hours and 38.07 percent of total seats. Crosstown
routes have the second largest service share. They account for 18.20 percent revenue
hours and 16.16 percent of total seats. Suburban radial routes have 12.25 percent share
of total revenue hours, but only 10.88 percent of total seats; while trunk lines have
11.11 percent of total revenue hours but 11.91 percent of total seats. This indicates that
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the trunk lines have larger size vehicles than suburban radial routes. Feeder routes have
about 10 percent share of revenue hours but a smaller share of total seats (8.78 percent)
because of their smaller vehicle size. The reverse is true for light rail, it accounts for
only 4.80 percent of total revenue hours but 11.70 percent of total seats.
Considering transit ridership and service supply together, the effectiveness of
transit services for different route types can be compared. However, because of various
measurements of service supply, the comparison of service effectiveness based on
different criteria may generate different results. The effectiveness of transit service can
be measured by boarding rides per revenue hour, boarding rides per seat, originating
rides per revenue hour, or originating rides per seat. It can also be measured by the
farebox recovery ratio (FRR), which is the ratio between all cash, ticket, and pass
revenue collected from riders and the total costs of transit operations and
administration, Le., the total passenger revenue divided by the system costs.
Transit lines are not independent, so it is difficult to isolate the contribution of
an individual line to the whole system. The direct contribution of a line may be how
many originating rides it attracts. However, some originating rides may not use the
route if there are no other routes to which they can transfer, so the originating rides
are not the pure contribution of that particular route. The number of boarding rides is
not a good measurement of effectiveness either, because by design some routes like
regional trunk lines have more transfers than others like suburban radial routes. The
ridership of several feeders will be concentrated onto one regional trunk route. Feeder
lines will be under-evaluated relative to a trunk line if the boarding rides are used as
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a comparison criterion. Similarly, express routes will also be under-evaluated based on
boarding rides, because there are few transfers and little turnover along the way.
The number of revenue hours is a direct measurement of operational costs. It
measures most of the labor cost of bus drivers, which is the major component of
operational costs. It also captures most of the variance in maintenance costs which is
dependent on the distance the bus travels. But it does not include the difference of fixed
costs of different vehicles. The number of total seats includes the number of revenue
hours of service and the capacity of vehicles. It indirectly measures the operational
costs, vehicle maintenance and fixed costs. But the operators' costs and vehicle costs
are inappropriately weighted. Revenue hours are often overwhelmed by the difference
of the vehicle capacity. However, the total seats is a good measurement of service
supply from the riders' point of view.
The use of FRR as a criterion of comparing the effectiveness of transit service
at the route level requires revenue and cost allocation to individual routes. This is a
very difficult task because of the independence of transit routes and the complexity of
the fare structure. The transit fare is based on the fare zone structure. No fare is
needed for transit riders traveling within the fareless square. The cash fare for traveling
in Zones 1 and 2 was $0.75, and $0.95 in all zones in 1990. There was also a short
trip fare ($0.75) for those transit users traveling within a single fare zone. There was
no surcharges for transfers if the transferring was within two hours of the original
boarding. There was also a fare of $3.00 for all day trips. In addition, there are
discount tickets and monthly passes available for all zones. It is very difficult, if not
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impossible, to allocate ticket and monthly passes to individual lines. Furthermore,
because of no surcharge for transferring, those lines with lots of transfer rides will be
under-evaluated based on passenger revenues. In addition, it is difficult to fully allocate
fixed costs to various service types.
However, it is not the purpose of this dissertation to evaluate the effectiveness
and efficiency of individual transit routes or route types. To do that requires separate
study. The purpose here is to list the differences in ridership, supplied services and the
resulting ridership per service unit, and to look for the homogeneity among these
different types of lines in terms of ridership and services.
Based on the ridership per revenue hour, light rail is the most effective: one
revenue hour generates about 118 boarding rides (Table 4.2). City radial, trunk line
and crosstown routes are approximately in the same range: one revenue hour generates
about 51, 47 and 41 boarding rides. Suburban radial and express routes can be
classified as another category: one revenue hour generates 36 and 30 boarding rides.
Feeder routes are the least effective. A revenue hour only generates about 20 rides.
Based on the ridership per seat, city radial lines is the most effective. One seat
generates 1.15 boarding rides. It should be noted that the seat is measured by the total
seats in each bus serving a whole transit line, while the boarding rides are the number
of passengers that board the bus regardless of how long they stay inside the vehicle.
A 1.15 rides per seat does not mean that all the seats are occupied all the time. Light
rail, crosstown routes, trunk lines and suburban radial routes can rougWy be classified
as one category in terms ofrides per seat. They generate 1.0,0.95,0.91 and 0.83 rides
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per seat, respectively. While feeder and express routes have the least rate of rides per
seat. They only generate 0.46 and 0.48 boarding rides per seat. These rates may
underestimate the effectiveness of the feeder and express routes as explained before.
It is worth noting that the express bus routes are not as effective as what is
expected based on the measurement of rides per revenue hour or rides per seat. This
may be because the measurement of ridership is boarding rides, does not take trip
length into account. Riders on express routes are usually long distance commuters.
There are limited or no stops along the way to downtown Portland, and little or no
turnover. The ridership is limited by the riders at the one end and by the one-time bus
capacity.
From the above analysis it can be seen that route typology plays an important
role in transit service design and ridership distribution. Different route typology serves
various functions in the transit system. Ridership and service differ dramatically in
different route types. But the difference is reduced when the ridership per service unit
is estimated.
From the modeling point of view, the most important factor to decide whether
these routes are homogeneous is that if the variations in the dependent variable
(boarding rides) can be explained by the same factors (or independent variables). In this
regard, serving downtown Portland is an important factor in grouping routes, because
the huge downtown employment could overwhelm other factors, and downtown
Portland is the most important attraction of many transit trips. Therefore, routes that
operate into downtown can be aggregated into one group, while routes that do not serve
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downtown (i.e., crosstown and feeder routes) can be grouped as another group.
The second important factor to consider is whether the same service generates
the similar ridership. If the same service does not generate the similar ridership, it
implies that the coefficient for the service variable may not be the same. The routes are
not homogeneous. Therefore, express routes cannot be grouped together as other routes
that operate into downtown. Crosstown and feeder lines have to be treated separately
in the model too.
Based on these considerations, this study classifies city radial, trunk line,
suburban radial lines and light rail as one group--radial routes, crosstown routes as
another category, and feeder routes as the third category. The express lines are
different from all other routes in that the rides concentrate only on one end of the
route. They should be modeled separately. Because there are only four express routes,
there are not enough observations to estimate the model. They are excluded from the
model. A special model is needed to address the express routes.
Different models could be developed separately for these three categories,
assuming the coefficients of variables are different. One problem of this approach is
that there may be too few observations for some route types. Another approach is to
put all routes into one model, and using the route type dummy variable and its
interactions with other variables to differentiate the differences of route types.
Statistical tests can be used to test the significance of the differences among these
various route types.
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Directional Variations
The direction of transit routes is determined based on the relationship with
Downtown Portland. For a route that operates into downtown (like radial routes),
heading towards downtown Portland is defined as inbound, while moving away from
downtown Portland is defined as outbound. For a feeder route, the direction is defined
in relation to the route or transit center it feeds. The direction of going towards the
trunk line or transit center is defined as inbound, while the direction of moving away
from the trunk line or transit center is outbound. For a crosstown route, the inbound
and outbound direction is somewhat arbitrary. This study defines all crosstown routes
as the inbound in the morning peak hours and as outbound in the afternoon peak hours,
because many riders on crosstown routes transfer to radial routes to downtown in the
morning peak period, and transfer to radial routes away from downtown in the
afternoon peak period.
Theoretically, the total transit ridership should be balanced in two directions.
People who take the bus to work usually take the bus home. The observed data in
Table 4.3 show that the inbound direction has a little more ridership than outbound, but
they are roughly balanced. The big difference in ridership lies in different time periods
of a day, not the aggregated daily ridership (Table 4.3). The transit ridership in the
inbound direction is about twice the number in the outbound direction in the morning
peak hours. The reverse is true in the afternoon peak hours. The ridership during the
mid-day is almost balanced for the two directions. Outbound ridership in the evening
is about 1.5 times of inbound ridership, indicating most riders are late workers
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traveling home. But the reverse is true for the night period, implying most transit usage
is early morning work trips going to work.
There are different factors affecting transit ridership in two directions. Most
transit riders board inbound routes at their places of residence. Some drive to park-and-
ride lots first and take the bus from there. Therefore, population, the characteristics of
the place of residence, and the park-and-ride lot usage, as well as transfers and transit
services are important factors that determine the boarding rides in the inbound
direction.
In contrast to inbound riders, most outbound riders board buses at the places of
employment. The large employment density implies a big activity attraction center, and
determines the number of work trips and shopping trips. It is the amount of
employment, especially the employment density, that determines the boarding rides in
the outbound direction. Since not all employment is located in the downtown area,
some riders may also ride outbound buses to go to suburban destinations, so the
population and the characteristics of the place of residence are also important
determinants of outbound ridership.
TABLE 4.3 Transit Ridership at Time Period of a Day by Directions
Direction AM Peak Mid-day PM Peak Evening Night All Day
Outbound 10,313 40,078 23,254 7,956 9,979 91,840
Inbound 21,555 39,671 12,699 5,429 15,975 95,060
Total 31,868 79,749 35,953 13,385 22,954 186,900
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Since ridership in inbound and outbound directions is determined by different
factors, two separate models need to be developed to reflect these differences.
Variations Among Fare Zones
The basic spatial unit of observation of this study is the route segment,
segmented by fare zones. In the Tri-Met service area, there are four fare zones:
fareless square (zone 0), zone 1, zone 2, and zone 3 based on the transit fare structure.
These four fare zones are concentric squares surrounding the downtown Portland
(Figure 4.1).
Transit ridership varies among these fare zones (Table 4.4). Most transit riders
board transit in Zone 2. Boarding rides in Zone 2 account for about one-third (33.02
percent) of the total daily ridership without considering direction. Zone 0 comes the
second (29.17 percent). Followed by Zone 3 (20.07 percent). Zone 1 has the least
share (16.74 percent) of the total daily ridership because of its relative smaller size
compared with Zones 2 and 3 (see Figure 4.1).
These zonal effects are also affected by direction. For the outbound direction,
boarding rides are dominant in Zone 0, the downtown employment center. More than
half of outbound rides (about 51 percent) board transit in Zone O. Boarding rides in
Zone 2 account for about 22 percent of outbound rides. Zone 1 and 3 have only a small
portion of outbound boarding rides. For the inbound direction, a little less than half
(about 44 percent) of the rides are from Zone 2. Zones 3 and 1 account for another half
of the ridership (about 27.4 and 20.5 percent, respectively). Boarding rides in Zone 0
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is very small (only about 8 percent). These observations are consistent for all time
periods as illustrated in Table 4.4.
TABLE 4.4 Transit Ridership on Fare zones
Direction Fare Daily Zone Share within Zone Share of All
Zone Rides One Direction (%) Directions (%)
0 46,749 50.90 25.01
1 11,829 12.88 6.33
Outbound 2 19,963 21.74 10.68
3 13,299 14.48 7.12
All zone 91,840 100.00
0 7,775 8.18 4.16
1 19,453 20.46 10.41
Inbound 2 41,757 43.93 22.34
3 26,075 27.43 13.95
All zone 95,060 100.00
ITotal I I 186,900 I I 100.00 I
The variations in ridership among fare zones are the result of many causes. As
discussed above, the outbound ridership is dominated by the downtown employment.
The concentration of employment in downtown Portland could explain the large share
of transit ridership in Zone O. For the inbound direction, the zonal variation of transit
ridership is caused by many other factors, such as the transit fare, the distance to
downtown, the costs and availability of parking, land use characteristics, and self-
selection of residential choices.
Different fares are charged in different fare zones as explained before. The fare
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zone structure can be considered as a proxy of fare structures. The concentric fare zone
structure is also a surrogate for the distance to downtown. From zone 0 to zone 3, the
distance to downtown increases. Most of areas in fare zones 1 and 2 are in the inner
city, while zone 3 is basically in the suburbs. The distance to the downtown is an
important factor affecting transit use. The closer one is to the downtown, the more
likely one is to use transit, because of the shorter travel distance. Due to the self-
selection process, a resident who is more pro-transit is also more likely to choose
his/her residential location closer to downtown, i.e., in Zones 1 and 2. The shorter
distance and more frequent transit service will reduce the relative disadvantages of
transit use compared to auto use. The fare zone structure may capture this effect in the
model.
Parking is not free in the entire fareless zone and a parking license is required
in part of Zone 1. To avoid the downtown parking charges, some drivers park their
cars in the park-and-ride lots provided by Tri-Met and ride transit to downtown, while
others park their cars in some residential neighborhoods in zone 1 (this is sometimes
called informal parking) and take the bus there or walk to the fareless square to take
the bus. The park-and-ride usage can be partially captured in the model by including
the park-and-ride lot capacities in the model. The informal neighborhood parking in
zone 1, however, cannot be incorporated in the model because of the lack of data,
which could be captured by the zone dummy.
In addition, the variation of transit ridership among fare zones is also caused by
other factors like land use characteristics. Land use density, transit-oriented design, and
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lower income neighborhood in Zones 1 and 2, may also contribute to the larger shares
of transit uses in inner city zones.
Because of the zonal variations of boarding rides, using the fare zone as the
basic spatial observation unit has an important implications for transit planning and
transit demand modeling. The use of the fare zone as the basic observation unit can
capture the spatial variations, while the use of the entire route as the basic unit cannot.
As is observed, for a transit route that goes across four fare zones, transit riders may
mainly come from Zones 2 and 1. The ridership aggregated at the route level will be
unable to identify the major sources of boarding rides and its causes. Therefore, using
the route segment (fare zone) as the basic unit in transit demand modeling has its
advantage over using the whole route as the basic observation unit.
However, there are some limitations of using the segment as the basic
observation. The first limitation is that the length of each segment or the size of each
fare zone is not equal. For example, Zone 1 is much smaller than Zone 3. This is the
major reason that the total ridership in Zone 1 is less than Zone 3. To avoid this
problem, the length of a transit route in each segment could be included in the model
implicitly, or using the density variable such as ridership per mile and seats per mile.
This study originally included the segment length in the model to take into account this
variation, but it is higWy correlated with the total population variable. The longer the
route, the more population it serves. Since the measurement of population is a more
direct estimate of transit demand, this study includes only the population variable not
the route length in each route segment in the model.
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The second limitation is that not all routes serve every fare zone because of the
route configuration. Some routes serve only one or two fare zones, especially for those
crosstown and feeder routes. Most routes serve four fare zone and have four route
segments.
The third limitation is that the transit service variable is harder to measure at
the segment level. In most cases, the service frequency and hours of service are the
same for a transit route throughout all fare zones. A few routes operate more frequently
over a portion of the line than over the entire line. On time perfonnance at transit stops
has to be aggregated to the route segment.
Lastly, using the route segment as the basic observation unit makes it harder to
analyze inter-route relationships (see Chapter 3). Two routes may compete with each
other in only part of a segment. There are some diagonally oriented routes which
intersect and compete with different routes in different subsegments. To take these
inter-route effects into account, aggregation is needed. In the process of aggregation,
some variations within a route segment are reduced.
Because of these limitations, a stop level model is more appropriate than a route
segment model. A stop level model, however, requires more reliable and accurate data
than is available, and requires more detailed data allocation as explained before.
Therefore, the route segment rather than transit stop is used as the basic observation
unit in this study. Further study needs to consider using stop level data to develop
transit demand models.
85
III. SUMMARY
Considering these temporal and spatial variations of transit ridership, this study
develops ten models for five time periods and two directions of each time period. The
basic spatial observation of models is the fare zone. Two kinds of dummy variables are
used in the models: the route typology dummy and fare zone dummy to take account
of the variations in different route types and fare zones. The total seats supplied at each
fare zone is used as the service quantity variable, because the number of total seats is
a direct measurement of seating capacity. The average on time performance at a fare
zone is used as a service quality variable. These route and zone dummy variables and
service variables are common in all models. The demographic and other variables are
different in different models.
For inbound models, the common demographic variables are population and
household income. In addition to these two common variables, there are park-and-ride
lot capacity and high school student enrollment for the morning peak and mid-day
period.
For outbound models, the common demographic variables, for all but morning
peak period models, are employment density, population density, population
downstream (total population at all downstream fare zones) and household income. In
addition, there is a high school student enrollment variable in mid-day model. For the
Morning peak outbound model, employment density should not be an independent
variable, because unlike other time period, downtown employment does not cause
transit ridership at zone 0 in the morning peak period. Therefore, the variables used
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in the outbound model in the morning peak period are population, population density,
income and high school student enrollment.
The major difference between inbound and outbound models is that the inbound
models only include population and income at the place of residence, because most
transit riders board transit at the place of residents, some park-and-ride users are picked
up by the park-and-ride lot capacity. While outbound models (except for the morning
peak period) include employment density and population downstream, because it is the
employment density and population downstream that determine the outbound boarding
rides most of the time. Park-and-ride lot capacity has no impact on outbound boarding
rides in the zones where park-and-ride lots are located, it can affect the alightings on
that zone but not boarding rides.
CHAPTERS
AN ANALYSIS OF A SIMULTANEOUS TRANSIT SYSTEM
I. INTRODUCTION
A transit system is composed of an agency that supports transit service, transit
users and a transit route network. The transit agency plans a transit network and
supplies transit service, transit riders utilize supplied services, and a transit network
facilitates the integration of transit service supply and transit users. These three
components are interdependent. Transit service and network are planned based on
transit ridership, transit ridership is affected by the level of service and the inter-
relationships of routes in the route
network. Ridership changes further
affect the level of service and the
alignment of the network.
Therefore, a transit system can be
considered as a simultaneous system
as shown in Figure 5.1.
The diagram in Figure 5.1
Figure 5.1. Internal Variable Flow in
shows a simple flow in the A Transit System
simultaneous transit system. Level
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of service of a subject route i (LOS j) affects the ridership on that route (Rj) and the
ridership of its competing routes j (Rj ) , the routes that are on the same or closely
parallel roads with the subject route i. The change of ridership on the competing routes
also affects the ridership on the route i. In other words, the level of service on the
route of interest (LOS j) influences ridership on the route i (R j) in two ways: a direct
effect and an indirect effect. Level of service can directly affect ridership, it can also
affect ridership indirectly through ridership changes in the competing routes. The
ridership changes on the route i in turn influences the supply of service (LOS) on that
route.
The simple flow shown in Figure 5.1 is only an internal flow of the transit
supply (level of service) and transit demand (ridership), it does not take factors outside
the transit system (exogenous variables) into account. The level of service supplied does
not depend on the current ridership alone, and the ridership is not just affected by the
level of service. There are many other factors that affect both transit service supply and
demand. Those general exogenous variables are shown in Figure 5.2.
Demographic Factors
& Policy Headway
Socioeconwtlc &
Demographic Factors
Figure 5.2. General Factors Influencing Transit Demand and Supply
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The service supply and distribution among routes are determined by the current
ridership (R j) , ridership in the previous planning year (Rli) , socioeconomic and
demographic factors, and some political considerations. Route level ridership (Rj) is
affected by the level of service on the route, the total ridership on the competing routes
(Rj ) and the complementary routes (Rk), and socioeconomic and demographic factors.
The total ridership on the competing routes (Rj ) is affected by the level of service on
the route i and route j, as well as the degree of interaction among routes, which is
measured by the percentage of population in the overlap area with route i (OVPOPPC j).
This interacting transit system can be represented by a simultaneous-equations
model, expressed by the following three equations:
Demand Equation:
Rj = F(LOSj, Lj Rj , Lk Rk, Xjd) (5.1)
Supply Equation:
(5.2)
Equation for Competing Routes:
Lj Rj = F(LOSj' LOSj , OVPOPPCj) (5.3)
Where, Xjd and Xis are a set of socioeconomic and demographic variables. The
following sections in this chapter will discuss in detail the factors and the structures of
this simUltaneous-equations model. Section II addresses the simultaneity of transit
demand and supply, and describes the simultaneous decision-making process of transit
riders and service planners and schedulers. Section III discusses the inter-route
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relationship among transit routes in the transit network, and analyzes the possible
impacts of service changes of one route on the other routes, as well as the ridership
impacts of one route upon the other.
II. SIMULTANEITY OF TRANSIT DEMAND AND SUPPLY
Transit demand and supply is an interdependent process. Transit demand
depends on transit service supply, while transit supply depends on transit demand.
But this interdependence between demand and supply does not imply demand
and supply can adjust instantaneously. It takes time for transit planners to respond to
demand changes and for transit users to respond to service changes. However, there
is little documented evidence about response times for transit service changes and
ridership changes.
Cherwony and Polin (1977) fits logistic growth curves to the early growth in
patronage on a number of newly established bus routes. They found that 99 percent of
the ultimate stable ridership level would be achieved in periods ranging from about 3
months to 7 months after inauguration, with a median growth time of roughly 5
months. For a marginal service change such as headway changes on an existing route,
there is no report on its possible response time.
There is two different opinions about the response times of service supply on
ridership changes. Gaudry (1975) argues that for the specific bus systems the service
supply is unlikely to have been influenced by the current level of demand, it is
generally fixed once a year at the time of budget planning. In contrast, Alperovich, et
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al (1977) argue that such limiting cases may exist, in general transit managements
usually have the flexibility to make both short-run and long-run adjustments in service
supply to match the expectations of demand. Therefore, in Gaudry's supply equation,
only the ridership in previous planning year is considered to influence transit supply.
While in the Alperovich, et al's supply models, both current and previous ridership are
considered as factors affecting service supply, but the authors admit that if the transit
agency is reasonably adept at predicting patronage levels, the inclusion of current
demand in the supply function may make the past demand data superfluous.
This study considers transit demand and supply as both recursive and
simultaneous. On the one hand, the relationship between ridership and level of service
is recursive because there is a lagged time period for transit services and transit users
to respond to the changes of each other. It may take several months for transit riders
to respond to a service change. A major service change occurs only once a year, which
is based on the observed ridership on the time of planning and the planners' expectation
of future ridership. On the other hand, if the available data are averages over a long
period (longer than the response time), the transit ridership responses can be considered
simultaneous with service changes. And the transit planners have the flexibility to
adjust short-run demand changes and their expectations of future ridership are rational,
the service supply could be simultaneous with transit demand. In other words, the
service planning could be based on both the previous year's ridership (recursive
models), and the current ridership (simultaneous models). This simultaneous system can
be represented by the following regression model:
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(5.4)
(5.5)
Here Rizd and Sjzs are observed transit ridership and service variables,
representing transit demand and supply at route i and fare zone z. R li is the ridership
at previous planning year. The demand function will describe the transit riders'
decision-making process. A theory of transit riders' behavior suggests the function fonn
of Rizd(.) and the vector of explanatory variables xit The supply function will describe
the transit planners' or schedulers' decision-making process. A theory of transit
planners' behavior suggests the function fonn of Sizs(.) and the elements of vector of
detenninant variables Xjzs, and E and 11 are stochastic error tenns.
The major role of the simultaneous equation model is to reflect the
interrelationship and feedback between transit ridership and level of service and obtain
efficient and consistent parameters of exogenous and endogenous variables including
level of services. This cannot be achieved by any single-equation models.
Transit Demand
There are many factors affecting the demand for transit service, such as people's
attitudes toward public transportation, socioeconomic and demographic characteristics
of local residents, land use patterns, commuting patterns, and transit service quantity
and quality.
At the individual level, the transit riders can be classified as choice riders and
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captive riders. A choice rider is one using transit by choice, who rides transit not
because he/she has to but because he/she prefers to. A captive rider is one whose only
mode choice of travel is transit. For a choice rider, his/her attitude toward transit is the
major factor affecting his/her choice in using transit, coupled with his/her
socioeconomic characteristics and commuting patterns. For a captive rider, his/her
socioeconomic characteristics and physical constraints are major factors.
Attitude toward transit use is very important for a choice rider. In Tri-Met's
market segmentation study (Tri-Met, 1993), about 87 percent of transit riders (defined
as two or more rides per month) are generally pro-transit, or have positive attitude
toward transit usage. With the same transit attitude, however, there is a difference in
real behavior, some people frequently use transit while others rarely do. This can be
partially explained by the place of residence, the place of employment, the difference
of gender, age, income, car ownership, the availability and the level of transit service.
It should be emphasized here that these factors are not the only factors that influence
people's mode choice. Even for the same socioeconomic and demographic
characteristics and transit services, some people use the transit service, while others
will not regardless the level of transit service. Using these factors can only explain part
of the observed transit ridership variations.
Places of residence play an important role in determine residents' travel
behavior. There is a significant difference of transit usage for residents living in
Multnomah, Clackamas and Washington counties in Portland metropolitan area. Most
transit riders live in Multnomah county, residents in Clackamas and Washington
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counties have fewer riders. The location of three counties can be a proxy to the
distance to downtown. Downtown Portland is located in Multnomah county, while
Clackamas and Washington counties are farther from downtown. This is consistent with
the ridership observations in different fare zones (See Chapter 4). Residents of
Clackamas and Washington counties often perceive long commuting trips as the main
reason for using less or not using transit (Tri-Met, 1993).
The place of employment is another important factor affecting commuters' mode
choice. Working or studying in downtown is a major discriminator between transit
users and nonusers who have the same attitude toward public transportation. People
working and studying in the downtown area are more likely to use transit.
Furthermore, women are more likely to use transit than men, the young are
more likely to use transit than the old. The income effect is mixed, with high, medium
and low incomes being both transit users and non-users. However, there is a tendency
for lower-income and fewer-car households use more transit.
In addition, the quantity and quality of transit service affect the transit demand.
Convenience, waiting time, security and safety are identified as major factors (Tri-Met,
1993). Most people are willing to take public transportation if it is convenient in terms
of ease of transferring, ease of carrying packages and having a seat to sit down.
Waiting time implies service frequency and on time performance, and is a major
concern of most people. Security and personal safety are other concerns of many transit
users.
At the aggregate fare zone level, variations of some of these factors are reduced
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and some of the factors are not available. Attitude data, an important factor affecting
individual mode choice, is not available at the fare zone level. Gender and age are
important factors affecting individual choices, but it may not be significant in
aggregation, because there is little variation of gender and age difference among fare
zones. The total population, rather than the gender proportion and age structure, is
more appropriate at the aggregated level.
Security and safety issues are often mixed with other variables at the aggregate
level. Crime is usually associated with low income and high density land use areas,
where transit ridership is also high. Simply relating crime rate and transit ridership will
generate a positive relationship, with a high crime rate associated with high ridership.
This is a spurious relationship. Also, perceptions of poor security may not be correlated
with areas where security is actually a problem. But perceptions are harder to be
quantified. Security and safety are more appropriate to be addressed at the
disaggregated individual level, or using a stated preference survey method.
The convenience and waiting time can be approximated by the service frequency
(service quantity) and on time performance (service quality). Frequent service will
reduce waiting time and increase seat availability. Good on time performance will make
it easy to transfer and may reduce transferring and waiting time too. But the
measurement of on time performance is difficult at the aggregated level. On time
performance on each transit stop has to be aggregated at the fare zone level for a tbne
period. Variation is reduced in this aggregation process. And this average on time
performance cannot reflect the service quality. Furthermore, the importance of on time
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perfonnance also depends on the frequency of service. For a route with one bus per
hour, on time is very important. While for a route with a service of every ten minutes,
on time is not so important. Because of the problem of measurement, on time
perfonnance is not significant in the model and has been dropped from the model
estimation.
In summary, the aggregate demand for transit depends on the transit service
quantity and quality, and socioeconomic and demographic characteristics of residents
in the transit service area. The transit demand equation without considering inter-route
effects is expressed by Equation (5.6).
Riz = F (LOSiz' Xizd)
X d E (POP, INC, EMPDEN, PARK, HSCHl
Where,
SERVICE TIMEiz
LOSiz - ------= * SEATS PER BUSizHEADWAYiz
R = Boarding rides.
(5.6)
(5.7)
SERVICE TIME = the total minutes of service in a service time period, such
as AM peak, midday, PM peak.
HEADWAY is the time interval between two buses in a bus route, Le. the
number of minutes per bus. The service time over headway is the total number of buses
served during a time period. Therefore, the LOS variable is the total number of seats
supplied during a time period.
xd is a subset of socioeconomic and demographic variables. These variables are
different in different time period and directional models.
POP = Population within a transit service area. A service area is defined as a
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quarter mile distance around a bus route or a quarter mile circle around a light rail
stop.
INC = Number of households with income less than $25,000 within the route
buffer. The median income in Portland Metropolitan area is about $30,000, the
$25,000 represents the lower than median income range.
EMPDEN = Employment density, expressed by the number of employees per
acre.
PARK = Total number of parking spaces used in park-and-ride lots within a
bus route buffer. This is a survey data from Tri-Met, and allocated to the route buffers
using GIS. They are differentiated between Tri-Met owned lots and some church lots.
HSCH = High school enrollment of those high schools inside a transit route
buffer not served by school buses.
The subscript i represents the route of interest, while z represents the fare zone.
Transit Supply
It is hard to clearly define the objectives of a publicly-owned and subsidized
transit system. Little empirical investigation has been reported in the literature.
However, as Alperovich and his colleagues (1977) point out, in spite of the absence of
profit-maximization motives, transit agencies are generally responsive to both changing
demands and community requests, and their supply behavior is likely to reflect this.
And the flexibility to adjust supply is usually limited by rigid budget constraints which
may be more or less independent of current transit demand and supply considerations.
The general mission of Tri-Met is to assure people increase mobility in a
compact urban region. This mission and six goals are summarized in the "Tri-Met
Service Standard" (Tri-Met, 1989). The six goals are briefly stated as follows:
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"Goal 1. Steadily increase system reliability and decrease the number of customer
complaints.
Goal 2. Increase transit ridership to 325,000 riders per day by 1998.
Goal 3. Attract, train and retain 2,600 employees by 1998 who will provide
superior customer service.
Goal 4. Steadily decrease the cost of each originating ride provided, maintain the
equivalent of three month's working capital, and increase the continuing
annual revenue base $45 million by 1995.
Goal 5. By 1998, expand and diversify service to 1,010 buses and mini-buses and
two operating rail corridors, with two rail corridors in construction and
one in advanced design. Double the percentage of carpool, bike and walk
trips.
Goal 6. Using public and private partnership, help assure that a majority of all
new housing and jobs inside the region's Urban Growth Boundary
(DGB) are served by the primary transit network within a 5-minute walk
(Tri-Met, 1989, p.2)."
To achieve these goals, the service supply on the route level is determined by
demand and policy in Tri-Met (Tri-Met, 1989). During peak hours, service is scheduled
to accommodate actual passenger volumes based on vehicle loading standards. During
off-peak periods, the service level is mostly determined by policy considerations.
The Standard of Level of Service -- Loading Standards
The loading factor is the number of passengers on a vehicle divided by the
vehicle's seating capacity. A bus carrying full-seated passengers but no standees has
a load of 1.0 or 100 percent. Service on a route is designed so that average loading
factor does not exceed the applicable loading standard during each specific time period.
During off-peak hours, the loading standard states that service should be scheduled so
that every passenger is offered a seat (Tri-Met, 1989). When more than two
consecutive off-peak trips on a line consistently exceed a seated load outside downtown
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Portland, service should be adjusted to reduce passenger crowding.
During peak periods, the loading standards are shown in Table 5.1. That is,
service should be provided so that the passenger load factors shown in Table 5.1 are
not exceeded. Load factors greater than 100 percent should not exceed 20 minutes
when the vehicle is outside the fareless square (zone 0). This implies that, for an
outbound route serving downtown, the bus should be free of standees by the time it has
traveled 20 minutes or more from the edge of downtown.
TABLE 5.1 Passenger Loading Standards
Passenger Capacity Load Factor
Vehicle Type
Seated Standing Total
(Percentage)
Small Bus 25 8 33 130
Standard Bus 44 20 64 145
Articulated Bus 64 47 111 173
Light Rail Vehicle 76 90 166 218
ource: Tn-Met SerVice Standards, Table 2, P.D ern-Met, 1~~9).
The Standard of Level of Service -- Policy Headways
During off-peak hours, passenger demand typically does not exceed seated
capacity, so the loading standard is no longer applicable, and policy headways should
then apply. Headway is the time interval between two consecutive buses serving a
route, and it is usually represented by number of minutes per bus. Frequency is the
number of buses per hour, and it is the reciprocal of headway measured in hours. For
example, if the bus service is every 15 minutes a bus, the headway is 15 minutes, but
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the frequency is 4 buses per hour.
The policy headway is the minimal headway under which a transit route should
operate. It varies for each route type at different time periods (Table 5.2). The
standards of policy headways have been set somewhat arbitrarily, mostly based on the
route functions and service areas. Policy headways are presumably the threshold of
minimal service so that the choice riders are likely to use the service. They are
intended to ensure that a transit line taps the largest number of potential transit users.
Although policy headways are not rigid, service should generally operate according to
the service standard specified in Table 5.2. For poorly-performing routes, service may
be less than that described by the policy headway after a careful evaluation of those
routes.
TABLE 5.2 Policy Headways for Weekdays
7-9am and 6-7am and 6-9:30pm 9:30pm-
4-6pm 9am-4pm (Evening) Mid-night
(Peak) (Base) (Night)
URBAN GRID
Regional/Urban Trunks 10 15 15 30
City Radial 15 15 30 60
Crosstown 15 15 30 --
SUBURBAN TIMED-TRANSFER
Regional Trunks 15 30 30 60
Suburban Radial/Feeders 30 30 60 --
Peak-only Radial/Feeders 30 -- -- --
ource: "Tn-Met ServIce Standards," Table 1, P.9 ern-Met, 1989).
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Service Adjustment Process
Service standards are applied and evaluated periodically. Based on the review
and evaluations of route performances according to service standards and service
requests, transit service is adjusted accordingly. Service is adjusted to accommodate
changes in passenger demand, to respond to service requests from customers or
communities, and/or to overcome specific operating problems such as overloads or
schedule adherence problems. Major service changes occur in September, concurrent
with the issuance of new timetables and the ''Tri-Met Guide," a detailed service
schedule for all transit routes and other passenger information. Minor schedule changes
of up to plus-or-minus three minutes and minor route changes may be implemented as
necessary any time, without the reprinting of public timetables, although public notices
may be printed. More significant changes (Le., changes greater than plus-or-minus
three minutes) and major route changes will be implemented only in September. Route
and schedule changes that require a public hearing are also made only in September.
Major changes which are not apparent to the public but effect transit operations may
occur in November, January, April and June.
In addition to the service adjustments at fixed times, there is also an on-going
fine-tuning process to analyze schedule efficiency and patronage changes. This includes
adjustments to schedules, the elimination and addition of selected trips, changes in
through-route combinations and minor route changes. This ongoing analysis and
evaluation are made through discussions with operators, road supervisors and other
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staff members.
Furthermore, anticipated land use or employment level changes are also
reviewed to determine whether an increase in patronage can be expected. For example,
if a new shopping center were scheduled to open along an existing line, then the service
might be changed in anticipation of future increase of patronage.
Service supply is also constrained by the available budget. Transit services have
been increased or reduced in most transit agencies according to budget variations over
time. The budget of transit service varies in the long-term but could be stable in the
short-term, such as one to three years. The total transit budget in such a short time
period can be treated as constant. Most budget for Tri-Met is from the payroll tax, it
is relatively stable in a short time period. Therefore, the budget constraint is not
included in the short-term supply equation. It is more appropriate to be included in the
time series model at the system level since the total budget is more variable in the long
period of time.
In summary, there are four major factors that affect transit service supply in the
short run: ridership in the previous planning year, ridership in the current quarter,
policy headway requirements and land use patterns including population and
employment. Major service changes occur once a year, and there are also on-going
minor service and schedule changes corresponding to ridership shifts and service
requests from passengers and communities. Since the ridership and service data used
in this study are considered as average yearly data, the ridership and service changes
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can be considered as simultaneous. The transit supply equation is
LOSiz = F(Riz' R_ li, Xiz5)
X 5 E {POP, EMPDEN, HSCH}
Where,
Riz = the transit ridership at route i and zone z from equation (5.6).
(5.8)
LOSjz = the level of service represented by the total seats supplied, or the
loading factor. It shows the service quantity supplied, and is defmed by Equation (5.7).
R. li = the ridership of the route i in the previous planning year.
XS = A subset of land use characteristics.
Other variables are defined as in Equation (5.6).
It should be noted that the policy headway is not included as an independent
variable. It is part of the service supply included in the level of service variable (See
Equation (5.4». Because of the policy headway requirements, the independent variables
in the supply equation may not explain all of the variations in the service supply.
III. INTER-RELATIONSHIPS AMONG TRANSIT ROUTES
Transit routes in a transit network are interdependent. This interdependent
physical relationship among transit routes has been discussed and identified in Chapter
3. For physically related routes, a change of service and ridership in one route may
have impacts on its related routes. However, the same physical relationship may have
different possible ridership impacts. For example, a service increase on one of the two
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routes that serve the same service areas may draw riders from the other route. It may
also attract more riders from the service areas because of the total level of service
increase in that area. The net effect of the service increase on one route may be a
simple redistribution of current riders with little or no increase of total transit ridership,
or a combination of redistribution and net increase of ridership. It is therefore
necessary to discuss the service and ridership relationship among physically related
routes, or inter-route effects.
Based on three inter-route physical linkages discussed in Chapt,er 3, there are
four types of inter-route effects: indifference, complementary, competing and
synergistic.
For independent and complementary routes, the inter-route effects are simple.
For independent routes, there is no route overlap or ridership impacts. They are
independent from each other, and can be treated independently in transit demand
modeling.
For complementary routes, the service and ridership impact of one route upon
the other is complementary. A service and ridership change in any of these routes will
have a positive impact on the other routes. For example, a change of service frequency
and its corresponding ridership change in a radial route will affect the ridership of its
feeder routes, and vice verse.
For competing routes, however, the inter-route effect is more complicated. A
service and ridership change in one route have two possible impacts on the other
routes: competing and synergistic effects.
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Taking an example of two competing routes A and B, assume the transit service
frequency increases on route A, some current riders in the common service area may
shift to route A because a more frequent service reduces waiting time. As a result, the
ridership on route A may increase while the ridership on route B may decrease. This
negative ridership impact of service changes on the other routes, or the redistribution
of current ridership among competing routes, is the competing effect.
A service increase on route A not only has an impact on current riders' route
choice, but may also have an impact on potential riders in the common service areas.
Because of the service increases on one route, the total transit service to the residents
at the common service area increases, which may attract more transit users. The total
ridership of these two routes may increase. This positive impact of service increase of
one competing route on the other is the synergistic effect. The synergistic effect can
be observed in some transit trunk lines where several bus routes share a common road,
particularly on roads converging on the downtown area.
Both competing and synergistic effects are a function of how close the two
competing routes are to each other. If two route buffers overlap only for a small
portion, both competing effects and synergistic effects will be small. If two routes run
very closely or even on the same road, a service change in one route will have a
greater impact on the other. In other words, the competing and synergistic effects will
become larger when two competing routes overlap in larger portions.
The final net ridership response of route A and B to the service change in route
A will be determined by the combination of the competing effect and the synergistic
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effect. If the competing effect is dominant, current transit riders will shift from route
B to A, the net effect of service changes in route A is only a redistribution of current
transit riders between route A and B. If the synergistic effect is larger than the
competing effect, ridership in route A will increase and ridership in route B will not
decrease (it may even increase), so the net effect of service increase in route A will be
a net increase of transit riders. Therefore, the final ridership changes in route B
corresponding to service changes in route A may decrease, increase or stay the same,
depending on the magnitude of the difference between the competing and synergistic
effects.
The inter-route relationship can be estimated by a simultaneous equation model.
Ridership on the route of interest is modeled as a function of total ridership on the
competing routes and complementary routes, as well as the service and demographic
variables on the route of interest; the ridership of the complementary and competing
routes is modeled as a function of ridership and services on the route of interest, the
service and demographic data on the complementary and competing routes. These
simultaneous equations are shown as follows:
(5.9)
(5.10)
(5.11)
Where,
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OVPOPPC = The percentage of population in the overlap area of two
competing route buffers over the total population on the competing routes. It is defined
as in Equation (3.11).
FRQ = The frequency of transit service, expressed by the number of buses per
hour.
The subscript of i refers to the route of interest, j refers to the competing route
of i, and k is the complementary route. The subscript of z refers to the fare zone
number, there are four fare zones in the Tri-Met service area, z = 0, 1, 2, 3.
Other variables are defined as in Equations (5.6), (5.7) and (5.8).
It should be noted that Equation (5.9) is a revision of equation (5.6), taking
inter-route effects (Rj and Rk) into account.
In calibrating these simultaneous equations to estimate the inter-route effects,
there will be a potential problem if complementary routes are the same for most routes
of interests. For example, if crosstown routes intersect with most radial routes and are
therefore considered as complementary routes for all radial routes, 1: Rkz is a constant
or has a very little variation among all radial routes, and this will cause problems in
model calibration. This is exactly the case in this study area.
To solve this problem, an alternative has to be sought. This study uses
alightings of the complementary routes at the route intersection points rather than the
total ridership of the complementary routes to estimate the ridership on the route of
interest in equation (5.9). 1:~ is now a summation of alightings at all intersection
points from complementary routes for the route of interest i. By using alightings from
complementary routes it eliminates the need to estimate the equation (5.10). The
demand equation (5.9) now becomes:
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Riz = FCLOSiz, Xizd, LjRjz' LkALIGHTkz' OVPOPPCijz) (5.12)
Where, I: kALIGHTkz is the total alightings from complementary routes k at the
intersection points with route of interest i.
The limitation of eliminating equation (5.10) is that it only considers the
influences of alightings from complementary routes on the route of interest, but it
ignores the feedback effect of the alighting responses to service changes on the route
of interest. It assumes that alighting changes in the complementary routes will have
direct impact on the ridership on the route of interest, but the service changes on the
route of interest have no impact on the alightings of complementary routes. This is a
limitation of this model. Further study needs to take this feedback effect into account.
These simultaneous models will be estimated for five time periods (morning
peak, mid-day, afternoon peak, evening, and night) and two directions (inbound and
out bound). Different variables are used in different models because of different travel
patterns and influencing factors discussed in Chapter 4. These different variables are
listed in Table 5.3 for demand and supply equations by different models.
IV. SUMMARY
In summary, transit ridership on the route of interest is an interactive result of
two simultaneous processes: the simultaneity of transit demand and supply, and the
simultaneity of ridership on one route and its related routes. A service change on one
route will have four impacts. The first impact is on the ridership on the route of service
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change. The second impact is on the ridership of the competing routes, ridership on the
competing routes may decrease (or increase) if the service on the route of interest
increases (or decreases), the riders can shift between the route of interest and its
competing routes. The third impact is on the net effects of all ridership changes
considering both the route of interest and its competing routes. And the final impact
is that the ridership changes will influence further transit service supplies.
TABLE 5.3. Determinant Variables for Demand and Supply Equations
in Different Time Periods and Directions
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Direction Time Demand Equation Supply Equation
Periods
Population, Income, High Current ridership,
school student, Park-and-ride Ridership in
capacity, Service supplied, previous year,
Morning Alightings from complementary Population,
Peak routes, Ridership on competing Employment density,
routes, Route typology Route typology
dummy, Zone dummy dummy
Population, Income, High Current ridership,
school student, Park-and-ride Ridership in
capacity, Service supplied, previous year,
Inbound Mid-day Alighting from complementary Population,
routes, Ridership on competing Employment density,
routes, Route typology Route typology
dummy, Zone dummy dummy
Population, Income, Service Current ridership,
Afternoon supplied, Alighting from Ridership in previous
Peak complementary routes, year, Population,
Ridership on competing routes, Employment density,
Route typology dummy, Zone Route typology
dummy dummy
Population, Income, Service Current ridership,
supplied, Alighting from Ridership in
Evening complementary routes, previous year,
Ridership on competing routes, Population,
Route typology dummy, Zone Employment density,
dummy Route typology
dummy
Population, Income, Services Current ridership,
supplied, On time Ridership in
Night performance, Alighting from previous year,
complementary routes, Population,
Ridership on competing routes, Employment density,
Route typology dummy, Zone Route typology
dummy dummy
TABLE 5.3. (Continued)
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Population, Income, High Current ridership,
school student, Services Ridership in
Morning supplied, Alighting from previous year,
Peak complementary routes, Population, High
Ridership on competing routes, school student,
Route typology dummy, Zone Route typology
dummy dummy
Population, Population density, Current ridership,
Income, High school students, Ridership in
Mid-day Services supplied, Alighting previous year,
from complementary routes, Population, High
Ridership on competing routes, school student,
Route typology dummy, Zone Route typology
dummy dummy
Population downstream, Current ridership,
Employment density, Services Ridership in
Outbound Afternoon supplied, Alighting from previous year,
Peak complementary routes, Population, Route
Ridership on competing routes, typology dummy
Route typology dummy, Zone
dummy
Population downstream, Current ridership,
Population, Income, Ridership in
Evening Employment density, Services previous year,
supplied, Alighting from Population, Route
complementary routes, typology dummy
Ridership on competing routes,
Route typology dummy, Zone
dummy
Population downstream, Current ridership,
Population, Income, Ridership in
Night Employment density, Services previous year,
supplied, Alighting from Population, Route
complementary routes, typology dummy
Ridership on competing routes,
Route typology dummy, Zone
dummy
CHAPTER 6
MODEL ESTIMATION
The combination of the demand equation, supply equation, and equations for
competing routes forms a whole simultaneous system model. For convenience, those
equations illustrated in Chapter 5 (Equations (5.12), (5.8) and (5.11» are restated as
follows:
Riz = F(LOSiz' Lj Rjz' Lk ALIGHTkz, xizd, oVPoPPCijz)
X d E {POP, INC, EMPDEN, PARK, HSCH}
LOSiz = F (Riz' R_ li, x izS)
X S E {POP, EMPDEN, HSCH}
The definitions of these variables are shown in Chapter 5.
(6.1)
(6.2)
(6.3)
Several functional forms of this simultaneous system model have been tested.
The linear model seems to perform better in terms of goodness of fit and the
significance of variables. Other function forms tested include logarithmic form and
logarithm-linear form. The advantage of the logarithmic form is that coefficients can
be directly used as constant elasticities. However, the logarithmic form cannot be used
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if the elasticity of an independent variable is not constant. Furthermore, the zero value
of observations cannot be transformed to the logarithmic value. The linear form does
not need data transformation, it is straightforward in interpretation, but the problem of
the linear model is that the estimated value of the dependent variables could become
negative, which is hard to interpret intuitively.
The system model is calibrated for five time periods (morning peak, mid-day.
afternoon peak, evening and night period) in two directions (inbound and outbound
direction). Therefore ten models are estimated altogether. Different variables are used
in different models because of the different travel patterns and influencing factors as
discussed in Chapters 4 and 5.
The calibration results of these ten models using three stage least square (3SLS)
estimation method are shown in Tables 6.1-6.6. Tables 6.1-6.3 are models for the
inbound direction while Tables 6.4-6.6 are models for the outbound direction. The
following sections discusses the calibration results in more detail.
I. MODELS FOR INBOUND DIRECTION
The common characteristic of inbound routes is that most rides are from places
of residence and transit service is planned to facilitate trips from home to work. The
characteristics of the residents and residential land use patterns are important factors
that influence boarding rides.
The coefficients in the individual equation represent the initial impact of variable
changes upon the dependent variables. But the total impact must take the other
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equations into consideration. For example, to find out the total impact of level of
service on the ridership, it not only needs to consider the coefficient of service variable
in the demand equation, it must also consider the feedback effects from the supply
equation and the equation for competing routes. Furthermore, to measure the total
impact of exogenous variables upon three endogenous variables, the coefficients must
be calculated from the reduced form equations. The initial impact, represented by the
coefficients in the demand equations, is analyzed first in this section. The total impact
will be discussed in the Section III of this chapter.
Demand Equations
The most important independent variables that affect inbound ridership are level
of service, population, income, large park-and-ride lot capacity provided by Tri-Met,
and fare zone dummy variables. Ridership on complementary routes and competing
routes, and route typology dummy variables are less important. High school student
enrollment, small park-and-ride lots provided by participated churches, are not
significant in all time periods and are dropped from the final models in both inbound
and outbound directions.
The level of service (LOS), represented by total seats provided at each time
period, is highly significant in all time periods. The coefficients of LOSiz (Table 6.1)
show that the transit service increase generates the highest initial boarding rides during
the morning peak and mid-day periods. One hundred more seats can generate about 29
more rides in the morning peak hours and 31 rides in the mid-day period from each
TABLE 6.1 Demand Equations for Inbound Direction
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Independent Variables AM Peak Mid-day PM Peak Evening Night
Total Seat Supply 0.289*** 0.312--· 0.220--- 0.185--- 0.223---
(LOSJ (7.892) (11.09) (9.351) (8.569) (6.457)
Population (POPJ 0.0134--- 0.017--- 0.0049--- 0.0025--- 0.0062---
(4.687) (3.704) (2.960) (2.677) (2.489)
Household with income 0.015 0.051--· 0.018--· 0.0087--- 0.012
less than $25,000 (1.211) (2.765) (2.504) (2.197) (1.094)
(lNCLS25Bjz)
Tri-Met Park-and-ride 0.516--- 0.403--- 0.455--·
lot capacity (PARKTRI;z) (9.627) (5.173) (10.93)
Total alighting from 0.189*** 0.106 0.105 0.171--- 0.090
complementary routes (2.00) (1.45) (1.362) (2.021) (0.666)
(EALIGHTitJ
Total Rides on -0.197--- -0.042 -0.053 -0.146 -0.0107
competing routes (-2.416) (-0.996) (-0.898) (-1.477) (-0.750)
(E RjJ *OVPOPPCij•
Crosstown route dummy -1.355 -88.969 -22.39-· -83.16---
(CROSTWND j) (-0.034) (-1.529) (-1.863) (-2.33)
Feeder route dummy -66.34·- -92.24 -45.27--- -33.84--- -37.812
(FEEDERD j) (-1.844) (-1.561) (-2.262) (-2.824) (-1.047)
Fare zone 1 dummy 120.51--- 64.40--- 44.273--- 22.095--- 47.276---
(4.612) (4.385) (3.144) (3.02) (2.04)
fare zone 2 dummy 146.00--- 170.89--- 34.268--- 27.154"- 68.77***
(4.85) (3.748) (1.979) (3.004) (2.561)
fare zone 3 dummy -2.821 17.519 11.274 13.095 24.867
(-0.08) (0.336) (0.568) (1.342) (0.865)
Constant -188.79 -409.14 -105.61 -65.709 -126.65
(-6.41)'" (-8.95)--- (-5.76)-·- (-6.95)'" (-5.03)-·-
R2 o 7~ o 7~ ON! o ~o o 7.::1.
Mean of Deoendent 129.96 225.86 72.88 31.61 97.41
N 1~~ 17, 17~ 171 1~,,)
Numbers In Parentheses are calculate< t statistiCS.
*** Significant at the five percent level;
** Significant at the ten percent level.
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fare zone. While the same amount of service generates less ridership in other time
periods. An 100 seats produces about 22 rides in the afternoon peak and night period,
19 rides in the evening. It should be noted that these ridership generating rates are for
each fare zone, the total ridership for the whole line should be the summation of
ridership in every fare zone the bus route goes through.
Population in the transit service area is significant in all time periods. It
indicates that the number of persons in the service area determines inbound demand,
and that most inbound riders board transit from places of residence. The coefficients
of the population at different time periods cannot be directly compared, since the
service hours for different time periods are different. To make them comparable, these
coefficients have to be transformed into hourly basis, Le., the coefficients for each time
period need to be divided by the number of hours of service.
The transformed hourly coefficients are shown in Table 6.1a. The coefficients
for the population on the hourly basis are the largest in the morning peak period, and
decrease as the time approaches the evening period (Table 6.1a). An 1000 more
persons can generate 6.5 more boarding rides per hour in the morning peak hours, 2.4
rides per hour in the mid-day and afternoon peak periods, 1.25 rides per hour in the
evening period, and 1.55 rides per hour at night. This is the inbound model, the trip
generating rate for afternoon peak period is lower than the morning peak. One should
be cautious to use the hourly coefficients in the night period, because different routes
have different hours of operation during that time period. An average of four hours is
used here to calculate the hourly coefficients for the night time period. Because the
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night period includes early morning trips, the trip generating rate is higher at night than
in the evening.
TABLE 6.1a Coefficients for Population in Inbound Demand Models
AM Peak Mid-day PM Peak Evening Night
Coefficients for 0.0134 0.017 0.0049 0.0025 0.0062
Total Population
Hourly Coefficients 0.0067 0.0024 0.00245 0.00125 0.00155
of Population
The income variable, represented by the number of households with income less
than $25,000, is highly significant in the mid-day, afternoon peak and evening period,
but not significant in the morning peak and night period. This indicates that the peak
commuting riders are more choice riders, while off-peak riders are more likely to be
captive riders with low income. Transit riders at night are a combination of late
evening and early morning riders, late evening riders are more transit dependent while
early morning riders are morning commuter riders, the mixture of these two kinds of
riders may be the cause of not being statistically significant.
Park-and-ride lots are divided into two categories: large park-and-ride lots
provided by Tri-Met (PARKTRI) and small park-and-ride lots shared with participated
churches. These two kinds of park-and-ride lots have different usage rates: Tri-Met lots
are heavily used while the church lots are used less intensively, but the data for parking
lot usage are not available. The lack of usage data creates the need to stratify the park-
and-ride lots. The model results show that Tri-Met park-and-ride lots are significant
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while the church lots are not significant in explaining variations of transit ridership.
The church lots are not included in the final model.
Alightings from the complementary routes contribute positively to the ridership
on the routes of interest, indicating there are some transfers between complementary
routes and routes of interest. The coefficients of the ridership on competing routes is
negative, showing the more ridership on the competing routes, the less ridership on the
route of interest. Both variables have the expected sign and are significant in the
morning peak period, but are not highly significant in other time periods.
Transit demand is significantly different for different fare zones after
controlling for other variables. Fare zone 2 has the most ridership, fare zone 1 comes
the second, while fare zone 3 has the least. This is consistent with what is expected.
People living in fare zones 1 and 2 are closer to the major employment center
(downtown), and are relatively well served. Furthermore, by self-selection residents
who chose to live in these inner cities are more pro-transit than those who live in the
suburbs. All these factors contribute to significantly more transit ridership in fare zones
1 and 2 than in fare zone 3. Since these are models for inbound routes, and most riders
travel to downtown Portland, the number of boarding rides in the fareless square (fare
zone 0) is significantly less than in fare zones 1 and 2.
Most Tri-Met park-and-ride lots are located in fare zone 3. After controlling for
parking lot capacity and other variables, the coefficient of the fare zone 3 dummy is
negative for the morning peak and mid-day periods, the two periods that have parking
lot variables. Coefficients of fare zone 3 in other time periods, without considering
119
park-and-ride lots, are positive but are still less than those of fare zones 1 and 2.
Transit ridership is less on crosstown and feeder bus routes after controlling for
other variables. Other radial route types (city radial, suburban radial, regional trunk,
etc.) were also tested as dummy variables, but were found to be not significant. They
are grouped into one category -- radial routes and are treated as a base.
The goodness of fit for demand equations is satisfactory. The R2 at different
time periods ranges from 0.60 to 0.75, with the highest in the morning peak period,
and the lowest in the evening period.
Supply Equations
Transit supply is affected by four important variables at the route level:
ridership in the previous planning year, ridership at the current planning period, total
population in the transit service area, and employment density.
Ridership in the previous planning year (1989) is highly significant in explaining
transit service supply across all time periods. Ridership in 1989 is the total ridership
for the entire route by different time periods, because it is not available at the fare zone
level. Based on the ridership in 1989 alone, the most inbound service is provided in the
morning peak and evening period, and the least in the midday and afternoon peak
period. One hundred rides in 1989 at a whole route are provided about 50 seats at each
zone in the morning peak and evening periods (Table 6.2), and about 31, 29 and 46
seats in the mid-day, afternoon peak and night period.
Current ridership at each fare zone is highly significant in explaining inbound
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service supply in the morning peak, mid-day and afternoon peak period. It is not
significant in the evening and night periods (Table 6.2). This indicates that the service
supply in the peak hours and mid-day period is responsive to current demand, while
service supply in the evening and night periods is based on the policy headways and
is not responsive to the current ridership. The bigger coefficients in the afternoon peak
and evening period represent service supply in those time periods in the inbound
direction is mainly returning buses after taking worker home, inbound ridership at these
two time periods is smaller than in the morning peak and mid-day periods.
Taking both ridership in 1989 and current ridership into account, it can be
shown that for the same amount of transit ridership, different levels of service is
provided in different time periods. More service per ride is provided in the mid-day,
afternoon peak and evening period than in the morning peak periods in the inbound
direction. This shows the effect of the policy headway in the off-peak periods and
returning trips in the afternoon peak period.
Inbound transit service supply is also driven by the employment density.
Employment density is significant in all time periods. The coefficients among different
time periods can not be directly compared with each other because of the variations of
service hours in different time periods. After being transformed into the hourly basis,
coefficients of the employment density become 0.17, 0.08, 0.13 and 0.08 in the
morning peak, mid-day, afternoon peak and evening period, respectively. In other
words, one hundred employees per acre are provided 17 seats per hour in the morning
peak period and 8 seats per hour in the mid-day and evening period, while 13 seats per
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hour are provided in the afternoon peak period. It should be noted, however, the
employment is a total daily number. Employment by different time period of a day is
not available.
TABLE 6.2 Supply Equations for Inbound Direction
Dependent Variable = Total Seats (LOSJ
Independent Variables AM Peak Mid-day PM Peak Evening Night
Ridership at Current 0.162**· 0.493*** 0.619**· 0.688 0.167
Planning Period (RJ (2.059) (2.472) (2.004) (1.56) (0.869)
Ridership in 1989 0.505*·· 0.311··* 0.286*** 0.491·** 0.464**·
(R89 j) (18.95) (9.509) (10.00) (7.933) (10.22)
Population (POPjz) -0.0047·*· -0.022··· -0.0072'" -0.0048'" -0.0017
(-2.982) (-3.755) (-2.889) (-2.547) (-0.358)
Employment Density 0.344**· 0.584*** 0.259**· 0.161*·
(EMPDENjz) (3.105) (2.082) (2.42) (1.916)
Crosstown Dummy -127.37·*· 29.802 37.668'" -35.266
(CROSTWND;) (-4.763) (0.378) (1.984) (-0.598)
Feeder Route Dummy 93.736*** 173.35**· 71.566*** 52.039'" -13.867
(FEEDERD j) (3.518) (2.173) (2.481) (2.436) (-0.218)
Constant 131.52··· 470.55*** 169.59'" 143.20'" 162.8**·
(7.959) (8.584) (8.586) (9.651) (4.606)
R2 0.88 0.77 0.83 0.81 0.62
Mean of Dependent 367.24 885.95 332.37 241.29 444.71
Variable
"lumbers In Parentheses are calculated t statlstics.
*** Significant at the five percent level;
** Significant at the ten percent level.
It is interesting to note that coefficients for popUlation are consistently negative
across all time periods and statistically significant. This can be mostly explained by the
fact that Tri-Met is under great political pressure to provide service to a broader area.
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The broad area coverage cause transit service to extend to low density suburban areas.
Those areas have less population inside the transit service areas, but the transit service
is no less than in the urban areas because of the policy to run all buses the entire length
of a route. Therefore, by controlling for the ridership, there exists a negative
relationship between population and service supply.
The route typology also contributes to the transit service supply. The
coefficients for feeder bus routes are significant and positive, that indicates that after
controlling for ridership and other variables, feeder bus routes have more service than
the radial routes. This implies that service is over-supplied for feeder bus routes. The
coefficient for the crosstown route dummy variable is negative in the morning peak and
night periods and positive in other time periods, indicating the crosstown routes are
under-supplied in the morning peak period and over-supplied in other time periods after
controlling for ridership and other variables.
The overall goodness of fit of the supply equations is better than the demand
equations. The R2s are above 0.77 for the morning, midday, afternoon and evening
periods, ranges from 0.88 in the morning to 0.77 in the mid-day. But the R2 is lower
for the night model, it is only 0.62.
Equations for Competing Routes
The equations for competing routes are used to describe how the ridership on
competing routes responds to service changes on the routes of interest. Three variables
are included to explain the variations of the ridership on the competing routes: service
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frequency on competing routes, the product of the level of service (seats) on the route
of interest and the percentage of population in the overlap areas between the route of
interest and its competing routes, the number of population in the overlap areas, and
the total population on the competing routes (Table 6.3).
The frequency on competing routes is the total number of buses per hour on the
competing routes. It is positive and highly significant in all time periods. The major
reason for using total frequency is that more frequent service reduces average waiting
time. It is the transit frequency that affect riders' choice of choosing one route over the
other if the vehicle is not over-crowded, which is usually the case on most transit
routes in most of time periods.
The coefficients of the service supply on the route of interest are negative. If
more service is supplied on the route of interest, it may attract some riders from its
competing routes, which cause less ridership on the competing routes. The coefficients
are adjusted by the strength of the relationship between two competing routes, which
is represented by the percentage of population in the overlap areas. The stronger the
relationship (the larger value of population percentage in the overlap area) between two
competing routes, the larger impact (or the larger absolute value of the coefficients) of
the service of the SUbject routes on the competing routes.
As is expected, the coefficients of population on the competing routes are
positive, while the coefficients of population on the overlap areas are negative, both
variables are highly significant across all time periods. The variable of population on
the competing routes takes into account the double counting of population served by
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more than one transit route. The negative sign of the coefficients shows this double
counting effect. It indicates that the larger population in the overlap area the smaller
the ridership on the competing routes, because a large overlap area offers more
residents a choice among competing routes.
The R2 for the equations of competing routes ranges from 0.61 to 0.75. Given
only four variables, the goodness of fit is quite good. In addition, this equation is used
to assist estimating ridership on the route of interest and the net effect of service
changes. A small R2 is not a big concern.
TABLE 6.3 Equations for Competing Routes for Inbound Direction
Dependent Variable = Total Ridership on Competing Routes (RjJ
Independent Variables AM Peak Mid-day PM Peak Evening Night
Frequency on 8.692*** 43.157*** 9.965*** 4.945*** 11.299***
Competing Routes (3.034) (7.391) (6.929) (3.845) (2.315)
(FRQjz)
LOSjz * OVPOPPCijz -0.182 -0.098 -0.025 -0.038 0.075
(-1.272) (-1.068) (-0.599) (-0.344) (0.623)
Population in the -0.019*** -0.026*** -0.0066*** -0.0043*** -0.014***
Overlap Area (-7.918) (-7.695) (-6.87) (-6.076) (-9.998)
(OVPOPPCijJ
Population on the 0.0181*** 0.022*** 0.0060*** 0.0037*** 0.012***
Competing Routes (14.51) (11.78) (12.26) (9.739) (12.82)
(POPjz)
Constant 31.347 36.813 21.14 3.82 -1.523
(0.774) (0.639) (0.946) (0.275) (-0.057)
R2 0.65 0.67 0.66 0.61 0.75
'lumbers In Parentheses are calculated t statistics;
*** Significant at the five percent level;
** Significant at the ten percent level.
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II. MODELS FOR THE OUTBOUND DIRECTION
The common characteristics of outbound routes are that most transit riders are
from places of employment and transit service is provided to facilitate trips from work
places to home. The characteristics of employment and non-residential land use patterns
are important factors that influence boarding rides for the outbound direction.
Like the discussion of inbound models in Section I, this section only analyzes
the initial impact of variables from the individual equations, it does not take into
account the feedback effects from other equations.
Demand Equations
The major variables that affect transit demand in the outbound direction are
service quantity, employment density, population downstream, income, and alightings
from complementary routes. The model for the morning peak period has a different
structure from the other time periods, because in the morning peak period, outbound
transit trips are home-to-work. It is the characteristics of the place of residence that
affects boarding rides. Therefore, the employment density and population downstream,
two variables that affect boarding rides at the place of employment, cannot be used in
the outbound model for the morning peak period.
The level of service variable is positive and significant across all time periods.
The coefficients are the largest for the afternoon peak and mid-day periods, while the
evening, night and morning peak models have smaller coefficients (Table 6.4). One
hundred more seats can generate about 33, 27 and 23 initial rides in each fare zone in
TABLE 6.4 Demand Equations for Outbound Direction
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Dependent Variable = Boarding Riders (Ri)
Ind. Variables AM Peak Mid-day PM Peak Evening Night
Total seats supply 0.164··· 0.272··· 0.332"· 0.226··· 0.161···
(LOSjz) (7.908) (9.195) (6.376) (11.19) (7.981)
Employment Density 2.342··· 2.616··· 0.589··· 0.721···
(EMPDEN;z) (10.89) (11.97) (11.16) (9.734)
Population 0.0035··· 0.0052··· 0.00066··· 0.00055
Downstream (2.626) (5.471) (2.236) (1.185)
(POPDWN;z)
Population 0.00525·"
(POPBF;z) (3.812)
Households with 0.0056 0.061·" 0.0099··· 0.016·**
income less than (0.957) (6.599) (4.746) (4.925)
$25,000
(INCLS25Bjz)
Total alighting from 0.191··· 0.166··· 0.148··· 0.039 0.0664
complemc::ntary (2.673) (2.632) (3.276) (0.942) (0.988)
routes (E ALIGHTkz)
Total ridership on -0.016 -0.041·" -0.135··· -0.079··· -0.0409··
competing routes (-0.503) (-2.468) (-5.81) (-3.819) (-1.83)
(E Rjz)* OVPOPPCijz
Crosstown Dummy 76.067 167.29··· 20.485 56.539···
(CROSTWND) (1.317) (3.513) (1.618) (2.983)
Feeder Dummy -47.597"· 0.863 -21.035 5.061 15.558
(FEEDERD) (-2.344) (0.014) (-0.447) (0.356) (0.653)
Fareless Zone 71.728···
Dummy (ZONE 0) (4.172)
Constant -78.534··· -339.16··· -174.8··· -72.37··· -94.02···
(-6.422) (-9.025) (-6.375) (-8.653) (-7.358)
R2 0.53 0.75 0.65 0.70 0.69
Mean of Dep. Var. 61.55 237.67 139.08 45.598 66.389
N 166 168 184 174 149
'lumbers In Parentheses are calculatea t statistics;
*** Significant at the five percent level;
** Significant at the ten percent level.
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the afternoon peak, mid-day, and evening period, respectively, but only about 16 rides in the
night and morning peak periods. This is generally what is expected. Outbound rides are
concentrated in the afternoon peak period, and are small in the morning peak and night periods.
Places of employment are major sources of boarding riders in the outbound direction.
Employment density is the most important factor that determines the transit ridership. It is the
most highly significant variable in the outbound models. It generates the highest ridership in
the afternoon peak period and the second highest in the mid-day period. It generates less
ridership in the evening and night periods.
Population downstream is another major factor that determines boarding rides for
outbound direction. Population downstream is the total population in downstream fare zones.
For example, population downstream in the fare zone 0 is the total population in zones 0, 1,
2 and 3; while population downstream in the fare zone 2 is total population in zones 2 and 3.
1000 population downstream can generate 5 rides in the afternoon peak period, about 4 rides
in the mid-day period, and 0.66 and 0.55 rides in the evening and night periods. This variable
is highly significant in the afternoon peak, mid-day and evening periods, but not statistically
significant in the night period.
Population rather than population downstream is used in the morning peak period,
because most morning trips are home-to-work trips, it is the population rather than population
downstream that determines the boarding rides in a fare zone. The total population is significant
in explaining variations of boarding rides in the morning peak period.
Income factor is also significant in the mid-day, evening and night periods. The reason
of including household with income less than $25,000 in this three time periods is that not all
outbound trips are work-to-home trips. There may be some other trips that made by rides from
places of residence. Income factor is not significant in the morning peak period and not
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included in the afternoon peak model, this is because the peak transit commuters are mostly
choice riders, and income is not an important determinant for choice riders' mode choice (Tri-
Met, 1993).
The ridership on complementary and competing routes are more significant than that
in inbound models. The reason of this difference is not clear. Coefficients of alighting from
complementary routes are positive across all time periods and significant in the morning peak,
mid-day and afternoon peak periods. The coefficients show that the average 19 percent of
ridership transfer from complementary routes to the route of interest in the morning and
afternoon peak period, and about 17 percent riders transferring in the mid-day periods. There
are fewer transfers in the evening and night periods.
Ridership on the competing routes negatively contribute to the ridership on the route
of interest. Coefficients of this variable have the expected sign in all time periods and highly
significant in the mid-day, afternoon peak and evening time periods.
The fare zone dummy variable is only used in the morning peak period. It is positive
and significant for the fareless zone. The significant fareless zone dummy indicates there are
some transfers in the downtown area. This model did not use alightings from inbound routes
as an input for the outbound ridership, because downtown is the destination of many inbound
riders, including alighting in downtown from all inbound routes as an input to explain boarding
rides on outbound routes will introduce noise. But there does exist some transfers in the
downtown area for outbound routes, the fare zone dummy variable captures these transferring
activities in the morning peak hours. But the fareless zone dummy is not used in other time
periods. The high employment density in the downtown area would otherwise confound the
fareless zone dummy variable.
The route typology dummy variables show there exists some ridership difference
129
between different route types after controlling for other variables. In general, crosstown routes
have significantly high ridership than the radial routes in the night period, and feeder routes
have significant less ridership than the radial routes in the morning peak period, but they have
no significant difference in other time periods. Caution is needed to interpret these results,
because other variables are different, the coefficients of route dummy variables are the effects
after controlling for other variables. Radial routes serve into downtown, the large employment
density in downtown area can explain a large part of the variations of transit ridership on radial
routes. Crosstown routes do not serve into downtown, the smaller employment density along
their service area can explain less variations of their ridership, the remaining variations are
captured in the crosstown dummy variable. Therefore, the coefficient for crosstown dummy
variable is positive, even though the crosstown routes may have the similar ridership as radial
routes. Similarly, the difference of employment density between radial routes and feeder routes
also reduce the effects of feeder route dummy variable. Even though the difference between
observed ridership on radial routes and feeder routes are large, after controlling for other
variable, the route type effect becomes small.
The goodness of fit is similar to the demand equations for the inbound direction. The
R2s are over 0.65 for the mid-day, afternoon peak, evening, and night, ranges from 0.65 for
the afternoon peak model, to 0.75 for the mid-day model. The R2 is smaller for the morning
peak period, it is only 0.53.
Supply Equations
Service supply for outbound direction is mainly determined by the ridership in 1989,
current ridership, population and route typology. The ridership in 1989 is the most significant
variable across all time periods. The coefficients range from 0.365 in the mid-day period to
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0.709 in the evening period. Based on the ridership in 1989 alone, service quantity for the
outbound direction is provided the most in the evening period, and the least in the mid-day
period. One hundred rides in 1989 at a whole route are provided about 71,47 and 46 seats at
each zone in the evening, morning peak and night periods (Table 6.5), and about 37 and 37
seats in the afternoon peak and mid-day periods.
TABLE 6.5 Supply Equations for Outbound Direction
Dependent Variable = Total Seats (LOS iz)
Independent Variables AM Peak Mid-day PM Peak Evening Night
Ridership at Current 0.528··· 0.106 0.172··· -0.062 0.231
Planning Period (RJ (2.176) (1.07) (5.139) (-0.456) (0.821)
Ridership in 1989 0.464··· 0.365··· 0.376··· 0.709··· 0.474···
(R89 j) (16.8) (16.89) (28.56) (19.09) (10.50)
Population (POPJ -0.0067·** -0.0082*** -0.0011 0.00053 0.0033
(-3.793) (-2.842) (-1.504) (0.666) (1.397)
Crosstown Route -52.099 -91.39*** -21.563 -59.141
Dummy (-0.702) (-3.715) (-1.331) (-0.977)
(CROSTWND j)
Feeder Route Dummy 130.09*** 43.286 9.932 22.044 26.274
(FEEDERD i) (3.826) (0.619) (0.455) (1.082) (0.414)
Constant 123.37*** 403.27*·* 138.39*** 116.3*** 120.3*··
(6.56) (10.57) (12.27) (11.37) (3.688)
R2 0.81 0.80 0.90 0.84 0.63
Mean of Dependent 336.99 894.25 353.07 267.75 437.93
Variable
Numbers In Parentheses are calculated t StatIStICS;
*** Significant at the five percent level;
** Significant at the ten percent level.
Current ridership at each fare zone is highly significant in explaining service
supply in the morning peak and afternoon peak period. It is not significant in the mid-
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day, evening and night periods (Table 6.5). It indicates that service supply is more
responsive to current demand in the peak hours, and less responsive to current demand
in the off-peak period. It is consistent with the Tri-Met's service standard that during
the peak hours, service is planned based on the demand, while service in the off-peak
period is scheduled based on the policy headway (Tri-Met, 1989).
Like the inbound supply models, the coefficients for population are consistently
negative in the morning peak, mid-day and afternoon peak periods and statistically
significant in the morning peak, mid-day periods. They are not significant in the
afternoon peak, evening and night periods. This may be explained by the same way as
in the inbound models. That is, due to the service expansion to low-density areas, the
population inside the service areas is small but the service is no less because of the
policy to run all buses the entire length of a route. So the service supply is negatively
correlated with population after controlling for ridership. Unlike the inbound model the
employment density is not included in the outbound models because it is highly
correlated with the current ridership.
The positive coefficients of the feeder route dummy variable indicate the feeder
routes are generally over-supplied after controlling for the ridership. But the feeder
route is only significant for the morning peak hours. The negative coefficients for the
crosstown route dummy variable indicate the crosstown routes are under-supplied after
controlling for ridership and other variables, especially in the afternoon peak hours.
The overall goodness of fit of supply equations is quite good given only so few
variables. The R2s are 0.81, 0.80, 0.90 and 0.84 for the morning, midday, afternoon
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and evening periods. Like the inbound supply equation the R2 is low for the night
model, it is 0.63.
Equations for Competing Routes
Four variables are included to explain the variations of the ridership on
competing routes: transit frequency in all competing routes, level of service on the
route of interest, the percentage of population in the overlap areas between the route
of interest and its competing routes, and the fareless zone dummy variable. These
variables have the expected sign (Table 6.6). More frequent service on the competing
routes generates more ridership on those routes. But higher level of service on the
subject routes will draw rides away from its competing routes and result in less
ridership on its competing routes. Furthermore, the more population in the overlap area
will increase the competing effects.
The fareless zone dummy variable is used as an independent variable in this
equation because more than half of outbound riders board transit in the fareless zone
(See Table 4.4 in Chapter 4), and most competing activities occur in this fareless zone.
The large positive and significant coefficients of the fareless zone dummy variable
reinforce this observation.
The R2s for the equations for competing routes are between 0.71 and 0.82. They
are better than the inbound models, because most competing activities occur in the
fareless zone, adding a fareless zone dummy variable explains a large variance of the
ridership for competing routes.
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TABLE 6.6 Equations for Competing Routes for Outbound Direction
Dependent Variable = Total Ridership on Competing Routes (~J
Independent Variables AM Peak Mid-day PM Peak Evening Night
Frequency on 17.674*** 83.513*** 27.658*** 16.247*** 36.974***
Competing Routes (5.86) (16.21) (9.102) (12.00) (14.22)
(FRQjz)
Seats Supplied on the -0.102 -0.030 -0.396 -0.0032 -0.212"
Route of Interest (-0.848) (-0.154) (-1.574) (-0.021) (-1.862)
(LOS;z) *OVPOPPCijZ
Percentage of -35.492 -366.79** -220.34 -81.468 -26.305
Population in the (-0.656) (-1.665) (-1.508) (-1.632) (-0.407)
Overlap A..~a
(OVPOPPCijJ
Fareless Zone Dummy 260.09*** 1429.1*** 1398.2·" 334.54··* 387.29***
(8.62) (12.98) (15.64) (12.29) (9.451)
Constant -51.15"* -163.37··* -72.213 -47.58·** -88.747*"
(-2.7) (-2.367) (-1.236) (-2.673) (-3.956)
R2 0.77 0.82 0.71 0.71 0.77
Mean of Dependent 223.17 891.15 539.74 166.11 2224.39
Variable
'lumbers In Parentheses are calculated t statIstics.
*** Significant at the five percent level;
** Significant at the ten percent level.
III. THE COMPARISON BETWEEN A SINGLE-EQUATION MODEL AND A
SIMULTANEOUS-EQUATIONS MODEL
The major difference between a single-equation and a simultaneous-equations
model is that the single-equation model does not consider cross-equation interactions,
there is only one-way relationship between dependent and independent variables and no
feedback effects between them. While in a system of simultaneous equations, all the
endogenous variables are determined simultaneously. A change in any endogenous
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variable will affect all other endogenous variables and itself. For example, considering
a relationship between transit ridership and level of service, in a single-equation model,
ridership is detennined by the level of services. A change of level of service will cause
changes on ridership, but the subsequent changes of ridership will have no further
impact on the level of service. A simultaneous-equations model considers the transit
ridership and the level of service simultaneously. A service change will affect ridership,
the subsequent ridership changes will also affect service, the service change will further
affect ridership, and so on. This iteration process is shown in Figure 6.1. The iteration
process will not stop until it converges, Le., until both endogenous variables reach an
equilibrium point and there are no further changes in either ridership or service.
For example, assume there is one unit of level of service (one seat) increase on
a route i. This route has a competing route which are 100 percent overlaid with a
competing route. Using the coefficients from the morning peak inbound model, the
iteration process is shown in Table 6.7.
In the first iteration, a seat increase on the route i increase 0.289 rides on the
route i, but it also decrease 0.182 rides on the competing route j. This ridership
decrease on route j will increase 0.0359 (=(-0.182)*(-0.197» rides on the route L So
the ridership on the route i is 0.3249 (0.0359+0.289). The ridership increase on route
i will increase service supply by 0.0526 seats, and the increased service supply will
further increase ridership on the route i and decrease ridership on route j, and so on.
Table 6.7 shows that after five iterations, the simultaneous equations converge. So the
final ridership impact of one unit of service increase on route i will increase 0.3432
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rides on the route i and decrease 0.1923 rides on the competing route j, and the net
effect is 0.1509 rides.
TABLE 6.7 Iterative Process of Estimating Ridership Impacts of One Unit of
Service Change
Iterations Ridership Changes Ridership Changes on Neat Ridership
on the Route of the Competing Routes Changes (Rj + ~)
Interest (R j) (Rj )
1 0.3249 -0.1822 0.1429
2 0.3421 -0.1918 0.1504
3 0.3431 -0.1923 0.1508
4 0.3432 -0.1923 0.1509
5 0.3432 -0.1923 0.1509
This final
ridership impact is the
total impact of service
change, which is
different from the
initial impact (the
coefficient in the
equations). For the
morning peak inbound
model, the initial
+0.289
+0.162
OVPOPPCijZ
Figure 6.1 Estimated Simultaneous Effects of Endogenous
ridership impact of one Variables.
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unit service change is 0.289, but the total impact is 0.3432. This difference reflects the
cross-equation interactions in the simultaneous equation model. This is one of the major
differences between a single-equation and a simultaneous-equation model.
The second major difference between the single-equation and a simultaneous-
equation model is that in a single-equation model, the dependent variable is only
determined by variables in that equation. But in a simultaneous-equations model, a
change of exogenous variables of one equation will have impacts on the endogenous
(dependent) variables in other equations too, even though this variable is not included
in that equation. For example, the employment density is only included in the supply
equation in the inbound models (Figure 6.2), so a change of employment density will
first affect the service supply (LOSJ. The change of service supply will affect the
ridership on the route of interest (RiJ in the demand equation, it will also affect
ridership on the competing routes (RjJ through the equation for competing routes. The
ridership changes on competing routes will further affect ridership on the route of
interest (RiJ, and the ridership change on the route of interest will in tum affect the
service in the supply equation. Therefore, the change of employment can affect all
three endogenous variables: service supply, ridership on the route of interest and
ridership on competing routes through cross-equation relationship, although the
employment variable is only included in the supply equation.
This iterative process of endogenous variable changes across equations
corresponding to an exogenous variable change can be illustrated by a concept of an
impact multiplier (Greene, 1993). An impact multiplier is the effect of any exogenous
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variable changes upon all endogenous variables at the current time period. It shows
how the initial changes in an exogenous variable impact all the endogenous variables
in the whole system.
The third major difference between a single-equation and a simultaneous-
equation model is that the concept of the net effect of service changes. According to
a single-equation model, a service improvement on a route will increase ridership on
that route. These ridership increase is assumed as the net effect of that service change.
Ridership on other routes are assumed as constant. While in a simultaneous-equation
model, a service change on one route is assumed to have impacts on both the subject
Employment
Density
+0.344
+0.289
+0.162
OVPOPPC ijz
Figure 6.2 The Impacts of Employment changes upon Endogenous Variables
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route with service changes and its competing routes, and the net effect of the service
changes is the sum of ridership changes on the subject route and its competing routes.
The net effect is also related with how strong the competing routes relate to the
subject route. That is the net effect is related with the population percentage in the
overlap area. The more overlap, the more competing effects and the less the net
effects. This can be illustrated by an example.
An example using the results from the morning peak inbound model is shown
in Table 6.8. It assumes that there is an additional 100 seats increase on a route i, the
total ridership impact on the route i and its competing routes j, and the net ridership
impact are calculated in Table 6.8.
TABLE 6.8 Net Effects of Service Changes of Additional One Hundred Seats on an
Inbound Route in the Morning Peak Period
Percentage of Ridership Changes Ridership Changes Net Ridership
Population in on the Route of on Competing Changes
Overlap Area (%) Interest (RJ Routes (RjJ (Riz +RjJ
100 34.32 -19.23 15.09
80 32.88 -15.35 17.53
60 31.77 -11.49 20.28
50 31.33 -9.57 21.76
30 30.70 -5.74 24.96
10 30.38 -1.91 28.47
0 30.34 0.00 30.34
The results from Table 6.8 shows that the stronger the relationship of two
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routes, the smaller the net ridership effect corresponding to a service change. As the
percentage of population in the overlap area decrease, the ridership decrease on the
competing routes diminishes, but the net effect increases. If the two routes totally
overlap, an 100 seat increase on the route i will increase about 34 rides, but it will
reduce about 19 rides, so the net effect is about 15 more rides. If the two routes 50
percent overlap, an 100 seat increase on the route i will increase about 31 rides on that
route, and it will also decrease about 10 rides on the competing routes, so the net effect
is about 21 more rides.
In contrast, according to the results of a single-equation model, an 100 seat
increase will generate about 26 more rides. This increased rides are assumed to be new
rides and are net effects of the service changes, regardless of the relationship with other
routes. Comparing the results of a single-equation and a simultaneous-equation model,
the single-equation model under-estimate the ridership responses on the route with
service changes and over-estimate the net effects, if the route has competing routes and
the overlap population is over 20 percent.
From the analysis above, it is possible to differentiate between the synergistic
effect and competing effect corresponding to service changes on one of the routes. The
synergistic effect is represented by the net effects, while the competing effect is
represented by the ridership reduction on the competing routes. Both competing and
synergistic effects are related with the percentage of population in the overlap area. For
the example shown, the synergistic effect of one hundred seats increase is 10 rides
while the competing effect is 19 rides if two routes operate on the same road. The
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synergistic effect is smaller than the competing effect, indicating that the major
ridership response to service changes is from current riders shifting among routes
rather than new rides being generated. If two routes overlap 50 percent, the synergistic
effect (19 rides) is larger than the competing effect (about 10 rides).
IV. SUMMARY
Ten time-specific and direction-specific models has been developed in the morning
peak, mid-day, afternoon peak, evening and night time period, and for inbound and
outbound direction. The models show that the level of service provided significantly
contributes to transit ridership, and this finding is consistently across all time-periods
and both directions. In addition to the level of services, inbound demand is mostly
determined by the number of persons by places of residence, while outbound demand
is mostly determined by the employment density. Park-and-ride lots provided by Tri-
Met are also highly significant to explain variations of transit ridership in the morning
peak and mid-day time periods on inbound routes.
The model results indicate a significant spatial variation of transit ridership. For
the inbound direction, route segments in the urban areas (fare zones 1 and 2) have
larger boarding rides than in suburban areas (fare zone 3), after controlling for other
variables. For the outbound direction, transit ridership is concentrated in downtown
Portland area, and ridership in the fareless zone is significantly larger than any other
fare zone.
Service supply is mainly determined by the ridership in the previous planning
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years and current ridership. It indicates that service supply is affected by the observed
ridership at the time of planning. But the planners and schedulers are flexible of
adjusting the service level according to ridership fluctuations. Because transit service
needs to cover a broad area, service is extended to low density areas. Those low
density areas have low ridership and low population coverage inside a quarter mile
buffer area around a transit route, therefore, it has relatively higher service level on the
per person and per ridership bases.
A simultaneous-equation model has three major advantages over a single-
equation model. First of all, a simultaneous-equations model considers transit demand,
supply and inter-route relationship simultaneously. An initial service change will affect
ridership on the route with service changes and its competing routes, as well as the
level of service itself through a cross-equation relationship. The total impact of service
changes is not the same as the coefficients in the structural equations. While in a
single-equation model, the ridership impact of a service change is detennined by the
coefficients in that equation. And the ridership changes have no further impact on
service supply.
Next, in a simultaneous equation, a variable change in any equations will have
impacts on other endogenous variables through an iterative cross-equations effect or an
impact multiplier effect. While a variable change in a single-equation model can only
affect its dependent variable, there is no cross-equation effects.
Finally, a simultaneous-equation model can estimate the net effects of a service
change, while a single-equation model cannot. The model results show that the net
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effect of a service change is small if a route operate on the same road with other
competing routes. Most of the ridership increase on the route with service changes are
current rides shifting from other existing routes, the new rides generated by the service
increase are small.
CHAPTER 7
APPLICATIONS OF THE MODELS:
SYSTEM LEVEL POLICIES AND ROUTE-LEVEL PLANNING
The model results can be implemented in many ways. They can be implemented
for analysis at the system level and simulation at the route and route segment level. At
the system level, the model can be used to assess service planning and land use
planning policies. The model can also be used for individual route analysis, such as
proposed future transit-intensive corridor analysis, and new route analysis. The models
are especially useful for route level "what-if" scenario analysis. This chapter will
discuss these potential implementation of the models at both the system and the route
level.
I. SYSTEM LEVEL
Although the models are developed for the route segment level, some of their
results can be applied at the system level. Because the cross-section models were
estimated on the average of all route segments, they can be applied as an average to
all transit routes systemwide. The model results imply two major applications at the
system level: transit service planning and land use planning.
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A. Transit Service Planning
The results from the route-segment models have important implications for
system level service planning. The results reveal that there is a significant spatial and
temporal differences of transit demand. These spatial and temporal variations of transit
demand imply service supplies needs to be spatially and temporally differentiated.
Temporal implications of service planning. The coefficients of level of
service in different time periods (Tables 6.1 and 6.4) shows that service supply in
different time periods will result in different ridership. Service increases in the peak
hours and mid-day period will result in more ridership than service increase in the
evening and night periods. However, the transit users in the evening and night periods
are more likely to be captive riders as indicated by the significant income variable in
those time periods. Therefore, there is a trade-off between planning more transit
service in the peak hours to increase service efficiency and planning more service in
the evening and night periods to serve the disadvantaged.
Spatial implications of service planning. The significant fare zone dummy
variables in the models indicate a strong spatial variation in transit demand. Urban
areas (fare zones 1 and 2) have larger transit uses than suburban areas (fare zone 3) for
the inbound direction (Tables 6.1 and 6.4). There are many reasons of these spatial
differences, such as distance to downtown employment center, employment destinations
and self-selection process as discussed in Chapter 6. An important implication of this
results to service planning is that transit service increases in different areas may result
in different ridership responses.
145
To estimate a segment-specific coefficients of level of service, interaction
variables of fare zone dummy with level of service can be substituted for the zone
dummy in the model. The model is then re-estimated. The estimation result for the
morning peak inbound model is shown in Table 7.1. It indicates that the service supply
in zone 2 has the largest ridership responses, followed by zone 3, while zone 0 and 1
have less responses. If transit service increases are used to increase coverage in fare
zone 3, the resulting ridership will be less than the same service increases in fare zone
2.
TABLE 7.1 Coefficients for Interaction Variables of Fare Zone Dummies with
LOSjz for Inbound Routes in the Morning Peak Period
Dependent Variable = Boarding Rides (RiJ
Interaction Variables LOSiz * LOSiz * LOSjz * LOSiz *
Zone 0 Zone 1 Zone 2 Zone 3
Coefficients 0.10119 0.28166 0.42598 0.3317
Implications of competing effects. Another important implementation of the
models for transit service planning at the system level is the competing effect.
Increasing service at the system level cause the redistribution of existing riders among
different transit routes, the net increase of transit ridership corresponding to service
increases will be small. This implies that the increase of new express route service on
the existing routes or adjacent to existing routes may cause shifting of riders from other
routes, only a small part of the ridership are new riders.
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B. Land Use Planning
There is a strong effort to link land use planning and transportation planning in
the Portland metropolitan area. The major objective is to constrain population growth
inside the Urban Growth Boundary (UGB), and increase population density along major
transit corridors. It is reasoned that the population density can support frequent transit
service, and more frequent service can attract more people to use transit.
The spatial variations of transit ridership can be used to assess the effect of
population growth. Population growth in the urban areas and suburban areas will have
significantly different impacts on transit uses as illustrated by the significant fare zone
dummy variables.
A more detailed model that interacts fare zone dummies with the population
variable reveals the different coefficients of population in different fare zones (Table
7.2). The coefficient of population in fare zone 2 is the largest, and is the least in fare
zone 3. For a same 1000 population increase, there will be a 16.5 ride increase in zone
1, 18.7 rides in zone 2 and only 5.8 rides in zone 3.
TABLE 7.2 Coefficients for Interaction Variable of Fare Zone Dummy with
Population for Inbound Routes in the Morning Peak Period
Dependent Variable = Boarding Rides (RJ
Variables Population * Population * Population *
Zone 1 Zone 2 Zone 3
Coefficients 0.0165 0.0187 0.0058
If large population growth in the future occurs mainly in the suburban areas
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(fare zone 3), the growing population will not have the same impact on transit uses as
in the urban areas. Therefore, the transit ridership will not be expected to increase as
the same pace as population growth for the system as a whole.
Furthermore, if the future population growth is mainly in suburban areas, there
may be a stronger political pressure of increasing transit services to serve suburban
residents. These models offer an important tool for transit policy makers and service
planners to analyze possible decision results, and to assist decision-making based on the
trade-offs of providing more fixed services to broader areas at the cost of less
efficiency of service, or to have more efficient transit service under stronger political
pressure. The model results imply the need to search for other non-traditional transit
services to serve suburban areas.
II. ROUTE LEVEL
The route level transit ridership estimation model is designed to serve as an
analysis tool for individual transit routes and route segments. They are especially useful
for "what-if" scenario analysis on existing routes and transit intensive corridors, and
for new route analysis as well.
A. Existing Route Analysis
Transit planners are interested in estimating ridership responses to service
changes, because service changes are the major area transit planners have some control.
The service changes include changing service frequency, extending or reducing hours
148
of service, expanding or shortening route length. These are some of the potential
implementation fields at the route level.
Changes of service frequency will change the total level of service supply as
represented by the total seats in the simultaneous-equation models. According to the
models the change of seats in the demand equation will first affect the ridership on that
route. At the same time, the seats change will also affect the ridership on the competing
routes, the ridership changes on the route of interest and its competing routes will in
tum affect the service supply. And further service changes will affect further ridership.
This interactive process need to be iterated several times before the final results of
ridership responses can be known. At the implementation stage of this study which will
be conducted in the Summer of 1994, a program will be developed to implement this
iterative process automatically.
For example, suppose the headway of one route changes from 20 minutes to 15
minutes in the morning peak periods, and assume the increased buses are standard
buses and have 44 seats per bus. The total seat changes can be calculated in the
following way:
l1LOSiz
SERVICE TIME.
= l1 IZ * SEATS PER BUS
HEADWAYiz
= (2*60 _ 2*60) * 44
15 20
= (8 - 6) * 44
= 88
(7.1)
This service change will generate different ridership on that route and different
net rides, depending on the relationship of this route with other competing routes. For
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example, if the route with service change overlap 50 percent with other routes,
according to Table 6.8, the increased 88 seats will increase about 28 (0.3133*88)
boarding rides on the subject route, they also decrease about 8 (-0.0957*88) boarding
rides on the competing routes. So the net effect of the headway changes from 20
minutes to 15 minutes is 20 (28-8) more boarding rides in each fare zone.
Extending or reducing hours of service is the most likely option of service
changes in the night period. Extending or reducing hours of service, like extending
service from 9:00 pm to 10:00 pm, or reducing service from 11 :00 pm to 9:00 pm, and
keeping the frequency unchanged, will affect the total seats supplied at the night period.
The total seat changes can be calculated in the Equation (7.2). The calculated total seat
changes will affect ridership through the iterative process discussed above.
.c.(SERVICE TIME. )
.c.LOSiz = IZ * SEATS PER BUSiz (7.2)HEADWAYiz
For example, if a route extending service from 9:00 pm to 11 :00 pm, with the
headway of 30 minutes, and the vehicle is a standard bus with 44 seats. The increased
the level of service is calculated as follows:
.c.LOS. = (2*60) * 44
IZ 30
= 176 (seats)
The increased service supply can be applied into the night model, and the
ridership response can then be calculated.
Expanding or shortening route length will affect total population, income, or
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park-and-Iot capacity, depending on the route configuration and the length of route
expanded or shortened. A GIS technique needs to be used to digitize and buffer the
expanded part of the route, and to allocate demographic data into the route buffer. The
changes of all these variables on the expanded or shortened part will affect the ridership
responses of the route, which can be calculated by applying the new values of those
variables into the model.
B. New Route Analysis
To apply the models to new routes, the new route needs to be digitized first. It
is then buffered by a quarter mile distance using GIS, and all socioeconomic and
demographic data such as population, employment, income, high school students
enrollment and park-and-ride lots are allocated into the buffered areas. GIS is also
needed to identify and analyze the relationship of this new route with other routes, and
to calculate the percentage of population in the overlap areas. The generated data will
then be applied to the model for estimation.
There is no data for ridership in the previous planning year for the new route
in the supply equation. Based on the planner's practice, the expected ridership of new
routes is based on a similar route, the previous year's ridership can be drawn from a
similar route or the average of similar routes.
Another way to overcome this data shortage is to ignore the supply equation and
to estimate the demand equation and the equation for competing routes only, assuming
the service will not change in the first experiment year. This assumption is not invalid
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according to the observation in Tri-Met service areas, where many new routes take an
average of about a year to build its stable passenger basis and service planning is not
based on the observed ridership at the first year.
However, caution is needed to apply the models to new transit routes. First of
all, it takes time for a new route to stabilize its ridership. It will over-predict the
ridership of a new route at the early stage of the route operation when the ridership is
not stabilized. The model results are applicable only when the ridership is stabilized.
Secondly, the models are calibrated based on the existing routes, where there
may be a self-selection process, i.e., people who currently use transit because there is
an existing transit service so they choose to live there. For a new route area, the self-
selection process may be the opposite, people choose to live in an area without transit
service because they do not care about using transit. Therefore, even these two areas
may have similar population, income and other demographic variables, these two
groups of population may be different in the attitude and real behavior toward transit
uses. Using the models calibrated on the existing routes to predict ridership on the new
route may result in over-estimation.
c. Transit-Intensive Corridor Analysis
There is planning in the Portland metropolitan area for transit intensive
corridors. These proposed corridors will be provided frequent service (about ten
minutes a bus in the peak hours) and filled with high density land uses. By increasing
level of service and land use density, the agency expects a high transit uses on these
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transit intensive corridors. The models can be used to estimate the ridership responses
on these proposed corridors by considering the service increase and population increase
simultaneously.
Several scenarios can be developed for these transit intensive corridors.
Ridership can be estimated assuming service changes only, land use density changes
only, or the combination of the two. For example, assuming headway is changed to 15
minutes, 10 minutes or five minutes, and the land use density does not change, what
is the ridership response? What if only the population density changes? And what if
both the level of service and residential density changes at different level?
Because the models are time and direction specific, to estimate the total daily
ridership, all ten models have to be estimated and aggregated into one day ridership.
For example, assume there is an 1000 person increase in each fare zone except
in zone 0 along the route 56, and ..he service is planned to increase by reducing
headway from 24 minutes of headway to 17 minutes. The current population density
and the percentage of population in the overlap area with other competing routes in
each fare zone are shown in Table 7.3. Transit planners are interested in the ridership
responses of these population and service changes.
First, assume only service changes and other variables are constant, the
ridership responses in each fare zone can be estimated using coefficients in Table 7.1
and taking into account of the population percentage in the overlap areas (OVPOPPC),
the ridership increase on route 56 (6RiJ and the net effects (6Net RiJ for the inbound
direction in the morning peak period are calculated in Table 7.3. The ridership increase
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on route 56 is the largest in zone 2, but the net ridership increase is the largest in zone
3, because there is essentially no competing effect in zone 3.
TABLE 7.3 Ridership Impacts of Headway Change From 24 min. to 17 min.
Zone POP. Density OVPOPPC (%) ALOSiz ARiz ANet Riz
0 11.43 1.00 88 8.80 0.00
1 4.99 0.99 88 25.88 10.73
2 5.81 0.78 88 40.79 28.48
3 3.04 0.02 88 31.04 30.80
line 106.51 70.01
Next, assume only land use density changes, and for convenience and
comparison, and assume population increase in zones 1, 2 and 3 is the same, 1000
more people, and no population change in zone O. All other variables are constant.
How many ridership will this population increase generate? To estimate ridership
changes, Table 7.2 is used to estimate the initial impact on ridership, but the total
ridership impact has to consider cross-equation effects. After several iterations the total
impact of 1000 population increase is shown in Table 7.4. A same number of
population increase can generate more than double the ridership in zones 1 and 2 than
in zone 3.
Finally, assume both the population and service increase at the same time, what
is the ridership responses? To estimate the total impact of both population changes and
service changes, simply sum up the ridership changes responding to respective
population changes and service changes. It is shown in Table 7.5.
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TABLE 7.4 Ridership Impacts of 1000 Person Increase on Line 56
Fare Zone .c.POPjz Current POP. New POP. .c.Rjz .c.Net Riz
Density Density
0 0 11.43 11.43 0 0
1 1000 4.99 7.62 17.30 16.83
2 1000 5.81 6.36 20.14 19.70
3 1000 3.04 4.31 6.14 6.14
line 3,000.00 43.58 42.67
TABLE 7.5 Ridership Impacts of Headway Change And Population Changes
Zone .c. POPiz New Population New .c.Riz .c.Net Riz
Density Headway
0 0 11.43 17 min 8.80 0.00
1 1000 7.62 17 min 43.18 27.56
2 1000 6.36 17 min 60.93 48.18
3 1000 4.31 17 min 37.18 36.94
line 3000 17 min 150.09 112.68
III. Application Process of Route-Level Patronage Estimate
The models can be used for route-level patronage estimate whenever any or all
of the variables is altered. There are five general steps required for the application of
the models in route-level patronage estimate.
Step 1. define the route and its service area;
Step 2. allocate socioeconomic and demographic data to the route's service area,
and calculate the value of each variable in each fare zone;
Step 3. define the level of service to be provided on the route for each fare zone;
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Step 4. identify complementary and competing routes, and estimate the
percentage of population in the overlap area with competing routes;
Step 5. estimate the patronage at the fare zone level and aggregate to the route
level.
A. Define the Route and Route Service Area
The first step in applying the models is to digitize the route configuration in a
machine-readable format map, define its service area, and segment the route with fare
zones. The route's service area is defined as a quarter mile around the route, it is a
half-mile-wide band.
GIS is a most efficient tool in this process. The TIGER line file or the Portland
Regional Land Information Systems (RLIS, designed by METRO) can be used as the
base map, the route configuration can be digitized based on the base map. The route
service area is then defined using the buffer function in Arc/Info. The route buffer is
segmented by overlaying it with the fare zone coverage.
B. Spatial Data Allocation
The second step is to allocate demographic and land use data to the route's
service area. The allocation method is discussed in Chapter 3. The census block is
recommended for population allocation if the block-level data are available. If the
block-level data are not available as in most years, the block group or census tract data
can be used. The allocation method based on land use types is a preferred choice,
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because the RLIS database is updated yearly. The land use categories can be derived
from RLIS database. The population and employment data are then allocated to route's
service area based on the proportion of residential and non-residential land areas inside
the route buffer.
Income data are allocated to the route service area from the census data at the
block group level, as discussed in Chapter 3. Some assumptions have to be made to
estimate income in years that no income data is available at the block group level, like
1991, 1992, 1994, etc. The first assumption could be that income does not change in
short time periods (within five years), the income data in 1990 census can also be
applied to later years from 1991 to 1995. The second assumption could be that the
income changes proportionally over the years. This means the percentage of households
with less than median income is constant. Under this two assumptions the income data
from 1990 need not to be adjusted. It should be noted, however, these two assumptions
simplified the income data but may not be valid in the fast growing area, where
household income has to be estimated using other methods.
Other data like park-and-ride lot capacity or usage, and high school student
enrollment, can be updated yearly, and can be easily allocated to the route's service
area, as discussed in Chapter 3.
c. Define the Level of Service
The level of service is defined as a combination of service time, headway and
number of seats per bus. Service time is the number of minutes in service in a time
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period, like morning peak, mid-day, or afternoon peak. Headway is the number of
minutes between two buses, and number of seats per bus is the total seat capacity in
a bus vehicle. Once these three variables are given, the total level of service can be
calculated using the formula shown in Equation 5.7.
D. Inter-Route Analysis
This step is to analyze the relationship of the route of interest with other routes,
both complementary routes and competing routes. The strength of the competing routes
is represented by the average percentage of population in the overlap area. The
alighting on the complementary routes are aggregated in a fare zone, and the boarding
rides on the competing routes are also aggregated in fare zones.
E. Ridership Estimation
The final step is to apply the generated data to the models in different time
periods and directions. Because the models are simultaneous models, the ridership
estimation is an iterative process. Several iterations is needed until the system is
converged, Le., until the ridership, level of service and ridership on competing routes
are in equilibrium. Ridership on a route is the summation of ridership on the fare
zones.
IV. SUMMARY
The models developed in this study can be implemented both at the system level
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and at the route or route segment level. Transit service planning and land use planning
policies can be analyzed at the system level. There are two important policy
implications. The first one is that the different spatial distributions of transit service and
population growth will have different impacts on transit uses. Service increase and
population growth in urban areas (fare zone 1 and 2) will have higher impact on transit
uses than in suburban areas. The second implication is that the transit service increase
will cause ridership redistribution among routes. The new ridership (or the net ridership
changes) will be small corresponding to transit service increases, if most of the route
overlap with other competing routes.
The models are especially useful for route-level what-if scenario analysis. They
are suitable for estimating ridership responses to service changes in different forms,
such as frequency changes, changes of hours of service, changes of route
configurations. They can be also used for new route analysis with some cautions. The
models are not only suitable for single variable changes but also appropriate for
multiple variable changes. They can be used to analyze proposed transit intensive
corridors, and estimate possible ridership responses corresponding to changes in the
level of service and land use density.
CHAPTERS
CONCLUSIONS AND
IMPLICATIONS FOR FUTURE RESEARCH
Transit managers are under increasing pressure to provide efficient and effective
transit services (Nickerson et ai, 1983). Therefore, it is vital for transit agencies to
have appropriate analytical tools to perform service-planning activities. Many
quantitative models have been developed in recent years, including the large Urban
Transportation Planning System models, cross-sectional, time-series regression models
and the combination ofcross-sectional and time-series models. Nevertheless, few transit
agencies rely solely on the mathematical models and more on subjective judgement
(Stopher and Mulhall, 1992). Slow adoption of these mathematical models may be due
to the complexity of the mathematical models, or that the models have not reached the
level of reliability and accuracy sufficient for the needs of transit planners.
This study has identified three major problems in the route-level transit
patronage estimate modeling: lack of data consistency, ignoring of the simultaneous
effects of transit demand and supply, and not taking account of interrelationships among
transit lines. These three problems have been the major causes of inaccuracy in route-
level demand models.
The major focus of this dissertation has been to address these three problems
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in developing a route-level transit patronage model. The data consistency issue has been
dealt with by utilizing GIS to allocate socioeconomic and demographic data to
individual route service areas -- a quarter mile distance around a transit line. The
results of data allocation show that various allocation methods would result in different
allocation accuracy. But even a simple allocation based solely on the area percentage
coverage would be an improvement of no allocation at all. An appropriate data
allocation could significantly reduce measurement errors, and increase the validity,
accuracy and consistency of spatial and attribute data in route-level demand modeling.
The empirical evidence indicates that simultaneity exists between transit demand
and supply, and there is a strong interrelationship among related routes in a transit
network. Transit demand is affected by the level of service supplied, while the service
supply is influenced by the past ridership and current demand changes. A service
change on a subject route not only affect the ridership on that route, it also affects the
ridership on its competing routes that share the same road or on closely parallel roads.
An important finding of the simultaneous-equations models is that a service
improvement will increase boarding rides on the subject route, but it may cause
boarding ride decrease on its competing routes, so the net effects of that service
increase is smaller than the boarding ride increase on the subject route. The magnitude
of the net effects depends on the strength of the relationship with competing routes. The
more the two routes overlap, the more competing effects and the less of the net effects
of service changes. This is an important contribution of this dissertation.
These empirical results show that a simultaneous-equations model has its
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advantages over a single-equation model. It considers the cross-equation effects or
feedback effects among endogenous variables. A change of one variable will affect all
endogenous variables in the whole system through cross-equation relationships. A
service change will affect ridership on the subject route and its related route, the
change of ridership will in turn influence service supply. While in a single-equation
model, the relationship between ridership and level of service is one-way, Le.,
ridership is determined by the level of service. If services are increased on a route, the
ridership is increased accordingly. Furthermore, all the ridership increase on that route
is assumed to be new riders, and ridership on other routes are assumed unchanged. The
empirical work in this study reveals that this is not the case. Failing to consider the
cross-route effects would result in biased estimation both at the route level and at the
system level. An OLS estimation of the demand equation has shown that a single-
equation model over-estimates the net effects of a service increase at the system level,
and under-estimates the ridership on the route with service changes.
The time- and direction-specific models developed in this study have revealed
that there is a different demand patterns for different time periods and different
directions. In other words, demand for transit service has a spatial and temporal
variation. Inbound demand is largely determined by the number of residents and their
characteristics at places of residence, while outbound demand is largely determined by
employment density at places of employment. A large portion of demand comes from
the urban areas that are closer to downtown Portland, while ridership in suburban areas
is much less than the urban areas. This implies that extending and/or increasing
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services to suburban areas would be less efficient and less cost-effective. This spatial
variations of transit demand also implies that influence factors have different impacts
on transit demand. For example, population density in urban areas have more important
impacts on transit uses than population density in suburbs. Therefore, increasing
population density in suburban areas may not have the same effects of increasing
population density in urban areas.
The temporal variations of transit demand indicate that transit services in off-
peak periods are in general over-supplied controlling for ridership and compared with
services in peak periods. It implies that increasing service in off-peak periods will be
less efficient. However, the off-peak riders are more likely to be captive riders while
peak riders are more likely to be choice commuters. This confirms the trade-off in
transit planning policy between increasing service efficiency and increasing accessibility
of disadvantaged.
This research represents an important extension of previous work in the area.
It has made an important contribution in incorporating GIS technology in route-level
transit demand modeling. GIS has been found to be a powerful and efficient tool in
spatial data integration and inter-route relationship analysis. This research has made a
major effort to address the service and ridership impacts on parallel and intersecting
routes and to incorporate it into a simultaneous-equations model with transit demand
and supply. This study is the first research to discuss the net effects of a service
increase at the route level.
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A simultaneous-equation model has been recognized to have an advantage of
estimating transit demand, supply and cross-route effects simultaneously in this study.
However, it should also be recognized that a simultaneous-equations system model is
very sensitive to specification errors, especially for a three-stage-Ieast-squares and other
full-information estimation methods. A specification error in one equation will impact
other equations.
This research restricts the model function form as being linear. The linear form
of the regression model assumes the linear relationship between transit ridership and
its determinant variables. This assumption has rarely been challenged and tested
empirically. It may be a valid assumption for demographic variables such as number
of population, household and high school student enrollment, with transit patronage
changes proportional to the changes of these variables. However, this restriction may
be questionable when applied to transit service. At a very low level of service,
increasing transit service will be more likely to attract transit riders, because choice
riders are more influenced by transit service. However, if the existing level of service
is high, increasing service may not generate much more transit patronage. In other
words, the parameter of transit service may not be a constant, it may vary depending
on the existing level of service. The relationship between transit ridership and transit
service may not be linear. But a strong theory is needed to justify a specific non-linear
function form.
Like other cross-sectional model, this study has assumed that all observation
units are homogeneous. In other words, it assumes that the coefficients of variables are
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the same across all observations on each segment and on every routes. The significant
dummy variables indicate that this may not be the case. It implies that for the same
variable there may exist different coefficients for different zones at different route or
route types. Although the zone dummy and route type dummy variables are used to
capture the spatial differences, it should be noted, however, the effect of dummy
variables only affects the intercept term, it cannot explain the between-unit variance
(Sayrs, 1989). One conventional way to capture the various coefficients across
observation units is to use the interaction term of the dummy variable and other
variables, such as zone dummy interacts with population, or zone dummy with the level
of service as illustrated in Chapter 7. The problem of this approach is that there are
many variables, an assumption is needed to determine which variable(s) should be
interacted with the dummy variables. If all variables are to be interacted with dummy
variables, there will be too many variables in the model. In addition, there is a
potentially strong correlations among interaction variables, because they are interacted
with the same dummy variables.
Future research needs to consider model functional forms and about the
homogeneity of observation unit. A non-parametric analysis is a good alternative in this
regard. A non-parametric analysis differs from the traditional parametric model in that
the parametric model has to specify a function form like a linear regression model,
while the non-parametric analysis does not need to make any assumption about the
functional form. The function form in a non-parametric analysis is unknown (Ullah,
1988; and Stock, 1989). The unknown function can be estimated using a non-
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parametric technique such as the kernel estimation. The response or regression
coefficients vary from observation to observation in the non-parametric analysis. In the
case of route-level demand modeling, if the basic observation is the route segment, the
non-parametric estimation can estimate individual coefficients for different variables at
different observations. For example, there would be different coefficients for population
and the level of service in zones 1, 2, and 3 of route A, as well as on route B, C, and
so on. Every observation has its own coefficients, and the function is not necessarily
the same for each observation, neither a linear function nor a fixed non-linear form is
assumed. It is truly flexible and depends on individual observations. It would be
valuable to estimate a non-parametric model and compare the results with the linear
simultaneous model discussed in this study.
Another potential improvement is to estimate the model at the transit stop level
if reliable stop level data are available. Stop level estimation can reduce some
aggregation errors in some variables like on time performance, and increase the
accuracy of the measurement of variables. But the allocation of demographic variables
like population and income to individual stop may cause some difficulties and errors,
especially when the data are not available at the block level.
Finally, this study has only estimated cross-sectional models. These models can
not capture the temporal variation of transit demand and supply over longer period of
time. They are applicable to a short time period and in the relatively stable
environment. they cannot answer questions like what if gas price rises dramatically, and
what if there is a transit worker strike. Future research needs to take the temporal
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variation of transit demand and supr'Y over time into account. A transfer function is
more appropriate in this regard.
In spite of limitations of the linear model, this research has advanced
substantially the state-of-the-art of transit route-level modeling. It is ready for
implementation, and can be used in several ways. The model results can be
implemented as transit service planning policy and land use policy at the system level.
They can also be used as individual route analysis, such as transit-intensive corridor
analysis and new route analysis. The model is especially useful for route-level "what-if"
scenario analysis.
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A A I B I c I 0 I ElF I G I H I I I J :
1 Boarding Rides
2 Line Dir Zone Route Type AMPK Day PMPK EVN Night Total
3 10 0 o Radial 25 186 175 49 18 453
4 10 1 o Radial 27 65 26 2 6 126
5 10 0 1 Radial 99 75 35 23 4 236
6 10 1 1 Radial 96 108 41 8 36 289
7 110 0 o Radial 68 342 298 39 20 767
8 110 1 o Radial 3 31 47 0 0 81
9 110 0 1 Radial 33 144 39 10 9 235
10 110 1 1 Radial 167 220 55 12 61 515
11 110 0 2 Radial 14 64 47 13 10 148
12 110 1 2 Radial 134 146 27 15 74 396
13 110 0 3 Radial 0 4 14 2 0 20
14 110 1 3 Radial 34 47 8 9 27 125
15 12 0 o Trunk 127 784 639 113 148 1811
16 12 1 o Trunk 29 336 118 31 33 547
17 12 0 1 Trunk 10 32 15 10 9 76
18 12 1 1 Trunk 16 61 5 3 15 100
19 12 0 2 Trunk 23 130 36 9 21 219
20 12 1 2 Trunk 464 346 101 49 189 1149
21 12 0 3 Trunk 16 64 34 14 28 156
22 12 1 3 Trunk 190 261 92 34 236 813
23 112 0 o Radial 79 619 363 105 186 1352
24 112 1 o Radial 5 1 1 2 16 25
25 112 0 1 Radial 36 233 62 25 51 407
26 112 1 1 Radial 125 331 105 44 117 722
27 112 0 2 Radial 69 290 77 47 92 575
28 112 1 2 Radial 366 681 179 128 327 1681
29 115 0 o Radial 160 716 406 152 222 1656
30 115 1 o Radial 12 154 74 46 27 313
31 115 0 1 Radial 35 179 66 36 52 368
32 115 1 1 Radial 382 844 258 139 271 1894
33 15 0 o Radial 55 508 398 136 143 1240
34 15 1 o Radial 1 26 12 8 0 47
3S 15 0 1 Radial 69 189 128 32 60 478
36 15 1 1 Radial 300 531 121 53 191 1196
37 15 0 2 Radial 81 193 74 33 40 421
38 15 1 2 Radial 397 506 144 89 231 1367
39 15 0 3 Radial 3 19 19 3 14 58
40 15 1 3 Radial 40 163 83 57 58 401
41 17 0 o Radial 227 676 239 98 252 1492
42 17 1 o Radial 39 92 49 9 26 215
43 17 0 1 Radial 23 93 25 10 43 194
44 17 1 1 Radial 246 660 228 45 125 1304
4S 17 0 2 Radial 5 11 11 5 4 36
46 17 1 2 Radial 53 113 22 9 73 270
47
48 * The whole data set is on file at the Center for Urban Studies, Portland State University,
49 Portland, OR 97207-0751
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A K I L I M I N 101 p I Q -I R I
1 Allighting From Complementary Routes Population in Population on POP % in
2 AMPK Day PMPK EVN Night Overlap area Competing Routes Ovlap area
3 4 37 20 1 3 43786 44902 0.9751
4 17 39 8 1 5 43786 44902 0.9751
5 26 203 81 32 30 10840 26241 0.4131
6 40 132 35 12 12 10840 26241 0.4131
7 0 0 0 0 0 15557 24991 0.6225
8 0 0 0 0 0 15557 24991 0.6225
9 5 51 8 10 8 2598 4892 0.5311
10 10 25 15 5 3 2598 4892 0.5311
11 22 140 52 29 30 6563 39250 0.1672
12 27 102 41 11 31 6563 39250 0.1672
13 0 0 0 0 0 4549 11057 0.4114
14 0 6 9 5 2 4549 11057 0.4114
15 0 0 0 0 0 13254 13254 1.0000
16 0 0 0 0 0 13254 13254 1.0000
17 0 0 0 0 0 6372 11712 0.5441
18 0 0 0 0 0 6372 11712 0.5441
19 0 0 0 0 0 3835 14011 0.2737
20 3 52 30 4 6 3835 14011 0.2737
21 5 24 26 9 14 0 0 0.0001
22 7 25 3 1 4 0 0 0.0001
23 0 0 0 0 0 30440 32435 0.9385
24 0 0 0 0 0 30440 32435 0.9385
25 16 66 21 7 18 16375 17815 0.9192
26 1 8 5 2 1 16375 17815 0.9192
27 106 269 96 49 99 40025 73368 0.5455
28 130 180 55 32 77 40025 73368 0.5455
29 0 0 0 0 0 7062 8610 0.8202
30 0 0 0 0 0 7062 8610 0.8202
31 0 0 0 0 0 23029 27888 0.8258
32 16 37 14 10 13 23029 27888 0.8258
33 0 0 0 0 0 0 0 0.0001
34 0 0 0 0 0 0 0 0.0001
35 18 19 8 7 4 5860 16604 0.3529
36 2 13 17 8 0 5860 16604 0.3529
37 35 164 51 29 51 5739 29247 0.1962
38 23 175 37 11 48 5739 29247 0.1962
39 67 151 56 27 46 3334 3660 0.9109
40 141 162 82 38 93 3334 3660 0.9109
41 4 37 20 1 3 49443 49443 1.ססoo
42 17 39 8 1 5 49443 49443 1.0000
43 0 3 0 0 0 15611 21543 0.7246
44 3 17 4 2 2 15611 21543 0.7246
45 13 83 27 14 24 4813 36889 0.1305
46 0 1 0 0 0 4813 36889 0.1305
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APPENDIX A Sample of Route-Segment Level Data Base (continued) 173
A S I T I u I V I w I X I y I z I AA I AB I AC l
1 Borading Rides on Competing Routes Frequancy on Competing Routes
2 AMPK DAY PMPK EVN Night Total AMPK DAY PMPK EVN Night
3 871 5326 4358 1261 1403 13328 32 25 31 24 17
4 309 1178 382 122 184 2193 36 24 31 22 16
5 238 1136 622 246 319 2625 16 12 14 12 8
6 459 1426 392 154 247 2729 14 12 14 11 7
7 310 2076 2227 467 612 5692 20 15 25 13 11
8 45 230 135 17 34 461 25 16 20 14 11
9 41 280 92 51 68 532 4 4 6 4 4
10 298 355 87 23 220 983 6 4 5 4 4
11 165 751 251 124 133 1424 11 11 15 12 7
12 1213 1812 473 260 813 4571 14 11 12 9 8
13 11 42 9 10 20 92 7 8 10 9 6
14 71 178 50 22 112 433 10 8 9 6 6
15 143 639 507 124 131 1544 9 8 8 8 5
16 13 39 26 11 41 130 9 8 9 8 5
17 74 316 149 52 66 657 9 8 8 8 5
18 310 553 177 71 213 1324 9 8 9 8 5
19 60 181 37 13 27 318 5 4 4 3 3
20 276 627 130 40 168 1241 5 4 4 2 2
21 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0
23 478 2257 1580 430 432 5177 21 17 22 14 9
24 198 796 301 59 113 1467 23 17 20 15 9
25 157 304 102 40 47 650 18 13 19 13 6
26 278 357 92 20 139 886 19 13 17 12 7
27 117 515 167 72 62 933 24 18 24 18 12
28 972 989 277 91 407 2736 26 18 22 16 14
29 49 187 101 39 27 403 4 2 3 3 1
30 5 46 37 8 3 99 4 2 3 3 1
31 66 214 76 35 89 480 11 6 10 6 4
32 432 1024 375 115 212 2158 8 7 9 7 5
33 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0
35 115 596 241 103 134 1189 14 12 14 12 8
36 608 908 264 94 433 2307 15 12 14 12 8
37 117 417 158 71 109 872 9 8 10 9 6
38 734 1094 340 193 590 2951 10 8 9 8 6
39 0 3 2 0 0 5 9 8 8 9 5
40 89 153 54 35 71 402 9 8 8 8 5
41 687 3330 1868 727 837 7449 35 29 34 26 19
42 209 753 244 76 177 1459 37 28 34 25 17
43 74 274 99 55 97 599 9 6 9 6 5
44 462 1086 383 203 339 2473 8 7 9 7 5
45 109 681 223 133 180 1326 8 6 8 7 4
46 659 1341 421 225 483 3129 8 6 8 6 4
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APPENDIX A Sample of Route-Segment Level Data Base (continued) 174
A AD I AE I AF I AG I AH I AI I AJ I AK I AL I AM I AN I
1 Boarding Rides in 1989 Headway
2 AMPK DAY PMPK EVN Night AMPK DAY PMPK EVN Night Average
3 435 818 232 73 178 15 24 16 23 20 21
4 435 818 232 73 178 14 24 15 37 36 22
5 435 818 232 73 178 15 25 16 22 23 21
6 435 818 232 73 178 14 23 15 37 30 22
7 341 978 489 78 294 14 25 15 37 34 23
8 341 978 489 78 294 13 24 16 23 20 20
9 341 978 489 78 294 15 25 15 30 37 23
10 341 978 489 78 294 13 24 17 25 19 20
11 341 978 489 78 294 17 26 16 18 45 23
12 341 978 489 78 294 14 23 18 26 17 20
13 341 978 489 78 294 23 25 17 16 50 24
14 341 978 489 78 294 15 26 19 27 16 21
15 706 1931 741 203 878 15 15 10 24 36 18
16 706 1931 741 203 878 8 14 12 19 34 16
17 706 1931 741 203 878 16 15 10 21 36 18
18 706 1931 741 203 878 10 14 12 19 33 17
19 706 1931 741 203 878 16 15 13 18 38 19
20 706 1931 741 203 878 10 14 12 22 30 16
21 706 1931 741 203 878 20 34 18 17 45 28
22 706 1931 741 203 878 14 33 19 29 28 26
23 535 1838 828 256 635 12 14 12 16 33 19
24 535 1838 828 256 635 11 15 10 18 36 19
25 535 1838 828 256 635 12 14 11 14 22 16
26 535 1838 828 256 635 11 15 10 15 20 15
27 535 1838 828 256 635 12 15 12 13 22 16
28 535 1838 828 256 635 11 15 12 15 20 15
29 510 1702 842 336 698 8 12 9 15 15 12
30 510 1702 842 336 698 9 12 9 13 19 13
31 510 1702 842 336 698 12 14 11 17 18 15
32 510 1702 842 336 698 11 14 11 16 19 15
33 838 2290 849 364 789 10 12 9 13 23 13
34 838 2290 849 364 789 8 12 9 15 21 13
35 838 2290 849 364 789 10 12 9 12 23 13
36 838 2290 849 364 789 8 12 9 15 21 13
37 838 2290 849 364 789 10 12 9 11 23 13
38 838 2290 849 364 789 8 12 9 15 20 13
39 838 2290 849 364 789 11 12 9 11 23 13
40 838 2290 849 364 789 9 12 11 15 19 13
41 745 1792 379 218 582 12 15 13 24 35 17
42 745 1792 379 218 582 15 15 13 20 43 18
43 745 1792 379 218 582 14 21 17 30 40 23
44 745 1792 379 218 582 20 22 16 34 45 24
45 745 1792 379 218 582 25 30 27 24 55 33
46 745 1792 379 218 582 35 30 32 32 53 36
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APPENDIX A Sample of Route-Segment Level Data Base (continued) 175
A ~ I~I~IAAI~IMI~I~I~IAAI~I
1 Average Seat per Bus Serving Time (Minutes)
2 AMPK DAY PMPK EVN Night AMPK DAY PMPK EVN Night Total
3 43 43 43 43 43 120 420 120 120 61 841
4 43 43 43 43 43 120 420 120 120 88 868
5 43 43 43 43 43 120 420 120 120 46 826
6 43 43 43 43 43 120 420 120 120 98 878
7 43 43 43 43 43 120 420 120 120 116 896
8 43 43 43 43 43 120 420 120 120 61 841
9 43 43 43 43 43 120 420 120 120 134 914
10 43 43 43 43 43 120 420 120 120 73 853
11 43 43 43 43 43 120 420 120 59 130 849
12 43 43 43 43 43 120 420 120 120 84 864
13 43 43 43 43 43 120 349 120 120 108 817
14 43 43 43 43 43 120 420 120 120 93 873
15 52 52 57 47 57 120 420 120 120 243 1023
16 55 54 52 58 51 120 420 120 120 242 1022
17 53 53 55 51 53 120 420 120 120 357 1137
18 48 52 53 59 50 120 420 120 120 348 1128
19 50 53 56 55 57 120 420 120 120 357 1137
20 52 55 52 57 53 120 420 120 120 360 11401------
21 54 55 55 52 55 120 420 120 120 365 1145
22 53 54 52 58 56 120 420 120 120 359 1139
23 52 53 54 60 54 120 420 120 120 352 1132
24 57 53 58 51 54 120 420 120 120 298 1078
25 52 53 53 53 54 120 420 120 120 378 1158
26 55 53 58 51 55 120 420 120 120 353 1133
27 54 54 54 53 53 120 420 120 120 382 1162
28 55 52 56 53 54 120 420 120 120 363 1143
29 43 43 43 43 43 120 420 120 120 316 1096
30 43 43 43 43 43 120 420 120 120 322 1102
31 43 43 43 43 43 120 420 120 120 372 1152
32 43 43 43 43 43 120 420 120 120 393 1173
33 43 43 43 43 43 120 420 120 120 307 1087
34 43 43 43 43 43 120 420 120 120 301 1081
35 43 43 43 43 43 120 420 120 120 352 1132
36 43 43 43 43 43 120 420 120 120 344 1124
37 43 43 43 43 43 120 420 120 120 366 1146
38 43 43 43 43 43 120 420 120 120 360 1140
39 43 43 43 43 43 120 420 120 120 360 1140
40 43 43 43 43 43 120 420 120 120 351 1131
41 43 43 43 43 43 120 420 120 120 223 1003
42 43 43 43 43 43 120 420 120 120 210 990
43 43 43 43 43 43 120 420 120 120 362 1142
44 43 43 43 43 43 120 420 120 120 364 1144
45 43 43 43 43 43 120 420 120 120 302 1082
46 43 43 43 43 43 120 420 120 120 352 1132
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APPENDIX A Sample of Route-Segment Level Data Base (continued) 176
A AZ I BA I BB I Be I BO I BE I BF I BG I
1 Park-lot Population Popu- Employ- AREA HH with HH % wit High School
2 Capacity Downstream lation ment (Acres) INC<25 INC <25k Students
3 0 17159 6838 77922 550.75 3041 0.7284 0
4 0 0 6838 77922 550.75 3041 0.7284 0
5 0 10321 10321 15232 1011.65 31 0.1134 0
6 0 0 10321 15232 1011.65 31 0.1134 0
7 0 31329 2954 68145 331.45 1309 0.7875 0
8 0 0 2954 68145 331.45 1309 0.7875 0
9 0 28375 9509 10782 959.14 2731 0.5848 1350
10 0 0 9509 10782 959.14 2731 0.5848 1350
11 0 18866 12125 2884 1210.41 2940 0.5331 0
12 0 0 12125 2884 1210.41 2940 0.5331 0
13 0 6741 6741 629 1223.66 938 0.3858 0
14 0 0 6741 629 1223.66 938 0.3858 0
15 0 26466 6627 76689 526.51 3033 0.7372 0
16 0 0 6627 76689 526.51 3033 0.7372 0
17 0 19839 4403 10159 614.22 1798 0.6902 1403
18 0 0 4403 10159 614.22 1798 0.6902 1403
19 320 15436 14708 9904 1788.34 2715 0.4172 0
20 320 0 14708 9904 1788.34 2715 0.4172 0
21 0 728 728 258 87.00 209 0.6732 0
22 0 0 728 258 87.00 209 0.6732 0
23 0 26367 5687 67673 411.01 2768 0.6841 0
24 0 0 5687 67673 411.01 2768 0.6841 0
25 0 20680 2252 9259 426.12 580 0.4348 0
26 0 0 2252 9259 426.12 580 0.4348 0
27 0 18428 18428 7408 3158.39 2979 0.3496 1527
28 0 0 18428 7408 3158.39 2979 0.3496 1527
29 0 17195 3531 70411 340.36 1681 0.8580 0
30 0 0 3531 70411 340.36 1681 0.8580 0
31 0 13664 13664 14282 1009.46 6111 0.6333 1723
32 0 0 13664 14282 1009.46 6111 0.6333 1723
33 0 26311 1806 50191 224.85 688 0.8768 0
34 0 0 1806 50191 224.85 688 0.8768 0
35 0 24505 7805 8928 659.36 3053 0.7016 762
36 0 0 7805 8928 659.36 3053 0.7016 762
37 0 16700 13772 2875 1294.40 3047 0.4980 0
38 0 0 13772 2875 1294.40 3047 0.4980 0
39 865 2928 2928 4469 555.50 733 0.5362 0
40 865 0 2928 4469 555.50 733 0.5362 0
41 0 23176 7505 83779 622.22 3336 0.7258 0
42 0 0 7505 83779 622.22 3336 0.7258 0
43 0 15671 12272 19535 1157.23 5998 0.6709 478
44 0 0 12272 19535 1157.23 5998 0.6709 478
45 0 3399 3399 7203 1618.20 1024 0.5966 0
46 0 0 3399 7203 1618.20 1024 0.5966 0
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