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Abstract
Tool wear in sheet metal stamping has become an increasingly important issue, with
the increased use of high-strength steel for the production of automobile body compo-
nents and the decrease/prevention of the usage of lubrication. Stamping tool wear can
significantly degrade product quality and can be extremely costly due to unscheduled
stoppages, faulty productions, and the requirement to use expensive surface treatment
techniques. Hence, online tool condition monitoring is a timely need in many man-
ufacturing industries. Even though a large amount of research has been conducted
employing different sensor signals, there is still an unmet demand for a low-cost easy
to set up condition monitoring system. Furthermore, such a system should be able
to capture the onset of wear and/or identify the wear progression. The monitoring
of wear progression on the sheet metal stamping tools has not won much attention
in literature. That is because the majority of the research conducted for sheet metal
stamping tool condition monitoring has focused on the identification of specific tool
defects, tool breakage, and/or intermittent wear conditions. Wear progression mon-
itoring has been the subject of research for other manufacturing operations such as
machining. However, the monitoring requirements, the wear mechanisms, and the
corresponding sensor signal behaviours vary largely based on the applications, and
hence those findings cannot be directly applicable to the stamping operation.
This thesis investigates the audio-based system modeling and signal extraction
technique development for condition monitoring of the sheet metal stamping process.
xxiii
The first aim of the thesis is to investigate the potential of audio to be used for
the identification of the wear progression, since audio has never been employed for
condition monitoring of stamping processes. The audio collected near an industrial
sheet metal stamping press will be highly contaminated by noise, and hence the
development of appropriate signal extraction techniques is the second aim of this
thesis.
First, the mixture of signals generated by the various operations conducted by
the stamping press system was modelled as an instantaneous blind signal separation
(BSS) system. A set of special machine operations were conducted to identify the
other interfering audio sources generated by the stamping press system. Then, a
semi-blind signal extraction technique was developed to isolate the audio associated
with stamping operation from these interfering audio signals. That was because it
was a crucial requirement to possess the knowledge of the signal characteristics of the
original sources prior to selection/development of the proper BSS techniques. Then
these separated sources were subjected to original signal characteristic investigation
and time-frequency (TF)-domain sparsity property was identified as a potential signal
characteristic to be exploited.
Secondly, the isolated stamping audio was examined to determine if there was an
association with the continuous wear progression. This employed a semi-industrial
sheet metal stamping test setup and a specially designed experiment to generate
progressive wear, preventing other tool defects and intermittent wear conditions, with
near production conditions. A significant qualitative association is identified between
the audio signal and the wear progression. The increment of the cumulative band
power is observed to be noticeable at an earlier stage, significantly prior to the die
failure. This forms the basis for a real-time tool condition monitoring system, whose
requirement is to identify the wear formation before it is severe enough to cause
production downfall.
Finally, attention was given to the nature of the real production environment,
xxiv
where the stamping press system is surrounded by other noisy machinery. A BSS
technique was developed exploiting the unique cyclic property of the stamping press
system, in order to isolate the audio associated with the stamping press system out of
the surrounding machinery noises. This completes the basic knowledge requirements
for the development of a complete tool condition monitoring system.
xxv
Chapter 1
Introduction
This thesis studies the application of audio signal analysis for tool condition moni-
toring (TCM) of the sheet metal stamping process. It involves modelling the signals
generated by sheet metal stamping, identifying the signals that are indicative of the
wear behaviour, and developing signal extraction techniques for TCM.
This chapter will discuss the background of the thesis. The motivation and the
research problem formulation will be detailed first. Next, research objectives of the
thesis and the contributions will be discussed. Finally, the structure of the thesis will
be outlined.
1.1 Sheet metal stamping process
Sheet metal stamping is a popular manufacturing method used in many manufactur-
ing industries such as automobile, computer, aerospace, and electronics to produce
a range of products - i.e. from cookware and beverage cans to huge, complex parts
1
Figure 1.1: Stamping process [1]
like car bodies and aircraft fuselages. This method has its roots back to 5000 B.C.
and this was preferred over forging and casting due to its capability of producing
lightweight and versatile shapes. This process has been continuously improved over
time and currently the stamping process is capable of producing complex and high-
strength components at a higher production rate, and hence popular compared to
2
other manufacturing processes.
In Figure 1.1, it is evident that the tool set (punch, die, blank holder, etc.) of
stamping press contains the final product geometry. Therefore, a unique set of tooling
is required for the production of a particular shape, which incurs high initial tooling
costs and makes it unsuitable for a smaller production volume. Hence, a larger
production volume is a common characteristic seen in the applications of sheet metal
stamping (e.g. the automotive industry). The larger production sizes result in a large
number of repeated sliding contacts between the metal sheet and the tool surfaces.
This causes a high amount of galling and wear formation compared to the other
processes [1].
1.2 Motivation
The automobile industry has been utilising higher strength sheet metals in order to
further improve crash-worthiness and reduce the vehicle body mass, energy absorp-
tion, and emissions. Due to this trend, nowadays stamping tools are exposed to even
higher stresses [2, 3]. Increased stress and increased temperature at the die radius
will cause a further increased amount of tool wear, galling, cracks and other surface
damages and hence, significant losses in manufacturing efficiency [4].
The wear is theoretically absent when the die surface and the sheet metal are
perfectly separated by a layer of lubricant [5]. However, the industry is now moving
towards dry press shops and the practice of using an extra amount of lubricant (or
lubricants with high-performance additives that are non-environmentally friendly)
3
is no longer recommended due to difficulty in maintenance, additional costs, and
environmental effects.
On the other hand, the demand for stamped metal parts is continuously rising and
the need for high-quality, high-speed production at low cost is essential. Hence, it is
essential to monitor the tool conditions continuously, in order to avoid sudden break-
downs, production of faulty parts, and reduction in efficiency and quality. Therefore
many research topics have arisen for improving overall efficiency and effectiveness of
the quality control of the sheet metal stamping process.
One method of accomplishing this is to conduct wear tests, then to develop mod-
els or equations to predict the wear behaviour. Consequently, methods of increasing
the lifetime, efficiency, effectiveness, and reliability of the stamping tools and the
process can be determined. This requires regenerating wear using similar kind of
materials, working environments and contact stresses. Also, wear behaviour is solely
system dependent and will require modifications with the systems upgrades or re-
placements. Therefore, a better alternative would be to monitor the tool conditions
using available wear data without conducting separate wear tests, as it will allow
more frequent analysis and prevent consuming additional time and cost for imple-
menting and interpreting results from wear test setups. At the same time, continuous
condition monitoring should not interfere with the ongoing processes and hinder the
work progress. Furthermore, monitoring systems should be able to be implemented
independent of the system, so that it will not require upgrades with the changes of
the system and working environment.
This requires the development of a high-performance condition monitoring system
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which will interpret the wear state of the tooling, such that:
1. The best course of condition-based maintenance can be scheduled, eradicating
unscheduled stoppages due to tool wear; and
2. The initial onset of wear can be detected, allowing the problem to be rectified
prior to the manufacture of faulty parts.
1.3 Research objectives
In this thesis, I propose using audio analysis for the first time for sheet metal stamping
tool condition monitoring. The extraction of the useful information from the sensor
signals and the study of the correlation between the extracted information and wear
state is the overall goal of this thesis. This will consist of modelling the stamping
operation and identifying the suitable blind signal separation (BSS) techniques for
the signal extraction of the developed model. Therefore the research question of this
work is:
How can signal processing techniques be effectively and efficiently em-
ployed in extracting the signal of interest for monitoring the stamping
process to identify the wear formation on stamping dies?
The research question leads to the following major objectives.
1. Set up a simple sensing system to record the signals, which are important to tool
wear behaviour, around the stamping tool and convert them to digital signals.
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(Chapter 3)
2. Model the transmission/mixing system of the signals generated by the stamp-
ing press system and develop the signal extraction techniques to isolate the
signals generated by the stamping operation from the other processes operating
simultaneously in the stamping press system. (Chapter 3)
3. Study the original signal characteristics of the stamping related signals so that
the complete signal extraction techniques can be developed. (Chapter 3)
4. Design experiments to create continuous wear progression that is similar to
what is experienced during industrial/production stamping processes and study
the existence of any association between the extracted signals and the wear
progression mechanisms. (Chapter 4)
5. Development of signal separation techniques to separate the audio associated
with the stamping press system from the signal generated by the background
machinery. (Chapter 5)
1.4 Contributions
The main contributions of this thesis are as follows:
(i) The modelling of the audio generated by the sheet metal stamping press as
a BSS system. This will allow the identification and isolation of the original
sources contributing to the signal mixtures and analysis of their original signal
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characteristics. Consequently, this could be the base for future research to
employ/develop BSS techniques to extract the audio generated by stamping
processes.
(ii) The study of the original source characteristics of the audio sources of the sheet
metal stamping press system. This lead to the identification that the audio
sources are sparse in time-frequency (TF)-domain and the TF-domain sparsity
property-based BSS algorithms have the potential to blindly separate the audio
mixtures recorded during the sheet metal stamping process.
(iii) The proposition of monitoring continuous wear progression of stamping tool
condition using audio sensors, which has never been studied previously. This
lead to the new knowledge that the audio signals have a significant qualitative
correlation with the tool wear progression during sheet metal stamping process.
The ability to identify changes in the signals during continuous wear progression
is a critical step in developing a practical condition monitoring method.
(iv) The development of two cyclostationary-based BSS algorithms for the simplified
and general finite-impulse-response (FIR) mixtures of signals for the extraction
of the audio emitted by sheet metal stamping press system from the signals
generated by the surrounding machinery in a workshop floor.
1.5 Overview of the thesis
The rest of this thesis is organized as follows.
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Chapter 2 starts by introducing the background of the application - the sheet
metal stamping process. A broad discussion of research on the condition monitor-
ing techniques is then conducted. The usage of the audio-based techniques for other
manufacturing operations is then described. Finally, the necessity of employing BSS
techniques, its background, and the signal properties exploited for the signal extrac-
tion are detailed.
In Chapter 3, the equipment setup for recording audio emitted by the stamping
process is detailed first. Secondly, a set of stamping operation trials were conducted
to obtain signal recordings that isolated the stamping process as much as possi-
ble. Thirdly the emitted audio is modelled as an instantaneous BSS system, and a
semi-blind signal extraction technique is developed in order to access an independent
recording for the stamping signal. Next, a set of trials is conducted to study the
association between the stamping operation parameters and the emitted audio. Fi-
nally, the original signal characteristics of the audio sources, and the BSS techniques
suitable based on these characteristics and the mixture model are studied.
In Chapter 4, a simple audio analysis techniques for the detection of continuous
wear progression of the sheet metal stamping operation is proposed for the first time.
An experiment is designed to generate an uninterrupted wear progression scenario and
the association between the emitted audio and wear progression is studied. This study
leads to the identification of the suitability of audio for wear progression monitoring
and the frequency bands which are rich in wear-related information.
In Chapter 5, the necessity of a technique to separate the audio associated with
the stamping press from the surrounding machinery noise is identified. Consequently,
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two algorithms are developed: one for the simplified version of the FIR mixture, where
the sensors are assumed to be placed closer to the signal of interest; and another for
the general FIR mixture model. The performance of the proposed algorithms are
compared to that of relevant existing work using synthesized signals.
In Chapter 6, a summary of the thesis is presented. This chapter also discusses
how the three main studies of the thesis addresses the research questions identified
in Chapter 2 and how and where they fit the overall contribution of the thesis.
Chapter 7 concludes this thesis by summarizing the major work undertaken and
the major contributions of this thesis to the research field. Possible avenues for future
research are also provided.
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Chapter 2
Literature Review
Chapter 1 defined the scope and objectives of this thesis. Additionally, the sheet metal
stamping process was detailed, and it was highlighted that there is a significant need
for efficient condition monitoring techniques. In this chapter, I present the literature
review, mainly under two categories depending on the nature of the project. First,
Section 2.1 provides the knowledge of the stamping process, existing methods for
condition monitoring and currently unaddressed issues by these methods. Section 2.2
discusses the necessity of employing BSS, the basics of the BSS techniques, and its
applications in mechanical systems. Section 2.3 summarizes the literature review and
summarizes the gaps in the literature identified.
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2.1 Condition monitoring
Condition monitoring is a non-trivial requirement in many manufacturing industries.
This can be achieved by monitoring and controlling the process parameters or moni-
toring tool conditions to identify the defects or wear progression. This section will dis-
cuss the existing research on condition monitoring techniques for sheet metal stamping
processes, including: laboratory level experiments, sensory techniques for monitoring
and controlling process parameters, and sensory techniques for monitoring tool wear
and defects. In addition, the applications of audio-based tool condition monitoring
will be detailed, along with the signal processing techniques employed by these ap-
plications. The attention will be also given to the existing studies that focused on
identifying the onset of wear, since it is the primary intention of a tool condition
monitoring system.
2.1.1 Wear of sheet metal stamping tools
Wear is the removal of material from one or both of the contacting surfaces. Both
adhesive and abrasive phenomena can cause wear [6]. Particles are transferred from
one surface to the other permanently, or temporarily, during the adhesive mechanism.
Abrasive wear is when the action of a hard surface removes material from a softer
counter-surface.
In the sheet metal stamping process, wear usually appears as material transfer
from the soft sheet metal surface to the hard tool surface. This mechanism is known
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as galling. Ter˚a˚ard et. al [6] identified that wear occurred as a sequential procedure in
stamping. The initial stage of wear progression consists of the local transfer of sheet
material to the tool surface. Further forming operations can lead to the growth of a
layer of sheet material on the tool surface. This will form lumps on the tool surface
which create scratches on the sheet surface. Severe adhesive wear will appear at the
final stage.
Tool wear can be costly due to increased stoppages, tool maintenance, poor part
quality, and production downtime. Hence, a large amount of research has studied wear
methods to improve tool lifetime including new wear-resistant materials, coatings,
and surface treatments, characterization of wear performance of existing materials,
theoretical modelling of wear, and tool life estimation [1]. However, these areas are not
discussed in this chapter, since improving our understanding of the wear behaviour
is not the focus of this thesis.
2.1.2 Sheet metal stamping condition monitoring
2.1.2.1 Laboratory work
Many laboratory-based research studies have been conducted to study conditions of
sheet materials and tool materials. These experimental tests aim to represent the
conditions important to the wear behaviour. However, most of them do not fully
reflect the complex behaviour of the real industrial stamping process [7, 8]. Only
a little research has been conducted in industrial and semi-industrial environment.
Some of the key studies have focussed on the development and /or the investigation of
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the impact of wear-resistant sheet materials [3], coatings [9], stamping die radius [1],
die material [3, 10, 11], surface treatment [11–13], lubricant usage, etc. have been
conducted to find out the best combination of these parameters.
While the outcomes of these studies have contributed towards the improvement of
tool lifetime and the product quality and efficiency, there is a non-trivial demand for
systems to estimate the tool life and/or monitor the on-going process. That is because,
even with the use of the best process parameters, tool wear and galling occurrence
could only be minimized to a certain limit. Also, the application of those findings
could be limited due to economical or environmental issues. The ideal requirement
would be to have a system which could identify and signal wear formation and/or
progression as soon as possible, in order to take necessary actions to avoid production
downtime, production of faulty parts and further damage to the system.
2.1.2.2 Sensory techniques for controlling process parameters
Process monitoring and controlling is an already established area for many manufac-
turing processes such as machining and semiconductor-manufacturing. However, it is
still a developing technology for sheet metal stamping, possibly because stamping is
a very complicated manufacturing process, which has more than forty process vari-
ables [14]. Changing many of these parameters may affect the quality of the output
and therefore the process is low in reliability and stability. Close monitoring should
be conducted to ensure the parameters are kept within standard ranges. Many moni-
toring systems concentrate on a few selected parameters such as lubrication, material
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thickness, outer shut height, inner shut height, punch speed, and blank wash pres-
sure [15, 16]. Recently, Lim et. al. [17] conducted a review on the advancements on
the process control systems for sheet metal stamping. They conducted experimental
analysis by measuring the performance indirectly using punch forces, and then ad-
justing the parameters (e.g: blank holder forces) to have a consistent process. An
alternative/additional approach would be to monitor the tool or the product surface
quality in an efficient way. That is because monitoring some of the selected parame-
ters could be costly, and there is a risk of having significant product quality degrades
caused by the changes in the left out parameters.
2.1.2.3 Sensory techniques for monitoring tool condition
Tool surface condition monitoring has been conducted by two different approaches:
1. Direct: direct methods include evaluating the tool surface directly by manual
inspection or image processing techniques.
2. Indirect: these indirect methods can be subdivided into proximal and remote
methods
(a) Proximal: proximal sensory systems are required to be installed on the
tool surface itself or within close proximity to the mechanical processes of
interest. e.g: vibration, punch force, temperature, and acoustic emission
(b) Remote: remote sensory systems are capable of collecting the correspond-
ing data at a distance to the monitored tool. e.g. audio, power.
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Remote sensors are preferred by the industry due to their low cost and low risk
of damage [18]. However, this section will discuss both types of indirect sensor signal
types which are employed for the condition monitoring of the stamping operation.
Jemielniak has presented a survey on commercial TCM systems for manufacturing
operations, which is not limited to sheet metal stamping [19]. He claims that even if
a significant amount of research has been conducted on the topic combining different
sensor types with various signal processing techniques, only a few have made their way
to industrial implementation, and I agree with this based on my research and reading
on this topic. Du et al. [20] presented a comprehensive review on the sensing and
online monitoring techniques for sheet metal stamping processes. This study reviewed
and tested several sensor types including strain, acceleration, force, and proximity
on a c-type stamping press and discussed the signal classification methods used for
this sensory signal analysis. Du et al. [20] also suggested that the sensor signals
could be used not only for condition monitoring but also for evaluating the die design
because the workpiece deformation and the press reactions could be observed through
sensor signals. Other early reviews and research articles [21–24] provide evidence of
progress in this area, but still demonstrate the current need for a high-performance
condition monitoring system. The most commonly used sensors techniques for online
condition monitoring are strain, acceleration, force, proximity, optical signal, and
acoustic emission.
1. Power: Power is used in a few industrial products, and in all of them, power is
measured directly, using voltage or current measurements. Power sensor instal-
lation and measurements are simple and straightforward. However, power signal
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can fail to detect the tool breakage until consequential damage has occurred.
2. Strain: The ease of acquiring, low cost, effectiveness, and the richness of in-
formation are the advantages of using strain signals or the tonnage signals for
condition monitoring. They are proportional to stamping force and directly re-
flect the deformation of the metal sheet under the stamping process and hence,
were used to identify defect existence by detecting any difference in signal level.
Feature-based ‘black box’ or ‘gray box’ methods were developed which relied on
principal component analysis (PCA), wavelet packet transform, artificial neural
networks [15, 25], and empirical mode decomposition [26]. Some model-based
methods like Hidden Markov Model also employed strain signals [16].
However, strain signals are transient dynamic non-periodic signals and they
may be affected by different properties such as sheet material, die set variables,
press properties, occurrence of wrinkles, and splits or slugs [25]. Therefore it is
challenging to find root cause directly from those detected differences [25,27,28].
Also, strain signals have the difficulty of adapting to changing environments,
since most of the strain signals based algorithms depend on the knowledge of
the system structure and have a prior training step [15,29].
3. Force: Force sensor signals are directly proportional to the stamping process
and highly dependent on the machine condition. Feedback systems for turning,
milling, and grinding also are mostly based on force sensors and they are used
to stop machines automatically when the force exceeds a predefined level. Lee
et. al. [30] introduced an automatic supervisory system employing an autore-
gressive time series model to monitor blanking tool wear. Breitling et. al. [31]
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investigated the performance of force sensors in controlling stamping process
parameters. Xu et al. [32] introduced snake skeleton graph analysis based on
time-spatial domain features. This method can capture the three-dimensional
spacial features of the tonnage (force) signal that is formed using multiple one-
dimensional tonnage sensors readings. However, expertise is necessary to inter-
pret the snake skeleton graph results since it is a visual method [32]. However,
the employment of force sensors in the typical workshop floor is limited due to
the high cost and the requirement of large sensor installment spaces [33–35].
Also, force signals are easily polluted by random noise [32].
4. Acoustic emission: The acoustic emission (AE) usage in sheet metal stamping
was first reported in 1983 [36]. Quantifiable AE characteristics, such as Ring
down count [37], AE energy rate [38], rise time, peak amplitude, and root mean
square (RMS) value [39] are generally extracted for wear identification. The
correlation between the friction between surfaces/energy dissipation and AE
RMS value/AE energy rate is proven by previous studies [40–42]. Both RMS
value and the AE event count recorded with a properly selected threshold value
correspond to the AE power content, which increased with wear formation.
Among the above methods, many used other test mechanisms such as slider [41],
pin-on-disc tribometer [40], screw-driven tensile-test machine [39], and punch
press [36]. Sk˚are and Krantz [42] used a u-bend test similar to the setup that
will be employed in this thesis (see Section 3.2) and they observed a reduction
in the sensitivity of AE to wear with the presence of stickslip phenomenon.
Liang et al. [43] argue that a change in the process parameters can indepen-
dently change the amount of AE energy content, since the AE power released
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is proportional to the strain rate. Hence, it would be difficult to isolate the AE
increments by galling or tool wear.
5. Vibration and ultrasound: Acceleration signals are easy to acquire, and the
sensors are simple to set up and calibrate. Most importantly, they are rich in
information on process dynamics and resistant to environmental hazards such
as stamping fluid pollution. The low cost of the measuring setups is also a
reason why this method is commonly used in workshops. Bispectrum analysis,
time-frequency analysis [44], and wavelet transform have been used to analyse
the acceleration signals.
Even though acceleration sensors are commonly used, they still have a few non-
trivial limitations. One of them is the sensitivity. The acceleration signals
usually show low signal to noise ratios and are easily affected by environmental
noise and the vibrations of surrounding machinery and parts. Therefore, it is
difficult to extract only the features related to malfunctioning of the stamping
process. This has limited the use of acceleration signals in tool wear analysis
in stamping process. Acceleration signals are also affected by several other
factors such as sensor position, die geometry, workpiece material, and punch
speed [16,45].
According to the review by Du. et al. [20] on strain, acceleration, force and
proximity sensors, the force and proximity sensors could be effective, but the sensor
cost is too high. In addition, acceleration sensors could be cost effective, but very
high computational power is necessary to convert the signal into useful information.
Strain and acoustic emission sensor signals are rich in wear information but can be
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difficult to install, since they must be mounted on the tool or sheet surfaces, or the
stamping press structure [46]. However, the majority of the existing techniques are
intended to identify distinct wear levels, tool defects, or tool breakage. This intention
is different to monitoring wear progression and detecting the onset wear that is a
crucial step in developing a realtime tool condition monitoring system. (This will
be discussed in more detail in Section 2.1.4.) Despite this research, there is still an
unmet demand from manufacturing industries for a low-cost easy to set up condition
monitoring system which is capable of detecting the onset of wear. Audible acoustic
sensors (microphones) have a higher potential to meet this demand compared to other
acoustic sensor types, as will be discussed in the next section.
2.1.3 Audio analysis for tool condition monitoring
Compared to the vibration and acoustic emission sensors, the main advantage of the
audio microphones is they can be placed at a distance, avoiding the risk of damag-
ing the sensors by obstructing machine operations or contaminating them with oil
or lubrication. Therefore, audio-based techniques are especially useful in situations
where access to tool surface is limited. Sheet metal stamping is one such application
because the stamping tool surface is hardly accessible without obstructing the ongo-
ing operation. Secondly, audio sensors are low in cost, non-disruptive to the ongoing
operation, and simple in sensor placement and setup. However, the high sensitivity
to background noise has hindered the employment of microphones in real sheet metal
stamping tool monitoring applications even though audio has been employed in many
other manufacturing operation monitoring.
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The most popular application of audio-based condition monitoring has been the
detection of different combustion engine faults [47]. Tandon and Choudhury [48]
presented a review on the audio-based analysis for rolling element bearing fault de-
tection. Many applications have used analysis of sound pressure [49, 50] or sound
intensity [51]. Baydar and Ball [52] effectively used the wavelet transform of audio
for the early detection of the tooth breakage and tooth crack gearbox faults. Yadav
et al. [53] employed fast Fourier transform (FFT) of the emitted audio to classify four
different internal combustion engine faults, namely, cam chain noise; cylinder head
noise; magneto rotor noise; primary gear damage. Recently, Amarnath et al. [54] used
a decision tree algorithm based on a combination of a set of audio-based parameters
such as skewness, mean, median, kurtosis to successfully classify the healthy bear-
ings, inner race faults, and outer race faults for rolling bearings of a motor pump in
a laboratory application.
Tool wear affects the surface finish of the machining tools (e.g. for turning, milling,
drilling) and hence the audio generated by these machining operations. Therefore,
experienced machining operators have relied on the variations in the sound they hear
during machining to detect dull tools. Furthermore, for the same reason, the use
of audio analysis has been an emerging research area for condition monitoring of
machining operations such as turning, micro milling, and drilling.
In 2000, Ning et al. [55] compared accelerometer signal and the sound level metre
signals for high-speed milling chatter detection, and concluded that the sound level
metre had many advantages over the accelerometer, including the wider frequency
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range, flexibility in sensor placement, and the potential of one sensor to predict chat-
ter. The potential of employing audio for monitoring of micromilling operations was
also investigated by Lu and Wan [56], and the audio emitted in 20-80 kHz frequency
range was recognized for the potential to monitor micromills. The linear predictive
cepstrum coefficients (LPCC) of audio signals were used as the acoustic spectrum
characteristic parameter by Ai et al. [57], for flank wear detection in milling opera-
tion. A few components of LPCC demonstrated a good association to the tool wear.
Mannan et al. [58] developed a technique to distinguish sharp, semi-dull, and dull
machine (turning) tools based on the combined sensory system of a CCD camera
(image analysis) and a microphone (sound analysis). They observed an increase in
the amplitude of power spectral density and high-frequency component becoming
predominant as the tool becomes dull. Raja et al. [59] also studied the association
between the emitted sound signal during turning operation using an ICP microphone.
The emitted audio by fresh, slightly worn, and severely worn tools was analysed. An
increase in sound amplitude was observed with the increase in the tool flank wear.
Audio has been employed in condition monitoring of drilling operation and Eneyew
et al. [60, 61] observed a variation in the audio signal with the variation of drilling
tool conditions employing an air-coupled audio microphone.
Despite the above work, this sensory technique has not been developed at the
same rate as vibration analysis in any condition monitoring application, because au-
dio easily gets contaminated by the background machinery noises. Hence, some of
the previous work that did not employ sophisticated signal processing techniques, re-
lied on placing the microphones very close (2-10 cm) and/or pointed to the machines
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(eg: see works [52, 63]). However, this is impractical in a real workshop floor since
the tool of the interest may not be accessible enough to allow this restrictive sensor
placement [47]. Downey et al.’s [62] work employing audio for single point machining
tool monitoring was conducted in an environment where no other machine operations
occurred at the same time. Again, this would not be the case in any manufactur-
ing environment. Additionally, as mentioned earlier, most of the studies using
audio sensors [46,58,62,64] were founded on the characteristic that expe-
rienced operators can differentiate the good quality and degraded process
conditions by hearing changes in the emitted sound. However, this is not
common to the stamping operation because even an experienced operator
cannot distinguish the tool wear formation relying on their hearing.
Depending on the manufacturing process and application examined, the emitted
audio signal characteristics in both time and frequency domains can significantly vary
as evidenced by the wide range of literature findings. For example, Eneyew et al. [61]
observed a decreasing trend of sound amplitude with the number of holes drilled,
while Downey et al. [62] detected an increasing trend in amplitude with the number
of machining cycles. A shift in signal energy from a lower frequency range to a higher
frequency range is observed with wear formation in micro-milling operations [46] and
in turning operations [65]. However, in metal cutting, it has been shown that higher
amplitude signal peaks appear in the upper-frequency range for sharp tools and in the
lower frequency range for worn tools [66]. These contradictory trends show that
behaviour of the audio signal with increasing tool wear is highly dependent
on the type of operation being examined.
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Furthermore, to our best knowledge, there is no literature on audio analysis
for stamping TCM. Hence, the results of audio-based manufacturing tool condition
monitoring techniques for other applications do not necessarily provide an insight into
the potential of audio in detecting stamping tool conditions. However, these studies
may hint at the advantages of such a system, if the existence of a clear association
between emitted audio and the stamping tool condition can be proved by experiments,
which has not yet been the subject of published research.
2.1.4 Monitoring continuous wear progression/ onset of wear
Most of the existing techniques for condition monitoring of manufacturing operations
focus on identifying a few distinct wear levels or faults such as slug, misfeed, or tool
breakage. There are only a few studies that attempt to monitor wear progression.
According to a review by Dutta et al. [67], which studies the cutting tool monitoring,
both AE and vibration [19] is capable of detecting tool breakage. However, it was
identified that the wear progression detection using those techniques is very difficult.
Lee et al. [68] showed a relationship between the amplitude of vibration and the
tool wear progression in cutting tools. The amplitude rises rapidly during the pri-
mary wear phase, increases steadily during secondary wear phase, and remains fairly
constant during tertiary wear phase (Figure 2.1). Seemuang et al. [69] used audio for
detecting wear progression of turning tools. They observed a slight increase in the cu-
mulative spectrum amplitude from the sharp tool condition to half of the steady-wear
period. An abrupt change was observed during the second half of the steady-wear
period, which they consider as a potential warning of the forthcoming tool failure.
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Figure 2.1: Relationship between vibration amplitude and tool wear [68]
Marques et al. [70] found out that the cutting force depended on the progressive de-
velopment of flank wear and crater wear. This study and several other studies [71,72]
compared similar experimental behaviour with different theoretical models. Lee et
al. [73] concluded that the amplitude of the dynamic force increased monotonically
with tool wear and decreased prior to the onset of tool failure. Jiaa et al. [74] adopted
a combined strategy of AE and force for progressive wear monitoring and tool break-
age detection employing gradient adaptive lattice analysis and pattern recognition
techniques. They observed a sensitivity of AE to the progression of cutting tool wear.
There have been attempts taken to study the wear progression in manufacturing
operations as discussed above. However, no literature could be found on the work re-
lated to the detection of wear progression of the sheet metal stamping tools. Existing
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research and commercial products focus on detecting tool defects, tool breakage, or
intermittent wear levels. The determination of the onset of galling has been a diffi-
cult task, since it is impractical to access the contact area between the tools and the
sheet. There is one study, conducted by Mostafavi et. al. [75] that investigated the
detection of the onset of galling using AE. They identified that the onset of galling is
associated with relatively low-amplitude AE waves. However, in this study a sliding
test was used, instead of the real industrial stamping operation. Additionally, the
technique proposed by Mostafavi et. al. [75] was incapable of detecting the initial
stage of wear, which occurred in the lubricated condition, even when the wear track
was about one millimetre wide. Therefore, to our best knowledge, no work
in the literature has examined the onset of wear and/or progressive wear
monitoring in sheet metal stamping.
2.1.5 Signal processing techniques
Since audio has not been employed in sheet metal stamping condition monitoring
(and therefore audio analysis will be the focus of this thesis), this section is limited
to the audio-based signal processing techniques used in other applications.
At the early stage, several researchers conducted audio-based process monitoring
experiments inside an anechoic chamber [49,50] to isolate the other noises. However,
this does not provide much insight for the implementation for industrial applications
due to the real manufacturing environment being inherently noisy [47]. There are
two types of industrial tool condition monitoring methods; model-based methods and
feature-based methods. In the first category, a model is used to represent the signals
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or the process and the condition monitoring is carried out by checking the varia-
tions in the model parameters. However, manufacturing operations are difficult to be
modelled because they are nonlinear time-invariant processes, which are dependent
on a large number of parameters that cannot all be easily modelled/characterised.
Furthermore, the sensory signals could depend on a variety of conditions such as op-
eration speed, tool material, product material, etc. and the wear condition is only
one of them. Hence, it is not straightforward to rely on the changes of the signals to
predict the wear condition.
The second type of methods (i.e. feature-based) first extracts the features to
represent the process and uses these features in decision making. A variety of features
can be used [76] such as:
1. Time domain features (e.g: mean, standard deviation, range, root mean squares,
skewness, kurtosis, crest factor)
2. Frequency-domain features (e.g: frequency spectrum, damping ratios, energy in
different frequency bands)
3. Spatial domain features
4. Time-frequency domain features (e.g: wavelet transform)
5. Time-spatial domain features (e.g: snake skeleton graph)
6. Frequency-spatial domain features (e.g: holospectrum).
A combination of model-based and feature-based methods can be used. According to
the literature, one can hardly comment on which feature performs the best because
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the studies only demonstrate that the specific methods work well for a particular
application [77]. Hence, an understanding of the process and the signals is required
to successfully employ either type of technique [76].
The complete condition monitoring solution consists of two phases signal process-
ing (feature extraction) phase and the decision-making phase. The techniques used
under both categories will be discussed in the following sections for completeness,
even though this thesis only concentrates on the feature extraction phase.
2.1.5.1 Feature extraction techniques
The feature extraction techniques can be categorized according to the domain they
have been implemented in. The following subsections will summarize the feature
extraction techniques in popular signal processing domains.
Time domain analysis
Sound level was used without any isolation technique for chatter detection in
milling [55] and tool flank wear monitoring in machining [78]. In [55], microphones
were placed at a distance that minimized background machine noise. In [78], the ex-
periments were conducted when there was no machines operating in the background
which was simulated as a closed chamber. Silva et al. [77] used a number of sta-
tistical audio features, namely: mean; absolute deviation; kurtosis; and skewness,
along with the frequency analysis (FFT). Eneyew et al. [61] observed a change in
the time domain audio amplitude with the drill tool condition variation. Singular
spectrum analysis is a nonparametric spectral analysis method used in time series
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analysis. Alonso and Salgado used singular spectrum analysis to extract the low- and
high-frequency components using the correspondence between the frequency and the
singular spectra [79, 80]. The basis behind this approach was the existing knowledge
on the correlation between the tool flank wear state and the sound signal amplitudes in
the high-frequency bands. Permutation entropy is another simple and robust method
to analyse a complex time series, which represents a dynamic system. It maps the time
series onto a symbolic sequence. Nair et al. [81] verified the potential of permutation
entropy in chatter detection in real-time turning operation.
Time domain features are used in more advanced model-based analysis such as
autoregressive, moving average, and autoregressive moving average analysis [82]. Har-
ris et al. [83] recently employed the standard deviations of audio, acoustic emission,
spindle power, and vibration signal recordings, in a milling TCM system based on
an autoregressive model. The residuals, which are the deviation of the data in the
condition monitoring phase from the developed model in the modelling phase, were
monitored using a nonparametric approach and this method performed well on audio
and vibration data in identifying the deviations of the process from the norm.
Frequency domain analysis
FFT algorithm is used to transform the signal from the time domain to the fre-
quency domain. In 1987, Sadat and Raman [78] used Fourier transform of the audio
and observed an increase in the noise level by 15 dB in the 2.75 - 3.50 kHz range
due to flank wear. Kopac˘ and S˘ali [84] calculated the discrete amplitude spectrum of
recorded audio during turning using FFT. With the increase of the tool flank wear,
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the sound pressure amplitude increased in the higher frequency range, where the ex-
act values changed with the change in cutting speed and feed rate. Power spectral
density was successfully used to distinguish the wear stages in machining tools by
Dong et al. [62, 85]. A recent preliminary study for a new application, wood ma-
chining, demonstrated the potential of FFT of emitted sound in fault detection [86].
However, FFT can only give a global energy-frequency distribution, and hence FFT
alone would not be able to provide a clear picture of the signals, especially when the
signal generated due to wear is weaker than the interferences [87].
Time-frequency domain analysis
Non-stationary signal analysis employs time-frequency domain features, and the
wavelet transform is the most commonly used approach for tool breakage detection.
This simultaneously provides the time domain and frequency domain localization in-
formation, and the processing time is comparatively low [82]. Mannan et al. [58] em-
ployed wavelet transform of sound emitted during a machining operation to success-
fully determine the cutting tool condition. Recently, Seemuang et al. [69] calculated
the short-time Fourier transform (STFT) to study the time-frequency characteristics
to identify the frequency range that could be employed for TCM in turning process.
Spectrogram analysis was used to identify the different sound emitting events oc-
curred during the operation. The difference of this application compared to stamping
operation is that each of these events could be clearly heard by a human operator.
Furthermore, it was possible to easily filter out the background machine noise which
occupied the lower frequency range (0-3 kHz) and did not overlap with the frequency
range for the cutting sound (6-25 kHz) or the spindle noise (5.86 kHz). They studied
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the role of spindle noise in detecting wear formation, which has not been subjected
to research before. The magnitude of the spindle noise was observed to increase with
the progression of the tool wear and an abrupt change was observed in the middle of
the steady state wear period, which is early enough to give a warning of the tool fail-
ure. In this analysis, wavelet transform outperformed the FFT, but its non-adaptive
nature was found to be a limitation because, after the mother wavelet is found, all
the data will be analysed employing that. Empirical mode decomposition is another
adaptive and highly efficient time-frequency domain feature extraction method for
TCM [91].
As another solution, Hilbert-Huang transform (HHT) has been introduced. This
is comparatively a new signal processing approach developed for TCM applications.
It is suitable for non-stationary and non-linear signals and it employs the time do-
main sound pressure for the extraction of wear related information. Raja et al. [59]
decomposed emitted sound into intrinsic mode functions and applied HHT to find out
the instantaneous frequencies and their time and amplitudes. Hilbert spectrums of
the audio emitted at fresh, slightly worn, and severely worn conditions demonstrated
that the sound pressure was increased with the increase in flank wear. Recently,
Raja et al. [87] conducted audio-based studies for a turning process and compared
the performance of FFT and HHT in the feature extraction phase and the results
demonstrated that the wear classification (fresh, slightly worn, and severely worn)
using HHT features was more accurate.
Frequency-spacial domain analysis
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Orman and Pinto [88] used acoustic holography, which is a frequency-spacial do-
main feature, for electric motor defect detection. In this method, acoustic signal is
measured by an array of microphones called an acoustic camera, which is capable of
localizing the audio source of interest from other noises. Using this method, they
could successfully locate the frequency source related to the tool defect.
2.1.5.2 Decision-making techniques
The function of decision-making techniques is either the prediction of wear formation
or the classification of the defects. Some of the applied techniques are pattern recog-
nition, artificial neural networks, Hidden Markov Model, singular spectrum analysis,
decision tree, support vector mechanism, and fuzzy logic.
In 1986, Takata et al. [64] employed a speech recognition system based on short
time spectrum analysis of the sound emitted by machining, which were checked for
the compatibility with the expected form of the control information fed to the system
prior to the operation. The results demonstrated a high rate of accuracy in tool
condition recognition. In 1991, Trabelsi and Kannatey-Asibu Jr [66] used a pattern
recognition technique using audio spectral components based on minimum distance
criterion to classify sharp-tool, worn-tool, and tool breakage in metal cutting.
Feed-forward back-propagation neural networks were employed by several TCM
studies [79, 89, 90]. The study on detection of mass unbalance in rotating machin-
ery by Li et al. [89] demonstrated an improved performance employing audio fea-
tures compared to vibration signals. Elgargni and Al-Habaibeh [90] classified wear in
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milling operations using several one-dimensional and two-dimensional measurements.
However, the performance of artificial neural networks based on two-dimensional data
(image) outperformed that of one-dimensional data that included FFT of audio. Raja
et al. [87] employed competitive neural networks for tool wear classification in their
comparative analysis for FFT and HHT. Lu et al. [56] used class mean scattering
criteria and the Hidden Markov Model for tool wear monitoring in micromilling and
obtained a 100% classification rate by normalizing audio signals before feature selec-
tion.
Support vector mechanism is a popular machine learning method based on statis-
tical learning theory, which has two main branches: support vector mechanisms for
classification and support vector mechanisms for Regression. The multi-sensor (AE
and cutting sound) information method used by Zhang et al. [91] employed a combi-
nation of the two branches (support vector mechanisms for classification; and support
vector mechanisms for regression) and demonstrated that the combination could per-
form better than using only one kind. However, the error in decision making is still
significant and Zhang et al. [91] discussed the necessity of further improvements.
2.1.6 Summary of condition monitoring
According to the literature discussed in this section on tool condition monitoring,
identified questions and gaps in current literature are as follows:
• Is there any potential of employing audio for TCM in sheet metal
stamping?
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• There is no technique to detect the wear progression and/or the
onset of wear in sheet metal stamping condition monitoring
2.2 Blind signal separation and its applications to
mechanical systems
BSS is a recent research area which has drawn attention in different fields such as
signal processing, statistics, neural networking, etc. since 1980’s. BSS refers to
retrieving a system’s unknown parameters using its output only. The adjective ‘Blind’
implies that: 1) source signals are not observable; and 2) no knowledge is available
about the mixing or transmitting system.
In this section, I will first discuss the necessity of applying BSS techniques to
the application discussed in this thesis (i.e. to sheet metal stamping tool condition
monitoring). Secondly, the history, problem framework, source identifiability condi-
tions, and the scalability and permutation ambiguities of the BSS techniques will be
detailed. In addition, the general assumptions made to achieve source separation,
existing BSS techniques, and the mechanical applications of BSS will be described.
While discussing different techniques developed based on signal characteristics and
mixture models, more attention will be given to those which are compatible with the
nature of the stamping process.
33
2.2.1 The necessity of blind signal separation
Noting that audio has never been used for wear detection in sheet metal stamping
due to the weak sound emitted by stamping operation, there is a lack of robust
methods which consider the disturbances by other processes/components
of the machine and background signals. This point is a key impediment for
the application of audio to the real production environment, and therefore,
there is a need for techniques to recover information from corrupted sensor
signals.
BSS is an effective technique capable of recovering unobserved source signals from
observed mixtures without any information of the mixing system [92–95]. BSS first
emerged as a biological problem in 1982 and then evolved to successful usage in several
applications such as communication, audio processing (speech and music) and image
processing [96].
2.2.2 History
The blind source separation problem was first formulated in 1982, by Bernard Ans,
Jeanny Hrault and Christian Jutten with Jean-Pierre Roll to study joint motion due to
muscle contraction [96]. The first published papers in signal processing conferences
[97] were in 1985 and in Neural Networking conferences [98, 99] in 1985 and 1986
respectively. In these studies, multidimensional signals were analysed, in which each
component is an unknown mixture of unknown sources [96]. By this time it has been
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referred as ‘signal discrimination’ and in 1987 only this problem started to be referred
as ‘source separation’. Later on, BSS was used in many other applications such as
radio communication, speech enhancement [100], separation of seismic signals [101],
nuclear reaction monitoring, and airport surveillance [102].
BSS is primarily a problem which exploits spatial diversity rather than temporal
diversity, since the problem structure represents the signal across different micro-
phones and those microphones receive different mixtures of the sources. All early
papers published in this field concerned the instantaneous mixture model. The first
paper related to convolutional mixture model was published in 1975, where a blind
deconvolution of two signals was addressed and an assumption was made that one
signal is considerably small compared to the other one.
2.2.3 Problem framework
The BSS problem retrieves the unknown source signals denoted as x(n) = [x1(n),
x2(n), . . . , xI(n)]
T using only the output observations y(n) = [y1(n), y2(n), . . . , yJ(n)]
T ,
where n is the time instant and the superscript T denotes transpose [96]. The source
vector x1(n) can be represented as x1(n) = [x1(1), x1(2), . . . , x1(N)]
T , where N is the
sample size. If there is I number of unknown sources and J number of sensors the
problem can be graphically illustrated as in Figure 2.2. BSS may include retrieving
the mixing model as well. The mixture model can take the form of instantaneous
matrix A or convolutional matrix H(z) depending on the nature of the signals and
the environment.
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Figure 2.2: Blind signal separation problem framework
2.2.3.1 Instantaneous mixture model
Figure 2.3 graphically illustrates the instantaneous mixture model of I sources and J
sensors without taking the noise into account. The instantaneous mixture matrix is a
linear memoryless system and it mixes the input source vectors immediately at each
time instant [103–105]. The signals from different sources are considered to reach
the sensors simultaneously and hence the sources and mixtures can be regarded as
discrete data vectors and the mixing process only operates on each discrete vector
each time. Taking the additive noise also into account, the observation by a single
sensor can be expressed as:
yj(n) =
I∑
i=1
ai,jxi(n) + wj(n), j = 1, 2, . . . J (2.2.1)
where ai,j are mixing coefficients and wj(n) is the noise added to the signal mixture
of sensor j. Considering all sensors, it can be put in vector and matrix form as:
y(n) = Ax(n) + w(n) (2.2.2)
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Figure 2.3: Instantaneous mixture model
A is the I × J mixture matrix. In the case where noise is absent, the BSS equation
can be simplified to:
y(n) = Ax(n) (2.2.3)
Since, A and x(n) are unknown, this can be re-written as follows:
xˆ(n) = By(n) (2.2.4)
where B is the separating matrix and xˆ is the estimate of source signals. By (2.2.3)
and (2.2.5) we can obtain
xˆ(n) = BAx(n) (2.2.5)
If the signals are completely separable, the BA matrix should be an identity matrix
of the dimensions I × I.
2.2.3.2 Convolutional mixture model
The convolutional mixture model is an extension of the instantaneous mixture mod-
els, which add time delays to the source signal while passing through it [106–108].
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Figure 2.4: Convolutional mixture model
These time delays can be due to signal reflection causing multipath propagation or
simply the time taken to reach the spatially distributed sensors. This model can be
generally represented by a FIR filter matrix, since even an infinite-impulse-response
(IIR) system can be approximated to an FIR system with large enough model order
L. Hence, the mixing model is expressed as:
y(n) = H(z)x(n) + w(n) (2.2.6)
where H(z) is the J × I FIR mixture matrix and its entries are polynomials. Figure
2.4 graphically represents the convolutional mixture model of I inputs, J sensors,
where there are two transmission paths between each source-sensor pair.
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2.2.4 Source identifiability
The blind identifiability means the extent to which the model A can be identified
using the signal separation of x(n). The identifiability depends on the nature of the
sources and the available prior knowledge about them. Let’s assume;
xˆ(n) = BAx(n) (2.2.7)
If BA has one and only one non-zero entry per its each column and each row, then
xˆ(n) is a copy of x(n) and the sources can be identified up to permutations with
differences in scale and the sign. The availability of some knowledge about x(n) will
enable the identification of the most probable out of these permutations [109].
2.2.5 Scalability and permutation ambiguities
In both models (i.e. instantaneous and convolutional mixture models described
above), the BSS problem does not have a unique solution and can be satisfied with
an infinite number of combinations of mixing matrices and separation matrices. The
calculated signal can be a scaled and/or permuted version of the original signal:
x˜(n) = P ∧ x(n) (2.2.8)
where, ∧ is the scaling matrix and P is the permutation matrix. For the instantaneous
mixture model, ∧ is a diagonal scaling factor matrix. For the convolutional mixture
model, the corresponding ∧(z) is a diagonal filter matrix.
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2.2.6 General assumptions
Some a priori knowledge of the input or the mixing system is required to extract the
sources using channel output, otherwise the problem is considered to be ill-defined.
In the absence of this knowledge, it is assumed that either the channel impulse or the
input signals have some specific properties. Following subsections will discuss a few
most commonly used assumptions.
2.2.6.1 Statistical independence of sources
As mentioned above, the lack of prior knowledge about the mixture can be compen-
sated by valid strong assumptions and the most commonly used assumption is mutual
statistical independence between the source signals. Statistical independence is an
indirect assumption about the source distribution. If each source is assumed to have
a probability density function denoted qj(xj), the joint probability density function
of the source vector is:
q(x) = q1(x1)× · · · × qJ(xJ) =
J∏
j=1
qj(xj) (2.2.9)
For a vector of independent entries with at most one Gaussian entry and for any
invertible matrix, the independent component analysis (ICA) methods aim at esti-
mating source vector x(n) as in (2.2.4) and if the entries of xˆ(n) are independent,
then it is a copy of source vector x(n) with permutation and scalability differences.
The mutual independence assumption can be justified for many applications such
as communication and some mechanical systems and it will guarantee the system
identifiability and source separation.
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2.2.6.2 The mixture matrix is invertible
For the BSS problem to be solvable, the mixture matrix A should be invertible, so
that the source can be estimated as;
xˆ = A−1y (2.2.10)
in the noiseless scenario. For the mixture matrix to be invertible, it should be full
column rank. To achieve this, the condition J ≥ I is used very often - i.e., there is an
equal or larger number of sensors than the number of sources. This fact allows the
design of algorithms with uniform performances [106,107,110].
2.2.7 Underdetermined mixtures
This is a special scenario, which is not compatible with the common assumptions.
An underdetermined mixture is the mixture model with a larger number of sources I
than the number of sensors J . In this scenario, the mixture matrix is not invertible.
This can be the only realistic condition for some applications such as most of the
mechanical systems, where there is a larger number of unknown sources or where
the usage of a larger number of sensors is not practical due to cost. In this case,
the problems of identification of the mixture matrix and the source separation is
generally conducted in two distinct steps. For linear memoryless mixtures, the source
separation may be difficult if not impossible, even with a given known mixture matrix,
since there can be an infinite number of solutions [96,111].
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2.2.8 Blind signal separation techniques
Without additional assumptions on the signal characteristics or mixture matrix, the
BSS problem is ill-posed. Hence, there are different approaches to solve the equation
(2.2.4) based on these assumptions. Some of them are PCA, ICA, factor analysis,
projection pursuit, etc.
2.2.8.1 Principle component analysis
Data compression and feature extraction are two main applications of the PCA tech-
nique. In PCA, the main method used to reduce the number of variables in a data
processing system is to discard linear combinations with lower variances and only
retain those with higher variances. Even if they are not removed, the variable length
coding systems are capable of handling them efficiently when the variances are highly
variable. Similarly, the minor component analysis finds out the component with
smaller variances. Both principle and minor component analysis are considered as
blind approaches since they extract special features from the regulated dimension-
reduced data sets or signal subspaces.
2.2.8.2 Independent component analysis
ICA was the most popular higher order statistics based approach for BSS of instan-
taneous mixtures at an early stage. This is an extension of PCA and the data vectors
are mixed by a linear mixture. The aim of ICA is to decompose the signal mixture
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into a set of independent non-Gaussian signals [112]. The fundamental properties
of the signal are preserved well in ICA compared to PCA, since no component is
removed or ignored, and hence the original sources can be retrieved [113].
The source vectors x(n) are scalar valued and mutually statistically independent
for each sample value n. Columns of the mixture matrix A are the basis vectors of
ICA. Generally, it is assumed that the number of sensors is equal to or larger than the
number of sources, so that the mixture matrix A is a tall matrix and invertible. Fur-
thermore, the source signals x(n) are assumed to be zero mean stationary, stochastic
processes. At the same time, only one source can be Gaussian, as the mixture is not
separable when there are many Gaussian sources [114].
A very little a priori information is assumed on the matrix A and only the di-
rection of the vector is found, as the magnitudes of base vectors and the amplitudes
of the source signals are interchangeable. Solutions to (2.2.4) have been studied
using a variety of techniques with different assumptions. One set of techniques as-
sumes the mixture matrix A is completely known and the xˆ(n) can be obtained as
xˆ(n) = (ATA)
−1
ATx(n) and subspace methods and likelihood methods can be used
to separate the source signals [115].
2.2.8.3 Constant modulus property based methods
Constant modulus algorithms are the simplest algorithms using higher order statis-
tics. Constant modulus algorithms exploits the constant modulus property for signal
separation in an iterative manner, and usually, a single source is extracted. Then
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its contribution is subtracted from the signal mixture before extracting the second
source, in order to prevent the extraction of the same source again. This process is
continued until all the sources are recovered [116]. However, this method suffers from
the issue of error accumulation and hence a significant performance degradation. In
2008, Xiang [93] proposed an algorithm which updates the separation matrix directly,
rather than successively updating the separation vectors. This algorithm is capable of
separating all the sources simultaneously and hence prevents the error accumulation.
2.2.8.4 Joint diagonalization based methods
The joint diagonalization methods are based on the formula for the output correlation
matrix, which is as follows for the instantaneous mixture model:
Ry(τ) = E{y(n+ τ)yT (n)} = ARx(τ)AT (2.2.11)
where Rx(τ) is the input autocorrelation matrix that is diagonal for all τ .
Rx(τ) = E{x(n+ τ)xT (n)} (2.2.12)
Fety and Van [117] first introduced joint diagonalization method for signal sepa-
ration in 1988, in which they exploited the exact joint diagonalization (EJD) of the
output correlation matrices. Later in 1997, Belouchrani et al. [103] introduced the
currently popular approximate joint diagonalization (AJD) through their second or-
der blind identification (SOBI) algorithm. They used the zero-lag output correlation
matrix to obtain the whitened output signal vectors z(n):
z(n) = Wˆy(n) (2.2.13)
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where Wˆ is the whitening matrix. Then a set of whitened output correlation matrices
were approximately diagonalized by minimizing the squared sum of the off-diagonal
coefficients.
The popular joint approximate diagonalization of eigen-matrices (JADE) algo-
rithm performed the diagonalization of a set of fourth-order cumulant matrices [118].
Later, Moreau proposed using digonality of different order cumulant matrices, includ-
ing third-order [119]. The joint diagonalization methods have also been extended to
convolutional mixture model [40].
2.2.8.5 Maximum likelihood based methods
In maximum likelihood based methods, the probability density function of the outputs
are maximized with respect to the mixture matrix A or the unmixing matrix B. In
1997, Pham and Garat [120] used a quasi maximum likelihood estimator to separate
stationary sources with arbitrary spectra. Later in 2004, De´gerine and Za¨ıdi [121]
developed the exact likelihood maximization method for an instantaneous mixture
of autoregressive sources. They proved the existence and the consistency of such an
estimator. Both of these approaches rely on the Gaussianity of the sources, even
though they might be applicable to the non-Gaussian sources.
2.2.8.6 Temporal predictability based methods
In temporal predictability based methods, sources and mixtures are assumed to have
distinct temporal predictability. The development of the BSS methods based on the
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temporal predictability relies on the fact that the temporal predictability of any signal
mixture is less than (or equal to) that of any of its original unmixed components.
Stone [112] employed this property to recover original sources to find the unmixing
matrix that maximizes the temporal predictability of each recovered signal. This
method has demonstrated good performance for the supergaussian, subgaussian, and
gaussian sources.
2.2.8.7 Cyclostationary based methods
In some man-made systems such as wireless communication systems, the source sig-
nals can be pre-processed such that they possess certain diversity [105, 122]. Among
different diversity properties, cyclostationarity exists in many practical applications
such as communication, telemetry, radar, sonar and mechanical systems. For exam-
ple, cyclostationarity is shared by most communication signals as a result of periodic
switching, gating, or mixing operations at the transmitter [123]. Many signals gen-
erated by mechanical systems are also cyclostationary due to the periodical rotation
or movement of some parts [124].
Among the existing cyclostationarity based BSS methods, most of them require
the mixing system to be instantaneous. Some representative cyclostationarity based
BSS methods for instantaneous mixing systems can be found in [94, 125–131]. Al-
though instantaneous mixing systems exist in practice, the mixing systems
encountered in most real-world applications are actually dynamic, due to
multi-path propagation. Extracting a cyclostationary signal from convo-
lutional mixtures is challenging. So far, some cyclostationarity based BSS
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methods for multiple-input-multiple-output (MIMO) FIR mixing systems
have been developed but they are far from mature.
The methods in [132–134] use nonlinear cost functions exploiting the higher-order
cyclostationary statistics (HOCS) of the measured data, from which several adap-
tive and iterative algorithms have been derived. However, these algorithms are not
globally convergent. Moreover, it is known that the HOCS-based methods normally
require a larger number of data samples to achieve good statistical performance. This
would significantly increase computation cost.
In contrast, the methods based on second-order cyclostationary statistics (SOCS)
are often more efficient in computation. In [135], a frequency domain method is
proposed to separate cyclostationary signals from MIMO FIR mixtures, which only
employs the SOCS of the measured data. However, it needs to perform approximate
joint diagonalization of a set of spectral correlation density matrices in each frequency
bin, which introduces a frequency-dependent permutation ambiguity. To correct such
permutation ambiguity, the source signals must satisfy some conditions: they are
real-valued and mutually uncorrelated, and have different cyclic frequencies. If one
or more of these conditions do not hold, significant performance degradation will be
unavoidable. Moreover, this correction procedure itself will add additional errors to
the final source separation outcome.
It should be noted that in some practical applications, one only needs to extract
the source of interest (SOI), not all source signals, from the measured data [136–138].
This is a special case of BSS, which is named as blind source extraction (BSE). BSE
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has the advantage of using some signal property which would favour the signal of in-
terest and rejects the other signals. The commonly used signal properties used for this
task include: stochastic property, periodicity, non-stationarity, and cyclostationarity.
In [136–138], some BSE methods have been developed to extract a cyclostationary
signal, which is of interest, from the outputs of an instantaneous mixing system. The
method in [139] can deal with MIMO FIR mixing systems but it relies on the HOCS of
the system outputs. In [140], an SOCS-based frequency domain method is proposed
for BSE from MIMO FIR mixtures. Since this method performs BSE in the frequency
domain, it utilizes cyclic power spectrum instead of cyclic correlation function. As
a result, the additive noise term cannot be removed when estimating the extraction
vector, which reduces the accuracy of signal extraction.
Based on the above discussion, it is evident that there is a lack of effective
cyclostationary based algorithms that are low in computation cost for con-
volutional mixtures.
2.2.8.8 Dependent component analysis
The property of independence of source signals is too restrictive to be achieved in
some applications such as mechanical systems because there are dependencies in be-
tween sources due to the nature of the mechanical structure. Higher order statistics
and second order statistics based techniques fail to perform well for the mixtures of
mutually correlated source signals. Hence, other properties should be analysed and
exploited for signal separation and the branch devoted for this purpose is referred as
dependent component analysis. Xiang et al. [141] provide a comprehensive review on
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the existing techniques for dependent component analysis. They can be divided into
three categories: nonnegativity based methods, precoding-based methods, sparsity-
based methods. However, only the sparsity-based methods will be applicable to the
mechanical systems, because the sources emitted by a mechanical system are not
practical to be assumed as nonnegative. Furthermore, pre-coding is not a luxury
available to a mechanical system.
Biomedical signals and images possess the nonnegative property. CAMNS-LP
(convex analysis of mixtures of nonnegative sources by linear programming) is a well-
known method which combines the nonnegativity with the local dominance property
[142]. Local dominance refers to the property that each source has at least one
time instant where that particular source is dominant. Some BSS algorithms have
combined the nonnegativity with the sparsity in time-domain, and these conditions
are satisfied by signals such as images. The time-domain sparsity is that at each time
instant t a single source is significantly active compared to the other sources [96].
TF-domain sparsity-based methods
Generally, the source signals are sparser in time-frequency domain compared to
the time domain, and hence they have more potential to be separated using TF
domain sparsity. The TF domain sparsity based methods were primarily developed
to tackle the underdetermined BSS (UBSS) problem. The earlier developments relied
on a strict condition, TF-disjoint property, that requires having at most one source at
each TF point [143, 144]. Even if these methods can handle some small overlapping
of the sources, the performance degrades at these overlapping points [111].
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This condition was relaxed to some extent by allowing the sources to be non-
disjoint, as long as the active sources at any TF point is strictly less than the number of
sensors [145]. Furthermore, this methods required the column vectors of the mixture
matrix to be pairwise linearly independent. However, Peng and Xiang [111] later
proved that the pairwise independence of the matrix columns is not sufficient for the
source separation unless every J × J submatrix of the mixture matrix is full column
rank, where J is the number of sensors. The condition was further relaxed in UBSS-
FAS (UBSS with free active sources) method, which guaranteed the source separation
of the number of active sources at any TF frame is less than twice the number of
available sensors [146]. Later, Abrars et al. introduced the time-frequency ratio
of mixtures (TIFROM) algorithm which requires that there are only some adjacent
windows where only one source is active [147–149]. In these methods, STFT of the
mixtures were calculated and the ratio of the TF domain amplitudes between the
output signals was calculated.
α(t, ω) = Y1(t, w)/Yi(t, ω) (2.2.14)
=
N∑
m=1
a1mXm(t, ω)/
N∑
n=1
a1nXn(t, ω) (2.2.15)
where Yi(t, w) represents the STFT of the output signal yi(t, τ), Xi(t, w) represents
the STFT of the input signal xi(t, τ), ω is the frequency, and τ is the time delay.
The coefficients α(ti, ωi) will be constant for adjacent windows if and only if only
one source is active in those TF windows. However, for this to be true, the sources
should not change proportionally in other sets of adjacent windows where more than
one source is active.
In 2005, Georgiev et al. [150] introduced an approach to completely remove the
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sparseness restriction. Instead, this algorithm is based on the assumptions below,
concerning the richness of the sources:
1. For any m−1 sources in all r sources, there must exist at least m sample points
at which these m− 1 sources are active, where m is the number of sensors.
2. Any m column vectors in the mixture matrix A are linearly independent.
3. At most m− 1 sources among the r sources are active at any sample point.
However, these assumptions also can be difficult to be satisfied by many applications
as proved by the examples in [141].
In 2007, extending TIFROM algorithm, Deville and Puigt [151] introduced two
methods which have the requirement that there are some discrete TF windows where
only one source occurs. This condition is less restrictive than having adjacent windows
where only one source occurs. These methods use the local correlation parameters
of the centered and non-centered TF transforms of the observed signals, which are
referred to as LI-TIFCORR-C and LI-TIFCORR-NC. In these methods, the STFTs
of the output signals are calculated in the signal pre-processing stage and the aim
of the detection stage is to identify the single-source TF analysis zones based on the
property that a necessary and sufficient condition for a source to be isolated in a TF
zone is
|cy1yi(t, ω)| = 1 ∀i, 2 ≤ i ≤ N (2.2.16)
where cy1yi(t, ω) is the covariance coefficient defined as
cy1yi(t, ω) =
Cy1yi(t, ω)√
Cy1y1Cyiyi
(2.2.17)
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where Cy1yi(t, ω) is the non-normalized covariance parameter.
To identify the single source zones, the mean |cy1yi(t, ω)| of |cy1yi(t, ω)| is calcu-
lated over all i, with 2 ≤ i ≤ N . The first zones in the decreasingly ordered list of
|cy1yi(t, ω)| are then picked as the best single-source zones. The identification stage,
identify the columns of the unmixing matrix B in the identified single-source zones.
In the final recombination stage, Deville and Puigt [151] used the identified unmixing
columns to recombine the output signals to obtain the extracted source signals. Their
simulation results demonstrated an improved performance compared to the TIFROM
method.
2.2.9 Applications of blind signal separation to mechanical
systems
Within the last few decades, many attempts have been taken to apply BSS to mechan-
ical applications. Unfortunately, this has been a complex task compared to the other
applications due to the incapability of applying the mutual independence property
without proper investigations. Also, the environment is complex due to multipath
propagation and the larger number of unknown sources generated by mechanical sys-
tems. There is also no possibility of applying pre-processing steps to the signals, as
in communication applications.
BSS has been employed in motor, gearbox, and rolling element bearing defect mon-
itoring [104, 124, 140, 152–154]. A BSS method called temporal decorrelation source
separation (TDSEP) has been employed by Vivela et al. [63] for condition monitoring
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using audio signals. This method is claimed to perform well for uncorrelated sources.
However, no information is provided about the machine or the process monitored by
their experiment. The condition monitoring of manufacturing (milling) processes has
been conducted in [155–157]. Among them, Shao et al. [155] and Shi et al. [157]
focused on single-channel source separation, using power signals and audio signals re-
spectively. Both of these studies face computational complexity due to the selection
of a single sensor to deal with higher sensor cost and installation inconveniences. As
initial studies, they have conducted experimental analysis on the extreme conditions
(i.e. sharp tool condition against severe tool breakage) and have noted the need for
future investigations into minor tool breakages or tool wear. Sun et al. [156] combined
ICA with FFT to separate the force signal associated with micro-milling operation
from the recorded signal mixtures. This algorithm is applicable if the sources are
independent and at most one source is a Gaussian signal.
However, the stamping process has not been implemented as a BSS sys-
tem. Hence there is no knowledge on the suitable mixture model for the
signals generated by the press system or the source characteristics unique
to the signal of interest.
2.2.10 Summary of BSS and its application to mechanical
systems
According to the literature discussed in this section on BSS and its application to
mechanical systems, the identified research questions are as follows:
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• What is the suitable transmission/mixture model for the signals
generated by the stamping press system and what are the special
characteristics of the original sources?
• How can those identified signal characteristics be exploited to ex-
tract the signal of interest (audio generated by stamping operation)
from a set of signal mixtures resulted by the identified mixture model?
• If the workshop floor consists of other noisy machinery, how can
the signals generated by the stamping press system be isolated from
the rest?
2.3 Summary
The first section of this chapter briefly discussed the wear mechanisms in the sheet
metal stamping tools. Then the early laboratory works to identify the best combi-
nation of process parameters which would improve the tool lifetime and the product
quality was described. The sensory techniques to control and monitor the process pa-
rameters were then detailed. Then the current need to have tool condition monitoring
techniques for an uninterrupted production cycle was discussed.
The existing research on different sensory techniques, such as power, strain, force,
acoustic emission, and vibration for the condition monitoring of the stamping tools,
is then detailed. However, the still unmet demand for a simple, low-cost, and easy to
setup monitoring system was identified. Since audio has the potential to be employed
54
in such a system, the existing studies on tool condition monitoring systems employing
audio was surveyed. Audio has been primarily used for defect detection of various
combustion engine faults. Later, many audio-based studies on tool condition mon-
itoring of manufacturing operations such as milling, turning, and drilling has been
conducted. However, to our best knowledge, there is no study discussing the audio
analysis for stamping tool condition monitoring. Then the different signal processing
methods used in both signal extraction phase and the decision-making phase was
detailed.
The intention of a tool condition monitoring system is to identify the onset of wear,
so that the necessary actions could be taken prior to production failure. Since most
of the existing work focuses only on the tool defects or the distinct wear levels, our
attention was given to the research monitoring wear progression and/or the onset of
wear. There are only a very limited amount of research on this topic which is applied
to other manufacturing operations, but none applied to wear progression monitoring
of stamping tools.
Based on the survey of these studies, it was evident that the signal characteristics
vary depending on the application, and hence the findings of one application are not
directly applicable to another. Additionally, these studies on the other manufactur-
ing operations relied on the capability of an experienced operator to distinguish the
good and degraded tools based on their hearing, which does not occur for stamping
processes. That is because the audio signal from the stamping operation itself is weak
compared to that of the metal clamping, trimming and other subsequent operations,
and hence no difference in sound generated due to tool wear can be heard.
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Hence, the second section of this chapter discussed the necessity of BSS for the
extraction of the audio from the recorded signal mixture, prior to being employed in a
complete condition monitoring system. This section is also devoted to the background
of the popular BSS techniques and its application to mechanical systems. Under this
section, two types of mixture models, the conditions for source identifiability, and the
common ambiguities of BSS are discussed. Then the existing BSS techniques were
detailed.
As a whole, this literature review identified the following main research question:
• How can signal processing techniques be effectively and efficiently
employed in extracting the signal of interest for monitoring stamping
process to identify the wear formation on stamping dies?
and the following sub research questions and gaps:
• What is the suitable transmission/mixture model for the signals
generated by the stamping press system and what are the special
characteristics of the original sources? (Chapter 3)
• How can those identified signal characteristics be exploited to ex-
tract the signal of interest (audio generated by stamping operation)
from a set of signal mixtures resulted by the identified mixture model?
(Chapter 3)
• Is there any potential of employing audio for TCM in sheet metal
stamping? i.e. Is there any association between audio and the stamp-
ing process parameters? (Chapter 3)
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• Is audio capable of detecting the wear progression and/or the onset
of wear in sheet metal stamping tools? (Chapter 4)
• If the workshop floor consists of other noisy machinery, how can
the signals generated by the stamping press system be isolated from
the rest? (Chapter 5)
These questions will be addressed by this thesis in the coming chapters.
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Chapter 3
Audio Signal Based BSS Model
For Sheet Metal Stamping Process
and the Study of Original Source
Characteristics
In this chapter, I discuss the modelling of the audio emitted by a sheet metal stamping
press system as a BSS system. In addition, I develop a semi-blind signal extraction
technique to isolate the original sources and then analyse the characteristics of these
isolated sources. Consequently, the BSS techniques based on this model and the
original source characteristics can be developed in the future. The focus of this study
is to extract the signal of interest from the mixture generated by the press system,
disregarding the noise from the background machinery or treating it as Gaussian noise.
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Note that the the general scenario with noisy background is discussed in Chapter 5.
Most of the findings of this chapter have been published in a peer-reviewed IEEE
conference paper [169].
3.1 Introduction
The stamping mechanical press system used in our experiments very closely represents
the systems used in industry in a real production environment, where a number of
simultaneous operations are conducted, each of which generate audio signals within
the same frequency range. Therefore, the recording equipment captures a mixture
of signals, which cannot be separated by simple filtering. The problem of separating
such a mixture is addressed by the popular research area, BSS, which aims to recover
unobserved source signals from observed mixtures without any information of the
mixing system [93–95,158].
Most of the conventional BSS algorithms are based on a set of assumptions, which
might not suit every practical application. Therefore, system parametrization is an
essential task, which should be conducted prior to developing the algorithms for a
particular application. This involves determining valid assumptions about model
parameters such as the mixture matrix and characteristics of source signals. To
achieve this, it is necessary to study the original source signals before they mix. This
can be straight forward in some applications like communication systems because the
sender has control over the original sources. However, most mechanical applications
do not have this luxury, due to the inaccessibility of their original sources. Hence,
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the research methodology discussed in the next subsection was adopted for the BSS
system parametrization.
3.1.1 Research methodology
The audio emitted by the stamping press system will be first modelled as a BSS
system. Secondly, a set of special machine runs will be designed and conducted
experimentally to isolate the sources as much as possible. This will allow the identi-
fication of all the sound generating sources. Then, in a similar manner, the sources
sharing the same time duration as the stamping operation will be identified. Next,
a semi-blind signal extraction technique will be developed to extract the signal of
interest (audio associated with the stamping operation) because it cannot be isolated
manually. Then, a set of trials will be conducted to investigate the link between the
audio signals and stamping process parameters and to evaluate the developed BSS
model and signal extraction technique.
The isolated original sources will be studied to identify the signal characteristics
they possess, which have the potential to be exploited for source separation. Finally,
the potential existing BSS techniques and their suitability in solving the problem will
be discussed.
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3.1.2 Selection of the research methodology
Instead of modelling the BSS system in a semi-blind manner, an alternate approach
was to propose/develop BSS algorithms relying on some assumptions of the original
source characteristics, which are based on the observation of the operation from out-
side. These algorithms could only be evaluated by trial and error, which could be
impractical for the particular operation. Without proper signal analysis, it was un-
reasonable to exploit the most commonly used mutual independence property. That
is because there could be mechanical dependencies between the audio generating pro-
cesses and tools of the press system.
Cyclostationary is a property commonly exploited in mechanical applications, such
as roller bearing fault detection, where the different sources have unique cyclic fre-
quencies. However, the sources generated within the stamping press system share a
common cyclic frequency, making it impractical to exploit the cyclostationary prop-
erty. Another potential branch of BSS for this particular problem is the dependent
component analysis techniques which are mathematically and applicatively more com-
plex. Additionally, the assumptions of the signal characteristics made by those tech-
niques are very specific, which cannot be relied on without proper investigation.
3.1.3 Contributions
1. The first contribution of this chapter is to model the audio generated by sheet
metal stamping press system as a BSS system. This allowed identifying and
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isolating the original sources contributing to the mixtures and analysing their
original source characteristics. The outcome from this work can be the base
for future research to identify/develop BSS techniques to extract the audio
generated by stamping operations.
2. The second contribution of this chapter is to investigate if there is any associa-
tion between the parameters of the stamping operation and the emitted audio,
because audio has never been studied for condition monitoring of stamping
operations.
3. Third contribution is the identification of original source characteristics which
can be exploited for BSS techniques development and the identification of the
existing potential BSS techniques.
3.2 Experimental setup
This section details the stamping equipment, material and the data acquisition setup
used for this experiment.
3.2.1 Stamping equipment
The experiments were conducted using a semi-industrial sheet metal stamping test
setup, as shown in Figure 3.1. This process produces channel-shaped parts (Figure
3.1(c)), using a progressive die set and single-action mechanical press system. This
test has been specifically designed to closely replicate the conditions experienced
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Figure 3.1: (a) The sheet metal stamping press tool setup and the microphone (M1, M2, and M3) placement around
the tooling; (b) Schematic of the channel forming wear test at the start of each cycle; (c) The u-shaped formed channel
at the end of each cycle.
during industrial stamping production, with emphasis on the wear conditions at the
die radii, as described in detail previously by Pereira et al. [159,160]. The geometric,
process and material parameters used resemble a typical wear-prone automotive sheet
metal stamping operation and near-production process conditions. The important
parameters and conditions are summarized in Table 3.1. All the conditions were kept
constant throughout the trials.
Due to the use of a progressive die set, there are also clamping, piercing, and
trimming operations that occur during each stroke. Additionally, the sheet metal
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Table 3.1: Process parameters
Punch width, a 30 mm
Draw depth, d 40 mm
Average blank holder force, fh 28 kN
Die-to-punch gap, g 2.3 mm
Blank length, l 150 mm
Die corner radius, rd 5 mm
Punch corner radius, rp 5 mm
Blank thickness, t 1.6 mm
Blank width, w 26 mm
Press stroke length 203 mm
Press rate 32 min−1
coil is fed by an automated feeder through an uncoiler and straightener. Although
these operations are not the focus of condition monitoring, a brief explanation of
these is given below, since the signal pre-processing technique was developed based
on this knowledge. The schematic shown in Figure 3.1(b) does not reflect the exact
positioning of the tools and does not show all of the other operations, so the sequence
of operations varies from this due to the physical placement of the tools. The piercing
punches (#08) and stamping dies (#02) are mounted to the upper plate (#09), which
is attached to the press ram and is moved vertically by the action of the press motor
and crank. During the downward movement of the ram, the following points describe
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the most important operations relative to this study and the order in which they
occur:
1. The sheet metal strip (#01) is clamped between the stamping dies (#02) and
blank holder (#03) at approximately 50mm before bottom dead centre (BBDC).
2. The small tabs at the ends of the sheet metal strip are trimmed by the shearing
action of the sharp edge of the stamping die (#02) and the trimming die (#04)
at 45mm BBDC. This causes the approximately rectangular section of sheet
metal blank to be separated from the rest of the coil.
3. The sheet metal blank contacts the top of the stamping punch (#05) at 40mm
BBDC, and is then formed over the punch with further movement of the stamp-
ing dies (#02) downward.
4. The sheet metal strip (#01), which is located prior to the forming operation
and is still attached to the sheet metal coil, is clamped between the stripper
plate (#06) and the piercing die (#07) at 7mm BBDC.
5. Near the bottom of the press stroke, at 3mm BBDC, the piercing punches (#08)
contact the sheet metal strip (#01) and begin punching two long thin slots
(approximately 4mm x 75mm) into the sheet metal. This operation produces
the approximately rectangular strips of sheet metal (150mm long x 26mm wide),
with the small tabs at the ends, described in Point 2 above.
6. At bottom dead centre (BDC), the stamping operation is complete. The press
ram then begins its ascent for the upwards part of the stroke.
65
7. The feeding operation begins during the upward part of the stroke at approx-
imately 100 degrees before top dead centre (BTDC). The sheet is fed 30mm
during each cycle.
The mechanical press system operates continuously at 32 strokes per minute. At
this press rate, the punch speed is approximately 300 mm/s at the beginning of the
forming operation and reduces to 0 mm/s at the end of the 40 mm forming stroke at
BDC, as governed by the geometry and kinematics of the press and tooling system
and the press crankshaft rotational speed.
3.2.2 Materials
The die corner inserts (#10) are removable, permitting interchange of the wearing sur-
faces. These die inserts were manufactured from AISI D2 grade tool steel. They were
rough milled to obtain the approximate shape; then through hardened to 60HRC,
and then precision ground. To achieve an accurate surface profile and the desired
surface finish, the die radius region was finished via manual polishing. These prepa-
ration processes are conventional practice in the stamping industry [161]. However,
in this case, extra care was taken during each of the manufacturing steps to ensure
a profile tolerance of 0.05mm over the die radius insert surfaces that are in contact
with the blank material, as described in our previous experimental work on stamping
wear [162].
The blank material is a low-carbon hot-rolled steel grade and has a nominal thick-
ness of 1.6 mm. This steel is designated as XF300 by the supplier and it conforms to
66
the AS/NZS 1594 specification. In the rolling direction, the yield strength and ulti-
mate tensile strength are 321 MPa and 485 MPa, respectively, and the total uniform
elongation is 19.2%, as determined from uniaxial tensile tests.
The lubrication and the surface conditions were selected as per the trial.
3.2.3 Data acquisition setup
The signals emitted by only three operations - trimming, stamping, and piercing
(described in Points 2, 3 and 5 in Section 3.2.1)- contribute to the audio mixtures
employed in the analysis. This is because only those signals have significant signal
strengths and also occupy overlapped time frames. Therefore, for the data acquisition,
three microphones were employed in order to satisfy a general assumption of BSS
algorithms to have an equal or larger number of outputs than the number of input
sources. The complete setup consists of:
1. Three microphones (directionality: omnidirectional, sensitivity: -62dB -/+ 3dB,
frequency range: 20Hz-16kHz, operating voltage: 1V-10V), as labelled in Fig-
ure 1(a). Microphone M1 was mounted on the moving upper plate (#09) of
the tooling close to the stamping dies. Microphone M2 was mounted on the
stationary bottom plate close to the trimming die (#04), and M3 was mounted
on the stationary press frame.
2. A National Instruments USB-6009 data acquisition system. Three analog chan-
nels of this eight channel data acquisition system were used to record the three
microphone outputs and the position signal. Another channel was used to record
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LVDT sensor signal which is described later.
3. Thinkpad Lenovo laptop with National Instruments Signal Express software.
The microphone placement presented in Figure 3.1 was chosen based on the spatial
distribution of the tools generating the three main sound sources. Data was collected
at 12 kHz rate. This was limited due to the maximum cumulative sampling rate of
the data acquisition card.
One challenge faced in signal analysis was synchronizing different sequences in
time domain. To achieve this, two additional sensors, which were already set up in
the press system, were employed and they are as follows:
1. Kistler piezo load washer (9041A) - This records punch force, which is used to
identify the time duration of the forming process.
2. LVDT sensor - This provides a signal when the crank of the mechanical press
system is at the top dead centre (TDC), indicating when the ram is at the top
of its stroke during each cycle. This measurement is used as a reference signal
to synchronize the recordings from different trials.
Figure 3.2 presents the punch force recorded by the load cell. The time period,
where the punch force is active, is the time period where stamping operation takes
place and we can expect the audio signal associated with the stamping to be present
only within this period. Also, parts of the trimming and piercing operations overlap
with the stamping during this time period. Figure 3.3 shows how the LVDT signal
was used to synchronize two trials. The time period between two falling edges of the
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Figure 3.2: The punch force signal obtained from the load cell and the audio signal from microphone M1.
LVDT signal is the time taken for one cycle, in which one channel part is formed.
All the operations: feeding, piercing, trimming, and stamping occur during this time
period.
3.3 Proposed method
This section will first detail the initial experiments that were conducted to identify all
the sources contributing to the audio mixtures recorded near a sheet metal stamping
press system. Then, a discussion will be provided on how the audio sources that
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Figure 3.3: The LVDT signal and the audio signal from microphone M1, corresponding to trials B and D in Table I.
contaminate our signal of interest were recognized. Next, the steps conducted to
isolate the signal of interest will be presented under three phases.
3.3.1 Source signals identification
Audio was recorded during several different scenarios with different active tooling
combinations to identify all the audio sources contributing to the signal mixtures.
This was achieved by either disabling particular operation(s) programmatically or
removing the corresponding tool(s) physically. The signals recorded during some of
these scenarios are presented in Figure 3.4.
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The conducted steps for major scenarios and the corresponding recordings are
detailed below:
Step 1: Run the press with all the tools in and active: recording of the complete
process.
Step 2: Run only the feed operation of the press system: recording of the feeding
operation only.
Step 3: Remove the stamping dies and program the system to stop forming and trim-
ming: recording of all the other processes excluding forming and trimming.
Step 4: Reinstall the stamping dies: recording of all the other processes excluding
piercing and clamping by stripper plate.
Step 5: Reinstall the stripper plate: recording of all the other processes excluding
piercing.
Step 6: Reinstall the piercing tool and remove the stamping punch: recording of all
the other processes excluding forming
Other than the above steps, a few additional steps were conducted such as press
run with and without interaction with injector pin, with and without a sheet in, etc.
to identify all possible sound generating sources. By observing the recordings from
each of these six major scenarios and the additional scenarios, I identified that the
main audio sources are associated with motor running, feeding, piercing, trimming
and stamping operations. Among them, the audio signal generated by motor running
is a continuous operation, which overlaps with all the other operations. However,
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this signal has a very low amplitude variation of approximately seven percent of that
of the signals generated by other operations. Therefore, it is reasonable to consider
this signal as additive noise with a signal to noise ratio (SNR) of about 23.8 dB.
Secondly, the feeding operation does not overlap with other operations in the time
domain and its impact can be easily eliminated by selecting an appropriate time
window for signal analysis. These observations lead to the identification that there
are three source signals in our BSS model and they are associated with the stamping,
trimming and piercing operations.
The three signals identified above cannot be isolated further under the normal run-
ning conditions of the stamping mechanical press system. Therefore, under our first
phase of the proposed method, I picked up four scenarios described in Section 3.3.1
and ran these again with close attention to the active sources and the present tools. I
could obtain independent measurements of the signals associated with trimming and
piercing under this phase.
However, the signal associated with stamping operation, which is the signal of
interest for condition monitoring, could not be isolated under the first phase, since
it is dependent on other simultaneous operations. That is, the stamping operation
cannot be conducted alone, as the feeding, trimming, and piercing of the sheet must
be conducted in order for the stamping operation to be possible. Therefore, in this
chapter, I develop a novel algorithm to recover the signal associated with stamping,
using the knowledge obtained under the first phase.
Under the third phase, four trials were conducted with different stamping tool wear
levels and lubrication conditions. The recovered stamping signal using the developed
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algorithm is used to demonstrate the link between the emitted audio signal and the
process parameters.
3.3.2 Phase 1: Specially designed machine operations for re-
covering trimming and piercing signals
Four trials were employed in modeling and they are summarized in Table 3.2. Figure
3.5 presents one microphone signal from each trial A-D. Analysing these microphone
signals along with punch force and LVDT signal, the active time periods of each
operation can be identified. The signals associated with piercing, trimming, and
stamping are referred as x1(n), x2(n), and x3(n) respectively, where n refers to the
time instant. Their active time periods are T1, T2 and T3 respectively.
In trial A, none of the operations are active except motor running and therefore
it can be considered as a measurement for additive noise. In trial B, only x1(n) is
active out of the three main source signals. By considering the time period T1 we
can get a measurement for x1(n) independently. In trial C, both x1(n) and x2(n) are
active, but in two non-overlapping time periods. We can isolate x2(n) by considering
the time period T2. Therefore, measurements for x1(n) and x2(n) can be obtained
independently by selecting the appropriate time window in each trial in Phase 1.
Trial D is the general operation of the stamping press system, where all three
source signals are active. Signals x1(n) and x2(n) overlap with x3(n) within the time
period T3, and hence it is impossible to get an independent measurement of x3(n).
Therefore,I develop an algorithm to recover x3(n) in Phase 2.
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Figure 3.5: The microphone M1 recordings in trial A - D
3.3.3 Phase 2: Development of novel signal extraction algo-
rithm for recovering stamping signal
3.3.3.1 Problem formulation
The mixing model considered in this Chapter is as follows:
y(n) = Ax(n) + w(n) (3.3.1)
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where x(n) = [x1(n), x2(n), x3(n)]
T is the source signal vector, y(n) = [y1(n), y2(n), y3(n)]
T
is the channel output vector, w(n) = [w1(n), w2(n), w3(n)]
T is the additive noise vec-
tor, A is the 3× 3 instantaneous mixing matrix whose column vectors are a1, a2, a3.
The superscript T denotes transpose.
3.3.3.2 Algorithm development
We can assume that the mixture matrix A is constant throughout the experiment.
Case 1:
In Case 1, I take into account the signals active within the time period T1 of trial
B and define
y(1)(n) = Ax(1)(n) + w(n) (3.3.2)
where (1) refers to the signals considered in Case 1. Since only x1(n) is active during
T1, (3.3.2) reduces to
y(1)(n) = a1x1(n) + w(n). (3.3.3)
In the noiseless case, at every time instant n, the three microphone outputs are
proportional to the column a1. Therefore, a vector proportional to a1 can be obtained
by
1
N1
N1−1∑
n=0
y(n)
where N1 is the number of samples within the time duration T1. In the general noisy
case, a vector proportional to a1 can be obtained using eigenvalue decomposition of
the autocorrelation matrix of the output vector in Case 1, given that the contribution
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of additive noise can be removed by deducting noise autocorrelation matrix.
Define the autocorrelation matrix Rxx as
Rxx =
〈
x(n)xH(n)
〉
(3.3.4)
and autocorrelation function ρii as
ρii = 〈xi(n)x∗i (n)〉 (3.3.5)
where the superscript H stands for complex conjugate transpose, the superscript ∗
stands for the complex conjugate operator, and < · > denotes the time averaging
operator defined as follows:
〈xi(n)x∗i (n)〉 = lim
N→∞
1
N
N−1∑
n=0
xi(n)x
∗
i (n) (3.3.6)
where N is the number of samples.
Then, we can obtain the autocorrelation matrix of the output signals in Case 1
as R
(1)
yy =
〈
y(1)(n)y(1)
H
(n)
〉
. From (3.3.2) and (3.3.4), it follows
R(1)yy = AR
(1)
xxA
T + Rww (3.3.7)
The autocorrelation matrix of additive noise, Rww, can be calculated from the micro-
phone recordings of noise, obtained in trial A. From (3.3.3) and (3.3.5) the Equation
(3.3.7) can be simplified to
R(1)yy = a1ρ11a
T
1 + Rww. (3.3.8)
Define
R′yy = R
(1)
yy −Rww. (3.3.9)
78
From (3.3.8) and (3.3.9), we can say that the eigenvector v1 corresponding to the
largest eigenvalue of R′yy is proportional to the column a1.
Case 2:
Similarly consider T2 of trial C. Since only x1(n) is active during T1, it gives
y(2)(n) = a2x2(n) + w(n) (3.3.10)
where (2) refers to the signals considered in Case 2. It follows
R(2)yy = a2ρ22a
T
2 + Rww (3.3.11)
R′′yy = R
(2)
yy −Rww. (3.3.12)
Then, the eigenvector v2 corresponding to the largest eigenvalue of R
′′
yy is proportional
to the column a2.
Let V = [v1,v2]. Then, any vector v3 from the null space of V is orthogonal to
the columns a1 and a2. Without loss of generality, we can say that the probability of
v3 ⊥ a3 is zero.
Case 3:
Consider the general press operation during the time period T3 in trial D, in
which all three source signals are present. In the noiseless case, a vector proportional
to x3(n) can be obtained up to a scalar by multiplying the channel output vector by
vT3 . In the general noisy case, we have
vT3 · y(3)(n) = vT3 ·Ax(3)(n) + vT3 ·w(n) (3.3.13)
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where (3) refers to the signals considered in Case 3. Since v3 ⊥ a1, a2, (3.3.13) reduces
to
vT3 · y(3)(n) = αx3(n) + vT3 ·w(n) (3.3.14)
where α is a scalar introduced due to the common scalar ambiguity problem of BSS
algorithms.
The minimum-mean-square-error (MMSE) equalization vector derived in [108] can
be used to alleviate the impact of additive noise w(n). Let v¯′i, i = 1, 2, · · · I be the
J×1 MMSE equalization vector, where I denotes the number of sources and J denotes
the number of outputs. Then
v¯′i = (IJ − σ2R(−1)yy )vi (3.3.15)
where IJ is a J ×J identity matrix and σ2 is the additive noise covariance. σ2 can be
calculated from the eigenvalue decomposition of the Rww. Using v¯
′
3, one can obtain
an estimate for x3(n) as, x¯3(n) = v¯
′T
3 · y(3)(n) up to a scalar α.
The scaler α should be calculated for an unbiased evaluation and comparison of
the extracted signals and the following steps were conducted:
 Step 1: Calculate var(y(3)(n)), the variances of the channel output signal in
scenario D.
 Step 2: Add α¯ · x¯3(n) to the signal recorded in trial C, where x1(n), x2(n) and
additive noise is active and α¯ is some random constant. Ideally, this addition
should be equal to the output signal in trial D for the optimum value, where
α¯ = 1/α.
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(b) Unproccessed signal mixture
Figure 3.6: (a) The extracted and scaled signal using proposed algorithm (b) Signal mixture recorded by microphone
 Step 3: Calculate var(y¯(3)(n)), the variance of the combined signal in Step 2.
 Step 4: Iteratively, find out the optimum value for α¯ where
∣∣var(y(3)(n))− var(y¯(3)(n))∣∣
is a minimum.
In Figure 3.6, the extracted and scaled signal using the algorithm developed in
section 3.3.3.2 is compared with the signal mixture recorded by the microphone. The
developed algorithm is capable of successfully recovering the unobserved audio signal
associated with the stamping operation.
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3.3.4 Phase 3: Simulations
Further experiments were conducted to study the relevance of the extracted signal
to the stamping operation. To achieve this, a set of trials was conducted by varying
some process parameters, which would affect the stamping operation. During these
trials a number of channel parts were formed with varying wear levels and lubrication
conditions. The wear level and lubrication parameters were chosen as these are of
significance when considering the development of condition monitoring systems for
sheet metal stamping production. Table 3.3 summarizes the details. These trials (E
to H) were conducted with all operations active and all components present - i.e. the
conditions corresponding to trial D listed in Table 3.2.
Table 3.3: Trials conducted in simulation phase
Trial Wear Level Lubrication
E Low Used
F Low Dry
G Severe Used
H Severe Dry
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Figure 3.7: Simulation results: (a) the unprocessed waveforms comparison of four trials E - H (b) the extracted and
scaled waveform comparison of the four trials E - H
3.4 Experimental results and discussion
Figure 3.7(a) presents the unprocessed microphone recordings of trials E to H and
Figure 3.7(b) presents the extracted signal in each trial using the developed algo-
rithm. In Figure 3.7(a) the variations of the stamping signal in different scenarios
are not noticeable, due to mixing with two interfering signals and additive noise.
This information is not sufficient enough for any decision making related to the pro-
cess conditions. In contrast, the variations are clearly visible in the extracted signal
in Figure 3.7(b). This proves that the proposed method is capable of successfully
extracting the unobserved information hidden in the signal mixture.
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The comparison of the extracted signals in each trial clearly shows the impact
of wear formation and lubrication usage on the audio signals emitted by stamping.
Severe wear levels have increased the audio signal emission as expected. Also, using
lubrication has reduced the signal emission and this is linked with the lesser likelihood
of wear formation with lubrication usage. This pattern was observed repeatedly in the
three consecutive cycles of the machine run. The average RMS values and the average
maximum absolute peak values of the three cycles of each trial are summarized in the
Table 3.4. These values also support the pattern seen in the signal shape in the each
trial.
Table 3.4: Average RMS values and the absolute maximum peak values of the extracted signals
Trial RMS (V) |Max.Peak| (V)
E 0.0034 0.0359
F 0.0128 0.1650
G 0.0110 0.0463
H 0.0175 0.1760
The minimum RMS and absolute maximum peak values were observed in the trial
E with low level of tool wear and the lubrication usage. The maxima of those values
were observed in the trial H with severe level of tool wear and dry condition. The
minima were observed in trial E with low wear and lubricated condition. Also, when
comparing trials F and H, with same lubrication conditions and different wear levels,
the higher RMS and absolute maximum peak value were produced by trial H that has
severe wear conditions. This has a good correspondence with the visual observation
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Figure 3.8: The channel parts formed in trial (a) E (b) F (c) G (d) H
of the actual effect of the tool wear on the surface of formed channel parts. The
channel part formed in trial H shows the most severe level of wear, while the channel
part formed in trial E shows the lowest level of wear, as shown in Figure 3.8.
The simulation results also demonstrate the suitability of audio signals for condi-
tion monitoring of stamping processes, after refining them using proper signal pro-
cessing techniques. This finding will be of great value to quality control in stamping
processes and press systems due to its low cost and ease of setup.
3.5 Analysis of original source characteristics
We can have the independent audio recordings of the three interfering sources after the
signal extraction is completed, as in Section 3.3.3. These independent source signals
were subjected to analysis to identify if they possess the general source characteristics
employed for BSS algorithms that are discussed in Section 2.2.8.
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The non-negativity of the sources assumption cannot be met by the sources of the
stamping press system. Even though the cyclostationary property is possessed by the
original sources, this property could not be exploited to extract the signal of interest
because all three signals share the same cyclic frequency.
3.5.1 Mutual independence of the sources
Table 3.5: The correlation coefficients in between the original sources
Source Trimming Piercing Stamping
Trimming 1 0.0710 0.1320
Piercing 0.0710 1 0.1219
Stamping 0.1320 0.1219 1
To investigate the significance of the mutual independence of the sources, the
correlation coefficients between each source pair were calculated and the values are
reported in the Table 3.5. The correlation coefficient values are significantly away
from zero and hence we can conclude that there is no strong mutual independence
between the sources. The dependency in the mechanical nature of the processes of
the stamping press system can justify this behaviour.
3.5.2 Sparsity property of the sources
The audio signals generated by stamping, trimming, and piercing are none-sparse in
the time domain or the frequency domain. Hence, the sparsity in the TF-domain was
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Figure 3.9: The TF-domain sparsity of the three original sources
investigated in the following manner.
1. The spectrograms of the three sources were calculated independently.
2. If the amplitude value of a particular source at a particular TF window is less
than a threshold value, the particular source was considered inactive in that TF
window.
3. The three spectrograms were combined and colour coded according to the ac-
tiveness of each source in the particular TF window.
The resulting spectrogram is presented in Figure 3.9. Each color represents a
different source combination active in the TF windows. For example, yellow represents
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that stamping and piercing are active and dark blue represents only piercing is active.
A few examples of the observations from this figure are listed below.
1. Stamping is active through all time windows.
2. Piercing is active roughly in the 60 - 100 time window range and trimming is
active roughly in the 0 - 30 time window range.
3. In the time window range 0 - 20, both stamping and trimming are active in the
most of the frequency windows.
4. In the time window range 20 - 30, only trimming is mostly active in the 40 -
100 frequency window range.
Overall, this figure demonstrates that all three sources are non-sparse in the frequency
domain because we can see multiple sources are active in each row of the grid in the
figure. Piercing and trimming are non-sparse in the time domain while stamping is
sparse in the time domain for a short time instant (roughly in 30 - 60 time window
range). Nonetheless, all three original sources are sparse in the TF-domain.
Based on the above observations and discussion, it is evident that, TF-domain
sparsity-based BSS algorithms have the potential to solve the signal separation prob-
lem applied to sheet metal stamping condition monitoring. Therefore, the existing
TF-domain sparsity-based BSS techniques will be summarized in the next subsection.
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3.5.3 Discussion of the potential BSS techniques
The assumptions made by the existing work using TF-domain sparsity were discussed
in detail in Section 2.2.8.8 and they are summarized below.
1. W-disjoint orthogonally — at most one signal possess dominant energy at each
TF point. ( [143,144])
2. It is sufficient to have some adjacent TF points where only one source occurs
(TIFROM). If there are more than one source at a TF point, they should not
change proportionally. ( [147–149])
3. There exists some isolated sample points where only one signal is active. ( [151])
4. Signals can overlap at all points - should satisfy richness condition:
(a) Any (m − 1) source combination should be active at least at m sample
points where m is the number of sensors.
(b) Any m column combination of A should be linearly independent.
(c) At most (m− 1) sources should be active at any point. ( [150])
5. Determined mixture matrix:
(a) A is full column rank.
(b) L = |m/2| There is at least one sample point where only L sources are
active, for any L sources.
(c) Any L columns of matrix A are linearly independent. ( [141])
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According to Figure 3.9, it could be directly observed that assumption 1 is not
satisfied by the original sources because there are many TF windows with two sources
active (trimming and stamping or piercing and stamping). Assumptions 4(a) and 5(b)
are not satisfied since the piercing and trimming source combination is not active at
any TF point.
Hence, the BSS techniques based on the assumptions 2 ( [147–149]) and 3 ( [151])
could be considered for the blind signal extraction model developed in this chapter.
This creates the basis for the feature extraction phase and therefore is a non-trivial
contribution to developing a complete TCM system for sheet metal stamping process.
3.6 Summary
This chapter developed the BSS model of the stamping mechanical press system,
which can be used for the development of the BSS algorithms in the future. This
involved identifying the mixture matrix and recovering the unobserved inputs of the
BSS system. The proposed method consisted of three phases. Under the first phase,
trials with different tool/process combinations were conducted to obtain two of the
input signals independently. Under the second phase, a new data extraction technique
was developed to recover the third input signal, which is associated with stamping
and cannot be isolated under the first phase. Under the third phase, a set of trials
was conducted with different wear levels and lubrication conditions. The simulation
results demonstrated that there is a link between stamping process parameters and
the recovered audio signal associated with the stamping operation. This proves the
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successfulness of the proposed approach in recovering the unobserved inputs of the
BSS system.
The isolated sources were then analyzed to understand the original source char-
acteristics. The TF-domain sparsity was identified to be a potential property that
can be exploited in BSS technique development. Finally the existing TF-domain
sparsity-based techniques and their suitability for solving the particular problem were
discussed.
The intention of a condition monitoring system is to detect the wear formation
at an earlier stage. However, the experiments conducted in this chapter were limited
to the extreme conditions— i.e. the unworn tool surfaces compared to the severely
worn tool surfaces. That was because the objective of the experiments was to inves-
tigate if there is any association between the process parameters which can affect the
stamping product quality and the audio features. Hence, this study cannot answer
the question if audio signal analysis is capable of observing continuous wear progres-
sion or identifying the onset of wear. This unaddressed issue will be investigated in
the next chapter, where the experiments will be carefully designed to generate pro-
gressive wear with near-production industrial stamping conditions, preventing other
faulty conditions or intermittent wear conditions.
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Chapter 4
Audio Signal Analysis for
Monitoring Tool Wear Progression
in Sheet Metal Stamping
Audio signal analysis is a simple method that has the potential to meet the demand
for a low-cost and easy to setup condition monitoring system, but it has not been
previously used for wear progression monitoring of stamping tools. Chapter 3 studied
the modelling of audio as a BSS system and the isolation of audio associated with
the stamping operation. Initial experiments were conducted to study if there is any
association between stamping process parameters and audio, but this did not cover
the scope of studying the association of audio with tool wear progression. Hence, this
chapter will conduct experiments to study the existence and the significance of the
correlation between emitted audio signals and the continuous wear progression of sheet
metal stamping tools. The spectral analysis results of the raw and extracted signals
demonstrate a significant qualitative relationship between wear progression and the
emitted sound signature. This study lays the basis for employing low-cost audio
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signal analysis in the development of a real-time industrial tool condition monitoring
system. Most of the findings of this chapter have been published in the peer-reviewed
international journal, Mechanical Systems and Signal Processing [170].
4.1 Introduction
As discussed in detail in Sections 2.1.2, there are many research studies employing
different sensory techniques. But, there is still an unmet demand from manufacturing
industries for a low-cost easy to set up condition monitoring system which is capable
of detecting the onset of wear. Since most of the existing techniques fail to provide the
wear related information prior to it becoming severe, there is a non-trivial requirement
to have a system for online monitoring of tool condition that can provide the early
detection of tool wear and identification of the current tool state.
Even though audio has been employed in many other manufacturing applications,
no work in the literature has examined the use of audio sensors for progressive wear
monitoring in sheet metal stamping. One of the reasons for this may be that even
an experienced stamping process operator cannot distinguish the wear state of the
tools by relying on his/her hearing. Hence, it is still unknown if emitted audio
carries any information about continuous wear progression of the stamping tools.
Therefore, it is particularly useful to determine firstly if the emitted sound from the
stamping operation contains any useful information related to wear progression. If
this is the case, sound-based condition monitoring systems would be highly preferred
by manufacturing industries due to the advantages discussed earlier.
93
This chapter uses the signal extraction technique developed in Chapter 3. That
technique is not a final signal separation solution. However, it served the purpose of
recovering the stamping signal so that it could be employed in studying the corre-
lation between wear progression and audio emissions. However, that technique was
tested only on four distinct tool/operation conditions: (i) unworn dies with lubrica-
tion; (ii) unworn dies without lubrication; (iii) severely worn dies with lubrication;
and (iv) and severely worn dies without lubrication. This technique has not been
tested on continuous wear progression. The ability to identify changes in the sig-
nals during continuous wear progression is a critical step in developing a condition
monitoring method. Hence, this chapter investigates the correlation between audio
emissions and continuous wear progression, which is bridging the gap between existing
research. Also in Chapter 3, qualitative analysis of the time domain waveform and
the quantitative analysis of time domain signal features such as maximum amplitude
and the RMS value were employed. Even though time domain features were capable
of distinguishing distinct wear levels, they fail to demonstrate a significant pattern
with continuous wear progression. Thus, frequency domain analysis is introduced in
this chapter. The observations are discussed in correlation with the wear conditions
that are qualitatively observed on the formed channel part surfaces, both visually and
via profilometry measurements.
4.1.1 Contributions
1. The first contribution of this chapter is the proposition of monitoring continuous
wear progression of stamping tool condition using audio sensors, which has never
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been studied previously. The ability to identify changes in the signals during
continuous wear progression is a critical step in developing a practical condition
monitoring method. Chapter 3 identified that there is some association between
the parameters of the stamping operation and the audio emission, but its scope
did not address the question if there is a relationship of audio with continuous
wear progression.
2. The second contribution was the new design of the experimental setup to gen-
erate the data specific to the condition explained in Contribution 1. The exper-
iment was carefully designed to generate progressive wear with near-production
industrial stamping conditions, preventing other faulty conditions such as mis-
feed, slug or intermittent wear conditions.
3. Furthermore, Chapter 3 utilized audio analysis only for comparing four distinct
tool/operation conditions, which employed time domain waveform/features.
However, those features do not show a significant variation, unless the wear
level has a significant difference. Thus, the time-domain audio analysis ap-
proach cannot be applied to monitor continuous wear progression of stamping
tool condition. In this chapter, I proposed for the first time to employ the fre-
quency domain analyses of audio signals to monitor continuous wear progression
of stamping tool condition. This is the third contribution.
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4.2 Experimental outline
This experiment aims to determine if the simple audio analysis could be employed
to detect the die wear and galling, and the primary objectives of the experimental
design were to:
1. Closely replicate the industrial stamping operation and near-production process
conditions;
2. Generate progressive wear, preventing other possible faults such as slug, misfeed,
and intermittent wear conditions.
The stamping equipment, material and the data acquisition setup details are sim-
ilar to that of subsections 3.2.1, 3.2.2, and 3.2.3. Additionally, the blank material
was always lightly lubricated with anti-corrosive oil, designated as Ferrocote 366 K2
50 by the supplier. The lubricant was applied via an automatic lubrication process,
using oiled rollers, before entering the tooling. The die insert holders, blank holder,
and punch were made from hardened AISI D2 tool steel that was plasma-nitrided and
PVD-coated with TiCN to ensure no wear. Data was collected at 12 kHz rate.
4.2.1 Methodology for stamping tests
The experiment began with unused die inserts, prepared with the method described
in above. The channel parts were formed continuously and their surfaces were visually
inspected regularly until severe scratches appeared in the middle of the sidewalls of
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the stamped parts. The existence of these scratches indicates failure of the stamping
process due to severe wear on the die inserts. Because, at this point, the surface
quality of the stamped parts was unacceptable, and the process would typically be
aborted in a real production environment. This method of manual visual inspec-
tion was similar to the method described by Liljengren et al. [2], during sheet metal
stamping wear studies conducted at Volvo Cars. After the experiment, 3D profilom-
etry measurements of the channel part surfaces were obtained.
4.2.2 Profilometry
Two 10 x 1 mm areas of each part, covering across most of the sidewall of the parts,
were scanned using a Veeco 3D optical profilometer (model name: Contour GT), as
shown in Figure 2(a). The edge of the sidewall (scanned area 1) was selected since
the initial scratches on the parts started to appear from the edge. Scanned area 2
was selected to cover the scratches due to wear formed in the middle of the sidewall
of the parts, since the decision to terminate the stamping operation (i.e. failure
of the dies) is based on the scratches observed in this area. The sidewalls of the
channel parts are not completely flat and have a slight curvature in both directions.
Therefore, after obtaining the scanned profile, ’tilt and curvature removal’ was applied
to the measurement data from within the profilometer software [163]. ’Tilt removal’
removes the residual tilt that occurs during a measurement in order to make inclined
samples level. The ’curvature’ is the shape proportional to the second derivative of
the surface data and its removal allows the observation of surface features instead of
the dominant curved shape. Examples of the 3D profiles of the scanned areas 1 and
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Figure 4.1: (a) Detailed view of sidewall of a formed channel part, after 1300 parts formed, showing the areas where
the 3D profilometry scans were obtained; (b) 3D profilometry scan of scanned area 1; (c) 3D profilometry scan of
scanned area 2.
2, after tilt and curvature removal, are presented in Figure 4.1(b) 4.1(c). 2D profile
plots were obtained from these 3D profilometry scans and studied with regards to the
wear progression.
4.3 Signal processing
Stamping operations, in general, would generate noisy audio because this operation
is conducted following, or at the same time as, several other manufacturing opera-
tions. Hence, the semi-blind signal extraction algorithm developed in Section 3.3 was
employed to extract the audio associated with the stamping operation only. Then
spectral analysis was conducted on raw and extracted data in order to study the
correlation between the wear formation on stamping dies and the audio emissions.
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4.3.1 Raw signal analysis
During the series of stamping tests, the operations and formed channels of seven
distinct parts with different wear levels were selected as comparison points for the
complete spectral analysis. At each comparison point, spectral analysis of the average
of the waveforms generated by ten consecutive stamping operations was conducted
in order to reduce any bias in the part selection, due to the part-to-part variation in
the signals. Each frequency spectrum in Section 3.3 is divided into 4096 frequency
bins. For studying the sound emitted by all 1500 channel parts, a simple aggregate
spectral ratio approach was employed [62] to obtain a single quantitative measure
representing the complete spectra corresponding to each part. This value is referred
to as the ’relative cumulative spectral power index’ (RCSPI), which is the cumulative
frequency domain magnitudes of the signal corresponding to each part, divided by
that of the first part. The initial comparison was conducted on the overall bandwidth.
Secondly, band power analysis was conducted to understand how the signal behaves
with wear progression in different frequency regions. For this, the complete frequency
scale was divided into six distinct bands of width of 1 kHz, with the aim to identify
the bands richest with the tool wear related information.
4.3.2 Extracted signal analysis
The algorithm described in Section 3.3 was then applied to the raw audio recordings,
in order to remove the signal contribution from the other processes of the stamping
press system and allow the change in the stamping signal with wear progression to
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be observed clearly. This algorithm selects the time window occupied by stamping
in each stroke and outputs the extracted signal, which is the audio emitted by the
stamping operation only. Then the signal analysis mentioned in the above section
was repeated for the extracted signals.
4.4 Results and discussion
4.4.1 Visual inspection
Beginning with the unused die inserts, a total of 1500 parts were stamped until
failure of the die insert was judged. The progression of the scratches on the sidewalls
of the parts, due to wear of the die insert, is summarized by the photographs shown
in Figure 4.2. The analysis in this study focussed on the sidewalls on one side of
the stamped channels, which contacted the left side die insert. When the test was
stopped at 1500 parts, severe scratches were not evident on the other side of the
stamped channel. This variation in the wear progression is often observed, due to the
inherent variation in wear rate of processes dominated by adhesive wear as a result
of the distinct initiation and rapid growth stages [164].
Part numbers 1, 100, 200, 500, 1000, 1300 and 1500 were selected as sample points
with different wear levels. A gap of at least 100 parts was chosen to allow a significant
difference in wear level to be observed. Initial scratches were evident on the edges
of the sidewalls of the parts after 200 pieces were formed, as shown in Figure 4.2(c).
The severity and area of the scratches on the sidewalls gradually increased with the
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Figure 4.2: Sidewalls of selected formed parts: (a) part 1, (b) part 100, (c) part 200, (d) part 500, (e) part 1000, (f)
part 1300, (g) part 1500.
number of parts formed. After approximately 500 pieces were formed, the scratches
became more severe and spread towards the middle of the sidewall (Figure 4.2(d)).
Complete failure of the die insert was judged to occur after 1500 pieces were formed,
due to the existence of scratches across the entire sidewall surface, as shown in Figure
4.2(g).
For industrial applications, it is appreciated that the number of pieces formed
for tool steel die inserts are expected to be at least one order of magnitude higher
than that exhibited during these semi-industrial tests i.e. at least tens of thousands
of pieces formed prior to maintenance or replacement of the die inserts. Prior to
conducting the tests, it was known that the chosen combination of stamping tool
and sheet materials, process conditions, tool geometry and lack of special lubrication,
would result in a system that is highly prone to wear and galling. These conditions
were chosen deliberately due to the costly and time-consuming nature of performing
such wear tests and to ensure that the data could be collected reliably over a practical
time frame. The results and outcomes of this work, in terms of the audio signal
analysis, are still valid and relevant to longer time-scale tests because the observed
wear mechanisms compare well with those experienced in the industry during lower
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wear rate conditions.
4.4.2 2D contour profiles of profilometry scans
The 2D profilometry contour profiles across the sidewall surfaces of the stamped
channels after tilt and curvature removal are plotted in Figure 4.3. As shown in Figure
4.3(a), the edge of the surface of part 100 already shows some changes compared to
the reference surface profile of the unworn first part, which was not perceptible to
the naked eye during visual inspection. Scratches at the middle of the sidewall are
evident in the 2D profiles at approximately part number 1000, and spread over the
sidewall to a greater extent in part 1500 (Figure 4.3(b)), correlating well with the
visual observations in Figure 4.2. The sidewall images and the 2D contour profiles
clearly show a steady increase in the wear level with the number of parts formed, due
to increases in severity, depth, number and area of the scratches observed. However,
there is currently no reliable quantitative measurement for the severity of the wear
on the die by examining the part surfaces. This will be the subject of future research.
4.4.3 Signal analysis results
4.4.3.1 Raw signals analysis results
This section presents the analysis of the raw audio waveforms generated during the
stamping of the channel parts. Figure 4.4(a) presents the power spectral density
of the microphone M1 signal for each of the seven parts shown in Figure 4.2. The
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Figure 4.3: The 2D profiles of each channel part within (a) scanned area 1 and (b) scanned area 2.
low-frequency signals shown in Figure 4.4(a) are stronger and the details in the higher-
frequency region are unclear due to the lower magnitude. Therefore, the frequency
spectra were plotted within the 1.8-6 kHz range in Figure 4.4(b), eliminating the
high-magnitude peaks in the low-frequency range which do not show any correlation
to the wear formation. Upon visual observation, the spectra show an increment in
magnitude from the set of parts with low wear (1-500 parts) to the set of parts with
high wear (1000-1500 parts). However, the difference in spectra is not significant
within each set of parts. For an unbiased comparison, similar analysis was conducted
for the signals generated by a second set of parts - parts 1, 300, 600, 800, 1000, 1200
and 1400 - and a similar behaviour was observed, as shown in Figure 4.4(c).
The RCSPI signal for each part within the complete bandwidth are presented in
Figure 4.5(a). Figures 4.5(b)-(g) present the power indices calculated within 1 kHz
wide distinct frequency bands. The complete bandwidth analysis shows an approxi-
mately increasing trend, but is less obvious compared to some of the distinct bands.
The RCSPI value appears almost steady within the 0-1 kHz band. In the 1-2 kHz
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Figure 4.4: Spectral density of the raw microphone M1 signal: for parts 1, 100, 200, 500, 1000, 1300 and 1500 over
(a) the complete bandwidth and (b) 1.8-6 kHz range, and (c) for parts 1, 300, 600, 800, 1000, 1200 and 1400 over
1.8-6 kHz range.
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Figure 4.5: The RCSPI values of the raw microphone M1 output within (a) complete bandwidth (0-6 kHz), (b) 0-1
kHz, (c) 1-2 kHz, (d) 2-3 kHz, (e) 3-4 kHz, (f) 4-5 kHz, and (g) 5-6 kHz bands.
band, a sudden jump of the index was observed at approximately the 500th part,
but afterward, the index was approximately steady and did not show a strong link
with wear progression. The frequency bands within the 2-6 kHz range show a clear
increasing trend and the slope of the trend is higher after the 500th part. This can be
correlated with the visual inspection and profilometry profiles, where the scratches
due to wear became severe and spread inward approximately after 500 parts were
formed. It can be seen that for the 2-6 kHz bands, the RCSPI curves exhibit more
fluctuation from approximately 700 parts onward. This can be explained by the
nature of the adhesive wear (galling) phenomena experienced on the tool surfaces.
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Galling involves the initiation, growth and removal of lumps of adhered sheet ma-
terial at discrete points on the die surface. This non-continuous nature of the wear
process results in fluctuations in the part surface quality (as can be seen when exam-
ining the surfaces of a large number of the parts formed), and hence fluctuations in
the audio emissions, as shown in Figure 4.5. The authors attribute the large changes
in the higher frequency bands for RCSPI observed at approximately 1100 and 1250
parts to this same behaviour. The data in this region was examined carefully; the
experiments ran continuously, no errors or issues were observed in the microphones
and the data acquisition setup which can be evidenced by the consistent noise levels
measured.
4.4.3.2 Extracted signal analysis results
Figure 4.6 presents the similar analysis results to that of Figure 4.4, but for the ex-
tracted signals. The low-frequency content, which is dominant in the raw microphone
output spectra in Figure 4.4(a), is reduced in the extracted signal spectra in Figure
4.6(a). However, the magnitudes of the peaks in the frequency bins from 0 to 1.2
kHz still do not show any pattern over the wear progression. In contrast, the higher
frequency range (2-6 kHz), shows a clear increasing trend in the magnitudes with the
number of parts formed, which was not visible in the raw microphone signal analysis.
The plots corresponding to parts 1000, 1300 and 1500 have stronger signal power.
This can be correlated with the level of wear i.e. the increased number and severity
of the scratches seen in the photographs (Figure 4.2) and the 2D surface profile plots
(Figure 4.3). This is particularly evident in the middle of the sidewalls after 1000
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Figure 4.6: Power spectral density of extracted signal: corresponding to parts 1, 100, 200, 500, 1000, 1300 and 1500
over (a) complete bandwidth and (b) 1.8-6 kHz range, and (c) corresponding to parts 1, 300, 600, 800, 1000, 1200
and 1400 over 1.8-6 kHz range.
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pieces were formed. Examining the magnitude of the spectra within the 1.8-6 kHz
range (Figures 4.6(b) and 4.6(c)) shows that the first part starts with an almost flat
spectrum. The number and height of the peaks observed in the spectrum then gradu-
ally increase with increasing number of parts stamped. Although the increasing trend
in audio signal strength is qualitatively visible in the raw audio data in Figure 4.4,
it is clearer and more consistently increasing in the extracted signals in Figure 4.6.
This observation can be linked with the fact that even an experienced stamping press
operator is unable to distinguish the worn and unworn tool conditions by hearing the
emitted sound, since the useful characteristics are concealed in the audio mixture.
4.4.4 Comparison analysis
In this section, four existing techniques were applied to the audio data emitted by
sheet metal stamping to compare their suitability in detecting continuous wear for-
mation.
In Chapter 3, I combined semi-blind signal extraction technique with time-domain
analysis for detecting the correlation with four distinct wear/process conditions. Fig-
ure 4.7 presents the results of the same analysis applied to our current data set, which
is collected during continuous wear progression. The RMS value and the maximum
absolute peak amplitude show some increasing trend with the increase of the wear
level, but this trend is less steady and less significant compared to the spectral anal-
ysis presented in Figure 4.5. That is because the time domain features do not show
a significant variation unless the wear level has a significant difference.
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Figure 4.7: Time domain features of the extracted audio waveform corresponding to the formed channel parts (1-1500)
(a) RMS value (b) maximum absolute peak amplitude
Sari et al. [33] observed the frequency distribution of the vibration signal with and
without punching and identified the frequencies excited by the punching operation.
They used the designated frequency/frequency range as the feature to be correlated
with the different wear levels. The frequency distribution of the audio signals when the
press system was run with and without stamping (trials D and C explained in Table
3.2 respectively) is presented in Figure 4.8. Two consecutive press system runs were
observed to make sure the pattern I discuss is consistent. The two pairs of frequency
distributions did not demonstrate a significant difference, because the audio emitted
by trimming, piercing and stamping processes share almost overlapping frequency
ranges. However, frequency regions (I) 3100 3200 and (II) 5050 5150 Hz shown in
Figure 4.8 can be identified as having an association to the stamping operation to some
extent. The audio signals within these regions were observed for four selected channel
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Figure 4.8: The frequency distribution of emitted audio for two consecutive cycles: with and without stamping
operation
parts (Part 1, Part 500, Part 1000, and Part 1500) and the results are presented in
Figure 4.9. No obvious patterns can be identified in these results, as opposite to the
vibration analysis results observed by Sari et al [33]. Therefore, it was impractical to
pick up the audio frequencies excited by the stamping operation and to continue the
analysis to study the magnitude at the excited frequency for all formed parts.
Raja et al. [59] constructed Hilbert Spectra using the intrinsic mode functions,
obtained using empirical mode decomposition, of the emitted sound by a machining
operation. They showed an increasing pattern from fresh, to slightly worn to severely
worn tools. The similar analysis was conducted on the emitted audio data by the
stamping press system in the current study. The time domain projection of the
Hilbert Spectra of the seven selected parts are demonstrated in Figure 4.10, where it
is evident that those results failed to show any trend with the wear progression.
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Figure 4.10: Time domain projections of Hilbert Spectra of audio signals associated with selected parts
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Ge et al. [165] used frequency band energy of wavelet packets of the vibration
signals as the feature for stamping condition monitoring. The frequency band energy
coefficients for audio signals associated with stamping operation are presented in
Figure 4.11(a). Since, frequency bands 1-5 displayed some decreasing trend with the
wear progression, the total energy within these bands was studied for all the stamped
parts, and the results are presented in Figure 4.11(b). The result shows a decreasing
trend, but there are higher fluctuations compared to the spectral analysis results
presented in Figure 4.5.
The existing works [33, 59, 165] did not exploit a significant correlation between
the continuous wear progression and the emitted audio because those techniques are
not designed to deal with the signals which are highly contaminated by noise. Fur-
thermore, the time domain features previously used in chapter 3, which was capable
of distinguishing few distinct wear/process conditions, failed to show a significant
correlation when analysing continuous wear progression. Compared to these existing
works, our novel approach demonstrates a more significant correlation between wear
progression and the emitted audio.
4.5 Discussion
This study has identified that there is a significant qualitative correlation between the
progressive wear conditions of stamping dies and the emitted audio signature during
the stamping operation. To our knowledge, this is the first study of its kind to use au-
dio sensor signals for progressive tool wear analysis of the stamping process. Although
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other signal types including tonnage, acceleration, and acoustic emission have been
examined previously, audio may be a preferred alternative over other sensor types
that can be more expensive and more difficult in their placement and implementation
for complex stamping setups.
Audio signal analysis has been researched for other manufacturing operations
based on distinguishing the process conditions via the change in sound that can be
heard by the human ear [94]. In this study on sheet metal stamping, the sound does
not have a difference which is perceptible to human hearing. However, a significant
difference was judged in the frequency spectra between the worn and unworn con-
ditions of the die. From the research findings of other manufacturing operations, it
is evident that signal behaviour is different from application to application. In this
study, an increase in the signal power was observed with the wear progression of
stamping tools. Furthermore, the frequency band of 2-6 kHz can be identified as the
richest with wear related information in this sheet metal stamping application.
From the aggregate power analysis, the most rapid increase in RCSPI was observed
after approximately 500 parts were stamped, corresponding to the point where the
scratches due to wear became severe at the edge, but had not yet spread to the middle
of the sidewalls. Identification of wear formation at this stage has the potential to
allow forecasting of the tool lifespan so that precautions or preventative maintenance
can be conducted prior to die failure, thus preventing unscheduled production down-
falls. It is very important to identify the onset of wear for some industries like auto-
mobile industry because even minor wear will result in unacceptable product quality.
Hence, the focus of future research should be on the emitted audio signal behaviour
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even before the scratches can be visually observed at the edges of the sidewalls, since
the identification of the wear formation at the earliest stage is the primary intention of
any future condition monitoring system. The analysis of the raw microphone outputs
displays the increment of the spectral magnitudes from low wear conditions to severe
wear conditions. However, the extracted signals show a more gradual increment at
each step of the selected parts. This is because the overall stamping operation is
a complex composite of several processes such as feeding, piercing, trimming, etc.,
and the signal extraction technique alleviates the contribution of the other processes,
recovering the audio signal associated with stamping only. The increasing trend in
the aggregate spectral indices is significant even without the application of the signal
extraction because the background conditions are less complex in this experiment.
All other processes, except for the stamping operation which experienced wear at the
die radius, were kept as constant as possible. That is, all other tools were not changed
for the duration of the tests, and the wear on the piercing and trimming punches are
insignificant over the trial period, due to very low wear rates that correspond to the
tool life for these components in excess of 200,000 pieces formed. The sheet material
was fed from the same coil, and the same lubrication method was used throughout the
operation. However, real applications may have more complex environments, where
other sound generating mechanisms can vary during the data collection. Hence, the
signal extraction may be essential to distinguish changes in the audio emitted by the
stamping die due to wear progression.
Four of the existing condition monitoring approaches were tested on the audio
data emitted by the stamping operation of the current study. These methods failed
to reveal a significant pattern between the selected feature and the wear formation.
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The reason is either that: they were not capable of directly identifying the wear related
information when the sources are highly corrupted; or they had a scope limited to the
detection of only few distinct wear levels. The semi-blind signal extraction technique
could not be evaluated alone because it is impractical to collect the benchmark audio
signal corresponding to the stamping operation alone. The reason behind this is that
it is impossible to run the stamping operation alone without piercing and trimming
operations, due to the mechanical nature, geometry and safety conditions of the
stamping press system. This was the primary motivation for the development of the
semi-blind signal extraction technique. In addition, it should be noted that the signal
extraction technique employed here is not a complete solution, and the purpose of
this study was first to investigate the eligibility of audio signals for wear progression
detection.
The significant correlation between wear progression and the audio signals found
in this analysis ensures the future research direction of condition monitoring based
on more straightforward and inexpensive audio analysis. The semi-blind signal ex-
traction technique isolates the stamping operation, which was not physically feasible
otherwise. This enabled the study of the original signal characteristics of the emitted
audio. Future research will be focused on the development of new BSS techniques
based on these original signal characteristics. These future BSS techniques could be
applicable to general stamping operations because we can expect the original signal
characteristics of the audio emitted by stamping operations to be common, due to the
similarity in geometry and mechanics. In addition, the proposed blind signal extrac-
tion could be a potential approach to other manufacturing processes, whose signals
are contaminated by noise.
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In addition, the frequency analysis conducted in this study demonstrated a sig-
nificant qualitative correlation between wear formation and the emitted audio. The
experimental design closely replicated the geometric, process and material parame-
ters of industrial stamping operations and near-production process conditions. The
emphasis was given to the wear conditions at the die radii, which are commonly wit-
nessed in automotive sheet metal stamping. Due to this similarity, the audio-based
wear progression indicator could be generalized to other industrial stamping presses
as well.
4.6 Summary
In this chapter, experiments were conducted to study the emitted sound behaviour
during the wear progression of stamping tools. Spectral analysis and the aggregate
power analysis were conducted on raw and extracted audio signals using semi-blind
signal extraction techniques. The results demonstrate that audio signals have a sig-
nificant qualitative correlation with the tool wear progression during sheet metal
stamping process. To our best knowledge, this is the first time audio analysis has
been correlated to the progression of wear on stamping dies. This is particularly
significant because changes in the sound from the stamping operation are not percep-
tible to human hearing. The increment in the band power of the stamping signal is
noticeable at an early stage before the wear has become severe, and significantly prior
to the failure of the process. This behaviour may form the basis for the development
of a real-time tool condition monitoring system since the intended system should aim
to identify wear formation before it is severe enough to cause production downfall.
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The Chapter 4 proved the suitability of audio for condition monitoring of sheet
metal stamping process. Additionally, Chapter 3 provided the insight for complete
signal extraction, given that the noise from the surrounding machinery can be con-
sidered as additive noise. However, in an open workshop floor, the audio generated
by the surrounding machinery could be quite strong, so that it could not be treated
as additive noise. The next chapter develops an algorithm, which could separate the
audio generated by stamping press system from that of surrounding machinery noises.
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Chapter 5
Cyclostationarity Based Blind
Source Extraction from MIMO
FIR Mixtures
Chapter 3 discussed the extraction of the audio signal associated with the stamping
operation from the prior and/or subsequent operations of the stamping press sys-
tem. This signal extraction phase is not sufficient for the applications where the
audio generated by the press system cannot be physically isolated from the audio
generated by background machinery. Hence, it is necessary to develop blind source
separation algorithms to separate audio associated with stamping press system from
the background machinery noises. This means that the signal extraction techniques
discussed in Chapter 3 can further isolate the audio related to stamping operation
from the contaminating audio generated by the other processes of the stamping press
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system. Most of the findings of this chapter have been included in a published peer-
reviewed IEEE conference paper [171] and in an article accepted for publication in
the peer-reviewed international journal, IEEE Access [172].
5.1 Introduction
The audio sources of the stamping press system possess a unique cyclostationary prop-
erty different to the surrounding machinery. Also, the multipath propagation cannot
be neglected in the workshop floor. Hence, in this chapter, we relax the assumption
on the mixing system to allow it to be convolutional. Specifically, we assume that
the MIMO mixing system is of FIR. Our aim is to extract a cyclostationary signal of
interest from the outputs of the MIMO FIR mixing system.
Generally, higher order statistics are required to completely identify the FIR
MIMO systems [107]. These methods are computationally complex. Therefore, we
propose algorithms for extracting the signal of interest using only second-order statis-
tics. This chapter develops two algorithms for two possible scenarios:
1. The simplified scenario, where the coefficients of the first column of the
mixture matrix are constants and the remainder of the entries are polynomials.
This can be achieved in the background where the sensors can be placed close
to the stamping press system.
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2. The general scenario, where the coefficients of the mixture matrix are poly-
nomials. The algorithm developed for this scenario can handle the signal sepa-
ration when the sensor placement cannot be restricted.
In both cases, singular value decomposition is used to find the orthonormal subspaces
to the signal of interest and to remove the contribution from the interfering signals.
5.1.1 Contributions
1. Exploitation of the cyclostationary property, and the development of a second-
order statistics-based BSE algorithm to extract the signal of interest from a
simplified FIR mixture, where the sensors can be placed close to the signal of
interest.
2. The development of cyclostationary-based BSE algorithm for the applications
where the sensors cannot be restricted to be placed close to the signal of interest.
5.2 Problem formulation
The mixing model we consider is as follows:
y(n) = H(z)x(n) + w(n) (5.2.1)
where x(n) = [x1(n), x2(n), . . . , xI(n)]
T is the source signal vector, y(n) = [y1(n),
y2(n), . . . , yJ(n)]
T is the channel output vector, w(n) =[w1(n), w2(n), . . . , wJ(n)]
T
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is the additive noise vector, H(z) is the J × I FIR mixing matrix and the superscript
T denotes transpose. Assume that
A1) The signal of interest, x1(n), is zero-mean, temporally-white, cyclostationary
with a unique nonzero cyclic frequency β1, and independent of the other I − 1 source
signals x2(n), x3(n) , . . . , xI(n).
A2) The noise signals w1(n), w2(n), . . . , wJ(n) are mutually independent with zero
mean and equal variance σ2w. They are also independent of the source signals.
A3) The mixing matrix H(z) has more rows than columns, i.e., J > I, and is
irreducible and column-reduced.
From the assumptions A1) and A2), it follows:
〈
x1(n)x
∗
1(n)e
β1n
〉
> 0 (5.2.2)〈
x1(n)x
∗
1(n− τ)eβ1n
〉
= 0 (5.2.3)〈
xi(n)x
∗
i (n)e
β1n
〉
= 0, if i 6= 1 (5.2.4)〈
xi(n)x
∗
j(n)e
β1n
〉
= 0, if i 6= j (5.2.5)〈
xi(n)w
∗
j (n)e
β1n
〉
= 0, ∀i, j (5.2.6)〈
wi(n)w
∗
j (n)e
β1n
〉
= 0, ∀i, j (5.2.7)
where  =
√−1, the superscript ∗ is the complex conjugate operator, τ is a delay,
and < · > denotes the time averaging operator defined as follows:
〈
xi(n)x
∗
i (n− τ)eβ1n
〉
= lim
N→∞
1
N
N−1∑
n=0
xi(n)x
∗
i (n− τ)eβ1n. (5.2.8)
where N is the number of samples. Here, the objective is to extract the signal of
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interest, x1(n), from the mixtures y1(n), y2(n), . . . , yJ(n). Assumption A1) and A2)
are common in the context of BSS. There is an additional assumption introduced in
the simplified scenario in Section 5.3.3.1.
5.3 Proposed method
In order to develop an algorithm to extract the cyclostationary signal x1(n) from the
mixtures y(n), we first introduce the sliding model of the mixing system described
by (5.2.1).
5.3.1 Sliding model of the mixing system
Let
H(z) =
L∑
l=0
H(l)z−l (5.3.1)
where L is the order of the MIMO FIR mixing matrix H(z). Denoting the order of
the jth column of H(z) by Lj, it follows
L = max(L1, L2, . . . , LI). (5.3.2)
Based on the ith system output yi(n), we define
y˜i(n) = [yi(n), yi(n− 1), . . . , yi(n−W + 1)]T (5.3.3)
where the slide-window width W is chosen to satisfy
W > L¯ =
I∑
i=1
Li. (5.3.4)
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The purpose of ensuring the inequality in (5.3.4) will become clear in the next para-
graph. It is worth noting that selecting a suitable W does not require information of
the exact values of L1, L2, . . . , LI but their upper bound Lupper
1, where
Lupper ≥ L1, L2, . . . , LI . (5.3.5)
Then, we can simply choose
W > ILupper (5.3.6)
which apparently satisfies (5.3.4).
Denote the (i, j)th entry of H(l) by hi,j(l). Then, it follows from (5.2.1), (5.3.1)
and (5.3.3) that
y˜i(n) =
I∑
j=1
H i,jx˜j(n) + w˜i(n) (5.3.7)
where
x˜j(n) = [xj(n), xj(n− 1), . . . , xj(n−W − Lj + 1)]T (5.3.8)
w˜i(n) = [wi(n), wi(n− 1), . . . , wi(n−W + 1)]T (5.3.9)
and H i,j is shown at the top of next page.
Further denoting
y˜(n) = [y˜1(n), y˜2(n), . . . , y˜J(n)] (5.3.11)
we have
y˜(n) = Hx˜(n) + w˜(n) (5.3.12)
where
x˜(n) = [x˜1(n), x˜2(n), . . . , x˜I(n)] (5.3.13)
1Depending on the application scenario, Lupper can be chosen empirically or by experiment.
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H i,j =

hi,j(0) · · · · · · hi,j(Lj) 0 · · · 0
0 hi,j(0) · · · · · · hi,j(Lj) · · · 0
. . . . . .
0 · · · 0 hi,j(0) · · · · · · hi,j(Lj)

W×(W+Lj)
(5.3.10)
w˜(n) = [w˜1(n), w˜2(n), . . . , w˜J(n)] (5.3.14)
and
H =

H1,1 H1,2 · · · H1,I
H2,1 H2,2 · · · H2,I
...
...
...
...
HJ,1 HJ,2 · · · HJ,I

JW×(IW+L¯)
. (5.3.15)
Since J > I, the matrix H is a tall matrix, i.e., it has more rows than columns. Also,
under the assumption A1) and the inequality in (5.3.4), it is shown in [166] that the
matrix H has the full column rank IW + L¯.
Let u be a JW × 1 vector and define the compound vector
c =
(
uHH
)H
. (5.3.16)
where the superscript H stands for complex conjugate transpose.Then,
uH y˜(n) = uHHx˜(n) + uHw˜(n)
= cH x˜(n) + uHw˜(n).
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Clearly, the first W +L1 elements of c are related to the first source signal x1(n) and
its delayed versions x1(n− 1), x1(n− 2), · · · , x1(n−W −L1 + 1), respectively. So, to
recover x1(n) from y˜(n), we need to find such u that one of the first element of c is
nonzero and the rest elements of c are zero.
5.3.2 Algorithm development
In order to recover x1(n) from y˜(n), it is essential to taking advantage of the properties
of the sources. So, to begin with, we look into the features of some source correlation
matrices.
5.3.2.1 Features of source correlation matrices:
Define the cyclic autocorrelation function ρβ1ii (τ) as
ρβ1ij (τ) =
〈
xi(n)x
∗
j(n− τ)eβ1n
〉
(5.3.17)
and the cyclic autocorrelation matrix Rβ1x˜ix˜j(τ) as
Rβ1x˜ix˜j(τ) =
〈
x˜i(n)x˜
H
j (n− τ)eβ1n
〉
(5.3.18)
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Let Ii stands for the i × i identity matrix and Ji stand for the i × i Jordan matrix
with the following form:
Ji =

0 0 · · · · · · 0
1 0
. . . . . .
...
0
. . . . . . . . .
...
...
. . . . . . . . . 0
0 · · · 0 1 0

. (5.3.19)
From (5.2.2)-(5.2.7), (5.3.8), (5.3.9), (5.3.17), (5.3.18), and (5.3.19) we obtain
Rβ1x˜1x˜1(0) =

ρβ111(0) 0 0 · · · 0 0
0 ρβ111(0) 0 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 0 ρβ111(0)

= ρβ111(0) · IW+L1 (5.3.20)
Rβ1x˜1x˜1(1) =

0 0 · · · · · · 0
ρβ111(0) 0
. . . . . .
...
0
. . . . . . . . .
...
...
. . . . . . . . . 0
0 · · · 0 ρβ111(0) 0

= ρβ111(0) · JW+L1 (5.3.21)
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Rβ1x˜ix˜i(τ) = 0, if i 6= 1 (5.3.22)
Rβ1x˜ix˜j(τ) = 0, if i 6= j (5.3.23)
Rβ1x˜iw˜j(τ) = 0, ∀i, j (5.3.24)
Rβ1w˜iw˜j(τ) = 0, ∀i, j (5.3.25)
Besides, we define the correlation function ρij(τ) as
ρij(τ) =
〈
xi(n)x
∗
j(n− τ)
〉
(5.3.26)
and the correlation matrix Rx˜ix˜j(τ) as
Rx˜ix˜j(τ) =
〈
x˜i(n)x˜
H
j (n− τ)
〉
. (5.3.27)
It follows that
Rx˜ix˜i(0) =

ρii(0) 0 0 · · · 0 0
0 ρii(0) 0 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 0 ρii(0)

= ρii(0) · IW+Li . (5.3.28)
and
Rx˜1x˜i(τ) = Rx˜ix˜1(τ) = 0, if i 6= 1. (5.3.29)
Next, we will construct a set of output correlation matrices from the available
system outputs. Due to the features of the source correlation matrices, these output
correlation matrices have some special structures.
128
5.3.2.2 Construction of output correlation matrices:
Similar to (5.3.18), we construct the cyclic correlation matrix of y(n) at time lag τ
by
Rβ1y˜y˜(τ) =
〈
y˜(n)y˜H(n− τ)eβ1n〉 . (5.3.30)
From (5.3.11)-(5.3.15), (5.3.20)-(5.3.25), and (5.3.30), we have
Rβ1y˜y˜(0) =
〈
y˜(n)y˜Heβ1n
〉
= HRβ1x˜x˜(0)H
H +HRβ1x˜w˜(0)
+(HRβ1x˜w˜(0))
H + Rβ1w˜w˜(0)
= HRβ1x˜x˜(0)H
H
= H

ρβ111(0)IW+L1 0 · · · 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0

HH .
(5.3.31)
Furthermore, we can obtain the autocorrelation matrix of y˜(n) by
Ry˜y˜(0) =
〈
y˜(n)y˜H
〉
= HRx˜x˜(0)H
H +HRx˜w˜(0)
+ (HRx˜w˜(0))
H + Rw˜w˜(0)
= HRx˜x˜(0)H
H + Rw˜w˜(0)
= HRx˜x˜(0)H
H + σ2wIJW . (5.3.32)
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Since H is a tall matrix, (5.3.32) implies that σ2w is the smallest eigenvalue of Ry˜y˜(0)
and thus can be estimated from Ry˜y˜(0). Consequently, we can remove σ
2
wIJW from
Ry˜y˜(0) by
R¯y˜y˜(0) = Ry˜y˜(0)− σ2wIJW (5.3.33)
which leads to
R¯y˜y˜(0) = HRx˜x˜(0)H
H
= H

Rx˜1x˜1(0) 0 · · · 0
0 Rx˜2x˜2(0) · · · 0
...
...
...
...
0 0 · · · Rx˜J x˜J (0)

HH
(5.3.34)
where Rx˜ix˜i(0) = ρii(0) · IW+Li , i = 1, 2, . . . , J .
Based on Rβ1y˜y˜(0) and R¯y˜y˜(0), we introduce a JW × JW matrix T(ξ) defined by
T(ξ) = Rβ1y˜y˜(0)− ξ · R¯y˜y˜(0) (5.3.35)
where ξ is a nonzero constant. In the next subsection, we will show how to construct
the matrix T(ξ) in a meaningful way.
5.3.2.3 Construction of T(ξ):
From (5.3.35), it is clear that if ξ is given, T(ξ) can be easily constructed by using
Rβ1y˜y˜(0) and R¯y˜y˜(0). To find the right value for ξ, it is interesting to see how the value
of ξ affects T(ξ), which is shown in the lemma below.
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Lemma 1. The matrix T(ξ) is rank deficient. Its rank is IW + L¯ if and only if
ξ 6= ρβ111(0)/ρ11(0) (5.3.36)
and it reduces to (I − 1)W + L¯− L1 if and only if
ξ = ρβ111(0)/ρ11(0). (5.3.37)
Proof. From (5.3.28), (5.3.29) and (5.3.38), it follows
R¯y˜y˜(0)
=H

ρ11(0) · IW+L1 0 · · · 0
0 Rx˜2x˜2(0) · · · Rx˜2x˜J (0)
...
...
...
...
0 Rx˜J x˜2(0) · · · Rx˜J x˜J (0)

HH
= H

ρ11(0) · IW+L1 0
0 R¯x˜x˜(0)
HH (5.3.38)
where
R¯x˜x˜(0) =

Rx˜2x˜2(0) · · · Rx˜2x˜J (0)
...
...
...
Rx˜J x˜2(0) · · · Rx˜J x˜J (0)

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is of full rank. Based on (5.3.31) and (5.3.38), we can rewrite (5.3.35) as
T(ξ)
= H

(
ρβ111(0)− ξ · ρ11(0)
)
IW+L1 0
0 −ξ · R¯x˜x˜(0)
HH .
(5.3.39)
Since H is a full column rank tall matrix, one can see from (5.3.39) that T(ξ) is rank
deficient. Moreover, since the dimension of H is JW × (IW + L¯), it is obvious from
(5.3.39) that the rank of T(ξ) is IW + L¯ if and only if ξ 6= ρβ111(0)/ρ11(0), and it
reduces to (I − 1)W + L¯ − L1 if and only if ξ = ρβ111(0)/ρ11(0). This completes the
proof.
As will become clear in the next subsection, the value of ξ satisfying (5.3.37) is
desirable. However, ξ cannot be directly computed using (5.3.37) as ρβ111(0) and ρ11(0)
are often unknown in practical applications. Now, we show that ξ can be estimated
by utilizing Rβ1y˜y˜(0) and R¯y˜y˜(0).
First, before ξ is determined, T(ξ) in (5.3.35) can be viewed as a symbolic matrix
with the variable ξ. Let us denote the rth singular value of T(ξ) by Er(ξ). From
Lemma 1, it implies that
Er(ξ) = 0, for (I − 1)W + L¯− L1 < r < IW + L¯+ 1 (5.3.40)
if and only if (5.3.37) holds. Define
r = (I − 1)W + ILupper. (5.3.41)
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From (5.3.4)-(5.3.6) and (5.3.41), it is easy to show that
r ≥ (I − 1)W + L¯
> (I − 1)W + L¯− L1
and
r < (I − 1)W +W
= IW
< IW + L¯+ 1.
Therefore, r defined in (5.3.41) satisfies the inequality in (5.3.40) and thus ensures
the equation Er(ξ) = 0 in (5.3.40). As a result, we can solve Er(ξ) = 0 for ξ by using
the MATLAB function solve(·), and the obtained ξ will satisfy (5.3.37).
However, conducting singular value decomposition on a symbolic matrix requires
a large memory space, which may exceed the memory limit of a normal computer. So
an alterative approach is needed. It is easy to verify that T(ξ) is a normal matrix.
Also, it is known that the singular values of a normal matrix are equal to the absolute
values of its eigenvalues [167]. This means that for a given ξ value, T(ξ) will have the
same number of zero singular values and zero eigenvalues. Based on this observation,
we can conduct eigenvalue decomposition, instead of singular value decomposition, on
the symbolic matrix T(ξ), which requires less memory space. Applying the MATLAB
function eig(·) to T(ξ) will return an expression root(f(z, ξ), z), where f(z, ξ) is a
function of order JW with respect to z. This expression implies that the roots
of f(z, ξ) with respect to z are the eigenvalues of T(ξ). As a result, forcing the
eigenvalues of T(ξ) to be zero is equivalent to zeroing the roots of f(z, ξ) with respect
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to z. Thus, we use the MATLAB function solve(·) to solve root(f(z, ξ), z) = 0 for ξ
as follows:
solve(root(f(z, ξ), z) == 0, ξ) (5.3.42)
which yields JW values. For each obtained ξ value, we substitute it back into (5.3.35)
and then conduct singular value decomposition for T(ξ). The ξ value which makes
Er(ξ) = 0 is chosen as the desired ξ value. The matrix T(ξ) constructed based on
this desired ξ value is essential to the derivation of the new BSE algorithm.
5.3.3 Formulation of the algorithm
The formulation of the algorithm will be discussed under two sections: Section 5.3.3.1
will develop the algorithm for the simplified scenario and Section 5.3.3.2 will develop
the algorithm for the general scenario.
5.3.3.1 Simplified scenario
The simplified scenario introduces an additional assumption as below:
A4) The entries in the first column of H(z) are constants and the remainder of the
entries are polynomials.
Assumption A4) holds if the sensors are placed close to the source generating
x1(n), such that we can neglect the multipath contribution from x1(n) to all sensor
measurements. This makes L1 = 0 and hence it is obvious that H i,1 is a W ×W
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matrix with the following form:
H i,1 =

hi,1(0) 0 0 · · · 0
0 hi,1(0) 0 · · · 0
...
...
...
...
...
0 0 0 · · · hi,1(0)

(5.3.43)
where i = 1, 2, · · · , J . The proposed method can be restated as he first W elements
of c in (5.3.16) are related to the first source signal x1(n) and its delayed versions
x1(n − 1), x1(n − 2), · · · , x1(n −W + 1), respectively. In addition, (5.3.31) can be
simplified to
Rβ1y˜y˜(0) = H

ρβ111(0)IW 0 · · · 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0

HH .
(5.3.44)
From (5.3.43) and (5.3.15), we can see that the first W columns of the JW×(IW+
L¯) matrix H are orthogonal. Thus, from (5.3.44), the singular vectors corresponding
to the W − 1 largest singular values of Rβ1y˜y˜(0) are orthogonal to one of the first W
columns of H. Denoting these singular vectors as u1,j, j = 1, 2, . . . , K1, where
K1 = W − 1 (5.3.45)
we define
U1 = [u1,1,u1,2, . . . ,u1,K1 ] . (5.3.46)
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Since the obtained ξ from (5.3.42) satisfies (5.3.37), it holds ρβ111(0)−ξ ·ρ11(0) = 0.
Thus, it follows from (5.3.39) that
T(ξ) = H
 0 0
0 −ξ · R¯x˜x˜(0)
HH . (5.3.47)
In this case, the rank of T(ξ) is (I−1)W+L¯−L1 = (I−1)W+
∑I
i=2 Li. It can be seen
that the K2 holds the same value regardless of the value of L1, i.e. the value K2 holds
for both simplified and general scenarios. Denote the singular vectors corresponding
to the K2 largest singular values of T(ξ) as u2,1,u2,2, · · · ,u2,K2 , where
K2 = (I − 1)(W + Lupper) ≥ (I − 1)W +
I∑
i=2
Li. (5.3.48)
Then we can form the matrix below:
U2 = [u2,1,u2,2, . . . ,u2,K2 ] . (5.3.49)
Based on (5.3.46) and (5.3.49), we define
U = [U1,U2]. (5.3.50)
Then, the singular vector associated with the largest singular value of U is propor-
tional to one of the first W columns of H but orthogonal to the other columns of H.
Thus, this singular vector can be chosen as the desired extraction vector u.
5.3.3.2 General scenario
However, the requirement for sensor placement is not realistic in every workshop floor.
Hence, a method for the general scenario is proposed in this section. In this general
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scenario, it is not necessary to satisfy assumption A4) and hence there is no restriction
for L1 to be zero, i.e. there is no restrictions for the sensors to be places closer to
signal of interest. Hence, from here onwards, all the coefficients of the mixture matrix
H(z) are FIR filters.
We have the following lemma.
Lemma 2. The rank of Rβ1y˜y˜(1) is W + L1 − 1.
Proof. From (5.3.11)-(5.3.15), (5.3.22)-(5.3.25), and(5.3.30), we have
Rβ1y˜y˜(1) =
〈
y˜(n)y˜H(n− 1)eβ1n〉
= HRβ1x˜x˜(1)H
H +HRβ1x˜w˜(1)
+(HRβ1x˜w˜(1))
H + Rβ1w˜w˜(1)
= HRβ1x˜x˜(1)H
H
= H

ρβ111(0)JW+L1 0 · · · 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0

HH .
(5.3.51)
Since the (W + L1)× (W + L1) matrix JW+L1 is rank deficient by 1 and H is of full
column rank, the rank of Rβ1y˜y˜(1) is W + L1 − 1. This completes the proof.
Based on Lemma 2, Rβ1y˜y˜(1) has W +L1−1 nonzero singular values. Suppose that
u′1,1,u
′
1,2, · · · ,u′1,K1 are the singular vectors corresponding to the K ′1 largest singular
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values of Rβ1y˜y˜(1), where
K ′1 = W + Lupper − 1 ≥ W + L1 − 1. (5.3.52)
We can form the following matrix
U′1 =
[
u′1,1,u
′
1,2, . . . ,u
′
1,K1
]
. (5.3.53)
Refer to the equation (5.3.47). In the general scenario as well, the rank of T(ξ) is
(I−1)W+L¯−L1 = (I−1)W+
∑I
i=2 Li. Hence, the singular vectors corresponding to
the K2 (defined in (5.3.48)) largest singular values of the matrix T(ξ) can be achieved
from (5.3.49).
Based the matrices U′1 and U2 shown in (5.3.53) and (5.3.49), we define
U′ = [U′1,U2]. (5.3.54)
Assume that u is the singular vector corresponding to the smallest singular value of
U′. Then, we propose the following theorem.
Theorem 1. The first element of uHH is nonzero and the rest elements are zero.
Proof. For the JW × (IW + L¯) matrix H shown in (5.3.15), denote the jth column
by h¯j and the (i, j)th entry by h¯i,j, where i = 1, 2, . . . , JW and j = 1, 2, . . . , IW + L¯.
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The matrix Rβ1y˜y˜(1) in (5.3.51) can be further written as
Rβ1y˜y˜(1)
= ρβ111(0) ·
[
h¯1, h¯2, . . . , h¯W+L1
]
JW+L1

h¯
H
1
h¯
H
2
...
h¯
H
W+L1

= ρβ111(0) ·
[
h¯1, h¯2, . . . , h¯W+L1
]

0
h¯
H
1
...
h¯
H
W+L1−1

= ρβ111(0) ·
[
h¯2h¯
H
1 + h¯3h¯
H
2 + . . .+ h¯W+L1h¯
H
W+L1−1
]
= ρβ111(0) ·
[
W+L1∑
i=2
h¯∗1,i−1 · h¯i,
W+L1∑
i=2
h¯∗2,i−1 · h¯i, . . . ,
W+L1∑
i=2
h¯∗JW,i−1 · h¯i
]
. (5.3.55)
From (5.3.55), it is easy to see that
span
{
Rβ1y˜y˜(1)
}
= span
{
h¯2, h¯3, . . . , h¯W+L1
}
. (5.3.56)
Similarly, for the matrix T(ξ) given in (5.3.47), we have that
span {T(ξ)}
= span
{
h¯W+L1+1, h¯W+L1+2, . . . , h¯IW+L¯
}
. (5.3.57)
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Since
rank
{
Rβ1y˜y˜(1)
}
= W + L1 − 1
and u1,1,u1,2, . . . ,u1,K′1 are the singular vectors corresponding to the K
′
1 largest sin-
gular values of the matrix Rβ1y˜y˜(1) with K
′
1 satisfying (5.3.52), it holds that
span
{
Rβ1y˜y˜(1)
}
⊆ span
{
u′1,1,u
′
1,2, . . . ,u
′
1,K′1
}
. (5.3.58)
Moreover, since
rank {T(ξ)} = (I − 1)W +
I−1∑
i=1
Li
and u2,1,u2,2, . . . ,u2,K2 are the singular vectors corresponding to the K2 largest sin-
gular values of the matrix T(ξ) with K2 satisfying (5.3.48), we have
span {T(ξ)} ⊆ span {u2,1,u2,2, . . . ,u2,K2} . (5.3.59)
It is easy to find that the matrix U′ defined in (5.3.54) has JW rows and K ′1 +K2
columns. Since H is a tall matrix, it holds that
K ′1 +K2 ≤ JW − 1.
Hence, the singular vector u corresponding to the smallest singular value of U′ must
satisfy
uHU′ = 0.
From (5.3.56)-(5.3.59), it follows that
uHh¯k = 0, k = 2, 3, . . . , IW + L¯. (5.3.60)
Since H is of full column rank, its first column h¯1 is independent of all other columns
h¯2, h¯3, . . . , h¯IW+L¯. Therefore, it holds with probability one that
uHh¯1 6= 0. (5.3.61)
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Combining (5.3.60) and (5.3.61) completes the proof.
From Theorem (1), the vector u is not orthogonal to the first column of H but
orthogonal to the other columns of H. Thus, u is a desired equalization vector that
can extract the signal x1(n) from y(n).
5.3.4 Summary of the proposed algorithms
In summary, the proposed BSE algorithm is formulated as below. The Steps 1 - 5,
are common to the both algorithms and steps 6 - 7 are specific to the algorithm for
simplified scenario and the steps 6’ - 7’ are specific to the algorithm for the general
scenario.
 Step 1: Choose a slide-window width W satisfying (5.3.4), followed by con-
structing y˜1(n), y˜2(n), · · · , y˜J(n) by (5.3.3) and y˜(n) by (5.3.11).
 Step 2: Compute the cyclic correlation matrices Rβ1y˜y˜(0) and R
β1
y˜y˜(1) by (5.3.18),
and the auto-correlation matrix Ry˜y˜(0) by (5.3.27).
 Step 3: Estimate the noise variance σ2w, which is the smallest eigenvalue of
Ry˜y˜(0), and then remove noise component from Ry˜y˜(0) to obtain R¯y˜y˜(0) by
(5.3.38).
 Step 4: Based on Rβ1y˜y˜(0) and R¯y˜y˜(0), conduct a series of calculations: i) form
the symbolic matrix T(ξ) with the variable ξ by (5.3.35) and compute r by
(5.3.41); ii) apply eig(·) to the symbolic matrix T(ξ) to get the expression
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root(f(z, ξ), z); iii) use (5.3.42) to obtain a set of ξ values; iv) substitute each
ξ value back into (5.3.35), conduct singular value decomposition for T(ξ), and
select the ξ value making Er(ξ) = 0 as the desired ξ value; v) apply the desired
ξ value to (5.3.35) to calculate T(ξ).
 Step 5: Find u2,1,u2,2, . . . ,u2,K2 , which are the singular vectors corresponding
to the K2 largest singular values of T(ξ). Then, form the matrix U2 by (5.3.49).
 Step 6: Find u1,1,u1,2, . . . ,u1,K1 , which are the singular vectors corresponding
to the K1 largest singular values of R
β1
y˜y˜(0). Then, form the matrix U1 by
(5.3.46).
 Step 7: Construct the matrix U by (5.3.50). The singular vector corresponding
to the smallest singular value of U is chosen as the equalization vector u.
 Step 6’: Find u′1,1,u
′
1,2, . . . ,u
′
1,K′1
, which are the singular vectors corresponding
to the K ′1 largest singular values of R
β1
y˜y˜(1). Then, form the matrix U
′
1 by
(5.3.53).
 Step 7’: Construct the matrix U′ by (5.3.54). The singular vector corresponding
to the smallest singular value of U′ is chosen as the equalization vector u.
Remark: The proposed BSE algorithm does not require the exact values of L1, L2, · · · , LI
but their upper bounds. So, in the implementation of the algorithm, we can assume,
without loss generality, that all of the columns of H(z) are of equal order Lupper,
where Li ≤ Lupper, i = 1, 2, . . . I.
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5.3.5 Simulation results
In this section, we present simulation examples to illustrate the performance of the
proposed second order cyclostationarity based BSE methods. In the simulations, the
source signals are generated as follows:
x1(n) = s1(n) ∗ cos(α1 · n)
xi(n) = si(n), i = 2, 3, . . . , I
where s2(n), s3(n), . . . , sI(n) are randomly generated sequences and s1(n) is a ran-
domly generated temporarily white sequence. The signal of interest, x1(n), is cy-
clostationary with cyclic frequency β1 = 2α1. The MIMO FIR mixing matrix H(z)
is randomly generated in each simulation run. Randomly generated white Gaussian
noise is added to the signal mixtures and the SNR is defined as SNR = −10log10 (σ2w).
Ideally, for the compound vector c defined in (5.3.16), only one of its first W
elements is nonzero and the rest elements should be zero. However, this is not prac-
tically achievable due to finite sample size and computational inaccuracy. Therefore,
the performance of our method is measured by means of the mean interference re-
jection level (MIRL) of the extraction vector. Let cH = [cH1 , c
H
2 , . . . , c
H
k , . . . , c
H
IW+L¯
]
and assume ck is the maximum element out of the first W elements of c. The MIRL
index is defined as follows:
MIRL(dB) = 20log10
(
1(
IW + L¯− 1) · |ck|
IW+L¯∑
i=1,i 6=k
|ci|
)
.
We compute MIRL by averaging 200 independent runs. Clearly, the smaller MIRL,
the better signal extraction performance.
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Figure 5.1: MIRL versus sample size, where I = 3, J = 4, L = 3 and SNR= 20dB.
5.3.5.1 Simplified scenario
In this scenario, the elements of the first column of the mixture matrix were de-
liberately set to randomly generated constants, and rest of the coefficients are FIR
filters.
Given a mixing system of 3 inputs, 4 outputs and order 3, Figure 5.5 shows MIRL
versus sample size where SNR= 20dB and Figure 5.8 shows MIRL versus SNR where
the sample size is 5000. It can be seen that satisfactory performance is achieved for
all tested sample sizes and SNRs, including small sample sizes and low SNR levels.
Also, with the increase of sample size or SNR, MIRL decreases accordingly.
Figure 5.3 shows MIRL against different number of sensors, where I = 3, L = 3,
N = 5000 and SNR= 20dB. As we can see, when 3 sensors are used, the performance
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Figure 5.2: MIRL versus SNR, where I = 3, J = 4, L = 3 and N = 5000.
is not satisfactory. This is expected as the assumption A2) is not satisfied in this
case. In contract, when the number of sensors used is 4 or above, the MIRL is lower
than −30dB, indicating good extraction performance. Finally, the MIRL is evaluated
under different system orders, where the other simulation parameters are I = 3,
J = 4, N = 5000 and SNR= 20dB. It is shown in Figure 5.6 that the MIRL increases
(i.e. performance decreases) with the rise of system order. For the considered system
orders, the proposed method demonstrate good performance.
5.3.5.2 General scenario
In this section, we present simulation examples to illustrate the performance of the
proposed method for the general scenario. In this scenario the coefficients of the
mixture matrix are FIR filters. In addition, analysis were conducted compared to the
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Figure 5.3: MIRL versus the number of sensors, where I = 3, L = 3, N = 5000 and SNR= 20dB.
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Figure 5.4: MIRL versus channel order, where I = 3, J = 4, N = 5000 and SNR= 20dB.
methods proposed in [135,168] and Section 5.3.3.1.
In the first simulation, we consider an MIMO FIR mixing system of 3 inputs, 5
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Figure 5.5: The MIRL of the proposed method versus sample size, where I = 3, J = 5, L = 2 and SNR= 25dB.
outputs and order 2, i.e., I = 3, J = 5 and L = 2. The SNR is kept at SNR= 25dB.
Figure 5.5 shows the MIRL of the proposed BSE method versus sample size N . It
can be seen that satisfactory performance is achieved for all tested sample sizes.
Also, with the increase of sample size, the MIRL decreases accordingly, as expected.
Our method exploits the second-order statistics properties of the system outputs,
specifically the output cyclic-correlation and autocorrelation matrices. So using more
data samples will generate more accurate statistics properties and thus produce better
source extraction performance.
The second simulation evaluates the performance of the proposed method versus
the order of the mixing system, where I = 3, J = 5, N = 30000 and SNR= 25dB.
Figure 5.6 shows the simulation result. We can see that the MIRL increases with the
rise of the system order. This is not surprising as higher system order means that the
system is more complicated, which will lower the performance of BSE. Nevertheless,
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Figure 5.6: The MIRL of the proposed method versus system order, where I = 3, J = 5, N = 30000 and SNR= 25dB.
our method performs well even in the cases of relatively high system orders, e.g., the
proposed method achieves an MIRL of about −15dB when the order of the system is
7.
Then, the MIRL of our method is assessed under different number of sources (or
inputs), where the other simulation parameters are J = 7, L = 2, N = 30000 and
SNR= 25dB. As shown in Figure 5.7, on the one hand, increasing the number of
sources enlarges MIRL, degrading the accuracy of signal of interest extraction. On
the other hand, when the number of sources is smaller than the number of outputs,
which is 7 in this simulation, the MIRL is satisfactory. However, when the source
number reaches 7, the extraction performance is quite poor. This is understandable
as the assumption A2) is not satisfied in this case.
Finally, we compare the proposed method with those methods in [135, 168] and
148
1 2 3 4 5 6 7
Number of inputs
-40
-35
-30
-25
-20
-15
-10
M
IR
L 
(d
B)
Figure 5.7: The MIRL of the proposed method versus the number of sources, where J = 7, L = 2, N = 30000 and
SNR= 25dB.
Section 5.3.3.1. Figure 5.8 shows the MIRLs of the four methods versus SNR, where
I = 3, J = 5, L = 2 and N = 30000. It can be seen that our method performs very
well at moderate and high SNR levels. It also achieves satisfactory performance when
the SNR is not too low, thanks to the noise removal procedure actioned in (5.3.33).
For example, it achieves an MIRL of about −15.5dB at SNR=5dB. In contrast, the
other three methods fail to demonstrate a good performance. The main reasons are as
follows. The method in [168] is a higher-order statistics based method and it requires
the sources to have constant modulus. The method in [135] conducts signal separation
in distinct frequency bins of the frequency domain, which introduces a frequency-
dependent permutation ambiguity. Correcting this permutation ambiguity requires
the sources to possess some special properties. However, the condition required by
[168] and some of the conditions required by [135] do not exist in the source signals
used in our simulation. Furthermore, the ambiguity correction procedure in [135]
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Figure 5.8: The MIRLs of four compared methods versus SNR, where I = 3, J = 5, L = 2 and N = 30000.
itself also introduces additional errors to the final outcome of BSE. Regarding the
method in Section 5.3.3.1, it assumes that the entries of the first column of the mixing
matrix are constants instead of polynomials. However, the mixing matrix used in the
simulation is more general and all of its entries are polynomials.
5.4 Summary
This chapter studied the blind extraction of a cyclostationary temporally white signal
of interest from an FIR MIMO system using second order statistics. First, it was
shown that the possibility of simplifying the mixing model with the assumption of
placing the sensors closer to the signal of interest. The simulation results showed the
performance of the proposed algorithm was at an acceptable range for an FIR mixture
matrix whose entries in the first column were constants. Secondly, an algorithm was
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proposed for the general scenario with a mixture matrix of FIR filters. The proposed
method overcame the problems existing in the methods in [132–135, 139, 140], and
method for simplified scenario in Section 5.3.3.1. The simulation results showed
superior performance of the new method over the existing methods [135,168] and the
method for simplified scenario.
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Chapter 6
Thesis Summary and Discussion
This chapter summarizes thesis and discusses how its three main studies address the
research questions identified in the literature review. First, as discussed in Chapter
1, the product geometry is contained in the tool set of a sheet metal stamping press
system. Therefore, a larger production volume is a common feature of the sheet metal
stamping process. Secondly, the manufacturing industries like automobile industry
are trending towards the use of high strength sheet materials for their production in
order to further increase the crashworthiness and reduce the vehicle mass. Thirdly,
an extra amount of lubrication or non-environmental friendly high-performance lu-
bricants are no longer recommended in the workshop floor. These three factors are
causing an alarmingly increased amount of tool wear related issues. Tool wear is
costly due to the production downtime, poor part quality, and requirement to use
expensive wear resistant tool material, coating, and surface treatment. Therefore,
there is a non-trivial demand from the sheet metal stamping manufacturing industry
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for the development of high-performance TCM systems to interpret the wear state of
tooling and detect the onset of wear.
As discussed in Sections 2.1.2.3 and 2.1.5, there are many research studies on TCM
techniques for sheet metal stamping employing different sensor and signal processing
techniques. These research studies are evident to the continuous growth in the field.
However, there is still an unmet demand for a low-cost, easy to set up condition
monitoring system. Hence, the main research question addressed by this thesis is “how
can signal processing techniques be effectively and efficiently employed in extracting the
signal of interest for monitoring the stamping process to identify the wear formation
on stamping dies?”.
Audio signal analysis is a simple method that has the potential to meet this
demand, but it has not been previously used for stamping process monitoring. Hence,
in this thesis, I proposed using audio signal analysis for the application of sheet
metal stamping TCM. The audio emitted by stamping operation in an industrial
workshop floor is highly contaminated by the corrupting sources generated by the
other processes of the sheet metal stamping press system and surrounding machinery.
Therefore, I proposed using BSS techniques to recover the audio associated with the
sheet metal stamping operation, so that it can be employed in the analysis for wear
progression detection.
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6.1 Study one
BSS is a mature research area which is capable of recovering the unobserved signal
of interest from the observed signal mixtures. BSS has found its ways in many
mechanical applications including a few condition monitoring applications (eg: [63,
155–157]). While, [63] did not specify the process or the tool that the proposed
method was intended to monitor, [155–157] were implemented for monitoring milling
operations. While these initial studies have demonstrated the capability of detecting
the extreme tool conditions, there are a few drawbacks identified. Methods in [155,
156] were high in computational complexity due to the use of a single sensor to reduce
the cost and the method in [157] was limited to the mutually independent sources. In
addition, the stamping process had never been implemented as a BSS system. Hence,
there was no knowledge available on the mixture model and the source characteristics
which can be exploited for signal separation. Therefore, it was necessary to conduct
BSS system parametrization prior to the selection of a proper BSS technique.
In the first study of this thesis, the focus was to isolate the audio generated by
the stamping operation from the audio mixture generated by the set of operations
of the stamping press system, assuming that the background machinery noise can
be treated as additive noise. This was a critical requirement because the stamping
press system consists of a progressive die set, so there are also clamping, piercing,
and trimming operations that occur during each stroke. The audio generated by the
stamping process has a weaker signal strength compared to that of other operations,
trimming and piercing, that share the same active time window as stamping (see
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Figure 3.5). In addition, all the sources share the same frequency range.
Hence, a set of special machine runs were conducted to isolate the stamping re-
lated audio as much as possible. Then, the audio emitted by stamping trimming,
and piercing processes were modelled as an instantaneous BSS system. Based on the
developed model and the recordings obtained during the special machine runs, a semi-
blind signal extraction technique was developed to fully isolate the audio associated
with the stamping operation. To evaluate the developed model and the signal extrac-
tion technique, a set of simulation trials were conducted to vary some of the stamping
process parameters that affect the tool condition (lubrication usage: lubricated and
unlubricated; intermittent wear level: unworn and severely worn). The results from
this experimental-based simulation demonstrated an association between these pro-
cess parameters and the extracted audio. The RMS and the maximum absolute peak
amplitude values of the extracted audio signal were observed to increase with the
absence of lubrication and the presence of wear. The absence of lubrication is also a
cause for an increased rate of wear. Importantly, the raw signals did not demonstrate
such association. Hence, this observation proved the appropriateness of the developed
model to represent the signal mixture generated by the stamping press system and
the capability of the signal extraction technique to recover the audio associated with
stamping operation.
Then the analysis of original source characteristics were conducted on the isolated
sources. The most commonly exploited mutual independence property was investi-
gated and the original sources demonstrated only a very weak mutual independence.
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Hence, attention was paid to the signal properties exploited by the dependent com-
ponent analysis branch of BSS (Section 2.2.8.8). The nonnegativity and the signal
pre-coding were recognized as not applicable to a mechanical system and hence the
sparsity property of the sources was further investigated. The audio signals associated
with stamping, trimming, and piercing demonstrated to be sparse in TF-domain and
hence, the TF-domain sparsity property can be exploited for the signal separation.
The assumptions made by the sparsity-based BSS techniques discussed in Section
2.2.8.8 were assessed against the original source characteristics and the methods de-
veloped by [147–149] are identified as the potential techniques for solving the signal
separation problem of audio-based condition monitoring for sheet metal stamping,
given that the background machinery noise is absent or can be treated as additive
noise.
It should be noted that the BSS technique selected or developed for extracting
audio associated with stamping operation from the audio mixture generated by the
stamping press would be applicable regardless of the wear mechanism. That is because
the sparsity property of the stamping, piercing, and the trimming operations are based
on the mechanical nature of the corresponding tools and the operations. If the original
source characteristics that formed the basis for the BSS algorithm is retained, that
algorithm will be capable of successfully recovering the SOI.
156
6.2 Study two
Secondly, it was necessary to evaluate the capability of audio to detect wear progres-
sion and the onset of wear. Therefore, the second study of this thesis concentrated
on two areas of gaps that were identified by the literature review. The first is, as
noted in Section 2.1.4, there is no published work that studied the detection of wear
progression and/or the onset of wear in sheet metal stamping, as the existing work
had focused on detecting the tool breakage, tool defects, or intermittent wear condi-
tions. The second is, there is no literature studying the audio analysis for stamping
TCM. According to the literature discussed in Section 2.1.3, audio has demonstrated
a good performance in different applications including combustion engine fault detec-
tion and machining TCM. However, these studies were based on the ability of machine
operators to distinguish good and degraded tools relying on their hearing. This is
not common to the stamping operations, i.e. the difference in sound due to wear in
stamping tools is not perceptible to human hearing. In addition, the behaviour of au-
dio signal characteristics varied from application to application. As an example, [61]
observed a decreasing trend of sound amplitude with the wear formation in drilling
and [62] observed an increasing trend in the amplitude with the wear of machining
tools. Therefore, even if we could take a hint that audio would be an efficient tech-
nique for sheet metal stamping TCM, there was no assurance to employ audio-based
analysis for sheet metal stamping without proper investigations.
Therefore the second study of this thesis conducted an experiment generating pro-
gressive wear with near-production industrial stamping conditions, preventing other
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faulty conditions such as misfeed, slug or intermittent wear conditions. The audio was
recorded throughout the experiment and the semi-blind signal extraction technique
developed in the first study was employed to preprocess the audio. Spectral analysis
was conducted to study the association between emitted audio and the wear pro-
gression. The results demonstrated that there is a significant qualitative association
between wear progression and the audio features.
This association was compared with three other methods in published research
studies ( [33, 59, 165]). The vibration analysis-based method proposed in [33] for
punching process monitoring could identify the frequency excited by the punching
operation. That was achieved by observing the frequency distributions of vibration
signals recorded during the machine operations with and without punching. However,
the frequency distributions of the raw audio signal generated during press system
operation with and without stamping process failed to demonstrate a significant dif-
ference (See Figures 4.8 and 4.9). The reason is that the audio signals generated by
trimming and piercing also share overlapping frequency ranges as determined earlier
by the original source characteristics analysis conducted in study one. The emitted
sound-based Hilbert Spectra analysis introduced in [59] demonstrated an increasing
pattern with the occurrence of wear in machining tools. The similar analysis con-
ducted on the audio emitted by the stamping operation did not show any association
to wear progression (Figure 4.10). The method proposed in [165] successfully em-
ployed frequency band energy of vibration signals for stamping condition monitoring.
When the similar analysis was conducted on the audio generated during a few se-
lected distinct wear levels of the experiments in this study, a few frequency bands
displayed some decreasing trend. Even though the total energy within these bands
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demonstrated a decreasing trend, it experienced higher fluctuations compared to the
results of the method in this study as seen in Figure 4.11(b). Overall, the meth-
ods in [33, 59, 165] did not exploit a correlation as significant as in the method in
this study because those techniques were not designed to deal with signals which are
highly contaminated by noise generated by simultaneous operations or machines.
Furthermore, the proposed method in this study was compared to the time do-
main analysis employed in study one. Even though the RMS and maximum absolute
peak values of the audio signals significantly varied for unworn and severely worn
tool conditions in study one, the trend was less steady and less significant with the
continuous wear progression compared to the results in this study. Hence, the method
proposed in this study significantly contribute to the knowledge required to develop
a low cost and simple condition monitoring system.
Furthermore, the aggregated power analysis employed by the proposed method in
this study demonstrated a rapid increase in the ‘relative cumulative spectral power
index’ at a stage that wear had appeared but not yet become severe. Identification
of wear at such a stage will allow forecasting tool lifespan and take precautions or
preventive maintenance steps, consequently preventing production downfall or poor
quality part production. Hence, this approach provides a vital step towards bridging
the gap between existing techniques which are capable of detecting only severe tool
wear or tool breakage, and the requirement of detecting the onset of wear. This is es-
pecially important for industries like the automobile industry, where the maintenance
of a high level of surface quality is critical. For example, for outer-body automobile
panels, even very minor wear on the tool surfaces can result in unacceptable product
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quality. This observation ensures the future research direction of condition monitoring
based on more straightforward and inexpensive audio analysis.
6.3 Study three
Noting that the potential of audio in wear progression detection is verified, and the
original source characteristics and/or BSS techniques that can recover stamping re-
lated audio from the mixture of audio generated by stamping press system are iden-
tified, the third study of this thesis focused on the development of BSS algorithms to
recover the audio generated by the whole stamping press system from the background
machinery noise. Since the audio generated by the stamping press system possesses
a unique cyclic frequency, development of cyclostationary-based BSS algorithms was
investigated in this study. The audio mixture was modelled as a convolutional mix-
ture model, taking the multipath propagation that occurs in a real workshop into
account. Extracting a cyclostationary signal from a convolutional mixture is chal-
lenging compared to that from an instantaneous mixture. Although great efforts have
been made to tackle this problem and some methods have been reported in the litera-
ture [132–135,139,140], they have various disadvantages. Specifically, these methods:
rely on the higher order cyclostationary statistics of the measured data [132–134,139]
which is costly in computation; have local minimum problem [132–134]; suffer from
the frequency-dependent permutation ambiguity problem [135]; struggle with the non-
removable noise contamination problem [140]. Therefore, as noted before in Section
2.2.8.7, there is a lack of effective cyclostationary-based algorithms that are low in
computation cost for convolutive mixtures.
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First, for simplicity, an additional assumption was introduced that the sensors (mi-
crophones) can be placed close to the signal source of interest (stamping press system).
This simplifies the general convolutional (FIR) mixture matrix to have constants in
its first column instead of polynomials. To determine the signal extraction vector, an
algorithm was developed that conducted singular value decomposition of the output
cyclic autocorrelation matrix (Rβ1y˜y˜(0)) and a function called T(ξ) (Equation 5.3.35).
Function T(ξ) is obtained from the Rβ1y˜y˜(0) and the output autocorrelation matrix
(Ry˜y˜(0)). The simulations of the algorithm demonstrated a good performance for a
range of sample sizes, number of inputs, channel orders, and SNR values, given that
the elements of the first column of the FIR mixture matrix were constants.
Secondly, another algorithm was developed for the general scenario, where a re-
striction cannot be imposed on the sensor placement, i.e. the scenario where it is not
feasible to place microphones closer to the stamping press system. For this algorithm,
the singular value decomposition of an additional matrix, Rβ1y˜y˜(1) was introduced in
order to determine the signal extraction vector. Comparison analysis was conducted
and the results showed that this algorithm outperformed the simplified algorithm and
the methods in [135,168], when the restrictive sensor placement did not adhere.
As long as the stamping press retains a unique cyclic frequency, the cyclostationary
property based algorithm developed in this study will be able to successfully recover
the audio associated with the stamping press regardless of the changes in the wear
mechanism or the background machinery.
The three studies discussed above address all the sub questions identified in Section
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2.3 and create a basis for the development of a simple, inexpensive, and efficient audio-
based TCM system for industrial sheet metal stamping process.
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Chapter 7
Conclusions and Future Work
This thesis investigated the modelling and development of the signal extraction tech-
niques for condition monitoring of the sheet metal stamping tools. It involved mod-
elling the audio emitted by sheet metal stamping as a BSS system and development
of signal extraction techniques. Furthermore, it investigated the existence and signif-
icance of the association between the audio emission and the wear progression. This
chapter presents the main conclusions of the thesis and their significance, originality,
and how/where they fit within the broader research area. Furthermore, it discusses
the recommendations for future work.
7.1 Conclusions
The main conclusions of the thesis are summarized below:
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1. It was shown that the audio emitted during the sheet metal stamping process
can be modelled as an instantaneous BSS system. The developed semi-blind
signal extraction technique can successfully isolate the audio associated with
stamping operation, even if it is weaker compared to the interferences. This
signal isolation enabled the studies on the original source characteristics and
the association between tool wear progression and audio emission. (Chapter 3)
2. It was identified that stamping signal and the signals of the other major oper-
ations (trimming, piercing) are sparse in the TF-domain, even though piercing
and trimming are non-sparse in the time domain and stamping, trimming and
piercing are all non-sparse in the frequency domain. Therefore, TF-domain
sparsity is a signal property that has the potential to be exploited for complete
BSS algorithm development for the sheet metal stamping condition monitoring
application. (Chapter 3)
3. This work demonstrated that there is a significant qualitative association be-
tween the emitted audio and the wear progression of sheet metal stamping tools
and this is the first study which identifies such correlation. It was identified
that frequency domain magnitude increases with the wear progression with and
without signal extraction. Signal extraction makes this trend more obvious.
An increment in the band power of the stamping signal is noticeable at an early
stage before the wear has become severe, and significantly prior to the failure of
the process. This behaviour forms the basis for the development of a real-time
TCM system since the intended system should aim to identify wear formation
before it is severe enough to cause production downfall. (Chapter 4)
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4. This thesis developed a cyclostationary-based BSS technique to extract the
audio associated with the entire stamping press system from the background
machinery noise in a practical workshop floor. This method has significantly
improved the performance of signal extraction compared to the relevant existing
work. (Chapter 5)
7.1.1 Contributions and significance of the conclusions
7.1.1.1 Conclusion one
The study leading to this conclusion focused only on the isolation of the audio signals
associated with the different operations of stamping press system itself. The noise
generated by background machinery was neglected (later addressed under Conclu-
sion four), because the experimental workshop floor could create an environment
where this noise can be treated as additive noise. Under this conclusion, the audio
emitted by the stamping press system was identified as a mixture of signals and it was
modelled as an instantaneous BSS system. A set of special machine operations were
designed to isolate the original sources as much as possible, and a semi-BSE tech-
nique was developed to extract the stamping signal, which could not be mechanically
isolated.
The main contribution of this work is that its outcomes identify and expose the
basis for the actual BSS algorithm development because this work allowed studying
the original source characteristics (Conclusion 2), which is otherwise impossible.
The reason is that, unlike to other BSS applications like telecommunication, there is
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no control or knowledge of the original sources of the mechanical systems. Secondly,
it allowed the study on the association between audio emission and wear progression
(Conclusion 3). Thirdly, the results of this work proved that there exists some
association between the stamping operation parameters (distinct wear levels and lu-
brication conditions) and the audio emission. Hence, it gave the insight to progress
the audio-based experiments/studies because audio has not been employed for sheet
metal stamping condition monitoring so far, the knowledge of any kind of association
with the parameters of stamping operation was unavailable, and even experienced op-
erators could not identify discernible differences in the audio signal when operating
or wear conditions of the stamping process were changed.
7.1.1.2 Conclusion two
The study on the original source characteristics proved that the mutual indepen-
dence property in between the original sources is weak, which rules out the popular
independent component analysis branch of BSS for this particular problem. Among
the characteristics exploited under dependent component analysis branch, the TF-
domain sparsity was observed in the original sources. This leads to the identification
of potential existing techniques ( [147–149]) for the signal separation. That forms the
basis for the signal processing phase and is therefore a significant step towards the
development of a complete TCM system.
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7.1.1.3 Conclusion three
In this thesis, the behaviour of audio emission was studied with the continuous wear
progression. The audio signals have a significant qualitative correlation with the tool
wear progression during the sheet metal stamping process. To our best knowledge,
this is the first time audio analysis has been employed to condition monitoring of
stamping dies. This is particularly significant because changes in the sound due to
stamping tool wear are not perceptible to human hearing.
This involved carefully designing an experiment to generate progressive wear with
near-production industrial stamping conditions, preventing other faulty conditions
such as misfeed, slug, or intermittent wear conditions. To our best knowledge, this is
the first study on monitoring the continuous wear progression of sheet metal stamping
dies based on audio signal analysis, even though there are some studies conducted for
machining operations. Existing studies for stamping TCM focus on the identification
of specific tool defects, tool breakage or intermittent wear conditions noting that no
previous audio-based studies in stamping exist.
Therefore, observation of the increment of band power at an early stage of wear
formation is quite significant for an industrial TCM system, which is intended to
identify the onset of wear.
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7.1.1.4 Conclusion four
This conclusion is lead by the study which focused on the isolation of the audio
generated by the stamping press system as a whole, from the background machinery
noises. Under this conclusion, the audio collected at a workshop floor was modelled
as an MIMO FIR system, and the cyclostationary property was exploited to achieve
the signal separation. This implementation was based on the assumption that the
audio sources associated with the press system share a unique cyclic frequency, which
is easily satisfied in a practical workshop floor because it is unlikely for two machines
to share the exactly similar periodic properties.
This signal separation is non-trivial for the complete real-time TCM system since
the background machinery noise is impractical to be neglected or isolated in the
real workshop floor. However, the cyclostationary-based technique can separate the
signal only up to a mixture of signals which share the same cyclic frequency. Hence,
this algorithm should be combined with one of the BSS techniques discussed under
Conclusion two for a complete signal separation because the audio sources generated
by the press system itself share the same cyclic frequency.
7.2 Future work
The research findings of this thesis lead to some potential future research areas. These
areas identified below consist of the continuation of the work presented in this thesis,
new implementations based on the insights given by this thesis, or areas which are
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out of the scope of this thesis.
1. The knowledge produced in this thesis, namely: the significant qualitative rela-
tionship between the audio and wear progression; the BSS technique to isolate
the audio generated by the stamping press system from the workshop floor
noise; and the BSS techniques to further extract the audio associated only with
stamping operation, can be combined to develop a complete simple, low cost,
non-destructive tool condition monitoring solution for the sheet metal stamping
operation. However, this thesis focused only on the feature extraction phase of
a complete TCM system in order to investigate the audio features and their
capability in wear formation detection, because audio analysis for sheet metal
stamping TCM is a new research area. The decision making phase of a TCM
system, which is intended to predict wear formation or classify wear, was out of
the scope of this thesis. Hence, further research is necessary to implement ap-
propriate decision-making algorithms. In addition, further improvements to the
combined/complete TCM algorithm will be necessary to increase the efficiency
in computation and the effectiveness in the wear prediction. Experiments at an
industrial floor should be conducted to evaluate the performance of the overall
system.
2. This thesis demonstrated the significant qualitative relationship between audio
emission and wear progression. It is recommended that future research develops
measures for quantitative association, which would be straightforward to be
employed in industrial condition monitoring systems. Furthermore, it was out
of the scope of this thesis to develop quantitative measures for the wear level
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and more theoretical and experimental analysis would be required to develop
these.
3. The experiments of this thesis were limited to the wear progression due to
galling, which is the most common wear-related failure mechanism observed
on industrial sheet metal stamping tools. However, it would be beneficial to
conduct further experiments to investigate the nature of the audio emission
with different kinds of wear progression mechanisms, the capability of audio
signals to detect those wear mechanisms, and/or distinguish them.
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