1. Introduction. The discussion of the subject indicated in the title is not intended in any way to be encyclopaedic. The object of this address relates to the general problems of determining the character of solutions of equations or they are supposed to be asymptotic to a finite number of terms, or to infinitely many terms, to such possibly divergent series, when x is on (a, b) and the parameter X is in a suitable region R extending to infinity. The investigation for the problems (A) and (B) (relating to equations (A) and (B), respectively) has the purpose of establishing the character of solutions in the complex neighborhood of the singular point of the equation under consideration. In problem (A) the singular point is at x = <*>. In problem (B) the singular point considered is at X = oo, (x in (a, b)).
f An address delivered by invitation of the Program Committee at the Iowa City Meeting of the Society, November 26, 1937. [April These problems are important, in part, because many significant classical instances of differential equations occur as particular cases of (A) and (B); on the other hand, a satisfactory theory of problems (A) and (B) is a very desirable prerequisite for the analytic theories of certain highly important non-linear differential systems.
We use the term asymptotic relation in the following sense. If R is a region extending to infinity in the complex x plane it will be said that a function a(x), defined in R, is asymptotic to a{x) =a 0 +aix~1
If R is a region extending to infinity in the complex X plane, we shall say that a function a(x, X), defined for x in (a, b) and X in R, is asymptotic to a(x, X) =a 0 (#)+ai(#)X~1 /3, + • • , (integer p>0), in i£ (with x on (a, 6)) if the a p (x) are continuous on (a, 6) (which interval is taken closed) and
Unless the contrary is stated the designation
will indicate asymptotic relations in the sense that (1.3), (1.4) hold in the respective cases. Such asymptotic relations will be termed ordinary or to infinitely many terms. When (1.3) (or (1.4)) is asserted only for m = 1, 2, • • • , wo, then we shall write
the symbol ^ denoting an asymptotic relation "to m 0 terms." In consequence of a paper by E. Fabry f it can be asserted that the formal equation (A*) obtained from (A) by replacing the ai(x) by the corresponding series ai(x) (of (1.1))J has n formally linearly independent solutions
where the Qi(x) are polynomials in x llki and t E. Fabry, Sur les intégrales des équations différentielles linéaires à coefficients rationnels, Thèse, 1885, Paris.
% It is assumed that in <XQ(X) not all the coefficients are zero. This hypothesis is made for convenience and has no essential significance. In consequence of the work of P. Noaillonf the formal equation (B*), obtained from (B) by replacing the #»•(#, X) by the corresponding series a»(#, X) (of (1.2)), possesses a full set of n formal (in general divergent) series solutions
where the Qi(x, X) are polynomials in \ 1/ki (integer ki>Q) and
the coefficients in Qi(x, X) and in the series <Ti(x, X) being functions indefinitely differentiate with respect to x for x in a suitable interval (a, 6)4
The essential features of an analytic theory of equations (A) and (B) relate to the following questions.
I. If the a,i(x) (or a,-(#, X)) are representable by convergent series <Xi(x) of (1.1) (or series «»•(#, X) of (1.2)), under what conditions do the formal series solutions (all or any) converge, thus representing "actual" solutions of (A) (or of (B))?
II. If the di(x) (or a f -(#, X)) are represen In (Ti), with the aid of "iterations " factorizations, and appropriate integrations, is established a fundamental existence theorem for the general problem (A). To state this theorem conveniently a number of definitions will be introduced. DEFINITION 1. Generically {x} ff , (q an integer ^0), will denote an expression
where the p 3 -(x) are series, possibly divergent, of the form
A curve B will be said to be regular if it is simple and extends to infinity where it possesses a unique limiting direction.! DEFINITION 3. A region R will be said to be regular if it is closed, extends to infinity, and is such that if x is in R, then \x\ ^fi>0; also the boundary of R is to be simple and is to consist of an arc y of the circle \x\ -r\ and of two regular curves extending from different extremities of 7. Generically R(6i, 6 2 ) will designate a regular region for which the two regular curves (forming part of the boundary) have limiting directions 0 X and 0 2 , respectively. The number |0i-0 2 | is to be termed the opening of R.
DEFINITION 4. The symbol [x] q will denote a function of the form po(x) + ---+p q (x) \og
q x where the p 3 (x) are functions, analytic for XT^ 00 in a regular region R, such that t When (A) is written in a suitable form one then has the Q%(x) in (1.6) of the form fax, no logarithms will be present in (1.6a), and the series (1.6b) will be in powers of x~l. % With (A) taken in a suitable form, the Qi(x) of (1.6) will be polynomials in x (of degree which may be higher than the first), no logarithms will enter in (1.6a), and the series (1.6b) will be in powers of x"
1 . The coefficients of the leading powers in the Qi(x) are expressible in terms of the roots of the characteristic equation; the latter is of the form E(g) =0 where E(g) is a polynomial of degree w, the coefficients of the various powers of g being certain ones of the initial coefficients from the series (1.1).
§ That is, if the equation of the curve is 6-f(r), (6=angle of x\ r= |#|), then lim 6 (as r-• 00 ) exists and is unique. [April
the Pi(x) being series of the form (2.1).
One has [4^{x} a , x in R."\ It is a well known fact that when the coefficients in (A) are representable by convergent series (1.1), while in the formal solutions the polynomials Qi(x), (i = 1, • • • , n), are all identically zero, the formal series (1.6) will all converge (for \x\ ^r'; r' sufficiently great) and will thus represent a full set of "actual" solutions of (A). The equation (A) is then said to be of Fuchsian type.
We let Bi,j denote a regular curve along which (or B' u ). The precise details are given in (Ti). ---, n) , in the specified regions.
Results of the above description can be stated for each one of the regions (2.3). If we take a particular set of solutions relating, let us say, to 2?i, the asymptotic behaviour of these solutions can be studied in the complete neighborhood of x= <*> (for details, cf. (Ti)).f
Under certain conditions results of the stated kind will hold in more extensive regions (see (Ti), pp. 216-218). However, it is not to be expected that in general one could replace r Rk and iR k (the regions involved in (2.5b) and (2.5c)) by their sum R k and assert existence of a
In other words, no essential improvement is to be expected in this direction. The paper (Ti) discusses also some converse problems, including the formulation of the corresponding Riemann problem. where the a n -k (x> X) are either equal to convergent series of the form
or are asymptotic (as stated subsequent to (1.2)) to such possibly divergent series, respectively.! We choose the integer H( ^0) as small as possible. In §1 it has been assumed that in the series ao(x, X) not all the coefficients are identically zero. Hence, with (a, b) properly chosen, we now may suppose that ao(x, X) = l. If H = 0, while #«_&(x, X)= «"_&(#, X) (the latter series being convergent for x in (a, b) and for |X| s^r'X)), we have an analog to f In general, of course, there is change of asymptotic form from curve to curve, while in the neighborhood of some of the curves the asymptotic form, figuratively speaking, may become "blurred."
% The cin-k,v(%) are of the same description as the ai tV (x) in (1.2).
the Fuchsian theory. As established by H. Poincaré there exists then a full set of solutions analytic in X at X = oo (provided the initial conditions are of the same character). The characteristic equation for (B') is
, be its roots. The interval (#, b) will be so chosen that the following will be true for any pair of functions
gi(x), gj(x), (*Vj). Either g { (x) = gj(x) for all x in (a, b) or g { (x) 9^g 3 (x) for every x in (a, &).f With a proper choice of (a, &), then, (B'
)$ will possess a full set of formal solutions (1.7). The latter involve func-
With the highest power of X displayed, one may write
where gi(x) is a root of (3.2).
The number H has to do with what appropriately might be called the rank of the equation (B) . Whence H will be termed the rank of (B).
G. D. Birkhoff gave an asymptotic theory, with the essential particulars, for the equations (B) of rank unity in the case when the roots of the characteristic equation (3.2) are distinct throughout (a, b). J. D. Tamarkin developed a theory for equations (B) of any finite rank under the assumption that the roots of the characteristic equation (3.2) are distinct in (a, b).
The extension of the methods of these writers to the treatment of the more general problem, now under consideration, cannot be conveniently carried out.
In (T 2 ) we develop the theory of the general problem (B) (of any finite rank H, admitting existence of multiple roots of (3.2)). The fundamental existence theorem of (T 2 ) is established with the aid of a limiting process called "iterations" akin to an analogous process which we introduced in (Ti), suitable integrations, and factorizations.
The existence theorem of (T 2 ) asserts in particular the following : 
Let a be an integer, however large. The equation (B) will possess a full set of "actual" solutions, a^» (X, x), (i = l, • • • , n) , with elements analytic in X, (X^ <*> ), and continuous in xfor x in {a', b') and \inR\ moreover,
where the SiÇk, x) are the series of (1.7).
For the problem under consideration regions R and full sets of "actual" solutions, of the above description, will certainly exist at least for some sufficiently small interval (a', b f ). Associated with the equation (B') is the system, which in matrix notation may be written as
If {yi,j{x, X)) is a matrix solution of (B'), then (yi, 3 {x, X))
f Differentiation is with respect to x. Whenever Qi(x,X)^Qj(x,\) the convention will be that there are no corresponding B { £ curves. Sufficiently far from the origin the B t f curves are simple; moreover, at infinity they will possess limiting directions. A particular curve (3.4) will depend on x. As x varies in the interval this curve may vary; the angle of the sector within which this variation takes place can be made as small as desired by a suitable choice of the interval for x. t (y%,i( x > X)) is a matrix of n 2 elements, with ytj(x t X) in the *th row and jth column (i, 7 = 1, • • • , »).
, will constitute a full set of solutions of (B 7 ). If theyi(x>X) (=3>*\i(x, X); i=l, • • • , w) form a full set of solutions of (B')> the matrix Y{x 1 X) = (y¥~1 ) (#> X)) will satisfy (B"). More generally, there exists a type of reciprocal relationship between a matrix system (B'") F<»(*, X) = 7(*, X)i4(a, X),
where the a»,j(#, X), (i,j = l, • • • , w), are functions of the same type as the #*(x, X) in (B), ( §l),t and a single equation (B). The system (B ,/7 ) is satisfied by a formal matrix 5(#, X) = (s{ t j(x, X)) = (<r»,/(#, X) •exp (),•(#, X)), where the series <Ti,j(x t X), (i, 7 = 1, • • • , n), are of the same description as the <Ji(x, X) of (1.7a). The elements of a row will constitute a formal solution.
Under conditions and with the notation similar to that under which (3.5) has been asserted the following can be stated:
Such a matrix can be constructed f or a = 1, 2, • • • .
Any matrix Z(x, \) = a Y~1(a / 1 X)«F(*, X) (or a F" 1 (& / , A)«F(*, X)) will be independent of a and will, of course, satisfy the system (B ;// )« As pointed out in (T 2 ), Z(x, X) will satisfy certain asymptotic relations in the ordinary sense% for x on (a', b') and X in R.
In (T 2 ), pp. 40-44, are also made applications to integro-differential equations of the form
where L is the differential operator of the left member of (B), ( §1).
On the basis of our existence results some applications are also made to boundary value problems. § For the general problem (B), however, development of an adequate boundary value theory (leading to expansions of arbitrary functions) apparently necessitates t It is assumed that the determinant \A(x, X)| ^0. This relationship is not obvious but is to be expected and is established without much difficulty.
% Cf. (Tj), P. 33. § A formulation of general boundary value problems, together with a number of significant results, is given by J. D. Tamarkin, Mathematische Zeitschrift, loc. cit. A treatment of boundary value problems for linear systems, with the parameter entering linearly, is due to Birkhoff and Langer, Proceedings of the American Academy of Arts and Sciences, loc. cit. some restrictions with respect to the character of the polynomials Qi(x, X), (i = l, • • • , n). Thus, it appears, we would have to assume that the various regions for which (B) has solutions of known asymptotic form (as implied by the existence theorem of (T 2 )) abut on each other. where we wrote x without the subscript; here f
Problem (A) (Laplace integrals
all the series being convergent for \x\ ^r '(>0) . The characteristic equation of (A') will be The implications of this theorem for (A), ( §1) are obvious. The $ corresponding solutions of (A) will be of the form (4.3), with x replaced by a certain power of x; as a consequence the series involved in these solutions will converge in certain sectors.
The above process constitutes, of course, a process of summing the corresponding formal series solutions.
The theorem is of greatest possible completeness in the sense that even normal formal series solutions do not always lead to convergent factorial series developments, if, corresponding to the multiple root in question, the polynomials Qi(x) are not all identical. This point is made clear with the aid of the following example.
The equation 
X(X + 2)
The power series (4.4a) diverges so fast that exponential summability fails, and nothing of the type stated in our theorem will hold in connection with this formal solution.f We shall outline very briefly the steps used in deriving the theorem referred to above. We apply to (A 7 ) the transformation
This yields a differential system (4.6) X Z) È^.'t(*)iH^r
where the character of the coefficients is determined in detail ((T 3 ), p. 96). On writing t=\t\ e l \ we suppose integrals f In fact, it appears, as well, that no other method of summation will be applicable in this case. This transformation, applied to (4.6), yields a system of integral equations (4.8) tW~Kt) ='E tfA^^rWI^r + V^-'©,
The character of the coefficients of this system is specified in (T 3 ), Lemma 3 (p. 103). In proving convergence of the formal solutionsf **?r /-1 W» satisfying (4.8), the method of successive approximations (used with success by Horn in his more restricted problem) leads to apparently unsurmountable algebraic difficulties. The method pursued in (T 3 ) to overcome this difficulty was to establish a "dominant" system of integral equations; that is, a system from the convergence of whose formal solutions convergence of a set of solutions of (4.8) can be inferred. Such a system, as well as proof of convergence of the formal series solutions, is given in (T 3 ), pp. 103-113.
In order that the integrals (4.7) should lead to convergent factorial f Power series in /.
series expansions,! in view of certain fundamental developments due to N. E. Nörlund,$ it is necessary to prove that 5. Some general remarks. In connection with the equation (B), ( §1) a remaining problem of considerable importance is that regarding the behaviour of solutions in the neighborhood of isolated points xo (on some real interval to which x is restricted) at which a number of roots gi(x) of the characteristic equation (3.2) coincide. We may have two intervals, (u, xo), (%o, I), u < XQ < I, such that the two full sets of formal solutions, corresponding to these intervals, are essentially distinct from each other. Development of a comprehensive theory covering this situation is highly desirable. Methods of the type of those introduced in (Ti) and (T 2 ) (in particular, the processes of "iterations") appear to be destined to be of utility in many similar problems. || In conclusion it would be appropriate to mention that the results established in (Ti) and (T 2 ) have found effective application in the field of non-linear differential equations.% UNIVERSITY OF ILLINOIS t And in fact to secure convergence of these integrals. % N. E. Nörlund, Leçons sur les Séries d 'Interpolation, Paris, 1926, pp. 206-208 . Also see his theorem on p. 203.
§ Here ^n-^.o^O. Moreover, by a transformation, x r exp Q(x) is supposed to be reduced to unity.
|| In this connection should be mentioned some significant papers by C. Hurd (not yet published) in which such methods were applied to equations with several parameters.
1f W. J. Trjitzinsky, Theory of non-linear singular differential systems, Transactions of this Society, vol. 42 (1937), pp. 225-321. 
