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Abstract
A short proof of a generalized Cramer’s rule is presented. © 2002 Elsevier Science Inc. All
rights reserved.
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In the paper [1] a generalization of Cramer’s rule was established and applied
to a problem in decentralized control systems. In this note we present a short and
elementary proof of this nice result. We feel that it might be of some interest to the
linear algebra community.
We consider a nonsingular n-by-n matrix A and n-by-m matrices X and Y over
some field such that
AX = Y. (1)
Let 1  i1 < i2 < · · · < ik  n and 1  j1 < j2 < · · · < jk  m.
X

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk


denotes the k-by-k submatrix of X formed by rows is and columns js ,
s = 1, . . . , k. The n-by-n matrix
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AY

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk


is constructed from A by replacing column is of A by column js of Y , for
s = 1, . . . , k.
The generalized Cramer’s rule states that
detX

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk


= detAY

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk

/ detA. (2)
For k = 1 this is the classical Cramer’s rule.
For the proof of (2) we introduce the matrix
B = IX

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk

 ,
i.e. the matrix with columns bi , where bi = xjs if i = is for some s and bi = ei , the
ith unit vector, otherwise. Then
AB = AY

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk

 .
Now take determinants and use
detB = detX

 i1 i2 · · · ik· · · · · · · · · · · ·
j1 j2 · · · jk

 .
Remark. Our proof reduces in the case of m = k = 1 to the proof by Robinson [2]
of the classical Cramer’s rule, and was inspired by his approach.
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