Abstract. X-ray medical imaging is increasingly becoming three-dimensional (3-D). The dose to the population and its management are of special concern in computed tomography (CT). Task-based methods with model observers to assess the dose-image quality trade-off are promising tools, but they still need to be validated for real volumetric images. The purpose of the present work is to evaluate anthropomorphic model observers in 3-D detection tasks for low-contrast CT images. We scanned a low-contrast phantom containing four types of signals at three dose levels and used two reconstruction algorithms. We implemented a multislice model observer based on the channelized Hotelling observer (msCHO) with anthropomorphic channels and investigated different internal noise methods. We found a good correlation for all tested model observers. These results suggest that the msCHO can be used as a relevant task-based method to evaluate low-contrast detection for CT and optimize scan protocols to lower dose in an efficient way.
For several decades, x-ray medical imaging has been evolving into 3-D, in particular with the advent of computed tomography (CT). The expansion to volumetric body data has resulted in more accurate diagnosis 1,2 but inevitably induced a higher radiation dose to the patient compared to equivalent twodimensional (2-D) techniques. Furthermore, the number of CT devices and examinations performed on patients is increasing, raising concerns about the mean population dose and necessitating increased management of the radiological process. 3, 4 However, the radiological process can be optimized only with a simultaneous consideration of image quality. To lower the radiation dose while maintaining useful image quality in CT, manufacturers have proposed new techniques such as iterative reconstruction (IR). [5] [6] [7] It is a promising tool, but its contributions to image quality need to be objectively evaluated.
Image quality should be directly related to diagnostic function. 8 In this context, image quality assessment should include a diagnostic task such as detection, localization, or classification of a pathology, but also an observer, a representative set of images, and a relevant metric. 9 When defining image quality at the task level, the observer can either be a human, such as a radiologist, or a mathematical model that attempts to predict human observer performance. Unlike psychophysical evaluations with humans, model observers require less time for image quality evaluations with respect to many system parameters.
Model observers have been widely used with 2-D medical imaging modalities and validated for different backgrounds and signals. [10] [11] [12] [13] [14] [15] One successful class of model is the channelized Hotelling observer (CHO), [16] [17] [18] which starts by processing the image through channels and then applies the best linear strategy (under Gaussian assumptions) on the channel outputs in order to perform the task. Depending on the characteristics of the chosen channels, the performance of the CHO can be made to approach the ideal observer or to mimic the human observer. 11, 14, 19, 20 The CHO has been used to evaluate CT with 2-D detection or location tasks [21] [22] [23] [24] of circular objects mimicking lesions in homogeneous backgrounds. However, CT data are 3-D and radiologists use the whole volume available to make their diagnosis. 2-D detection tasks do not take into account the effect of additional information provided by adjacent image slices. Thus, a more thorough evaluation of task-based image quality assessment for CT should include the volumetric aspect of the data and 3-D model observers. Furthermore, the dimensionality (2-D versus 3-D) of the task can lead to different correlations between model and human observers, 25, 26 emphasizing the importance of volumetric data when using a numerical observer for optimizing protocols.
Frameworks have already been proposed to evaluate 3-D imaging modalities with 3-D detection tasks and model observers, particularly in nuclear medicine. [26] [27] [28] [29] More recently, Platiša et al. 25 described a general design for a model observer adapted to 3-D data sets based on the CHO. This research investigated three general mathematical expressions for model observers dedicated to the detection of a signal. The single-slice channelized Hotelling observer (ssCHO) considers a 2-D representative image slice extracted from the 3-D stack. This model is equivalent to the conventional use of the CHO for a 2-D detection task. The multislice CHO (msCHO) computes 2-D CHO responses in several 2-D slices and combines them in order to quantify an overall response. The volumetric CHO (vCHO) directly computes a CHO response on the 3-D image as if it were a common 2-D image and takes into account correlations across slices, unlike the ssCHO. The authors conclude that the vCHO with channels attempting to mimic the ideal observer (e.g., Laguerre-Gauss channels) could be useful for hardware optimization. Alternatively, they proposed the use of the msCHO with appropriate anthropomorphic channels, which are close to the response properties of the human visual system, 30 as a surrogate for human observers in image quality assessment.
Previous studies have used simulated images and 3-D signals to evaluate image quality, 25, 31 but, to our knowledge, the msCHO has not yet been tested on real CT images. The purpose of the present work was to investigate 3-D detection tasks with msCHO in low-contrast real CT images and to evaluate their correlation with human observers. We implemented two strategies of the anthropomorphic msCHO. 25 They first used slice-specific templates (msCHOa). The model used as many templates as slices present in the 3-D image and applied them to each corresponding slice. The second strategy (msCHOb) used a single template calculated from the central slice of the 3-D image and applied it to every slice in the data set.
Human observer perceptual decisions are also limited by inherent variability in the sensory processing of information, which leads to variability in their decisions. Many of the anthropomorphic model observers take this source of internal variability into account 17, 32, 33 by incorporating internal noise into the models. Two methods are commonly used. The first method modifies the scalar decision variable coming from the integration of channel responses for each considered location and trial by adding an independent random variable. The second method is applied to each individual channel's response. Because the channel internal noise is statistically independent, it modifies the covariance of the channel responses and influences the effective linear template (i.e., the linear combination of channels) of the msCHO model. Both internal noise methods for CHO have been studied for a single-slice 2-D model observer, 34 showing that the channel-based internal noise method better predicts human performance when the channels are anthropomorphic. To our knowledge, there has not been an evaluation of the internal noise method for multislice model observers.
In this study, we evaluated four configurations of the msCHO: (1) msCHOa and (2) msCHOb with Gabor channels and (3) msCHOa and (4) msCHOb with dense difference of Gaussian (DDOG) channels. These models were implemented to predict human observer performance in 3-D medical CT images reconstructed using one of the two different algorithms: IR and filtered backprojection (FBP). We considered the detection of low-contrast spherical signal known exactly (SKE) at three dose levels.
Materials and Methods

Image Data Sets
A chest phantom (QRM, Moehrendorf, Germany, 30 cm × 20 cm cross-section) was used to simulate the attenuation of an average-sized adult [ Fig. 1(a) ]. The phantom contained a core module with four spherical signals of 6-and 8-mm diameters to mimic lesions [ Fig. 1(b) ]. An additional module with no signal was also imaged in order to obtain signal-free image samples. The signals had low-contrast CT numbers of 10 and 20 HU relative to the background at 120 kVp. Image samples were obtained by scanning the phantom 50 different times on a 64-slice CT scanner (HD750, GE Healthcare) in helical mode with constant x-ray tube current of 40, 90, and 150 mAs. Corresponding radiation dose levels were 2.5, 5.7, and 9.5 mGy in terms of volume computed tomography dose index (CTDI vol ), respectively. The scanning parameters, 1-s rotation time, 0.98 pitch in helical mode, and 64 × 0.625 mm collimation, were the same as those used in the routine protocol for clinical practice at the Lausanne University Hospital. Acquisitions were reconstructed with the traditional FBP and also with a commercial implementation of a model-based IR algorithm 5 available on the scanner (VEO, GE Healthcare). Reconstructed slice thickness was 0.625 mm with a 0.625 mm interval. In total, we investigated 24 experimental conditions (2 signal sizes ×2 signal contrasts ×3 dose levels ×2 reconstruction algorithms). Note that the combination of 20 HU contrast and 8 mm signal sizes is not reported in Sec. 3 because these were used for training.
For each condition, we cropped 32 × 32-pixel regions of interest (ROIs) around the signal locations. We did the same with the images obtained with the signal-absent modules. To generate multislice ROIs, this operation was reproduced with 17 consecutive slices centered on the signal central slice. We extracted 200 ROIs with signal-present and 200 ROIs with signal-absent.
Due to the positioning of the signals in the phantom ( Fig. 1 ), ROIs were limited to 32 × 32 pixels (1 pixel ¼ 0.58 mm); therefore, the original images were magnified from 32 × 32 pixels to 100 × 100 pixels (1 pixel ¼ 0.58 mm) using a bilinear interpolation method.
Human Psychophysical Study and Performance Estimation
The image data sets were used to conduct four-alternative forced-choice experiments (4AFC) where the signal position is exactly known with three observers familiar with low-contrast detection. The participants were all male, aged 25, 26, and 30 at the time of the study, and all had experience with 4AFC experiments because they had participated in previous detection studies with the same phantom. The observer study consisted of four sessions corresponding to the four signal contrast and size combinations (8 mm/20 HU, 6 mm/20 HU, 8 mm/10 HU, 6 mm/10 HU). The first session was for training only, with 8 mm/20 HU signals at each dose level. This training session consisted of 150 trials for each reconstruction algorithm and was performed to familiarize the observer with the signal and background characteristics specific to FBP and IR reconstructed images. Feedback was given after each trial, allowing the observer to learn from their strategies. The following three sessions were for testing, with 6 mm/20 HU, 8 mm/10 HU, and 6 mm/10 HU signals, which consisted of 200 trials per experimental condition corresponding to the number of signal-present samples. For a given 4AFC trial, three signal-absent images without replacement were chosen but were replaced after the trial. As we produced 200 signal-absent images for each dose and reconstruction algorithm, each 4AFC trial can be considered a unique set, and correlation on observer performance should be minimal.
As in clinical practice, the observer could freely scroll throughout the stack of image slices. To reduce in-plane spatial uncertainties, 35, 36 horizontal cues were displayed on each slice and two additional cues were displayed vertically in the central slice ( Fig. 2 ). All images were scaled to 8 bit with the same fixed window level and width chosen from the mean maximum and mean minimum intensities over all images for each reconstruction algorithm. Observers could not zoom or pan the images, and all sessions were performed in a dark room with low ambient light (<10 lux). The images were displayed on a grayscale monitor (RadiForce MX210, EIZO) calibrated to the DICOM Grayscale Display Function and TG18 standards. 37 To evaluate human observer performance, the percentage of correct decision ðP c Þ was computed from all trials for each observer. As an estimation of the average observer performance, we used multireader multicase variance analysis method for binary data. 38 For each image category, each observer evaluated the same number of cases. For each trial, signal-present and signal-absent cases were chosen randomly. Therefore, from a statistical point of view, each case was considered independently of the others.
Model Observers
Multislice channelized Hotelling model observers
Most model observers in medical imaging are linear and can be reduced to the dot product of a linear template and the image data. The CHO is defined by its template, which is derived from the inverse of the covariance matrix of the image's background and the ensemble means under the signal-present and -absent classes. The CHO includes the preprocessing of the image by a set of P channels. Each channel applied to the image g produces one scalar output. These P channel outputs are then combined linearly in order to maximize the task performance. In practice, the linear process consists of prewhitening the channel outputs and applying a filter that matches the signal of interest as seen through the channels. Detailed explanations of the mathematical foundations of the CHO can be found in Refs. 9, 16, 18, and 39.
In order to take into account the multiple slices contained in the 3-D CT images, we followed the publication of Platiša et al. 25 The model observer decision variable was obtained in two steps. First, a conventional 2-D CHO was applied to each of the N slices composing the volumetric image. This provides N decision variables associated with each slice. Second, these decision variables are processed by an HO in order to compute a single decision variable. Formally, this means that each slice g n ðn ¼ 1; : : : ; NÞ of the volumetric image g is first processed by a set of 2-D channels u p ðp ¼ 1; : : : ; PÞ, resulting in a vector of channelized slices v ¼ ½v 1 ; : : : ; v n , with v n ¼ U T g n and where U ¼ ½u 1 ; : : : ; u n .
We considered two implementations of the msCHO. 25 The first one is the msCHOa, which takes into account the second-order statistics of each slice individually. The second implementation is the msCHOb, which defines its strategy according to the slice of the image where the signal is centered and applies it indiscriminately to each individual slice.
Thus, the msCHOa computes independent templates w n ¼ ½w 1 ; : : : ; w n , where w n ¼ K −1 v n ½hv n;2 i − hv n;1 i and K v n is the covariance matrix describing variance and covariance of channel responses for each slice present in the multislice data set. Subscripts 1 and 2 refer to the signal-present and signal-absent hypotheses, respectively. In a similar manner, the msCHOb computes a single template w from the central slice of the multislice data set. Then v is used to compute a vector of decision variables λ stack ¼ ½λ slice;1 ; : : : ; λ slice;n , where λ slice;n ¼ w t n v n for msCHOa or λ slice;n ¼ w t v n for msCHOb. The second step integrates the resulting vector of decision variables λ stack with the HO to compute a single scalar decision variable λ final ¼ w T HO λ stack , where w HO ¼ K −1 slice ½hλ slice;2 i − hλ slice;1 i. The covariance matrix K slice describes the variance and covariance of the training vector decision variables. To estimate the HO template with respect to the model, the template is applied on images from the training set, resulting in training vectors of decision variables, which are used to estimate K slice .
The msCHO framework for both msCHOa and msCHOb is described in Fig. 3. 
Channels
Gabor 40 and DDOG 17 channels were chosen because of their ability to mimic the visual human process and successfully predict human observer performance.
The Gabor channels function is defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 9 1
where f is the spatial frequency, θ is the orientation, w s is the width, and β is the phase. The Gabor channels parameters proposed in this study used five orientations, seven frequencies, and one phase, resulting in 35 channels. The channel parameters used are β ¼ 0 and w s ¼ 0.56∕f for a bandwidth of one octave. Orientations were chosen with values ranging from 18 deg to 305 deg in steps spaced by 71.6 deg. Spatial frequencies were chosen with values ranging from 0.5 to 5 cycles∕ deg in steps spaced by a multiplicative factor of 1.4.
The DDOG channels are those proposed by Abbey and Barrett 17 with radial frequency profile functions defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 7 5 2 C j ðρÞ ¼ exp
where σ j ¼ σ 0 α j is the channel standard deviation of the j'th channel and σ 0 is the initial standard deviation. The number of channels used is 10, with the following parameters: σ 0 ¼ 0.005, α ¼ 1.4, and Q ¼ 1.66.
Training and testing sets for model observers
The image data set was divided into two independent sets of images: we used 1/3 of the available images for training and 2/3 for testing. The training set was used to estimate the model's template components 41 (covariance matrix K v , mean channelized signal hv n i, and mean training vectors hλ slice i). Specifically, we used the "hold-out" method, 9 which requires independent sets of images for training and testing. This method involves finding a trade-off between the distribution of the number of images in the training and testing sets. To assess the models with the same number of images as the human observers for testing, we decided the minimum number of images for training would be 1/3 of the available images. The testing data set was used to estimate decision variables λ final .
Model observer performance calculation
Model and human observer performances were directly compared through the measure P c computed from a 4AFC experiment. The advantage of P c over the more commonly used d 0 is that we do not need to hypothesize regarding the distribution of the decision variables. We therefore conducted a 4AFC experiment with the model observers and calculated P c as the figure of merit. From the testing data set, we randomly selected one signal-present ROI and three signal-absent ROIs. The model observers computed a decision variable for each of the four images: if a signal-present image corresponded to the highest decision variable, the trial was considered a success; if not, the trial was considered a fail. P c was estimated after all signal-present ROI had been presented.
The variability in the testing set sample was estimated with the bootstrap resampling technique. 42 Each model observer performed 100 4AFC experiments for each condition. For each 4AFC experiment, the number of trials was fixed at 140, which is equal to the number of signal-present samples (2 × 1∕3 of the testing set), and for each trial, three signal-absent images were randomly selected without replacement, but were replaced after the trial. This allowed us to estimate the standard error from the standard deviation of the resample P c over the 100 repetitions.
Internal noise
Internal noise methods for the CHO were previously investigated with a simulated signal embedded in real x-ray coronary angiogram backgrounds. 34 Two methods were proposed: (1) the decision variable internal noise method modifies the trial's decision variable by adding a random variable E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 1 3 1 λ n ¼ λ e þ ε;
where ε is sampled from a normal distribution with zero mean and a standard deviation proportional to the signal-absent decision variable's standard deviation Nð0; cσ λ Þ, where c is a proportional constant integer used for calibrating internal noise and σ λ is the signal-absent decision variable's standard deviation; (2) the channel internal noise method modifies the model template by adding an independent random variable at each channel response. The trial decision variable is a composition of the weighted sum of the channel responses and a scalar random variable sample ε from Nð0; ffiffiffiffiffiffiffi ffi K int p Þ, where K int ¼ cdiagðK e Þ is the internal noise covariance matrix and K e is the covariance matrix describing variance and covariance of channel output due to image noise E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 6 4 2
where v n;p is the slice n seen through channel p. To fit with human observers, model observer performance with the testing data set is degraded by adjusting the level of internal noise, which minimizes the root mean square error (RMSE) between human and model observer P c 
where cond stands for the experimental condition investigated.
Results
Figures 4 and 5 show model and human observer performances for 6 mm/10 HU, 6 mm/20 HU, and 8 mm/10 HU signals for FBP and IR reconstructed images, respectively, with both the decision variable and channel internal noise methods. Model observers were fitted to human observers, finding the internal noise value that minimized the RMSE. The internal noise value was the same for all signals and doses but with a different value of internal noise according to the reconstruction method. To estimate variability in the testing set, model observer performances were obtained by averaging the P c through 100 repetitions of the 4AFC experiment with 140 trials each corresponding to the 140 signal-present images in the testing set (2 × 1∕3 of the testing set). Error bars correspond to P c standard error. For FBP reconstructed images (Fig. 4) , all model observer performances seem to be less accurate at predicting human observer performances for any signal or internal noise insertion method compared to IR reconstructed images ( Fig. 5 ; see also Table 1 ). There is no single type of model and internal noise insertion method combination that invariably best predicts human observer performance across all investigated conditions. Table 1 summarizes the RMSE of the model compared to human observers for msCHOa and msCHOb with Gabor and DDOG channels and with both decision variable and channel internal noise methods. For comparison, RMSE was also calculated for overall conditions with the same value of internal noise for all signals and reconstruction algorithms and without internal noise insertion. As expected, inserting internal noise into the model observers makes them closer to the human observers, and there is an overall good agreement between human and model observer performances when internal noise is added. The statistical significance in the difference between human and model observer performances for each method is shown in Table 2 . All F-values did not reach significance when internal noise was added [p > 0.05; Fð11; 2Þ ¼ 3.98]. When no internal noise was added, the differences between human and model performance reached significance for msCHOa and msCHOb with DDOG channels. Figure 6 shows FBP versus IR reconstructed images P c for human and model observer with msCHOb and DDOG channels. The performance of the model observer was fit to the human performance using different internal noise levels for each of the reconstruction algorithms. For 6 mm/10 HU and 8 mm/ 10 HU signals, IR reconstructed images show higher P c values than FBP reconstructed images at any tube current level. All differences were significant (p > 0.05 with a double sided t-test). All other models implemented led to similar results, but only one model was presented for brevity. Table 3 shows the c values used to calibrate internal noise for msCHOa and msCHOb with DDOG and Gabor channels. The c parameters reported correspond to values leading to the lowest RMSE, which best predict human observer performance.
The decision variable and channel internal noise methods provide similar c values for most types of channel and model combinations except for msCHOb with DDOG channels, which require a higher amount of internal noise to fit the human observers. There are differences with respect to the type of channels-Gabor channels systematically required a lower internal noise level than DDOG channels.
Discussion
The results of our study suggest that the msCHO can predict human observer performances for real CT images obtained with a dedicated phantom. When msCHO performance is adjusted with respect to the reconstruction algorithm, RMSEs are lower than or equal to 6% in terms of P c (Table 1 ) and down to 1% for the best case, showing a good agreement between model and human observers.
In the present work, we evaluated the correlation between msCHO and human observers for different model components: template derivation, type of channels, and internal noise insertion methods. Our study suggests that using a slice-specific templates method (msCHOa) or a template from the central slice applied to other slices (msCHOb) provides similar results. We wanted to evaluate both methods in order to have some insight about the human template when detecting a signal spread over multiple slices. The msCHOb approach could be justified if the signal characteristics are not changing significantly from one image slice to another and the slice thickness is small. In this case, it seems reasonable to use a single template independently of the slice position. The msCHOa strategy computes individual templates according to the position of the slice and seems, at first, to be the most relevant at mimicking the human template; we expected that slice-specific templates (msCHOa) would best capture the human observer strategy for multislice images. However, our results show that a single template for all slices has the same efficiency. This is at least the case in this particular situation of SKE on a uniform background. We were cautious about choosing diagnosticrepresentative parameters, but other inter-and intraslice thicknesses and signal sizes may lead to different performances of the msCHOa and msCHOb. Both types of tested channels (Gabor and DDOG) appear to be as efficient at mimicking human observers when internal noise is added. A similar comparison has been performed by Tseng et al., 23 but with ssCHO instead of msCHO and with both Gabor and DDOG channels to assess low-contrast detection in CT. Their results are similar to ours. Nevertheless, our results show that without internal noise, DDOG channels display a systematically higher RMSE than Gabor channels. This demonstrates that DDOG channels are more efficient than Gabor channels in terms of signal-to-noise ratio in the context of circularly symmetric signals. Indeed, the level of internal noise needed to match the human performance was systematically much lower for Gabor than for DDOG channels and comparable to the values in previous studies. 32, 43 This may be a hint that Gabor channels are closer than DDOG channels to capture the human visual filtering process in this kind of 3-D detection task.
Both internal noise methods showed good and similar results at predicting human observer performances. Adding internal noise directly to the channel output is equivalent to modifying the template, and this may be more representative of the human strategy than adding internal noise at the end of the process on the decision variable. Indeed, for ssCHO, Zhang et al. 34 concluded that channel internal noise provides a better correlation with human observers because of the human-like channels feature of the ssCHO. However, in the present study with msCHO, both internal noise methods performed the same.
In our study, we observed no difference between a model applying a single template to each image slice (msCHOa) or templates specific to each slice (msCHOb), as well as no difference in whether the internal noise is added on the template or on the channels. On the other hand, the type of reconstruction algorithm (FBP or IR) seems to have an influence. Better correlations between human and model observers were found for IR reconstructed images (lower RMSE, lower variability in terms of P c , lower F-values) than for FBP images. As shown in Table 3 , the c value used to adjust internal noise varies significantly between IR and FBP images, meaning different correlations between model and human observers according to the reconstruction algorithm. Furthermore, adjusting the internal noise simultaneously for IR and FBP images led to less efficient results, and any model accurately predicted the advantage of IR over FBP (Fig. 6 ) with the same internal noise value for both algorithms. This suggests that human observers are applying different templates depending on the texture of the image. 44, 45 Indeed, one distinctive aspect of IR reconstructed images is that they are preprocessed in order to reduce their noise. This makes these images look very different from FBP reconstructed images.
There were a number of limitations to our study. The first limitation relates to the models proposed, which do not take into account the browsing speed and the forward-backward movements performed by the radiologist in the reading room. In our experiment, we made the implicit assumption that the browsing speed and the browsing pattern do not influence the detection process. If they do, it would be worthwhile to include this in the msCHO strategy. Another limitation with the models is related to the modeling of the human visual system with spatial channels when the task is about detection in spatiotemporal varying noise. In dynamic viewing conditions, the human strategy might be different from those estimated in this study and could integrate the use of the signal's temporal phase by the human observer. 46 Our study used a signal detection task with spherical targets in homogeneous backgrounds in an SKE paradigm with small ROIs (32 × 32 pixels side), which could be considered an overly simplistic task compared to the more complex search tasks in clinical images. It has been repeatedly shown that the detection efficiency greatly depends on the complexity of the background and the presence of anatomical structures. 12, 13, 25, 47 Future studies should investigate how the complexity of background and signal variability influence signal detection in 3-D backgrounds. 48 
Conclusions
A multislice model observer with internal noise shows a good correlation with a human observer in a simple 3-D SKE detection task with images taken from a uniform background phantom. Future work should investigate conditions closer to clinical practice with asymmetric signals, images with anatomic-like structures, and model strategies that incorporate temporal features of the human visual system.
