In this study, we investigated the mechanisms underlying synaptic plasticity at the layer IV to II/III pathway in barrel cortex of mice aged 6 -13 weeks. This pathway is one of the likely candidates for expression of experience-dependent plasticity in the barrel cortex and may serve as a model for other IV to II/III synapses in the neocortex. We found that postsynaptic autocamtide-2-inhibitory peptide is sufficient to block long-term potentiation (LTP) (IC 50 of 500 nM), implicating postsynaptic calcium/calmodulin-dependent kinase II in LTP induction. AMPA receptor subunit 1 (GluR1) knock-out mice also showed LTP in this pathway, but potentiation was predominantly presynaptic in origin as determined by paired-pulse analysis, coefficient of variation analysis, and quantal analysis, whereas wild types showed a mixed presynaptic and postsynaptic locus. Quantal analysis at this synapse was validated by measuring uniquantal events in the presence of strontium. The predominantly presynaptic LTP in the GluR1 knock-outs was blocked by postsynaptic antagonism of nitric oxide synthase (NOS), either with intracellular N--nitro-L-arginine methyl ester or N-nitro-L-arginine, providing the first evidence for a retrograde transmitter role for NO at this synapse. Antagonism of NOS in wild types significantly reduced but did not eliminate LTP (group average reduction of 50%). The residual LTP formed a variable proportion of the total LTP in each cell and was found to be postsynaptic in origin. We found no evidence for silent synapses in this pathway at this age. Finally, application of NO via a donor induced potentiation in layer II/III cells and caused an increase in frequency but not amplitude of miniature EPSPs, again implicating NO in presynaptic plasticity.
Introduction
Plasticity mechanisms vary at different synapses (Nicoll and Malenka, 1995; Buonomano, 1999; Allen et al., 2000) and at different stages of development (Yasuda et al., 2003; Rumpel et al., 2004) . Synaptic plasticity has perhaps been studied most extensively at the hippocampal Schaeffer collateral-CA1 synapse and, because of cell culture techniques and recording methods, more usually during development than in adulthood. However, the realization that plasticity mechanisms are numerous and that they vary at different locations in the brain and at different developmental stages leads naturally to widen the search for common principles (Malenka and Bear, 2004) . A key set of synapses to understand in this regard are those of the neocortex. Cortical synapses are involved in a range of functions, including working and remote memory, as well as sensory map plasticity and motor adaptation, all of which are thought to require synaptic plasticity to operate. Neurons in layers II/III of the cortex are known to be particularly plastic not only in young animals but also in adults. The major input pathways to layer II/III cells arise from layer IV cells (Feldmeyer et al., 2002) , and this pathway has been implicated in plasticity in vivo (Glazewski et al., 1996; Finnerty et al., 1999; Feldman, 2000; Takahashi et al., 2003) . We therefore studied plasticity in this pathway in adult animals (age 6 -13 weeks) to avoid developmental plasticity mechanisms such as silent synapses, which tend not to be present beyond 4 weeks in layers II/III of the cortex (Rumpel et al., 2004) .
Layer II/III cells occupy an important position within the columnar architecture of the cortex for integration of information. The neocortex is composed of functional columns of cells that interconnect via horizontal and diagonal pathways. The intercolumnar pathways are important for map plasticity in sensory cortex (Buonomano and Merzenich, 1998) and more generally for forming associations between neighboring columns. The anatomical manifestation of the cortical column can be seen in layer IV of the barrel cortex (Woolsey and Van der Loos, 1970) , which makes it a particularly good model for studying cortical plasticity. Receptive field plasticity can be induced in the cortex by whisker deprivation. Whisker deprivation leads to potentiation of spared whisker responses and depression of deprived whisker responses in the cortex, whereas thalamic responses remain constant (Fox, 2002) . Lateral pathways between columns are required for expression of the potentiated spared whisker responses (Fox, 1994) . The most direct pathway, although not the only pathway that might be responsible, runs from layer IV to layers II/III in the neighboring barrel column. In a previous study, we found that calcium/calmodulin-dependent kinase II (CaMKII) autophosphorylation plays a key role in synaptic potentiation in this pathway and that experience-dependent plasticity depends on the same mechanism (Hardingham et al., 2003) . However, it is not known whether presynaptic or postsynaptic CaMKII is required for potentiation in the neocortex or what the effector molecules might be downstream of CaMKII. Therefore, in this study, we investigated plasticity mechanisms downstream of CaMKII in the layer IV to II/III pathway.
Materials and Methods
We used 6 -13 week AMPA receptor subunit 1 (GluR1) knock-out mice and wild-type littermates bred into a C57BL/6 background and maintained the colony as heterozygotes. Experimental null mutants and wildtype littermates were bred from heterozygote crosses (cousin matings).
Drugs and solutions. Coronal slices (400 m) containing barrel cortex were maintained in a submersion chamber continually perfused (2-3 ml/min) with artificial CSF (aCSF) containing the following (in mM): 119NaCl, 3.5KCl, 1NaH 2 PO 4 , 2CaCl 2 , 1MgSO 4 , 26NaHCO 3 , and 10 glucose [bubbled with 5% CO 2 -95% O 2 at room temperature (21-24°C)]. To block NMDA receptors, we used 50 M APV and 20 M MK801 [(ϩ)-5-methyl-10,11-dihydro-5H-dibenzo [a,d] cyclohepten-5,10-imine maleate] (Hoffman et al., 2002) . Miniature EPSPs (mEPSPs) were recorded in the presence of 1 M tetrodotoxin, 50 M bicuculline, and 50 M APV. Intracellular electrodes (10 -15 M⍀) contained the following (in mM): 110 K-gluconate, 10 KCl, 2 MgCl 2 , 2 Na 2 ATP, 0.03 Na 2 GTP, 10 HEPES, and 0.05
arginine methyl ester (L-NAME), and 5 QX314 [2(triethylamino)-N-(2,6-dimethylphenyl) acetamine] for voltageclamp studies, corrected to pH 7.3 (290 mOsm). All drugs were from Tocris Bioscience (Avonmouth, UK) unless otherwise stated. We also used autocamtide-2-inhibitory peptide (AIP) (0.1-5 M) in the electrode solution on occasion. The AIP used was KKALRRQEAVDAL (Calbiochem, Nottingham, UK) described by Ishida et al. (1998) .
Spermine NONOate was used to increase nitric oxide (NO) levels in the slice. Levels of NO created by 100 M spermine NONOate were measured using the Griess Reagent System (Promega, Southampton, UK). Briefly, a 50 l sample was incubated in the presence of sulfanilamide, followed by N-1-napthylethylenediamine, which causes the conversion of NO to NO 2 Ϫ . A colorimetric change was measured at a wavelength of 525 nm, and levels were quantified using an NO 2 Ϫ standard curve.
Recording methods. The stimulating electrode was placed accurately within the wall of a layer IV barrel under visual guidance using an Olympus Optical (Tokyo, Japan) BH2 video microscope and a transilluminated slice. Cells were chosen in layer II/III on the nearside of the adjacent barrel column and patched under visual guidance using a 40ϫ water immersion objective, differential interference contrast optics, and infrared illumination. Stimulation intensity was set to produce an EPSP just above threshold; this minimum stimulation level was used for standard low-frequency stimulation (0.14Hz), multipulse stimulation was used for paired-pulse analysis, and presynaptic and postsynaptic action potentials were paired to induce long-term potentiation (LTP).
Whole-cell recordings were made at post-break-in resting membrane potential (average E m of Ϫ69 Ϯ 5 mV for wild types, Ϫ71 Ϯ 4 mV for GluR1 knock-outs) under current clamp but discarded if the series resistance changed by Ͼ20%. Monosynaptic components of the EPSPs had reversal potentials close to 0 mV (average E r of 3.2 Ϯ 9.3 for wild types and 4.3 Ϯ 8.6 for GluR1 mutants). LTP was induced by pairing a brief 10 ms somatic current pulse, sufficient to produce a postsynaptic spike, with the presynaptic stimulus (pre-post interval of 10 ms). Two trains of 100 pairs were delivered at a rate of 2 Hz, with a 30 s gap between the two trains. The change in paired-pulse ratio (PPR), or ⌬ PPR (second response/first response) was defined as the paired-pulse ratio before LTP minus that after LTP.
Silent synapses were tested in the voltage-clamp recording configuration with the addition of 5 mM QX314 to the recording electrode solution. Cells were recorded from at Ϫ70 and ϩ100 mV to ensure complete reversal of the EPSCs. In cases of magnesium-free experiments, normal aCSF was reversibly substituted for one containing no Mg 2ϩ . In studies in which we evoked delayed and monoquantal events, we added 2 mM strontium to the extracellular solution (i.e., the solution contained 2 mM Sr 2ϩ and 2 mM Ca 2ϩ ). Strontium EPSPs disparate from the main EPSP but within 400 ms of its onset were identified by eye and fitted with a double-exponential function (Hardingham and Larkman, 1998) , and the amplitudes were recorded.
Miniature EPSPs were recorded and measured from layer II/III pyramidal neurons in the presence of 1 M tetrodotoxin, 50 M APV, and 50 M bicuculline. After control periods of recording, a solution containing 1 M tetrodotoxin, 50 M APV, 50 M bicuculline, and 100 M spermine NONOate was perfused on the slice, and, after 20 min more, miniature EPSPs were recorded. mEPSPs were detected by eye, the rising phase was fitted with an exponential function, and the amplitude was measured (Hardingham and Larkman, 1998) .
In drug trials in which we tested the effect of intracellular NO synthase (NOS) inhibitors, we alternated recordings with normal electrode filling solution with recordings with NOS antagonists. Half of the data were collected in this manner and the other half using one electrode solution or the other for several successive recordings. There were no differences between the results obtained using the two methods (average LTP at 60 min for L-NNA treatment: interleaved trials, 11.5 Ϯ 1.9%, n ϭ 12; noninterleaved trials, 13.1 Ϯ 2.1%, n ϭ 12; t (22) ϭ 0.16; p ϭ 0.87).
Analysis and statistical methods. The basic quantal analysis we performed involved obtaining reliable peak separations in the amplitude histograms to estimate quantal size (Q). Histograms were selected from stable periods of data recording, at least 50 and normally 100 trials long (as indicated in the text). Peak separation was determined by the distribution of the data points when binned finely (20 V). A unimodal distribution was fitted to the data and subtracted from the data to produce a difference function (the deviation of the data from the unimodal distribution). The autocorrelation of the difference function was calculated and tested for its statistical significance using Monte Carlo simulations (Stratford et al., 1997) . Only histograms with p Ͻ 0.05 were included in the data. Quantal stability was gauged for EPSP recordings that were stable over 30 min (in cases in which LTP was not induced). If amplitude histograms showed peaks, we divided the data into two separate epochs and then tested the autocorrelation of the difference function of each epoch for significance using Monte Carlo simulations (Stratford et al., 1997) . Data were included in which stable peaks from both periods passed the test. The value for synaptic release (NP r ) was calculated by dividing the mean amplitude (NP r Q) by Q.
The locus of potentiation was estimated by comparing the change in EPSP variance with the change in mean amplitude (Malinow and Tsien, 1990) , based on the assumption that the transmission being studied conforms to simple binomial statistics (Koester and Johnston, 2005) :
The mean amplitude and variance were measured for the whole control period plus stable periods of at least 50 (and usually 100) stimuli after pairing using custom software [SYN (Larkman et al., 1997a) ]. Three periods were studied, the control period, the first 10 min of potentiation, and the last 10 min of potentiation. We calculated the squared coefficient of variation CV 2 from the variance and mean amplitude (CV Ϫ2 ϭ mean 2 /variance), normalized the mean amplitude and CV Ϫ2 values to the control period, and plotted them for the three time periods (see Figs. 3, 7a) .
Statistical analysis of LTP data were performed by averaging the data into seven 10 min time epochs (In which the first 10 min epoch represented baseline data) and using ANOVA to test for effects of time, genotype, and drug application, together with any interaction terms using the JMP statistical program (JMP, Cary, NC). Post hoc t tests were used to investigate the origin of effects further using an ␣ value of 0.05. Values of p are as reported in the text.
Results
Potentiation can be induced in synapses in a variety of ways, and it is not yet clear which of these methods produces an effect most similar to plasticity in vivo. However, there is evidence from whisker deprivation studies in barrel cortex that changes in spike timing drive in vivo plasticity rather than changes in input frequency (Celikel et al., 2004) . Because spike timing-dependent plasticity (STDP) acts in a similar manner to other induction methods in barrel cortex (Hardingham et al., 2003) and it may be a more physiologically relevant induction protocol (Celikel et al., 2004) , we used it in this study.
The role of NMDA receptors and postsynaptic CaMKII in STDP
To test whether STDP in the layer IV to II/III pathway of the neocortex is NMDA receptor dependent, as it is in the hippocampus (Hoffman et al., 2002) , we evoked EPSPs in layer II/III cells by stimulating layer IV in the neighboring barrel. Potentiation was induced by pairing a presynaptic stimulus to occur 10 ms before a postsynaptic action potential evoked by somatic current injection (Fig. 1a,b) . We found that potentiation was induced in this pathway but was blocked by antagonizing NMDA receptors (Fig. 1c) .
We found previously that CaMKII was required for STDP at this synapse (Hardingham et al., 2003) , but, to test whether CaMKII acts presynaptically or postsynaptically, we included a CaMKII inhibitor, AIP (Ishida et al., 1998) , in the electrode and recorded intracellularly from layer II/III pyramidal cells in barrel cortex. Potentiation was induced in cells treated with low doses (100 nM) of AIP but blocked in cells with higher doses at an IC 50 of 500 nM (Fig. 1e,f ) . In enzyme assays, 1 M AIP blocks CaMKII activity completely without affecting PKA, PKC, or CaMKIV (Ishida et al., 1998) . Therefore, these results imply that postsynaptic CaMKII is required for neocortical LTP.
The role of the GluR1 subunit in cortical STDP
Because postsynaptic CaMKII is required for LTP, we looked at postsynaptic CaMKII substrates that could be involved. Of some 34 known candidates (Yoshimura et al., 2002 ) the GluR1 subunit of the AMPA channel is able to affect plasticity most directly, by either insertion of new GluR1 subunits into the synaptic membrane (Hayashi et al., 2000) or changing the AMPA conduction state (Barria et al., 1997) ; both processes are CaMKII dependent. We therefore studied LTP in the IV to II/III cortical pathway of mice lacking the GluR1 subunit of the AMPA channel. We found that the time course of potentiation was different in the two genotypes. During the first 10 min, potentiation was almost maximal in wild types at 30 Ϯ 5% but less than half-maximal in GluR1 knock-outs 10 Ϯ 6% (Fig. 1d ), and this difference was significant (t (40) ϭ 2.95; p Ͻ 0.006). Sixty minutes after inducing potentiation with the spike pairing protocol, GluR1 knock-outs appeared to show similar levels of LTP to wild types (mean response as a percentage of baseline, 24 Ϯ 6% for GluR1 knock-outs vs 34 Ϯ 5% for wild types), and the difference was not significant (t (40) ϭ 0.88; p ϭ 0.39). In common with wild-type STDP, potentiation in the GluR1 knock-outs depended on both NMDA receptors ( Fig.  1d ) and postsynaptic CaMKII (Fig. 1f ) .
The locus of plasticity in wild types and GluR1 knock-outs appeared to be different from that observed in wild types. First, in wild types, the paired-pulse ratio was reduced after LTP (initial mean PPR, 1.08; after LTP mean PPR, 0.91; t (5) ϭ 4.92; p Ͻ 0.004, paired t test), but all responses to 20 Hz stimulation in a five pulse train were potentiated (Fig. 2a,c) , suggesting a considerable postsynaptic component to potentiation. In contrast, in GluR1 knock-outs, only the first EPSP in the train increased after LTP induction and other responses were reduced, suggesting an absence of postsynaptic potentiation (Fig. 2b,d ). In GluR1 knockouts, the paired-pulse ratio was also reduced after LTP (initial mean PPR, 1.38; after LTP mean PPR, 0.798; t (5) ϭ 8.47; p Ͻ 0.0001, paired t test) but considerably more than in wild types. In GluR1 knock-outs, the change in paired-pulse ratio after LTP was greater (PPR change, 0.59 Ϯ 0.07, n ϭ 5; light gray bar) than in wild types (PPR change, 0.17 Ϯ 0.03, n ϭ 6; dark gray bar) and was significantly different (t (9) ϭ 2.45; p Ͻ 0.002). Second, the initial paired-pulse ratio was higher in GluR1 knock-outs capable of expressing LTP, suggesting that low release probability synapses (with high PPRs) were more likely to potentiate than high release probability synapses (Fig. 2e) . This relationship did not hold for wild types, as would be expected if postsynaptic potentiation mechanisms were also present in these animals.
The presynaptic locus of LTP in GluR1 knock-outs was further corroborated by CV Ϫ2 analysis (Malinow and Tsien, 1990 ). Purely postsynaptic changes would produce a horizontal trajectory in the plot (Fig. 3) , whereas changes in N or P r would cause a more vertical trajectory. This is because CV Ϫ2 is proportional to NP r (1 Ϫ P r )
Ϫ1 and is therefore not dependent on Q, whereas the . c, In wild types, pairing produces EPSP potentiation (white circles), which is highly significant (34% at 60 min; t (45) ϭ 4.1; p Ͻ 0.0002). However, no potentiation could be induced in the presence of 50 M APV and 20 M MK801 (black circles), and a slight depression of 4% occurred (t (22) ϭ 2.2; p Ͻ 0.05). d, In GluR1 knock-outs (KO), spike pairing produces a slowly rising form of LTP (white circles), which is highly significant (24% at 60 min; t (34) ϭ 3.4; p Ͻ 0.002). Potentiation was also blocked in GluR1 knock-outs in the presence of APV and MK801 (black circles; t (20) mean amplitude is proportional to NP r Q and is therefore dependent on Q (in which N is the number of release site, P r is the probability of release, and Q is the quantal size). In wild types, the trajectory showed changes in mean amplitude and CV Ϫ2 , indicative of a presynaptic component to potentiation (Fig. 3) . The first points on the line are measures taken for the first 10 min and the second points 50 -60 min after induction of LTP. In GluR1 knock-outs, the trajectory of the CV Ϫ2 plot was far steeper than in wild types (wild-type slope, 1.67 Ϯ 0.46; GluR1 slope, 3.11 Ϯ 0.46; df ϭ 18; p Ͻ 0.03), indicating that the change is predominantly presynaptic in the GluR1 knock-outs.
The conclusions of the paired-pulse analysis were in agreement with the CV Ϫ2 analysis in that it also indicated a predominant presynaptic component to LTP in the GluR1 knock-outs and a mixed presynaptic and postsynaptic locus in the wild types. However, we also had an opportunity to check these conclusions using a third method. The amplitude histograms we recorded often had regularly spaced peaks, which is usually indicative of quantal synaptic transmission (Larkman et al., 1997b) . We therefore conducted a quantal analysis on cases with clear peak separation (see Materials and Methods) (supplemental Figs. 1-3 , available at www.jneurosci.org as supplemental material). Consistent with the multipulse response and CV Ϫ2 analysis, quantal analysis showed that, although LTP produced changes in Q as well as in transmitter release (NP r ) in wild types (Fig. 4a,b) , LTP in GluR1 knock-outs only produced changes in NP r (Fig. 4a,c) .
Quantal variance was small enough to resolve peaks in amplitude histograms of EPSPs and to determine quantal parameters for a subset of cases. We were able to establish that peak separation for evoked responses corresponded to monoquantal release by additional experiments using desynchronous transmitter release in the presence of strontium (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material). In wild types, quantal size increased an average of 37 Ϯ 11% (n ϭ 11) and NP r by an average of 116 Ϯ 42%, both of which were highly significant (Q change, t (10) ϭ 3.9, p Ͻ 0.005; NP r change, t (10) ϭ 2.6, p Ͻ 0.003; paired t tests). These changes could not have come about as a matter of chance or by drift of the recording because Q and NP r were unchanged over similar time periods when pairing did not produce LTP (average change in Q, 4 Ϯ 6%; average change in NP r , Ϫ3 Ϯ 5.3%; n ϭ 6) (supplemental Figs. 2, 3 , available at www.jneurosci.org as supplemental material). In GluR1 knockouts, after induction of LTP, quantal size was actually 6 Ϯ 7% lower than control levels (n ϭ 7). The Q change in wild types was significantly different from the lack of Q change in GluR1 knockouts (t (16) ϭ 2.9; p Ͻ 0.02) (Fig. 4a) . In GluR1 knock-outs, the quantal variable that did change was presynaptic release (NP r ), which increased by 131 Ϯ 27% (n ϭ 7), and was significant (t (6) ϭ 3.49; p Ͻ 0.02, paired t test).
Although it is evident that presynaptic forms of LTP dominate in the GluR1 knock-outs, the question arises whether this is attributable to abolishing the postsynaptic component of LTP to reveal the presynaptic component or whether the presynaptic component is enhanced in GluR1 knock-outs to compensate for the loss of the postsynaptic component. To test this idea, we compared the change in NP r in wild types with that in GluR1 knock-outs. We found that the change in NP r was indistinguishable between genotypes (Fig. 4a) , indicating a similar degree of presynaptic plasticity in wild types and GluR1 knock-outs and a lack of evidence of enhanced presynaptic plasticity in GluR1 knock-outs (t (16) ϭ 0.26; p ϭ 0.8).
Induction of LTP in GluR1 knock-outs caused a reduction in response failures without changes in N or Q (Fig. 4c) . Given that the multipulse response analysis implies that a change in P r occurs in the GluR1 knock-outs (Fig. 2b,d) , the most likely cause of the change in synaptic release (NP r ) seen in the quantal analysis derives from a change in P r rather than N. This idea is supported further by evidence from the CV Ϫ2 analysis. In a mean amplitude versus CV Ϫ2 plot, as shown in Figure 3 , slopes greater than unity must involve a change in P r , whereas changes in N would cause a linear increase in both CV Ϫ2 and mean amplitude and therefore leave the slope unaffected. In addition, changes in N attributable, Ϫ2 trajectory is more vertical for GluR1 knock-outs (KO) (slope of 3.11 Ϯ 0.46; white circles) than wild types (slope of mean/CV Ϫ2 of 1.67 Ϯ 0.46; black circles) and was significantly different at 0 -10 (t (18) ϭ 2.21; p Ͻ 0.05) and 50 -60 min (t (18) ϭ 2.19; p Ͻ 0.05). Note that the first point to the right of the origin (1,1) along each line represents measurements taken during the first 10 min, and the second linked point measurements taken at 50 -60 min after pairing. The origin (1,1) represents the baseline condition before spike pairing, and both CV Ϫ2 and mean are normalized to unity.
for example, to unsilencing silent synapses would be unlikely at the ages we studied (6 -13 weeks) because silent synapses decrease to very low levels in layer II/III neurons even at 4 weeks of age (Rumpel et al., 2004) . In support of this, we found no evidence of silent synapses in this pathway at this age in either GluR1 or wild-type mice (Fig. 5) . Two tests for the presence of silent synapses were performed. First, we compared failure rates of responses to presynaptic stimulation in neurons held at either ϩ100 or Ϫ70 mV. The positive potentials revealed EPSCs typical of NMDA receptor currents, whereas the negative potentials yielded EPSCs typical of AMPA currents. Silent synapses would have been evident if failures were lower at positive potentials, which was not the case for any cell studied in wild types or GluR1 knock-outs (Fig. 5a,b) . Second, we compared failures for cells maintained at a constant Ϫ70 mV in the presence or absence of Mg 2ϩ . NMDA receptor currents were revealed in the absence of Mg 2ϩ (Fig. 5f ). Failure rates were not higher for EPSCs containing NMDA components than for those lacking NMDA components (mean failure rate, 0.40 Ϯ 0.05 in 1 mM and 0.38 Ϯ 0.06 in 0 mM Mg 2ϩ ; t (9) ϭ 0.32; p ϭ 0.75). This was the case whether periods of 0 Mg 2ϩ preceded periods in 1 mM Mg 2ϩ or vice versa (Fig. 5, compare f, g ). Occasionally, stimulation in the presence of 0 Mg 2ϩ caused potentiation of EPSCs that was only revealed on returning to 1 mM Mg 2ϩ (Fig. 5g) . On this occasion, silent synapses were shown not to be present (as is clear from comparing the failure rates in the two preceding periods, one with Mg 2ϩ and one without), and yet failure rate decreased on returning to 1 mM Mg 2ϩ attributable to an increase in release probability (Fig. 5g) . All four methods we used to test the locus of LTP in this part of the study led to the same conclusion. Therefore, because wild types show presynaptic and postsynaptic components to LTP expression and yet GluR1 knock-outs show an almost entirely presynaptic locus, these findings imply that the major postsynaptic component of LTP in the neocortex of adult mice depends on the GluR1 subunit.
The role of nitric oxide in cortical STDP
Because plasticity is induced postsynaptically via CaMKII and yet expressed at least partly presynaptically, we tested to see whether a retrograde messenger might be involved in plasticity at the layer II/III synapse. NOS is both a CaMKII substrate (Bredt et al., 1992; Watanabe et al., 2003) and the source of the retrograde messenger NO implicated in LTP (Son et al., 1996) . Postsynaptic NOS activity was attenuated by introducing L-NNA into the intracellular recording electrode. L-NNA reduced potentiation in wild types by 49% (Fig. 6a) . Later components of LTP appeared to be affected most. Whereas mean differences between control and L-NNA-treated cells were 12-14% over the first 30 min, this increased to 18 -20% over the last 30 min (Fig. 6b) . Post hoc t tests showed that only responses at time points beyond 30 min were significantly smaller in L-NNA-treated versus untreated wild types ( p Ͻ 0.05).
Potentiation in the L-NNA-treated wild types appeared to be purely postsynaptic based on three measures. First, potentiation occurred without a change in CV Ϫ2 (Fig. 7a) . The trajectory of the normalized mean amplitude versus CV Ϫ2 plot was horizontal and therefore suggested no change in P r . Second, potentiated EPSPs lacked any change in paired-pulse response (Fig. 7b) . Responses to a multipulse train were characterized by an even increase in the response to all pulses after potentiation and no increase in paired-pulse depression (Fig. 7d,e) . Third, whereas Q increased in wild types treated with NOS blockers (t (6) ϭ 2.9; p Ͻ 0.03, paired t test), NP r did not change significantly (t (6) ϭ 1.33; p ϭ 0.23), again suggesting that the presynaptic component of LTP in wild types involves production of NO. Consequently, the change in Q in L-NNA-treated (40 Ϯ 12%) and untreated (36 Ϯ 12%) cells was not significantly different (t (15) ϭ 0.20; p ϭ 0.84), and transmitter release changed less in L-NNA-treated (11 Ϯ 10%) compared with untreated (76 Ϯ 14%) cells (t (15) ϭ 3.29; p Ͻ 0.005).
In the GluR1 knock-outs, blocking NOS completely blocked potentiation (Fig. 6c) , suggesting that GluR1 and NOS normally act in concert to produce a potentiated state at this synapse. Another non-isoform-specific NOS antagonist, L-NAME, had a similar effect to L-NNA, suggesting that the effect was not specific to a particular compound (Fig. 8) . In wild types, L-NAME re- , Q values after pairing (gray bars) were unchanged at Ϫ6 Ϯ 7% (range of Ϫ23 to ϩ23%), whereas NP r (white bars) increased by 131 Ϯ 27% (range of 90 to 284%). In wild types (WT), Q increased by 37% (range of Ϫ10 to 76%) and NP r by 116% (range of 2 to 520%) after spike pairing. b, Wild-type example: Q increased 10 min after pairing (compare top and middle histograms), and subsequently P r also increased after 50 min (bottom histogram). The bottom graph shows a plot of mean (x) and SD versus stimulus trial number. The trial numbers in the histograms above (see inset) correspond to the trial numbers on the horizontal axis such that the point is plotted in the midpoint of the range (i.e., the 5-100 point is plotted at 75). Note that, in this example, both mean and SD increase after pairing, consistent with an increase in Q. c, In GluR1 knock-outs, P r increased after 50 -60 min (compare top and bottom histograms), but Q did not (for verification of quantal methods, see supplemental Figs. 1-3, available at www.jneurosci.org as supplemental material). For a simple binomial release, SD is proportional to Q and, in this example, was constant before and after potentiation (bottom graph) (Larkman et al., 1997a) .
duced the average level of potentiation by 61% at 60 min after pairing and abolished potentiation in GluR1 knock-outs (Fig. 8) .
Induction of LTP in GluR1 knock-outs led to a slowly developing potentiation, rising to its final amplitude after ϳ20 min (Fig. 1d) , reminiscent of the time course of hippocampal LTP in GluR1 knock-outs (Hoffman et al., 2002) . Given that the LTP seen in the GluR1 knock-outs was dependent on nitric oxide and demonstrated a slower time course of expression, we wanted to test whether the delay in expression of the NO component was limited by NO generation or by factors downstream of NO. We therefore performed additional experiments in which we applied an NO donor and measured the time course of changes in EPSP amplitude in layer II/III cells. Figure 9a shows that, after 100 M NO donor application, the EPSP amplitude increases slowly over a period of 20 -30 min. NO appeared to act presynaptically because miniature EPSPs (Fig. 9b,c) showed changes in frequency but not amplitude in the presence of the NO donor (rate increase of 32.5%, t (5) ϭ 4.53, p Ͻ 0.005; amplitude change, Ϫ4%, t (5) ϭ 0.47, p ϭ 0.65). The cumulative distribution function for the mEPSP amplitude shows that the amplitudes are the same for control and NO donor cases (Fig. 9d) . These results are consistent with LTP induction almost immediately releasing NO, followed by a slower response to NO by rate-limiting steps downstream of the retrograde messenger. It is unlikely that the slow time course is explained by slow diffusion of NO into the tissue, because this small weakly polar molecule is highly diffusible in the brain (Lancaster, 1997; Philippides et al., 2005) . The slow expression of NO-dependent presynaptic plasticity would also explain why NOS inhibitors appear to have a greater effect on LTP in wild types at later time points (Fig. 6a,b) .
Discussion
In this study, we have been able to separate the presynaptic and postsynaptic components of potentiation in adult neocortex using quantal analysis, paired-pulse analysis, CV Ϫ2 analysis, NOS inhibitors, and GluR1 knock-outs. Convergent findings from all five methods have allowed us to distinguish a substantial component of LTP that is NO dependent in cortex, which appears to form the presynaptic component of LTP at the synapse we are studying. Similarly, the residual postsynaptic component appears to be GluR1 dependent.
Previous studies on the role of NO in hippocampal plasticity have not lead to a firm conclusion on its role in mature animals. However, there has been consistent evidence for a presynaptic component to plasticity in the neocortex from several groups over many years (Markram and Tsodyks, 1996; Sjostrom et al., 2003) and specific evidence that nitric oxide might be involved (Haul et al., 1999; Volgushev et al., 2000) . A number of factors may have hampered experimenters from obtaining unambiguous results in the past. The first concerns the fact that, in wild types, synapses are a heterogeneous population, some showing more presynaptic LTP than others. This has been commented on by Volgushev et al. (2000) in visual cortex who found that synapses showing high levels of initial paired-pulse ratio were more likely to potentiate than those showing low levels of PPR. We reproduced this result for the GluR1 knock-outs in the barrel cortex (Fig. 2e) , but, in wild types, the initial level of PPR was not predictive of ability to potentiate, presumably because postsyn- Figure 5 . Tests for the presence of silent synapses. a, In wild types, failure rates were approximately equal for holding potentials of ϩ100 and Ϫ70 mV, and in no case were failure rates higher at negative potentials. b, In GluR1 knock-outs, failure rates were again not greater at negative than positive potentials. On average, there were no difference between failure rates at positive and negative potentials in both wild types (t (14) ϭ 5.7; p Ͻ 0.001) and GluR1 knock-outs (t (9) ϭ 4.5; p Ͻ 0.0001). c, At positive holding potentials (solid line), EPSCs were outward and of long duration comparable with EPSCs containing NMDA receptor currents. At negative potentials (dashed line), EPSCs were inward, briefer, and comparable with AMPA currents. d, An example of the evoked EPSCs recorded at positive potentials for eight successive stimuli. e, The evoked EPSCs recorded from the same cell show no more failures at negative potentials. f, Failure rates did not decrease when EPSCs were recorded in 0 Mg 2ϩ compared with the response of the same cell in 1 mM Mg 2ϩ . In this example, the experiment starts in 0 Mg 2ϩ . The insets show currents corresponding to periods of 50 stimuli in each solution. Note that the currents increase in duration in 0 Mg 2ϩ (pairedpulse stimulation was used; 100 ms between stimuli). Calibration: 5 pA, 100 ms. g, Failure rates were not decreased when magnesium was removed from the solution in cases in which the recording began in 1 mM magnesium. Note that failure rates were stable during both periods of 1 mM Mg 2ϩ . Occasionally, as with this case, neurons showed potentiation on exposure to 0 Mg 2ϩ that was only apparent on returning to 1 mM Mg 2ϩ , presumably because of an increase in P r . fr, Failure rate.
aptic mechanisms were still available for potentiation in neurons with a low paired-pulse ratio. The ability to undergo presynaptic LTP varies from one cell to another because of the heterogeneity of synaptic connections, and therefore the effect of NOS antagonists also varies for different cells. Indeed, it would have been difficult to dissociate the role of NO in neocortical plasticity unambiguously in the wild types were it not for the fact that the GluR1 knock-outs show primarily presynaptic LTP. The heterogeneity of wild-type LTP makes it difficult to see a difference in the absolute level of potentiation in wild types and GluR1 knock-outs at the 60 min time point. Many of the wildtype cells showed predominantly presynaptic LTP, similar to the GluR1 knock-outs, and would therefore be expected to show similar levels of potentiation. One would only expect to see greater potentiation in the wild types in cases in which both presynaptic and postsynaptic components were present, and, although this often occurred, their effect on the average level of potentiation was diluted by the cases in which it did not. The argument in favor of a role for GluR1 in LTP at this synapse therefore comes not so much from the lower level of potentiation in GluR1 knock-outs compared with wild types but from the fact that GluR1 knock-outs show little or no postsynaptic component to LTP, whereas the wild types clearly do.
However, the wild types and GluR1 knock-outs did show a clear difference in the magnitude of LTP 10 min after pairing presynaptic and postsynaptic action potentials, principally because the GluR1 knock-outs show very little LTP of any sort at this time point. A similar time course has been described by Hoffman et al. (2002) for LTP in CA1 hippocampal cells. A plausible explanation for this effect is that factors downstream of nitric oxide release take at least 10 min to produce an increase in transmitter release after pairing, an idea that is supported by our finding that a nitric oxide donor produces a slowly rising form of potentiation (Fig. 9) .
In this study, we concentrated on LTP in adult (6 -13 weeks) rather than developing animals principally because it may relate to the adult plasticity induced in vivo in layer II/III cells by whisker deprivation (Hardingham et al., 2003) . However, the majority of the literature on in vitro plasticity in neocortex relates to juvenile animals, and it may therefore be worthwhile to point out some of the differences between our observations and those made in juveniles. First, studying adults made it extremely unlikely that we were observing a reduction in failures during LTP attributable to unsilencing silent synapses. Silent synapses are at high levels during development (Isaac et al., 1997) but are practically absent in layer II/III cortical cells beyond 4 weeks of age (Rumpel et al., 2004) . The youngest animals in our studies were 6 weeks of age, with the majority being older than 8 weeks. As confirmation of this point, we also found no evidence of silent synapses in these neurons in our own studies (Fig. 5) . Second, it allowed us to use quantal analysis techniques. To be successful, quantal analysis requires low levels of quantal variance, and this is aided by the fact that quantal variance decreases with age (Wall and Usowicz, 1998) . We also confirmed that the peaks we identified in our amplitude histograms did indeed correspond to monoquantal responses (supplemental Figs. 1-3 , available at www.jneurosci.org as supplemental material). Third, we routinely found connections yielding paired-pulse ratios of greater than unity. This is different from the findings in layer II/III cells at 17-23 d of age, for example (Reyes and Sakmann, 1999; Feldmeyer et al., 2002) , but entirely consistent with findings in animals over 28 d of age (Reyes and Sakmann, 1999) . Clearly, synaptic physiology changes with age and our results here relate to adult but not juvenile animals.
The finding that NO is involved in plasticity at cortical layer II/III cells leads to the question of where NOS might be located. At a cellular level, in mature neocortex, NOS is densely localized in inhibitory cells and diffusely distributed elsewhere (Imura et al., 2005) . The diffuse component appears to be relevant to neocortical LTP because it is spatially related to the source of NO release after NMDA receptor activation (Imura et al., 2005) . Conversely, NMDA-dependent NO release has not been observed from the densely stained inhibitory cells. It appears that endothe- Figure 8 . Summary of the effect of nitric oxide synthase antagonists on wild types and GluR1 knock-outs. Potentiation at 50 -60 min after pairing for all treatment groups shows that NOS inhibitors reduce potentiation in wild types to ϳ50% of control levels (left, L-NNA, white bars, n ϭ 24; L-NAME, black bars, n ϭ 18) and abolishes potentiation in GluR1 knock-outs (KO) (right, L-NNA, white bars, n ϭ 18; L-NAME, white bars, n ϭ 10). Significance levels are shown for comparison between conditions. lial NOS (eNOS) is localized to the membrane by myristolation (Busconi and Michel, 1993) , whereas neural NOS (nNOS) can be linked to the NMDA receptor by postsynaptic density-95 (Brenman et al., 1996) . Previous studies have implicated both eNOS (Kantor et al., 1996; Haul et al., 1999) and nNOS (Son et al., 1996) in LTP. Recent evidence from cultured hippocampal cells has also shown that NO may have both presynaptic and postsynaptic effects (Wang et al., 2005 ). The present study shows that, over the time course of 60 min, the effect of NO is presynaptic at the IV to II/III synapse in the neocortex.
The present evidence shows that the GluR1 subunit of the AMPA channel is important for postsynaptic neocortical plasticity. GluR1 may exert an effect by increasing AMPA channel conductivity after phosphorylation at the Ser 831 CaMKII site or because GluR1 is necessary for activity-dependent insertion into the postsynaptic membrane (Barria et al., 1997; Hayashi et al., 2000) . The latter process is also CaMKII dependent and relies on interactions between the C-terminal tail of the GluR1 subunit and other proteins. We assume that the GluR4 subunit, which also has a similar long C-terminal tail, does not compensate for GluR1 in the adult mice we studied here because it is mainly present early in development (Rossner et al., 1993) . Theoretically, the long-tail form of GluR2 could have compensated for the lack of GluR1 (Kolleker et al., 2003) , but our results suggest it does not do so.
The computational consequences of a presynaptic form of LTP are quite different from those of a postsynaptic mechanism. Whereas postsynaptic LTP leads to a simple gain change in the synaptic response, presynaptic LTP alters the frequency response of the synapse as release probability is increased (Markram and Tsodyks, 1996) . The effect of potentiating a cortical synapse with both presynaptic and postsynaptic mechanisms would be to both increase its gain and move its bandwidth to lower frequencies. Our studies suggest that synapses with both mechanisms are common in mature cortex.
A number of models have been formulated that capture the properties of dynamic synapses, and, although it is possible to see how such networks can retain memories (Carpenter and Milenova, 2002; Abbott and Regehr, 2004) , to our knowledge, no clear computational advantage of a system involving presynaptic components to plasticity has yet been described. However, it is of interest that GluR1 knock-outs have been reported to exhibit working memory deficits but not reference memory deficits (Schmitt et al., 2005) . This is consistent with the time course of the faster and more transient GluR1 component of potentiation described here and in previous studies in the hippocampus (Hoffman et al., 2002) , because working memory operates on the scale of minutes. By inference, the reference memory that remains intact would most probably rely on presynaptic mechanisms were that memory to be cortically located. The present finding that the presynaptic and postsynaptic forms of neocortical plasticity can be dissociated by independent manipulation of GluR1 and NO should enable additional investigation of the computational and cognitive consequences of presynaptic and postsynaptic potentiation mechanisms in the neocortex.
