Seismic inversion has drawn the attention of researchers due to its capability of building an accurate earth model. Such a model will need to be discretised finely, and the dimensions of the inversion problem will be very high. In this paper, we propose an efficient differential evolution algorithm and apply it to high-dimensional seismic inversion. Our method takes into account the differences among individuals, which are disregarded in conventional differential evolution methods, resulting to a better balance between exploration and exploitation. We divide the entire population into three subpopulations and propose a novel mutation strategy with two phases. Furthermore, we optimise the crossover operator by applying the components having the best objective function values into the crossover operator. We embed this strategy into a cooperative coevolutionary differential evolution and propose a new differential evolution algorithm referred to as a differential evolution with subpopulations. Then, we apply our scheme to both synthetic and field data; the results of highdimensional seismic inversion have shown that the proposed differential evolution with subpopulations achieves faster convergence and a higher-quality solution for seismic inversion.
I N T R O D U C T I O N
Seismic inversion becomes increasingly popular in exploration geophysics. It offers the means of developing an accurate earth model, from which the calculated data match observed ones. An objective function is designed to measure the difference between them. Therefore, seismic inversion can be regarded as an optimisation problem.
There are two general ways to solve a seismic inversion problem: local and global optimisation methods. Local optimisation methods require an initial model close to the true one; otherwise, the algorithm will be trapped into local minima (Belina, Ernst and Holliger 2009) . On the other hand, global optimisation methods, such as Monte Carlo * E-mail: zbpan@xjtu.edu.cn optimisation, simulated annealing, and the artificial bee colony, do not need an accurate initial model. Therefore, they have become more and more popular in seismic inversion.
Monte Carlo optimisation is a typical global optimisation method and has been successfully used in geophysical problems for a long time (Press 1968; Stipčević et al. 2011) . However, this method involves forward modelling at each random attempt of the model parameters; it is very time consuming when applied to high-dimensional problems. Other global optimisation methods have been proposed and applied, e.g., simulated annealing (Mosegaard and Vestergaard 1991; Ma 2002) , particle swarm optimisation (Martínez et al. 2010; Zhe and Hanming 2013) , and the artificial bee colony. Recently, Xue et al. (2017) have proposed a self-adaptive bee colony algorithm based on global best candidate to achieve a better balance between exploration and exploitation.
Another global optimisation method, differential evolution (DE), was originally proposed by Storn and Price (1997) . This has been proved to be an efficient technique for solving optimisation problems and has been successfully applied in geophysical community for many years. Recently, Li et al. (2010) had successfully applied it to seismic inversion. However, the traditional DE often loses its effectiveness when it is applied to high-dimensional problems. Wang and Gao (2012) proposed a cooperative coevolutionary DE (CCDE) to solve high-dimensional problems. However, it is still time consuming. Gao, Pan and Gao (2014) proposed a new strategy to reduce the size of the population in order to save the runtime of this DE method. Pan et al. (2015) expanded the crossover rate to the subcomponents and proposed a novel adaptive DE by adjusting the subcomponent crossover rate (CRsADE), which performs better than CCDE.
Recently, Zhao, Suganthan and Das (2011) proposed a self-adaptive DE (SaDE) with modified multi-trajectory search (SaDE-MMTS), which is effective for solving highdimensional optimisation problems. This scheme is enhanced with SaDE (Qin, Huang and Suganthan 2009) , the mutation strategy proposed by Zhang and Sanderson (2009) , and the MMTS. Gao, Pan and Gao (2016) proposed a multi-mutation scheme for DE called multi-mutation DE, which combines the mutation strategies of DE/rand/1 and CCDE. It can converge fast and achieve good results when it is applied in highdimensional inversion. However, there still remains challenging to speed up convergence rate and improve accuracy.
DE can achieve better results for a given problem if it can provide a better balance between exploration and exploitation during the course of search. In general, exploration is a process that searches different regions of the solution space in the hope of finding other promising solutions that have not been found. Exploitation, on the other hand, means the ability of a searching algorithm to use the information of the current solution to improve the quality of the solution. However, when a DE algorithm is biased toward exploitation, it becomes trapped in local optimal, which leads to premature convergence. On the other hand, if a DE algorithm is biased toward exploration, the convergence will be very slow. Therefore, to achieve better performance, DE has to provide a better balance between exploitation and exploration. In this paper, we propose a new DE with subpopulations referred to as SpDE to speed up the convergence of the algorithm and to improve the accuracy of seismic inversion. We divide the entire population into three subpopulations, which can be presented as concentric circles. The main task of the outside layer is exploration, whereas that of the inside layer is exploitation, and the mutation strategy we propose is to merge the three subpopulations to provide a better balance between exploration and exploitation.
The remainder of this paper is organised as follows. We review seismic inversion and DE in Sections 2 and 3. Then, in Section 4, we describe our proposed algorithm. The experimental results are presented in Section 5. Finally, our conclusions are provided in Section 6.
S E I S M I C I N V E R S I O N
Seismic inversion offers the means to develop an accurate earth model, such that the calculated data best match the observed one. Forward modelling calculates the seismic data from a given model, and it is written as
where d denotes the calculated data, g is the forward modelling operator, and m are the physical parameters of the earth model. To invert the impedance of post-stack seismic data, each trace can be discretised as an N-layer model:
, where z i denotes the impedance of the ith layer. Forward modelling is the convolution of the wavelet ω and the reflectivity γ , which is written as
where " * " denotes the time-domain convolution operation, and the reflectivity in the ith layer is written as
The objective function of seismic inversion, which is usually called the fitness function in an evolutionary algorithm , is written as
where NR denotes the number of receivers, d o,r (t) is the observed data at the r th receiver, d c,r (t, m) is the calculated data at that receiver using the model m, and t is the travel time. Generally, the objective function of seismic inversion is strongly nonlinear. Therefore, global optimisation methods such as differential evolution are preferred for solving this problem.
D I F F E R E N T I A L E V O L U T I O N
To apply differential evolution (DE) to a seismic inversion problem, the physical parameters of the earth model are rep- and each vector forms a candidate solution to the problem. We use the objective function (or fitness function) in equation (4) to measure the performance that the parameters have achieved. DE is a powerful algorithm for global optimisation problems. It starts with a randomly defined initial population of NP individuals, where each individual is a D-dimensional vector. Since the parameter vectors are likely to change over different generations, the ith individual in the Gth generation is defined as
where G denotes the current generation. After the initialisation, the population is then used in a search involving the iteration of mutation, crossover, and selection, as shown in Figure 1 . These stages can be generally described as .
A. Mutation:
In DE, a parent vector from the current generation is called the target vector, the vector produced by mutation is known as the mutant vector, and the vector formed by recombining the target and the mutant vector in the crossover stage is known as the trial vector. Mutation is the core operator in DE, which generates an offspring. One of the most popular mutation operators is DE/rand/1, which is described by equation ( 
where r1, r2, and r3 are mutually exclusive integers that are randomly chosen from [1, NP] , and all of them are different from i. F is a parameter to control the scale of the difference vector between the two individuals and is an important parameter for the performance of DE.
B.
Crossover: In the crossover stage, the trial vector is created by recombining the target and mutant vectors with some probability. There are two kinds of crossover methods: binomial and exponential. In binomial crossover, the operator is performed on each of the D dimensions whenever the randomly generated number rand i, j (0, 1) is less than or equal to the CR parameter, which is called the crossover rate. The binomial crossover is described as
where u G i, j denotes the jth dimension of the ith trial individual at Gth generation. rand i, j (0, 1) is a real number that is randomly chosen from [0,1]. j rand is a randomly chosen number from [1, D] , and D is the number of dimensions of the individual, which is equal to the number of variables in the model. j rand ensures that the trial vector inherits at least one dimension from the mutant vector. CR is the crossover rate and has a big influence on the performance of DE.
C. Selection: Selection determines whether the target or trial vector at current generation G is selected to the next generation (G+1) by comparing their objective functions. The selection operation is described as
where f(x) is the objective function to be minimised.
Cooperative coevolutionary differential evolution
Conventional DE ignores the huge differences between the components of an individual. Thus, it is not effective when it is applied to high-dimensional seismic inversion problems. In cooperative coevolutionary DE (CCDE), Wang and Gao (2012) decomposed an individual into some subcomponents and introduced a local objective function for each subcomponent. Based on the concept of the local objective function, CCDE uses a novel mutation strategy to guide the evolution direction of subcomponents corresponding to their local objective functions.
When CCDE is applied in seismic inversion, the local objective function for each subcomponent is given by multiplying the seismic trace with a corresponding time window, which is defined as
where win j (t) is a window function. More detailed information about the local objective function can be found in the work of Wang and Gao (2012) .
T H E P R O P O S E D A L G O R I T H M
In this section, we describe our proposed algorithm from two aspects. The first one concerns the division of subpopulations, whereas the second aspect is mainly about the two-phase mutation strategy.
The division of subpopulations
Exploration and exploitation are two important parts of a differential evolution (DE) algorithm. We divide the population into three subpopulations, and each of them is responsible for a certain task to maintain the balance of exploration and exploitation. First, we need to define the centre of the population X G C , which can be written as
Then, we calculate the distance D i between X G C and each individual X G i as follows:
After all the distances D i are calculated, the average distance D av of D i is calculated. Then, we divide the population into two parts using D av as a threshold. In each part, we calculate the average distance between X Then, we divide the population into three subpopulations S 1 , S 2 , and S 3 according to D i . The division rule is described as follows:
The structure of the subpopulations is shown in Figure 2 . The centre of the circle is that of the population X In the three subpopulations shown in Figure 2 , when the individuals in S 1 take part in mutation, the produced mutant vector will search the neighbourhood of the current solution. When the individuals in S 3 take part in mutation, the produced mutant vector may be outside the concentric circle and, thus, search the different regions that have not been found. The mutation strategy introduced in Section 4.2 will merge the three subpopulations to provide a better balance between exploration and exploitation.
We update the centre of the entire population and the division of subpopulations for each generation using equations (10), (11) and (12).
In traditional DE, the individual X G r 1 in the mutation strategy is chosen randomly from the entire population, and the mutation strategy is applied to generate only one mutant individual in each evolution, which is inefficient in using the information of the entire population. Moreover, traditional DE does not perform well in high-dimensional problems.
Two-phase mutation strategy
In our proposed algorithm, after the division of subpopulations as described above, we propose a new mutation strategy that can be divided into two phases. Gao et al. (2016) pointed out that a multi-mutation scheme can work better than the traditional single-mutation scheme. In this phase, in order to improve the searching efficiency, all the subpopulations cooperate with each other to produce the mutant individual. We choose X G j,r 1 , X G j,r 2 , X G j,r 3 randomly in each subpopulation S j , j = 1,2,3. Then, by using the mutation strategy in cooperative coevolutionary DE (CCDE), we can acquire one mutant individual V G j for each S j , j = 1,2,3. We obtain the final mutant individual as follows:
1) Cooperation mutation phase
When the difference of the objective function between the individual that has the best objective function of the current generation and the best individual of the last generation is smaller than 0.4, the mutation strategy will switch to the second phase from the current one. The reason that we choose 0.4 as the threshold is that the phase transformation should happen in a reasonable time. First, we should ensure that the individuals in S 1 are small enough to switch to the second phase; otherwise, it wastes CPU time to search the neighbourhood of the individuals that have a large objective function in the second phase. Hence, the phase transformation should not happen too early. Second, if the transformation happens too late, the accuracy of our proposed algorithm will be compromised because too few generations will be left for the second phase.
2) Independent mutation phase
In this phase, we no longer use equation (13) to generate the mutant individual; instead, each subpopulation produces the mutant individual independently. After the first mutation phase, the individuals in S 1 should be good enough to locate the promising area that is close to the optimal. Thus, for the individual X G i in S 1 , we choose z components of X G i randomly and apply a small perturbation to the chosen z components to search the neighbourhood of the current solution in the hope of improving the quality of the solution, where z is defined as follows:
where fix(x) is a floor function, rand is a uniformly distributed random number between [0, 1] , and D is the number of dimensions of the individual. We set α = 0.1 to guarantee that z is a small number. Thus, there is just a small change in the individual X G i in S 1 . With the chosen z components in S 1 , we produce the mutant individual by using the following equations:
where normrnd(0, 0.05) is the normal distribution with a mean value 0 and standard deviation 0.05. For the individuals in S 2 and S 3 , we use the mutation strategy in CCDE to produce the mutant individual.
In addition, we make some improvements in the crossover operator in the independent mutation phase. First, for each generation, we create a new individual, X G bestsub , which is composed of the best subcomponents of the current generation according to their local objective function values defined in equation (9). In traditional DE, the crossover operator creates a trial individual U G i by mixing X G i with V G i . However, this operator is not efficient to use the information of the current generation because the conventional crossover operator simply creates the trial vector by recombining the target and mutant vector with some probability. X G bestsub is such an individual that contains the best components of the current generation. If it is applied to the crossover operator, it will help spread the best subcomponents to the entire population quickly and thus speed up the evolution. Hence, we will use the information of X G bestsub to create a new crossover operator, which, named bin-bestsub, is described as follows: (7). rand i, j (0, 1) is a real number, which is randomly chosen from [0, 1] . j rand is a randomly chosen number from [1, D] , and CR is the crossover rate. Nevertheless, in order to maintain population diversity and prevent premature convergence, we also use the traditional crossover operator. Thus, for each pair of X G i and V G i , the chances to use the binomial crossover operator as described in equation (7) and the bin-bestsub crossover operator are both 50%.
N U M E R I C A L E X A M P L E S
In this part, all the experiments use the same global and local objective function as defined in equations (4) and (9), respectively.
Synthetic data experiment
To test the improvement, the proposed differential evolution with subpopulations (SpDE) has been compared with multimutation differential evolution (MMDE), cooperative coevolutionary differential evolution (CCDE), and self-adaptive differential evolution with modified multi-trajectory search (SaDE-MMTS) (Zhao et al. 2011) .
All these experiments are based on a velocity model taken from a real well log, as shown by the red line in Figure 3 . The model is parameterised as a function of travel time. In addition, 200 velocities need to be estimated, and a low-frequency trend of the real velocity is used to define the upper and lower bounds of the search space by superimposing ±0.8 km/s on the low-frequency trend of the real velocity, as shown by the blue lines in Figure 3 . All the experiments are conducted on a model with 200 layers, and each subcomponent contains one layer. The population size is set as NP = 100, and the maximum generation is set as G max = 500. All the experimental results are obtained from 35 independent runs. The convergence rate and the final quality of the global objective function are both tested, and the experimental results are given in Figure 4 and Table 1 . From Figure 4 , we can see that the convergence of the SpDE is noticeably faster than MMDE, CCDE, and SaDE-MMTS. Moreover, the final global objective function of SpDE is better than that of MMDE, CCDE, and SaDE-MMTS. We can see that the final global objective function of SaDE-MMTS is very large, which means that it can hardly solve this inversion problem. At the 50th generation, the best values of the global objective function of MMDE and CCDE are 6.3191 and 25.6788, respectively, whereas the corresponding value of SpDE is 2.0560, which is even better than that of MMDE and CCDE at the 500th generation. In other words, SpDE can obtain the same result with high efficiency and much less runtime.
From Figures 5(a) and 5(b), we can compare the true velocity model with the one inverted by MMDE and the SpDE Figure 5 The comparison of the true velocity and the inverted velocity by MMDE and SpDE under different conditions. (a) MMDE and SpDE are both terminated at the 500th generation. (b) MMDE is terminated at the 500th generation, whereas SpDE is terminated at the 50th generation.
(respectively, terminated at the 500th and 50th generation). The velocity models inverted by MMDE and SpDE both match well with the true velocity model. However, we can see that the results of SpDE, which is terminated at the 500th generation, are more accurate than those of MMDE under the same conditions. In fact, the inverted velocity model using MMDE at the 500th generation and that of SpDE at the 50th generation are almost the same. In other words, SpDE only requires one-tenth as many generations to achieve the similar performance as MMDE does, which is a significant improvement for the convergence of the inversion. 
Stability of the algorithm
To test the stability of the SpDE, we perturb the synthetic data by adding white Gaussian noise with different signal-to-noise ratios (SNRs) defined as
where d(t j ) is the observed data and σ is the standard deviation of the white Gaussian noise. We choose σ = 1. SNR = 10 and SNR = 20 are used to test the stability of SpDE, respectively. The true synthetic data with SNR = 20 and the predicted data by SpDE are shown in Figure 6 , and the comparison of the true and the inverted velocity when SNR = 20 is shown in Figure 7 . The true synthetic data with SNR = 10 and the predicted data by SpDE are shown in Figure 8 , and the comparison of the true and the inverted velocity when SNR = 10 is shown in Figure 9 . The performance of SpDE to noisy data is illustrated in Figures 6 to 9 , respectively. We can see that SpDE is robust with noisy data and can obtain good results.
Field data experiment
To further confirm the improvement of the SpDE, we tested it on a field dataset and we have also applied MMDE to the same data for comparison. The results are shown in Figure 10 . It shows post-stack data with 410 traces, and the trace length is 201 ms. The earth model is divided into 67 layers with 3 ms of time interval for each layer. The density is assumed to be constant. The population size is set as NP = 50, and the evolution of SpDE stops at the 50th generation, whereas MMDE stops at the 500th generation. The results of SpDE and MMDE are shown in Figure 10 (b) and 10(c), respectively. From the results in Figure 10 , we can see that the two inverted velocity models both reflect well the geological features of the field data. Moreover, it takes SpDE only 50 generations to attain the performance of MMDE at the 500th generation.
The experiments are running on a personal computer (CPU: Intel Core i5-6500, 3.19 GHz), and the comparison of the runtime is shown in Table 2 .
It can be seen that SpDE is much faster than MMDE.
C O N C L U S I O N
In this paper, a new subpopulation differential evolution (SpDE) algorithm has been proposed and applied to highdimensional seismic inversion. We divide the entire population into three subpopulations based on the Euclidean distance between each individual and the population centre to maintain a better balance between exploitation and exploration, which are two important tasks of differential evolution. After the initialisation, we divide the evolution process into two phases. At the first phase, all the subpopulations cooperate with each other to produce the mutant individual. At the second phase, we propose a new mutant and crossover operator to improve the performance of the algorithm. Numerical tests confirm that SpDE outperformed cooperative coevolutionary differential evolution (CCDE) and multimutation differential evolution (MMDE) in terms of efficiency and accuracy. It takes 50 generations for SpDE to achieve a comparable result to that which MMDE achieves in 500 generations. We also apply SpDE to estimate the velocity model from noisy synthetic data having different signal-to-noise ratios. It is observed that SpDE achieved a very good result, which shows that it is not sensitive to noise. SpDE is also successfully applied to field data. Compared with CCDE and MMDE, SpDE converges faster and produces a higher-quality result for seismic inversion.
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