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In this paper, we show that for a convex expectation E[·] deﬁned on L1(Ω,F , P ), the
following statements are equivalent:
(i) E is a minimal member of the set of all convex expectations deﬁned on L1(Ω,F , P );
(ii) E is linear;
(iii) two-dimensional Jensen inequality for E holds.
In addition, we prove a sandwich theorem for convex expectation and concave expectation.
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1. Introduction
Let (Ω,F , P ) be a probability space, a linear expectation E[·] can be deﬁned as a functional from L1(Ω,F , P ) to R, and
satisﬁes the following properties: for any X, Y ∈ L1(Ω,F , P ), one has
(i) Constant-preserving: E[c] = c for any constant c;
(ii) Monotonicity: E[X] E[Y ], if X  Y P -a.s. In addition, P (X > Y ) > 0 implies E[X] > E[Y ];
(iii) Linearity: E[αX + βY ] = αE[X] + βE[Y ], ∀α,β ∈R.
In [2], Coquet, Hu, Mémin and Peng deﬁned a nonlinear expectation E[·] : L1(Ω,F , P ) →R to be a functional satisfying
the following properties: for any X, Y ∈ L1(Ω,F , P ), one has
(A1) Constant-preserving: E[c] = c, for each constant c.
(A2) Monotonicity: E[X] E[Y ], if X  Y P -a.s.
Strict Monotonicity: if X  Y P -a.s., and P (X > Y ) > 0, then E[X] > E[Y ].
Remark 1.1. In fact, E[·] in [2] is deﬁned on L2(Ω,F , P ), not on L1(Ω,F , P ), just for the sake of g-expectation, which
is a kind of nonlinear expectation induced by backward stochastic differential equation. But here we don’t need this re-
quirement, E[·] can work on more abstract spaces here. Just because the convenience of giving examples (for instance,
Remark 3.3), and these examples are motivations of this paper, we assume here that E[·] is deﬁned on L1(Ω,F , P ).
In the world of nonlinear expectations, there exists an important class: convex expectations. A nonlinear expectation E[·]
satisfying (A1) and (A2), is said to be convex if E also satisﬁes (A3):
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E[αX + (1− α)Y ] αE[X] + (1− α)E[Y ].
We can ﬁnd many important nonlinear expectations in mathematical ﬁnance are convex, for instance, Choquet expectation,
risk measure (see Artzner, Delbaen, Eber and Heath [1] or Föllmer and Schied [3]), G-expectation (see Peng [8]) and some
kinds of important g-expectations, e.g., Eμ[·] where g = μ|z| for μ > 0 (see Peng [6] or [7]).
We denote by E∗ , the set of linear expectations deﬁned on L1(Ω,F , P ), and by E#, the set of convex expectations
deﬁned on L1(Ω,F , P ). Clearly, E∗ ⊂ E#. In this paper, we will give another relationship between E∗ and E#. Actually, we
will show that a convex expectation E is a minimal member of E# if and only if E ∈ E∗ , in other words E∗ is the set of all
minimal members of E#. Furthermore, the minimality of E is also equivalent to that the two-dimensional Jensen inequality
for E holds true.
In the second part of this paper, we will establish a sandwich theorem about convex expectation and concave expectation.
We prove that for a convex expectation E1 and a concave expectation E2 (see Section 3 for the deﬁnition), E1  E2 implies
that there exists a linear expectation E such that E1  E  E2.
This paper is organized as follows. In the next section, we discuss the minimal convex expectations. Section 3 is devoted
to a sandwich theorem about convex expectation and concave expectation.
2. The minimal convex expectations
We ﬁrst deﬁne pointwise addition and multiplication with nonnegative real number in E# as follows: for any E1,E2 ∈ E#
and λ  0, E = E1 + E2 means E[X] = E1[X] + E2[X] for any X ∈ L1(Ω,F , P ), E = λE1 means E[X] = λE1[X] for any
X ∈ L1(Ω,F , P ). Clearly E = αE1+(1−α)E2 is still in E# for α ∈ [0,1]. The following property is an immediate consequence
of the above deﬁnitions.
Proposition 2.1. E∗ is a convex set in E# .
We also have
Proposition 2.2.
(i) For any E1, . . . ,Er ∈ E# , we deﬁne
E[X]max{E1[X], . . . ,Er[X]}= max
i=1,...,r
Ei[X], for X ∈ L1(Ω,F, P ).
Then E ∈ E# .
(ii) Let T⊂ E# be nonempty set such that
E[X] sup
G∈T
G[X] < ∞, for each X ∈ L1(Ω,F, P ).
Then E satisﬁes (A1), (A3) and (Monotonicity) of (A2).
Proof. (i): It is obvious that E satisﬁes (A1) and (A2). By Ei ∈ E# (i = 1, . . . , r) and the properties of “max”, the convexity
of E holds true immediately.
(ii): The proof is similar to that of (i). 
The corresponding assertions for “min” and “inf ” are not true in general. But we can get the following more important
fact. The basic idea is to consider the pointwise relation “” (resp. ) on E# in the following sense: for a pair convex
expectation E1,E2 ∈ E#, E1  (resp. ) E2 means E1[X] (resp. ) E2[X] for each X ∈ L1(Ω,F , P ).
Lemma 2.3. Let T ⊂ E# be nonempty set and totally ordered (for each pair E1,E2 ∈ T, one has either E1  E2 or E2  E1). Then the
functional
ET[X] inf
E∈TE[X], for each X ∈ L
1(Ω,F, P )
is real-valued and ET ∈ E# . That is, T is bounded below and its lower bound still belongs to E# .
Proof. Clearly, ET[c] = c for any constant c. For any Y , Z ∈ L1(Ω,F , P ), one has
ET[αY + (1− α)Z] αE1[Y ] + (1− α)E2[Z ] for all E1,E2 ∈ T.
Indeed, if E1  E2, then
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 αE1[Y ] + (1− α)E2[Z ].
Analogously the same result follows when E1  E2. Choosing E1 and E2 arbitrarily, one obtains
ET[αY + (1− α)Z] αET[Y ] + (1− α)ET[Z ], for any Y , Z ∈ L1(Ω,F, P ).
Note that for given E1 ∈ T, one has
0 = 2ET[0] ET[Y ] + ET[−Y ] ET[Y ] + E1[−Y ]
for each Y ∈ L1(Ω,F , P ), which yields
E1[Y ] ET[Y ]−E1[−Y ], (1)
so ET is real-valued. And by the deﬁnition of ET , ET is monotone.
Let now us prove the strict monotonicity of E T . For X1, X2 ∈ L1(Ω,F , P ) such that X1  X2 a.s. and P (X1 > X2) > 0.
Given any convex expectation E1 ∈ T, it follows from the convexity of ET that
2E T [X2] = 2E T
[
1
2
(
2X1 + 2(X2 − X1)
)]
 E T [2X1] + E T
[
2(X2 − X1)
]
and
2E T
[
1
2
X1
]
 E T [X1]. (2)
Then by the strict monotonicity of E1,
E T [X2] − E T [X1] E T [X2] − 1
2
E T [2X1]
 1
2
E T [2(X2 − X1)] 1
2
E1
[
2(X2 − X1)
]
<
1
2
E1[0] = 0,
and hence ET[X2] < ET[X1], that is, ET ∈ E#. The proof is complete. 
Now the Zorn lemma [9, p. 3] asserts that E# has at least a minimal member, and for each E ∈ E# there exists a minimal
member E ∈ E# such that E  E . It is therefore very important to identify the minimal members of E#.
Lemma 2.4. If E is a linear expectation deﬁned on L1(Ω,F , P ), then E is a minimal member of E# .
Proof. If there exists E1 ∈ E# with E1  E , then for any X ∈ L1(Ω,F , P ),
E1[X] E[X] = −E[−X]−E1[−X] E1[X],
hence E1[X] = E[X] for each X ∈ L1(Ω,F , P ), so E1 = E . 
We can prove that the converse assertion is also true, but it is not obvious. We ﬁrst prove the same result in the situation
of sublinear expectation, and then turn to prove our main result.
To begin with, we denote the set of all sublinear expectations deﬁned on L1(Ω,F , P ) by E . A nonlinear expectation E[·]
satisfying (A1) and (A2), is said to be sublinear if E satisﬁes (A4):
(i) Subadditivity: E[X + Y ] E[X] + E[Y ] for any X, Y ∈ L1(Ω,F , P );
(ii) Positive homogeneity: E[λX] = λE[X] for each X ∈ L1(Ω,F , P ) and λ 0.
It is not hard to see that E ⊂ E# and the above results including Propositions 2.1 and 2.2, Lemmas 2.3 and 2.4 all still
hold true. Moreover we have
Proposition 2.5. Let E be a nonlinear expectation satisfying (A4)-(i). Then
E[X + c] = E[X] + c, ∀X ∈ L1(Ω,F, P ), ∀c ∈R.
Proof. Given X ∈ L1(Ω,F , P ) and c ∈R, we deduce by (A1) and (A4)-(i) that
E[X] + c  E[X + c] = E[X − (−c)] E[X] − E[−c] = E[X] + c.
The proof is complete. 
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E[X] + E[−X] 0 for each X ∈ L1(Ω,F , P ).
Proof. Assume that E[X] + E[−X] 0 for each X ∈ L1(Ω,F , P ). For Y , Z ∈ L1(Ω,F , P ), one has
E[Y + Z ] E[Y ] + E[Z ] and E[−(Y + Z)]= E[−Y − Z ] E[−Y ] + E[−Z ]
which leads to
0 = E[0] E[Y + Z ] + E[−Y − Z ] {E[Y ] + E[−Y ]}+ {E[Z ] + E[−Z ]} 0.
Thus E[Y + Z ] = E[Y ] + E[Z ], E[−Y ] = −E[Y ] and E[λY ] = λE[Y ] for real λ 0. The proof is complete. 
By the method of auxiliary functionals borrowed from Fuchsteiner and König [4, p. 256], we can prove the following
lemma.
Lemma 2.7. Let E ∈ E , and let U⊂ L1(Ω,F , P ) be nonempty set and a functional EU :U →R be less than E on U. Then:
(i) For each X ∈ L1(Ω,F , P ),
E A[X] inf
Y∈U, λ0
{E[X + λY ] − λEU[Y ]}
= inf
Y∈U, λ>0
{E[X + λY ] − λEU[Y ]}
is real-valued, less than E and positively homogeneous.
(ii) For E ∈ E∗ the following two statements are equivalent:
(a) E E , and EU  E on U;
(b) E E A .
(iii) Moreover if U is convex and EU is concave, then E A ∈ E .
Proof. (i): From the deﬁnition of E A , one has
E[X + λY ] − λEU[Y ] E[X] + λ(E[Y ] − EU[Y ]).
Then the two inﬁma in the deﬁnition of E A coincide, and for each X ∈ L1(Ω,F , P ), one has E A[X] E[X]. Furthermore,
E[X + λY ] − λEU [Y ] E[λY ] − E[−X] − λEU [Y ]
= −E[−X] + λ(E[Y ] − EU [Y ])−E[−X],
and hence E A[X]−E[−X] > −∞ for X ∈ L1(Ω,F , P ), that is, E A[X] is real-valued. In particular E A[c] = c for any con-
stant c, of course E A[0] = 0.
In addition, for any t > 0 and X ∈ L1(Ω,F , P ), one has
E A[t X] = inf
Y∈U
λ0
{E[t X + λY ] − λEU[Y ]}= t inf
Y∈U
λ0
{
E
[
X + λ
t
Y
]
− λ
t
EU[Y ]
}
= t inf
Y∈U, λt 0
{
E
[
X + λ
t
Y
]
− λ
t
EU[Y ]
}
= tE A[X].
So for t  0, one also has E A[t X] = tE A[X]. The positive homogeneity of E A follows.
(ii): Let us ﬁrst prove (b) ⇒ (a). Suppose that E ∈ E∗ . If E E A , then E A  E implies E E , and for Y ∈ U, one has
−E[Y ] = E[−Y ] E A[−Y ] E[−Y + Y ] − EU[Y ]−EU[Y ].
That is, EU[Y ] E[Y ] for each Y ∈ U.
We now prove (a) ⇒ (b). If E E , and EU  E on U, then for X ∈ L1(Ω,F , P ), Y ∈ U and λ 0, one has
E[X] = E[X + λY ] − λE[Y ] E[X + λY ] − λEU[Y ].
Hence E[X] E A[X] for each X ∈ L1(Ω,F , P ).
(iii): Let U be convex, and EU concave. For Y , Z ∈ U and real α,β  0, set (α + β)V = αY + β Z with some V ∈ U, which
yields (α + β)EU[V ] αEU[Y ] + βEU[Z ]. Then for X1, X1 ∈ L1(Ω,F , P ), by the deﬁnition of E A we can see that
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[
(X1 + X2) + (α + β)V
]− (α + β)EU[V ]
 E[(X1 + αY ) + (X2 + β Z)]− (αEU[Y ] + βEU[Z ])
 E[X1 + αY ] + E[X2 + β Z ] − αEU[Y ] − βEU[Z ]
= (E[X1 + αY ] − αEU[Y ])+ (E[X2 + β Z ] − βEU[Z ]),
which leads to E A[X1 + X2]  E A[X1] + E A[X2], that is, E A is sublinear. The monotonicity of E A is an immediate conse-
quence of the deﬁnition of it.
Finally, we give the proof of strict monotonicity of E A . For X1, X2 ∈ L1(Ω,F , P ) such that X1  X2 a.s. and P (X1 >
X2) > 0, we can deduce that
E A[X2] − E A[X1] E A[X2 − X1] E[X2 − X1] < E[0] = 0 by E ∈ E.
This implies that E A[X1] > E A[X2]. Hence E A ∈ E . The proof is complete. 
To probability theory, the importance of Jensen’s inequality for linear expectation speaks for itself. So the question,
whether Jensen’s inequality for nonlinear expectation holds or not, is very natural. For this topic, Hu [5] gave us an inter-
esting answer. In [5], the author proved that if a nonlinear expectation E satisﬁes (A1) and (A2), and (A):
E[X + c] = E[X] + c, ∀X ∈ L1(Ω,F, P ), ∀c ∈R,
then the following two statements are equivalent:
(a) E[λX] λE[X], ∀λ ∈R, ∀X ∈ L1(Ω,F , P );
(b) Jensen’s inequality for E holds, i.e., for each X ∈ L1(Ω,F , P ) and convex function h :R → R satisfying h(X) ∈
L1(Ω,F , P ), one has
E[h(X)] h(E[X]).
This shows that for a general nonlinear expectation, Jensen’s inequality doesn’t hold any more. But we can see that if
E is a sublinear expectation, then Jensen’s inequality should hold. Indeed, from positive homogeneity of E , it follows that
for λ 0 and X ∈ L1(Ω,F , P ), one has E[λX] = λE[X]. On the other hand, if λ < 0, then from the subadditivity of E and
E[0] = 0, one has
E[λX] = −λE[−X]−λ(−E[X])= λE[X].
By Proposition 2.5 and Hu’s result, the above inequality implies that Jensen’s inequality for E holds true. In other words,
Jensen’s inequality for E can still holds true if E has “a little” nonlinearities. Moreover the converse of the assertion above
also holds true when E is convex or subadditive. A nonlinear expectation E is said to be subadditive if it satisﬁes (A4)-(i).
Proposition 2.8. Let E be a convex or subadditive expectation. Then the following statements are equivalent:
(i) Jensen’s inequality for E holds, i.e., for any X ∈ L1(Ω,F , P ) and convex function f :R→R satisfying f (X) ∈ L1(Ω,F , P ), one
has
E[ f (X)] f (E[X]);
(ii) E[·] is sublinear.
Proof. We ﬁrst prove the case of convex expectation.
(ii) ⇒ (i): By preserving of constant and subadditivity of E[·], it follows that E[X + c] = E[X] + c, ∀X ∈ L1(Ω,F , P ) and
∀c ∈R (see Proposition 2.5). Thus by Hu’s result [5], (i) follows.
(i) ⇒ (ii): For α ∈ (0,1] and X ∈ L1(Ω,F , P ), one deduce from (i) and convexity of E that
αE[X] E[αX] = E[αX + (1− α)0] αE[X].
That is, E[αX] = αE[X], ∀α(0,1]. Thus E[αX] = αE[X] holds for any α > 0. It is clear that in the case where α  0, the
same equality also holds.
On the other hand, for given X, Y ∈ L1(Ω,F , P ), it is clear that
E[X] = E[(X − Y ) + Y ]= E
[
1
2
2(X − Y ) + 1
2
2Y
]
 1
2
E[2(X − Y )]+ 1
2
E[2Y ]
= E[X − Y ] + E[Y ].
So we obtain (ii).
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(i) ⇒ (ii): It suﬃces to prove that E satisﬁes (A4)-(ii). Given X ∈ L1(Ω,F , P ) and n ∈ N where N stands for the set of
all positive integers. It follows from (i) and subadditivity of E that E[nX] nE[X] E[nX], that is E[nX] = nE[X]. Then for
any n,m ∈N, one has
n
m
E[X] = E
[
n
m
X
]
.
This implies that for each α ∈Q+ where Q+ stands for the set of all positive rational numbers, one has E[αX] = αE[X].
For given R 
 α  0, there exist two sequences of rational numbers βi, γi ∈Q+ , i = 1,2, . . . , such that βi ↑ α and γi ↓ α
as i → ∞. It is clear that one has
βiE[X] = E[βi X] and γiE[X] = E[γi X], ∀X ∈ L1(Ω,F, P ).
If X  0 P -a.s., then by the monotonicity of E , one has
E[αX] − αE[X] E[βi X] − αE[X] = (βi − α)E[X];
E[αX] − αE[X] E[γi X] − αE[X] = (γi − α)E[X].
Thus, putting i → ∞, one deduces that E[αX] = αE[X] holds for any α  0, and X ∈ L1(Ω,F , P ) with X  0 P -a.s.
On the other hand, for each X ∈ L1(Ω,F , P ), we deﬁne E+[X] = max{E[X],0} and E−[X] = max{−E[X],0}. Then by (i),
one has
0 E[αX] − αE[X] = E[αX] − αE+[X] + αE−[X]
 E[αX] − βiE+[X] + γiE−[X]
= E[αX] − βi |E[X]| + E[X]2 + γi
|E[X]| − E[X]
2
= (γi − βi)
2
∣∣E[X]∣∣+ E[αX] − E
[
βi + γi
2
X
]
 (γi − βi)
2
∣∣E[X]∣∣+ E
[(
α − βi + γi
2
)
X
]
 (γi − βi)
2
∣∣E[X]∣∣+ E
[∣∣∣∣α − βi + γi2
∣∣∣∣|X |
]
= (γi − βi)
2
∣∣E[X]∣∣+
∣∣∣∣α − βi + γi2
∣∣∣∣E[|X |]→ 0, as i → ∞.
This implies that E is positively homogeneous. The proof is complete. 
But it is worth noting that the above Jensen’s inequality is just one-dimensional. So another question arises naturally
from the above arguments: what would happen to two-dimensional Jensen inequality? This is also a question we want to
answer in this section.
Theorem 2.9. Let E ∈ E . Then the following statements are equivalent:
(i) E is a minimal member of E;
(ii) E ∈ E∗;
(iii) two-dimensional Jensen inequality for E holds, i.e., for any X, Y ∈ L1(Ω,F , P ) and any convex function h :R2 → R satisfying
h(X, Y ) ∈ L1(Ω,F , P ), one has
E[h(X, Y )] h(E[X],E[Y ]).
Proof. Both (ii) ⇒ (i) and (ii) ⇒ (iii) are obvious. It suﬃces to prove (i) ⇒ (ii) and (iii) ⇒ (ii).
(i) ⇒ (ii): Let E ∈ E . Given Y ∈ L1(Ω,F , P ), and let U= {Y }, EU[Y ] = E[Y ] and here E A is deﬁned as in Lemma 2.7.
If E is minimal, then E A  E implies that E A = E because of E A ∈ E and E  E A . Taking λ = 1, we obtain
E[X] = E A[X] E[X + Y ] − E[Y ] or E[X] + E[Y ] E[X + Y ], ∀X ∈ L1(Ω,F, P ).
Choosing Y arbitrarily, we obtain that for any X, Y ∈ L1(Ω,F , P ), one has E[X] + E[Y ] E[X + Y ]. From Proposition 2.6,
the result follows.
(iii) ⇒ (ii): Put h(x, y) = x+ y, we can see that (iii) implies E[X + Y ] E[X]+E[Y ]. This with Proposition 2.6 yields (ii).
The proof is complete. 
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inequality for sublinear expectation E never holds true unless E is linear. Jensen’s inequality doesn’t like nonlinearity at all!
The following corollary is obvious.
Corollary 2.10. For each sublinear expectation E ∈ E , there exists a linear expectation E ∈ E∗ such that E E .
We can also establish a connection between a minimal member of E and that of E#.
Lemma 2.11. Let E be a nonlinear expectation deﬁned on L1(Ω,F , P ). Then the following statements are equivalent:
(i) E is a minimal member of E;
(ii) E is a minimal member of E# .
Proof. (i) ⇒ (ii): It is clear that E ∈ E∗ . Assume that there exists E1 ∈ E# such that E1  E . For any X ∈ L1(Ω,F , P ), one
has
E1[X] E[X] = −E[−X]−E1[−X] E1[X],
which implies that E = E1, so E is a minimal member of E#.
(ii) ⇒ (i): If not, there exists a sublinear expectation E1 such that E1  E . Thus there exists E2 ∈ E∗ such that E2  E1  E .
By Lemma 2.4, E2 is also a minimal member of E#, which implies that E2 = E1 = E . So E is a minimal member of E . The
proof is complete. 
Here is our main theorem, which is an immediate consequence of Theorem 2.9 and Lemma 2.11.
Theorem 2.12. Let E ∈ E# . Then the following statements are equivalent:
(i) E is a minimal member of E#;
(ii) E ∈ E∗;
(iii) two-dimensional Jensen inequality for E holds true, i.e., for any X, Y ∈ L1(Ω,F , P ) and any convex function h :R2 →R satisfy-
ing h(X, Y ) ∈ L1(Ω,F , P ), one has
E[h(X, Y )] h(E[X],E[Y ]).
3. A sandwich theorem about convex expectation and concave expectation
In this section we turn to discuss a sandwich theorem about convex expectations and concave expectations. A nonlinear
expectation is said to be concave if it also satisfy (A3′):
E[αX + (1− α)Y ] αE[X] + (1− α)E[Y ], ∀X, Y ∈ L1(Ω,F, P ), ∀α ∈ [0,1].
For two nonlinear expectations E1 and E2, the relation E2  E1 also means E1[X] E2[X] for each X ∈ L1(Ω,F , P ).
Here is our main theorem of this section.
Theorem 3.1. Let E1 be a convex expectation and E2 be a concave expectation. Then E1  E2 implies that there exists a linear expec-
tation E such that E1  E  E2 .
Proof. We denote by M(E2) all convex expectations E∗ : L1(Ω,F , P ) → R satisfying E∗  E2. It is obvious that the set
M(E2) is not empty because of E1 ∈ M(E2).
By Lemma 2.3 and Zorn’s lemma, it follows that for each E∗ ∈ M(E2), there exists a minimal member E ∈ M(E2) satisfy-
ing E∗  E . So what we want to do is to show that each minimal member E ∈ M(E2) must be concave, which turns out to
that E is linear. We divide the proof into three steps.
Step 1: We ﬁrst claim that E is positively homogeneous, i.e., E[αX] = αE[X] for each X ∈ L1(Ω,F , P ) and α  0. This
also means that E is subadditive and sublinear because of its convexity. Indeed for any Y , Z ∈ L1(Ω,F , P ), one has
E[Y + Z ] 1
2
E[2Y ] + 1
2
E[2Z ] = E[Y ] + E[Z ].
Let us consider the case of α ∈ (0,1]. It is clear that one has
E[αX] αE[X] and E2[αX] αE2[X].
For ﬁxed α ∈ (0,1], we deﬁne
F : F [X] = 1 E[αX] for each X ∈ L1(Ω,F, P ).α
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So it suﬃce to prove the strict monotonicity of F , which implies F ∈ M(E2), and hence F = E .
Given α ∈ (0,1], and X1  X2 with P (X1 > X2) > 0, it is clear that P (2αX1 > 2αX2) > 0, and one has
F [X2] − F [X1] 1
2
F
[
2(X2 − X1)
] (
see (2) in the proof of Lemma 2.3
)
= 1
2α
E[2α(X2 − X1)]< 1
2α
E[0] = 0.
Thus E[αX] = αE[X] for each α ∈ (0,1], which also leads to E[αX] = αE[X] for each α > 0. By E[0] = 0, it follows that
E[αX] = αE[X] for each α  0.
Step 2: We now prove E[X + Y ] E[X] + E2[Y ] for X, Y ∈ L1(Ω,F , P ).
To see this, we ﬁx Y ∈ L1(Ω,F , P ) and deﬁne
F1[X] = inf
{E[X + αY ] − αE2[Y ]: α  0}, ∀X ∈ L1(Ω,F, P ).
It is clear that F1 is monotonic and F1  E . And we can get F1[X]−E[−X]. Indeed, we have
E[X + αY ] − αE2[Y ] E[αY ] − E[−X] − αE2[Y ] = −E[−X] + α
(E[Y ] − E2[Y ])
−E[−X].
This with F1  E also implies that F1[c] = c for each constant c.
On the other hand, we can see that F1 is subadditive. Indeed, for any X1, X2 ∈ L1(Ω,F , P ) and β,γ  0, one has
F1[X1 + X2] E
[
(X1 + X2) + (β + γ )Y
]− (β + γ )E2[Y ]
= E[(X1 + βY ) + (X2 + γ Y )]− (β + γ )E2[Y ]
 E[X1 + βY ] − βE2[Y ] + E[X2 + γ Y ] − γ E2[Y ]. (3)
This leads to F1[X1 + X2] F1[X1] + F1[X2].
Let us turn to prove the strict monotonicity of F1. For given X1  X2 with P (X1 > X2) > 0, one has
F1[X2] − F1[X1] F1[X2 − X1] E[X2 − X1] < 0.
Thus F1 ∈ M(E2) and F1  E , and hence F1 = E . Taking α = 1, we have E[X + Y ] E[X] + E2[Y ].
Step 3: Finally we prove E[X + Y ] E[X] + E[Y ] for X, Y ∈ L1(Ω,F , P ), which will complete the proof. To see this, we
ﬁx Y ∈ L1(Ω,F , P ), and deﬁne
F2[X] := inf
{E[X + αY ] − αE[Y ]: α  1}
= lim
α→∞
(E[X + αY ] − αE[Y ]), ∀X ∈ L1(Ω,F, P ).
We ﬁrst check that F2 is well deﬁned. From Step 2 and the subadditivity of E , it follows that for given α > β  1, one has
E[X + αY ] − αE[Y ] E[αY ] + E2[X] − αE[Y ] = E2[X], (4)
and
E[X + βY ] − βE[Y ] − E[X + αY ] + αE[Y ] = E[X + βY ] − E[X + (α − β)Y + βY ]+ (α − β)E[Y ]
 E[X + βY ] − E[X + βY ] − (α − β)E[Y ] + (α − β)E[Y ] = 0.
The above two inequalities imply that F2 is well deﬁned and F2  E2, and F2 is convex.
By the deﬁnition of F2, it is clear that F2 is monotonic.
On the other hand, one also has
E[X + αY ] − αE[Y ] E[αY ] + E[X] − αE[Y ] = E[X], ∀X ∈ L1(Ω,F, P ).
This leads to F2  E . So the preserving of constant of F2 holds true.
By the same arguments such as (3), it is not hard to verify that F2 is subadditive, and F2 is strictly monotonic. Thus
F2 ∈ M(E2), this with F2  E yields F2 = E . Taking α = 1, we have
E[X + Y ] E[X] + E[Y ], ∀X, Y ∈ L1(Ω,F, P ).
This with the subadditivity and positive homogeneity of E also leads to E[X] = −E[−X], and E[λX] = λE[X] for any λ ∈R.
Therefor E is linear. The proof is complete. 
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Corollary 3.2. Let E1 be a sublinear expectation, and let E2 be a nonlinear expectation satisfying (A4)-(ii) and (A4′):
E2[X + Y ] E2[X] + E2[Y ], ∀X, Y ∈ L1(Ω,F, P ).
Then E1  E2 implies that there exists a linear expectation E : L1(Ω,F , P ) →R such that E1  E  E2 .
Remark 3.3. The linear expectation E in Theorem 3.1 and Corollary 3.2 is not unique in general. For example, let Eμ[·] be a
g-expectation with generator g = μ|z| for some μ > 0, and let E−μ[·] be the g-expectation with g = −μ|z|. Clearly, Eμ[·] is
convex (see Peng [7]) and E−μ[·] is concave. By the well-known comparison theorem of BSDE (see Peng [7]), it is clear that
for any progressively measurable process φt satisfying |φt |μ, one has
Eμ  Eφ  E−μ,
where Eφ[·] is the g-expectation with generator g = 〈φt , z〉, which is linear.
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