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Abstract: Current offshore wind farms (OWFs) design processes are based on a sequential approach
which does not guarantee system optimality because it oversimplifies the problem by discarding
important interdependencies between design aspects. This article presents a framework to integrate,
automate and optimize the design of OWF layouts and the respective electrical infrastructures.
The proposed framework optimizes simultaneously different goals (e.g., annual energy delivered and
investment cost) which leads to efficient trade-offs during the design phase, e.g., reduction of wake
losses vs collection system length. Furthermore, the proposed framework is independent of economic
assumptions, meaning that no a priori values such as the interest rate or energy price, are needed.
The proposed framework was applied to the Dutch Borssele areas I and II. A wide range of OWF
layouts were obtained through the optimization framework. OWFs with similar energy production
and investment cost as layouts designed with standard sequential strategies were obtained through
the framework, meaning that the proposed framework has the capability to create different OWF
layouts that would have been missed by the designers. In conclusion, the proposed multi-objective
optimization framework represents a mind shift in design tools for OWFs which allows cost savings
in the design and operation phases.
Keywords: design parameters; economic functions; multi-objective optimization; offshore wind
farms; trade-offs; wind farm designers
1. Introduction
Currently the offshore wind industry is aiming at reducing its cost of energy (COE) (Me/MWh)
to breach the 100 e/MWh barrier as soon as 2020 [1–6] from the current 163 e/MWh [7]. Although the
technologies used in offshore wind farms (OWFs) have greatly improved, the COE generated offshore
is yet not competitive [8]. In fact, electricity generated offshore is currently approximately 50% more
expensive when compared to onshore wind generation [9]. Figure 1a demonstrates that the cost of
power (COP) (Me/MW) installed of OWFs has increased since the initial project and has not reduced
in the last years [10,11].
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Figure 1. Cost of power (COP) and capital expenditure (CAPEX) breakdown of offshore wind
farms (OWFs). (a) COP of the European OWFs composed of five or more turbines [10,11]. Circle
size represents the installed capacity of the OWFs. The monetary values were updated considering a
Eurozone inflation of 1.85% [12]; (b) Typical CAPEX breakdown of an OWF [13].
There are different measures that can decrease the costs of the energy generated offshore [2–6].
Key factors are, for example, exploitation of economies of scale and greater standardization,
introduction of turbines with higher rated power and reliability and greater activity at the front
end engineering and design (FEED) phase.
The design phase of an OWF is performed during the FEED phase (see Figure 2), after the initial
feasibility studies have been done and permission has been granted, and before final investment
decisions are made [2,14]. FEED studies allow wind farm developers to make a pre-selection of
economically viable design concepts and the respective key components [3]. During the FEED phase,
decisions have not yet been made regarding the number of turbines [15,16], the support structures
that will be used or the number of substations that will be built [15,16]. In this phase, several layout
concepts are preliminary designed, and although the final wind farm layout will be based on these
designs, it may still differ considerably [15].
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Figure 2. Lifecycle of an OWF and location of the FEED phase [14,17].
Several aspects have increased the need for a broader activity at the FEED stage [3].
The development phase of OWFs is time consuming due to the time needed to manually create several
designs and the necessary cable routing [18–20]. In fact, circa 4% of the total capital expenditure
(CAPEX) of an OWF are allocated to the development phase (see Figure 1b), in which all the
components and technologies that lead to an optimized and feasible system must be assessed [13,21].
Recent OWFs occupy larger areas, which often have variable water depth and seabed conditions [22]
and are situated further from shore [22], leading to more complex constraints and design challenges
on the grid connection. Finally, the large number of wind turbines leads to complex collection
systems, which need to be carefully assessed to achieve wind farm layouts with higher efficiencies [2].
Figure 3 shows the difference in complexity between the first OWF, Vindeby, and the recent British
Gwynt y Môr.
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Figure 3. Differences in topology and design complexity between two OWFs. (a) Vindeby wind
farm [10]; (b) Gwynt y Môr wind farm [23].
Additionally, current design processes are based on a sequential approach (or decoupled strategy)
due to the complexity of designing an OWF [19,24]. Such strategy does not guarantee system optimality
because the interactions between different system components are disregarded. Moreover, early project
decisions may become constraints in later stages [9]. Automated optimization is crucial to optimize
the wind farm layout, since the design of OWFs with standard tools is highly complex and time
consuming [19]. A reduction of up to 10% in the cost of energy is possible through more integrated
design methods [9].
The increased difficulty in the design of modern OWFs comes from the fact that, mostly, all the
design aspects of an OWF influence both its energy production and its investment and operational
costs [2]. For example, the energy production is increased by placing more turbines in the OWF area,
however this also makes the costs rise. Also, interactions between turbines reduce the increase in
energy production that results from more turbines being closed together. Hence, these design goals are
conflicting, meaning that there is not a single solution for the problem but a set of solutions which
represent the trade-off. In the multi-objective (MO) space, a layout is optimal if there is no other layout
which is better in all objectives.
Although more than 150 research articles on the wind farm layout optimization problem (WFLOP)
may be found in literature, few studies have investigated the inherent trade-offs of designing an
OWF [25]. For example, the trade-off between the wind farm capacity factor and the power density
within the project area was assessed in [26]. The authors analyzed the conflict between increasing the
spacing between the turbines to increase energy production (via a decrease of wake losses) and the
need for larger project areas.
Comprehensive studies that explicitly consider multiple goals during the optimization process
are rare [27]. Table 1 presents the characteristics of the MO WFLOP (MOWFLOP) from previous
studies. The work carried out in [28] optimized the annual energy production (AEP) considering
the problem constraints (minimum proximity constraint between wind turbines and area constraint
which guarantees that all turbines are placed within the wind farm area) as a second objective function.
The AEP and the turbine noise were optimized in [29,30]. Similarly, the AEP was maximized and
the sum of the wind farm area and number of turbines were treated as a second objective function
in [31]. Three simultaneous optimization goals were used in [32]: AEP, area used and collection system
length. The work presented in [33] studied the different features that a MO algorithm should have to
efficiently solve the MOWFLOP. The optimization goals were the AEP and the system efficiency, while
the optimization variables were the location and number of turbines.
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Table 1. Existing approaches for the MOWFLOP.
References Optimization Variables Design Goals
Kusiak et al. [28] Turbine locations Energy generation, Problem constraints
Zhang et al. [29,30],
Turbine locations Energy generation, Noise level
Sorkhabi et al. [34]
Veeramachaneni et al. [31] Turbine locations Energy generation, Cost
Tran et al. [32] Turbine locations
Energy generation, Collection system
length, Wind farm area
Sisbot et al. [35] Turbine locations and quantity Energy generation, Cost
Rodrigues et al. [33] Turbine locations and quantity Energy generation, System efficiency
A framework able to efficiently optimize, at once, both the wind farm layout and its respective
electrical infrastructure for large OWFs is a highly desired tool by wind farm designers [20,29].
However, none of the optimization frameworks displayed in Table 1 captured all the key aspects
pertaining to the development of OWFs. In other words, as far as the authors knowledge a MO
optimization framework—which is able to give general recommendations and trade-offs insight to
OWF developers—has not yet been established.
To bridge this existing research gap, this article proposes a MO optimization framework to
integrate, automate and optimize the design of OWF layouts and their electrical infrastructure. The most
suitable and relevant optimization goals and design variables for the MOWFLOP will be identified.
The optimization framework is then applied to the design of an OWF in a case study to demonstrate
the advantages and differences of the proposed method.
The article is organized as follows: Section 2 provides an overview of the relevant commercial and
academic optimization methods for OWFs. Furthermore the most common economic functions used to
assess the profitability of wind projects are introduced and explained. Thereafter, Section 3 presents the
MO optimization framework for the design of OWF layouts and respective electrical infrastructures
and its boundaries and selection criteria. Section 4 introduces the optimization variables considered
in the framework as well as their boundaries, constraints and influences over the energy production
and expenditures. The industrial trends of the different components of an OWF are also investigated.
Section 5 then describes the case study used to demonstrate the usefulness of the proposed framework,
followed by Section 6 in which the results obtained are presented and discussed. Section 7 presents the
main conclusions of the article.
2. Current Wind Farm Optimization Tools
2.1. Commercially Available Software
Currently, there are several software commercially available to optimize the design of wind
farms. For example, WindPRO [36], WindFarmer [37] and WAsP [38] are among the most famous
optimization tools. Table 2 presents the main features and limitations of the best-known available
commercial software.
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Table 2. Wind Farm Design Software Commercially Available.
Software OptimizationGoals
Design
Parameters Design Constraints Design Considerations Limitations
OpenWind (AWS
Truepower) [39] Cost of Energy
Wind turbine
coordinates
Site constraints for turbine
placement, noise levels
Wake and turbulence losses, shadow flicker,
visual impact, uncertainty analysis
Electrical losses are
not considered
WAsP (DTU) [38] None
Pre-defined
wind turbine
coordinates
None
Wake losses, different turbine models may
be used simultaneously, estimation of loads
in complex terrains
There is no
optimization
algorithm, electrical
losses are not
considered
WindFarmer
(DNV Garrad
Hassan’s) [37]
Energy
production
Wind turbine
coordinates
Environmental constraints,
wind farm boundaries,
exclusion zones and set-back
distances from boundaries,
soil topography
Turbulence intensity, environmental and
visual impacts, noise levels, shadow flicker,
uncertainty analysis, wake loss, turbine
loading, electrical losses calculation,
reactive power production
No optimization of
the collection
system layout
WindPRO [36]
Energy
production or
Minimum
production loss
Wind turbine
coordinates
Minimum distances between
turbines, site constraints for
turbine placement
Noise levels, visual impact, shadow effects,
Wake and turbulence losses, different
turbine models may be used
simultaneously, electrical losses calculation,
uncertainty analysis
Restricted to
geometrical layouts,
addition of turbines
incrementally
WindSim [40] Wind projectprofit
Wind turbine
coordinates
Environmental constraints,
wind farm boundaries,
exclusion zones for turbine
placement, IEC Constraints
Optimum number of turbines, terrain
features effects on the wind, wake and
turbulence losses
No collection
system design,
electrical losses are
not considered
WindFarm
(ReSoft) [41]
Energy
production or
cost of energy
Wind turbine
coordinates
Turbine separation,
exclusion zones for turbine
placement
Wake losses, visual impact, shadow flicker,
noise levels, different turbine models may
be used simultaneously
No collection
system design,
electrical losses are
not considered
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All the commercial wind farm design tools were specifically built for onshore environments and,
therefore, consider some irrelevant design aspects for offshore areas such as visual impact (irrelevant
for far offshore), shadow flickering, noise levels [34] and complex terrain elevations [42,43]. Although it
is possible to use them to design OWFs, none of them consider some of the important offshore aspects
such as number of turbines, collection and transmission systems design, number and location of
offshore substations and transmission technology. Furthermore, no commercial tool uses a MO
algorithm to optimize the trade-offs between the chosen goals.
2.2. Academic Studies
On the other hand, several academic studies were specifically tailored to design OWFs. A brief
description and the main drawbacks of some of these works are given next.
2.2.1. Offshore Wind Farm Layout Optimization (OWFLO) (2005)
The OWFLO project proposed a framework to design OWFs which uses the levelized cost of
energy (LCOE) (e/MWh) as the optimization goal. It includes turbine availability, wake and cable
losses and cost models for the turbines, support structures, cables, operation expenditure (OPEX)
(bn e), installation and decommissioning [44]. With these models, the OWFLO tool captures the key
factors that influence the cost of energy: turbine size, water depth, distance to shore, soil types and
wind and wave conditions.
The main goal of the OWFLO project was the development of an optimization software to
provide insights into the trade-offs between cost and energy. However, even though both energy
and cost models are used, wind farm developers are only presented with one solution at the end
of the optimization routine. Hence, no information regarding the existing trade-offs is obtained.
Furthermore, the design of the wind farm collection system, which is a key design aspect, was
not considered.
2.2.2. Lackner and Elkington (2007)
The trade-offs inherent to OWFs design problems are identified in [45]. These trade-offs are
captured by considering the COE as the optimization goal. However, by optimizing directly the COE,
the wind farm designers are only presented with one final solution, hence, once again, no information
regarding the trade-offs is obtained. Furthermore, the water depth and the wind speed are considered
as functions of the distance to shore.
2.2.3. Gribben et al. (2010)
This study presents an OWF layout design tool based on an engineering approach [46].
The authors also identify the multi-disciplinary nature of the problem and, although it is stated
that it is important to make a selection of the significant design considerations since it is a highly
complex problem, no selection criteria are provided. Moveover, there is no optimization routine
implemented in the design approach and only a variation of the design parameters is carried out.
Trade-off insights are presented between, for example, energy yield and foundation costs.
Nonetheless, similar to standard design strategies, the method is based on a sequential approach.
Moreover, only geometrical layouts are considered and the turbine type is set beforehand.
2.2.4. Topology Optimization of Wind Farms (TopFarm) (2011)
The main goal of this EU-funded project, TopFarm, was the design of an optimization tool for
wind farm developers [47]. The financial balance was used as the optimization goal, whereas the
turbine coordinates were chosen as design variables. Relevance and relative cost basis were the
selection criteria for the cost models in the framework. TopFarm only considered costs which depend
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on the wind farm topology, since only these provide useful information for the optimization algorithm
to guide the search.
Although TopFarm has a comprehensive number of modules, it still lacks key aspects for the
optimization of OWF layouts. For example, the collection system routing was determined by solving
the auxiliary road problem, i.e., interconnecting all turbines and assuming that the cables could
transport all the power connected to them. Furthermore, the TopFarm tool does not consider offshore
substations or export cables, which are key factors for OWF developers.
2.3. Economic Functions for Offshore Wind Projects
Investing capital in one project means that the same capital cannot be applied to another
investment that is equally or more attractive. Therefore, before final investment decisions are made,
wind farm designers create several wind farm designs during the FEED phase to evaluate them
economically [2,14].
The choice of which economic function to use is based on different factors, e.g., risk associated,
financial structure, regulation, project size [48]. Due to the variety of factors, depending on the case
some economic functions are more suitable than others. Therefore, different functions should be used
to evaluate possible investments [49]. Table 3 presents the objective functions commonly used in the
existing optimization frameworks as well as other economic functions which may be used to assess
the profitability of OWFs. Next, a brief description of each function is given and their respective
advantages and disadvantage are also discussed.
2.3.1. Annual Energy Delivered
Maximizing the annual energy production (AEP) (GWh/year) is among the most common
goals [25] and aims at maximizing the AEP of the wind turbines. Another more comprehensive goal
is to maximize the annual energy delivered (AED) (GWh/year) to the onshore electrical network.
This goal covers the AEP but also the electrical losses through the entire system, e.g., transformers
and cabling systems. Nonetheless, these goals do not take into consideration costs associated with the
project or the efficiency of the project.
2.3.2. Utilization Factor
The utilization factor (UF) [–], or capacity factor, of an OWF is the ratio between its AEP and its
power production if working constantly at rated power, for the same period of time. This measure is
also captured by the wind farm efficiency which is the ratio between the energy delivered over the
energy produced without losses. The UF is maximized considering the AED and the efficiency of the
system. However, the costs of the project are still neglected if designers use this measure.
2.3.3. Cost of Power
A simple approach to also considerer the CAPEX is to minimize the COP installed which is
the ratio between in the CAPEX and the rated capacity of the project. In this way, the optimization
tries to maximize the AED and reduce the cost simultaneously. However, and specially in offshore
environments, the OPEX also plays an important role in the total costs of the project. Hence, a better
approach is to use economic functions which relate the AED, CAPEX and OPEX of the project through
economic factors.
2.3.4. Levelized Cost of Energy
The LCOE is also one of the most common economic functions used to evaluate wind farm
layouts [25]. The LCOE represents the minimum energy price that meets the desired interest rate
by the designers [17]. The LCOE function requires the interest rate and the wind farm lifetime.
However, it may not be straightforward to set a value for the interest rate since it is associated with
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the risk perceived by the investor and it also may change throughout the wind farm lifetime [50].
Furthermore, the LCOE is not suitable to choose between mutually exclusive options for OWF layouts
since it does not capture the difference between investment sizes [48].
2.3.5. Net Present Value
The net present value (NPV) (bn e) defines the total profit of the OWF. It considers both the cash
outflows (costs) and inflows (revenues) [48]. Therefore, the NPV requires all the economic factors
that the LCOE function requires as well as the price of energy. A positive NPV represents a good
investment whereas a negative NPV value indicates that the income (with the interest rate chosen by
the designers) is lower than the costs [48].
The NPV is suitable to evaluate and compare mutually exclusive projects because it can distinguish
the difference in size of different wind farms [48]. Moreover, the NPV should also be used as an
alternative measure to further validate the investment [48]. On the other hand, the NPV does not
consider, for example, the time required to cover the investment costs (see Section 2.3.7), which may
lead the designers to choose a layout that will require a long time to generate profit to the investors.
2.3.6. Internal Rate of Return
The internal rate of return (IRR) (%) is the interest rate that sets the NPV function equal to zero.
The IRR function is usually used to approve or disapprove wind farm designs and allows to check
if a minimum rate of return set by the designers is met [48]. Nonetheless, the IRR is not suitable to
choose between exclusive alternative designs since it does not differentiate wind farm project sizes.
Furthermore, the IRR may over predict the profitability of a project because it assumes that the interim
revenues are reinvested at a similar rate to the IRR [48]. Finally the IRR does not accurately distinguish
the profitability of projects with different lifetimes.
2.3.7. Discounted Payback Time
The discounted payback time (DPT) (years) determines the time, in years, required to cover
the initial investment while taking into account the time value of the money. The use of the DPT is
recommended when risk is an issue since it represents the period of time in which the capital invested
was not recovered, and is therefore, still at risk [48].
The DPT is also not recommended to select one wind farm layout among a set of alternatives
because it also does not discern wind farm project sizes. Furthermore, the DPT is not suitable to rank
the different possibilities since it ignores the cash revenues after the payback time [48].
2.3.8. Return on Investment
The return on investment (ROI) [–] represents the revenues per unit invested. It is calculated by
calculating the ratio between the cash revenue and the initial investment. The ROI is recommended to
accepting or rejecting single projects [48]. The ROI is not suitable to choose among mutually exclusive
wind farm designs for the same reasons presented before.
2.3.9. Benefit to Cost Ratio
The benefit to cost ratio (BCR) [–] is similar to the NPV function but instead of subtracting the
CAPEX to the revenues, it computes a ratio. Higher values for the BCR function represent better wind
farm designs. Similarly to other functions the BCR function is recommended to accepting or rejecting
single projects but not for selecting among mutually exclusive alternatives. However, it can be used
to differentiate the size of the projects if the BCR ratio is obtained with incremental revenues and
expenses [48].
To calculate the incremental ratio, the different projects are sorted by increasing CAPEX values
and the BCR of the first project is calculated. Next, the incremental differences between the revenues
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and CAPEX of the second project to the first are obtained. The ratio of these values is then multiplied
by the BCR of the first project. If the result is higher than one, the second project becomes the reference.
The procedure is repeated until a ratio lower than one is obtained [48].
2.3.10. Annualized Value
The annualized value (AV) (bn e) represents the annual revenues. The AV is constant if no
escalation of the price of energy or the OPEX are considered [48].
Table 3. Economic functions for the wind farm layout optimization problem (WFLOP) [48].
Function Equation Parameters
AED (GWh/year) 8760
angle
∑
i=1
bins
∑
j=1
f ji ·
((
turbines
∑
k=1
Tk
(
wind
j
i
))
− losses
(
wind
j
i
)) f ji —wind frequency in direction i and wind bin
j, Tk
(
wind
j
i
)
—power production of the k-th turbine,
losses
(
wind
j
i
)
—system electrical losses
UF [–]
AED
8760
turbines
∑
j=1
Pjrated
Pjrated—rated power of the j-th turbine
COP (Me/MWh)
CAPEX
turbines
∑
j=1
Pjrated
LCOE (e/MWh)
1
AED
(
CAPEX
a
+ OPEX
) a—annuity factor (a = 1− (1 + r)−n
r
), r—interest
rate, n— wind farm lifetime, OPEX—annual operational
expenditure
NPV (bn e) (AED · pkWh −OPEX) a− CAPEX pkWh— market energy price
IRR (%) (AED · pkWh −OPEX) 1− (1 + rIRR)
−n
rIRR
− CAPEX rIRR—interest rate that zeroes the NPV equation
DPT (years)
n · CAPEX
(AED · pkWh −OPEX) · a
ROI [–] (AED · pkWh −OPEX) · a
CAPEX
BCR (bn e)
AED · pkWh · a
CAPEX + OPEX · a
AV (bn e) AED · pkWh −OPEX
2.4. Current Optimization Frameworks
Figure 4 shows the current optimization strategy used by wind farm designers. The main
disadvantage of this approach is that, by varying the economic factors, e.g., interest rate and price
of energy, of the objective functions, it is not guaranteed that the layout solution remains the most
advantageous. In fact, optimization strategies that optimize economic functions such as the LCOE or
the NPV, may be thought as weighted optimization procedures, in which a MO problem is simplified
into a single problem one.
Current single-objective optimization frameworks only output one layout which is, often,
pre-constrained due to decision taken before the optimization. An example of this practice is the
choice of the wind turbine model or the number of turbines in the initial phase of the design process
(see Section 1). However, the designers should not limit the design themselves beforehand but rather
should explore all the designs and select the most suitable design only after a careful inspection of
economic factors and high-level constraints.
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Single-
Objective 
Optimizer
Wind farm
designer
Final wind 
farm layout
Economic 
function and 
assumptions
Optimization and decision phases
Database
High-level 
constraints
AED
CAPEX
OPEX
Figure 4. Flowchart of current single-objective optimization strategies. Dotted-line arrows represent
input from the designer, solid-line arrows represent algorithm flow and dotted-point-line arrows
represent component use.
3. Multi-Objective Optimization Framework
3.1. Optimization Goals
All economic functions used to evaluate the profitability of OWFs have the same backbone
variables: the AED, CAPEX and OPEX. They were the chosen as optimization goals because they retain
their original function direction when optimizing any economic function. In other words, to optimize
an economic function f (AED, CAPEX, OPEX), the AED must be maximized and both the CAPEX
and OPEX have to be decreased. In this way, it is possible to obtain optimized wind farm designs
without setting a priori economic factors, e.g., interest rate or price of energy.
Although MO optimization is generally slower and computationally more demanding than
single-objective optimization due to the larger problem search space (optimizing conflicting goals
is more challenging than optimizing only one function), the former only requires one optimization
routine because it optimizes all the goals simultaneously and therefore the optimization and decision
phases are decoupled (see Figure 5). In this way, time is saved since only one optimization routine is
run. Afterwards, all the possible results are presented to the designers. Nonetheless, the proposed
framework still depends on component costs. The optimization strategy would be more flexible if it
differentiated wind farm layouts solely on raw comparisons (e.g., cable length, number of turbines or
support structures height) without relying on any costs. However, as for any optimization problem,
adding many optimization goals is counter-productive as it raises the problem complexity and largely
increases the required computational cost.
The optimization framework targets the FEED phase of an OWF. At this stage the farm layout
is not yet decided, but the wind farm location is already defined [15]. Therefore, the macro siting
optimization of the wind farm is out of scope. It is considered that the project location resulted
from several factors that minimized environmental impacts such as bird and marine life, military
activity, nature conservation, shipping and navigation, sub-sea cabling and pipelines, existing offshore
industries and aviation [22].
Furthermore, it is assumed that the location has suitable wave and tidal conditions, soil properties,
feasible water depths, as well as an economically viable wind resource. Although transportation and
installation of wind farm components are not directly considered, part of these costs are captured in
the framework by avoiding the most challenging seabed areas and by including an installation cost
share in the price of turbines.
Finally, a pre-selection of components, e.g., wind turbines and cables, has been performed
beforehand. In this way, the wind farm designers provide a database with information on these
components to the optimization phase (see Figure 5).
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3.1.1. Selection Criteria
The following criteria were used to select the design aspects to be incorporated in the framework:
• Topic relevance—only design considerations that are relevant for OWFs should be included.
For example, as mentioned in Section 2, visual impact, shadow flickering and noise are not
relevant in offshore environments [15,19,51] although they are highly relevant when designing
onshore wind farms.
• Impact—the optimization framework should include design features that play an important
role in the wind farm layout. This is because the optimization algorithm needs to capture the
difference between the wind farm layouts [47].
The trends of the different components will be assessed in the next section to assure that
the components selected in the case study of the paper are representative of the current offshore
wind industry. Furthermore the trends of the components will also identify the important design
characteristics, e.g., number, location and type of offshore substations, that need to be implemented in
the optimization framework.
Optimized trade-offs
Multi-
Objective 
Optimizer
AED
OPEX
CAPEXDatabase
Optimized wind 
farm layout
Wind farm
designer
End 
design?
Final wind 
farm layout
Economic 
function and 
assumptions
High-level 
constraints
Yes
No
Optimization phase
Decision phase
Figure 5. Proposed MO optimization framework for the design of OWFs and their electrical
infrastructure. Dotted-line arrows represent input from the designer, solid-line arrows represent
algorithm flow and dotted-point-line arrows represent component use.
4. Selected Design Aspects and Optimization Variables
This section presents the optimization variables and respective design aspects which, based on the
aforementioned selection criteria, should be considered in the optimization of OWF layouts and their
electrical infrastructure. The optimization variables and design aspects are presented separately for the
main components of an OWF: turbines, offshore substations and cables (shown in Figure 6). Table 4
summarizes all the design aspects with their respective boundaries and constraints. Furthermore, it
also shows the direct influences of the design variables over the AED and CAPEX. Next, the industrial
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trends of each optimization variable are given to assure that the optimization framework here presented
embraces all the important points of current state-of-the-art OWFs.
a
b
cd
e
f
g
Figure 6. Main components of an OWF: (a) Wind turbines; (b) Collection cables; (c) Export cables;
(d) Transformer station; (e) Converter station; (f) Meteorological mast; (g) Onshore stations.
Table 4. Design variables: influences, boundaries and constraints.
Design Variables AED Costs Boundaries Constraints
Wind Turbines
Number
Energy
conversion,
wakes losses
Turbine cost, collection
cables cost
Maximum stated in the
development consent order (DCO)
or maximum turbine packing
Wind farm efficiency, capacity factor,
installed capacity
Location Wake losses Support structure costs Wind project area Turbine separation, water depth, naturaland man-made constraints [15]
Model
Energy
conversion,
wakes losses
Turbine costs Pre-selected turbine models Commercial and consistency reasons [15]
Offshore Substations
Number Electrical losses Components cost, substationcost, cabling costs Maximum stated in the DCO —
Location Electrical losses Support structure costs,cabling costs Wind project area Same as for the turbine locations [52]
Type Electrical losses
Components cost, support
structure costs, substation
cost, cabling costs
Technologies allowed in the DCO Same as for the turbine models
Collection Cables
Rated power Electrical losses Cabling costs Pre-selected cables, Voltagesallowed in the DCO Turbines rated power
Rated voltage Electrical losses Cabling costs, reactive powercompensation costs Pre-selected cables —
Transmission Cables
Rated power Electrical losses Cabling costs Pre-selected cables Project rated power (overplanting)
Rated voltage Electrical losses Cabling costs, reactive powercompensation costs
Pre-selected cables, Voltages
allowed in the DCO —
4.1. Wind Turbines
Figure 7 shows that the rated power, rotor diameter and hub height of offshore wind turbines
is increasing since the initial projects. The average turbine rated power installed between 2012–2014
rounded the 4 MW mark (see Figure 8a) [53]. This means that, generally, the offshore wind industry
prefers larger wind turbines.
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Figure 7. Hub height, rated power and rotor diameter of several wind turbine models and their
commission year [10,11].
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Figure 8. Early and total statistics for commissioned and under construction European OWFs [10,11,54];
(a) Turbine rated power; (b) Turbine electrical configuration; (c) Turbine support structure;
(d) Transmission technology.
The electrical systems of wind turbines have also evolved. Figure 8b shows that the first turbines
used simple fixed-speed systems with asynchronous generators and with no power converters [55].
In a second technological step, pitch-controlled variable speed wind turbines technologies emerged as
the preferred technologies and became the dominating type of wind turbines in the following years.
Wind turbines equipped with doubly-fed induction generators (DFIGs) constitute approximately
25% of the offshore market [10]. Nowadays, most of the offshore wind turbines are equipped with
fully-rated voltage source converters (VSCs) in a back-to-back configuration. These converters allow
for enhanced controllability which helps to meet the challenging grid code requirements and the
reduction in mechanical loads achieved with variable-speed operation [56].
Regarding the support structures, Figure 8c shows that the monopiles have the highest market
share, although different grounded support designs, e.g., tripods, gravity based and jackets, have been
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tested. Figure 9 shows the most common support structures and two innovative designs: the suction
bucket and the twisted jacket [57,58]. Nonetheless, monopiles are expected to maintain their market
share for the coming years since efforts are being done to enhance the design of monopiles to be able
to support 6–8 MW turbines in water depths up to 40 m [59].
In the far future, floating support structures are expected to obtain a fair share of the offshore
wind market due to their use in deep waters [60]. Figure 9 shows several floating solutions which
have been tested in the last years. However, much has to be done before floating solutions become
economically more viable than monopiles [60].
CR
Support Structures
Grounded
Gravity
based
Bucket Monopile Tripod Tripile Twisted
jacket
Lattice
Jacket IDEOL WindFloat
Buoyancy
WINFLO
Mooring
line
Blue
H TLP
Floating PelaStar Advanced Hywind
Ballast
Floating
Haliade Spar
Figure 9. Most common grounded turbine support structures and several existing floating
solutions [61–64].
4.1.1. Design Variables, Constraints and Influences
The number, model and location of the turbines have to be simultaneously optimized to guarantee
that enhanced layouts are obtained. The locations of the wind turbines have a strong impact on the
overall efficiency of the wind farm. The turbines energy production is directly related to the turbines
power curve and to the wind resource specific from the wind farm area. Installing wind turbines close
to each other causes interferences such as shadowing effects, which lead to reduced power production
and, therefore, lower wind farm efficiencies. For example, the Danish Horns Rev OWF produces
11% less due to wake effects [65].
Different turbine models have distinct market prices, hence, it is important to evaluate the
influence of the number of turbines and respective types in the CAPEX. Also the support structures
have to be assessed since the turbine model and water depth and soil properties play a major role.
Support structure costs are typically dominated by the steel price and the influence of the water depth
and ground conditions on the structure design [13]. In fact, the support structures investment cost
does not scale linearly with their height. Therefore, costly support structures may be prevented if deep
locations of the wind farm area are avoided. The proposed optimization framework needs to address
the dependency of the cost of the turbine support structures with the seabed water depth.
4.2. Offshore Substations
Since 2002 most of the OWFs make use of offshore substations to increase the voltage levels
of the transmission system (see Figure 8d). Currently, there are two types of offshore substations:
transformer substations, that simply increase the ac voltage to suitable transmission levels; and
converter substations which also perform ac to dc conversion (and viceversa).
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4.2.1. Design Variables, Constraints and Influences
The number and location of substations is an important design aspect as it directly impacts the
total length of the collection system [66]. The number of substations has also a strong impact in the
wind project CAPEX, as well as type of substation. Converter substations are much more expensive
due to their larger size and weight, but also due to the extra components required to rectify ac into dc.
Furthermore, the type of substation also defines the transmission technology, which plays an important
role in the overall system cost and electrical losses [67].
Figure 10a shows that initially one external substation was commonly used, i.e., the substation was
placed at the edge of the projects. In a second step, the substation started to be inside the wind farm
to minimize the collection system length. Nowadays, large OWFs usually make use of two offshore
substations as shown in Figure 3b [10,11]. In this way, an optimization framework has to be able
to place offshore substations both inside and outside the wind turbines as well as handle multiple
offshore substations.
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Figure 10. Statistics for commissioned and under construction European OWFs [10,11,54]. Circle size
represents the installed capacity of the wind farms; (a) Number and location of offshore substations;
(b) Number of different collection cables.
4.3. Collection Cables
The collection cables interconnect different wind turbines and transport the energy generated
to an offshore substation or to shore if no substation is present. More precisely, the collection cables
connect to the switchgear inside the turbines to the switchgears of the substation [19,68].
4.3.1. Design Variables, Constraints and Influences
The main design variables of the collection cables are the rated voltage and their cross section
which is related to their rated power. So far, 33 kV is the highest and most common voltage level in
wind farm collection systems [10]. If a 66 kV collection system was used, the transmittable power
would double but the costs would increase by 12% [69]. Therefore, the voltage level of the collection
system has to be assessed to assure that optimized layouts are obtained.
The cable layout design is performed during FEED studies and several topologies may be
used, e.g., radial, looped or branched arrays [15,70–73]. The design of the collection system plays
an important role in the electrical losses. For example, the use of branching may lead to shorter
collection systems (Figure 3b shows an example of a branched collection system) and, hence, lower
installation costs [74].
The usage of cables with different cross sections is another strategy to reduce the investment
costs related to the cabling system. Figure 10b shows that, hitherto, the offshore industry has opted
to use array cables with different cross sections only if the total array cable length was above 25 km
(an exception is the British Greater Gabbard wind farm) [52]. This strategy allows for costs reduction
because cables that carry the power of only a few turbines have lower cross sections and, therefore,
need less raw material [75].
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4.4. Transmission Cables
Initial OWFs exported their energy production via medium-voltage ac (MVac) transmission
systems since the transmission losses were low due to their low installed capacities (up to 100 MW)
and close proximity to shore (shorter than 15 km) [22]. The need for an offshore transformer came
from the high installed capacities and higher distances to shore [22]. In 2002, the Danish Horns Rev 1
became the first project to make use of an offshore transformer station [10].
Thus far, the industry has used the high-voltage dc (HVdc) technology when distances higher
than 50 km and installed capacities above 100 MW were considered [22].
Although HVac technology is used to transport 65% of the energy generated offshore and the
HVdc technology accounts for 25% of the total installed capacity (see Figure 8d), currently it is still
unclear if one technology will obtain a large share of the market or if several technologies will be
used [22]. Therefore, it is desired to obtain an optimization framework that accounts for the different
transmission technologies.
4.4.1. Design Variables, Constraints and Influences
The type of cable has a direct impact in the overall system cost as well as in the transmission
losses. Furthermore also the cross section of the cables is directly linked with their power transfer
capability. Finally, the rated voltage of the transmission system also relates with the power losses
and with the obtainable transmission distances. This is of high importance when HVac systems are
considered due to the large reactive power compensation needs [76–78].
5. Case Study
The key variables during the design of an OWF, the optimization goals and the need for MO
optimization were introduced in the previous sections. Now, the proposed framework is applied to
a case study to demonstrate the advantages and the design capabilities given to the designers.
5.1. Borssele Wind Farm
In 2013, the Netherlands defined an Energy Agreement which set as target to increase its renewable
energy production by 14% until 2020 [79]. To achieve this target the government has allocated up to
e 18 billion to subsidize the offshore wind industry. The Energy Agreement identified the need for
an additional offshore capacity of 3.5 GW by 2023. For this purpose, 700 MW licences and respective
subsidies will be tendered annually between 2015 and 2019 [80].
Several areas, shown in Figure 11, have been identified for the development of OWFs. The areas
Borssele, IJmuiden Ver, Hollandse kust and Ten Noorden van de Waddeneilanden cover approximately
2900 km2 (representing 5% of the Dutch EZZ [81]) and have a potential offshore wind capacity of
17.4 GW (assuming an average of 6 MW/km2) [82].
The first two zones of the Borssele wind farm area are considered for the case study. The Dutch
Borssele wind farm zone is situated 0.5 km away from the Belgian exclusive economic zone [83] and
has a total area of 344 km2 which is divided into four sites with a maximum installed power of 350 MW
each (see Figure 12a) [83].
Two 700 MW platforms will be built in the Borssele area [80]. Each platform will connect two
sites to the onshore grid via 220 kV ac cables [83,84]. The developers have a maximum bid value of
0.124 e/kWh for the Borssele zones I and II [83]. The collection system is planned to have a rated
voltage of 66 kV [83,85].
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Figure 11. Dutch commissioned, under construction, planned and future OWF areas [81,82].
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Figure 12. Description of the Borssele wind farm area, existing pipeline and telecom cables and water
depth [84]. The color bar of the left figure represents the water depth in meters and the legend of the
right figure presents the wind bins in m/s. (a) Wind farm water depth [84]; (b) Annual wind rose at
height of 90 m [86].
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The wind farm area, mean water depth and existing pipelines or telecom cables are shown
in Figure 12a. The water depth ranges between approximately 16 and 38 m [83]. The presence of
unexploded ordnances (UXOs), which are likely to be present at the site, are neglected since they
will be removed if necessary by governmental agencies without additional costs to the wind farm
developers [87,88].
Although, most of the existing wind farm projects make use of a standard grid layout [10,11], this
is not the case for the Borssele wind farm area in which there are no restrictions regarding the placing
of the turbines [89,90].
The wind resource data (see Figure 12b) was measured at four different locations [91].
The measurement points are located between 15 to 82 km of the offshore wind farm and the
measurement height varied between 21 and 315 m above sea level [91]. The measurement campaigns
were carried between 5.5 months to 12 years [91]. The long-term mean wind speed at a hub height
of 100 m above sea level at the center of the Borssele zone is 9.6 m/s [91]. The wind speeds were
extrapolated to the turbine hub heights to account for its vertical profile [92]. The mean wind speed at
hub height of the Vestas turbine (107 m) is 9.67 m/s, whereas for the Darwind turbine (hub height of
92.5 m) a value of 9.52 m/s is obtained. Lastly, it was considered that the wind turbines could operate
during 80% of the time for wind speeds higher than 18 m/s, i.e., during 80% of that time the wind
speeds were lower than 25 m/s and, in this way, the turbines operate. For wind speeds higher than
25 m/s the turbines have to be shut down for safety reasons (see Figure 13).
Lastly, the point of common coupling (PCC), situated in Borssele, is approximately 50 km away
from the wind farm area [93] and the length of the export cables are considered to be 15% longer than
the distance to shore to account for any necessary rerouting of the transmission cables (see Figure 3b).
5.1.1. Component Data
Turbines
The turbines considered in the case study are the Vestas 8 MW with a rotor diameter (RD) of 164 m
and hub height of 107 m [94] and the Darwind 5 MW with a 115 m rotor diameter and a hub height
of 92.5 m [95]. Figure 13 presents the power and thrust curves of both turbines. Since these curves
represent the power delivered at the output of the turbine, it is not necessary to calculate the power
losses in the turbine electrical system [25]. Both turbines makes use of full-rated power converters
connected in back to back. A minimum separation between two wind turbines has to be respected [96].
In this case study a minimum distance of 4RD was used [84].
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Figure 13. Power and thrust curves of the turbines used in the case study. (a) Power curves;
(b) Thrust curves.
Cables
All cables are modeled with a pi-model which takes into consideration the type of soil surrounding
the cables and the geometric dimensions of the cable according to the IEC standards 60228 and
60287 [97,98]. For a thorough description of the cable model the reader is referred to [76,99]. Table 5
presents the properties of the all the cables used in the case study. The 33 kV cables (240 or 500 mm2
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of cross section) are able to carry 5 or 8 Darwind turbines; and 3 or 5 Vestas turbines, respectively.
Regarding the 66 kV cables, they could carry the power of 11 or 16 Darwind turbines; and 6 or 10 Vestas
turbines, respectively.
Table 5. Parameters of the cables used in the case study [97,98,100].
MVac HVac HVdc
Rated Voltage (kV) 33 66 132 220 ±150 ±320
Cross section (mm2) 240 500 240 630 500 800 1000 500 800 1000 240 630 1200 2000 240 630 1200 2000
Rated Power (MVA or MW) 27.7 40 54.9 81.7 150 178 189 250 295 330 209 374 537 722 446 797 1147 1540
Current Rating (Copper) (A) 485 700 480 715 655 775 825 655 775 866 697 1246 1791 2406 697 1246 1791 2406
Resistance @20◦C (mΩ/km) 80.4 44.7 85 41.4 51.3 37.4 34 39.1 24.6 21 75.4 28.3 15.1 9 75.4 27.3 15.1 9
Capacitance per phase (nF/km) 280 300 220 320 140 170 190 140 170 190 — — — — — — — —
Inductance per phase (mH/km) 0.34 0.31 0.38 0.33 0.43 0.4 0.38 0.43 0.4 0.39 — — — — — — — —
Cost (ke/km) 243 373 283 437 598 782 886 771 1009 1301 502 664 824 1005 502 677 1019 1405
Multi-Level Modular Converters (MMCs)
A MMC steady-state model recently introduced in the literature is used in this work [76,101,102].
The model captures the conduction and switching losses of the semiconductors, the conduction losses
of the arm reactors, the cooling system losses and the influence of the temperature of operation.
The MMC is based on Infineon IGBTs and its properties are shown in Table 6 [103]. The MMC is
considered to balance the voltage of the capacitors of the submodules through the reduced switching
control strategy which lowers the switching losses and allows the efficiency of the MMC to be close to
99.5% [101].
Transformers
The transformers are modeled with a T-model which considers the core and ohmic losses (see
Figure 14) [76,99]. The transformer parameters (shown in Figure 14) are based on the three-phase
transformer of the SimPowerSystems toolbox of MATLAB Simulink [76].
+
-
+
-
cR =600pu
pV
α
pαI
MX =400pu
eqsR =0.005pu eqsX =0.16pu
sV
sI
Figure 14. Transformer model [76,99].
Table 6. Multi-Level Modular Converter (MMC) parameters [76,77,101].
Parameter Value
Rated power >500 MVA
Rated dc voltage ±150 kV or ±320 kV
Rated ac voltage 380 kV
System frequency 50 Hz
Carrier frequency 100 Hz
Number of arm SMs 58
Arm resistance 0.07 Ω
Reactance phase reactor 0.1 pu
Resistance phase reactor 0.01 pu
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5.2. Optimization Goals
5.2.1. AED
Energy Production
The energy generated by the turbines is calculated based on their power curves. The availability
of the turbines is considered to be 97% which is a value envisioned to be obtained between 2015 and
2035 [104].
Wake Losses
The Jensen model was used to calculate the wake interaction between turbines. The Jensen model,
one of the most common models used, is a simplified and fast manner of calculating the wind speed
inside the wake of a turbine [25]. More precisely it was used a later version of the model, which was
developed by Katic et al. [105]. All the MO approaches presented in Table 1 used the Katic-Jensen
model (except [29,30] which used the original Jensen model). For a description of the wake model the
reader is referred to [105–107].
Collection System Design
Finding the optimal branched infield cable topology for OWFs corresponds to the capacitated
minimum spanning tree problem [108]. A savings heuristic approach is used since the optimization
framework requires fast models. It is a hybrid between the heuristics Planar Open Savings [72] and
Esau and Williams are the possibility for multiple cable capacities, the minimization of pipeline/cable
crossings and the option to select the maximum number of cables branches per turbine [75].
It is assumed that the collection system connects every turbine to one substation through
one distinct cable. The inter-array cables cannot cross each other or the transmission lines of their
substation. The maximum number of cable connections per turbine is considered to be four due to
space limitations inside the turbine tower [68,85]. Finally, the crossings with existing pipelines and
telecom cables should be minimized [66,109]. For a more detailed explanation of the heuristic the
reader is referred to [75].
Electric Infrastructures
Three different transmission technologies (TT) are considered in this work: MVac, HVac and
HVdc (see Figure 15). The MVac interconnects directly the turbines to the PCC, whereas the other
two options make use of offshore substations.
Recent studies investigated the advantages of using an overplanting strategy. Such design strategy
breaks the common rule used up to now of using a transmission system with the same power capacity
of the wind farm. The main idea is to harvest energy from more turbines for low wind speeds and
apply curtailment strategies when the wind speed is too high [110].
This idea is implemented in the HVdc scenario by setting the MMC rated power as the sum of the
turbines rated power that are interconnected to it. Since the number of cables per MMC is fixed, it is
assumed that if the chosen cables have not enough energy transport capacity, the algorithm upgrades
them to have larger cross sections. If the cable with the highest cross section available is not able to
carry all the power, the MMC caps the power that flows through it to its rated power and the rest
is curtailed.
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Figure 15. Electrical infrastructures considered in the optimization framework.
For the case of HVac technology if there is at least one power flow in which the chosen cable is
not able to transport all the power, the number of cables of that substation is increased by one and
the power flows are run once again. Lastly, the number of turbines that could be connected to each
MVac cable is calculated assuming the turbines to operate with a power factor of 0.95 to allow for some
reactive power transport [85].
Power Flows
The power flows from the turbines to the PCC are calculated using a power flow and optimal
power flow solver library developed in the Python programming language called PyPower [111].
There are three possible types of nodes in a network: PQ, PV and slack nodes. A node PQ is a node in
which the active and reactive power are known and the state variables are defined as the load angle (δ)
and voltage. On a PV node the active power and voltage level are known but the reactive power and δ
are unknown [77]. Finally, on slack nodes a reference angle and the voltage are set but the active and
reactive powers are not determined before solving the load flow. Table 7 shows a comparison between
the different types of network nodes.
The turbines are considered to be nodes of type PQ, i.e., the active power is set to the values
obtained with the wake losses model and it is considered that the turbines are not producing any
reactive power. In this way the power flow equations determine the voltage and angle at the turbine
nodes. Alternatively, the turbines could be set as PV nodes to help in the reactive power support.
However, this falls under the wind farm power control which is out of the scope of this work.
The ac side of the MMCs and the onshore network nodes are defined as slack buses, i.e., the
voltage is equal to 1 pu and the angle δ is set to zero degrees. The transformer nodes are considered to
be of type PQ and with no net injection of active or reactive power flowing into their nodes. The sizing
of the transformers is initially done by summing the turbines rated power which are connected to it.
After running the power flows if the rated power of the transformers is surpassed, these become the
new values and the power flow scenarios are repeated.
The reactors nodes (see Figure 15) are considered to be of type PV (see Table 7). It is considered
that no active power flows to the reactors and that the voltage is equal to 1 pu. In this way, the reactors
provide total reactive power compensation. The reactor sizing is based on the scenario in which no
power is produced at the turbines, since it represents the most demanding case for the reactive power
compensation units [77].
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Table 7. Comparison between the network node types [77].
Node Type Known Variables Unknown Variables
PQ Active power and Reactive power Voltage and δ
PV Active power and Voltage Reactive power and δ
Slack node Voltage and δ Active power and Reactive power
5.2.2. CAPEX
The cost models used in this case study are based on several literature works [49,74,85,112–115]
and it is not the scope of this work to further develop or validate them. The cost values used are
updated considering an annual Eurozone inflation of 1.85% [12].
Turbines
The price for the turbines is obtained using the data in [74]. The cost of the Darwind turbine
is 4.85 Me and the Vestas 8 MW costs 6.39 Me. The values include 10% extra for the transport and
installation.
If the 66 kV collection system is used, the cost of the turbines increases by 20% due to the extra
costs of the turbine transformers and switchgears [85].
The cost to decommissioning the turbines at the end of the wind farm lifetime is set to 1.05 Me for
the Darwind turbine and 1.68 Me for the Vestas 8 MW [116].
Support Structures
The cost of the monopile support structures and their transport and installation is given by [74]:
Css = 0.54 · Pturbrated (1 + 0.02 (wd − 8))
(
1 + 0.8 · 10−6
(
h
(
RD
2
)2
− 105
))
(1)
where Css is the support structure cost in Me, wd is the water depth in meters, h is the turbine hub
height in meters, RD is the rotor diameter in meters and Pturbrated is the turbine rated power in MW.
Cables
The cost values of the 33 kV collection cables are obtained from [74] and are shown in Table 5.
The cost of the 66 kV cables is considered to be 15% more expensive than the 33 kV cables for similar
cross sections [85]. The cost to install the MVac cables is considered to be 365 ke/km independently of
the voltage level or the cable cross section [74,85].
The costs of the HVac cables are based on values taken from [114] and are shown in Table 5.
An additional cost of 720 ke/km is added to account for the installation of the cable [74]. The costs of
the HVdc cables are based on [115] and are also shown in Table 5. Similarly to the HVac cables, the
installation had an extra cost of 720 ke/km [74].
The cost to cross an existing pipeline or telecom cable is considered to be 100 ke [75].
Switchgears
The switchgears for the 33 kV collection system cost 73.25 ke and the 66 kV ones cost
101.25 ke [114]. One MV switchgear is installed in each collection cable as shown in Figure 15.
The HV switchgears cost 1.57 Me for a rated voltage of 132 kV and 2.60 Me for 220 kV transmission
systems [115].
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Offshore Substations
The cost of the HVac offshore substations is given by [114]:
CHVacss = 2.8286 Me+ 0.099Pss (2)
where Pss is the sum of the substation turbines rated powers (in MW) and CHVacss is the cost Me.
The same expression is used for the HVdc substations but with an 85% increase to account for the
larger and heavier structure needed to house the extra components [117].
The cost of reserve diesel generators to run the essential equipment of the substation is given
by [74]:
Cgen = 0.0237 Me+ 0.0023Pss (3)
where Pss is the sum of the rated powers of the turbines that interconnect to the substation (in MW)
and Cgen is the cost of the diesel generator in Me.
Transformers
The transformer costs are expressed as [74]:
Ctra f o = 0.0477P0.7513tra f o (4)
where Ptra f o is the rated power of the transformer in MVA and Ctra f o is the cost in Me. The minimum
transformer rated capacity is considered to be 50 MW.
MMCs
The cost of the MMCs is given by the following expression [115]:
CMMC = 61.3777 Me+ 0.0657PMMC (5)
where PMMC is the rated power of the MMC in MVA and CMMC is the cost of the MMC in Me.
The minimum MMC rated capacity is consider to be 500 MVA.
Reactive Power Compensation
The 33 kV reactors are considered to have an efficiency of 98% [118] and cost 66% of what
a transformer of the same rating would cost [114]. A 40% extra cost is added to the 66 kV reactors due
to their higher volume and weight [85].
SCADA, Project Development, Insurance
The SCADA system is considered to cost 0.75 Me/turbine [74], whereas the project development
is estimated as 0.468 Me/MW [74]. The insurance and contingencies during the project phase are
considered to be 0.7 Me per Darwind turbine and 1.12 Me for the Vestas turbines [116].
5.2.3. OPEX
The operational costs are an important component of OWFs and, hence, should be considered
during the optimization phase. Inasmuch to use a more comprehensive OPEX calculation model, such
as the OPEX Cost Estimator from ECN [119], a considerable amount of data is required, e.g., available
vessels, crew members and detailed weather information.
Simpler approaches can be used to avoid this drawback. The OPEX may be considered as
a percentage of the investment costs [44,45] or monetized through a cost value per MWh produced by
the farm [49,120,121]. Because the value of the OPEX is directly proportional to either the AED or the
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CAPEX, it is not included in the optimization process and is only calculated afterwards. In this way,
the problem becomes bi-objective with the AED and CAPEX as optimization goals.
5.3. Multi-Objective Gene-Pool Optimal Mixing Evolutionary Algorithm (MOGOMEA)
The Multi-objective Gene-pool Optimal Mixing Evolutionary Algorithm (MOGOMEA) was used
in this work. The MOGOMEA, recently introduced in the literature [122], is a metaheuristic discrete
MO optimization algorithm which demonstrated to outperform, i.e., obtain better optimized trade-offs,
other state-of-the-art well-known MO optimization algorithms on standard combinatorial benchmark
functions [122], as well as in real-world applications [33,123] for a given budget of function evaluations.
Although the MOGOMEA is capable of obtaining high-quality results, it does not guarantee global
optimal solutions are found given a finite amount of evaluations of the optimization functions [122].
Since the MOGOMEA only uses discrete variables, it is straightforward to optimize the number
and locations of turbines in simultaneous. Constraints on the location of turbines, such as minimum
distance to existing power cables and shipwrecks, within the OWF area are automatically respected by
not considering constrained places in the possible set of locations for the turbines [47]. Furthermore, the
limited precision offered by the models used, such as the wake model, do not require the accuracy of
continuous variables [33]. The location of a turbine may be described by a single parameter in a discrete
approach, whereas a continuous domain demands two variables. Lastly, given the same number of
problem variables and the same inherent underlying problem complexity, continuous optimization
problems are typically slower to solve than discrete problems because of the larger variable-domain
size of continuous variables [33].
MOGOMEA is started by initializing n solutions (the definition of a solution is later introduced in
Equation (6)) which are evaluated to obtain their objective values. The algorithm then alters solutions
into offspring by exchanging variables between different solutions. The MOGOMEA clusters solutions
that are in the same objective space vicinity and only performs variation within each cluster since
solutions tend to be very dissimilar for different areas of the objective space [122].
The general variant of the algorithm uses the mutual information as measure to build a hierarchical
linkage model to identify group of variables that are important to be copied together under black-box
optimization, i.e., nothing is known about the optimization problems [124,125]. However, it is known
that turbines influence the energy production of neighboring turbines and that this influence might be
considered negligible for turbines situated far enough apart [126,127]. For this reason, in this work the
distance between the possible locations is used as a measure of dependency instead of the standard
statistical analysis used in MOGOMEA [33].
The population size used by the algorithm is an important internal parameter that should be
adjusted according to the instance of the WFLOP being solved [127,128]. A population-free sizing
scheme of MOGOMEA is used, avoiding the need for the right population size to be assessed [33].
In this way, the population size is incrementally increased throughout the optimization [33]. This is
done to allow new genetic material into the population since the algorithm performs a very intensive
local-search strategy and hence, it may fail to layouts that cannot be reached from the initial solutions
(only through mutation) [122].
Although the MOGOMEA was initially designed to have a population of solutions that are
sequentially altered to generate offsprings [122], the version of MOGOMEA employed evaluates the
solutions in an asynchronous parallel manner. Currently, it is becoming even more important to move
towards a parallel environment in which several CPU cores may be used simultaneously [129]. This is
of high importance especially because the evaluation time of a solution varies with the complexity of
the OWF layout it represents. For example, the wake loss evaluation highly depends on the number of
turbines [126,127] and wind directions [107], whereas the collection system design also depends on the
number of turbines of the project [72,75].
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5.3.1. Optimization Variables
A solution is composed as follows:
x =
[
t1 · · · ti VHVac CHVac VHVdc CHVdc VMVac
]
(6)
where t1 . . . ti determine what is placed in each available position of the wind farm area. The following
representation is used: 0—Empty, 1—Darwind 5 MW turbine, 2—Vestas 8 MW, 3—Transformer
substation, 4—Converter substation. The variables VHVac, VHVdc and VMVac determine the voltage
level of the HVac, HVdc and MVac cables, respectively. The variables CHVac and CHVdc identify the
cross section of the cables.
5.3.2. Random Wind Farm Layouts
An heuristic that aims at maximizing the distance between turbines is used to create random
layouts. Firstly, the number of turbines of the wind farm, m, is randomly generated between one
and the number of locations of the grid. The location of the initial turbine is randomly chosen from
all the possible locations. After, the distances of the remaining possible locations are computed to
the first turbine and the most distant location is chosen for the second turbine. The distances f the
remaining locations are updated by checking whether the distance to the new turbine is smaller than
the currently stored distance (the shorter distance is kept). The procedure is repeated m times or until
a turbine violates the proximity constraint. In this way, it is guaranteed that feasible wind farm layouts
are generated, similarly to previous works [130–132].
Whenever a turbine is placed in the layout, the algorithm randomly selects a turbine model from
the ones considered. At the end, the turbine model used in the OWF is the one that was assigned the
most since, generally speaking, OWFs are composed of only one turbine type [10,11]. Nonetheless, the
framework was designed as is so that this constraint could be removed in the future, if desired.
A random number of substations is sampled between zero and three. Next, the k-means clustering
algorithm is run with that same number [133]. The closest locations of the grid to the cluster centroids
are chosen to represent the substations. Thereafter, another random number is sampled for each
substation to decide if it represents either a converter or a transformer substation. In case there is at
least one converter station, the algorithm considers that all substations perform ac-dc conversion, i.e.,
the transmission system uses the HVdc technology.
5.3.3. Multi-Resolution
The results obtained in [33] indicate that it could be beneficial to use a multi-resolution scheme in
which a large grid step is employed in the first optimization iteration to allow the algorithm to find
highly packed wind farms easier. Thereafter, these solutions would serve as initial population for
a second optimization routine with a smaller grid step. Therefore, the algorithm starts the optimization
routine with the 4RD grid step and advances to smaller step sizes of 2RD and 1RD. The layouts are
then mapped onto the finer grid.
5.3.4. Internal Parameters
The initial population size, n, is set to 32 since it corresponds to the number of CPU cores available.
The algorithm groups the wind farm layouts into five clusters during the optimization process since
this setting has proved to already provide improved results over using a single cluster in recent
literature [122].
6. Results
The case study was run in Python on a server with 32 cores (Intel Xeon ES-2690@2.9 GHz) running
the 64-bit version of Ubuntu 12.04. The optimization framework was given in total 30 days to run.
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The largest grid step (4RD) size was run for 6 days, whereas 12 days were given to each of the
two remaining more refined grid steps (2RD and 1RD).
6.1. Optimized Trade-off
Figure 16 shows the optimized trade-off obtained with the MO optimization algorithm (and for the
two layouts designed by hand, which are introduced next) between the AED and CAPEX. The trade-off,
composed of 358 different OWF layouts, shows that three different transmission technologies were
used. For small wind farms the 66 kV interconnection to shore was the best option. On the other hand,
for AEDs higher than 4000 GWh/year, the HVdc transmission technology was used. In the right-hand
extreme part of the trade-off curve the HVac technology was used. However, it came with much higher
investment costs and did not increase the AED significantly.
Although the optimized trade-off shows a linear relationship between the goals up to an AED of
approximately 7000 GWh/year, it is important to note that nothing guarantees that the layouts that
are in a close vicinity in the objective space, are also similar in variables space, i.e., the layouts and
technologies may vary considerably.
The optimization case study had also the possibility to use the Darwind 5 MW wind turbine;
however, no layout that is present in the trade-off used it. The results for the standard layouts also
corroborate this result: although the wind farm layout composed of Vestas 8 MW turbines is situated
in the trade-off, the OWF with Darwind 5 MW turbines performs much worse than the other layouts.
The Darwind 5 MW wind turbines produced less energy and, even though they are cheaper, this
difference did not suffice for profitability.
The data gathered for this specific case study hinted that the best turbine was the Vestas one.
However, this result is specific for the case study of this paper and should not be generalized
since turbines with lower rated powers could be the best option under different circumstances.
For example, the support structure costs, insurance costs, among others, do weight in the decision
making. Although, one turbine demonstrated to be clearly superior for this case, for other scenarios,
e.g., different wind farm area or distance to shore, the outcome could differ.
A more difficult situation would be when one could not have a direct hint from the specifications
of the wind turbines. Under such scenario, the advantages of the proposed optimization framework
would clearly stand out. Furthermore, the optimization framework is also able to select from
several wind turbine types (more than two), which is a very difficult selection process to be
manually performed.
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Figure 16. Optimized trade-off obtained between the optimization goals for areas I and II and standard
layouts. The optimized layouts will be numbered from left to right, i.e., with increasing annual energy
delivered (AED) and CAPEX.
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6.2. Wind Farm Layouts Designed with Standard Approaches
Two OWF layouts were hand-designed by taking into consideration the guidelines given to these
areas [134]. In this way, 350 MW (352 MW for the 8 MW turbines) were placed in each wind farm
area and all the turbines were interconnected to one 220 kV HVac offshore substation placed in the
exact location where it will be built [83]. It is important to note that some level of optimization was
used during the design of these layouts. The wind turbines were placed in the grid that maximized
the distance between them. Furthermore, as shown in Figure 17, the turbines have a larger distance
between them in the main wind direction (see Figure 12b). The collection systems were designed with
the heuristic algorithm presented in [75].
The grid step sizes used in the standard layouts are different from the ones that the optimization
framework had access to. This difference may explain why no layouts that export the power to shore
via HVac technology were found in the vicinity of the trade-off (see Section 3.1) shown in Figure 16.
Nonetheless, the layout with 8 MW wind turbines did not dominate (was not superior in any way) the
layouts of the optimized trade-off.
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Figure 17. Layouts obtained with standard design philosophies and restricted to the design
specifications [134]. Red and blue circles represent the 5 MW and 8 MW turbines, respectively.
Gray lines are existing pipelines and telecom cables, blue and red lines are the collection system cables
and green lines are the exporting HVac cables. The purple circles represent the offshore substations.
(a) Layout with 140 turbines (5 MW); (b) Layout with 88 turbines (8 MW).
6.3. Economic Functions
Figure 18 shows how the layouts of the optimized trade-off perform according to the economic
functions presented in Table 3. Table 8 presents the economic values and general characteristics of
the layouts (shown in Figure 19) that demonstrated to be the best according to the different economic
functions. The results were obtained with the following assumptions: interest rate of 7% [70], wind
farm lifetime of 20 years, annual OPEX of 2% of the respective CAPEX [44,45,135] and price of energy
of 0.124 e/kWh, which is the highest bid for the Borssele areas I and II [83]. In Section 6.4 the impact
of these parameters will be assessed. Although fixed annual values were used, distinct annual values
could have been applied in a straightforward manner to simulate, for example, the financial incentives
that the energy generated at OWFs obtain in the first years of exploration [136]. However, these
incentives are country specific and, therefore, were not considered.
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Table 8. Economic values and general characteristics of the best layouts.
Layout nr. NPV(bn e)
LCOE
(e/MWh)
COP
(Me/MW) UF [–]
IRR
(%)
DPT
(years)
ROI
[–]
AV
(bn e) BCR [–]
AED
(GWh/year)
CAPEX
(bn e)
IC
(MW) TT
CSL
(km) NSS
3 0.10 88.22 3.32 0.49 12.80 13.41 1.49 0.03 1.41 0.28 0.21 64 MVac 76.13 0
5 0.14 83.91 3.11 0.48 13.78 12.67 1.57 0.04 1.48 0.34 0.25 80 MVac 74.53 0
18 0.28 83.79 3.08 0.48 13.81 12.64 1.58 0.07 1.48 0.67 0.49 160 MVac 182.45 0
248 1.73 96.18 3.17 0.43 11.23 14.81 1.35 0.63 1.29 5858 4.93 1552 HVdc 281.54 1
322 1.28 107.20 3.39 0.41 9.35 16.80 1.19 0.76 0.76 7210 6.76 1992 HVac 181.30 8
358 -2.86 161.21 5.13 0.42 3.12 27.77 0.72 0.69 0.77 7256 10.23 1992 HVac 170.65 28
Std 8 MW 1.01 90.19 3.16 0.45 12.55 13.75 1.45 0.31 1.37 2822 2225 704 HVac 138.31 1
Std 5 MW 0.50 104.24 3.12 0.46 10.04 16.26 1.23 0.25 1.19 2399 2187 700 HVac 163.79 1
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Figure 18. Results obtained for the different economic functions of the layouts of the optimized
trade-off. The values obtained with the standard layouts are also shown. (a) levelized cost of energy
(LCOE); (b) discounted payback time (DPT); (c) Internal rate of return (IRR); (d) return on investment
(ROI); (e) utilization factor (UF); (f) annualized value (AV); (g) benefit to cost ratio (BCR); (h) cost of
power (COP); (i) Installed capacity; (j) net present value (NPV).
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Figure 19. Layouts obtained with proposed optimization framework. Blue, purple and black circles
represent, respectively, the 8 MW turbines, HVac and HVdc substations. Gray lines are existing
pipelines and telecom cables, blue and red lines are the collection system cables and green and yellow
lines are the exporting HVac and HVdc cables, respectively. (a) Layout number 3; (b) Layout number 5;
(c) Layout number 18; (d) Layout number 248; (e) Layout number 322; (f) Layout number 358.
6.3.1. AED
Figure 19f shows the layout with the highest AED, whereas some of its characteristics are given
in Table 8. The layout uses the concept of distributed substations in which several small offshore
substations housing a single transformer and one reactor for compensation of the export cable are
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used [137]. This concept, as shown in Figure 19f and Table 8, leads to a significant reduction in the total
collection system length (CSL) since this layout has 110 km less array cables than layout number 248,
which has 55 turbines less. The electrical losses are reduced and the usage of array cables with high
cross sections is also minimized in layout number 358. Furthermore, this concept leads to fewer
crossings with existing pipelines and telecom cables as shown in Figure 19f. On average, there are
approximately nine turbines (72 MW) connected to each substation.
The AED function is fully biased towards energy production maximization, hence, designers
should be cautious when applying it in case there are no constraints over the installed power
or a maximum project CAPEX. Moreover, the economic values obtained for this layout clearly
demonstrated that. This layout obtained a negative NPV, a DPT of almost 28 years and a ROI
value lower than one, meaning that the investment would not be able to generate profit for the wind
farm developers, despite its very high AED.
6.3.2. Utilization Factor
The layout which presented the highest UF value, shown in Figure 19a, was composed of only
eight 8-MW turbines. Since the objective is to minimize the losses one might initially think that
a layout with only one turbine would provide the best results. However not only the wake losses are
being considered but all the power losses until the PCC. In this way, the layout with eight turbines
demonstrated to also make a better use of the MVac cable. The turbines were placed far apart from
each other and in shallow areas. The same layout would present the best result if the efficiency of the
system would have been used instead of the UF [33].
The standard layout with 5-MW turbines presented worse results than its counterpart composed
of Vestas turbines in all function but the UF. This means that despite the lower AED, the 5-MW turbines
are slightly better used and it would be in the preferred layout if the UF was the most important
decision factor.
6.3.3. LCOE
The LCOE values of the optimized layouts are shown in Figure 18a. Values between approximately
80 to 105 e/MWh were found for MVac and HVdc transmission technologies. On the other hand, the
layouts based on HVac technology presented much higher LCOE values due to their higher investment
costs than the other layouts which used HVdc and MVac transmission systems.
The layout which presented the lowest LCOE (83.79 e/MWh) was composed of 20 turbines as
shown in Figure 19c. Although the turbines were placed far apart to minimize wake losses, they were
also placed in regions of shallow waters to minimize the cost of support structures. Furthermore, the
turbines were also placed in the wind farm area closest to shore, minimizing the cabling system cost
and the electrical losses.
6.3.4. IRR, ROI, COP, BCR and DPT
The same layout that had the lowest LCOE also presented the best values for the IRR, DPT, COP,
BCR and ROI functions. Although these economic indicators present different values, they did not alter
the ranking between layouts, i.e., if a certain layout performs best at one of these economic functions it
also turns out to be the best according to the remaining ones.
6.3.5. AV
The AV equation is biased towards larger wind farms since it measures the annual revenue.
The layout that maximized the AV equation is shown in Figure 19e and it is very similar to layout
number 358, shown in Figure 19f. The only difference is that it makes use of eight offshore HVac
substations to interconnect the 249 turbines to shore.
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6.3.6. Incremental BCR
According to the incremental BCR economic analysis, the wind farm layout number 5
(see Figure 19b) was the preferred choice. It is composed of ten 8 MW turbines and, therefore, makes
full use of the 66 kV cable with the largest cross section (see Table 5), thus minimizing the ratio between
the AED and the investment costs.
6.3.7. NPV
The wind farm layout which presented the highest NPV value (Figure 19d) has one HVdc offshore
substation that interconnects 194 turbines to shore.
6.4. The Influence of Economic Factors
In this section, the influence of the economic factors over the wind farm layout design is
investigated. To this end, different parameters, such as the interest rate, wind farm lifetime and
price of energy, were altered to analyze the resulting implications. Initially the LCOE will be analyzed,
followed by the NPV function.
6.4.1. LCOE
Assuming the OPEX to be a percentage of the investment costs [44,45], pCAPEX , the LCOE clearly
becomes a ratio between the CAPEX and the AED:
LCOE =
CAPEX
AED
(
1
a
+ pCAPEX
)
(7)
This equation shows that both an alteration to the interest rate and wind farm lifetime or a different
percentage of the CAPEX for the OPEX, will affect in the same way all the wind farm layouts since it
only shifts the ratio between the CAPEX and the AED.
Another possibility, in the absence of a more refined OPEX model, is to monetize the OPEX
through a cost value per MWh, c, delivered by the OWF [49,120]:
LCOE =
1
AED
(
CAPEX
a
+ c · AED
)
=
CAPEX
a · AED + c (8)
Once again, all the layouts will be affected in the same way if the value c is changed. This means
that, if the OPEX is somewhat directly dependent on either the CAPEX or the AED, the LCOE function
is insensitive to the variation of its economic factors. Figure 20a shows that the order of the layouts of
the optimized trade-off remained unaltered, hence, the wind layout number 18 remained the one with
the lowest LCOE value.
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Figure 20. LCOE and NPV values for different economic factors. (a) LCOE; (b) NPV.
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6.4.2. NPV
Different from the LCOE function, the variation of the economic parameters will influence
differently the cash flows of the NPV equation even if the OPEX is proportional to one of the other
goals (see Figure 20b). In this way, the economic parameters play an important role as weighting factors
in the outcome of the NPV function. Table 9 presents the characteristics of the four layouts (shown in
Figure 21) with the highest NPV value for different economic parameters and shows the layouts.
If the designers used an energy price of 0.1 e/kWh, which is the target for energy generated
offshore by 2020 (see Section 1), a layout with an IC of 752 MW presents the highest NPV (see
Figure 21b). This is the only layout of the optimized trade-off curve that has a similar capacity to the
700-MW guideline which demonstrated to be advantageous at some point.
If the lifetime operation of the OWF is considered to be 25 years [138,139], it is more beneficial,
according to the NPV function, to install more turbines to increase the AED and take advantage of the
extra time of operation (Figure 21d).
Figure 20b demonstrates that the higher the revenues, either through a higher price of energy or
via a longer exploration of the site, the NPV function is maximized with OWFs with higher installed
capacities (IC). If the revenues are lower, wind farms with less turbines present the highest NPV values.
Table 9. Influence of the economic factors on the NPV function.
Scenario
nr.
Lifetime
(Years)
Interest
Rate (%)
Energy Price
(e/kWh)
NPV
(bn e)
Layout
nr.
AED
(GWh/Year)
CAPEX
(bn e)
IC
(MW) TT
CSL
(km) NSS
1 20 7 0.124 1.726 248 5858 4.93 1552 HVdc 281.54 1
2 20 7 0.1 0.29 115 2998 2.38 752 MVac 821.98 0
3 20 12 0.124 0.097 57 1617 1.22 392 MVac 418.91 0
4 25 7 0.124 2.468 301 6860 6.04 1904 HVdc 230.63 2
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Figure 21. Layouts with the best NPV values. Blue, purple and black circles represent, respectively,
the 8 MW turbines, HVac and HVdc substations. Gray lines are existing pipelines and telecom cables,
blue and red lines are the collection system cables and yellow lines are the exporting HVdc cables.
(a) Layout number 57; (b) Layout number 115; (c) Layout number 248; (d) Layout number 301.
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6.5. Discussion
The optimized trade-off curve was obtained in 30 days with the proposed framework, which
is relatively fast if compared to the design phase of a state-of-the-art OWF which takes several
months [140]. The optimization strategy also demonstrates that designers would have missed other
wind farm designs that could lead to similar AED and CAPEX values. For example, Figure 22 shows
a layout with 88 Vestas 8 MW turbines connected to shore via 66-kV cables, which has similar values
for the AED and CAPEX as the standard layout of Figure 17b. If, for example, there would be a risk
associated with building structures offshore (e.g., substations, or reliability values for the different
components of the system), the layout obtained with the algorithm would be preferable to the standard
HVac-based one.
480 485 490 495 500 505 510 515 520
x [km]
5710
5715
5720
5725
5730
5735
5740
y 
[k
m
]
40.0
37.5
35.0
32.5
30.0
27.5
25.0
22.5
20.0
Figure 22. Layout with similar annual energy delivered (AED) and CAPEX values as the standard
layout with Vestas 8 MW turbines.
No high-level constraints were applied to the case study, e.g., maximum installed capacity.
Although these will have an influence on the choice of the layout, the basis of the framework holds
since the designers are only required to firstly discard the layouts which do not meet the high-level
constraints and then apply the economic functions over the remaining ones.
The optimization phase itself can still be an iterative process of refining the optimization goals and
constraints because the MO algorithm is powerful enough to exploit peculiarities in an optimization
goal that actually still gives undesired results. For example, in the case study there was no restriction
regarding the maximum number of export cables or a preference towards layouts which used offshore
substations. In this way, even though the layouts shown in Figures 17b and 22 have similar AED and
CAPEX values, the latter, found with the optimization framework, may not be desired by the wind
farm designers due to the high amount of cables connected to shore. On the other hand, the layout of
Figure 22 does not require offshore substations, which if a certain level of risk is associated to them,
may represent an advantage over the layout shown in Figure 17b.
The proposed MO optimization framework provides the designers with important information
that could not easily be obtained with single-objective alternatives. For example, the optimized
trade-off shown in Figure 16 shows to the designers the best transmission technology and voltage level
for the different range of installed capacities. Furthermore the trade-off also informs the designers to
any possible important point of transition in the problem design space, i.e., it shows when increasing
the installed capacity does not lead to better designs but solely to more expensive layouts. For example,
this is the case for the right part of the optimized trade-off of Figure 16. Even though the layouts have
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higher AED, this comes with a dramatic increase of the CAPEX. Therefore, this alerts the designers
that such layouts do not represent the best layouts.
The discovery of important points of transition in the problem search space (Figure 16) is also
directly applicable in other search spaces, such as the economic functions shown in Figure 18.
The designers are informed when the layouts do not present interesting economic figures in
a straightforward manner.
The multi-objective optimization approach also provides the designers with wind farm designers
that were optimized without using economic parameters. This allows the designers to iterate over
the different layouts with different economic parameters without the need to rerun the optimization
(see Section 6.4).
7. Conclusions
A review of existing commercial and academic optimization tools showed their drawbacks
and gaps to be twofold: first, the optimization processes are based on a sequential approach and,
second, a priori economic assumptions need to be made for the optimization phase. To solve these
issues, a MO optimization framework to automate, integrate and optimize the design of OWFs was
presented in this work.
The design aspects of existing offshore wind farms, e.g., number and location of offshore
substations and collection system design, were analyzed. Furthermore, also the industrial trends of the
components was investigated. In this way, it was assured that the optimization framework captures
all the important design aspects and the industrial trends of the components used in state-of-the-art
offshore wind farm. Also, the important optimization variables of the wind farm layout optimization
problem were assessed.
A state-of-the-art multi-objective optimization algorithm, so-called MOGOMEA, was used in this
work. More specifically, a variant of the algorithm tailored for the wind farm layout optimization
problem was employed. The algorithm and the optimization framework were then applied to a case
study in the Dutch offshore Borssele area. The framework found several wind farm layouts that
represent an optimized trade-off of between the design goals, the annual energy delivered to the
onshore electrical network and the investment costs.
Distinct wind farm layouts demonstrated to be the most profitable choice depending on the
economic function used. The economic factors, e.g., interest rate and price of energy, demonstrated to
play an important role in the outcome of the best layout. These results show that wind farm designers
should not decide the layout of the wind farm based solely on one economic function such as the NPV
or LCOE. Instead, designers should carefully inspect the performance of the layouts at hand using
several economic functions.
The proposed framework helps the designers to perform such analysis since all efficient trade-offs
are presented to them. This way, designers may iterate over the optimized trade-offs to select which
layout is the most suitable without rerunning the optimization tool, accelerating the decision phase
and reducing costs. Moreover, the framework designed layouts that performed similarly to layouts
based on existing design strategies, e.g., placement of turbines in a standard grid. This result indicates
that designers may be missing other design concepts that lead to similar performances. Nonetheless,
the selection of the wind farm layout has to undergo a selection to assure that it is the one that most
meets the desire of the designers.
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Abbreviations
AED (GWh/year) Annual Energy Delivered
AEP (GWh/year) Annual Energy Production
AV (bn e) Annualized Value
BCR [–] Benefit to Cost Ratio
CAPEX (bn e) Capital Expenditure
COE (Me/MWh) Cost of Energy
COP (Me/MW) Cost of Power
CSL (km) Collection System Length
DCO Development Consent Order
DFIG Doubly-Fed Induction Generator
DPT (years) Discounted Payback Time
FEED Front-End Engineering and Design
HVac High-Voltage alternate current
HVdc High-Voltage direct current
IC (MW) Installed Capacity
IRR (%) Internal Rate of Return
LCOE (e/MWh) Levelized Cost of Energy
MMC Modular Multi-level Converter
MO Multi-Objective
MOGOMEA Multi-Objective Gene-pool Optimal Mixing Evolutionary Algorithm
MVac Medium-Voltage alternate current
NPV (bn e) Net Present Value
NSS Number of Substations
OPEX (bn e) Operational Expenditure
OWF Offshore Wind Farm
PCC Point of Common Coupling
PMSG Permanent-Magnet Synchronous Generator
RD (m) Rotor Diameter
ROI [–] Return on Investment
TT Transmission Technology
UXO UneXploded Ordnance
UF [–] Utilization Factor
VSC Voltage-Source Converter
WFLOP Wind Farm Layout Optimization Problem
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