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ABSTRACT
The observed tension (∼ 9% difference) between the local distance ladder measurement of the Hubble
constant, H0, and its value inferred from the cosmic microwave background (CMB) could hint at new,
exotic, cosmological physics. We test the impact of the assumption about the expansion history of the
universe (0.01 < z < 2.3) on the local distance ladder estimate of H0. In the fiducial analysis, the
Hubble flow Type Ia supernova (SN Ia) sample is truncated to z < 0.15 and the deceleration parameter
(q0) fixed to -0.55. We create realistic simulations of the calibrator and Pantheon samples and account
for a full systematics covariance between these two sets. We fit several physically motivated dark energy
models and derive combined constraints from calibrator and Pantheon SNe Ia and simultaneously infer
H0 and dark energy properties. We find that the assumption on the dark energy model does not
significantly change the local distance ladder value of H0, with a maximum difference (∆H0) between
the inferred value for different models of 0.47 km s−1 Mpc−1, i.e. a 0.6% shift in H0, significantly
smaller than the observed tension. Additional freedom in the dark energy models does not increase
the error in the inferred value of H0. Including systematics covariance between the calibrators, low
redshift SNe, and high redshift SNe can induce small shifts in the inferred value for H0. The SN Ia
systematics in this study contribute . 0.8% to the total uncertainty on H0.
Keywords: cosmology: observations
1. INTRODUCTION
The Hubble constant describes the present-day ex-
pansion rate and sets the absolute distance scale of the
universe. In recent decades, there has been significant
progress in improving the accuracy of measuring H0,
with several investigations reporting better than 4% un-
certainties in the inferred value of H0 (e.g. Riess et al.
2016; Suyu et al. 2017; Freedman et al. 2019; Wong et al.
2019; Shajib et al. 2019). Estimates of H0 using the
local distance ladder approach (e.g. Riess et al. 2019;
Reid et al. 2019) are in & 4σ tension with the value
inferred from the early universe (Planck Collaboration
et al. 2018). Furthermore, a completely independent
method to measure H0, using time-delay distances to
strongly lensed quasars also suggests a high value, ex-
acerbating the tension with the CMB inference to & 5σ
(Wong et al. 2019; Shajib et al. 2019). A summary of
the current status of the Hubble tension is provided in
Verde et al. (2019).
The higher value of the local H0 results from any one
of five independently determined, geometric distance es-
timators to calibrate the luminosity of Cepheids in Type
Ia supernova (SN Ia) host galaxies. Independent es-
timates of H0 from the local, Cepheid distance ladder
find no obvious source of systematic error accounting for
this discrepancy (Cardona et al. 2017; Wu & Huterer
2017; Feeney et al. 2018; Follin & Knox 2017; Zhang
et al. 2017; Dhawan et al. 2018). Moreover, for quasar
time-delay cosmography, Millon et al. (2019) find that
the inferred value of H0 is robust to sources of system-
atic uncertainty, e.g. stellar kinematics, line-of-sight
effects or assumptions about the lens model. Hence,
this observed tension could indicate the presence of ex-
otic physics beyond the standard model (for e.g., see
Mo¨rtsell & Dhawan 2018; D’Eramo et al. 2018; Kreisch
et al. 2019; Aylor et al. 2019). Hence, it is important to
examine the impact of various assumptions in the pro-
cess of inferring the local value of H0 from the different
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2measurement techniques. Here, we analyse the SN Ia
rung of the distance ladder to quantify the impact of
the assumption of the cosmological model and sources
of systematic uncertainty on the inferred H0 value.
The magnitude-redshift relation of high-z SNe Ia was
used to discover that the expansion rate of the universe
is accelerating, driven by an unknown cosmic compo-
nent, now termed as dark energy (Riess et al. 1998;
Perlmutter et al. 1999). The local value of H0 is esti-
mated using the SN Ia magnitude-redshift relation (Scol-
nic et al. 2015), calibrated with Cepheid variables (Riess
et al. 2016, 2019). The intercept of the magnitude-
redshift relation is computed using SNe Ia in the nearby
(z < 0.15) Hubble flow, assuming a fixed value for the
deceleration parameter, a dimensionless measure of cos-
mic acceleration.
In this paper, we analyse the change in the inferred
value of local H0 by altering the assumption of the cos-
mological model describing the expansion history of the
universe. There are several viable explanations for the
late-time accelerated expansion of the universe (for e.g.;
Dhawan et al. 2017; Zhai et al. 2017). Hence, we simul-
taneously analyse the SN Ia magnitude-redshift relation
with the Cepheid calibration of the SN Ia absolute mag-
nitude to test whether H0 is sensitive to the assumption
of the model describing the expansion history. We also
introduce a new formalism to account for the systematic
uncertainties that affect the calibrator and Hubble flow
supernovae, motivated for calibrator and z < 0.15 Hub-
ble flow SNe in previous studies (e.g. Zhang et al. 2017;
Feeney et al. 2018). In Riess et al. (2016), the SN sys-
tematics are treated as variants in the analysis and are
not combined in the same way as analyses of the latest
high-z SN Ia samples (Betoule et al. 2014; Scolnic et al.
2018). Here we adopt the formalism used for measuring
dark energy properties from high-z samples and extend
it to the other rungs of the cosmic distance ladder, so
that covariance between the calibrator and Hubble flow
SNe distances can be captured for a comprehensive list
of systematics and accounted for in the H0 inference.
We present the methodology and datasets in section 2,
describe the dark energy models in section 3 and our re-
sults in section 4. We discuss our findings and conclude
in section 5.
2. METHODOLOGY AND DATA
In this section, we describe the datasets and the anal-
ysis methodology. For our analysis we use the most re-
cent SN Ia magnitude-redshift relation from the Pan-
theon compilation (Scolnic et al. 2018) and the value of
the SN Ia absolute magnitude such corresponding to the
fiducial H0 in Riess et al. (2019).
For each cosmological model, the distance modu-
lus predicted by the homogeneous and isotropic, flat
Friedman-Robertson-Walker (FRW) universe is given by
µ(z;θ) = 5 log10
(
DL
10 Mpc
)
+ 25 , (1)
where z is the redshift, θ are the cosmological parame-
ters (e.g. ΩM, the present day matter density) and DL
is given by
DL =
c(1 + z)
H0
√|ΩK| sinn
(√
|ΩK|
∫ z
0
dz
′
E(z′)
)
, (2)
where sinn(X) = sin(x), x, sinh(x) for closed, flat and
open universes and E2(z) = H2(z)
/
H20 is the nor-
malised Hubble parameter which describes the expan-
sion history for each model. Throughout this paper, we
assume flatness, i.e. ΩK = 0, hence, for each model, the
only difference is the expression of E(z). For standard
cosmology, E(z) is given by
H2(z)
H20
= ΩM(1 + z)
3 + (1− ΩM)(1 + z)3(1+w) (3)
where ΩM is the present day matter density and w
is the equation of state (EoS) of dark energy, which for
the standard cosmological model is -1 (hereafter, termed
as ΛCDM). Observationally, the bias-corrected distance
modulus is calculated from the SN Ia peak apparent
magnitude (mB), light curve width (x1) and colour (c)
µobs,SN = mB − (MB − αx1 + βc) + δbias + γ, (4)
where MB is the absolute magnitude of the SN Ia, α and
β are the nuisance parameters for the width-luminosity
and colour-luminosity relations, δbias is the 5D distance
bias correction following Kessler & Scolnic (2017) and
γ is the additional standardization from the correlation
between host galaxy stellar mass and SN Ia intrinsic lu-
minosity following Conley et al. (2011), which was char-
acterized as a step function. The SN Ia absolute magni-
tude is not a priori well known, and hence, it requires an
independent calibration, e.g. using Cepheid variables.
In this study, we account for the covariance between
the calibrator and Hubble flow SNe Ia and test how
much the inferred H0 changes for different assumptions
of the background expansion history. We also compute
the contribution of each source of systematic error to the
final uncertainty on H0. We fit the data by minimizing
the χ2 expressed as
χ2 = ∆TC−1∆, (5)
3where ∆ = µth−µobs,SN for the SNe Ia at z > 0.01. For
the calibrator SNe Ia, ∆ = µobs,SN − µCeph. The value
of µCeph is chosen such that the SN Ia absolute mag-
nitude and uncertainty corresponds to the value from
Riess et al. (2019). Therefore, in this study, our fidu-
cial case is the value of MB that corresponds to H0
from Riess et al. (2019), and we compute what the shift
from this value is under different model assumptions de-
scribed below in Section 3.
Here, C is the complete covariance matrix between
the calibrator and the Hubble flow sample of SNe Ia,
described in section 2.2.
We fit the data using a python implementation of
the nested sampling software MultiNest (Feroz et al.
2009, 2013) called PyMultiNest (Buchner et al. 2014)
with 2500 live points and sampling efficiency of 0.8, the
recommended value for parameter estimation, and sam-
pling efficiency of 0.3 for computing the evidence.
2.1. Systematic Uncertainties
To confidently assess the viability of each cosmological
model, we account for numerous sources of systematic
uncertainty affecting Hubble flow and calibrator SNe Ia.
The SH0ES team examine systematic shifts in H0 as-
sociated with the SN Ia light curve model, host envi-
ronments, and the location of a low-z cutoff redshift.
These variants in the analysis are not combined into a
full covariance between the calibrators and Hubble flow
set, partially because it is difficult to separate statisti-
cal fluctuations from systematic shifts in the relatively
small sample of SH0ES data.
Here, we improve upon the treatment of systematic
uncertainties in the SH0ES analysis by developing the
first ever simulations of the sample of calibrators. Such
simulations are carried out using the Supernova Analysis
(SNANA) software package (Kessler et al. 2018) which fa-
cilitates realistic and fast simulations of SN Ia datasets.
For the calibrator SNe Ia, we simulate a flat redshift
distribution (0.001 < z < 0.1) and we assume survey
characteristics and observed fluxes representative of the
low-z sample in Pantheon (CfA1-CfA4: Riess et al. 1999;
Jha et al. 2006; Hicken et al. 2009a,b, 2012; CSP: Con-
treras et al. 2010; Folatelli et al. 2010; Stritzinger et al.
2011). We also simulate each of the high-z rolling sur-
veys identically to Pantheon (SDSS: Frieman et al. 2008;
Kessler et al. 2009; Sako et al. 2018, SNLS: Conley et al.
2011; Sullivan et al. 2011, PS1: Rest et al. 2014; Scolnic
et al. 2014).
In these simulations we model the impact of 87 dif-
ferent sources of uncertainty and explicitly determine
the covariance between the inferred distances to the cal-
ibrator and Hubble flow SNe. These systematics are
discussed in detail in Scolnic et al. (2018) and Brout
et al. (2019a,b); here we briefly describe the categories
in which they fall.
Calibration: We model survey photometric calibra-
tion and HST Calspec calibration uncertainties follow-
ing Scolnic et al. (2018) and we adopt the SALT2 model
calibration systematic uncertainty from Betoule et al.
(2014).
Host Galaxy Mass: We model in simulations of SN Ia
host galaxy stellar mass distributions. We adopt the
distributions from Jones et al. (2018) such that 70% of
Hubble flow hosts are high mass (log10(M) > 10) and
50% are high mass for the calibrator sample. We es-
timate an associated systematic uncertainty by forcing
a +0.025 mag shift away from the observed correlation
between SN magnitude and host stellar mass.
z-Bias: We model the possibility of a small coherent
4 × 10−5 redshift bias as done in Brout et al. (2019a)
motivated by Davis et al. (2019).
Intrinsic Scatter Model: Our nominal analysis as-
sumes the Chotard et al. (2011) model for intrinsic
brightness variations dominated by spectral variations,
however we also account for the possibility of the Guy
et al. (2010) model prescribing the majority of intrinsic
fluctuations to coherent scatter.
Milky Way Extinction: We adopt a global 4% scal-
ing uncertainty of E(B − V )MW based on the fact that
Schlafly & Finkbeiner (2011), in a re-analysis of Schlafly
et al. (2010), derive smaller values of reddening by 4%,
despite using a very similar SDSS footprint.
Low-z Sample: To account for the systematic in mod-
eling of the low-z sample, we vary the outlier cuts from
3.5 to 3 σ following Brout et al. (2019a).
2.2. Computing the covariance
Accounting for each of the systematics, following Con-
ley et al. (2011) and Scolnic et al. (2018), we compute
a redshift binned systematic covariance matrix. Using
BBC (Kessler & Scolnic 2017) fitted distances, for each
source of systematic uncertainty (‘SYS’) we define dis-
tances relative to a nominal analysis (‘NOM’) as follows:
∆〈µSYS〉Zi ≡ 〈µSYS〉Zi − 〈µNOM〉Zi , (6)
for redshift bins
Z(i) = {zcalib, zPantheon}, (7)
where zcalib ∈ {0, 0.01} is a single bin containing all cali-
brator SNe Ia and zPantheon are the 40 redshift bins from
Scolnic et al. (2018). For each source of systematic un-
certainty, we compute 〈µSYS〉Zi by varying that source
and re-computing bias corrected distances for both the
calibrators and Hubble flow SNe.
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Figure 1. The Hubble residuals as a function of redshift for each dark energy model relative to the best fit ΛCDM model. The
residuals for the data are plotted relative to the best fit ΛCDM model.
We build our redshift-binned systematic covariance
matrix Csyst for all sources (SYSk),
CZiiZij ,syst =
K=87∑
k=1
∂∆〈µSYS〉Zii
∂SYSk
∂∆〈µSYS〉Zij
∂SYSk
σ2k,
(8)
which denotes the covariance between the Zthi and Zthj
redshift bin summed over the K different sources of sys-
tematic uncertainty (K = 87) with magnitude σk.
The covariance matrix used to constrain cosmological
models (Eq. 4) is defined as
C = Cstat + Csyst (9)
where Cstat is the diagonal matrix of σ
2
µ binned in red-
shift from the publicly available SH0ES and Pantheon
samples.
Here we perform both ‘SH0ES-like’ constraints with
systematic covariance between the calibrator SNe Ia and
the Hubble flow SNe Ia in the restricted redshift range
(z < 0.15) as well as full systematic covariance analyses
for all SNe Ia in Pantheon. Our ‘SH0ES-like’ analysis
leverages the large SN Ia statistics of Pantheon however
does not include covariance between the calibrator bin
(zcalib) and any bins with z > 0.15 which greatly reduces
systematic uncertainties (hereafter referred to as “Sys-
cutz”). However, because our dark energy models have
freedom at all redshifts, we consider our fiducial case
with the full systematics covariance matrix without any
cuts on redshift.
3. DARK ENERGY MODELS
Recent studies have shown that several different mod-
els of accelerated expansion are a viable explanation of
the current data (Dhawan et al. 2017; Zhai et al. 2017).
Here, we compile a set of dark energy models with sev-
eral different physical motivations and define the dimen-
sionless Hubble parameter for each of them. We empha-
sise that the aim of this study is not to constrain specific
models but to analyse a range of different physical expla-
nations for dark energy and their impact on the inferred
value of H0. For each of the models below, the present
day matter density ΩM is a common parameter (except
in the model independent case of the cosmographic ex-
pansion). For models with additional parameters, we
summarize the priors used in our analysis in Table 1.
The models tested here include a phenomenological
extension of ΛCDM (wCDM), a slow-rolling field sim-
ilar to inflation (one-parameter slow-roll dark energy;
Slepian et al. 2014), a modification to Einstein’s gen-
eral relativity (bimetric gravity; von Strauss et al. 2012;
Volkov 2012; Comelli et al. 2012; Akrami et al. 2013), a
dynamical scalar field (Algebraic thawing; Linder 2008,
2015), a coupling between the neutrino mass and the
acceleron field driving accelerated expansion (Growing
ν mass; Wetterich 2007), and low-redshift dark energy
5Table 1. Priors on the free parameters for the models tested in this study.
Model Parameter Prior Model
ΩM U[0, 1] All
w U[-2, 2] wCDM
w0 U[-1, 1] Algebraic thawing
p U[-4, 4] Algebraic thawing
B1 U[0, 6] Bimetric gravity
δw0 U[-2, 1] One-parameter Slow-roll dark energy
Ωe U[0, 0.25] Growing ν mass
Ων U[0, 0.4] Growing ν mass
δ U[-0.4, 0.6] Dark Energy Transitions at Low Redshift
H0 U[50, 100] All
q0 U[-5, 5] Cosmographic expansion
j0 U[-5, 5] Cosmographic expansion
s0 U[-10, 10] Cosmographic expansion
transitions (Mortonson et al. 2009). In addition to these
models, which make assumptions about the energy den-
sity of the universe, we also test a cosmographic expan-
sion of the Hubble parameter H(z) to the data. We
describe these below.
3.1. One-parameter slow-roll dark energy
This model is motivated by dynamical behaviour of
dark energy. Recently, (Gott & Slepian 2011; Slepian
et al. 2014) suggest that the simplest dark energy model
has the same explanation as inflation, likely a scalar field
slowly rolling down its potential. In such a model, dark
energy will have a generic equation of state (EoS) and
the universe will have a generic dependence of the Hub-
ble parameter on redshift, independent of the potential’s
starting value and shape. The Hubble parameter for this
model is given by
H2
H20
= ΩM(1 + z)
3
+ (1− ΩM)
[
(1 + z)3
ΩM(1 + z)3 + 1− ΩM
]δw0/(1−ΩM)
(10)
3.2. Bimetric gravity
This model involves a modification of the equations
of general relativity (GR). Early attempts to modify
GR included effectively giving mass to the particle that
mediates the gravitational force. It was long believed
that massive gravity theories necessarily contained fa-
tal ghost modes (Boulware & Deser 1972). Recently,
it was suggested that the inclusion of a second metric
and a carefully constructed interaction between the two
metrics of the theory could remove the ghost problem
(de Rham et al. 2011). For details on the specific bi-
metric gravity model tested here, we refer the reader to
Mo¨rtsell & Dhawan (2018). The dimensionless Hubble
parameter for this model is
H2
H20
=
ΩM(1 + z)
3
2
+
B0
6
+
√(
ΩM(1 + z)3
2
+
B0
6
)2
+
B21
3
, (11)
with
B0 = 3
(
1− ΩM − B
2
1
3
)
. (12)
3.3. Algebraic thawing
This model belongs to a class of quintessence cos-
mologies in which the scalar field has a thawing be-
haviour. Thawing scalar fields that are neither fine-
tuned nor have overly steep potentials must initially de-
part from the cosmological constant behaviour along a
specific track in the equation of state phase space, char-
acterised by the form of a slow roll behaviour in the
matter-dominated era. The Hubble parameter for this
model is given by
H2
H20
= ΩM(1 + z)
3 + (1− ΩM) ×
exp
{
3(1 + w0)
αp
[
1−
(
1− α+ α
(1 + z)3
)p/3]}
, (13)
where α = 1
/
(1 + b) and b = 0.3 is a fixed constant
(Linder 2008).
3.4. Growing ν mass
Growing neutrino mass models, wherein the mass of
the neutrino (mν) increases with time and stops the dy-
namical evolution of the dark energy scalar field are in-
voked to solve the cosmological coincidence problem, i.e.
6the problem that the present day matter density and
density of Λ are similar order of magnitude despite their
different dependence on the scale factor (Fardon et al.
2004; Wetterich 2007).
The combined dark sector (scalar field plus neutrinos)
energy density (where a = 1/(1 + z)) is given by
Ωds(a) =
Ωds(a
3) + 2Ων(a
3/2 − a3)
1− Ωds(1− a3) + 2Ων(a3/2 − a3) ; a>at
(14)
Ωds(a) = Ωe; a<at (15)
where Ωds = 1 − ΩM is the present day dark energy
density. The scale factor at which the neutrinos be-
come non-relativistic, is given by preserving continuity
between the early and late time terms (i.e. setting equa-
tions 14 and 15 at a = at). The two free parameters
are the early dark energy density Ωe and the neutrino
density Ων . The normalised Hubble parameter for this
model is given by
H2
H20
=
ΩMa
−3
1− Ωds(a) , (16)
3.5. Dark Energy Transitions at Low Redshift
Mortonson et al. (2009) proposes models with large
fluctuations in the dark energy equation of state at low
redshifts, typically z . 0.02, that induce step-like tran-
sitions in the H(z). Such changes are hidden from con-
straints coming from Hubble flow SNe Ia (since even
the lowest redshift SNe can typically be at z > zt), but
calibrators offer an additional restriction. Step-like re-
sponses in H(z) also evade several model-independent
constraints, as they often assume smoothness of H(z).
Phenomenologically, we can write the first Friedmann
equation in these models as
H2
H˜20
= Ω˜M(1+z)
3 +
[
1+
2δ × S(z)
(1− Ω˜M)S(0)
]
(1−Ω˜M) , (17)
where
S(z) ≡ 1
2
[
1− tanh
(
z − zt
∆z
)]
. (18)
In this definition, zt, ∆z = zt
/
10 and δ are the position,
width and amplitude of the transition respectively. In
particular, δ = 0 corresponds to the standard ΛCDM.
Hence, this model has three free parameters at a given
fixed zt: H˜0, Ω˜M and δ. The observed Hubble constant
is H0 = H˜0
√
1 + 2δ 6= H˜0.
In this work, we either assume zt = 0.02 or zt = 0.1;
the former case motivated by Mortonson et al. (2009)
themselves and the latter case motivated so we can use
all the low-z SNe at z ≈ 0.1. The adopted priors for H˜0
and Ω˜M are equivalent to the priors shown on Table 1
for H0 and ΩM. The difference in notation highlights
the fact that H˜0 and Ω˜M cannot be interpreted as the
observed Hubble constant and the dark matter density
at redshift zero in these models (see Mortonson et al.
2009).
3.6. Cosmographic expansion
Along with the different dark energy models described
above we also look into a more model-independent
method, by expanding the expression for H(z) as a Tay-
lor series, linearly in z in a cosmographic approach (for
e.g.; Feeney et al. 2019; Macaulay et al. 2019; Arendse
et al. 2019a,b; Camarena & Marra 2020). This approach
has been used previously in inverse distance ladder esti-
mates of H0 (e.g. Bernal et al. 2016; Lemos et al. 2019;
Feeney et al. 2019).
Expanding H(z) we get,
H(z) = H0
(
1 + B1z + B2z2 + B3z3
)
(19)
where B1 = 1 + q0, 2B2 = j0− q20 and 6B3 = 3q30 + 3q20 −
j0(3 + 4q0)− s0, j0 is the cosmological jerk and s0 is the
snap parameter.
4. RESULTS
In this section we present the results of fitting the
different dark energy models described in section 4.1 to
the combined calibrator and Hubble flow SNe Ia. We
also discuss the impact of the systematics covariance
matrix on the inferred value of H0 in section 4.2.
4.1. Dark energy model fits
We fit all the models listed in Section 3 to the com-
bined calibrator and Hubble flow SN Ia data described
in section 2. For each of the non-standard dark energy
models, we plot the distances corresponding to the best
fit cosmological parameters relative to the best fit stan-
dard ΛCDM case in Figure 1. The models have very
similar residuals to ΛCDM, except for small differences
at higher redshift. We find that these models have best
fit values close to their ΛCDM limit. For each model, we
also report the logarithm of the Bayesian evidence, Z,
such that the ∆lnZ can be used for model comparison.
The Bayesian evidence is the average likelihood over the
prior region (see Trotta 2017, for details), expressed as,
Z =
∫
Lpidθ (20)
where L is the likelihood, pi is the prior and θ is the
set of parameters. The prior values for each model pa-
rameter are presented in Table 1. The resulting H0
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Figure 2. The probability density of H0 for the different cosmological models describing the SN magnitude-redshift relation.
The solid lines show the marginalised distribution for H0 for each assumed model and the dotted blue line is the case for the
standard ΛCDM scenario with only statistical uncertainties. The median value and the 1-D marginalised posterior distribution
for the different models are very similar (see text for more details). The SN Ia absolute magnitude is chosen to reproduce the
fiducial analysis in Riess et al. (2019).
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Figure 3. The joint posterior distribution on H0 and q0
for the cosmographic expansion of the dimensionless Hub-
ble parameter as a function of redshift (Equation 19) for
the case with the complete systematics covariance matrix
(green), only z < 0.15 SNe Ia having systematic uncertain-
ties (magenta) and the case with only statistical uncertainties
(red).
distribution assuming each of the dark energy models
is shown in Figure 2. We find that the H0 value in-
ferred is very insensitive to the assumption of the cos-
mological model. At its most extreme, the difference
between the H0 value for the highest and lowest case is
0.47 km s−1 Mpc−1 (see Figure 2). This corresponds to
a maximum shift of 0.6% in the H0 value, significantly
smaller than the uncertainty on H0 or the discrepancy
of the distance ladder value with the value inferred from
the early universe. We note that the dark energy tran-
sition model with zt = 0.02 has the highest improved χ
2
relative to the standard ΛCDM scenario, however, it has
a slightly lower Bayesian evidence, owing to the model
having more free parameters. This is possibly due to
the slight offset of the lowest redshift bins relative to
the higher-z bins, which is due to the difference in the
intrinsic scatter model assumed (see Scolnic et al. 2018,
for details).
We fit the cosmographic expansion described in sec-
tion 3.6. This allows us to simultaneously fit for H0 and
the parameters defining accelerated expansion (i.e. q0,
j0, s0), independent of assumptions on the underlying
8Table 2. Inferred H0, lnZ and ∆ lnZ for different dark energy models governing the expansion history of the universe. A
higher value of ∆ lnZ indicates that the model is more disfavoured relative to standard cosmology.
Model H0 lnZ ∆ lnZ χ
2 # Param.
(km s−1 Mpc−1)
ΛCDM 74.62± 1.48 -32.22 . . . 37.89 3
ΛCDM (stat-only) 73.94± 1.38 -38.68 . . . 47.46 3
wCDM 74.93± 1.51 -33.88 1.66 36.25 4
Bimetric-Linear and Quadratic (BQ) 74.88± 1.49 -32.23 0.01 36.20 4
Slowroll 74.84± 1.50 -33.77 1.55 36.56 4
Alg-Thaw 74.53± 1.50 -35.73 3.51 37.98 5
Grow-ν 74.56± 1.51 -34.26 2.04 37.24 5
Trans: zt = 0.1 74.37± 1.50 -35.40 3.18 37.40 4
Trans: zt = 0.02 74.90± 1.57 -33.88 1.66 35.20 4
Cosmographic Expansion 74.88± 1.54 -37.23 5.10 36.30 5
Table 3. The contribution to the final H0 uncertainty, for
the case assuming ΛCDM cosmology from each source of
systematic error in the covariance matrix.
Source σ(H0) ∆H0
a
(km s−1 Mpc−1) (km s−1 Mpc−1)
Photometric Calibration 0.39 0.21
Intrinsic Scatter Model 0.27 0.20
Host Mass Distribution 0.26 0.12
SALT2 0.16 0.16
Low-z Modeling/Outliers 0.13 -0.05
MW Extinction 0.03 0.05
z-Bias (5× 10−5) 0.02 0.04
Total 0.58 0.73
a Shift relative to the case with only statistical uncertainties.
The positive value of the shift indicates a higher value of H0,
and negative lower.
cosmological model. The resulting posterior distribu-
tion of H0, q0 is presented in Figure 3. We find that for
the cosmographic approach, H0 is consistent with the
values derived assuming different dark energy models in
section 3. The inferred value of q0 is −0.59±0.14, which
is consistent with the expected value for the standard
cosmological model (i.e. q0 = −0.55). We emphasise
here that the low value of lnZ for the cosmographic ex-
pansion is due to the large uniform prior on the model
parameters. We use a large prior region to explore a
large parameter space for deriving the posterior distri-
bution, which makes the lnZ small despite the model
being a good fit to the data.
4.2. SN systematic error contribution
As described in section 2.2, we account for the covari-
ance between the calibrator and Hubble flow samples.
The SN Ia systematic uncertainties contribute ∼ 0.8%
to the total uncertainty on H0. We find that the case
with covariance between only the z < 0.15 Hubble flow
SNe and the calibrator sample returns very similar re-
sults to the case with the full covariance (see blue dashed
line compared to the solid blue line in Figure 2). This
is also true for the cosmographic expansion, shown in
Figure 3 (magenta and green histograms).
A summary of the individual contributions to the final
systematic error budget is shown in Table 3. The largest
sources of systematic uncertainty are from photometric
calibration and the assumed model of intrinsic scatter.
This is similar to the w-error budgets of high redshift su-
pernova cosmology analyses (JLA: Betoule et al. 2014,
Pantheon: Scolnic et al. 2018, DES: Brout et al. 2019a).
However specifically for H0 analyses, the contribution
of the host galaxy mass systematic is amplified when
the distributions of masses are not consistent between
the calibrator hosts and the Hubble flow hosts as we
have examined here. We also find that both an off-
set of E(B − V )MW values and a potential local void
bias in Hubble flow redshifts contribute insignificantly
to the final uncertainty on H0. The total systematic er-
ror contribution from Hubble flow SNe Ia to the final
H0 uncertainty is 0.58 km s
−1 Mpc−1, which is roughly
the same size as the statistical uncertainty, and a final
error on H0 of ∼ 1.4 km s−1 Mpc−1, in agreement with
Riess et al. (2019).
In addition to examining the contribution of each sys-
tematic to the final H0 uncertainty, we also examine
shifts in the recovered central value for H0. We find a
shift of 0.73 in H0 from the inclusion of systematics co-
variance between the calibrators and Hubble flow SNe.
The shift in the inferred value of H0 from each individual
source of systematic error is summarised in Table 3. We
find similar results for either intrinsic scatter model. To
understand the origin of such shifts in the central value
of H0, we generated a mock covariance matrix with zero
covariance between the calibrator and Hubble flow SNe.
With this mock covariance, we find ∆H0 ' 0 relative
9to the ΛCDM model with only statistical uncertainties.
We simulated another mock covariance in which the cal-
ibrator SNe have the same covariance value with each of
the Hubble flow SN bins and find that again ∆H0 ' 0.
We find that shifts in H0 from SN covariance arise from
non-zero and non-constant covariance between the cal-
ibrator SN bin and the individual Hubble flow SN bins
with the direction of the shift depending on the signs of
the covariance. The shift we find is a realistic value for
the Pantheon SN sample and SH0ES calibrators.
5. DISCUSSION AND CONCLUSIONS
Here, for the first time, we present a combined analy-
sis of the high-redshift (0.01 < z < 2.3) SN Ia and the
Cepheid distances to nearby SN Ia host galaxies to com-
pute H0 using a combined SN covariance matrix. The
covariance matrix includes several sources of uncertainty
to account for correlation between the SNe Ia in the cal-
ibrator and Hubble flow samples (for e.g., see Scolnic
et al. 2018; Brout et al. 2019a). We find that the SN Ia
systematics contribute . 0.8% to the total uncertainty
budget for H0.
Interestingly, we find that inclusion of covariance
between the Cepheid calibrator SNe and the various
Hubble flow SNe can induce small shifts in H0 (.
0.75 km s−1 Mpc−1) relative to a statistical only anal-
ysis. Our study finds that these shifts arise specifically
from differing covariance between the Cepheid calibra-
tor and the Hubble flow bins. Although these shifts are
smaller than the present errors in H0 they will be im-
portant to address in future distance ladders which seek
to approach a precision of ∼ 1%.
Several studies in the literature have found the lo-
cal value of H0 to be robust to different sources of sys-
tematic uncertainty, e.g. the statistical inference model,
sample variance, Cepheid systematics and using near
infrared data for SNe Ia (Cardona et al. 2017; Wu &
Huterer 2017; Feeney et al. 2018; Follin & Knox 2017;
Zhang et al. 2017; Dhawan et al. 2018). From our com-
prehensive study of systematics, we find the largest con-
tribution to the H0 uncertainty is from the photometric
calibration and the assumed model for SN Ia intrinsic
scatter, whereas we find little contribution from poten-
tial redshift measurement biases as well as little contri-
bution from MW extinction likely due to the fact that
extinction offsets are absorbed in the SN color terms.
In the fiducial analysis of the local distance ladder, the
deceleration parameter, q0 is fixed to -0.55, correspond-
ing to the standard cosmological model. We tested what
the impact of the assumption of the dark energy model
is on the inferred value of H0. Using a diverse range
of physically motivated models for dark energy, we find
that the maximum difference in the inferred H0 is 0.47
km s−1 Mpc−1, a shift of 0.6%. The best fit constraints
on the expansion history for each of these models to be
close to ΛCDM. While the dark energy models tested
here do not shift H0 significantly from the fiducial value,
models with oscillating parameters (Brownsberger et al.
2019) could be a possible candidate to shift the value
of H0, however, they have already been ruled out by
current data. Furthermore, we analysed dark energy
models with low- and ultra low-redshift transitions in
the equation of state (Mortonson et al. 2009). We find
that in both cases of a low-z transition at zt = 0.1 and
ultra low-z transition at zt = 0.02, there is no significant
shift in the central value of H0.
We report the log of the ratio of Bayesian evidences
for each non-standard dark energy model relative to the
model with the highest evidence, i.e. ΛCDM. While
most models are indistinguishable relative to ΛCDM,
there is moderate evidence (∆lnZ > 3) disfavouring
the algebraic thawing model. We note that the prior
ranges assumed for the model parameters are narrow.
Even in a more extreme case of a narrower range, using
U[-1, 0] as the prior on w0, we get only a slightly im-
provement in the evidence relative to the ΛCDM case.
Previously, samples of SNe Ia, e.g. JLA (Betoule et al.
2014) could not distinguish between models like alge-
braic thawing and standard ΛCDM with SNe Ia alone,
i.e. without combining with complementary cosmologi-
cal probes (e.g. Dhawan et al. 2017). This demonstrates
the importance of reducing SN Ia systematic uncertain-
ties for improving dark energy model selection.
We also computed H0 for a model independent ap-
proach using a cosmographic expansion of the Hubble
parameter as a function of redshift. For this approach,
we find no significant shift in H0 and q0 = −0.59± 0.14
which is consistent with the value of q0 in standard cos-
mology. Comparing the case with the complete system-
atics covariance matrix to the case with only covari-
ance between the calibrator and Hubble flow SNe with
z < 0.15, we find no significant difference in the inferred
H0. The SN Ia systematics contribute . 0.8% to the
uncertainty on H0. We, therefore, conclude that the
assumption about the model describing accelerated ex-
pansion does not significantly change the inferred value
of H0.
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