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Abstract
We prove that any simple Lie subalgebra of a locally finite associative algebra is either finite-
dimensional or isomorphic to the commutator algebra of the Lie algebra of skew symmetric elements
of some involution simple locally finite associative algebra. The ground field is assumed to be alge-
braically closed of characteristic 0. This result can be viewed as a classification theorem for simple
Lie algebras that can be embedded in locally finite associative algebras. We also establish a link
between this class of Lie algebras and that of Lie algebras graded by finite root systems.
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Throughout the paper we fix an algebraically closed field F of characteristic 0. We study
simple infinite-dimensional Lie subalgebras of locally finite associative algebras. Our main
result describes such algebras in terms of algebras of skew-symmetric elements in simple
locally finite associative algebras with involution. Recall that an algebra A (associative,
Lie, etc) is called locally finite if any finite set M ⊂ A is contained in a finite-dimensional
subalgebra. Locally finite algebras can be alternatively described as direct limits of finite-
dimensional algebras.
A well known theorem of Ado says that any finite-dimensional Lie algebra is isomor-
phic to a Lie subalgebra of a matrix algebra or, equivalently, to a Lie subalgebra of a
finite-dimensional associative algebra. It would be wrong to think that this result remains
true if one replaces “finite-dimensional” by “locally finite”. In fact, for a Lie algebra the
condition of being a subalgebra of a locally finite associative algebra is fairly restrictive.
A step in understanding this phenomenon was made by the second author who proved
in [5] the following “version of Ado’s Theorem” for locally finite Lie algebras.
Theorem 1.1. Let L be a simple infinite-dimensional Lie algebra. Then L is embeded in a
locally finite associative algebra if and only if L is isomorphic to a diagonal direct limit of
finite-dimensional Lie algebras (see definition below in Section 2).
This theorem was conjectured by the third author who also introduced the term “diag-
onal direct limit” [12]. Theorem 1.1 can be viewed as a local characterization of simple
Lie subalgebras of locally finite associative algebras because the diagonal direct limit is
defined in terms of embeddings of finite-dimensional subalgebras. This definition mim-
ics certain properties of embeddings of finite-dimensional associative algebras. Our aim in
this paper is to obtain a global characterization, without any reference to finite-dimensional
subalgebras.
At this point we turn our reader’s attention to Lie subalgebras of associative algebras
with involution. Let A be an associative algebra over a field F which for this paragraph
can be arbitrary of characteristic different from 2. Suppose that A has an involution (which
will be always denoted by “∗”), that is, a linear transformation of A such that (a∗)∗ = a
and (ab)∗ = b∗a∗ for all a, b ∈ A. Then the set u∗(A) = {a ∈ A | a∗ = −a} of all skew-
symmetric elements of A is a Lie subalgebra of A. Let su∗(A) = [u∗(A),u∗(A)] denote
the commutator subalgebra of u∗(A). It is well known (see [11]) that if A is involution
simple and the dimension of A is greater than 16, then su∗(A) is an extension of a simple
Lie algebra by an ideal contained in the center of A. This construction yields classical
finite-dimensional Lie algebras of types Bn, Cn, and Dn, when A is a matrix algebra over
F with appropriate involution (in this case, already u∗(A) is simple). One can adapt the
construction to obtain simple Lie algebras of type An. Let B be a simple associative over
F with center Z(B). Then L = [B,B]/([B,B] ∩ Z(B)) is a simple Lie algebra. However,
taking B⊕Bop for A and endowing A with the involution (a, b)∗ = (b, a) for a, b ∈ B , one
has L ∼= su∗(A)/(su∗(A)∩ Z(A)). Finite-dimensional simple Lie algebras of exceptional
types or simple Lie algebras of Cartan type do not appear in this way.
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tic 0. One can show that each locally finite Lie algebra constructed as [A,A] or su∗(A)
for a (involution) simple locally finite associative algebra A is simple and diagonal (see
Theorem 2.12). It follows from one of our main results (see Theorem 1.3(2) below) that
the converse statement is also true. Combining this with Theorem 1.1, we get the following
characterization of simple Lie algebras that are embeddable into locally finite associative
algebras.
Theorem 1.2. Let L be a simple infinite-dimensional Lie algebra. Then L can be embedded
into a locally finite associative algebra if and only if L is isomorphic to su∗(A) where A is
an involution simple locally finite associative algebra.
It has to be emphasized that A cannot be in general obtained as the associative enve-
lope of L in the original embedding. As in the finite-dimensional case, there are many
“nonequivalent” embeddings of L into associative locally finite algebras. Another point to
warn the reader is that simple locally finite associative algebras as well as their simple Lie
subalgebras are not always expressible as direct limits of simple or even semisimple finite-
dimensional subalgebras. Some examples of this kind have been provided in Bahturin and
Strade [4].
Theorem 1.2 considerably sharpens Theorem 1.1 and can be viewed as a classification
theorem for simple Lie algebras that are embeddable into locally finite associative algebras.
A relevant classification result is contained in [7].
We do not see any straightforward way to prove Theorem 1.2. We first use Theorem 1.1
to reformulate the problem in terms of diagonal embeddings of finite-dimensional (but not
necessarily semisimple) subalgebras Li . Next we use the results of [8,9] that under certain
conditions diagonal Lie subalgebras of a matrix algebra can be obtained as su∗(Ai) where
Ai is now the envelope of Li . Finally, roughly speaking, A is obtained as a direct limit
of Ai . Thus, the proof is heavily dependent on Theorem 1.1 and the papers [8,9] where
the second and the third authors develop a theory of diagonal and plain representations of
finite-dimensional Lie algebras (see all the definitions below).
Next we formulate in detail the main results of this paper.
Let A be an associative enveloping algebra of a Lie algebra L (i.e., L is a Lie subalgebra
of A and A is generated by L as an associative algebra). We say that A is a P-envelope
of L if [A,A] = L. We say that A is a P∗-envelope of L if A has an involution such that
su∗(A)= L. Each enveloping algebra A of a Lie algebra L can be considered as a quotient
of the augmentation ideal A(L) (i.e., the ideal of codimension 1 of the universal envelop-
ing algebra U(L)). Thus there is a 1–1 correspondence A → HA between the enveloping
algebras A for L and the ideals HA in A(L) such that HA∩L = 0 and A(L)/HA ∼= A. This
gives a partial ordering on the set of enveloping algebras of L: we say that A  B if and
only if HA ⊇ HB . To formulate our main result we denote by RadA the Jacobson radical
of an associative algebra A.
Theorem 1.3. Let L be an infinite-dimensional simple diagonal locally finite Lie algebra.
Then there is a unique (universal) P∗-envelopeN of L such that the following conditions
hold.
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(2) M=N /R is an involution simple P∗-envelope of L.
(3) For each P∗-envelope A of L one hasMAN .
Corollary 1.4. The mapping L 	→M is a 1–1 correspondence between the set of all (up to
isomorphism) infinite-dimensional simple diagonal locally finite Lie algebras and the set
of all (up to isomorphism) infinite-dimensional involution simple locally finite associative
algebras. (The inverse mapping is given by A 	→ su∗(A).)
There is a special class of simple diagonal locally finite Lie algebras, which are called
plain (see Section 2 for the definition). These algebras play a role similar to that of finite-
dimensional simple Lie algebras of type A (see above).
Theorem 1.5. Let L be an infinite-dimensional simple plain locally finite Lie algebra. Then
there are two (universal) P-envelopesN+ andN− of L such that the following conditions
hold.
(1) PutR± = RadN±. Then R± is the annihilator of N±.
(2) M± =N±/R± is a simple P-envelope of L.
(3) For each P-envelope A of L one has eitherM+ AN+ orM− AN−.
(4) The mapping α :N+ →N− defined as
α(x1 . . . xk) = (−xk) . . . (−x1) (k ∈ N, x1, . . . , xk ∈ L)
is an antiisomorphism.
Corollary 1.6. The mapping L 	→M+(L) is a 1–1 correspondence between the set of
all (up to isomorphism) infinite-dimensional simple plain locally finite Lie algebras and
the set of all (up to isomorphism and antiisomorphism) infinite-dimensional simple locally
finite associative algebras. (The inverse mapping is A 	→ [A,A].)
Remark 1.7. In Example 3.8 we construct a simple plain locally finite Lie algebra L such
that dim(RadN±) = 1. Considering the regular representation of N±, we conclude that
there exists a nonsplit extension of a plain L-module V (i.e., the restriction V↓Li is plain
for all i) by the trivial one-dimensional module.
Since each simple plain locally finite Lie algebra is also diagonal, it has both P-envelo-
pe and P∗-envelope. The following theorem describes the relation between these algebras.
Theorem 1.8. Let L be an infinite-dimensional simple diagonal locally finite Lie algebra.
Let M be as in Theorem 1.3 and M± as in Theorem 1.5, in the case where L is plain.
Then L is plain if and only ifM is not simple. In this caseM decomposes into the direct
sum of two ideals B+ ⊕ B− where B± ∼=M± and B∗+ = B−.
In the final section we link the theory of diagonal locally finite Lie algebras to the the-
ory of root-graded Lie algebras, developing further the results of Bahturin and Benkart [2].
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toroidal algebras and Slodowy’s intersection matrix algebras [10] (see also an important
monograph [1] by Allison, Benkart, and Gao for more references). We show that each sim-
ple root-graded locally finite Lie algebra is diagonal and the converse is also true provided
we slightly generalize the notion of root-graded Lie algebras (Theorem 4.3). Actually, we
prove that any locally finite diagonal Lie algebra is BCr -graded in the sense of [1] (which
was also noticed in [2] in the case of diagonal locally finite-dimensional simple algebras
of types B , C, D). From this result and the results of Allison–Benkart–Gao [1] one can
obtain another proof of the fact that any simple diagonal locally finite Lie algebra can be
obtained as a Lie subalgebra of skew symmetric elements of a suitable associative algebra.
The above results make sense for infinite-dimensional algebras only. Thus, if otherwise
is not stated, each locally finite Lie algebra, considered in the paper, is assumed to be
infinite-dimensional.
2. Notation and preliminaries
A Lie algebra L is called perfect if L = [L,L]. If L is a perfect finite-dimensional
Lie algebra and V a finite-dimensional L-module then IrrL (respectively IrrL) stands for
the set of all isomorphism classes of irreducible (respectively nontrivial irreducible) finite-
dimensional L-modules and by IrrV (respectively IrrV ) the set of all isomorphism classes
of composition factors (respectively nontrivial composition factors) of V . In particular,
IrrL = IrrL∪ {TL} and IrrV = IrrV or IrrV ∪ {TL} where TL is the trivial 1-dimensional
L-module. We denote by U(L) the universal enveloping algebra of L and by A(L) its
augmentation ideal, i.e., the ideal of codimension 1 generated by L. In this paper (as well
as in [8,9]) we mainly work with A(L) rather than with the whole of U(L), and the notion
of Irr is sometimes more suitable for us than that of Irr, used in [5,6]. We need to prove
some results from [5], stated in this new setting. To this end, the following lemma will be
helpful.
Lemma 2.1. Let L be a finite-dimensional perfect Lie algebra and V a finite-dimensional
L-module. Then TL ∈ IrrV if and only if AnnU(L) V ⊂ A(L) (or equivalently, AnnU(L) V =
AnnA(L) V ).
Proof. Assume TL ∈ IrrV . As [L,L] = L, the algebra L acts trivially on TL. Therefore
AnnU(L) V ⊂ AnnU(L) TL = A(L), as required.
Assume TL /∈ IrrV . Let E be the image of U(L) in EndV , in other words, E =
U(L)/AnnU(L) V . Since L is perfect, the dimensions of all composition factors of V
are greater than 1. In particular, E/RadE has no quotients of dimension 1. Since
dimU(L)/A(L) = 1, we have AnnU(L) V ⊂ A(L). 
Denote by F (respectively F) the set of all (two-sided) ideals in U(L) (respectively
A(L)) of finite codimension. Clearly, each ideal of A(L) is also an ideal of U(L), so that
F ⊂ F. For any X ∈ F the quotient U(L)/X is a finite-dimensional L-module under the
left regular action, hence the notation Irr(U(L)/X) makes sense.
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Proof. Let X ∈ F. Then obviously TL ∈ Irr(U(L)/X). Assume now that X ∈ F and
TL ∈ Irr(U(L)/X). As X = AnnU(L) U(L)/X, by Lemma 2.1 one has X ⊂ A(L), that
is, X ∈ F. 
Let Φ be a finite subset of IrrL. Set Φ = Φ ∩ IrrL and
F(Φ) = {X ∈ F | Irr(U(L)/X)= Φ},
F
(
Φ
)= {X ∈ F | Irr(A(L)/X)= Φ}.
Assume TL ∈ Φ . Then it follows from Lemma 2.2 that F(Φ) = F(Φ). The sets F(Φ) have
been described in [5, Theorem 3.4]. Our argument immediately yields a similar description
for F(Φ).
Theorem 2.3. Let L be a perfect finite-dimensional Lie algebra, Φ a finite subset of IrrL,
and F(Φ) = {X ∈ F | Irr(A(L)/X) = Φ}. Then F(Φ) is nonempty and has the smallest
element N(Φ) and the largest element M(Φ), such that N(Φ) ⊆ X ⊆ M(Φ) for all X ∈
F(Φ). The algebra A(L)/M(Φ) is semisimple, while M(Φ)/N(Φ) is nilpotent.
Recall, in a slightly different form, that a set {Li}i∈I of finite-dimensional subalgebras
of a locally finite Lie algebra L is a local system of L if L =⋃i∈I Li and for each pair
i, j ∈ I there exists k ∈ I such that Li,Lj ⊆ Lk . Set i  j if Li ⊆ Lj . Then I becomes a
directed set, i.e., a partially ordered set such that for each pair i, j ∈ I there exists k ∈ I
satisfying i, j  k. It is clear that L is the direct limit of the algebras Li , that is, L = lim−→Li .
Assume that L is simple. Then by [3, Theorem 3.2], all Li can be chosen perfect. We shall
call such local systems perfect. Locally finite Lie algebras admitting perfect local systems
are called locally perfect. We shall consider only perfect local systems for simple locally
finite Lie algebras. So the notation L = lim−→Li always means that {Li}i∈I is a perfect local
system of L.
In order to define diagonal locally finite Lie algebras we first need the notion of a di-
agonal module. Let L be a finite-dimensional perfect Lie algebra such that L/RadL =
S1 ⊕ · · · ⊕ Sn is the sum of simple components Si . We fix a Cartan subalgebra of each Si
and a base of the root system. Denote by Vi the standard Si -module (i.e., the irreducible
Si -module of highest weight λ1, which is the first fundamental weight with respect to the
standard labeling). Note that our definition depends on the choice of a base of the root sys-
tem. We can change it in such a way that the dual module V ∗i becomes standard. However,
up to duality, Vi doesn’t depend on the choice of a Cartan subalgebra and a root system of
Si if rank of Si is not too small, which will be our typical situation. Indeed, in this case
we do not need to consider the components of exceptional types, so each Si can be always
assumed classical, i.e., it can be identified with sl(Vi), o(Vi), or sp(Vi), and the standard
Si -module is precisely the unique (up to duality) irreducible Si -module of minimal dimen-
sion.
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dard. An L-module V is called diagonal if each nontrivial composition factor of V is
either standard or dual to it. An L-module V is called plain if each Si is of type A (i.e.,
Si ∼= sl(Vi)) and each nontrivial composition factor of V is standard. The definition of a
plain module slightly differs from that in [8].
Remark 2.4. By changing the base of the root system (or by relabeling the simple roots)
we can turn V ∗i into a standard Li -module. This gives us some freedom in the choice of a
standard module, which we are going to use in the future.
Assume we have another perfect Lie algebra L′ containing L. Let V ′1, . . . , V
′
k be the
standard L′-modules. The embedding L ⊂ L′ is called diagonal (respectively plain) if the
restriction of the direct sum V ′1 ⊕· · ·⊕V ′k to L is a diagonal (respectively plain) L-module.
We illustrate this definition by the following example. An embedding sl(V ) → sl(W) is
diagonal if and only if one can choose a basis of W such that
A 	→ diag(A, . . . ,A︸ ︷︷ ︸
l
,−At, . . . ,−At︸ ︷︷ ︸
r
,0, . . . ,0︸ ︷︷ ︸
z
)
for any matrix A ∈ sl(V ) where l, r, z do not depend on A, z + (l + r)dimV = dimW .
This embedding is plain if r = 0.
By the rank of a perfect finite-dimensional Lie algebra L we mean the smallest rank of
the simple components of L/RadL. We need the following.
Lemma 2.5. Let L1 ⊆ L2 ⊆ L3 be three perfect finite-dimensional Lie algebras. Assume
that the ranks of L1 and L3 are greater than 10 and the embedding L1 ⊆ L3 is diagonal.
Then the embedding L1 ⊆ L2 is diagonal. Moreover, if the restriction of each standard
L2-module to L1 is nontrivial, then both embeddings L1 ⊆ L2 and L2 ⊆ L3 are diagonal.
Proof. By choosing Levi subalgebras of the Li , each embedded into another, one can
assume that the algebras Li are semisimple. Moreover, replacing L2 by the ideal of L2
generated by L1, one can assume that the restriction of each standard L2-module to L1 is
nontrivial. It suffices to show that for each standard L3-module W the restriction W↓L2 is
diagonal. Indeed, in that case all standard L2-modules can obtained as composition fac-
tors of such restrictions, so their restrictions to L1 are diagonal. Let M ∈ Irr(W↓L2).
The module M can be represented in the form M = M1 ⊗ · · · ⊗ Mk where Mi is a non-
trivial irreducible module for a simple component Si of L2. As the restriction of each
standard L2-module to L1 is nontrivial and M↓L1 is diagonal, k = 1. It remains to note
that M = M1 can not be nonstandard (see [6, Lemma 5.2]). 
Let L be a locally finite Lie algebra and L = {Li}i∈I a local system of L. We say that L
is diagonal (respectively plain) if it is perfect and for each pair Li ⊆ Lj the corresponding
embedding is diagonal (respectively plain). Note that in [6, Definition 3.7] we use the term
“pure diagonal” instead of “diagonal”. A locally finite Lie algebra L is called diagonal
(respectively plain) if it has a diagonal (respectively plain) local system.
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a local system L = {Li}i∈I of perfect subalgebras in L. Let Φi be a finite nonempty subset
of IrrLi . The set Φ = {Φi}i∈I is called an inductive system (of representations) for L with
respect to L if ⋃
ϕ∈Φj
Irr(ϕ↓Li) = Φi,
for each pair i < j . If L is fixed then we simply say that Φ is an inductive system for L.
An inductive system Φ = {Φi}i∈I is called diagonal (respectively plain) if for each i ,⊕
ϕ∈Φi ϕ is a diagonal (respectively plain) Li -module. We say that Φ is selfdual, if Φ =
Φ∗ := {Φ∗i }i∈I where Φ∗i = {ϕ∗ | ϕ ∈ Φi}. Otherwise, Φ is nonselfdual. If Φi = {TLi } for
all i ∈ I , the system Φ is called trivial. Otherwise, Φ is called nontrivial. We shall denote
by Φ ∪{TL} the system {Φi ∪{TLi }i∈I }. More generally, let Φ = {Φi}i∈I and Ψ = {Ψi}i∈I
be inductive systems. Then the union Φ ∪Ψ = {Φi ∪Ψi}i∈I is an inductive system as well.
As before, it is sometimes convenient to “forget” about trivial modules and to define
a reduced inductive system by replacing IrrL by IrrL and Irr(·) by Irr(·) in the definition
above. We denote by S (respectively S) the set of inductive systems (respectively reduced
inductive systems) of L with respect to L. We have a mapping S → S defined by
Φ = {Φi}i∈I 	→ Φ =
{
Φi
}
i∈I . (1)
One can easily check that this mapping is surjective (if Ψ ∈ S, then Φ = Ψ ∪ {TL} ∈ S).
Denote by G (respectively G) the set of (two-sided) ideals of U(L) (respectively A(L))
such that the corresponding factor algebra is locally finite. As before G ⊂ G. Let X ∈ G.
Then the set
Φ(X) = {Irr(U(Li)/X ∩ U(Li))}i∈I
is an inductive system for L [5, Lemma 3.8]. Let X ∈ G. Set
Φ(X) = {Irr(A(Li)/X ∩A(Li))}i∈I .
Then Φ(X) is a reduced inductive system for L and Φ(X) = Φ(X) in the sense of (1).
Lemma 2.6. G = {X ∈ G | TLi ∈ Φ(X)i, for all i}.
Proof. Let X be an ideal of U(L). Clearly X ⊂ A(L) if and only if X ∩ U(Li) ⊂ A(Li)
for all i . Thus the result follows from Lemma 2.2. 
Let Φ be an inductive system for L and Ψ be a reduced inductive system for L. Set
G(Φ) = {X ∈ G | Φ(X) = Φ},
G(Ψ ) = {X ∈ G | Φ(X) = Ψ }.
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the sets G(Φ) have been described in [5, Theorem 3.9], we immediately derive a simi-
lar description for G(Ψ ), as follows. The same result can also be directly deduced from
Theorem 2.3.
Theorem 2.7. Let f :G → S be a mapping defined by f (X) = Φ(X). Then for each
reduced inductive system Φ the set G(Φ) is nonempty and has the smallest element N(Φ)
and the largest element M(Φ) such that N(Φ) ⊆ X ⊆ M(Φ) for each X ∈ G(Φ). The
algebra A(L)/M(Φ) is semisimple, while M(Φ)/N(Φ) is locally nilpotent. Moreover,
the mapping f produces a 1–1 correspondence between the set of semiprimitive ideals
in G and the set of reduced inductive systems for L (the inverse mapping is given by
Φ 	→ M(Φ)).
To proceed further, we need few facts about simple (and involution simple) locally finite
associative algebras. They are similar to those for locally finite Lie algebras and are proved
in a similar way. Recall that an associative algebra with involution “∗” is called involution
simple (or ∗-simple) if it has no ∗-invariant ideals. The following trivial observation is often
helpful for studying involution simple algebras.
Proposition 2.8. Let A be an associative algebras with involution. Assume that A is invo-
lution simple. Then either A is simple or A = B ⊕ B∗ where B is a simple ideal of A.
Proof. Assume that A is not simple and let B be a nonzero proper ideal of A. Then B∗ is
an ideal of A and B + B∗ is a ∗-invariant ideal of A, so B + B∗ = A. Let C = B ∩ B∗.
Then C is a proper ∗-invariant ideal of A, so C = 0. Therefore A = B ⊕ B∗. 
Let A be an associative algebra. We denote by An the linear span of all products
x1 · · ·xn, xi ∈ A, and call A perfect if A2 = A. Assume that A has an involution. Then,
if A is finite-dimensional, it is well known (see for example [9, Lemma 2.4]) that A has a
∗-invariant Levi subalgebra Q. Let A be a locally finite associative algebra with involution
and A = {Ai}i∈I a local system of A. Let Âi be the subalgebra of A generated by Ai +A∗i .
Then Â = {Âi}i∈I is a ∗-invariant local system of A (i.e., Â∗i = Âi for all i ∈ I ). Moreover
Â is perfect if A is perfect.
Now we define a conical local system A = (Ai)i∈I of (∗-invariant) perfect subalge-
bras of an (involution) simple associative algebra A. First of all, we require that I has the
smallest element 1 and that
(1) A1 ⊆ Ai for all i ∈ I ;
(2) A1 is an (involution) simple algebra;
(3) the restriction of any nontrivial Ai -module to A1 is nontrivial.
Note that (3) implies that
(4) for each (involution) simple component T of Ai/RadAi one has dimT  dimA1.
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Ai/RadAi is a proper ideal. Hence the codimension of N in Ai is not less than the mini-
mal dimension of (involution) simple components of Ai/RadAi . Combining this with (4),
we get the following property of conical systems:
(5) for each i ∈ I and each proper (∗-invariant) ideal N of Ai , one has codimN  dimA1.
By the rank of a conical system we mean the dimension of A1.
Proposition 2.9. Let A be an (involution) simple locally finite associative algebra and let
A = {Ai}i∈I be a perfect (∗-invariant) local system of A. Fix k ∈ I . Let S be a (involution)
simple component of a (∗-invariant) Levi subalgebra of Ak . Denote by ASi (i  k) the two-
sided ideal of Ai generated by S and set AS1 = S. Put IS = {i ∈ I | i  k} ∪ {1}. Then
AS = {ASi }i∈IS is a conical local system of A.
Proof. Clearly, ASi is a perfect (∗-invariant) ideal of Ai and ASi ⊂ ASj whenever i  j .
Therefore AS = lim−→ASi is a (∗-invariant) ideal of A. Since A is (involution) simple,
AS = A, so {ASi }i∈IS is a perfect (∗-invariant) local system of A. The properties (1), (2),
and (3) of the definition of a conical system are satisfied in an obvious manner. 
Now we can apply the argument in [3, Theorem 3.3] and Proposition 2.8 to easily get
the following.
Proposition 2.10. Let A and A be as in Proposition 2.9. Then for any i ∈ I there exists
j  i and a maximal (∗-invariant) ideal Pj of Aj such that Pj ∩ Ai = 0. In particular, a
(∗-invariant) Levi subalgebra of Aj has a (involution) simple component S with dimS 
dimAi .
Combining this with Proposition 2.9 we derive the following
Corollary 2.11. Locally finite (involution) simple associative algebras have conical (∗-in-
variant) local systems of arbitrary large ranks.
Finally, we can prove our first important result.
Theorem 2.12.
(1) Let A be a simple locally finite associative algebra. Set L = [A,A]. Then L is a simple
plain locally finite Lie algebra and A is a P-envelope of L.
(2) Let A be an involution simple locally finite associative algebra. Set L = su∗(A). Then
L is a simple diagonal locally finite Lie algebra and A is a P∗-envelope of L.
Proof. (1) By Corollary 2.11 A has a conical local system {Ai}i∈I of rank > 4. Set Li =
[Ai,Ai]. By property (5) of conical systems, each Ai has no proper ideals of codimension
 4, i.e., Ai is strongly perfect in the sense of [8]. Hence, by [8, Theorem 6.3(1)], Li is
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Therefore L generates A. We also claim that {Li}i∈I is a plain local system of L. Indeed,
we need to show that for each pair Li ⊂ Lj the corresponding embedding is plain, i.e., the
restriction of each standard Lj -module V to Li is a plain Li -module. Let Aj = Aj +F1 be
the algebra that is obtained from A by external adjointing the identity. Then Aj is a faithful
plain Lj -module. Thus V is a composition factor of its submodule Aj , so it is enough to
show that the restriction of Aj to Li is a plain Li -module. The latter is obvious as this
restriction factors through Ai .
Denote by RadA the maximal locally nilpotent ideal of A and by RadL the maximal
locally solvable ideal of L. Clearly RadA∩Ai ⊂ RadAi and RadL∩Li ⊂ RadLi for all i .
Note that RadLi ⊂ RadAi for all i . Indeed, the image of Li in Q = Ai/RadAi is [Q,Q],
which is a direct sum of simple Lie algebras of type A. Fix any x ∈ RadL. Then there
exists k such that x ∈ RadLi for all i  k. Hence x ∈ RadAi for all i  k, so x ∈ RadA.
Therefore RadL ⊂ RadA. As RadA = 0, this implies that RadL = 0.
Now, to prove simplicity of L, one could use the method developed in [6], by showing
that the Bratteli diagrams of A and L are identical, and applying a simplicity criterion in
terms of Bratteli diagrams (see for example [6, Theorem 3.2]). However it is easier to use
a much more general result [11, Theorem 4], which claims that for any simple ring R (of
characteristic different from 2), each proper ideal of [R,R] is in the center of R. Since
RadL = 0, we get that L is simple.
(2) By Corollary 2.11, A has a conical ∗-invariant local system {Ai}i∈I of rank > 36.
Set Li = su∗(Ai). Then by [9, Theorem 6.3], Li is perfect, Ai is a diagonal Li -module,
and Li generates Ai . Thus L generates A. Moreover, as in (1), we get that {Li}i∈I is a
diagonal local system of L.
It remains to check that L is simple. As in (1), RadLi ⊂ RadAi for all i (this follows,
for example, from [9, Lemmas 2.3 and 2.4]). Thus RadL = 0, so we could use a simplicity
criterion in terms of Bratteli diagrams [6, Theorem 3.2]. The only difference is that we have
to modify a bit the notion of Bratteli diagrams for associative algebras with involution
in an obvious way: the nodes of the diagram must correspond to the involution simple
components of Ai/RadAi rather than to the ordinary simple components. However it is
easier to refer to [11, Theorem 10], which claims that each proper ideal of su∗(A) must be
in the center of A. Since RadL = 0, we get that L is simple. 
3. Locally finite Lie algebras
To formulate a Lie algebra analog of Theorem 2.9 (see [6]) we have to define the Lie
algebra counterpart of the notion of a conical system. If L is a Lie algebra then a local
system L = (Li)i∈I of finite-dimensional perfect subalgebras is called conical if I contains
the smallest element 1 such that
(1) L1 ⊆ Li for all i ∈ I ;
(2) L1 is simple;
(3) for each i ∈ I the restriction of any standard Li -module to L1 is nontrivial.
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(4) for each i ∈ I and each simple component T of Li/RadLi , one has dimT  dimL1.
Let N be a proper ideal of Li . Since Li is perfect, the image of N in Li/RadLi is a
proper ideal. Hence the codimension of N in Li is not less than the minimal dimension of
simple components of Li/RadLi . Combining this with (4), we get the following property
of conical systems:
(5) for each i ∈ I and each proper ideal N of Li , one has codimN  dimL1.
By the rank of the conical system L we mean the rank of L1.
Proposition 3.1. Let L be a simple locally finite Lie algebra and let L = {Li}i∈I be a
perfect local system for L. Fix k ∈ I . Let S be a simple component of a Levi subalgebra of
Lk . Denote by LSi (i  k) the ideal of Li generated by S and set LS1 = S. Put IS = {i ∈ I |
i  k}∪{1}. Then LS = {LSi }i∈IS is a (perfect) conical local system of L with the following
additional properties.
(6) If L is diagonal (respectively plain), then LS is diagonal (respectively plain).
(7) Let i ∈ I . Fix any j ∈ I such that Li ⊂ LSj . Assume that the embedding Li ⊂ Lj
is diagonal (respectively plain). Then the embedding Li ⊂ LSj is diagonal (respectively
plain).
Proof. Since S is perfect, LSi is a perfect ideal of Li . Indeed, let SL
k denote [. . . [S,L] . . .L]
where L occurs k times (k  0). Then
LSi =
∞∑
k=0
SLk =
∞∑
k=0
[S,S]Lk =
∞∑
k=0
∑
i+j=k
[
SLi ,SLj
]⊂ [LSi ,LSi ].
Clearly LSi ⊂ LSj whenever i  j . Therefore LS = lim−→LSi is an ideal of L. Since L is
simple, LS = L, so {LSi }i∈IS is a perfect local system of L.
Now the properties (1), (2), and (3) of the definition of the conical system are obvious.
The properties (6) and (7) of the proposition easily follow from the fact that the sim-
ple components of LSi /RadL
S
i are simple components of Li/RadLi . For full details see
[6, Section 3]. 
Proposition 3.2 [3, Theorem 3.3]. Let L and L be as in Proposition 3.1. Then for any i ∈ I
there exists j  i and a maximal ideal Pj of Lj such that Pj ∩Li = 0. In particular, a Levi
subalgebra of Lj has a simple component S with dimS  dimLi .
Corollary 3.3. Simple locally finite Lie algebras have conical local systems of arbitrary
large ranks.
Y.A. Bahturin et al. / Journal of Algebra 281 (2004) 225–246 237Let L = {Li}i∈I and M = {Mj }j∈J be perfect local systems of L, and Φ = {Φi}i∈I be
an inductive system with respect to L. For each j ∈ J fix k(j) ∈ I such that Mj ⊆ Lk(j).
Set
Ψj =
⋃
ϕ∈Φk(j)
Irr(ϕ↓Mj).
Then it is not difficult to see that Ψ = {Ψj }j∈J is an inductive system with respect to M.
We shall denote this system by Φ↓M. Clearly,
(Φ↓M)↓L = Φ.
Proposition 3.4. Let L be a simple locally finite Lie algebra and let L = {Li}i∈I and M =
{Mj }j∈J be two diagonal local systems of L. Let Φ = {Φj }j∈J be a diagonal inductive
system with respect to M. Then Φ↓L is a diagonal inductive system with respect to L.
Proof. Let LS = {LSi }i∈IS be a conical diagonal local system of rank > 10 constructed as
in Proposition 3.1. Fix i ∈ IS and any j (i) ∈ J such that LSi ⊆ Mj(i). Fix any i ′ ∈ IS such
that
LSi ⊆ Mj(i) ⊆ LSi′ .
Since the embedding LSi ⊆ LSi′ is diagonal, by Lemma 2.5, the embedding LSi ⊆ Mj(i) is
diagonal. Therefore the restriction of each standard Mj(i)-module to LSi is diagonal. This
implies that Ψ = Φ↓LS is a diagonal inductive system. By Proposition 3.1(7), Ψ↓L is
diagonal. Therefore
Φ↓L = Φ↓LS↓L = Ψ↓L
is diagonal, as required. 
Let L = {Li}i∈I be a perfect local system of a locally finite Lie algebra L. Let
V i1 , . . . , V
i
ki
be the standard Li -modules. Set
Πi =
{
V i1 , . . . , V
i
ki
, TLi
}
,
Π∗i =
{(
V i1
)∗
, . . . ,
(
V iki
)∗
, TLi
}
,
Π̂i = Πi ∪ Π∗i ⊂ IrrLi.
Lemma 3.5. Let L be a simple locally finite Lie algebra and L = {Li}i∈I be a perfect
local system of L. Then L is diagonal (respectively plain) if and only if Π̂ = {Π̂i}i∈I
(respectively Π = {Πi}i∈I ) is an inductive system for L.
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We shall need the following easy observation from [5, Section 5].
Lemma 3.6. Let L be a simple locally finite Lie algebra, {Li}i∈I a perfect local sys-
tem of L, and Φ = {Φi}i∈I an inductive system. Then for each simple component S of
Li/RadLi there is ϕ ∈ Φi such that ϕ↓S is nontrivial.
Lemma 3.7. Let L be a simple locally finite Lie algebra and L = {Li}i∈I a perfect local
system of L. Suppose that Φ = {Φi}i∈I is a nontrivial diagonal inductive system for L.
Then the following are true.
(1) If Φ∗ = Φ , then Φ ∪ {TL} = Π̂ for all i . In particular, L and L are diagonal.
(2) If Φ∗ = Φ , then L is plain.
(3) If Φ∗ = Φ and L is plain, then Φ ∪ {TL} = Π or Π∗.
Proof. (1) It follows from Lemma 3.6 that for each i ∈ I and each j = 1, . . . , ki , Φi con-
tains V ij or (V
i
j )
∗
. Since Φ∗i = Φi , we have Φi ∪ {TLi } = Π̂i , as required.
(2) By changing the bases of the root systems (see Remark 2.4) and by using Lemma 3.6,
we can assume that Φi contains all standard Li -modules. As Φ∗ = Φ , there is k ∈ I and a
simple component S of a Levi subalgebra of Lk such that Φk contains the standard S-mo-
dule W and W∗ /∈ Φk . Let LS = {LSi }i∈IS be the conical local system generated by S (see
Proposition 3.1). Set Ψ = Φ↓LS . Clearly, Ψ is a diagonal inductive system, Ψi contains
all standard LSi -modules, and Ψ1 = Irr(Φi↓S) = {W }. As LS is conical, for each i ∈ IS the
restriction of any standard Mi -module V to S is nontrivial, so Irr(V↓S) = {W }. It follows
that Ψi ∩Ψ ∗i ⊂ {TLi }, so Ψ and LS are plain. Thus L is plain.
(3) Assume Φ ∪{TL} = Π∗. Set Γ = Φ ∪Π . In view of Lemma 3.6, it suffices to show
that Γ = Π . Clearly Γ is a diagonal inductive system containing Π and Γ = Γ ∗. Arguing
as in (1), we see that there is a conical local system LS of L such that Γ ↓LS is plain.
Therefore Γ ↓LS = Π↓LS . Hence Γ = Π , as required. 
Proof of Theorem 1.2. This follows from Theorems 1.1, 2.12(2), and 1.3(2) (which we
prove below). 
Proof of Theorem 1.3. Let L be a simple diagonal locally finite Lie algebra. By Propo-
sition 3.1 and Corollary 3.3, there is a diagonal conical local system L = {Li}i∈I of rank
> 10. Then Π̂ is a diagonal inductive system with respect to L. Let Π be the reduced
inductive system obtained from Π̂ . Then by Lemma 3.7, Π is the only diagonal reduced
inductive system for L. Let the ideals N(Π) and M(Π) of A(L) be as in Theorem 2.7. Set
N = A(L)/N(Π), M= A(L)/M(Π).
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M(Π)∩L = 0, soN andM are enveloping algebras of L. Consider the left regular action
of A(Li) on
Vi = U(Li)/
(
N
(
Π
)∩ A(Li)).
This makes Vi into a faithful Li -module with IrrVi = Πi , so Vi is diagonal. Observe that
N(Π) is invariant under the action of the standard involution of A(Li). Therefore Vi is
selfdual (hence ∗-plain in the sense of [9]). Clearly
N i = A(Li)/
(
N
(
Π
)∩A(Li))
is an enveloping algebra of Li in EndVi with involution inherited from the standard in-
volution of A(Li). Therefore by [9, Theorem 1.3(2)], N i is a P∗-envelope of Li , i.e.,
su∗(N i ) = Li . Hence su∗(N ) = L, i.e., N is a P∗-envelope of L. Since R ∩ L = 0, we
also have that su∗(M) = L.
Let us prove thatM is involution simple. Let Q be any proper ∗-invariant ideal ofM.
As L generatesM and L is simple, one has Q∩L = 0. Thus the reduced inductive system
corresponding to the preimage of Q in A(L) is a nontrivial ∗-invariant diagonal subsystem
Ψ of Π . Hence by Lemma 3.7(1), Ψ = Π . Thus by Theorem 2.7, Q = 0. ThereforeM is
involution simple, and (2) is proved.
Set Ri =R ∩N i . Then Ri is a ∗-invariant ideal of N i with Ri ∩ Li = 0. Therefore
N i/Ri is a P∗-envelope of L. Now [9, Theorem 6.5] implies that Ri annihilates N i .
ThereforeR annihilatesN , so (1) is proved.
Let us prove (3). Represent A as A(L)/HA where HA is an ideal of A(L). In view
of Theorem 2.7, it suffices to show that the reduced inductive system corresponding to
HA coincides with Π . Let {Ai}i∈I be a ∗-invariant local system of A. Since L is sim-
ple, by Proposition 3.2, L has a finite-dimensional simple subalgebra Q of rank greater
than 8. Fix any i such that Ai contains Q and fix any ∗-invariant Levi subalgebra of Ai .
As Q ⊂ su∗(Ai), the Levi subalgebra has a ∗-simple component S of sufficiently large
dimension (we need > 36). Let AS = lim−→ASi be the ideal of A generated by S (see proof
of Proposition 2.9). Note that AS is ∗-invariant and {ASi }i∈IS is a conical local system of
AS . Observe that su∗(AS) is an ideal of L. Since L is simple and su∗(AS) ⊃ su∗(S) = 0,
we get that su∗(AS) ⊃ L. As L generates A, we have AS = A. Thus {ASi }i∈IS is a conical
local system of A of rank greater than 36.
By property (5) of conical systems, each ASi has no proper ∗-invariant ideals of codi-
mension 36. In particular, ASi is admissible in the sense of [9]. Thus, by [9, Theorem 6.3],
Mi := su∗(ASi ) is a perfect Lie algebra and ASi is a selfdual diagonal (or equivalently, ∗-
plain) Mi -module (with respect to the regular action). Clearly, M = {Mi}i∈IS is a local
system of L and Φ = {Φi}i∈IS with Φi = Irr(ASi ) is a diagonal selfdual reduced inductive
system for L with respect to M. By Proposition 3.4, Φ↓L is a diagonal selfdual inductive
system. Therefore by Lemma 3.7(1), Φ↓L = Π , as required. 
Proof of Corollary 1.4. Let us denote by f1 and f2 the mappings L 	→M and A 	→
su∗(A), respectively. By Theorem 1.3, f2f1(L) = L. Let A be an involution simple locally
240 Y.A. Bahturin et al. / Journal of Algebra 281 (2004) 225–246finite associative algebra. Then by Theorem 2.12(2) L = su∗(A) is a diagonal simple Lie
algebra and A is a P∗-envelope of L. Therefore by Theorem 1.3, A =M, so f1f2(A)= A,
as required. 
Proof of Theorem 1.5. Let L be a simple plain locally finite Lie algebra. By Corollary 3.3,
there is a plain conical local system L = {Li}i∈I of rank > 10. Then Π is a plain induc-
tive system with respect to L. Let Π+ (respectively Π−) be the reduced inductive system
obtained from Π (respectively Π∗). Then by Lemma 3.7(3), Π+ and Π− are the only non-
selfdual diagonal reduced inductive systems. Let the ideals N(Π±) and M(Π±) of A(L)
be as in Theorem 2.7. Set
N± = A(L)/N(Π±), M± = A(L)/M(Π±).
By Theorem 2.7, M± = N±/R± where R± is the Jacobson radical of N±. Since L is
simple, M(Π±) ∩ L = 0, so N± andM± are enveloping algebras of L. Consider the left
regular action of A(Li) on
Vi = U(Li)/N(Π+)∩ A(Li).
This makes Vi into a faithful Li -module with IrrVi = (Π+)i , so Vi is plain. Clearly
N i+ = A(Li)/
(
N(Π+) ∩A(Li)
)
is an enveloping algebra of Li in EndVi . Therefore by [8, Theorem 1.5], N i+ is a P-en-
velope of Li , i.e., [N i+,N i+] = Li . Hence [N+,N+] = L, i.e., N+ is a P-envelope of L.
Arguing similarly, we conclude that N± andM± are P-envelopes of L.
Let us prove thatM± is simple. Let Q be any proper ideal ofM±. As L generatesM±
and L is simple, one has Q ∩ L = 0. Thus the reduced inductive system corresponding
to the preimage of Q in A(L) is a nontrivial diagonal subsystem Ψ of Π±. Hence by
Lemma 3.7(3), Ψ = Π±. Thus by Theorem 2.7, Q = 0. ThereforeM± is simple, and (2)
is proved.
SetRi± =R± ∩N i±. ThenRi± is an ideal ofN i± withRi± ∩Li = 0. ThereforeN i±/Ri±
is a P-envelope of L. Now [8, Theorem 6.10(6)] implies that Ri± annihilates N i±. There-
foreR± annihilates N±, so (1) is proved.
Let us prove (3). Represent A as A(L)/HA where HA is an ideal of A(L). In view
of Theorem 2.7, it suffices to show that the reduced inductive system corresponding to
A coincides with Π+ or Π−. Let {Ai}i∈I be a local system of A. Since L is simple, by
Proposition 3.2, L has a finite-dimensional simple subalgebra Q of rank greater than 8.
Fix any i such that Ai contains Q and fix any Levi subalgebra of Ai . As Q ⊂ [Ai,Ai], the
Levi subalgebra has a simple component S of sufficiently large dimension (we need > 4).
Let AS = lim−→ASi be the ideal of A generated by S (see proof of Proposition 2.9). Note that
{ASi }i∈IS is a conical local system of AS . Observe that [AS,AS] is an ideal of L. Since L
is simple and [AS,AS] ⊃ [S,S] = 0, we get that [AS,AS] ⊃ L. As L generates A, we have
AS = A. Thus {AS}i∈IS is a conical local system of A of rank greater than 4.i
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i.e., ASi is strongly perfect in the sense of [8]. Thus, by [8, Theorem 6.3(1)], Mi = [ASi ,ASi ]
is a perfect plain Lie algebra and ASi is a plain Mi -module (with respect to the regular ac-
tion). Clearly, M = {Mi}i∈IS is a local system of L and Φ = {Φi}i∈IS with Φi = Irr(ASi ) is
a plain reduced inductive system for L with respect to M. By Proposition 3.4, Φ↓L is a di-
agonal inductive system. Since Φ = (Φ↓L)↓M and Φ is nonselfdual, Φ↓L is nonselfdual.
Therefore Φ↓L = Π±, as required.
(4) follows from the duality of Π+ and Π−. Indeed, consider the opposite algebraN op+ ,
i.e., the vector spaceN+ with new multiplication · defined as a ·b = ba. Since a ·b−b ·a =
ba − ab = −[a, b], the mapping x 	→ −x is a Lie homomorphism of L into N op+ , which
can be extended to an antiisomorphism ofN+ ontoN op+ . Clearly the image of L generates
N op+ as an associative algebra, so N op+ is a locally finite envelope of L. Observe that the
corresponding reduced inductive system is Π−. Therefore by Theorem 2.7,N op+ ∼=N−, as
required. 
Proof of Corollary 1.6. Let us denote by f1 and f2 the mappings L 	→ M+ and
A 	→ [A,A], respectively. By Theorem 1.5, f2f1(L) = L. Let A be a simple locally finite
associative algebra. Then by Theorem 2.12(1), L = [A,A] is a plain simple Lie algebra
and A is a P-envelope of L. Therefore by Theorem 1.5, A =M±, so f1f2(A) = A, as
required. 
Proof of Theorem 1.8. Let L be a simple plain locally finite Lie algebra and letM± be as
in Theorem 1.5. Set A =M+ ⊕M−. Let α :M+ →M− be as in Theorem 1.5(4). Recall
that α is an antiisomorphism and α(x) = −x for all x ∈ L. Set (a, b)∗ = (α−1(b),α(a)).
Then ∗ is an involution of A. Note that A is involution simple. The embedding x 	→ (x, x)
(x ∈ L) turns A into an envelope of L. One can easily check that
u∗(A) = {(a,−α(a)) | a ∈M+}.
Therefore L = su∗(A), so A is a simple P∗-envelope of L. Theorem 1.3 implies that
A =M, as required.
Assume now thatM is not simple. Then by Theorem 2.8,M= B ⊕B∗. One can easily
check that su∗(M) ∼= [B,B], so B is a simple P-envelope of L. Therefore by Theorem 1.5,
B ∼=M±. 
In the example below we construct a simple plain locally finite Lie algebra L such that
the radical of N± is nonzero. Considering the regular representation of N±, we conclude
that there exists a nonsplit extension of a plain L-module V (i.e., the restriction V↓Li is
plain for all i) by the trivial one-dimensional module.
Example 3.8. Let us recall the construction of the algebra Ln (n  3) from [8, Exam-
ple 6.12]. We denote by Ln the Lie algebra of (3n+ 3)× (3n+ 3) matrices of the form
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

0 x2 x4
x0 x1
0
x0 x1 x3
0 x2
x0

 (2)
where x0 runs over all n × n matrices with zero traces; x1, x2, x3 run over all matrices of
sizes n × 1, 1 × n, n × n, respectively; x4 = − trx3 (one can view x4 as a 1 × 1 matrix);
and all empty spaces are zero matrices. Let x ∈ Ln and m = 3n + 1. We denote by πn(x)
the element y of Lm such that
y0 =


x0
x0 x1 x3
0 x2
x0

 , y1 =


x1
0
...
0

 , y3 =


x3
0
. . .
0

 ,
y2 = (x20 . . .0), and y4 = x4. Then the mapping πn :Ln → Lm is an injective homo-
morphism. We will identify Ln with πn(Ln). Obviously, RadLm = {y ∈ Lm | y0 = 0},
so Ln ∩ RadLm = 0. Let An be the enveloping algebra of Ln in our matrix represen-
tation (2). It was shown in [8, Example 6.12] that An is a universal P-envelope of Ln
and An consists of all matrices of the form (2) where x0, . . . , x4 are arbitrary. Denote by
Rn the two-sided annihilator of An in An. Clearly, Rn is the one-dimensional subspace
consisting of matrices with x0 = x1 = x2 = x3 = 0. Note that the associative subalge-
bra of Am generated by Ln is isomorphic to An. Identifying this subalgebra with An,
we see that Rn = Rm. Let Hn and Hn be the kernels of the canonical homomorphisms
A(Ln) → An and A(Ln) → An/Rn, respectively. It follows from the arguments above that
Hm ∩ A(Ln) = Hn and Hm ∩ A(Ln) = Hn. Let us denote by L the direct limit of the
sequence
Ln
πn−→ L3n+1 π3n+1−−−→ L9n+4 π9n+4−−−→ · · · .
Obviously, A(L) has ideals H and H such that H ∩ A(Ln) = Hn and H ∩ A(Ln) = Hn
for each algebra Ln in the sequence. Since Ln ∩ RadLm = 0, and Lm/RadLm is simple,
the algebra L is simple. One can easily check that A = A(L)/H is a universal P-envelope
of L, R = H/H is the Jacobson radical (and the annihilator) of A of dimension 1, and
A = A/R is a simple P-envelope of L.
4. Generalized root-graded locally finite Lie algebras
In this section we link diagonal locally finite Lie algebras to root-graded Lie algebras.
We show that each simple root-graded locally finite Lie algebra is diagonal and the con-
verse is also true, provided we generalize slightly the notion of root-graded Lie algebras.
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group of integral weights of ∆. Let Γ be a subset of P(∆) containing ∆ and 0. A Lie
algebra L is called Γ -graded if
(Γ 1) L contains as a Lie subalgebra a finite-dimensional simple Lie algebra g = h ⊕⊕
µ∈∆ gµ whose root system is ∆ relative to a Cartan subalgebra h = g0;
(Γ 2) L =⊕µ∈Γ Lµ where Lµ = {x ∈ L | [h,x] = µ(h)x for all h ∈ h};
(Γ 3) L0 =∑−µ,µ∈Γ \{0}[L−µ,Lµ].
The subalgebra g is called the grading subalgebra of L.
The assumption (Γ 3) is included for nondegeneracy (e.g., consider L = g ⊕ M where
g and M are ideals of L). However the following trivial observation can be useful.
Lemma 4.2. Let g and Γ be as in Definition 4.1. Assume that a Lie algebra L satisfies
(Γ 1) and (Γ 2). Then the space
S =
( ∑
µ∈Γ \{0}
Lµ
)⊕ ∑
−µ,µ∈Γ \{0}
[L−µ,Lµ]
is a nonzero Γ -graded ideal of L. In particular, if L is simple then L is Γ -graded.
Proof. Using [Lν,Lµ] ⊂ Lν+µ, one can easily check that [x,S] ⊂ S for all x ∈ Lν , so S
is an ideal of L. Clearly S is Γ -graded. 
Let g and ∆ be as in Definition 4.1. Assume that ∆ is classical of type An, Bn, Cn, or
Dn. We denote by ∆ all weights of the g-module
V = (V ⊗ V )⊕ (V ⊗ V ∗)⊕ (V ∗ ⊗ V ∗)⊕ V ⊕ V ∗ ⊕ Tg
where V is the standard g-module (of weight λ1) and Tg is the trivial 1-dimensional g-mo-
dule. If g is of type An, denote by ∆A all weights of the g-module
VA =
(
V ⊗ V ∗)⊕ V ⊕ V ∗ ⊕ Tg.
Obviously ∆ and ∆A contain ∆ and 0.
Theorem 4.3. Let L be an infinite-dimensional simple locally finite Lie algebra.
(1) Assume that L is Γ -graded where Γ is finite. Then L is diagonal.
(2) Assume that L is diagonal. Then L is ∆-graded for each root system ∆ of classical
type (An, Bn, Cn, or Dn). Moreover, if L is plain then L is ∆A-graded.
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α ∈ ∆ and pick any nonzero xα ∈ gα and x−α ∈ g−α . Then
S = 〈xα, x−α, [xα, x−α]〉F
is a subalgebra of g isomorphic to sl2. Let Γ1 be the restriction of Γ to the Cartan subal-
gebra F[xα, x−α] of S. Then Γ1 is finite and L is Γ1-graded with the grading subalgebra
S of type A1. Indeed the properties (Γ 1) and (Γ 2) obviously hold and (Γ 3) follows from
Lemma 4.2.
Let L = {Li}i∈I be a perfect local system for L containing S. Let LS = {LSi }i∈IS be the
conical local system generated by S, so LS1 = S. Put
Φi = Irr
(
L↓LSi
) := ⋃
ji
Irr
(
LSj ↓LSi
)
where L and LSj are considered as L
S
i -modules with respect to the adjoint action. Then
clearly ⋃
ϕ∈Φj
Irr
(
ϕ↓LSi
)= Φi
for each pair i < j . Thus Φ = {Φi}i∈IS is an inductive system for L if we show that
each Φi is a finite set. Note that Φ1 = Γ1, so Φ1 is finite. Assume that Φi is infinite for
some i . Since S ∩ RadLi = 0 and RadLi annihilates all irreducible Li -modules, without
loss of generality we can assume that Li is semisimple. Let Li = Q1 ⊕ · · · ⊕ Qk be the
decomposition of Li into a sum of simple components Qj . Then each ϕ ∈ Φi can be
written as ϕ = ϕ1 ⊗ · · · ⊗ ϕk where ϕj is an irreducible Qj -module. Clearly
ϕ↓S = (ϕ1↓S1)⊗ · · · ⊗ (ϕk↓Sk)
where Sj is the projection of S into Qj . By Proposition 3.1(3), each projection Sj is
nontrivial, so Sj ∼= S ∼= sl2. Since Φi is infinite, there exists j such that the set
Φ
j
i = {ϕj | ϕ ∈ Φi} ⊂ IrrQj
is infinite. Hence the set Irr(Φji ↓Sj ) is also infinite (this follows, for example, from [5,
Lemma 6.5]). This implies that
Γ1 = Φ1 = Irr(Φi↓S) = Irr
(
Irr
(
Φ1i ↓S1
)⊗ · · · ⊗ Irr(Φki ↓Sk))
is infinite, which contradicts the assumption. Thus each Φi is finite, so Φ = {Φi}i∈IS is a
nontrivial inductive system for L. Thus by [6, Corollary 3.9], L is diagonal.
(2) Let ∆ be a root system of classical type. By Proposition 3.1 and Corollary 3.3, L has
a conical diagonal local system L = {Li}i∈I of sufficiently large rank, so that L1 contains
a diagonally embedded simple Lie algebra g with root system ∆.
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morphic to a submodule of the g-module Lj/Pj where Pj is a maximal ideal of Lj . Now
Lj/Pj is isomorphic to a submodule of the g-module W ⊗ W∗ where W is a standard
Lj -module. Since the embedding g → Lj is diagonal,
Irr(W↓g) ⊂ {V,V ∗, Tg}.
Therefore the weights of the g-module W ⊗ W∗ belong to ∆, so the weights of the g-
module Li belong to ∆. Thus L is ∆-graded.
If L is plain, then we can assume that L = {Li}i∈I is a plain local system for L. Thus
Irr(W↓g) ⊂ {V,Tg},
so the weights of the g-module W ⊗W∗ belong to ∆A. Therefore L is ∆A-graded. 
Notice that in the case where ∆ = Bn, Cn, or Dn the set ∆ reduces to the set of all
weights of the g-module
V = (V ⊗ V )⊕ V ⊕ Tg.
This means that ∆-graded algebras are actually BCr -graded where r is the rank of g.
Therefore, the following is true.
Corollary 4.4. Each simple diagonal locally finite Lie algebra is BCr -graded for all r  1.
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