Abstract-EEG based vowel classification is currently gaining importance for its increasing applications in the next generation mind-driven type-writing. This paper addresses a novel approach to classify the mentally uttered alphabets in a specific three lettered format, where the first and the last letter represent two vowel sounds and the middle is a space, where no character is imagined. Such formatting helps recognizing 26 alphabets in English language using seven vowel sounds only. To eliminate the possible infiltration of noise by parallel thoughts we used a specialized neuro-fuzzy classifier, where the first layer of the classifiers realized with fuzzy logic eliminates the possible creeping of noise due to side active channel interference. Two models of fuzzy preprocessing are used. The first one is realized with type-1 fuzzy logic, whereas the second model is realized with interval type-2 fuzzy sets. The latter model can take care of both intra-and inter-personal level uncertainty in measurements. Experiments undertaken reveal that the proposed type-2 fuzzy classifier outperforms both type-1 and traditional neural classifiers by a significant margin.
I. INTRODUCTION
Mind-driven type-writing (MD-TW) is one of the cutting edge technological innovations of modern BrainComputer Interfacing (BCI) [1] . There are so many research work based on real time EEG-based human emotion recognition [2] , [3] and EEG based stress monitoring is described in paper [4] . In paper [5] , one channel of ICA data is taken as input which increases classification accuracy to 87%. Although commercial product level design of MD-TW is still far from reality, the innovations of MD-TW at research level cannot be denied. Previously, there exists various works on EEG based vowel/word classification. However, our proposed techniques and classifiers that have been used in this paper are new. In a recent work by DaSalla [6] , classification of imagery speech vowel 'a' and 'u' has been done using EEG signals, where common spatial pattern (CSP) is used to extract necessary EEG features.
In addition, nonlinear support vector machine (SVM) is used for decoding the vowels, which gives an accuracy of 56-82%.
In another work by Iqbal et al. [7] , EEG has been recorded to decode vowels 'a' and 'u', where variance, mean and normalized energy are considered as important features. Classification has been done using linear, quadratic and nonlinear SVM, where non linear SVM classifier outperforms with classification accuracy of 77.5-100 %. Besides the above two researches, some other works have done by Kamalakkannan et al. [8] , Riaz et al. [9] and Kim et al. [10] need special mention. In [8] EEG features including variance, mean and standard deviation are extracted for five imagery vowels 'a', 'e', 'i', 'o', 'u', after which bipolar neural network is used for classification. In [9] , a large pool of EEG features is extracted using a variety of feature-extraction techniques using Mel Frequency Cepstral Coefficients (MFCCs) and log variance Auto Regressive (AR) coefficients. Classifier performance is compared between three standard classifiers: i) SVM, ii) Hidden Markov Model (HMM) and iii) k-nearest neighbor (k-NN). Experimental result reveals that their HMM attains the reasonably highest classification accuracy. In [10] , multivariate empirical mode decomposition (MEMD) and common spatial pattern are used as feature extractor, whereas linear discriminant analysis (LDA) classifier is used to decode three vowels: 'a', 'i', 'u'. Lastly, in This paper attempts to bridge the gap between the research and product level outcomes of this new device. The present work was inspired from an interesting biological observation that the vowel sounds are pronounced by controlling the tongue position inside the mouth and also the mouth-opening. This requires different motor actions in phases for pronouncing a different vowel sounds. Because of such variation in motor activity and their phasing, we observe significant difference in the signals acquired from the parietal, temporal, and motor cortex region. In this paper, we attempt to detect mental imagery of vowel sounds from the above three regions on the scalp. It is observed that EEG signals acquired during MD-TW of a normal and healthy subject have significant difference in features, and thus are easily separable.
The above principle works well for individual vowel sounds. To include consonants in print, we developed a data dictionary for each consonant represented by two vowel sounds in just-apposition. For example, A_A denotes one consonant, that includes two A and one space (blank) between the two uttering of A. We have presuming seven vowel sounds (A, AA, Aea, EE, UU, Ae, O). However, by combining two vowel sounds we can have as many as 7 C2 =21 consonants. Thus we can cover 26 characters as consonant. The ultimate aim of the paper is to design and develop a stand-alone mind driven type writer. The EEG signals acquired in 0.5 to 70 Hz would be used to classify an alphabet from a mental imagery of two vowel sounds separated by a space (no thought for vowels) to determine the intension about the desired alphabet. The proposed system should be smart enough to complete the classification of individual vowel sounds within an expected duration of 10 ms, so that the user does not have any trouble to complete the imagination task of a character within 30 ms, considering three time slots for a character, as introduced before.
The classifier to be designed should be able to classify seven classes (A, AA, Aea, EE, UU, Ae, O) based on input EEG features. The number of classes being fewer, apparently we can use any standard supervised learning classifier to serve the purpose. Experiments undertaken across different experimental instances on a subject and across different subjects, however, reveal that the feature variance within a class even for the same subject is high (on an average 20-30% of the feature mean). This calls for one level of normalization of features, which in this paper has been performed using a fuzzy mapping of individual feature into a membership value in [0, 1]. Such non-linear mapping helps eliminating the effect of intra-subjective variations in features.
Next we feed the normalized features to the input of a 2-layered Radial Basis Function (RBF) neural net, where the RBF neurons are tuned to the mean feature vector of individual class. Naturally, when a feature vector matches with the tuned mean vector of a class, the RBF neuron triggers with an output close to one. Thus the right RBF neuron describing a particular class can be identified. The last layer in the RBF neural net is designed with perceptron neurons. This layer is used to produce a binary encoded class for different mental imageries. The encoding is required to keep a few (three) neurons at the output layer.
Experiments have been undertaken to examine the performance of the proposed classifier with standard back-propagation classifier, recurrent neural classifiers and hierarchical support vector machine classifier. Experimental results envisage that the RBF based classification outperforms traditional classifiers by mean classification accuracy.
The paper is divided into six sections. Section II introduces the overall system integration. In Section III, we present the details on classifier design. Experimental details are introduced in Section IV. Performance analysis is undertaken in section V. Conclusions are listed in Section VI.
II. SYSTEM OVERVIEW
This section introduces an overview of vowel classification technique using EEG signal analysis. The block diagram of the overall system is given in Fig. 1 . EEG signals are recorded from the electrodes placed on the scalp of human subjects, when they are asked to observe a set of visual stimulus, each containing one specific vowel sound. As the stimulus appears on the computer screen, subjects are advised to imagine to utter the vowel sounds. First, the acquired EEG signals are pre-processed (PP)/filtered to remove eye-blinking artifacts and other line noise. Next, the pre-processed signal is used to extract its independent features by using Feature extraction (FE) technique [12] . In this paper, we use Approximate Entropy (ApEn) [13] and Power Spectral Density (PSD) [14] as important features. Since, all extracted features do not contain important information; we apply Principal Component Analysis (PCA) [1] to select most significant features as well as to remove the unwanted features. Lastly, selected EEG features are applied to classify vowel sounds using two proposed methods: i) type 1 fuzzy radial basis function (RBF) [16] induced perceptron neural network (PNN) [17] and ii) type 2 fuzzy radial basis function (RBF) induced perceptron neural network (PNN).
III. CLASSIFIER DESIGN
This section introduces the architecture of two proposed neuro-fuzzy classifiers.
A. Model I
The first classifier, called Type-1 fuzzy-RBF classifier includes three layers. The first layer includes type-1 fuzzy membership functions (MFs) to process n dimensional features into n membership values in [0, 1]. We here used Gaussian type MFs, where the mean and the variance of the Gaussian MFs are obtained from the feature mean and variance for a given set of training samples for a given class. The second layer is an RBF layer, where the RBF neurons produce an output close to one, when the input feature vector for an unknown class component-wise matches with the mean vector of an RBF neuron. The response of the i-th RBF neuron is given by equation 1:
It is apparent from the RBF response that if i X approaches to i X , then yi approaches 1. On the other hand, when the difference between the above vectors is component-wise large, yi is small. Thus only one RBF neuron, whose mean vector matches sufficiently close to the input vector only triggers to produce an output equal to 1. The third layer in the classifier includes 7 perceptron neurons with step type non-linearity. It produces encoded binary classes at the output of this layer. For instance, if the class is 6, it produces the binary code of 6 at the output. The schematic diagram of model I is given in Fig  3. 
B. Model II
The second model also includes three layers, where the first layer comprises interval type-2 fuzzy MFs (IT2FMFs) [18] . The second and the third layer are similar with that of Model I. The IT2FMFs layer in Model 2 helps in reducing both intra-and inter-personal level uncertainty, whereas the type-1 MF in Model-I takes care of intra-personal level uncertainty only. Construction of IT2MF largely depends on individual type-1 MFs obtained from individual subjects. In fact, the footprint of uncertainty is obtained by taking union of all the type-1 
Thus for m features, we have IT2FS with 
IV. EXPERIMENTS AND RESULTS

This section includes two following experiments: i) selection of brain regions, ii) selection of EEG features.
A. Experimental framework This section includes three following experiments: i) selection of brain regions, ii) selection of EEG features and iii) classifier performance.
The experiment has been performed at Artificial Intelligence Lab, Jadavpur University, where the framework includes a 21-channel stand-alone EEG device having a sampling rate of 200 Hz and resolution of 100μ (Fig. 4) . Twelve volunteers with 10 healthy and normal and 2 patients suffering from ear-loss have participated in our said experiments. Of the 10 healthy normal subjects, we selected 6 men and 4 women in the age group 22-35 years. The two subjects with partial ear-loss are both men. They are advised to sit on a comfortable chair with armrest and restrict their movement to eliminate movement-related artifacts. Subjects are shown visual stimuli containing instruction to try to pronounce the specific vowel at a time.
B. Experiment 1: Selection of Brain Regions
EEG signals are captured from 21 electrode positions and are recorded on a separate computer having 8 GB RAM with CPU clock of 3.4 GHz. Fig. 5 shows the scalp maps of the two randomly selected subjects (here, S4 and S6), as have been recorded during the experiment. It can be observed from the figure that pre-frontal, motor cortex, parietal and occipital lobes exhibit significant activations during the experiment. Here, occipital lobe is found active because of the visual signal processing, whereas slight activation in the pre-frontal region is associative with eyeblinking. Besides these, parietal and motor cortex regions are found to take significantly active participation during the experiment. Additionally, literature [1] [2] [3] [4] [5] [6] reveals that temporal lobe is highly associated with human speech signal processing. Therefore, we select P3, P4 and Pz (from parietal lobe), T1, T2, T3, T4, T5 and T6 (from temporal lobe) and C3, C4 and Cz (from motor cortex region) for extracting necessary information by applying signal processing techniques.
C. Experiment 2: Selection of EEG Features
Selection of correct features is important for EEG classification problem for accurate decoding of mental tasks. Literature reveals a variety of time domain (e.g., Hjorth parameters [19] , Autoregressive parameters [20] ), frequency domain (e.g., power spectral density) and timefrequency correlated (e.g., Discrete wavelet transform [21] ) EEG features. To select the right EEG features for the present problem, we first plot the EEG signal pattern recorded from the specific brain regions. Fig. 6 presents the raw EEG signal acquired from the temporal region during visual stimuli containing 7 different vowel sounds.
It is important to note from Fig. 6 that EEG signal amplitude is enhanced at around certain EEG samples (here, around 250 th sample) for every vowel sounds. Therefore, it is necessary to extract information that results in the rise in signal amplitude. Power spectral density (PSD), which is a well-known frequency-domain EEG feature to extract signal power distribution, is applied on the filtered EEG signal acquired from the parietal, temporal and motor cortex regions. Besides PSD, we too extract a special kind of EEG features namely approximate entropy (ApEn), which can accurately quantify the unpredictable fluctuations of EEG samples. It is important to mention here that filtering of EEG signal is done by using a standard Elliptic band pass infinite impulse response (IIR) filter of order 4, which has the pass band frequency of 0.5-70 Hz. The selection is made so because of the superior performance of Elliptic filter as compared to its standard counterparts including Butterworth and Chebyshev [22] . Now, for each subject and each vowel sound, PSD and ApEn extract 10×12×253 and 10×12×1 feature sets respectively (since, here, experiment is repeated 10 times and number of selected electrodes 12). Fig. 7, 8 and 9 present the PSD features extracted from the above brain regions. ) can discriminate vowel sounds jointly. In this manner, we finally obtain 12 such features that can be fed to the classifier to decode the vowel sound.
V. CLASSIFIER PERFORMNACE
We examine the classification accuracy of the proposed classifier techniques by observing i) individual class performance during the classifier training and ii) overall classifier performance during testing phase.
1) Individual Class Performance During Training
For individual class performance of different genres, the proposed classification algorithms are trained with 840 trials, one for each vowel sound, repeated ten times on each of 12 subjects. A standard ten-fold cross validation technique is employed to check the consistency of the data, where nine out of ten folds are applied for training purposes and the remaining one fold is used for the validation purposes. Table I provides the individual class performance of 7 vowel sounds by computing their classification accuracy along with standard (std.) deviation. The highest value for each model is highlighted using boldface. 
2) Overall Classifier Performance During Testing Phase
To study the relative performance, we consider the following two standard classifiers: 1) support vector machine (SVM) [23] and back propagation neural network (BPNN) [24] along with our two proposed methods. 
R is the rank of each vowel database. n is number of databases, here it is 7. t is number of classifiers, here it is 4. This Friedman test is done on twelve subject databases. VI. CONCLUSIONS The paper to the best of the authors' knowledge is one of the early researches on mentally imagined alphabet classification using EEG as the modality. We used classical fuzzy and IT2FS induced RBF neural nets for classification of both vowel and consonant sound imageries using a three elemental codes, containing vowel, followed by a space, followed by a second vowel. The IT2FS induced RBF neural technique outperforms its type-1 fuzzy induced counterpart, BPNN and SVM classifier based classification by a significant margin. The work is also compared with existing works in classification accuracy, and the results are acceptable with reference to the present technology in EEG research and pattern classifiers.
