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ABSTRACT
Dietz, Daniel T. M.S., Purdue University, May 2018. Validation of Object Identiﬁcation and Tracking in Radar Imagery. Major Professor: Michael E. Baldwin.
Analysis of storm cells and tracking thereof in radar imagery requires substantial
eﬀort if done manually. An automated technique for performing cell identiﬁcation and
tracking can greatly ease the burden of performing the work by hand. For analyzing
post-event cases automated techniques are a time-saver for the investigators and when
analyzing real-time radar data or NWP output, applying automated techniques is
necessary because the products must be made available in real-time to be useful.
Evaluating the performance of such techniques is also a time consuming task because
the comparative truth must be found by hand. A method of simulating storm cells so
that the exact truth is known is explored as an alternative to evaluating identiﬁcation
and tracking algorithms against hand-identiﬁed cases.

1

1 BACKGROUND
1.1

Introduction
Object identiﬁcation and tracking in weather radar data in an automated fash-

ion poses unique challenges. Identifying interesting features, or objects, and tracking
their movement across time and space is intuitively easy for humans. However, describing and implementing an algorithm that can do this identiﬁcation and tracking
automatically is more challenging. Weather radar systems, such as as the NEXRAD
radar network, consisting of over 150 radar sites (NEXRAD DOC Network Sites,
n.d.) deployed across the United States, produce a signiﬁcant volume of data. To
eﬃciently and quickly analyze such a large dataset to look for and identify trends,
an automated algorithm is a practical necessity. Such automated techniques can
also be applied to convection allowing high-resolution numerical weather prediction
(NWP) model output (Pinto et al., 2015) or infrared satellite imagery (Fiolleau &
Roca, 2013) for producing short-term forecasts, further demonstrating the need for
automated techniques as these only multiply the amount of data to be analyzed.
These techniques can be utilized in a number of applications. Historical radar data
archives could be analyzed for objects of interest, cataloged, and processed for climatology studies (Houston et al., 2015). Such analysis could be used to identify trends
in thunderstorm size, intensities, distribution, or life cycles. Automated analysis of
high-resolution convection-allowing NWP model output could allow for automated
projections of hazardous weather features for public warnings (Stensrud et al., 2009)
or forecasts for speciﬁc industries such as commercial aviation (Steiner et al., 2010).

2
1.2

Object Identiﬁcation Techniques
Image segmentation is a type of image processing that provides the basis for

many object identiﬁcation techniques in weather data (Lakshmanan et al., 2009).
Several variations and methods of image segmentation have been developed to separate out and identify areas of interest in weather data, such as the identiﬁcation of
areas of convection in satellite imagery. Several of these techniques for radar data
operate on native radial data format output directly from a radar. Many of these
techniques, however, operate on a Cartesian grid (potentially moasicked with multiple
radar sites). Adapting the data to a Cartesian grid is easier to visualize and simpliﬁes
the calculations (Dixon & Wiener, 1993).

1.2.1

Peakedness

Steiner et al. (1995) describe a technique that focuses on separating areas of convective precipitation from areas of stratiform precipitation. The goal of this technique
was to improve the reﬂectivity-to-rainfall relationship by applying diﬀerent ratios to
convective and stratiform precipitation. In the original study the technique was applied to radar data from a tropical region in Australia and was validated against rain
gauge data.
This method ﬁrst identiﬁed areas of intense reﬂectivity that are most certainly
convection. For remaining areas, a background mean intensity of points within a
certain radius for each grid point was calculated. If the diﬀerence between the central
point and its background mean was greater than some threshold value it was considered convection. This calculation looked for ”peaky” areas with the assumption
that convective precipitation appears in radar imagery bounded by sharp gradients in
reﬂectivity. This threshold value was determined by a curve as a function of the mean
background reﬂectivity value. This method is hereafter referred to as the ”Steiner
method” for convenience.

3
Steiner et al. (1995) applied their technique to study precipitation patterns over
a region of Australia. One of the key features of this technique was the ability to
classify precipitation as stratiform or convective. Their technique identiﬁes convective
precipitation and any remaining precipitation in the radar data are assumed to be
stratiform. They are able to show objectively, though not surprisingly, that convective
precipitation was more intense (using reﬂectivity as a proxy for precipitation rates)
than stratiform precipitation.
The central goal of the Steiner et al. (1995) study was to improve the ability
to correlate radar reﬂectivity intensity to rainfall intensity on the ground. Reﬂectivity values of a volume are physically related to the amount of water present, or
the drop distribution, that ultimately falls to the ground. However, this is only a
rough approximation due to several issues: the radar beam is generally well above
the surface and so is not a direct measure of the surface conditions and such measurements are aﬀected by radar beam geometry and range artifacts (Stout & Mueller,
1968). J. A. Smith et al. (1996) describe the systematic biases in WSR-88D radar
precipitation estimates due to range-induced errors (such as incomplete beam ﬁlling)
and propose a range-correction equation. They also propose adjusting the parameters to this equation based on whether the detected precipitation was convective or
stratiform based on the results of the Steiner method.
In this study the authors aim to test the well established single-power law (Marshall et al., 1947) which relates reﬂectivity power (Z) to rainfall rate (R) as such:

Z = αRβ

(1.1)

Where the values for α and β are determined experimentally by direct measurement of drop size distributions (DSD), and are dependent on source region and time
of year. Steiner et al. (1995) test a commonly used set of values for tropical regions,
appropriate for the Australia region, by comparing the result against rain gauge data
from the same region. The study indicates a need for separate α and β values for
stratiform and convective precipitation rather than a single generalized set. By use
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of the Steiner method new values can be set and automatically changed out for each
precipitation event to provide a more accurate radar rainfall estimation.
In another study, the Steiner method was applied to rainfall events in the Mediterranean (Rigo & Llasat, 2004). They found that the reﬂectivity threshold for convection varies between 40 dBZ and 55 dBZ depending on the situation, so choosing a
good value is critical. The output from the Steiner method was compared against
automated rain gauge data, much like in the original work (Steiner et al., 1995). The
algorithm was used to further associate DSDs by storm types and the physical processes that produce those storm types by automatic categorization (Sempere-Torresl
et al., 2000).
An adaptation of this method was used aboard the Tropical Rainfall Measuring Mission (TRMM) Precipitation Radar (PR) satellite (Awaka et al., 1997). The
TRMM adaptation was able to classify precipitation into three categories: convective,
stratiform, and other. It was also able to identify the brightband and its height as
well as discriminate between warm rain and ice precipitation processes. The original
method was simply to take a horizontal slice with the maximum reﬂectivity value 1
km below the freezing level instead (Zafar & Chandrasekar, 2004). This classiﬁcation
was able to improve TRMM’s rainfall estimate products (Robinson et al., 2000; Wolﬀ
et al., 2005). The original authors of the Steiner method use the technique to study
the reliability of the TRMM precipitation estimates because the satellite only visits
a particular region twice a day (Steiner & Houze Jr., 1998). Liao et al. (2001) ﬁnd
that precipitation estimates from the TRMM satellite and a ground-based WSR-88D
roughly agree for precipitation events identiﬁed as convective. For stratiform events
there was, however, some disagreement.

1.2.2

Baldwin Object-Oriented Identiﬁcation Algorithm

In the Baldwin Object-Oriented Identiﬁcation Algorithm (Baldwin et al., 2005;
BOOIA) objects are identiﬁed by ﬁnding contiguous areas of precipitation. A neigh-
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boring region is added to the object by increasing the object’s area by 15 percent.
Each new object is classiﬁed into one of ﬁve classes such as cellular, linear, and stratiform. This classiﬁcation is completed based on a training dataset and a series of
geometric shape attributes associated with each test case.
Baldwin et al. used their BOOIA technique to analyze an hourly precipitation
dataset of the course of one year. They analyzed characteristics such as size and storm
type. Objects were classiﬁed into diﬀerent size categories based on the Orlanski (1975)
classiﬁcation scheme: meso-γ (2500 km2 ; small), meso-β (40 000 km2 ; medium), and
meso-α (largest). Baldwin et al. found that large precipitation objects accounted for
73 percent of the precipitation area and 87 percent of total precipitation amounts,
while only accounting for a small percent of the total count of objects.
These test cases were then additionally trained to produce storm mode classiﬁcations. These classiﬁcations included two cellular modes, two linear modes, and a
stratiform precipitation mode. 39 percent of objects were classiﬁed as stratiform,
while the two cellular modes accounted for 46 percent of objects, and the linear cases
making up the remaining 15 percent. The end result of this work was to develop a
distribution of these types of events both in time and spatial distribution by using an
automated process.
Further work by Hitchens et al. (2012) took a more detailed look at precipitation
events over the Midwestern United States region over a longer time period. In addition
to the attributes collected by the BOOIA algorithm the data were combined with
data from the North American Regional Reanalysis (NARR) dataset (Mesinger et al.,
2006). Parameters pertaining to convective systems, such as the convective available
potential energy (CAPE), were of particular interest. Hitchens et al. (2012) attempted
to classify extreme precipitation events over the Midwest and to correlate these events
to the environmental characteristics which produced them. Hitchens et al. (2012) use
the BOOIA to study extreme precipitation events over the Midwest. They used the
algorithm’s storm object delineation to select rain gauges in the path of extreme
precipitation events to use in further analysis.
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1.2.3

Threshold

A simple approach to identifying features in radar data may be to simply take
areas of contiguous points above a certain threshold and call it a storm cell. For
example, Augustine & Howard (1991) apply this simple threshold methodology to
infrared satellite imagery in an eﬀort to automatically identify and catalog mesoscale
convective complexes (MCCs). Their method applied a simple threshold for cloud top
temperatures below a certain temperature and for a minimum area (typical minimum
size of a MCC) where used.
The threshold approach was also applied to radar reﬂectivity data by Dixon &
Wiener (1993). For a 2D case they identiﬁed all continuous pixels above a certain
value in a row in the x axis and called them runs. To build objects they took all
adjacent runs in the y dimension and joined them to make a storm cell. For a 3D
case the procedure was the same except adjacent runs were searched for in both the
y and z dimensions. They found this approach was computationally eﬃcient. They
considered using a threshold of 30 dBZ, 35 dBZ, and 40 dBZ. After testing each
threshold 35 dBZ was found to be the best choice, a compromise between the noisier
results of a lower value and under-identiﬁcation at a higher level. This technique
became part of the Thunderstorm Identiﬁcation, Tracking, Analysis and Nowcasting
(TITAN) algorithm.
This simple method has some pitfalls, however, with the choice of a static threshold. A multi-cell cluster, for example, may end up being identiﬁed as many cells
rather than a single feature if the threshold is chosen poorly. A threshold too high
may result in young cells being missed. This is complicated by the reality that each
storm event would have a diﬀerent ideal threshold depending on the time of year,
location, or even diﬀer across the same storm event. This complexity necessitates the
need for additional considerations such as a variable threshold that can adapt to each
storm cell.
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The original TITAN algorithm suﬀered from a false merger issue where it struggles
to separate multiple cells in close proximity to one another. An attempt to improve
the accuracy of storm identiﬁcation in the TITAN algorithm was made by Han et al.
(2009). The merging issue arises when the threshold chosen results in a very small
and weak connection between storm cells (i.e., just a few pixels at or just above the
threshold), thus two actually independent cells are identiﬁed as one. To solve this
issue Han et al. applied a mathematical erosion operation to the edges of the ﬁrst pass
storm identiﬁcation. In cases of a weak connection, resulting in a false connection,
this erosion at the edges was enough to disconnect the two cells into the proper
independent cells. Once eroded, they took this idea a step further by running the
identiﬁcation algorithm inside the cells at a higher threshold to identify smaller cells at
a higher threshold. The same erosion technique was then applied again. If this second
erosion resulted in two or more new independent cells the original encompassing cell
is dropped in favor of the new, smaller cells.
Another way to work around this problem is by using a hysteresis threshold. In
image processing hysteresis is a lag between one threshold and another (Jain A. K,
1989). Lakshmanan et al. (2009) provided a demonstration of this technique where an
identiﬁed cell is an area of contiguous pixels that must be above the lower threshold
and contain at least one pixel above the higher threshold. They also provided an
overview of other applications of this method.
Some thought must be put into deciding this hysteresis threshold value. Crane
(1979) deﬁned the value as 3 dBZ in their approach to automated cell detection in
weather radar. Their simple approach of threshold contouring of reﬂectivity values
results in cells too small be useful in identiﬁcation alone, but these identiﬁcations do
result in useful tracking of cell centroids. This approach was developed in an attempt
to provide automated detection and tracking of potential hazards to nearby aircraft
and to provide storm cell statistical analysis.
Rosenfeld (1987) takes this threshold method and reﬁnes it further. He takes this
hysteresis threshold value to be deﬁned based on surrounding maximum pixel values.
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This reﬁned method attempted to gather more values associated with a storm cell
such as the echo top and area of the storm cell. This approach may encounter some
issues in certain scenarios, such as a cell developing in very close proximity to a larger
cell, or underneath the anvil of another larger cell. In these cases this approach may
not be able to suﬃciently accurately capture newly developing cells until they are
large enough to be easily distinct to the algorithm. He also found that the threshold
parameter often need to be tweaked on a case-by-case basis to maximize performance
between regions and time of year.
The National Weather Service uses a similar method, developed by Johnson et
al. (1998), operationally on reﬂectivity data coming out of NEXRAD. This method
diﬀers from many other methods in that it operates directly on radial data directly
from the radar. It processes each radial, one at a time, using a set of threshold
values on it. A set of storm segments where contiguous pixels in a radial meet
these thresholds are cataloged. The storm segments from each elevation scan are
combined into storm cells by comparing their proximity and another set of thresholds
similar to the identiﬁcation portion of the TITAN (Dixon & Wiener, 1993). The
2D storm cells from each elevation are then further compared to connect them in
vertical space to form 3D storm cells. This method is used operationally as the
Storm Cell Identiﬁcation and Tracking (SCIT) algorithm. The SCIT identiﬁcation
algorithm suﬀers some similar issues to the Rosenfeld (1987) method where it will fail
to accurately identify small cells in close proximity to much larger cells.

1.2.4

K-means

Another method called K-means clustering has been proposed by Lakshmanan
(2001) and Lakshmanan et al. (2002). This method works by clustering nearby pixels
together based on a few criteria. The method is an iterative process where pixels are
moved between clusters by attempting to minimize a global cost function. This cost
function considers the distance between the pixel and the cluster mean in addition
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to a discontiguity function which considers the number of contiguous pixel pairs that
are in diﬀerent clusters. Pixels are moved between clusters until the cost function can
be minimized no further.
Once the clusters are built a region growing scheme can be used to connect pixels
which belong to the same cluster (Lakshmanan et al., 2003). It is pointed out by
Lakshmanan et al. (2003) that this method is well suited for satellite imagery because
the texture inherit to satellite imagery may confuse other techniques. The method
does not oﬀer any signiﬁcant beneﬁts on weather radar data, especially WSR-88D
data, because the imagery tends be smoother and not have the same texturing of
satellite images.
The Lakshmanan et al. (2003) K-means technique is presented as w2segmotion
in WDSS-II. This routine was used in a test of the real-time three-dimensional variational data assimilation (3DVAR) system in the Hazardous Weather Testbed by
T. M. Smith et al. (2013). The data output from the testbed was compared to that
of WDSS-II for the life cycles of over 200 thunderstorms.
Cintineo et al. (2014) also used this method during an evaluation of using NWP
models to predict the development of convection resulting large hail, damaging winds,
or tornadoes. They are able to demonstrate some skill which promises to improve
lead-time for severe weather warnings.

1.2.5

Watershed Transform

The watershed transform is a form of image segmentation that is the method of
choice for image processing applications (Roerdink & Meijster, 2001). Roerdink &
Meijster describe the basis for the watershed transform as that of taking its roots from
geographical topography. The image is considered the ”landscape” and the image is
”ﬂooded” with water, resulting in segments separated by the watershed basins. The
inverse can also be performed where a ”lake” is formed by ﬁlling water up from the
lowest point and regions covered by the ﬂooding are considered a segment. This
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essentially tests all possible hysteresis threshold sets discussed previously, eliminating
the need to choose one static threshold for each case.
It would be ineﬃcient to test every single combination of threshold sets. Thus,
Vincent & Soille (1991) describe an eﬃcient solution to this problem. Every pixel
from the image is sorted into data structures where each list contains a list of pixels
of the same value. Flooding at any particular threshold only has to occur within its
corresponding list rather than performing an extensive search across the entire image.
Pixels are captured and added to a basin until there are no neighboring pixels at a
lower value.
Lakshmanan et al. (2009) note that the watershed algorithm by itself does not
work well for weather imagery. The algorithm results in an output that looks indeed like watersheds, rather than discrete cells or storms as one may desire for radar
imagery. They extended this watershed transform into a technique, dubbed the Enhanced Watershed Algorithm (EWA), that can be applied to infrared satellite imagery
or radar ﬁelds. The approach to adapting the watershed algorithm to weather imagery
is a multi-faceted approach.
First, they borrowed and implemented a variation of a notion called saliency. Typically in image processing applications, saliency is considered the minimum height or
depth to a watershed basin. When using a saliency threshold in the ﬂooding process,
it does not stop until this saliency threshold is met. For weather data application, they
implemented this as a minimum areal coverage of the cell as this criterion performs
better than a height-based (or intensity in the radar data case) saliency (Augustine
& Howard, 1991). This process allows the watershed transform to grow cells until
the cells reach a threshold size. The saliency threshold was also combined with a
hysteresis threshold – that is, the cell or basin must also be of a minimum depth or
height in addition to the areal coverage saliency.
The hysteresis threshold was deﬁned as the height at which saliency is met rather
than some ﬁxed range such as in Crane (1979). Such a ﬁxed range may result in
basins that do not meet the saliency criteria. This ﬁxed range may also result in
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basins overlapping each other. To avoid overlapping a foothills region is collected
around the perimeter of the basin where further basins may not be captured. The
foothills enforce some minimal spacing between basins.
Lakshmanan et al. (2009) demonstrate how the saliency value can be adjusted
depending on the features of interest. Using larger values result in picking out the
larger scale systems such as MCSs, while using smaller values allow the user to identify individual cells in a larger complex. The authors demonstrated their extended
watershed transform to several diﬀerent use cases:
1. NEXRAD: Radar data from NEXRAD were combined into a 3D mosaicked
dataset on a 1 km X 1 km X 1 km grid. Some basic quality control techniques
were applied to the data before they were fed into the watershed algorithm as
described by Lakshmanan et al. (2007).
2. CASA: Radar data from the Collaborative Adaptive Sensing of the Atmosphere
(CASA) network were gridded. This network consists of four small X-band
radars in Oklahoma that provide very high resolution data. The data were
gridded at a 0.1 km X 0.1 km for the watershed algorithm. This data suﬀers
from ground clutter problems which degrades performance of the watershed
algorithm. Lakshmanan et al. apply heavy ﬁltering in the smoothing step to
reduce resulting noise to maximize EWA performance.
3. GOES: Infrared satellite data from the Geostationary Operational Environmental Satellite (GOES) were taken in a 4 km X 4 km resolution. Due to the lower
resolution of this data, this algorithm can only identify storm cells at larger
scales requiring a larger saliency value than allowed by higher-resolution radar
data. The data were already smooth enough to not require smoothing nor
would the low resolution lend itself to typical smoothing ﬁlters, so no ﬁltering
was done.
4. SEVIRI: Infrared satellite data from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) satellite were taken at a 2.7 km X 2.7 km resolution.
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The higher resolution over the GOES data allowed Lakshmanan et al. to apply a
smoothing ﬁlter. Like GOES data a high saliency value was required to extract
useful storm identiﬁcations. Additionally, the higher dynamic range of SEVIRI
(over GOES) required a larger δ value during smoothing be used.
The extended watershed transform technique has a wide ranging number of applications. The algorithm was used in the Hazardous Weather Testbed by the NWS
during 2014 (Karstens et al., 2015). This testbed is designed to test a new probabilistic hazard warning dissemination system (as opposed to the current polygon-based
system). In this prototype warning system the watershed transform technique is
used to provide the forecaster with a ﬁrst guess at identifying hail-producing storms.
The algorithm is applied against reﬂectivity along a -10°C isosurface on four diﬀerent
saliency sizes (Humphrey et al., 2014).
This algorithm can also apply to climatological thunderstorm studies where having
an automated process for identifying, cataloging, and developing statistics is greatly
beneﬁcial (Lock & Houston, 2015; Hobson et al., 2012; Houston et al., 2015). Watershed transforms can also be used in short-term forecasting from high-resolution model
forecasts, such as the High-Resolution Rapid Refresh (HRRR) model, providing for
hazard forecasts (Hwang et al., 2015; Zahraei et al., 2013; Sobash et al., 2016) or
validating such forecast models (Li et al., 2015).
The Warning Decision Support System-Integrated Information (WDSS-II) tool
can use the watershed transform technique to classify storms for the user (Hobson et
al., 2012). It can also further enhance the classiﬁcations using K-means clustering
(Wilks, 2006). This clustering works by an optimization routine that divides the
image into sections and applies the watershed technique in iteration. The combined
technique can identify storm cells at diﬀerent scales rather than a ﬁxed saliency as
done by Lakshmanan et al. (2009).
Roberts et al. (2009) found that individual and multicell clusters were best approached with a scale between 20 km2 and 200 km2 while linear lines were best
approached with a 2000 km2 scale. Thus, the Hobson et al. (2012) WDSS-II study
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uses both 200 km2 and 2000 km2 scales. The output of the clustering was correlated
with output from the Rapid Update Cycle (RUC) model. A number of diﬀerent ﬁelds
were extracted from the model output and associated with each cluster. Several cases
were manually classiﬁed and were used as training sets for this cluster and parameter
pairing. Decision trees were developed with this training exercise that allow for some
skill in predicting storm mode based on real-time radar and the near environment
conditions from the RUC.
An issue with storm classiﬁcations (i.e., ordinary cell vs. supercell) based on
reﬂectivity data alone is that they cannot integrate information such as wind shear
or whether the updraft in the storm is tilted or rotating (Lack & Fox, 2012). Lack
& Fox took the work by Roberts et al. (2009) further and show that capturing wind
shear parameters in conjunction with reﬂectivity data can improve skill in storm
classiﬁcations.

1.3

Tracking Objects
Once objects are identiﬁed in the weather data the next step in many applications

is to track these objects through time by associating an object in one time frame
to the corresponding object in the next time frame. This information about track,
trajectory, and storm trends is invaluable to short-term forecasting of storms (Wilson
et al., 1998).
Tracking poses a more signiﬁcant challenge compared to identiﬁcation. Identiﬁcation only considers a single image at a time; tracking however, requires considering
how storm cells will evolve over time. Radar images may be complicated by cell mergers and splits, noise in the data, or occasional missing or corrupted radar images. For
example, Henry (1993) found that storms over the Denver, Colorado region fell into
two separate categories: 1) simple single cell tracks which generally lasted last than
an hour, and 2) complex multicell tracks. These complex multicell storms typically
lasted several hours and consisted of many individual cells with their own unique
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tracks and trajectories. These complex tracks pose an especially diﬃcult challenge
to tracking algorithms. There is a desire to track the hierarchy of individual cells to
their larger, overall parent clusters, or track the cluster as a whole.

1.3.1

Cell Projection

Johnson et al. (1998) developed a fairly simple approach to the tracking problem.
In the cell projection method a cell is assumed to continue on a steady trajectory.
Each cell at t−1 is projected forward to the image at t using its previous trajectory. For
cells in t−1 which do not have a trajectory assigned yet, the nearest cell in t is matched
and a new trajectory is calculated. New trajectories are given a default vector which
is deﬁned as the average of all vectors in the previous scan or from manual input
(e.g., if there were no vectors previously). This technique is the ”Tracking” portion
of the Storm Cell Identiﬁcation and Tracking (SCIT) algorithm used operationally
by the National Weather Service on reﬂectivity data coming from their network of
WSR-88D radars.
A modiﬁcation of the projection method by Lakshmanan et al. (2009) adds an age
variable to the process. This method operates similarly to the projection method with
a few modiﬁcations: all possible projections within a certain radius are considered
potentially ambiguous and are considered tied. The tie is broken by creating tracks
that favor longer lived storm tracks.

1.3.2

Global Cost Function

One popular tracking method is the tracking portion of the Thunderstorm Identiﬁcation, Tracking, Analysis and Nowcasting (TITAN) algorithm developed by Dixon
& Wiener (1993). TITAN is an implementation of a global cost function and cell
projection. This method makes a few assumptions: the correct track identiﬁcation
minimizes track segment length, there is some maximum distance a cell can travel
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between two times, and the correct track will contain similar storm cells (shape and
size).
This algorithm implements a cost function that calculates a value using distance
between two candidate cells and the diﬀerence in volume of the cell. The idea behind
using distance is that a cell can only travel so far in the 5 to 10 minutes between
radar scans. The two closest cells between two times are the most likely candidates
for a track match. By also incorporating the diﬀerence in volume the algorithm is
looking for the most similar cells in size. A storm cell typically only grows or decays
a relatively small amount every 5 to 10 minutes. Possible track combinations which
minimize this cost function are selected as the ﬁnal track.

1.3.3

Overlap

The Overlap method is another simple approach by Morel et al. (1993). In this
approach storms are matched based on spatial overlap between times. Cells are sorted
in size so the largest cells are the ﬁrst to be matched. Cells with the most overlap
between them are considered a match and assigned to a storm track. As with several
other methods, this method assumes that storms can only move a small amount
between time frames. If the cells are so far apart they do not overlap it is unrealistic
to expect that they are part of the same track.
Fiolleau & Roca (2013) analyzed the same overlap routine for identifying MCSs in
infrared satellite imagery. MCSs tend to make a large appearance on satellite imagery,
and move slowly relative to their size, which lends well to this overlap method as their
overall appearance and position changes slowly. Issues do arise, however, when this
does not hold true and there are two or more possible matches between two images.
This is most likely to occur when MCSs split or merge. During initiation or dissipation
phases, the MCSs may be small or changing rapidly. They ﬁnd the overlap method
alone is not suﬃcient for automated detection of MCSs.
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1.3.4

Overlap and Global Cost Function

Han et al. (2009) made several improvements to the original TITAN algorithm
(Dixon & Wiener, 1993), described in Section 1.3.2, called the Enhanced TITAN
(ETITAN). Among them is an improvement to the tracking piece of the algorithm.
They added an overlapping component similar to the approach by Morel et al. (1993)
in conjunction with the original cost function minimizing component. First, potential
cell matches with an overlap of more than 50 percent are considered a match right
away. Storms with this level of signiﬁcant overlap are likely to actually be the same
storm. Any cells failing this ﬁrst pass are then assigned a global cost function between
other cells. This cost function calculates the distance between the potential matches
and adds to the cube root of the volume of the cell, leaving the value in distance
units. Cells which minimize this cost function are then matched as a track.
Additionally, a maximum cell speed of 100 km h−1 is considered to eliminate any
unrealistic matches. However, this constraint may be violated in some very realistic
scenarios. In large storm cell scenarios, the centroid maybe move large distances
somewhat randomly depending on how that centroid is calculated. The large cell is
not really moving that quickly but if the centroid moves many kilometers within itself
between frames this may result in an artiﬁcially large translational speed. To combat
this, Han et al. used a dynamic threshold. They based this threshold on the size of
the cell. The larger the cell, the larger the random noise in the calculated speeds will
be. However, there does need to be a compromise to prevent other cells that are too
far away to be realistically matched. The beneﬁts of this ETITAN algorithm were
shown by Lakshmanan & Smith (2010).

1.3.5

Combination

Lakshmanan & Smith (2010) evaluated many of the aforementioned techniques
and devised a method which incorporates the best performing methods. They noted
that combining the Overlap and Global Cost Function by Han et al. (2009) resulted
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in appreciable improvements and thus were hopeful combing the best of more methods would provide even more improvement. This combination method works in the
following fashion:
1. Propose an initial projection by using the projection method (Johnson et al.,
1998) on storm cells identiﬁed at tn−1 .
2. Sort storm cells at tn−1 by their track length so that the longest tracks are
considered ﬁrst in the next step.
3. For each projected cell, identify possible matches within some distance deterp
mined by a function of the area, A/π.
4. If there is only one possible match within the search, and the distance is less
than 5 km, match it.
5. Repeat steps 3 and 4 until no further matches can be made.
6. Deﬁne a cost function for remaining cells, calculating in distance, area of cells,
and intensity of the cells.
7. For remaining cells, identify possible matches within some distance determined
p
by a function of the area, A/π.
8. Match each cell within the search radius based on minimizing cost function.
This combination of several methods allow each one to complement one another and
ﬁll in for each weakness.

1.3.6

K-Means Clustering

The Combination method described in Section 1.3.5 performs well for real-time
tracking of systems. If one is evaluating a storm system after the fact, a set of
statistics can be used to further improve the tracking. Lakshmanan et al. (2015)
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devised a statistical method that improves tracking further over real-time tracking
methods.
K-means clustering is an reﬁnement technique that iteratively reﬁnes tracks from
a set of storm centroids. The ﬁrst step for this method is starting with the results of
the Combination method (Section 1.3.5; Lakshmanan & Smith (2010)) to build an
initial set of K clusters. For each storm cell the nearest cluster is calculated. If there
is a cluster that is closer than its current cluster assignment the storm cell is moved
and merged into the closer cluster.
For each K cluster a trajectory is calculated. The trajectory is calculated as the
Theil-Sen slope. Theil (1950a,b,c) devised a method for calculating a best-ﬁt slope
by computing the median slope of every combination of two points. This method
was reﬁned by Sen (1968) with temporal datasets in mind by only calculating slopes
between points at diﬀerent times. This Theil-Sen slope calculation has beneﬁts over
a simple least squares regression such as not being aﬀected by linear transformations
of the input (e.g., map projections) and several other features of beneﬁt for weather
feature tracking (Lakshmanan et al., 2015). At the end of each iteration any K
clusters which overlap within a reasonable space-time bounding area (e.g., two clusters
on opposite sides of the domain should not be merged) are merged and the trajectory
is recomputed. This iteration is repeated several times or until no more changes are
made.

1.4

Validating Tracks
Evaluating the performance of an identiﬁcation or tracking algorithm is a chal-

lenge, often requiring signiﬁcant human eﬀort in manually identifying and tracking
test cases and scoring against the tracking algorithm output (Lakshmanan & Smith,
2010). A simple approach to verifying tracks is to develop a short-term forecast based
on the calculated track and compare the forecast to data a short time later (Dixon &
Wiener, 1993; Lakshmanan et al., 2003). This comparison, however, is not a direct
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scoring of the tracking algorithm as it is impossible to separate errors by the tracking
algorithm from actual changes in the storm trajectory (Lakshmanan & Smith, 2010).
Wilson et al. (1998) and Han et al. (2009) showed that a great deal of error in this
type of forecast come from changes in the storm themselves (such as growth and
decay) rather than bias or errors in the initial tracking.
Johnson et al. (1998) proposed a more direct method of scoring tracking in their
SCIT algorithm. Firstly, to score their identiﬁcation scheme a number of test cases
were subjectively divided into several categories such as severe, non-severe, clusters,
and stratiform precipitation. These categories were divided as such because each
category has unique properties that may challenge the algorithm in diﬀerent ways.
17 test cases were categorized and cells manually identiﬁed using a set of criteria
for a storm. Each consisted of about an hour of data and a total of over 6500 cells
which were manually identiﬁed. They found that 68 percent of cells over 40 dBZ
were identiﬁed correctly and 96 percent of cells over 50 dBZ were correctly identiﬁed.
Isolated cell cases performed better than on more cluttered and clustered cases, on
average. No cases of false alarms were found in the test cases however it is known
false alarms can result from certain non-meteorological targets.
An evaluation of the tracking portion of SCIT was also performed by Johnson et
al. (1998). Four of the cases were evaluated for tracking where the track is manually
veriﬁed at each radar frame to be correct or not. Here a percentage was calculated
deﬁned by the ratio of correct associations at each time to incorrect associations. The
algorithm performed quite well with over 90 percent correct on each test case. Most
errors were found to occur when one cell grows and another decays in close proximity.
Lakshmanan & Smith (2010) highlight three major ﬂaws with these veriﬁcation
methods:
1. Manually processing test cases is very labor intensive. In Johnson et al. (1998)
over 6500 cell identiﬁcations had to be manually made and in just four cases
over 750 points had to be manually veriﬁed for the tracking tests. Additionally,
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these identiﬁcations were subject to human-subjectivity and error from day to
day and investigator to investigator.
2. The calculated skill with a simple method as in Johnson et al. (1998) can be
greatly overestimated. Lakshmanan & Smith (2010) presented a case where
what should have been a long-lived track, was broken in half due to a dropped
association at one time. This resulted in a very high skill because both halves
are very well tracked by this deﬁnition – in reality, the skill in this case should
be much lower because half of the track was missing from the each other half.
3. The skill is not speciﬁc as to where the errors occur. Lakshmanan & Smith
presented three cases where the skill was calculated to be the same, but had
very diﬀerent errors: dropped association at one time, two tracks incorrectly
merged, and a track that incorrectly jumped between two independent cells.
This diﬀerence may be important but this metric does not capture it.
A good tracking algorithm needs to be trained and validated against a very large
dataset to really perform well, which is just not practical for a small set of investigators
to do. A poor skill estimator makes it diﬃcult to gauge any improvements, and the
lack of speciﬁcity with the skill makes it diﬃcult to gauge where improvements should
be made (Lakshmanan & Smith, 2010).
Lakshmanan & Smith (2010) propose a better method of track evaluation based
on three factors:
1. Duration or length: Preferring longer duration tracks tends to eliminate noisy
tracks.
2. Linearity: Cells tend to travel in a relatively straight line. Cells generally do
not make sudden jumps or sharp turns.
3. Conservation of property: Some cell property such as reﬂectivity, area, or vertically integrated liquid (VIL) should remain relatively constant. Cells generally
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grow or decay over several time frames rather than making sudden jumps up or
down. Lakshmanan & Smith (2010) consider VIL in their investigation.
Based on these postulations the following calculations for each track and statistics
were compiled for a set of tracks:
1. Duration of each track. Median track length is computed for the entire set.
Mean was not used due to skewing towards a few very long or short tracks in
the set.
2. Standard deviation of VIL of each point in a track. A mean error was calculated for all tracks with a duration longer than the median duration. Standard
deviation will be sensitive on shorter tracks (less points in the track) so it was
best to only consider long tracks for this metric.
3. The root-mean-square-error (RMSE) of the centroid positions from a best-ﬁt
line on the points. Linear tracks will have lower RMSE values. As with standard
deviation mean, a mean linearity error was calculated using only tracks longer
than the median duration. A very short track may not produce a meaningful
best ﬁt line so they were best ignored in this calculation. This evaluation
method may break down in a supercell track case where a supercell may slow
and make a turn to the right.
It was not recommended by Lakshmanan & Smith (2010) to use a single metric
which combines these three factors as attempting to weight each factor may introduce
more variability or bias. They, however, recommended using each factor to score their
respective aspects in the their scoring of a track algorithm.
They evaluated several of the aforementioned tracking algorithms. Each tracking
algorithm was fed the same set of input cells as identiﬁed by the watershed technique
in Lakshmanan et al. (2009). Each was tested on the same datasets. Several cases
were chosen that align with the cases tested in Johnson et al. (1998) because these
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cases have already been veriﬁed by hand and provided an order of magnitude that
should be reasonably met by the evaluation.
The following tracking algorithms were evaluated and a synopsis of the results:
• Cell projection (Johnson et al., 1998): Did well at minimizing VIL conservation
errors despite not explicitly considering such conservation. Location error alone
reasonably preserves VIL.
• Global cost function (Dixon & Wiener, 1993): Performed poorly in conservation
but did well in track longevity, possibly at the expense of linearity. Global cost
function was the method used in TITAN.
• Age-based projection (Lakshmanan et al., 2009): Performed well across all test
cases.
• Overlap (Morel et al., 1993): Performed well in conservation and linearity at
the expense of track length.
• Overlap and global cost function (Han et al., 2009): Performed well in track
length but produced less linear tracks. Han et al. were unable to show signiﬁcant
improvement because of their veriﬁcation technique (short-term forecast error),
however, this veriﬁcation showed this method used in the Enhanced TITAN did
better than the original TITAN in all factors.
Lakshmanan et al. (2015) used this method for evaluating their proposed method
of building storm tracks post-event using K-means statistical reﬁnement (reviewed in
Section 1.3.6). This allowed them to compare the results of their post-event method to
the original evaluation of their new proposed method in Lakshmanan & Smith (2010)
(reviewed in Section 1.3.5). For a test case where storm cells are identiﬁed at a small
scale (200 km2 ) they found this post-event method cuts the number of identiﬁed tracks
in half and nearly doubled the average track duration. This improvement came at
the expense of a small increase in the other error metrics. When increasing scales to
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600 km2 and 1000 km2 the post-event statistical regression had less and less eﬀect.
With the larger scales there were smaller number of larger storm cells to associate
and the the traditional methods had an easier time making correct associations.
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2 DEMONSTRATION
Several of the object identiﬁcation and object tracking techniques have been reproduced based on their description in the original literature. A detailed description of
the particular implementations presented here is provided. All test cases use data
from the NEXRAD radars produced operationally in the United States and outlying
territories.

2.1

Data Preparation
Of particular interest in this work is cell tracking which generally requires several

hours of radar data and potentially multiple radars. A case involving a large domain
with tens of radars may involve hundreds or thousands of raw data ﬁles. Manually
downloading and preparing these data ﬁles would be very time consuming. Several
automated procedures for downloading and preparing data ﬁles were developed for
convenience.

2.1.1

Data Retrieval

Historical NEXRAD data are available from two main sources. Traditionally
the data archive provided by the National Centers for Environmental Informational
(NCEI) has been a primary source for NEXRAD data. The NCEI archive allows a
user to select a set of radars and a time range from which to download data and to
order it through the NCEI website. A short time later the data is retrieved from the
NCEI data stores and a link to download the data is provided to the user. With the
link the user can download the requested data (Radar Data, 2017).
Recently, Amazon Web Services (AWS) has a similar oﬀering through their cloudbased Simple Storage Service (S3) oﬀering (Amazon Web Services, n.d.). This oﬀering
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provides the same NEXRAD data archives on an on-demand basis. A Application
Programming Interface (API) is provided to examine the archive and download the
desired data. This approach provides an interface that can be programmatically
accessed for automated processing. All the examples herein use the AWS S3 interface
to retrieve data.
To programmatically download all data for a test case and group the data by time
intervals (to be mosaicked in a later step), a Python routine was developed. This
routine takes four inputs:
1. List of radars: the radar sites that suﬃciently cover the test case domain is selected manually using the NCEI data selection tool where the user draws a polygon

over

the

area

of

interest

(available

from

https://gis.ncdc.noaa.gov/maps/ncei/radar).
2. Case start time
3. Case end time
4. Interval: how often mosaic time frames are desired.
Examples herein, unless otherwise speciﬁed, use time frames at 10 minute intervals. This was chosen as 10 minutes is generally the maximum time between full
volume scans from the WSR-88D radars. A smaller interval could be chosen but may
result in the same radar scan being used for multiple time frames. For example, if a
radar is generating a full volume scan every 10 minutes and a 5 minute time interval
is chosen, each radar image from that radar will be used twice. Choosing an interval
consistent with the normal maximum volume scan frequency ensures each time frame
will have unique data.
The routine then takes the provided start time and increments by the desired
interval iteratively building a list of times until it reaches the end time. Each time
in the time list is iteratively stepped through. For each time and for each radar site,
the routine searches the available data ﬁles and their timestamps to ﬁnd the nearest
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data ﬁle in time. The nearest data ﬁle can be either before or after the desired time.
So for a radar and a desired mosaic that updates every 10 minutes the selected times
may be up to 5 minutes before or 5 minutes after the mosaic time. An additional
time bounding box is applied that limits matches to a maximum of +/- 15 minutes.
This constraint is necessary in cases where data are missing where the nearest match
may be hours diﬀerent. This constraint still allows reasonable interpolation in a case
where a volume scan or two are missing from the dataset, but prevents data that are
hours stale from being mosaicked.
On the large scale, storms typically do not move a substantial distance in 5 minutes. In addition, radar sites near areas of active convection are generally running at
faster volume scan settings, 5 minutes or less, making the potential discontinuity even
smaller. Once a match is made, a list of ﬁle names for each time frame is compiled
and downloaded from AWS.

2.1.2

Quality Control

Once the radar data are downloaded, quality control may be needed. Present in
the data may be anomalous propagation (AP), ground clutter (GC), returns from
biological targets, or returns from other non-meteorological targets (Lakshmanan et
al., 2014). While most of these false returns may not be large enough to be noticed by
an object identiﬁcation algorithm, it would be ideal to take minimal steps to eliminate
them to reduce potential false identiﬁcations.
Steiner & Smith (2002) propose a method which looks at the vertical reﬂectivity
representation, a few other variables, and uses a decision tree to make a determination
on whether an echo is real. Lakshmanan et al. (2014) propose a more elaborate scheme
which uses reﬂectivity along with polarimetric data that are available as part of
recent upgrades to the WSR-88D radars. This method uses three of the polarimetric
moments and three nonpolarimetric moments. A virtual volume is built elevation
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scan by elevation scan and the vertical values are fed into a neural network which
calculates a probability that pixel is precipitation.
In a case where not all tilts are available yet as the volume may be in the process
of being scanned, Lakshmanan et al. (2014) propose a simpler method that can work
on a single elevation scan. For purposes of this work, this method will be used
for simplicity’s sake. A thorough quality control process is not critical for object
identiﬁcation purposes as most false returns are not likely to meet size and reﬂectivity
intensity required to make an identiﬁcation. This simple method ﬁlters gates based
minimum criteria for three moments, reﬂectivity (Z), correlation coeﬃcient (ρHV ),
and diﬀerential reﬂectivity (Zdr ):
1. Z ≥ 3 dBZ
2. ρHV ≥ 0.9
3. |Zdr | < 2.3 dB
These criteria ﬁlter out any weak echoes, or any data that appears to be nonmeteorological echoes as determined by a low ρHV or high Zdr (rain being assumed
to be relatively uniform in size). For data from before the deployment of polarimetric
improvements on NEXRAD this work will simply use the reﬂectivity ﬁltering. It
will be shown later in this chapter why robust quality control is not necessary in
post-event applications, which are the focus of this work.

2.1.3

Gridding

Once the individual radar data are prepared the next step is to grid the data
into a Cartesian grid. This makes visualizing and implementing the algorithms much
simpler (Dixon & Wiener, 1993). One way to grid the data is through the use of the
Python-based PyArt library (Helmus & Collis, 2016). This Python library will read
the radar data and generate a gridded mosaic which can be operated on further.
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2.1.4

Results

Figure 2.1 shows the results of this quality control method and gridding routine for a tornado outbreak across the Midwestern United States on 17 November
2013. Some ground clutter is still apparent from the KLSX (St. Louis, MO) and
KILX (Springﬁeld, IL) radar. Some false returns in the form of radar ”spikes” are
present in observations from the KLSX radar. These spikes are caused by cell phone
tower transmitters that have not been tuned out by the cell phone companies (Lewis
Kanofsky, email communication, 2016). While not a perfect cleanup the remaining
anomalies should not pose a problem to the object identiﬁcation routines. The example in Figure 2.1 is a 1 km x 1 km x 250 m grid and is shown at the 1 km vertical
layer. The domain is a 1000 x 1000 x 60 grid.
A second example is shown in Figure 2.2 over a larger domain across the Eastern
United States. This domain covers 2000 x 2000 grid points over a single vertical layer
at 1 km and at a 1 km x 1 km horizontal resolution. The results of the mosaicking
routine show several complexes of convection over the Southeast United States, and
an area of convective precipitation over Illinois and Indiana, along with a stratiform
precipitation shield over a large portion of the upper Midwest region.
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Reﬂectivity Valid 2013-11-17 2000 Z

Figure 2.1. Results of simple quality control (Lakshmanan et al.,
2014) and results of PyArt gridding routine. Reﬂectivity mosaic at
2000 UTC 17 November 2013.
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Reﬂectivity Valid 2017-04-05 1900 Z

Figure 2.2. Results of simple quality control (Lakshmanan et al.,
2014) and results of PyArt gridding routine. Reﬂectivity mosaic at
1900 UTC 05 April 2017.
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2.2

Peakedness

2.2.1

Implementation

To demonstrate the peakedness objection identiﬁcation method the algorithm by
Steiner et al. (1995) has been implemented as described in the following steps:
1. Obvious Convective Precipitation
The image is iterated through pixel-by-pixel. Any points greater than 40 dBZ
are marked as convective precipitation. Anything over this threshold is considered to be very likely to be convective precipitation and is marked as such.
2. Background Average
For any point that is not obvious convective precipitation and is non-zero a few
calculations are performed. First, a background average is calculated for the
point. The background average is deﬁned as an average of all points within a
certain radius. In this case, a radius of 11 km is used (Steiner et al., 1995).
This calculation is performed by using a circular mask in the NumPy library.
The mask selects all points within the radius and the average of those points is
calculated.
3. Critical Delta
A critical delta (ΔZ) is deﬁned as a function of a cell’s background average (Z).
This delta is calculated as such Steiner et al. (1995):
⎧
⎪
⎪
Z<0
⎪
⎪10,
⎪
⎨
ΔZ = 0,
(2.1)
Z ≥ 42.43
⎪
⎪
2
⎪
⎪
Z
⎪
⎩
10 −
, otherwise
180
If the point’s reﬂectivity minus the background average delta is greater than
the critical delta calculated above, then that point is marked as convective
precipitation.
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4. Convective Radius
Grid points surrounding a convective point are also included as convective precipitation within a radius which is a function of background mean intensity.
The convective radius (r; in meters) is calculated as a step function:
⎧
⎪
⎪
1000,
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪2000,
⎪
⎪
⎨
r = 3000,
⎪
⎪
⎪
⎪
⎪
⎪
4000,
⎪
⎪
⎪
⎪
⎪
⎪
⎩5000,

Z < 25
Z < 30
Z < 35

(2.2)

Z < 40
Z ≥ 40

Any point within this radius of the current point being iterated on is marked
as convective precipitation if not already marked as such.
5. Mark Non-convective precipitation
A ﬁnal iteration of the image is performed marking any non-zero echoes not
marked as convective precipitation as non-convective or stratiform precipitation.

2.2.2

Results

An example of this procedure is shown in Figure 2.3. This examples shows the convective precipitation highlighting of the severe line of thunderstorms moving through
Indiana and Michigan at 1910 UTC 17 November 2013. This is the same data as
shown in the mosaic example in Figure 2.1. An addition example is shown in Figure
2.4 which shows convective precipitation identiﬁcation of the mosaic image shown in
Figure 2.2. Strong convective precipitation is evident over Georgia and South Carolina while the area of scattered convective precipitation is shown over Illinois and
Indiana.
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Convective Precipitation Valid 2013-11-17 1910 Z

Figure 2.3. Results of the Steiner et al. (1995) peakedness convectivestratiform separation algorithm. Convective precipitation areas are
shown in orange while the stratiform precipitation areas are shown
in light blue. Results valid at 1910 UTC 17 November 2013 at 2 km
vertical layer.
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Figure 2.4. Results of the Steiner et al. (1995) peakedness convectivestratiform separation algorithm. Convective precipitation areas are
shown in orange while the stratiform precipitation areas are shown in
light blue. Results valid at 1900 UTC 5 April 2017 at 1 km vertical
layer.
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2.3

Watershed Transform

2.3.1

Implementation

The Lakshmanan et al. (2009) Enhanced Watershed (EWA) transform operates
with the following steps:
1. Smoothing
The data can be noisy which may result in spurious identiﬁcations. Smoothing
eliminates jumpy storm cell centers and reduces the number of cells, which aid
in later tracking stages. Any ﬁltering technique may be used, but a Gaussian
ﬁlter provided by NumPy is a good general purpose choice. The ﬁlter is applied
with a radius of 3. Each pixel is 1 km on a side so this is eﬀectively a 3 km
smoothing radius.
2. Quantization
Each pixel must be quantized so that each pixel may be placed into a set of
lists containing pixels with the same value. Because the initial data are ﬂoating
point values these must be reduced to integers to allow for a discrete set of pixel
value lists. This allows for eﬃcient processing of the ﬂooding procedure because
the lists allow for fast data access without expansive searches across the entire
image (Vincent & Soille, 1991).
Additionally, pixels below a threshold or with no data (masked in NumPy array)
are transformed into an integer which represents no data (−1) throughout the
implementation. Each pixel’s reﬂectivity value, P , is quantized in accordance
with Lakshmanan et al. (2009) as such:
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Q=

⎧
⎪
⎪
−1,
⎪
⎪
⎪
⎪
⎪
⎪
⎨−1,

P = numpy.masked
P ≤a

P −a
⎪
⎪
round(
), a < P ≤ b
⎪
⎪
⎪
δ
⎪
⎪
⎪
⎩round( b − a ), P > b
δ

(2.3)

The values for a, b, and δ depend on the type of weather data (NEXRAD, satellite, etc) being investigated. For the purposes of the NEXRAD data demonstrations herein the following values were used for a, b, δ, respectively: 20, 60,
1 (Lakshmanan et al., 2009).
3. Transformation
All quantized data values are now sorted and placed into lists based on their
values. A simple x, y value pair is stored in the list corresponding to the array
coordinate in the original image. This allows for eﬃcient retrieval by value of
this information later.
4. Centers
Next the algorithm makes an initial list of candidate storm cell centers. At
ﬁrst every pixel is considered a candidate center. This list can be optimized
by eliminating any adjacent pixels. A neighbor to a center (pixel) will almost
certainly be part of that same basin. Adjacent pixels will never be part of a
diﬀerent basin so it is not necessary to test these adjacent points.
5. Immersion
Flooding of the image begins by starting with the list of centers on the highest
level. Each center in this list is iterated through one at a time. The ﬂooding
for each potential center is done by slowly decreasing the hysteresis level until
the saliency check is met, if at all. Once a center and resulting basin is found to
meet saliency, the basin is captured by ”ﬂooding” each neighboring pixel that
is lower in value but still above the hysteresis level.
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6. Foothills
An area around each basin must be reserved for it, where no other basins may
be captured, to prevent overlapping of basins. This reserving is done by a region
growing routine that captures all points below the hysteresis level and where
the current center is closer to the foothill pixel than any other center. That
is, if the region growing encounters a potential foothill point but that foothill
point is closer to a diﬀerent center, it will not be reserved for the more distant
center.
7. Labeling
Once all basins are captured another routine copies the original data ﬁeld and
marks each point in the new image through region growing on the basin data
structures. Once this new image is fully iterated through this image can be
further processed for visualization and plotting.

2.3.2

Results

Two examples of the watershed algorithm are shown in Figures 2.5 and 2.6. The
algorithm was run at a 350 km2 saliency.
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Figure 2.5. Results of the EWA transform at 2000 UTC 17 November 2013. Object centroids are marked with a black diamond and
the extent of the objects are highlighted in red and overlaid on the
reﬂectivity mosaic.
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Figure 2.6. Results of the EWA transform at 1900 UTC 5 April 2017.
Object centroids are marked with a black diamond and the extent
of the objects are highlighted in red and overlaid on the reﬂectivity
mosaic.
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2.4

Tracking

2.4.1

Combination

At the end the EWA transform the data structure is written to disk. This is done
by serialization of the Python dictionary written in JSON format. A ﬁle is written
for every time frame and run of the EWA algorithm. These ﬁles are later read back
into the tracking stage.
The tracking is implemented as a two-part process. The ﬁrst part is the combination of several methods described by Lakshmanan & Smith (2010). This algorithm is
implemented as follows:
1. Read Cell Files
For a given case all cell ﬁles have been written inside a single directory. All cell
ﬁles in this directory are read and unserialized. Each contains all identiﬁed cells
at a single time frame.
2. Initialize Storm Vector
To start, an initial ﬁrst guess at an average storm vector is needed. For simplicity’s sake, a simple vector of 50 km h−1 to the east is used. More intelligent
initial vectors could be used such as extracting an average storm motion vector
from environmental data.
3. Iterate Storm Cells
(a) Each storm cell at tn−1 is projected forward onto expected positions at tn .
Projection is done using an established vector for the storm cell (i.e., the
tn−1 cell is the second or more cell in a storm track in progress), the average
storm vector for all established cell tracks in the current time frame, or
the initial storm vector guess if this is the very ﬁrst cell being projected.
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(b) For each unassociated cell at tn , identify all other cells at tn that fall within
p
a search radius d, where d is given by A/π and where A is the area of a
the cell being associated.
(c) If there is only a single match within this radius and the distance error
between the projected position and the actual match position, associate
them. This is repeated until no further unambiguous matches can be made.
(d) Remaining unmatched cells at tn are considered and all projected cells
within the search radius d are selected. For each potential candidate projection j and unmatched cell i, a cost function c is deﬁned as:
Aj
c = (xi − xj ) + (yi − xj ) +
π
2

2



|Ai − Aj | |di − dj |
+
di ∧ dj
Ai ∧ Aj


(2.4)

In this cost function, the ﬁrst half considers distance error between the
cell and projected cell position. A is the area of the cell and d is the peak
value (reﬂectivity) of the cell. a ∧ b is a maximum function of a and b.
This equation is adapted directly from Lakshmanan & Smith (2010).
(e) This cost function is evaluated with each unmatched cell and candidate
projections. Whichever pair minimizes the cost function is associated (unmatched cell at tn with the projected cell’s parent cell at tn−1 ).
(f) If there are cells that cannot be matched, they are placed at the start of
their own new track.
(g) Cells at tn are then sorted by track length so the that longest cells appear
ﬁrst in the list and are considered ﬁrst during the ﬁrst step of this iteration
loop.
This algorithm is completed and is provided as input into the next step which
further reﬁnes the track when calculating tracks during post-event analysis. If
one is using this algorithm in real-time the tracking stops at this point.
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2.4.2

K-Means Clustering Tracking

K-Means Clustering Tracking is a method described by Lakshmanan et al. (2015)
that allows one to use knowledge of the evolution of a storm system that is available
after the fact to do a statistical best-ﬁt reﬁnement on storm tracks.
The ﬁrst step of this method is to start with an initial guess at storm tracks. The
results of the tracking method described in the previous section are used as this initial
guess. The following process is then used:
1. Each track is considered a cluster. The Theil-Sen slope is calculated for each
cluster by calculating slope between every cell-pair (cell 1 and 2) as:

u12 =
v12 =

x2 − x1
,
t 2 − t1

y2 − y1
, where t2 =
6 t1 .
t 2 − t1

(2.5)

The median slope of the set of cell-pair slopes is calculated and is assigned as
the Theil-Sen slope (Theil, 1950a,b,c; Sen, 1968).
2. The constants x0 and y0 are a best-ﬁt by calculating for every point, (xt , yt ), in
the track, where t0 is the earliest time in the track:

x0 = xt − u(t − t0 )

(2.6)

y0 = yt − v(t − t0 ),
and taking the median of this calculation.
3. For every storm cell within a ”reasonable” bounding box in space-time, (x, y, t),
calculate the nearest cluster using the equation:

p
d = [x − u(t − t0 ) − x0 ]2 + [y − v(t − t0 ) − x0 ]2 ,

(2.7)

where the reasonable bounding box is considered to be 600 s, typically the time
covered by two volume scans. Anything further apart in time is very unlikely to
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be a reasonable match. If the nearest cluster (track) for cell (x, y, t) according
to this calculation is diﬀerent than its current cluster (track), and within some
reasonable distance (here, deﬁned as 10), the cell should be moved to this new
track.
4. Any tracks with fewer than 3 points are then pruned. Each pair of tracks is
considered and if all points in the track overlap inside their space-time bounding
box, they are combined. Otherwise the points are merged into their next-closest
cluster.
This process is repeated three times or until no further changes are made to the
clusters.

2.4.3

Results

Results of the Combination plus K-Means Clustering method are shown in Figure
2.7. Each track is given a label and plotted on the ﬁgure. There is no particular
meaning to the labels other than the track’s numerical index in the track array.
It is important to note that a line is only drawn between points that have the
same originating track. That is, if several points are merged from another cluster
they are plotted as a separate line from the other points in the cluster, but with the
same color to show grouping. A blind line drawing between all points was attempted
but resulted in a confusing plot with no clear connection between points. Further
thought will need be done to build a better representation of this cell merging and
splitting. A directed acyclic graph (DAG) could be formed from these data points as
demonstrated in Schwedler (2011) and tracks could be plotted as such. This could
show the cell mergers and splitters appropriately. Further investigation will need to
be conducted to determine if this K-Means clustering reﬁnement accurately captures
true cell splitting and merging.
Additionally, statistics on the storm tracks are calculated. For example, the number of tracks and average track duration is compared between the real-time Combi-
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nation method and the K-Means Clustering reﬁnement technique in Table 2.1. This
comparison was performed on a few large domain, mosaicked datasets.
Johnson et al. (1998) do a manual storm cell count analysis on their SCIT algorithm for 17 cases. This would make for a great comparison as they have already done
the labor intensive work, however, they unfortunately do not provide the time frame
used during analysis other than to say each case is ”approximately 1 hour”. This
makes a direct comparison between other identiﬁcation algorithms diﬃcult. Many of
these cases were used in further testing of the post-event tracking code as shown in
Table 2.2 as a further demonstration. Lakshmanan et al. (2015) do a similar comparison as a sanity-check on their identiﬁcation algorithm. They posit that despite no
time frame given for each case they can still perform an order of magnitude check.
For each of these cases, the test was run starting at 1200 UTC on the date listed
and ran for 24 hours, or as data is available. For some of the cases from Johnson et
al. (1998) the original data is missing from the NCDC archive all together or missing
for a portion of the test period. From the original cases with no data or very little
data the case is skipped. For cases with at least a signiﬁcant portion of data available
the case is processed with what is available. Like Lakshmanan et al. (2015) a similar
order-of-magnitude check is performed on the number of cells identiﬁed and for all
cases it is within an order-of-magnitude.
In several of these cases, the watershed identiﬁcation is being contaminated with
false identiﬁcations of ground clutter. This is artiﬁcially inﬂating the number of tracks
and reducing the average duration because they are only single point tracks. There
are two possible solutions to this:
1. Improve quality ﬁltering of the data before running the EWA. In this application, for nonpolarimetric data, only a simple reﬂectivity threshold is being
applied. A more robust method such as a neural network technique described
by Lakshmanan et al. (2014) would reduce these false identiﬁcations by eliminating their source in the input data. Even the simple quality control method described by Lakshmanan et al. (2014) that uses polarimetric data would improve
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the number of false alarm identiﬁcations as shown in the later test cases (data
from after the implementation of dual-polarimetric scanning on NEXRAD).
2. Identify cells at a larger scale. In Johnson et al. (1998) a scale of 20 km2 is used
so in this demonstration the same scale is used. At a 1 km x 1 degree resolution,
and assuming a range from the radar where pixels are roughly square, for simplicity, 20 km2 is only 20 contiguous pixels. Such an area of contiguous pixels
would not be unreasonable to see in ground clutter or other non-meteorological
returns (of course, the EWA is more complex than simple contiguous pixels, but
as a simple thought experiment this holds true). Using a larger scale would help
eliminate false identiﬁcation, however, at the risk at missing legitimate cells.
The values listed in the Combination column in Table 2.2 includes these one-cell
tracks. If one assumes one-cell tracks are the result of clutter or other false identiﬁcations and simply discards and ignores these one-cell tracks a signiﬁcant reduction
in tracks and improvement in average duration appears. However, continuing with
the K-Means clustering technique even further improvement can be made. Despite
the reduction in number of tracks not being nearly as dramatic, in some cases, the
increase in track duration is quite substantial. The results of this simple ﬁltering and
comparison to K-Means improvement is shown in Table 2.3.
Comparing Tables 2.2 and 2.3 the usefulness of the K-Means technique is seen.
Even if no simple ﬁltering is done on the tracks, the K-Means technique is able to
identify and discard these one-cell tracks. In a post-event application it is reasonable
to suggest that robust quality ﬁltering techniques are not necessary. Even with cell
identiﬁcation noise generated by noisy input data, the K-Means technique is able
to ﬁlter through the noise and produce reasonable tracks. A combination of simple
quality ﬁltering and one-cell track ﬁltering seems to result in a reasonable reduction of
noise and false tracks. With a real-time application this approach is less advantageous
because the K-Means technique cannot be applied in real-time. A simple one-cell
track ﬁltering also cannot be reasonably applied in real-time – if a new cell appears
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an algorithm would not be able to predict if this cell will result in a multi-cell track
or if it is truly a ”one-and-done” one-cell track. So in a real-time application a robust
quality ﬁltering technique is a must as any cells resulting from noise in the input data
cannot be removed later by tracking algorithms.
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Figure 2.7. Tracking results the Lakshmanan & Smith (2010) and
Lakshmanan et al. (2015) methods. Reﬂectivity ﬁeld and active tracks
at 2000 UTC 17 November 2013. Tracks are marked as diﬀerent
colors to help diﬀerentiate between unique tracks, with no particular
meaning to the colors. Only tracks active at this time are shown. Cell
positions at this time are plotted with larger diamonds and tracks at
previous points are shown with small diamonds.
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Table 2.1.
Comparison of Combination and K-Means Clustering by track count
and average track duration. Cells identiﬁed by EWA transform at 350
km2 saliency.
Case

Combination

K-Means

Domain

Date

Tracks

Duration Tracks

Duration

Midwest

17 November 2013

672

1890 s

381

3333 s

Eastern US

5 April 2017

1532

2201 s

840

3970 s

Table 2.2.
Comparison of Combination and K-Means Clustering by track count
and average track duration. Cells identiﬁed by EWA transform at 20
km2 saliency.
Case

Combination

K-Means

Domain

Date

Tracks

Duration Tracks

Duration

KCBX, Boise, ID

1 May 1995

227

530 s

88

2106 s

KBIS, Bismark, ND

21 May 1995

241

480 s

76

2028 s

KLWX, Sterling, VA

1 May 1994

191

298 s

46

2817 s

KTLX, Oklahoma City, OK

21 February 1994

923

457 s

303

1867 s

KTLX, Oklahoma City, OK

18 June 1992

245

563 s

90

2113 s

KLSX, St. Louis, MO

2 July 1993

852

548 s

298

2057 s

KLSX, St. Louis, MO

8 June 1993

1241

207 s

286

1734 s

KMLB, Melborne, FL

12 June 1992

612

763 s

229

2368 s

KMLB, Melborne, FL

9 June 1992

307

752 s

108

2650 s

KMLB, Melborne, FL

25 March 1992

607

839 s

209

2856 s
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Table 2.3.
Comparison of Simple Filtering and K-Means Clustering by track
count and average track duration. Cells identiﬁed by EWA transform
at 20 km2 saliency.
Case

Simple Filtering

K-Means

Domain

Date

Tracks

Duration Tracks

Duration

KCBX, Boise, ID

1 May 1995

104

946 s

99

2236 s

KBIS, Bismark, ND

21 May 1995

102

935 s

93

1503 s

KLWX, Sterling, VA

1 May 1994

38

931 s

35

2965 s

KTLX, Oklahoma City, OK

21 February 1994

399

1049 s

393

1662 s

KTLX, Oklahoma City, OK

18 June 1992

71

1115 s

65

2021 s

KLSX, St. Louis, MO

2 July 1993

390

1198 s

375

1668 s

KLSX, St. Louis, MO

8 June 1993

297

814 s

294

1834 s

KMLB, Melborne, FL

12 June 1992

305

1473 s

291

2092 s

KMLB, Melborne, FL

9 June 1992

191

1294 s

165

1789 s

KMLB, Melborne, FL

25 March 1992

266

1926 s

258

2327 s
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2.5

Idealized Scenario Tracking
A signiﬁcant problem in evaluating and validating identiﬁcation and tracking al-

gorithms is identifying the truth in a dataset. A human must go through each image
by hand and identify each cell as the investigator sees ﬁt. This presents two major
problems: 1) hand-identifying storm cells is very labor intensive and 2) human identiﬁcations will be inherently biased and subject to human error and fatigue which
is further compounded by having multiple investigators on project (necessitated by
the immense labor requirements!). Investigators can deﬁne a set of criteria to use in
identifying cells in an eﬀort to eliminate biases between investigators, which certainly
helps, but still cannot completely eliminate biases and errors.
A proposed complementary, approach to validating tracking algorithms is to generate simulated storm cells and simulate their natural movement across a domain. A
set of storm cells is generated at various locations at the initial time and assigned
a motion vector. The procedure is then rerun at increasing times at a regular interval. Each cell’s vector is applied for the time diﬀerential to simulate the storm
moving across time and space. With a dataset generated the identiﬁcation and tracking algorithm in question is applied on the dataset as if it were a real case. With
the storm tracks being procedurally generated, the ”real” storm tracks are known
and can be compared to the output of the subject tracking algorithm. There is no
labor-intensive manual tracking needed to evaluate so algorithms can be evaluated on
several cases quickly. This is not meant to replace the traditional evaluation methods
– these methods are still critical in the evaluation of algorithms. This method is
meant to complement those traditional methods, potentially reducing the number of
hand-veriﬁed cases necessary to fully evaluate an algorithm.
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The simulated storms in this method can be as simple or as complex as desired. A
simple case may be to generate two storm cells. Simple circular storms are generated
by a circular equation and Gaussian equation for reﬂectivity intensity (q) as a function
of radius (R) and a constant (σ):
2
 √  −R
q = σ 2π e 2σ 2

(2.8)

This roughly approximates the structure and appearance of a storm cell. For
evaluating tracking algorithms, the exact shape and appearance of each storm cell is
generally not signiﬁcant to the tracking algorithm. Most tracking algorithms are only
considering the centroid (a single point) and aggregate parameters such as area of
the cell and maximum intensity. The shape or exact distribution of reﬂectivity is not
considered in the tracking algorithm used in this demonstration. The important part
is that this method results in centroids and storm cells of realistic area and maximum
reﬂectivity.

2.5.1

Simple Example

An example of this simple method is shown in Figure 2.8. Two circular storm cells
are generated. Both of these are generated using a radius of 20 km and a σ value of
15. This results in a maximum intensity of approximately 38 dBZ and total area of
approximately 1256 km2 . The domain and location of these cells is arbitrary in this
case.
These two cells are then assigned a motion vector of 50 km−1 in a due Easterly
direction. This vector is applied to the location in 10 minute increments and the
storm cells are moved forwards for a total of a total of 10 hours, resulting in a total
of 60 time frames. These time frames are fed into the tracking algorithm described in
Section 2.4.1. The results of the tracking algorithm output are shown in Figure 2.9.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.8. Two simple simulated storm cells at t=0.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.9. Two simple simulated storm cells tracks t=0 through
t=36000 s. Reﬂectivity shown at t=0.
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2.5.2

Random Clustering

The distribution of storm cells could be made to more closely resemble real storm
systems. For example, a storm cell distribution could be made to simulate a storm
cell cluster. A center is chosen for the cluster and for each cell a random radius is
chosen between the center of the cluster and some maximum radius with a random
azimuth angle is chosen at which to generate cell. Randomness is generated using a
pseudorandom number generator (PNG). A ”seed” is chosen to initialize the PNG
which then generates the same sequence of random numbers each time this routine
is repeated. This allows the data to be reproduced.
An example of this clustering is shown in Figure 2.10. This procedure is repeated
every 10 minutes for a total of 10 hours resulting in a total of 60 time frames. The
cells are then tracked using the tracking algorithm described in Section 2.4.1. The
results of the tracking algorithm output are shown in Figure 2.11.

2.5.3

Track Variation

To introduce more realism into this simulation some variability in the initial trajectory is added at random. This results in a few tracks which intersect as shown
in Figure 2.12. The initial trajectory is calculated as the primary vector with the
addition of a randomly generated delta. This delta is a random amount of +/- 5 m
s−1 in both the x and y direction. While this does result in some intersecting tracks
these do not pose any challenges for the tracking algorithm due to the displacement
of the initial starting positions - the cells simply do not intersect in both space and
time.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.10. An 8-cell procedurally generated cell cluster with a random distribution.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.11. An 8-cell procedurally generated cell cluster with a random distribution and tracked from t=0s through t=36000s.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.12. An 8-cell procedurally generated cell cluster with a random distribution and varied initial vectors tracked from t=0s through
t=36000s.

2.5.4

Track Intersection

The previous attempt at randomly generating tracks that result in an intersection
was not successful. Tracks must have just the right angle of incidence and must
cross paths at just the right time. This is very diﬃcult to achieve by just generating
tracks at random. Another attempt was made to create intersecting tracks. A sort
of ”reverse” approach was taken. Instead of randomly clustering initial positions a
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random cluster of intersection points was generated using the same approach described
in 2.5.2. This intersection was to occur roughly in the middle of the time range. For
each time frame each storm cells’ position was calculated by working backwards or
forwards from that middle point. Then the identiﬁcation and tracking algorithms
were played out as normal and the intersection of the tracks is seen taking place
exactly on schedule.
The results of this intersection method are shown in Figures 2.13 and 2.14. At the
intersection point the tracking algorithm breaks one set of the tracking algorithms
into two as shown by the two ﬁgures at the beginning and end of the time series. As
the cells from each intersecting track almost perfectly overlap each other (less ﬂoating
point and grid resolution errors) the tracking algorithm is unable to distinguish them
as separate cells and is unable to extrapolate beyond to the next time frame where
the cells emerge again as distinct cells. The tracking algorithm ends on the northeastbound tracks and then starts new tracks just after the intersection. Instead of the
true 8 tracks in this case the tracking algorithm results in 12 tracks. Further testing
should be done to evaluate whether the K-Means clustering technique would help
reconnect these broken tracks.
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Simulated Reﬂectivity Valid t=0 s

Figure 2.13. Tracks with randomly generated intersection points.
Four southeasterly tracks are shown to completion. Three northeasterly tracks are shown in their ﬁrst half of the true track. A fourth cell
overlaps with cell 2 and does not start until the next frame when they
separate. This extra intersection at t=0s was not intentional but an
accidental result of the randomly generated intersection points.
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Simulated Reﬂectivity Valid t=36000 s

Figure 2.14. Tracks with randomly generated intersection points.
Time valid at t=36000 s. Four southeasterly tracks are shown to
completion. Four northeasterly tracks are shown in their second half
of the true track.

2.5.5

Modulating Cell Size and Intensity

In another test of cell identiﬁcation skill variation to the cell intensity and size
was added. Through trial and error a minimum cell area of approximately 1000 km2
was chosen as a baseline. A cell smaller than this did not seem to be identiﬁed using
the same parameters as the previous examples. A periodic modiﬁer was added onto
this baseline cell as a function of time. Figure 2.15 shows a plot of cell area against

61
time. This conﬁguration resulted in continuous tracks across the entire time domain.
Choosing a smaller baseline would result in segmented tracks as the identiﬁcation
algorithm would lose the cells on the low side of the periodic intensity function.
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Figure 2.15. Time series plot of modulated cells area.

2.6

Evaluating Performance
Using idealized cases makes evaluating the performance of an identiﬁcation or

tracking algorithm relatively trivial. As the storm cells being analyzed are generated
procedurally, an evaluation process ”knows” exactly what the truth is. This exact
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truth can be compared against the output of the identiﬁcation or tracking algorithm
to be evaluated. When evaluating the performance of such algorithms on a real case
the truth is not known. Manual human identiﬁcation can be used to produce an
approximation of the truth. Manual identiﬁcation is time consuming and prone to
errors but is the only way to approximate the truth in a real case (Lakshmanan &
Smith, 2010).

2.6.1

Idealized Scenario Identiﬁcation Performance

During the idealized storm cell generation process each cell is output in a similar
format to the format which is produced by the identiﬁcation algorithm. To evaluate the performance the two sets of cells need to be matched to one another. The
procedure iterates through each idealized storm cell and ﬁnds the closest identiﬁed
cell as determined by the Euclidean distance between the centroid of the idealized
cell and the identiﬁed cell. A constraint of some reasonable distance is placed upon
the distance matching. Two cells which are unrealistically far apart should not be
matched, even if they are the closet pair. This situation may arise when there are
cells in the idealized set that do not exist in the identiﬁed set, such as in the case
described above where the size of the cell is modulated to periodically be too small
to be identiﬁed.
Once the set of cells are matched for each time frame a series of metrics are
calculated:
• Average centroid error: Average distance between idealized storm centroids and
identiﬁed centroids.
• Average identiﬁed area: Average area of the identiﬁed storm cells.
• Average area error: Average diﬀerence between area of idealized storm cells and
identiﬁed storm cells.
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• Average normalized centroid error: Average centroid error normalized with idealized storm cell area.
• Average normalized area error: Average area error normalized with idealized
storm cell area.
These metrics were calculated ﬁrst using the case shown in Figure 2.13 and 2.14.
An average of all average centroid errors at each time frame was found to be 0.29 km
with a standard deviation of 0.07 km. This error can be attributed to ﬂoating point
errors and errors arising from the ﬁnite grid resolution of the data.
An average across all average error at each time frame was found to be -1122 km2
with a standard deviation of 2.5 km2 . This stark diﬀerence reveals that the area of
the idealized cells compared to the EWA-identiﬁed cell area are not really the same
metric. The area of the idealized cell is calculated using every pixel in the cell with a
non-zero intensity as the cell boundary. The EWA only identiﬁes pixels above some
threshold because selecting every non-zero intensity pixel in a real dataset would
often result in massive monolithic ”cells” as storm cells are typically surrounded and
connected by a large area of light precipitation in their radar presentation. This
comparison is not a fair comparison of the two metrics but does highlight interesting
characteristics of the two metrics.
These metrics were calculated again for the modulated intensity case as shown in
Figure 2.15. The goal with this second comparison was to ﬁnd any eﬀects based on
cell size. The average of average cell centroid errors was found to be 0.29 km with
a standard deviation of 0.09 km. These results are nearly identical to the constant
intensity case. A reasonable explanation is that centroid error is not dependent on
cell area but merely a result of grid resolution and ﬂoating point errors. Repeating
this analysis with the average error metric shows an average error of -1276 km2 with
a standard deviation of 208 km2 . The standard deviation of all idealized storm cells
is 209 km2 . Given the standard deviation of modulated storm cell area is identical to
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the standard deviation of the errors it appears the area error is dependent on storm
cell area.
To further investigate the link between storm cell area and area error the error
values can be normalized against the idealized cell area. This normalized approach
results in an average normalized error of -0.91 with a standard deviation of 0.03. This
result shows the EWA-identiﬁed area is a fairly consistent fraction of the entire cell.

2.6.2

Idealized Scenario Tracking Performance

A similar approach can be taken to evaluate the performance of the tracking
algorithm on idealized scenarios. When the simulated storm cells are generated and
tracked across the domain these tracks are saved separately so that the real tracks
are known. The set of tracks calculated by the tracking algorithm are also saved
separately. To compare these two sets the tracks are matched together. This matching
is done by comparing the set of cells in each track. The calculated track with the
most points in common with each real track are matched together. In other words,
the tracks with the most overlap are considered matches. Care must also be taken
during the matching to only compare points at the same point in time – tracks should
overlap not only in space but in time as well.
A set of metrics were developed loosely based on the work by Lakshmanan &
Smith (2010):
• Track length: The spatial distance covered by following the track cell to cell.
This is calculated by ﬁnding the summation of every track segment length. The
length is a simple Euclidean distance calculation by the point pairs of each
segment.
• Track duration: The length of time the track was active from beginning to end.
This is calculated by simply ﬁnding the diﬀerence between the time of the last
cell and the ﬁrst cell in the track.
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• Track linearity: A measure of how ”straight” a track is. In general, storm cells
tend to travel in straight lines. Both the ”real” storm track and the calculated
storm track should have roughly the same shape. As in Lakshmanan & Smith
(2010), this is calculated by the root-mean-square-error (RMSE) of the cell
centroids from the best-ﬁt line for the track. Lower values are associated with
more linear tracks.
In Lakshmanan & Smith (2010), these track metrics were compared against the
other tracks, rather than against another set of tracks, or some known truth. However,
these metrics could be applied in a truth to evaluation comparison. Calculating these
metrics for the cases presented in Figures 2.13 and 2.14 results in 8 track matches.
Four of the calculated tracks are left unmatched. The results of the above metrics
can be broken into two groups: 1) The four fully matched, unbroken tracks. 2) The
four broken tracks resulting from the intersection.
The unbroken tracks result in a near perfect match. Both sets of tracks (truth and
calculated) for these four are calculated to be 500 km in length and 36,000 seconds in
duration. The linearity, or a RMSE of the centroids from the best-ﬁt line, result in
two diﬀerent values. For the real tracks, the result is practically zero (on the order of
magnitude of 10−13 ) most likely due only to ﬂoating point precision errors. For the
calculated tracks, the linearity is calculated at approximately 0.1. Still a very small
value, but signiﬁcantly higher than the result for the real track. This is likely due to
the grid resolution and ﬂoating point errors in the centroid positions discussed in the
previous section.
For the broken tracks the results are not as good as may be expected. The
intersection in this case occurs at 391 km and 28,200 seconds into the track. These
numbers are dependent on the arbitrary intersection chosen when setting up the case.
As in the previous group of tracks, the linearity of the real tracks is near zero and it is
much higher, at approximately 1.5, for the broken, calculated tracks. With a smaller
number of points to calculate the best-ﬁt line the RMSE for the smaller set of points
seems to be higher.
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3 DISCUSSION
3.1

Summary
Several methods of object identiﬁcation were reviewed and two of the methods

were implemented in Python code, tested, and evaluated on several real datasets.
The peakedness method (Steiner et al., 1995) separates areas of convection from
stratiform precipitation by looking at the sharpness of reﬂectivity gradient against the
background. This method was implemented in Python and tested on several datasets
from the NEXRAD network. This method results in identiﬁcations of convective
precipitation as expected, however, the result is somewhat noisy.
The enhanced watershed transform (Lakshmanan et al., 2009) was reviewed and
implemented in Python. The watershed method was the primary focus of this work as
it is currently the most widely used method in operational and research settings. This
method operates by ”ﬂooding” an image (where reﬂectivity ﬁeld is the terrain) where
”water” segments the image. This method was demonstrated on several datasets from
the NEXRAD network. The result of this method identiﬁes storm cells well in radar
imagery and is usable in tracking algorithms.
Once cells are identiﬁed, the next challenge is tracking those cells between time
frames and building coherent tracks for storm cells. Several tracking algorithms were
explored such as simple forward projection, overlap, and cost functions. The method
outlined by Lakshmanan & Smith (2010) combines several of the earlier tracking
methods, taking the best features of each method and combining them. All of these
methods were designed to work on radar data in real-time. As this work primarily
focuses on analysis of post events, an improvement over the combination method
is explored (Lakshmanan et al., 2015). This post-event technique uses K-means
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clustering, a form of regression, using the knowledge of where storm cells will be in
future times resulting in an even further improved tracking result.
The next natural question that arises is, how are these methods evaluated? Certainly, one can glance at the results and get a rough idea of how it looks. Of course,
this is subjective and not a very scientiﬁc approach, so there is a desire to produce
a more objective evaluation. To get a true evaluation of an object identiﬁcation
or tracking algorithm one needs to know the precise ”truth”. One approach may
be to manually go from frame to frame identifying cells and connecting the tracks.
One could develop a set of criteria to make the identiﬁcation more objective, but even
working with a set of criteria, the identiﬁcation is still somewhat subjective, especially
between diﬀerent researchers. This approach is also time consuming, particularly for
large datasets (Lakshmanan & Smith, 2010).
An alternative approach to this problem is to procedurally generate simulated
storm cells. In this way, the exact truth is known and a better, more objective,
evaluation can be made. A circular ”storm” roughly approximating a storm cell
was generated and moved across the domain through time. Several simulated cases
were generated, passed through watershed identiﬁcation and tracking algorithm, and
evaluated for performance. These simulated cases varied from very simple to more
complex with purposely intersecting tracks. The identiﬁcations and tracks were evaluated using metrics similar to that of Lakshmanan & Smith (2010): duration of the
track, linearity of the track, and conservation of VIL along the track. The simple
cases scored quite well and the purposely intersecting tracks performed poorly.

3.2

Limitations
Similar to the observations drawn by Lakshmanan & Smith (2010) one shortfall of

the tracking algorithm became apparent. The simple metrics used do not necessarily
capture the nature of any errors well. This is shown well by the simulated intersecting
tracks. When comparing with a metric such as track duration the error will be very
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large. When the tracks intersect, half of the actual track is dropped from the identiﬁed
track. But the track picks up again on the other side of the collision and continues
in the end. Further investigation could be done to evaluate whether the K-Means
clustering would reconnect these broken tracks. When only looking at the numbers,
the associations appear very poor, but looking subjectively, the results are not so
bad. In reality, only a single segment is missing from the track, and a human can
interpolate easily. Of course, depending on the use case for the tracks, this may
or may not be acceptable. Other uses may not be able to interpolate the missing
segment so easily. A many-to-one matching of calculated tracks to truth tracks could
be explored to improve this matching, allowing multiple calculated segments to be
matched to a single larger truth track.
The simulated storm cell approach also has limitations in that it is very simplistic.
Real cases may be far more complex or may be noisy or have subtle signals that may be
diﬃcult to replicate in a procedure but which may be the target of an enhancement to
a tracking algorithm that needs evaluating. This approach is less useful for evaluating
cell identiﬁcation as to fully exercise them the cell identiﬁcation algorithms need the
noisy and subtleties of a real dataset. Future investigation could be done to add more
complexity and realism to the simulated storm cells, such as noise or more realistic
shapes.

3.3

Future Work

3.3.1

Coding

The code used in the demonstration of the identiﬁcation and tracking algorithms is
easily conﬁgurable for running diﬀerent datasets but the conﬁgurability and modularity of the code could be further improved. Integration of the watershed algorithm into
the broader PyART package should be investigated. There has been some interest
in this functionality, so this could be useful to the broader community. The tracking code may not be as appropriate in the PyART code but further modularization
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and documentation of the output formats should also be investigated. Additionally,
the mosaicking code built into PyART, which was used to assemble mosaics in these
demonstrations, have some additional parameters which should be explored further
for their eﬀects on cell identiﬁcation and consequently the tracking algorithm output. Some of these parameters aﬀect the inherit data smoothing that occurs when
mosaicking which could have an eﬀect on the watershed algorithm.

3.3.2

Machine Learning

Machine learning is currently used in other areas of meteorological data processing.
For example Gagne et al. (2014) use machine learning to improve short-range ensemble
forecasts of precipitation. While this example operates around having an ensemble
of forecasts for the same time, a similar process could be taken to correct for biases
in identiﬁcation of storm cells or in calculating the most appropriate track through a
parameter sweep of the parameters into the EWA and tracking algorithms.
Another example of using machine learning to correct for biases is shown by
McNicholas & Mass (2018). The investigators use machine learning to correct biases in
atmospheric pressure readings gathered from smartphones which have wildly varying
biases. They demonstrate some skill in correcting for these and providing better
quality pressure data. A similar approach could be taken for correcting for biases in
identiﬁed cell centroid positions.
Both the watershed and tracking code could be run through a parameter sweep
varying several of the adjustable parameters and machine learning used with the
evaluation methods discussed previously to select the best set of parameters for the
case at hand. For example, in the watershed code there are several parameters during
the quantization step and the saliency parameter that could be modiﬁed. Both of
these parameters are dependent on the type of radar data (WSR-88D or a mobile Xband radar, for example), the storm mode present in the data at hand (supercellular
or multicellular, for example), and even climatological biases such as diﬀerences in
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low precipitation (LP) supercells and high precipitation (HP) supercells present in
diﬀerent regions. LP supercells will generally have a lower intensity radar presentation
than HP supercells but are still very much a distinct entity worth tracking because
they can also produce severe thunderstorm hazards. Parameters adjusted for a HP
supercell may not identify a small LP supercell that very much may pose a risk to
the public.
While a reasonable parameter set was used that seemed to work well in most cases
these parameters could be modiﬁed on a case-by-case basis to ﬁne tune the results of
the watershed algorithm. One could manually tweak the parameters after a review of
the dataset but this is time consuming and still prone to error. A machine learning
approach could quickly try a range of values and determine the best set of values for
the particular dataset using the evaluation methods discussed previously. It may even
be necessary for lengthy or voluminous datasets that these parameters be modiﬁed
on an ongoing basis as the storm mode in the case changes, such as when discrete
supercells tend to congeal into a large MCS or line as linear forcing overtakes and cold
pools merge. In this case, parameters for the initial supercells may not be completely
appropriate for a large MCS or squall line (Lakshmanan et al., 2009).
Additional parameter sweeps could be performed on the tracking code as well.
During the projection stage there is a maximum distance parameter that could be
slightly modiﬁed depending on cell area and speed. Secondly, there are several calculations and comparisons performed based on the area of the cell. These may need to
be modiﬁed, similarly to the watershed algorithm, based on the predominate cell size
and storm mode. A machine learning approach could also be used here to quickly
evaluate many parameter combinations.

3.3.3

Digitizing Manual Identiﬁcations and Tracks

Despite the usefulness of the idealized storm tracking it is still not a complete
replacement for traditional manual identiﬁcation of storm cells. This process could
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be improved by making digital identiﬁcations in an image editor and translating those
identiﬁcations into the ”truth” cells. With the manual identiﬁcations digitized, the
evaluation methods used for the idealized storm cells discussed previously could be
repeated using the manual identiﬁcations as truth. This method could reduce some
of the subjectivity in the manual evaluation process. The identiﬁcations would still
be subjective, but the subjectivity in evaluating performance of such identiﬁcations
could be removed. This would also provide additional metrics typically not measured
in traditional evaluation methods.
Some preliminary investigation shows promise the feasibility of this idea. The
matplotlib routines used in PyART provide routines to transform coordinates from
one coordinate system (pixels on the image) to another system (grid points in the
domain). The proposed approach would be for the investigator to open a radar plot
generated from PyART in an image editor. Open a new layer in the image and ﬁll in
pixels with a predetermined color to indicate where cells are in the image. This new
layer would be saved as a new image. In another Python routine, the PyART radar
image would be regenerated and the marked image would be loaded separately. A
region growing routine would be used on the marked image to ﬁnd areas of contiguous
pixels (each marked cell) of the predetermined color and centroid positions should be
calculated. These centroid coordinates would then be transformed into the data
coordinates. From here, the previously discussed metrics would be used to evaluate
centroid position errors. Similar approaches could also be taken to transform other
metrics such as storm area, but this would still be subject to investigator subjectivity
on thresholds used in highlighting storm area. A similar approach could also be
taken to manually identiﬁed storm tracks over the image and generate the appropriate
metrics.
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