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Magnetite (Fe3O4) is the ﬁrst magnetic material discovered by mankind. Despite thousands
of years of applications, from the magnetic compass to data storage, and decades of basic
research, it remains among the most fascinating materials for physicists. The most important
reason for the continuous interest in magnetite is the occurrence of discontinuous changes
in its ground state around 120 K, the so-called Verwey transition, characterized by profound
modiﬁcations in the electronic structure, mutually related to atomic displacements. The
remarkable complexity of the transformation process still leaves open fundamental problems
in the understanding of the microscopic mechanism of the Verwey transition. Further research
efforts are needed to better describe the nature of the elementary excitations at the origin of
the initial instability, how it propagates in different degrees of freedom and its relationship
to precursor phenomena. This Thesis combines together the potentials of steady-state and
time-resolved spectroscopy to study the critical dynamics of the lattice vibrations, and the
ﬂuctuations of electronic and structural order across the Verwey transition. Their signatures
are identiﬁed in the coherent response of the optical functions to ultrashort laser pulses, and
the inelastic scattering of light and neutrons, which provide complementary information, with
selective sensitivity to different types of elementary excitations. Among the most important
results, we manage to observe in the energy and time domain critical modes with different
interplay of charge distribution and atomic displacements, and diffusive dynamics, typical of
an order-disorder process.
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La magnétite est le premier matériau magnétique découvert par l’homme. Malgré des millé-
naires d’applications, de la boussole au stockage de données, et des décennies de recherche
fondamentale, elle reste un des matériaux les plus fascinants pour les physiciens. Les raisons
les plus importantes derrière l’intérêt continu pour la magnétite sont les changements discon-
tinus qui ont lieu dans son état fondamental autour de 120 K, ce que l’on appelle la transition
de Verwey, caractérisée par de profondes modiﬁcations dans la structure électronique, en
relation mutuelle avec des déplacements atomiques. La complexité considérable du proces-
sus de transformation laisse ouverts des problèmes fondamentaux dans la compréhension
du mécanisme microscopique de la transition de Verwey. Des efforts supplémentaires sont
nécessaires dans la recherche fondamentale pour mieux décrire la nature des excitations
élémentaires à l’origine de l’instabilité initiale, comment elle se propage dans les différents
degrés de liberté et sa relation avec des phénomènes précurseurs. Cette Thèse combine les
potentiels de la spectroscopie en régime permanent et avec résolution temporelle pour étudier
la dynamique critique des vibrations du réseau, et les ﬂuctuations de l’ordre électronique et
structural à travers la transition de Verwey. Leurs caractéristiques distinctives sont identiﬁées
dans la réponse cohérente des fonctions optiques à des impulsions laser ultracourtes, et dans
la diffusion inélastique de lumière et neutrons, qui nous fournissent des informations complé-
mentaires, avec une sensibilité sélective à différents types d’excitations élémentaires. Parmi les
résultats les plus importants, nous pouvons observer dans le domaine du temps et de l’énergie
des modes critiques avec différentes relations mutuelles de la distribution de charge et des
déplacements atomiques, et dynamique diffusive, typique d’un processus ordre-désordre.
Mots clés : magnétite, transition de Verwey, dynamique critique, ﬂuctuations critiques, champ




La magnetite è il primo materiale magnetico scoperto dall’uomo. Nonostante millenni di
applicazioni, dalla bussola allo stoccaggio dati, e decenni di ricerca di base, essa rimane uno
dei materiali che più affascinano i ﬁsici. Le ragioni più importanti alla base del continuo
interesse per la magnetite sono i cambiamenti discontinui che si veriﬁcano nel suo stato
fondamentale intorno a 120 K, la cosiddetta transizione di Verwey, caratterizzata da modiﬁche
profonde nella struttura elettronica, in mutua relazione con spostamenti atomici. La notevole
complessità del processo di trasformazione lascia tuttora aperti problemi fondamentali nella
comprensione del meccanismo microscopico della transizione di Verwey. Sforzi ulteriori sono
necessari nella ricerca di base per meglio descrivere la natura delle eccitazioni elementari
all’origine dell’instabilità iniziale, come essa si propaga nei diversi gradi di libertà e la sua rela-
zione con fenomeni precursori. Questa Tesi combina insieme i potenziali dello spettroscopia
a stato stazionario e risolta in tempo per studiare la dinamica critica delle vibrazioni reticolari,
e le ﬂuttuazioni dell’ordine elettronico e strutturale attraverso la transizione di Verwey. Le loro
caratteristiche distintive sono identiﬁcate nella risposta coerente delle funzioni ottiche ad
impulsi laser ultrabrevi, e nella diffusione anelastica di luce e neutroni, le quali forniscono
informazioni complementari, con sensibilità selettiva a diversi tipi di eccitazioni elementari.
Tra i risultati più importanti, siamo in grado di osservare nel dominio del tempo e dell’energia
modi critici con diverse relazioni reciproche della distribuzione di carica e degli spostamenti
atomici, e dinamica diffusiva, tipica di un processo ordine-disordine.
Parole chiave: magnetite, transizione di Verwey, dinamica critica, ﬂuttuazioni critiche, campo
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Magnetite (Fe3O4) is the magnetic material which has been known to mankind for the longest
time. Nowadays, it is of technological interest in different ﬁelds, such as data storage, magnetic
sensing and catalysis, and holds promise for prospect applications in spintronics. From a
fundamental point of view, it has been the subject of extensive experimental and theoretical
research, and still attracts continuous attention. Indeed, the complex interrelations of elec-
tronic, structural and magnetic phenomena have so far eluded a complete understanding of
important physical properties. Basic questions on essential characteristics at room tempera-
ture have yet to be answered. For instance, it is not clearly established whether the ground
state is half-metallic or semiconducting, the degree of delocalization of the charge carriers, the
main conduction mechanism and the assignment of the interband transitions in the optical
functions.
The competition between strong electronic correlations and electron-phonon interactions
gives rise to the so-called Verwey transition at a critical temperature around 120 K. Important
discontinuous modiﬁcations of both the electronic and crystal structures produce great conse-
quences on different physical properties. The increase in resistivity by a factor of one hundred
and the decrease in crystal symmetry from cubic to monoclinic are the most signiﬁcant
manifestations of the transformation process.
The Verwey transition is perhaps one of the most intensively investigated phase transitions in
transition-metal oxides. Nevertheless, satisfactory answers to fundamental questions on the
microscopic mechanism of the critical dynamics are still missing. The study of the ground
state of charge and orbital order, and the more subtle atomic displacements in the monoclinic
phase has long remained a theoretical and experimental challenge. The occurrence itself of
long-range order in the monoclinic phase has been repeatedly questioned. Only recently it
has been disclosed that delocalized electrons and structural distortions are coupled together
in an arrangement of three-site polarons of impressive complexity. This has aroused renewed
interest towards a comprehensive description of the Verwey transition.
Often, in phase transitions of solids, instabilities develop in the free energy, as a consequence
of intrinsic characteristics and mutual interactions of elementary excitations. For instance,
these can be collective modes of lattice vibrations and charge ﬂuctuations, whose equilibrium
conﬁgurations change across the transition temperature. In continuous phase transitions,
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progressive decrease in stability translates into softening or slowing down of critical modes
on approaching the transition temperature, depending on whether they are propagating or
diffusive.
In the simple case of displacive transitions of second order, for the onset of harmonic instabili-
ties in the interionic potential, a subset of phonon modes gradually downshifts in frequency
towards the transition temperature. In more complex cases, instabilities reside in elementary
excitations of different nature or interactions among them. Modiﬁcations in the characteristics
of the critical modes depend on their reciprocal coupling and dynamics. For instance, in
the presence of instabilities of electronic excitations, strongly coupled to lattice vibrations,
phonon softening still takes place, if the electronic excitations follow adiabatically the lattice
vibrations. Fundamental problems to be solved in phase transitions of solids are the nature of
the critical modes which ﬁrst become unstable and thereby initiate the transformation process,
whether or not a cause-effect hierarchy is established among the elementary excitations which
take part in the critical dynamics, and their mutual interactions and time scales.
These important issues remain to be settled in the case of the Verwey transition in magnetite.
Alternative scenarios have been proposed on theoretical and experimental grounds, with
emphasis on electronic, structural or cooperative driving forces, in the framework of an order-
disorder or a Peierls-like transition. Furthermore, different observations provided evidence of
local dynamic order in the cubic phase, comprised of both atomic displacements and charge
distributions. The temperature and wave-vector dependence of the precursor phenomena are
suggestive of a continuous phase transition to a potential incommensurate phase bypassed by
the Verwey transition. The relationship between short- and long-range order, respectively, in
the cubic and monoclinic phase is unclear. So are the consequences of short-range order on
the transformation process and the conduction mechanism in the cubic phase.
The main objective of this Thesis is to contribute to the solution of the above problems. For
this purpose, we studied the critical dynamics of phonons and ordering ﬁeld modes across
the Verwey transition, both in the energy and time domain, by means of steady-state and
time-resolved techniques sensitive to different degrees of freedom. This Thesis is organized as
follows.
Chapter 1 introduces the general features of magnetite and the Verwey transition. We put
emphasis on the open problems in the understanding of the physical properties of the material
and the origin of the transformation process. We compare the different scenarios which have
been proposed as possible solutions.
Chapter 2 presents an overview on the basic principles of the experimental techniques and a
description of the set-ups used in this Thesis, in a problem-oriented approach, intended to
combine together the potentials of different methods to gain complementary information.
Chapter 3 is devoted to the investigation of the coherent response of magnetite to impulsive
photoexcitation across the Verwey transition by means of ultrafast spectroscopy. We show that
2
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Raman-active phonons can be coherently generated, both at the center of the Brillouin zone,
in the monoclinic phase, and at ﬁnite wave vector, in the cubic phase. We set up a theoretical
model able to account for the role of short-range order in the photoexcitation mechanism.
To identify the phonons, study how they couple to electronic excitations at high energy and
thereby reexamine the assignment of the interband transitions in the optical functions, we
combine together steady-state and time-resolved data, and ab initio computations of the
phonon dispersion curves and the optical functions.
Chapter 4 is focused on the anomalies of the Raman-active phonons at the center of the
Brillouin zone, from structural transformations and coupling to electronic excitations, mea-
sured through spontaneous Raman scattering. We also analyze the incoherent component of
the Raman response. In particular, we investigate the dynamics of diffusive excitations with
critical characteristics by means of a theoretical model.
Chapter 5 directly addresses the temperature dependence across the Verwey transition of
phonons of ﬁnite wave vector at low energy. In particular, by means of inelastic neutron
scattering, we study the transverse acoustic branch and phonons of the same symmetries
proposed as the primary order parameters of the structural transformation. We also discuss
the origin of the so-called central peak, coupled to the phonons, and compare the time scales
of the diffusive excitations observable with light and neutron probes.
Chapter 6 deals with the modiﬁcations in the magnetic properties of magnetite associated with
both the Verwey transition and precursor phenomena. In particular, we study the magnetic
stability at the surface by means of magneto-optical Kerr effect. To better understand our
observations, we analyze the results of preliminary micromagnetic simulations.
Chapter 7 discusses a parallel project on the clean transfer of graphene in ultrahigh vacuum
to fabricate nanostructures for data storage. We outline the general directions of the project
on the grounds of current methods and promising solutions for future developments. We




1 Open Problems in Magnetite
1.1 Structural, Charge and Orbital Order
The crystal structure of magnetite at room temperature was ﬁrst determined by W. H. Bragg in
one of the earliest publications on x-ray diffraction in 1915 [1]. In the same year, W. H. Bragg
and his son W. L. Bragg were jointly awarded the Nobel Prize in Physics for the development of
x-ray diffraction. The formula unit of magnetite is Fe3+A (Fe
2+Fe3+)BO
2−
4 , where A (B) denotes
sites with tetrahedral (octahedral) coordination by O2− ions. In normal spinels, the bivalent
(trivalent) ions occupy A (B) sites. Instead, in inverse spinels such as magnetite, all of the
bivalent ions occupy B sites, and the trivalent ions are equally distributed between A and B
sites. The conventional cell of magnetite is a cube with lattice parameter a = 8.39Å comprised
of 8 formula units. 1/8 of the 64 A sites are occupied by Fe3+ ions, and 1/2 of the 32 B sites are
occupied by an equal number of Fe3+ and Fe2+ ions. The primitive cell of magnetite, shown in
Fig. 1.1(a), contains only 2 formula units, and can be thought of as three corner-sharing cubes.
The A-type Fe ions at the centers of the two lower cubes coordinate tetrahedra of O2− ions,
and the upper cube is made of alternated B-type Fe ions and O2− ions.
The phase transition discussed in this Thesis was named after the Dutch chemist E. Verwey,
who ﬁrst discovered a discontinuous change in the resistivity of magnetite by two orders of
magnitude (see Fig. 1.2(a)) [2]. The critical temperature, also called Verwey temperature, TV ,
depends on impurity content and stoichiometry deviations of the sample. Typical values
in high-purity samples range between 110 and 125 K [3]. The temperature dependence of
the resistivity below 300–350 K is characteristic of a semiconductor-like behaviour, which is
possible to describe by Arrhenius laws, with different activation energies above and below
TV [4]. Instead, above 300–350 K, it is typical of a metal-like behaviour. Often, based on the
resistivity values, the low- and high-temperature phases are also referred to, respectively, as the
insulating and conductive phases, and the Verwey transition as a metal-insulator transition.
Verwey proposed that the microscopic explanation of his observations is the onset of long-
range order among Fe2+B and Fe
3+
B ions in the low-temperature phase. In particular, according
to his hypothesis, chains of Fe2+B and Fe
3+
B ions parallel to respectively the [110] and [11¯0]
5


























Figure 1.1 – (a) Primitive cell of magnetite in the high-temperature phase. (b) Relationship
between (violet) P2/c and (blue) Cc cells used in reﬁnements of the crystal structure of mag-
netite in the low-temperature phase. The pseudocubic cell originating from rhombohedral
distortion along the cube diagonal is also plotted in black. Crystal structure of magnetite
in the (c) high- and (d) low-temperature phase, visualized with VESTA [5], in the P2/c cell,
based on Wright et al.’s reﬁnement [6,7]. Fe ions in octahedral sites are in mixed charge states.
In the high-temperature phase, on average, the extra electrons are disordered. Instead, in
the low-temperature phase, modulations of the charge states establish on the long range,
represented by a colored line. Arrows denote the opposite phases of charge order along the b









































Figure 1.2 – Most important manifestations of the Verwey transition in magnetite, namely, (a)
discontinuous change in the resistivity [2], (b) speciﬁc heat anomaly [8] and (c) discontinuous
change in the magnetization [9]. The curves I and II in panel (a) refer to different FeO:Fe2O3
ratios of respectively 1:1.025 and 1:1.08.
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directions alternate in the [001] direction [10]. This fulﬁlls the criterion for minimum electro-
static repulsion within tetrahedra of B-type Fe ions proposed by Anderson [11]. He also ﬁrst
suggested the occurrence of short-range order, instead of complete disorder, above TV , with
better agreement with the experimental value of the entropy variation at the Verwey transition.
Additional important modiﬁcations in the physical properties of magnetite accompanying the
Verwey transition were progressively discovered (see, for instance, Figs. 1.2(b,c)) [12]. One of
the most prominent changes takes place in the crystal structure. As discussed in the following,
complex atomic displacements cause lowering of the crystal symmetry on cooling across TV .
Verwey, Anderson, and subsequent Cullen and Callen’s theoretical predictions [13] all account
for electron-electron interactions alone. None of them was able to explain the intricate nature
of the concomitant modiﬁcations in the crystal structure.
Structural, charge and orbital order of magnetite in the low-temperature phase are interrelated
problems. Despite extensive research, they have long remained controversial. The occurrence
itself of long-range charge and orbital order has been questioned [14,15]. In early reﬁnements,
consistent to Verwey’s hypothesis, it was proposed that the crystal systemofmagnetite changes
from cubic to orthorhombic with decreasing temperature across TV [16,17]. In the same years,
different diffraction studies provided evidence of a rhombohedral distortion of the cubic
cell upon the Verwey transition, which ﬁrst disproved Verwey’s hypothesis [18, 19]. The
observation of satellite reﬂections at half-integer indexes pointed out that the crystal system
of the low-temperature phase of magnetite is in fact monoclinic with space group Cc and a
2a×2a×2a supercell [20–22]. The ﬁrst accurate reﬁnement was carried out by Iizumi et al.
in 1982 [23]. The intensity distribution of the reﬂections was analyzed in a a/

2×a/2×2a
subcell under the assumption of the space group P2/c (see Fig. 1.1(b)), and additional Pmca
pseudosymmetry constraints, which together are able to account for most of the atomic
displacements. An analogous reﬁnement was performed by Wright and coworkers [6,7]. In
addition, based on bond valence sum (BVS) calculations, they proposed an approximate
model of charge order.
Figures 1.1(c,d) provide a scheme of the charge states in magnetite based on Wright et al.’s
reﬁnement. For simplicity, the ions are labeled according to their nominal valences. Fe2+B
and Fe3+B ions correspond to the so-called B1–B4 and B2–B3 Fe ions. These are two groups of
Fe ions with different average Fe–O distances and, according to BVS calculations, different
average charge states, equal to, respectively, +2.4 and +2.6. Modulations of the charge states
are evident among B-type Fe ions along the c axis (see lines and arrows in Fig. 1.1(d)). An
amplitude modulation with the same periodicity as the cubic cell is given by alternate high
and low valence states in planes at z = ka/2, k ∈ N, and mixed valence states in planes at
z = (2k+1)a/4. A phase modulation with double the periodicity of the cubic cell is given by
the opposite phases of the chains of Fe ions in the planes with mixed valence states, in the
upper and lower half of the monoclinic cell.
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According to the above reﬁnements, the structural distortions in the monoclinic phase can
be described by the freezing of a subset of phonon modes of the cubic phase at the Γ, Δ, X
and W points of the Brillouin zone. The involvement of the structural degree of freedom
in the transformation process was ﬁrst accounted for by Yamada based on the symmetry
of the atomic displacements at that time considered the most important [24]. He proposed
that the main driving force for the Verwey transition is the condensation of ﬂuctuations of
charge order coupled to a transverse acoustic (TA) phonon mode ofΔ5 symmetry. More recent
ﬁrst-principle computations suggested that both phonon modes of Δ5 and X3 symmetry are
the primary order parameters (OPs) for the structural transformation [25,26]. Moreover, the
coupling between atomic displacements of X3 symmetry and electronic states close to the
Fermi level was proposed as the main cause for the changes in the conduction mechanism of
magnetite at the Verwey transition.
As shown in Fig. 1.1(b), Wright and coworkers’ scheme is the average over four inequivalent
P2/c subcells of the Cc supercell. In fact, more complex modulations of the charge states
are possible in the ab plane. More recently, Senn et al. performed a thorough reﬁnement in
the Cc supercell, with important consequences on the general understanding of the Verwey
transition [27,28]. According to Senn and coworkers, it is not possible to single out a subset of
phonon modes whose condensation is responsible for the structural distortions altogether.
Instead, local order is the driving force for the atomic displacements. In particular, Senn
et al. argued that the building block of the low-temperature phase is a three-site polaron,
named trimeron, which originates from the coupling between an extra electron, delocalized
over three B-type Fe ions, and the displacements of the two end Fe ions towards the central
Fe ion. In a pictorial interpretation, complexes of ﬂuctuating trimerons constitute a liquid
of quasiparticles, whose solidiﬁcation process is the essential mechanism of the Verwey
transition.
1.2 Optical Response
The conduction mechanism and the optical response at low energy depend on the electronic
states close to the Fermi level. In magnetite, these mainly result from the strong correlations
among the electrons in the 3d orbitals of the Fe ions, and mostly lie within a large band gap
between O 2p and Fe 4s states. The local symmetry of the crystal ﬁeld at A (B) sites splits the
Fe 3d states into e and t2 (t2g and eg ) states. For the large exchange splitting, all Fe ions are in
high-spin conﬁgurations. Therefore, in principle, only the minority-spin 3d t2g states of Fe2+B
ions can cross the Fermi level. Both ab initio calculations [25,26,31–36] and photoemission
experiments [37–40] show that the large onsite Coulomb repulsion in the monoclinic phase
splits these states into different bands above and below the Fermi level. In contrast, the results
from photoemission experiments in the high-temperature phase are controversial on whether















































Figure 1.3 – Real part of the optical conductivity, σ1, (a) as a function of temperature, below 3
eV, from ellipsometry data, and (b) at 290 K, between 3 and 30 eV, from a Kramers-Kronig (KK)
analysis of reﬂectivity data. Dashed lines represent extrapolations below 0.75 eV based on
ﬁts to the data at 15 and 300 K. Arrows indicate the energy positions of the four main features
discussed in the text. A vertical line denotes the lower boundary of the detection range in the
ellipsometry experiments. Adapted from Refs. [29,30].
Figure 1.3 shows the real part of the optical conductivity of magnetite, in different energy
ranges, from recent ellipsometry data [29] and a KK transformation of previous reﬂectivity data
[30]. The strongly correlated nature of magnetite manifests itself in transfers of spectral weight
among different regions of the spectrum [45]. The most important features in the temperature
dependence of the optical response are the precursor modiﬁcations in the cubic phase and
the discontinuous changes at the transition temperature, which are direct consequences of
the different electronic structures in the two phases [29,30].
An optical gap opens below the transition temperature. Available estimates of its size are
0.2 [29, 46] and 0.14 eV [30]. The four main features observable in the optical conductivity,
indicated by arrows in Fig. 1.3, are centered at respectively 0.6, 2, 5 and 16 eV. In general, the
absorption structures below 2.5 eV were attributed to interband transitions between Fe 3d
states. However, alternative interpretations were proposed, at variance on whether only B
or also A sites are involved [29–31, 47]. Figure 1.4 provides a schematic picture of possible
assignments. Based on local spin density approximation (LSDA) calculations [47], Park et al.
ascribed the above four features respectively to (i) intersite transitions between 3d t2g states
of Fe2+B and Fe
3+
B ions, (ii) analogous processes, but between 3d states of respectively Fe
2+
B
and Fe3+A ions, (iii) charge transfer excitations between O 2p and Fe 3d states, and (iv) optical
absorption between O 2p and Fe 4s states [30]. For simplicity, B-type Fe ions are referred
according to their nominal valence states, although in fact the differences in charge state are
small.
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Figure 1.4 – Simpliﬁed representation of the band structure in the monoclinic phase. Only Fe
3d states are shown. Majority and minority spin states are labeled by upward and downward
arrows, respectively. The relative energy positions of the bands are qualitatively based on
Leonov and coworkers’ estimates of the exchange and crystal-ﬁeld splitting, and the effects of
the onsite Coulomb repulsion [31]. Arrows illustrate the interband transitions below 2.5 eV
under discussion in the assignments of Refs. [30,31].
Leonov and coworkers revised previous assignments according to advanced LSDA+U calcula-
tions [31]. They proposed that the feature at 2 eV does not involve A-type Fe ions, but only
B-type Fe ions with different charge states, similarly to the feature at 0.6 eV, but with 3d eg
ﬁnal states. The overall agreement of the theoretical predictions by Leonov and coworkers
to the experimental data is better compared to previous ab initio computations. However,
they do not to reproduce the energy position of the feature at 0.6 eV and the intensity of the
feature at 2 eV, possibly for the assumption of an approximate symmetry P2/c. Therefore, the
discussion on the interpretation of the optical response of magnetite is not yet closed.
1.3 Conduction Mechanism
The origin of the conducting state in the cubic phase of magnetite is also under discussion. In
particular, there is no general consensus on the degree of localization of the electronic states
and, as a consequence, the nature itself of the charge carriers, and the relative importance of
processes of band conduction of electrons and transport of small polarons (SPs). The open
problems on the driving forces for the Verwey transition and the conduction mechanism in the
cubic phase are mutually related. Indeed, the scenario of an order-disorder transformation in
the electronic degree of freedom is more consistent with the predominance of charge carriers
made of SPs with large effective mass and low propensity to coherent motion. Opposite

































Figure 1.5 – (a) Pictorial representation of (red arrow) diagonal and (blue arrow) nondiagonal
transitions of SPs between two sites, starting from the ground state, where Q and V (Q) are
respectively the conﬁgurational coordinate and the potential energy of the polaron. (b)
Contributions to the real part of the optical conductivity, σ1, at 300 K, from (red) diagonal and
(blue) nondiagonal transitions, according to Ihle and Lorenz’s theoretical prediction [48].
The occurrence of local dynamical correlations supports the preeminence of polaronic con-
duction (see Section 1.4). However, the consequences of precursor effects on the conducting
state are poorly explored. In principle, evenwithin a polaronic picture, two types of conduction
mechanisms are possible. SPs can move via both diagonal and nondiagonal transitions, with
different contributions to the optical conductivity, and characteristic energy and temperature
dependences [49]. These processes are exempliﬁed in Fig. 1.5(a). According to an illustrative
description, in diagonal transitions, SPs tunnel through the hopping barrier, without the
assistance of phonons. In analogy to band conduction, upon line broadening from disorder,
diagonal transitions give rise to a Drude peak at low frequency in the optical conductivity. At ﬁ-
nite temperatures, nondiagonal transitions also contribute to the spectral weight of the Drude
peak. The most probable nondiagonal transitions are analogous to Franck-Condon processes,
in which electrons hop from occupied to unoccupied sites, without lattice relaxation. These
produce the so-called polaron peak at ﬁnite energy in the optical conductivity.
Ihle and Lorenz identiﬁed the polaron peak with a broad weak feature at 0.2 eV observable
in the optical conductivity calculated by means of a KK transformation of early reﬂectivity
data [50,51]. More recent experiments did not conﬁrm the presence of this feature [30,46],
which probably originates from impurities [52] or artifacts of the KK analysis. Based on
their erroneous assumption, Ihle and Lorenz put forth a microscopic theory for SP conduc-
tion in magnetite, which predicts a leading role of diagonal transitions below 400 K. Figure
1.5(b) exempliﬁes the components of the optical conductivity originating from diagonal and
nondiagonal transitions in Ihle and Lorenz’s model. More recent studies suggested that the
polaron peak in fact corresponds to the feature at 0.6 eV [30,46]. This implies that nondiagonal




Chapter 1. Open Problems in Magnetite
The reﬂectivity data available in the mid-infrared are inconclusive on the possible occurrence
of a small Drude peak at low frequency [30,46,50]. The tail of the feature at 0.6 eV and features
of optical phonons predominate in the same energy range, and reliability limitations are
intrinsic to the KK transformation of reﬂectivity data. On the other hand, ellipsometry data,
which directly provide the complex dielectric function, are only available between 0.75 and
3.5 eV [29].
Let us consider the possible implications of the more recent assignment of the polaron
peak [30, 46], with reference to the simple model of an electron that moves between two
sites, coupled to a harmonic oscillator. The energy barrier that the electron must overcome
to hop between sites with the assistance of phonons is WH ≈ hν/4, where hν is the photon
energy required to change the position of the electron, without any modiﬁcation in the conﬁg-
uration of the atoms (see Fig. 1.5(a)). The process being considered is the analogous of the
Franck-Condon process with the highest probability which takes place at the central position
of the polaron peak in optical conductivity. Therefore, if this is identiﬁed with the 0.6 eV peak,
an approximate estimate of WH is 0.15 eV. Clearly, the large value of WH rules out both band
conduction of electrons and any meaningful contribution to the dc conductivity from diagonal
transitions. Quantitatively speaking, the effective mass and the probability of diagonal transi-
tions respectively increase and decrease on increasing WH following exponential laws [49].
Using the above values and the energy of the hardest phonon with optical activity, E0 = 83
meV, Ref. [46] provided the following approximate estimate of the effective to free electron










In fact, this approximate estimate only represents a lower bound. m∗/m becomes much larger,
if softer phonons are accounted for. The most important phonons which come into play in
the formation of the SPs are the same phonons whose condensation produces the atomic
displacements with the largest amplitude in the trimerons. The cooperative contribution
of different phonons with comparable amplitudes does not allow us to deﬁne any simple
hierarchy, and thus single out phonons of prevalent importance, to provide more accurate
estimates [27].
The above considerations conﬁrm that it is needful to account for the consequences of heavy
localized SPs on the critical dynamics of the Verwey transition. For the purpose, let us start
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where c†i (ci ) and a
†
qλ (aqλ) are the creation (destruction) operators of a SP at the i th site,
located at ri , and a phonon mode of wave vector q and branch index λ, respectively. εc is the
electron energy in the absence of electron-phonon interactions. Mqλ is the electron-phonon
coupling constant. t is the transfer integral between nearest neighbors. Uij is the pair interac-
tion energy between SPs at sites i and j . The ﬁrst term of the model Hamiltonian accounts
for the energy gain from electron localization in potential wells induced by electron-phonon
interactions. The second term is the energy of the phonons, treated as independent bosons.
The third term introduces mutual interactions among the SPs, at the origin of correlations
and consequent collective phenomena. The last term accounts for the energy gain from SP
delocalization over multiple sites. Clearly, the same term also describes diagonal transitions
of SPs.
In our general description, two limit cases are possible. If SPs are light and delocalized, the
SP and phonon dynamics are interwoven, in a Peierls mechanism. Their common instability,
intrinsic to electron-phonon coupling, ﬁrst causes the critical softening of a Kohn anomaly in
a phonon branch, accompanied by pretransitional ﬂuctuations, and then, below the transition
temperature, the condensation of a charge density wave (CDW), coupled to atomic displace-
ments. The electronic excitations in the low-temperature phase are comprised of collective
modes of amplitude and phase modulation of the CDW at ﬁnite energy.
An exact solution of the model Hamiltonian is not possible. However, the main effect of the
phonons is the renormalization of t to t∗, such that t/t∗ = m∗/m. In the case considered
in the foregoing, due to the large value of WH , t∗ is negligible. This prevents the formation
of effective bands of SPs. Owing to the large value of m∗/m, SPs can be treated as classical
variables. Therefore, it is possible to deﬁne Ising operators, which group together number
operators of SPs at different sites. An additional index can be introduced to account for the
possible symmetries of the charge density modes [24]. Otherwise, Potts operators can be
deﬁned, with an arbitrary number of states. For simplicity, let us refer to pseudospin variables
{σi }, with consistent redeﬁnition of the sites {i }, and the parameters εc , Mqλ and Uij. The























Uijσiσ j . (1.3)
The above Hamiltonian is formally equivalent to Yamada’s Hamiltonian for a pseudospin-
phonon coupled system [24, 55]. In the presence of heavy localized SPs, the pseudospin
dynamics is slow compared to the phonon dynamics. Therefore, it is possible to rewrite the
Hamiltonian in a simple form, which neglects the phonon dynamics. For the purpose, let us
suppose that the bilinear coupling between pseudospins and phonons is meaningful only for
one phonon mode, and accordingly drop the wave vector q and branch index λ. To change
the formalism from second to ﬁrst quantization, the destruction and creation operators of the
phonon mode are replaced with the canonical coordinate and conjugate momentum of the
same phonon mode, deﬁned as, respectively, [49]
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We approximate the dynamics of the phonon mode to an instantaneous response to the









iq ·ri . (1.6)
















q · (ri − r j )] (1.8)
is the effective pair interaction energy between pseudospins at sites i and j . In a way, in this
case, the transformation process is opposite to a Peierls mechanism. The SP and phonon
dynamics are independent. The instability resides only in the liquid of SPs. It ﬁrst causes a
progressive cooperative ordering of the pseudospin variables, concomitant to atomic displace-
ments, and then, below the transition temperature, the crystallization of a solid of SPs.
1.4 Precursor Effects
In the cubic phase, a broad set of precursor effects anticipates the Verwey transition, in all de-
grees of freedom. Continuous changes in the optical functions, with redistributions of spectral
weight among different energy ranges, take place before the discontinuous modiﬁcations at
the transition temperature [29]. In particular, in the optical conductivity, the loss of spectral
weight in the low-energy range, counterbalanced by an intensity gain around 0.6 eV, already
starts far from the transition temperature.
Different macroscopic properties posses anomalous temperature dependences in the pre-
transition region. The elastic constant c44 sizably softens from room temperature to the
transition temperature and hardens discontinuously in the critical region [56,57]. This atypical
behaviour has been explained in terms of bilinear coupling of the elastic stain ﬁeld to a




The ﬁrst magnetocrystalline anisotropy constant K1 shows a nonmonotonic dependence on
temperature, which also resembles a softening curve in absolute value [58–60]. First, from
high temperature to about 250 K, it decreases. Then, between about 250 K and the transition
temperature, it increases and changes sign from negative to positive at a characteristic tem-
perature, also referred to as the isotropic point, about 10 K above the transition temperature.
One of the scenarios proposed to explain the increase in K1 assumes the thermal population
of degenerate states of local order, analogous to twin domains of the monoclinic phase, at
a ﬁnite energy which progressively decreases on cooling [60]. This gives rise to an effective
anisotropy energy equivalent to a positive contribution to K1. The magnetostriction constants
λ111 and λ100 also show a critical behaviour in a wide temperature range above the transition
temperature, which has been related to the ordering of the extra electrons among B-type Fe
ions [61].
Scattering techniques with momentum resolution provide direct information on the micro-
scopic origin of the precursor effects. Lorenzo et al. examined the temperature dependence of
the intensity and linewidth of the diffracted x rays around the transition temperature [62]. They
chose different absorption edges and reﬂections based on presumed sensitivity to different
degrees of freedom. They concluded that ﬂuctuations of charge and orbital order already set
in at the isotropic point and, in particular, precursor correlations of charge order extend over
longer lengths compared to structural order. This suggests that the onsite Coulomb repulsion
is the most important among the possible driving forces for the Verwey transition. According
to the same interpretation, the onset of long-range structural order at the transition tempera-
ture prevents the further growth of charge order. Instead, the correlation length of ﬂuctuations
of orbital order remains short throughout the critical region. García and coworkers carried
out analogous experiments, with different choices of reﬂections and absorption edges, which
question the previous results [63]. In contrast to Lorenzo et al., they observed a concomitant
disappearance of all Bragg spots at the transition temperature. In this regard, Tabis et al.
proposed that sample-dependent effects are responsible for systematic differences observable
by means of resonant x-ray diffraction [64]. In particular, they argued that the mechanical
polishing of the sample surface right before the experiments favors discontinuous onset of
charge and orbital order at the transition temperature, which otherwise, in the absence of
local strain, evolves continuously starting from the isotropic point.
Diffuse scattering of electrons [65], neutrons [66–68] and x rays [69] with relative maxima at
incommensurate points in reciprocal space is observable starting from tens of Kelvins above
the transition temperature. It completely disappears in the monoclinic phase. The onset tem-
perature for diffuse scattering depends on the nature of the probe and the detection sensitivity
of the instrument. Remarkably, the extrapolated intensity of diffuse scattering corrected for the
thermal occupation factor diverges at a virtual temperature below the transition temperature.
Only in a narrow temperature range close to the transition temperature, diffuse scattering
gains intensity at commensurate points in reciprocal space, i.e. within narrow spots centered
around the same wave vectors as the superlattice reﬂections of the monoclinic phase [70].
15
Chapter 1. Open Problems in Magnetite
By means of inelastic neutron scattering (INS) experiments, Shapiro et al. showed that diffuse
scattering in reciprocal space corresponds to peaks centered at zero energy in the energy
domain, the so-called central peaks, coupled with TA phonons [66]. Through a quantitative
examination of the intensity distribution of diffuse scattering among the X points, Siratori
and coworkers concluded that intrinsic X3 symmetry dominates the critical ﬂuctuations [68].
Hoesch et al. focused on the temperature dependence of the anharmonic effects from the cou-
pling between phonons and critical ﬂuctuations [71]. In particular, by means of nonresonant
inelastic x-ray scattering experiments, they measured anomalously broad linewidths of the
phonons at room temperature, which further increase on cooling down to 150 K. This is in
contrast to the typical narrowing from the decrease in the rate of phonon-phonon scattering.
The largest anharmonicity occurs at the same incommensurate points in reciprocal space
where diffuse scattering is the most intense. Direct evidence of the local dynamic persistence
of the atomic displacements of the monoclinic phase above the transition temperature was
also provided by measurements of the instantaneous conﬁguration of the crystal structure
around the Fe ions by means of x-ray absorption [72].
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2.1 Spontaneous Raman Scattering
Raman scattering is at one time a widely used and powerful technique for the study of ex-
citations at low energy in solids, since it gives access to energy, lifetime and symmetry of a
broad group of excitations, such as phonons, magnons, plasmons and polaritons, without the
need for complex set-ups. Raman scattering experiments are easily performed as a function of
different control parameters, such as temperature, pressure and magnetic and electric ﬁelds,
all across the phase diagrams of solids. Therefore, as shown in this Thesis, Raman scattering
is a well-suited technique to investigate phase transitions in solids. The main drawback of
Raman scattering is that, for the constraint of wave-vector conservation and the small wave
vector of light compared to the sizes of the Brillouin zones in solids, only excitations in a
narrow region around the center of the Brillouin zone can be studied.
A fundamental classiﬁcation of Raman scattering is based on whether the process takes place
in a stimulated or spontaneous manner [73]. In the former case, two ﬁelds whose frequency
difference is resonant with the frequency of the excitation are sent to the sample. The initial
phases of the elementary oscillators depend on the phase difference of the two ﬁelds. In the
particular case of transient stimulated Raman scattering (TSRS), discussed in Section 2.2,
the two ﬁelds are among the different components within the bandwidth of the same laser
pulse. Instead, in spontaneous Raman scattering, only one continuous-wave ﬁeld is sent to
the sample. The initial phases of the elementary oscillators are random.
In a simple description of spontaneous Raman scattering, photons are inelastically scattered
by excitations at low energy. In particular, in a Stoke (anti-Stoke) process, an incident pho-
ton is annihilated and a scattered photon at lower (higher) energy is created, with creation
(annihilation) of an excitation. In the following, we provide the main results of the general
theory of spontaneous Raman scattering from lattice vibrations [74,75], which are the most
common type of excitations accessible in light scattering studies. The physical quantity that
is accounted for to describe the optical response of the solid is the dielectric susceptibility
tensor χ. Its matrix element χij expresses how the i th component of the polarization P in
17
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the material responds to the j th component of a ﬁeld E at a frequency ω, according to the






From a microscopic viewpoint, the optical functions of the material depend on the motion of
electrons bound to nuclei under the action of a ﬁeld. The large difference in inertia between
electrons and nuclei causes decoupled dynamics in the two degrees of freedom. In particular,
according to the Born-Oppenheimer approximation, the electronic potential is a parametric
function of the instantaneous positions of the nuclei. Hence, it is not surprising that the
displacements of the nuclei from their equilibrium positions cause a modulation of the
dielectric susceptibility tensor as a function of time. It is possible to expand the instantaneous
deviation of the dielectric susceptibility tensor from its average value in a power series of the
canonical coordinates of the phonon modes of wave vector q and branch index λ, denoted by


















Qq1λ1 (t )Qq2λ2 (t )−〈Qq1λ1 (t )Qq2λ2 (t )〉
]
δq1+q2 .
The Kronecker delta accounts for the conservation of the wave vector. If meaningful, the terms
of the second order in Qqλ imply that, in fact, the polarizability also changes in response to
pairs of phonon modes at ﬁnite, opposite wave vectors, q1 =−q2, and not only at the center
of the Brillouin zone. However, in general, they provide a noticeable contribution to Raman
scattering only in the presence of a high phonon density of states, at the critical points of
the Brillouin zone. The frequency transfer dependence of the Raman scattering intensity for












is the Raman cross section. Hence, in the lattice vibrational contribution to the Raman spectra,
for ﬁrst-order Raman scattering, the lineshapes are related to the Fourier transform (FT) of
the time autocorrelation of the atomic displacements at zero wave vector. For second-order
Raman scattering, the frequency dependence of the phonon density of states around Van
Hove singularities also plays an important role.
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Figure 2.1 – Diagram of our set-up for spontaneous Raman scattering.
Our spontaneous Raman scattering experiments (see Chapter 4) were carried out at the
Department of Quantum Matter Physics, University of Geneva, by means of a home-made
set-up. Figure 2.1 provides an overview of our experimental apparatus. An Ar ion and a
diode laser source provide excitations, respectively, at 2.4 and 3.1 eV photon energy. The laser
light is delivered to the confocal point of an optical microscope through a 20× objective lens.
The backscattered light is collected and collimated by the same optical system. The elastic
component is rejected by multiple notch ﬁlters. The inelastic component is focused at the
entrance slit of a monochromator with 50 cm focal length. The grating of the monochromator
is ﬁxed to a rotation stage which allows the selection of the Raman shift range of interest. The
detection system is equipped with a charge-coupled device (CCD) cooled with liquid nitrogen.
2.2 Ultrafast Broadband Reﬂectivity
The advances in laser technology over the last decades have provided to basic research new
experimental techniques to study the dynamics of different phenomena on short time scales.
In particular, the development of self-mode locking [76] and chirped pulse ampliﬁcation
[77] has led to the commercial availability of laser sources able to provide laser pulses of
subpicosecond duration, with broad potential in the study of phase transitions in solids, at
the focus of this Thesis.
The basic principle of ultrafast spectroscopy is the pump-probe scheme [78,79]. A sequence
of laser pulses, the pump pulses, is sent to the sample. To measure the consequent response,
delayed replica of the pump pulses, the probe pulses, are also sent to the sample, in a small
spot wherein the intensity of the pump pulses is homogeneous. The repetition rate and the
ﬂuence, i.e. the energy per unit area, of the pump pulses are chosen so that the sample returns
to equilibrium between consecutive pump pulses. Therefore, for a given time delay between
pump and probe pulses, all probe pulses measure an identical state of the sample. After
enough statistics on the probe pulses is collected, the time delay between pump and probe
pulses is changed, to progressively construct a sequence of data points, representative of the
dynamics upon impulsive photoexcitation. It is possible to tune the photon energy of the
























Figure 2.2 – Diagram of our set-up for ultrafast broadband reﬂectivity.
of nonlinear optical processes of energy conversion. The probe pulses can also be electron
pulses produced via photoemission starting from the laser pulses [80].
Depending on both the nature of the probe pulses and the detection scheme, different observ-
ables are accessible. In our case, both pump and probe pulses are optical, and as the name
of the technique suggests, the observable under consideration is the reﬂectivity in a broad
spectral range, namely, the visible region. The advantages of our technique are manifold.
Indeed, as discussed in the following, it allows us to study in the time domain both the relax-
ation dynamics of incoherent excitations and the oscillation dynamics of collective modes
coherently generated by means of TSRS. In all processes, slow variables, i.e. excitations at low
energy (∼1–10 meV), are coupled to fast variables, i.e. electronic excitations at high energy
(∼1 eV), responsible for the optical functions. The broadband nature of our probe allows us to
investigate the renormalization of the electronic structure in response to the excitations at low
energy, and therefore the relation between phenomena on low and high energy scales.
Figure 2.2 provides an overview of our set-up for ultrafast broadband reﬂectivity. The sample is
in thermal contact with the cold head of a closed-cycle He cryostat, which allows temperature
control in between 8 and 340 K, in a base pressure of 10−8 mbar. An ampliﬁed Ti:Al2O3 laser
source (Wyvern-1000 ampliﬁer, seeded by Grifﬁn oscillator, KM Labs) provides laser pulses
of about 45 fs duration, center at 1.55 eV photon energy, at a repetition rate of 3–10 kHz, and
pulse energy up to 3 mJ. A beam splitter separates the laser beam into a pump and a probe
beam. The pump beam is responsible for the impulsive photoexcitation of the sample at
normal incidence. The probe beam is focused into a CaF2 crystal to generate a white light
continuum from 1.7 to 2.9 eV. In the experiments discussed in this Thesis (see Chapter 3), the
fundamental frequency of the pump beam is doubled by means of a β-BaB2O4 (BBO) crystal.
The broadband pulses are then reﬂected onto the sample surface at an angle of 15–20◦. An
optical ﬁber couples the probe beam reﬂected from the sample surface to a spectrometer
synchronized to the repetition rate of the laser pulses. A mechanical chopper modulates the
sequence of pump pulses at one quarter of their repetition rate, so that, in each cycle, a pair
of pump pulses is passed and the next one is blocked. This averages out characteristic gain
ﬂuctuations in the active medium of the ampliﬁer at half the repetition rate of the laser pulses.
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A retroreﬂector mounted on a mechanical stage controls the length of the probe path and,
by that, the time delay between pump and probe pulses. The pump and probe beams are
focused onto the sample surface by means of parabolic mirrors. The typical full width at half
maximum of their intensity proﬁles at the sample surface are respectively 150 × 150 μm2 and
50 × 50 μm2. Further information on our experimental apparatus, with particular reference to
the sample environment and the operation of the synchronization electronics, is provided in
Ref. [81].
For each acquisition, the reﬂectivity spectra, Rp (Ru), are averaged over 1000 couples of probe
pulses, in the presence (absence) of impulsive photoexcitation, i.e. whenever the pump pulses
are passed (blocked) by the chopper. The relative change of reﬂectivity produced by the pump
pulse as a function of probe photon energy E and time delay between pump and probe pulses
t is computed according to the below deﬁnition. To further improve the signal-to-noise ratio,




(E , t )= Rp(E , t )−Ru(E , t )
Ru(E , t )
. (2.5)
Over the years, the understanding of the basic processes that take place out-of-equilibrium
in pump-probe experiments on different types of systems has become an active area of
research [82,83]. The immediate effect of a pump pulse of subpicosecond duration in a solid
is the photoexcitation of carriers across bandgaps. Indeed, during the pump pulse, for the
small speciﬁc heat of carriers compared to lattice vibrations, the most important interactions
take place between ﬁeld and carriers, by means of dipole-allowed processes. First, starting
from strong nonequilibrium conditions, the excess energy is redistributed among the carriers
themselves, through carrier-carrier scattering. On time scales comparable to the duration of
the pump pulse, a Fermi-Dirac distribution with a well-deﬁned temperature is reestablished
within the carrier subsystem. Then, the excess energy is transferred to different degrees of
freedom, such as the lattice vibrational and magnetic subsystems, on time scales of tens
or hundreds of femtoseconds. At this stage, the most important process is the emission of
optical phonons, by means of phonon-carrier scattering. In turn, in the ﬁrst picoseconds or
tens of picoseconds, they decay into optical and acoustic phonons at lower energy, through
multiphonon processes, governed by the anharmonic terms of the interionic potential. For
longer times, if the carriers were photoexcited across bandgaps, they recombine, via radiative
or nonradiative processes.
On top of the above dynamics, pump pulses can also produce the coherent excitation of
collective modes (for instance, again, phonons) which in turn can give rise to the coherent
modulation of the optical functions. A necessary condition for all processes discussed here is
that the duration of the pump pulses is shorter than the periods of the collective modes. The
excitation is referred to as coherent if the relative phases of the elementary oscillators (ions, in
the case of phonons) are correlated in space and constant in time. Accordingly, the effect of a
second, identical pump pulse on the amplitude of the oscillations only depends on the time
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delay from the ﬁrst pump pulse.
For illustrative purposes, let us refer to a heuristic description of the generation mechanism of
the collective modes [84], which goes under the general deﬁnition of TSRS, to avoid possible
confusion with spontaneous Raman scattering. We take into account phonon modes, but our
considerations hold true for any kind of bosonic excitation. Wemodel the pumppulse as a ﬁeld
E , with carrier at frequency ωL , and a slowly varying modulation E , such that E (t )=E(t )eiωL t .
Let us assume that the dielectric susceptibility tensor χ is real, i.e. absorption is absent. The
energy stored in a solid of volume V is given by
HE =−V
2
E (t ) ·χ(ω) ·E (t )=−V
4
E(t ) ·χ(ωL) ·E(t ), (2.6)
where the additional factor 1/2 comes from the average over one carrier period T = 2π/ωL .
Let us now account for the modulation of the dielectric susceptibility tensor by the atomic
displacements, and therefore replace it with the series expansion of Eq. 2.2, rewritten to the







We introduce the boson creation (destruction) operator a†qλ (aqλ) of a phonon mode of wave
vector q , branch index λ and frequencyωqλ. The canonical coordinate Qqλ and the conjugate
momentum Pqλ of the same phonon mode are related to both operators according to Eqs.
1.4 and 1.5. If the elastic scattering term is neglected, the total Hamiltonian can be written as
























E(t ) · ∂χ
∂Q0λ
(ωL) ·E(t )Q0λ(t )=
∑
λ
−Fλ(t )Q0λ(t ) (2.9)
are respectively the phonon Hamiltonian, in ﬁrst and second quantization formalism, and the
Hamiltonian for TSRS of the ﬁrst order, equivalent to the application of generalized forces Fλ
on the phonon modes of zero wave vector and branch indexλ. In this Thesis, the simultaneous
generation of two collective modes at ﬁnite wave vectors via second-order processes is also
at focus, and discussed in detail in Subsection 3.2.4. In the following, let us consider a single
phonon mode, and therefore drop the branch index λ. IfQ is regarded to as a classical variable,
the dynamics can be described by the equation of motion of a forced harmonic oscillator of
frequencyΩ (≡ωqλ),
Q¨(t )+Ω2Q(t )= F (t ), (2.10)
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t − t ′)]
Ω
F (t ′), (2.11)
for initial conditions Q(−∞)= F (−∞)= 0. If Q is considered a quantum operator, the dynam-
ics, now referred to the quantum average of Q and computed according to the Kubo formula,





dt′ 〈[Q(t ),Q(t ′)]〉F (t ′)=−∫∞
−∞




Θ(t )〈[Q(t ),Q(0)]〉 =−Θ(t ) sin(Ωt )
Ω
(2.13)
is the retarded noninteracting phonon propagator and Θ(t) is the Heaviside function. The
above equations provide a reasonable description of the real phenomena in transparent media.
The time dependence of the generalized force is indeed coincident with the envelope of the
pump pulse, which can be approximated to a Dirac delta. Therefore, sinelike oscillations are
produced, by means of a mechanisms generally referred to as impulsive stimulated Raman
scattering (ISRS) [85].
The real phenomena in opaque media are more complex. In the presence of meaningful
absorption, still, the model of a forced harmonic oscillator can be applied. However, the
generalized force depends on both dynamics and interactions with phonons of the electron-
hole excitations produced by the pump pulse. If the electron-hole excitations are long lived,
they cause a transient change in the potential energy surface, with different equilibrium
positions of the ions [86]. The coupling between the charge distribution in the excited state
and the phonon modes gives rise to a generalized force with steplike proﬁle. Therefore,
cosinelike, instead of sinelike, oscillations are produced. In general, the generation process of
coherent phonons is in between the opposite limits of impulsive and displacive excitation.
It has been argued that the latter limit can also be treated in the framework of TSRS [87,
88]. However, not all generation mechanisms can be described by a Raman process. For
instance, a hot but thermalized gas of long-lived electron-hole pairs in a semiconductor can
produce changes in the interatomic potential outside the framework of Raman scattering. In
general, for non-Raman processes, the memory of the polarization of the pump pulse is lost
during thermalization. Therefore, these are expected to coherently generate phonon modes
which do not break the symmetry of the crystal structure, e.g. breathing modes. Instead,

















Figure 2.3 – (a) Diagram of a triple-axis spectrometer for INS. A1–A6 denote the degrees of
freedom in orientation and relative position of the three axes. (b) Picture of the thermal triple-
axis neutron spectrometer EIGER, located at the Swiss Spallation Neutron Source (SINQ), Paul
Scherrer Institute (PSI), Switzerland. Adapted from Ref. [89].
2.3 Inelastic Neutron Scattering
Important results of this Thesis on the critical behaviour of phonon modes at ﬁnite wave
vectors (see Chapter 5) come from INS experiments, in particular, triple-axis spectroscopy
with thermal neutrons. INS represents a powerful tool to gain access to the dynamics of
solids, with unique potentials in the study of structural and magnetic transitions. It provides
direct measurements of correlations in energy and reciprocal space of excitations in structural
and magnetic degrees of freedom. Indeed, the combination of energy (∼10 meV) and wave
vector (∼1 Å−1) of thermal neutrons is fortunate, since they are comparable to respectively
the characteristic energies and length scales in reciprocal space of structural and magnetic
correlations. Structural sensitivity arises from the interaction between neutrons and nuclei
through the strong nuclear force. Instead, magnetic sensitivity originates from the intrinsic
magnetic moment of neutrons. In both cases, the interaction potential is weak. Therefore,
neutrons behave as a nondestructive bulk probe. Let us note that INS is also sensitive to
excitations in charge and orbital degrees of freedom, though indirectly, via the effect that they
produce on the nuclei.
The obvious reason why the technique being discussed is named triple-axis spectroscopy is
that the instrument is comprised of three rotational axes, located in correspondence of three
essential components, namely, the monochromator, the sample and the analyzer. Figure 2.3
shows a schematic representation and a picture of the instrument used in our work. Starting
from a polychromatic beam, the monochromator selects and delivers towards the sample a
beam centered around a wave vector ki , by means of Bragg reﬂection on a mosaic of pyrolytic
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graphite crystals. The neutrons are then diffracted and inelastically scattered by the sample
in different directions. Based on the same working principle as the monochromator, the
analyzer reﬂects towards the detector only the neutrons centered around a wave vector k f .
The detector counts the number of neutrons at a point in wave-vector-energy space (Q ,E). To
provide a reference for normalization, a monitor located in between the monochromator and
the sample counts the number of incident neutrons. The wave-vector and energy transfer are
given by, respectively,










where mn is the neutron mass. The degrees of freedom of the three rotational axes consist
of the six angles labeled as A1–A6 in Fig. 2.3(a). A1 and A2 (A5 and A6) deﬁne the desired ki
(kf ). A4 is the scattering angle. A3 deﬁnes the orientation of the sample in the scattering plane.
In our experiments, A3 and A4 are not independent. Different experimental geometries are
possible for a same point in wave-vector-energy space (Q ,E). The choice of the most suitable
experimental geometry is a compromise between requirements on resolution and intensity.
In our experiments, we only carried out inelastic scans in constant-Q mode, with ﬁxed kf . For
each value of energy transfer, a different ki is set, by changing A1 and A2. To let Q unchanged,
a different direction of k f is also set, by changing A3 and A4.
The quantity that is measured in the experiments is the number of detector counts per monitor
count as a function of wave-vector and energy transfer. The differential cross section for
nuclear scattering is deﬁned as the rate of the neutrons that the sample scatters into a solid
angle dΩwith energy between E and E+dE. The wave-vector and energy transfer dependence




















bi Q ·Δiλ eiQ·ri (2.18)
are respectively the spectral function and the dynamical structure function. It is clear that the
spectral function is the counterpart in the energy domain of the time autocorrelation of the
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atomic displacements. The relation between the wave vector of the mode being considered
and the wave-vector transfer is Q =G+q , with G a reciprocal lattice point. Δiλ denotes the
displacement vector of the i th atom, for the λth branch, with nuclear scattering length bi and
position in the unit cell ri . In the harmonic approximation, {Qqλ} are independent variables,
thus only autocorrelation terms, with λ = λ′, are meaningful. Instead, in the presence of
important anharmonic interactions, the coherent superpositions of the eigenstates become
signiﬁcant, and cross correlation terms, with λ =λ′, must be considered [91].
2.4 Magneto-Optical Kerr Effect
The interaction between matter and a continuous-wave ﬁeld reﬂected from a sample surface
does not restrict itself to absorption and scattering, discussed in Section 2.1, with particular
reference to spontaneous Raman scattering. In a magnetic medium, the magnetization
induces anisotropy in the optical functions. This allows one to measure the average direction
and relative magnitude of the magnetization in the probed region based on the changes in the
polarization state of light. Again, as in the case of spontaneous Raman scattering, experiments
as a function of different control parameters enable one to investigate the phase diagrams
of solids, yet with focus on the magnetic degree of freedom alone. This provides a valuable
complementary tool in the study of the complex interplay among structural, electronic and
magnetic modiﬁcations of phase transitions in solids.
In 1845, M. Faraday ﬁrst discovered that the polarization direction of linearly polarized light
transmitted through magnetic media changes in the presence of magnetization. J. Kerr later
observed an analogous phenomenon upon reﬂection from magnetic surfaces. Both effects
originate from the dependence of the optical functions on spin-orbit coupling. In a simpliﬁed
classical description, for linearly polarized light, the left and right circular components of the
electric ﬁeld cause circular motions of free electrons, with opposite chiralities, but equivalent
to each other. As a result, no net polarization is induced. Instead, if a magnetic ﬁeld is
switched on in the propagation direction of light, Lorentz forces act on the electrons, in
opposite directions for left and right circular motions, which therefore become inequivalent.
Accordingly, the left and right circular components of the electric ﬁeld experience different
refractive indexes, and accumulate a phase difference during propagation in the magnetic
medium.
In a more general description, magneto-optical coupling gives rise to an antisymmetric con-
tribution to the dielectric tensor ε. In the simple case of an isotropic medium, for zero
magnetization, the dielectric tensor reduces to a scalar ε. In the presence of magnetization,
the constitutive relationship between the electric displacement and the electric ﬁeld becomes
D = ε (E + iQm×E ) , (2.19)
where Q is the complex Voigt or magneto-optical constant and m is the normalized magneti-
zation vector [93]. It is easy to prove that the dielectric tensor can be rewritten as
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Figure 2.4 – (a) Experimental geometry of our experiments. The magnetic ﬁeld can be applied
at any angle in the mt–mp plane perpendicular to both the laser incidence plane and the
sample surface. (b) Schematic representation of the optomechanical components of our
magneto-optical Kerr effect (MOKE) set-up, namely, a and j – rotation stages, b – laser diode,
c – lens, d – aperture, e and h – pairs of dichroic sheets, f and g – shutters, i and k – mirrors,
l – near-infrared ﬁlter and m – photodiode. Adapted from Ref. [92].
ε= ε
⎛⎜⎝ 1 −iQmz iQmyiQmz 1 −iQmx
−iQmy iQmx 1
⎞⎟⎠ . (2.20)
The relationship between magnitude and polarization of the incident and reﬂected electric
ﬁelds can be computed starting from the above dielectric tensor and the boundary conditions
at the interfaces by means of Maxwell equations. It is thereby possible to demonstrate that the
following linear transformation holds true between the s and p components of the incident















Rl ,Rt andRp are the Fresnel reﬂection matrices for the longitudinal, transverse and polar
projections of the normalized magnetization vector, ml , mt and mp , deﬁned in Fig. 2.4(a).























The Fresnel coefﬁcients r kij depend on Q, the complex refractive index of the medium n and
the incidence angle of light θ, according to the below deﬁnitions [95, 96], where β = cosθ,


















The quantity that is measured in the experiments is the intensity transmitted by an analyzer
with transmission axis at an angle θa to the incidence plane,
I =
∣∣∣Erp cosθa +Ers sinθa∣∣∣2 . (2.30)
where the proportionality factors are omitted for simplicity. In the following, we provide
approximate expressions of the measured intensity normalized to the intensity incident on
the magnetic surface, Ip and Is , respectively, for s and p polarization of the incoming electric
ﬁeld [95,96]. All the terms of the second order in ml , mt and mp , which are also of the second
order in Q, are assumed negligible.
Ip =
∣∣∣(1+mtr t0)rpp cosθa + (mpr pps−mlr lps)sinθa∣∣∣2 (2.31)






∣∣∣(mlr lps+mpr pps)cosθa + rss sinθa∣∣∣2 (2.32)






A = ∣∣rpp∣∣2 , (2.33)















E = |rss|2 , (2.37)
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G = 2Re(r ppsr∗ss) . (2.39)
Figure 2.4(b) provides an overview of the most important components of our set-up for MOKE.
The entire apparatus is mounted inside a ultrahigh vacuum (UHV) chamber designed for in
situ preparation and characterization of the surface morphology of the sample by means of
scanning tunneling microscopy (STM). The sample is in thermal contact with the cold ﬁnger
of a helium-ﬂux cryostat. The sample environment is equipped with standard tools to control
the temperature down to 60 K with an accuracy of 1 K or better. The light source is a laser
diode of 785 nm wavelength. The laser beam is collimated to 1 mm spot size throughout the
optical path using the combination of a lens and an aperture. Pairs of dichroic sheets are used
both as polarizers and analyzers, respectively, in front of the laser diode and the detector. Both
optical systems for excitation and detection are mounted on rotation stages to control the
polarization direction of the laser beam and the transmission axis of the analyzer. A magnetic
ﬁeld up to 310 mT can be applied in any direction within the plane perpendicular to both the
laser incidence plane and the sample surface, by means of four soft iron yokes, magnetized by
coils outside the UHV chamber.
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3 Coherent Generation of Symmetry-
Forbidden Phonons
Phase transitions cause symmetry breaking in structural, electronic and magnetic subsystems.
The consequent changes in the selection rules lead to the emergence of optical and Raman-
active modes. Upon completion of the transformation, new excitations can be detected and
generated coherently, respectively, by means of steady-state and pump-probe spectroscopy. In
second-order and weakly ﬁrst-order transitions, the ordering ﬁeld ﬂuctuates around its average
value, even when it is zero, above the ordering temperature. Local dynamical correlations of the
ordering ﬁeld give rise to interesting precursor phenomena, analogous to, for instance, critical
opalescence in ﬂuids.
In this Chapter, we demonstrate that in magnetite impulsive photoexcitation couples to the
ﬂuctuations of the ordering ﬁeld and coherently generates modes of lattice vibrations of the or-
dered phase above the critical region of the Verwey transition. By means of ultrafast broadband
reﬂectivity, we detect and analyze the temperature dependence of coherent oscillations of the
optical functions. We combine our time-resolved data with our steady-state data from sponta-
neous Raman scattering, further discussed in Chapter 4, and theoretical calculations of both the
phonon dispersion curves and the optical functions. We thereby unveil the coupling between
structural and electronic excitations, at the origin of the Verwey transition. Our methodology
represents an effective tool to study in the time domain the dynamics of critical ﬂuctuations
across phase transitions.
The content of this Chapter is adapted from the article “Coherent generation of symmetry-
forbidden phonons by light-induced electron-phonon interactions in magnetite” by S. Borroni,
E. Baldini, V. M. Katukuri, A. Mann, K. Parlinski, D. Legut, C. Arrell, F. van Mourik, J. Teyssier,
A. Kozłowski, P. Piekarz, O. V. Yazyev, A. M. Oles´, J. Lorenzana, and F. Carbone, Phys. Rev. B 96,
104308 (2017). We relied on the theoretical model developed by Prof. J. Lorenzana (University
of Rome, La Sapienza) and on the ab initio computations of the optical functions and the
phonon dispersion curves, respectively, by the group of Prof. O. V. Yazyev (EPFL) and the group
of Prof. A. M. Oles´ (Jagiellonian University, Kraków).
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Figure 3.1 – Resistivity and ac susceptibility characterization of our sample, and steady-state
optical properties of magnetite. (a) Temperature dependence of the resistivity of our sample.
(b) Temperature dependence of the ac susceptibility of our sample (red line — real part χ’,
blue line — imaginary part χ”). The frequency and the amplitude of the driving ﬁeld are
respectively 7 Hz and 0.64 Oe. (c) Real part of the optical conductivity at 15 and 300 K from the
ellipsometry measurements of Ref. [29]. Dashed lines represent extrapolations based on ﬁts to
the data. The vertical line and the shaded area respectively correspond to the energy of the
impulsive photoexcitation and the probed region in our time-resolved experiments.
3.1 Experiments
A natural single crystal of magnetite was purchased from Surface Preparation Laboratory
(SPL), Zaandam, Netherlands. Our sample was cut and polished to optical quality along
the (110) plane. To characterize the quality of our sample, with particular reference to the
Verwey temperature and the order of the Verwey transition, we measured resistivity and ac
susceptibility as a function of temperature, respectively, in the 35–300 and 5–150 K ranges.
Our results are summarized in Figs. 3.1(a,b). Both data sets show that the Verwey transition
is discontinuous. The Verwey temperature is TV = 116 K, below typical values for highly
stoichiometric samples, around 120 K, for the impurity content inherent to samples of natural
origin.
Nevertheless, all the features in the ac susceptibility of our sample are analogous to the
synthetic crystals of Refs. [97, 98] (see Fig. 3.1(b)). In agreement with the same studies, in
contrast to the anomaly at low temperature, the magnetic response in the critical region does
not depend on frequency. According to Ref. [98], the dynamics of the magnetic response is
dominated by the motion of domain walls. In the monoclinic phase, as a result of crystal
microtwinning, the sample is divided into structural domains with inequivalent orientations.
The magnetic domains are coincident with the ferroelastic domains, i.e., within a domain,
spontaneous magnetization is coupled with spontaneous strain. For the additional cost of
elastic energy, a higher ﬁeld is required for the motion of domain walls, compared to the cubic
phase. As a result, the real part of the ac susceptibility χ′ decreases abruptly below the critical




































































































































Figure 3.2 – Summary of our time-resolved data. Color-coded maps of differential reﬂectivity
spectra as a function of pump-probe delay time at different temperatures and ∼1 mJ/cm2
ﬂuence.
Figure 3.1(c) shows the optical conductivity of magnetite below 3.5 eV, in steady state condi-
tions, both above and below the Verwey temperature, discussed in Section 1.2. In our ultrafast
broadband reﬂectivity experiments, the photon energy of the impulsive photoexcitation was
equal to 3.1 eV, above the onset of charge transfer excitations between O 2p and Fe 3d states.
The photon energy of the probe pulses spanned the spectral region of the interband transitions
between 3d states of Fe ions, from 1.7 to 2.9 eV. Section 2.2 presents an overview on the basic
principles of ultrafast broadband reﬂectivity and a description of our set-up. To discriminate
between equilibrium and nonequilibrium effects, we also compare our data from ultrafast
broadband reﬂectivity with a subset of our data from spontaneous Raman scattering at 2.4
and 3.1 eV excitations, discussed in Chapter 4.
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Figure 3.3 – Response to the impulsive photoexcitation in the monoclinic phase. (a) Color-
coded map of differential reﬂectivity as a function of pump-probe delay time and probe
photon energy at 10 K and ∼1 mJ/cm2 ﬂuence. (b) ΔR/R time traces averaged over 0.2 eV
wide windows centered on the horizontal lines of panel (a). (c) Fit analysis of ΔR/R integrated
between 2.0 and 2.3 eV. Fitting functions are displayed in different colors. (d) Coherent
response isolated through ﬁt analysis of ΔR/R integrated between 2.0 and 2.3 eV.
3.2 Results
3.2.1 Ultrafast Broadband Reﬂectivity
The complete data set of our pump-probe experiments all across both the monoclinic and
cubic phases is summarized in Fig. 3.2. The spectrum of the transient reﬂectivity as a function
of pump-probe delay time, ΔR/R(E , t ), at 10 K and ∼1 mJ/cm2 ﬂuence is shown in Fig. 3.3(a).
The time traces of the transient reﬂectivity averaged over energy ranges of 0.2 eV width are
displayed in Fig. 3.3(b). The occurrence of multiple exponential decays, superimposed to












































































Figure 3.4 – Temperature dependence of the coherent response in the time domain. Left
(Right) panels refer to the Ag (T2g ) phonon modes. (a,b) Differential reﬂectivity as a function
of pump-probe delay time averaged over 2.0–2.3 and 1.72–1.92 eV energy ranges at different
temperatures. (c,d) Oscillatory component singled out from the time traces of panels (a) and
(b) by subtracting the non-oscillatory transient. Since the T2g phonon mode is not the focus
of our work, a simple polynomial function was ﬁt to the incoherent response, after the initial
transient.
To carry out a ﬁt analysis, the differential reﬂectivity is averaged over the energy range between
2.0 and 2.3 eV, which provides the best compromise between signal-to-noise ratio and oscilla-
tion intensities. The best ﬁt, displayed in Fig. 3.3(c), is comprised of the sum of two damped
coherent oscillations and multiple exponential decays, convolved with a Gaussian response
function. The beating oscillations, shown in Fig. 3.3(d), are thereby isolated.
The same ﬁt analysis is performed for all temperatures at the same ∼1 mJ/cm2 ﬂuence. The
temperature dependence of the oscillations is displayed in Figs. 3.4(a,c). The oscillations
are Fourier transformed, to study the temperature dependence of oscillation intensities and
power spectra, shown in Figs. 3.5(a,c). No meaningful changes are noticeable in the energies
of the oscillations, respectively, in the 13.9–15.6 and 18.5–19.6 meV ranges. Remarkably, the
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Figure 3.5 – Temperature dependence of the coherent response in the energy domain. Left
(Right) panels refer to the Ag (T2g ) phonon modes. (a,b) Power spectrum of the coherent
response from a FT of the oscillatory component. Blue (Red) vertical lines indicate the energy
of the Ag (T2g ) phonon modes at the Γ point in P2/c (Fd3¯m) symmetry from ab initio calcula-
tions. Shaded areas extend over the energy ranges of the beating oscillations in the monoclinic
phase as estimated based on the ﬁt analysis. (c,d) Temperature dependence of the peak |FFT|2
corresponding to the oscillations visible by eye. A vertical dashed line denotes TV .
oscillation intensities decrease rapidly in the cubic phase, but they do not vanish up to 140 K.
In addition, as displayed in Figs. 3.4(b,d), a weak oscillation of 25.9 meV energy is observable
only in the cubic phase, below 1.9 eV. According to the Fourier analysis shown in Figs. 3.5(b,d),
the oscillation intensity decreases progressively with increasing temperature.
Next, Fig. 3.6 shows the ﬂuence dependence of the transient reﬂectivity averaged between
2.0 and 2.3 eV, at 120 K, i.e. right above the transition temperature, both in the time and
Fourier domains. As evidenced in Fig. 3.6(d), the 13.9-15.6 and 18.5-19.6 meV oscillations are
completely quenched with increasing ﬂuence above ∼1 mJ/cm2. In contrast, the intensity of



































































Figure 3.6 – Fluence dependence of the coherent response at 120 K. (a) Differential reﬂectivity
as a function of pump-probe delay time averaged in between 2.0 and 2.3 eV at different
ﬂuences. (b) Oscillatory component singled out from the time traces of panel (a) by subtracting
the non-oscillatory transient. (c) Power spectrum of the coherent response from the FT of the
oscillatory component. A red vertical line indicates the energy of the T2g phonon mode at the
Γ point in Fd3¯m symmetry from ab initio calculations. (d) Temperature dependence of the
peak |FFT|2 corresponding to the oscillations visible by eye.
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3.2.2 Phonon Calculations and Mode Assignment
The phonon dispersion curves were calculated in the monoclinic phase, with the approximate
space group P2/c, using the ab initio direct method [99, 100]. The electronic structure and
atomic positions were optimized using the projector augmented-wave [101] and generalized
gradient approximation (GGA) [102] implemented in the VASP program [103]. The strong
electron interactions in the Fe 3d states were included within the GGA+U method [104]. The
Hellmann-Feynman forces were calculated by displacing all inequivalent atoms from their
equilibrium positions and the force-constant matrix elements were obtained in the 112-atom
supercell. The phonon dispersions along the high-symmetry directions in reciprocal space
were calculated by the diagonalization of the dynamical matrix. The phonon dispersions in
the cubic phase were computed using the same approach in Refs. [25,26].
Figure 3.7 compares FTs of the oscillations, spontaneous Raman spectra and theoretical
predictions. In particular, the ab initio calculations of the phonon dispersion curves in the
cubic phase from Refs. [25,26] are plotted with red lines in Fig. 3.7(c). The spontaneous Raman
spectra at 2.4 and 3.1 eV excitations, and the FT of the oscillations at room temperature are
shown in Fig. 3.7(d). Only one mode of T2g symmetry is Raman active at the center of the
Brillouin zone in the energy region under consideration.
Our ab initio calculations of the phonon dispersion curves in the monoclinic phase are plotted
with blue lines in Fig. 3.7(b). The structural transformation causes a quadrupling of the unit
cell below the transition temperature, with the consequent development of new phonon
branches. As illustrated by horizontal lines in Fig. 3.7(a), different modes are folded from
ﬁnite wave vector to the center of the Brillouin zone, where they are potentially observable by
means of spontaneous Raman scattering in the visible region. Figure 3.7(a) also displays the
spontaneous Raman spectra at 2.4 and 3.1 eV excitations at 5 K, and the FT of the oscillations at
10 K. Shaded areas highlight the energy ranges of the oscillations inferred from our ﬁt analysis.
In the space group P2/c, modes with Raman activity are either of Ag or Bg symmetry. For
modes of Bg symmetry, the signs of the oscillations should change, upon modifying the
polarizations of the pump and probe beams from parallel to orthogonal. This was not the case
in our experiments. Therefore, we conclude that the modes are of Ag symmetry. Based on the
comparison shown in Fig. 3.7, the oscillations at 13.9–15.6 and 18.5–19.6 meV are ascribed
to the monoclinic modes of Ag symmetry closest in energy, which in turn originate from the
cubic modes of respectively X3 and Δ2 symmetry at the lowest energies. Henceforth, they will
be referred to, respectively, as the X3 and Δ2 modes. Instead, the oscillation at 25.9 meV is
unambiguously identiﬁed with the cubic mode of T2g symmetry, or T2g mode.
Let us note that the peaks in the FT of the oscillations extend over a broad range from 11.5
to 21.0 meV. The estimates of the central energies of the oscillations from our analysis in the
Fourier domain are lower compared to spontaneous Raman scattering. A possible explanation
of both observations is the occurrence of oscillation dephasing and energy renormalization
from anharmonic effects in the out-of-equilibrium conditions of our pump-probe experi-
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ments. The approximation of the space group in the monoclinic phase to P2/c in our ab initio
calculations underestimates the energy renormalization of the lattice vibrations from the
onset of charge and orbital order. As an incidental result, our theoretical predictions are in
better agreement with our time-resolved data than our spontaneous Raman data.
According to our ﬁrst-principle computations, a cubic mode of Δ5 symmetry gives rise to a
monoclinic mode of Ag symmetry in the energy range intermediate between the 13.9–15.6
and 18.5–19.6 meV oscillations (see Figs. 3.7(a,b)). This casts doubts on the above assignment,
following from energy considerations alone, which will be dispelled in the next Subsection.
3.2.3 Raman Matrix Element Analysis and Optical Constant Calculations
To corroborate our assignment of the oscillations, we beneﬁt from the broadband nature of our
probe, which gives us access to the energy dependences of the Raman matrix elements (RMEs)
of the oscillations, and compare them to ab initio calculations. First, by means of singular
value decomposition (SVD), we separated the ΔR/R matrix into the energy dependences of
the incoherent excitations, i.e. the exponential decays, and the collective modes generated
coherently, i.e. the oscillations. We thereby gained qualitative information on the coupling
between atomic displacements and electronic excitations.
The ΔR/R matrix is comprised of Nt (NE ) columns (rows), corresponding to the values of
pump-probe delay time (probe photon energy). Our algorithm decomposed it into the sum of
outer products between time and energy vectors, respectively, {u′i (t )} and {vi (E )}, according to
ΔR
R





i (t )⊗vi (E)=
r∑
i=1
ui (t )⊗vi (E), (3.1)
where r is the rank of the ΔR/R matrix, the coefﬁcients {λi } are termed singular values, and
{u′i (t )} and {vi (E )} are orthonormal bases of, respectively,R
Nt andRNE , referred to as canonical
traces. The singular values are positive and in decreasing order, i.e. λ1 ≥ λ2 ≥ ·· · ≥ λr > 0.
To account only for the physically meaningful terms and, by that, reduce the noise level, we
truncated the sum to the ﬁrst two terms. As shown in Figs. 3.8(a,b), the two canonical time
traces, u1(t ) and u2(t ), were ﬁt with the same set of ﬁve model functions {U ′j (t )}, with different













































































































Figure 3.8 – SVD of the differential reﬂectivity matrix and ﬁt of the canonical traces with model
functions. Canonical time traces (a) u1(t) and (b) u2(t) obtained from our SVD algorithm. The
ﬁtting functions are comprised of the sum of two exponential decays, a step function and two
damped coherent oscillations, convolved with a Gaussian response function. (c) Time and (d)
energy dependences of the physical traces obtained from SVD, respectively, {Ui (t)} and {Vi (E)},
which include relaxations (i=1,2,3) and damped coherent oscillations (i=4,5). Reconstruction
of the (e) incoherent and (f) coherent contribution to the ΔR/R matrix at 10 K and ∼1 mJ/cm2
ﬂuence through our SVD-based method.
To reconstruct the ΔR/R matrix starting from the model functions, we deﬁned the physical
traces, {U j (t )} and {V j (E)}, such that
ΔR
R
(E , t )=
5∑
j=1
U j (t )⊗V j (E). (3.3)
Different valid choices of the physical traces were possible. We arbitrarily imposed that the
normalization condition V j (E ) ·V j (E )= 1 is fulﬁlled for any j . Accordingly, the physical traces,
shown in Figs. 3.8(c,d), were computed as follows. It is easy to prove that the below deﬁnitions
of the physical traces satisfy Eq. 3.3.
U j (t )=
(
c21 j + c22 j
)1/2
U ′j (t ), (3.4)
V j (E)=
(
c21 j + c22 j
)−1/2 [



















































Figure 3.9 – Energy dependence of the coherent response. (Symbols) Energy proﬁles of the
contributions to the imaginary part of the differential dielectric function, Δε2, from the oscil-
lations at maximum displacement amplitude at 10 K and ∼1 mJ/cm2, and (lines) calculated
RMEs for the Ag phonon modes in the same energy region, in the monoclinic phase. The
cubic counterparts of the phonon modes are speciﬁed between parentheses. The computed
RMEs correspond to maximum atomic displacements of about 5×10−2 Å for the 15.3 and 18.8
meV phonon modes, and 1×10−2 Å for the 17.3 meV phonon mode.
As shown in Figs. 3.8(e,f), if the sum in Eq. 3.3 is restricted to the exponential decays (oscilla-
tions), the incoherent (coherent) contribution to the ΔR/R matrix alone is isolated. Instead,
the maximum contributions to the ΔR/R matrix from the oscillations, at the pump-probe








(E , tM )=U5(tM )⊗V5(E).
To compute the corresponding changes in the complex dielectric function, a Lorenz model
was ﬁt to the optical functions at 10 K from the ellipsometry measurements of Ref. [29], and
the out-of-equilibrium reﬂectivity in the presence of the pump pulse, calculated according
to Rp (E , tM )= Ru(E)+Ru(E)ΔR/Rosc(E , tM ). For consistency, the equilibrium reﬂectivity in
the absence of the pump pulse Ru(E) was also computed based on the data of Ref. [29]. The
changes in the imaginary part of the dielectric function are plotted with symbols in Fig. 3.9.
To compute the theoretical predictions of the RMEs, we used the following procedure, also
described in Ref. [105]. First, the frequency-dependent dielectric function was calculated
for a series of monoclinic cells, with approximate space group P2/c, in the absence of struc-
tural distortions. Then, the same calculation was repeated, with atoms displaced along the
eigenvectors of the phonon modes in the 11.5–21.0 meV range of the oscillations, namely, the
monoclinic modes of Ag symmetry which originate from the cubic modes of X3, Δ5 and Δ2
symmetry. The differences between the above quantities, in the linear displacement regime,
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Figure 3.10 – Ab initio calculations of the optical functions. (a) Comparison between (symbols)
the real part of the optical conductivity at 15 K from the ellipsometry measurements of Ref. [29]
and (thick lines) the theoretical predictions from our GGA+U calculations withU = 3.5, 4 and
5 eV and J = 1 eV. The main contributions from different interband transitions to the features
around 1.2 and 1.7–2.2 eV for U = 4 eV are plotted with thin lines and labeled according to
the predominant character of the initial and ﬁnal states. (b) Calculated RMEs for the modes
corresponding to the oscillations in the low-energy region below 3 eV. (c) Calculated partial
density of states corresponding to inequivalent Fe and O ions in the P2/c subcell. The notation
B1–B4 refers to inequivalent Fe ions in the P2/c subcell (see Ref. [6]). The Fermi level (dashed
line) is set to the top of the valence band.
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The self-consistent charge density of the electronic ground state was determined from density
functional theory (DFT) calculations in the GGA+U approximation implemented in the QUAN-
TUM ESPRESSO package [104,106]. Subsequently, the frequency-dependent dielectric function
was calculated with the linear response method within the random phase approximation
using the YAMBO package [107].
The theoretical predictions of the RMEs depend on the energy ranges of the interband tran-
sitions. Let us note that, in general, ab initio calculations are unable to predict them in an
accurate manner. In common practice, to improve the agreement between experimental data
and theoretical predictions of the optical functions, the energy scales are offset by arbitrary
values. Therefore, in the following, only a qualitative comparison between RMEs from exper-
iments and ﬁrst-principle computations is possible. Only major features of the theoretical
predictions, e.g. zero crossings and main peaks, are accounted for, with an uncertainty margin
on the energy positions. Based on our criteria, for onsite Coulomb repulsion U = 4 eV, and
Hund’s exchange coupling J = 1 eV, our experimental and theoretical RMEs for the X3 and Δ2
modes are in mutual qualitative agreement (see Figs. 3.9(a,c)). This is not the case for the Δ5
mode (see Fig. 3.9(b)). Therefore, overall, our RME analysis provides an anchor point to our
assignment of the oscillations in the foregoing.
Furthermore, as shown in Fig. 3.10(a), our ab initio calculations qualitatively reproduce the
characteristic features of the optical conductivity at 15 K, except for the position of the lowest-
energy peak. Let us note that the agreement with the experimental data does not improve
for U = 3.5 or 5 eV. In consideration of the reasonable consistency of our experimental and
theoretical RMEs in our probed region, we reexamine the absorption structure of magnetite
in the monoclinic phase, to better substantiate the assignment of the interband transitions.
As shown in Fig. 3.10(a), the optical response was decomposed into the main contributions
from different electronic transitions, singled out based on the origin and symmetry of the
energy bands, summarized in Fig. 3.10(c). Three main charge transfers dominate the debated
feature around 2 eV, namely, between the minority-spin t2g and eg states of B-type Fe ions
of respectively +2 and +3 nominal valence (peak 3), the minority-spin t2g states of the same
ions (peak 1), and the top of the highest ﬁlled band and the bottom of the lowest empty
band formed by respectively B- and A-type Fe ions in the majority-spin channel (peak 2).
Earlier calculations [31] attributed the debated feature only to the ﬁrst of the above electronic
transitions, based purely on energy considerations, albeit with negligible calculated intensity.
In contrast, our assignment relies on the computed spectral weights, which point out that the
contributions from states of A-type Fe ions are also meaningful, and the excitations of the t2g
electrons across the bandgap extend over the energy region of the 2 eV feature in the form of a
satellite peak.
Let us note that RME effects are also responsible for changes in the oscillation intensity of
the T2g mode as a function of temperature, shown in the right panels of Fig. 3.5. The T2g
mode is not observable within out detection limits in any spectral region in the monoclinic
phase. Instead, it resonates in the energy range of positive incoherent response in the cubic
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Figure 3.11 – (a) Two-mode photoexcitation mechanism. Schematic representation of wave-
vector conservation in the photoexcitation mechanism of the X3, Δ2 and ordering ﬁeld modes
above TV . The phonon dispersion curves in the cubic phase (symbols) as measured by means
of INS [108] and (lines) predicted according to ab initio calculations are shown. The energy and
wave vector of the phonon and ordering ﬁeld modes are represented by red and blue arrows,
respectively. The combination of the two types of modes allows wave-vector conservation
in the Raman scattering process. The shaded area extends over the energy range of the
oscillations in the cubic phase, in the vicinity of TV , as estimated based on a FT analysis. (b)
Temperature dependence of the normalized equal-time autocorrelation of the ordering ﬁeld
across the ordering temperature. The plotted curves refer to a one-component φ4 model
at the Gaussian level. The results for a two-component model are qualitatively similar, but
the details depend on the interactions among the modes. In these units, the intensity of the
anomaly at TV is regulated by the inverse Ginzburg length [109].
phase. The more intense peak in spontaneous Raman spectra for 2.4 compared to 3.1 eV
excitation is consistent with the energy dependence of the experimental RME of the T2g mode
(see Figs. 3.7(a,d) and Chapter 4). With increasing temperature in the cubic phase, the energy
range of positive incoherent response moves out of our probed region (see Fig. 3.2). As a
consequence, the oscillation intensity of the T2g mode integrated in the 1.72–1.92 eV range
decreases progressively.
3.2.4 Fluctuation-Assisted Excitation of Phonons
Wave-vector conservation in ﬁrst-order Raman scattering requires that the phonon modes
are close to the center of the Brillouin zone. Instead, as illustrated in Fig. 3.7, the X3 and
Δ2 modes are at ﬁnite wave vectors in the cubic phase. Therefore, neither of them can be
excited by means of single-mode processes, and they are referred to as forbidden modes. Here,
we argue that ordering ﬁeld modes of diffusive character at critical wave vectors assist the
excitation of forbidden modes in the cubic phase. In particular, it has been demonstrated
that intrinsic ﬂuctuations of coupled charge density and structural distortions in the cubic
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phase preempt the Verwey transition [66–69]. Figure 3.11(a) is a pictorial representation
of our proposed mechanism. The above ﬂuctuations provide the (0,0,2π/a) and (0,0,π/a)
contributions necessary for wave-vector conservation in second-order Raman scattering.
In past studies of nearly ﬁrst-order transitions by means of spontaneous Raman scattering,
low-lying modes of precursor order, such as soft phonons, were also suggested to assist the
excitation of forbidden modes [110].
Our starting point is the general theory of TSRS discussed in Section 2.2. We introduce an
additional variable to describe the ordering ﬁeld, which can be either bosonic or classical,
depending on the mechanism of the phase transition. Indeed, if the transformation is a Peierls
process, quantum ﬂuctuations play an important role [111]. Instead, if it is an order-disorder
process, the dynamical response reduces to a central peak [109]. The following Hamiltonian
for TSRS of the second order describes the time-dependent perturbation introduced by the
pump ﬁeld. This is equivalent to a time-dependent interaction between a phonon mode and









E(t ) · ∂
2χ
∂ρq∂Q−qλ
(ωL) ·E(t ) (3.8)
and ρq is the canonical coordinate of the ordering ﬁeld mode of wave vector q . The Raman
tensor, ∂2χ/∂ρq∂Q−qλ, is the second derivative of the dielectric susceptibility evaluated at the
carrier frequency of the pump pulse ωL . For simplicity, the bare electron-phonon interactions
are incorporated in the deﬁnitions of the quasiparticle ﬁeld operators.
In the response regime linear in ﬂuence, if we assume that the ordering ﬁeld is classical, we










dt′〈ρq (t )ρ−q (t ′)〉
e−(t−t




where 〈· · · 〉 denotes thermal and quantum averages, and τph and ωq are respectively the
phenomenological lifetime and the frequency of the phonon mode. For simplicity, let us
consider a single phonon branch, and therefore drop the branch index λ.
If the time proﬁle of gq is impulsive, sinelike oscillations of the correlation between the phonon
and the ordering ﬁeld mode are produced, with envelope given by the autocorrelation of the
ordering ﬁeld mode 〈ρq (t )ρ−q (0)〉. Instead, in the case of a steplike time proﬁle of gq , cosine-
like oscillations are produced. The mechanism here proposed represents a generalization of
TSRS which can be referred to as ﬂuctuation-assisted stimulated Raman scattering (FASRS).
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The optical functions are modulated via their dependence on the dielectric susceptibility,
which in turn ismodiﬁed through the sameRaman tensor at play in the generationmechanism,





(ω)〈ρqQ−q 〉(t ). (3.10)
To exemplify the application of the FASRS mechanism to our observations, we assume an
instability of the ordering ﬁeld at the X point of the Brillouin zone, corresponding to the wave
vector Q = (0,0,2π/a), comprised of extra charges −δ, 0, δ, 0 in the planes of B-type Fe ions
separated by a/4 along the z direction. The space proﬁle of the ordering ﬁeld can be written as
ρ(r )=φ1(r )cos(Q · r )+φ2(r )sin(Q · r ) . (3.11)
The trigonometric factors account for the rapidly varying components of charge order. Instead,
φ1 and φ2 account for the real, slowly varying components of charge order, in the following
referred to as the ordering ﬁeld itself. The phase transition can be described in a phenomeno-
logical manner by means of a Ginzburg-Landau expansion of the free energy density in power
series of the ordering ﬁeld and its gradient [109].
Near the transition temperature, around the critical wave vectors, the amplitudes of the
ordering ﬁeld modes become large. Therefore, we can neglect the wave-vector dependence of
the ordering ﬁeld in Eq. 3.10, and account only for the ordering ﬁeld mode at Q , as follows



















where N is the number of sites and 〈φα0(t )φα0(t ′)〉 is the autocorrelation of the ordering ﬁeld
at r = 0. In the Landau theory, the ﬂuctuations are neglected, and thus the autocorrelation
reduces to a time independent quantity, 〈φ2α0〉, identical to the squared OP, 〈φα0〉2, which
by deﬁnition is different from zero only below the transition temperature (see blue line in
Fig. 3.11(b)). This corresponds to the notion that the phonon modes become active in the
broken-symmetry phase upon folding from the boundary to the center of the Brillouin zone.
If the ﬂuctuations are taken into account, the results are different. The equal-time auto-
correlation, 〈φ2α0(t)〉, determines the initial amplitude of the oscillations (see red line in Fig.
3.11(b), based on calculations at the Gaussian level). This shows that the ﬂuctuations make
the phonon modes active even above transition temperature. Furthermore, if the oscillations
are shorter than the phenomenological lifetime of the phonon mode, it means that the decay
is dominated by the factor 〈φα0(t)φα0(t ′)〉 in Eq. 3.12 and it is possible to gain information
on the dynamics of the ordering ﬁeld in the time domain. For weakly ﬁrst-order transitions,
such as the case under study, the temperature dependence of the equal-time correlation is
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qualitatively similar, except for a small discontinuity at the transition temperature.
3.3 Discussion
To avoid confusion, it is important to point out the difference between phase coexistence and
critical ﬂuctuations. In general, the Verwey transition is regarded to as a weakly ﬁrst-order
transition. Even in high-quality single crystals, such as our sample, close to the transition
temperature defects promote the progressive nucleation and growth of disordered domains.
However, as shown in Figs. 3.1(a,b), the disordered and ordered phases coexist only in a narrow
temperature range, on the order of 1 K. In contrast, critical ﬂuctuations are correlations of
precursor order, of local dynamic nature, which extend over wide temperature ranges in the
disorder phase (see Section 1.4). To date, the role of imperfections on the degree of precursor
order is controversial. However, its occurrence also in highly-stoichiometric synthetic crystals
points to phenomena intrinsic to the ideal mechanism of the Verwey transition, rather than
sample dependent. In any case, it would certainly be interesting to study the effects of different
levels of disorder on the excitation of the forbidden modes in the cubic phase by means of
spontaneous Raman scattering experiments.
Within the above framework, the coherent generation and detection of monoclinic modes
in the cubic phase in our pump-probe experiments can only be rationalized taking into
account the effects of critical ﬂuctuations, and provide information on their dynamics. In
particular, Eq. 3.12 implies that in the presence of long-lived ﬂuctuations of the ordering
ﬁeld, phonon modes at ﬁnite wave vectors can be coherently generated, with coherence time
limited by the correlation time of the ﬂuctuations themselves. Practically, the oscillation
frequencies do not show any meaningful change across the critical region. Therefore, our
results clarify that the ﬂuctuations are comprised of relaxational responses, consistent with
Yamada’s interpretation of the Verwey transition in terms of concomitant order-disorder and
displacive transformations [24]. Instead, if a Peierls-like mechanism played a signiﬁcant role
in the Verwey transition, the ﬂuctuations would consist of periodic amplitude and phase
modulations of the charge density, both in space and time, and accordingly possess ﬁnite
frequencies. For example, in the approximation of the electronic spectrum of the critical
modes to a single pole at ωCDW , second-order Raman scattering is supposed to give rise
to Stokes and anti-Stokes oscillations at frequencies ωQ ±ωCDW , with sizable temperature
dependence, in sharp contrast to our observations.
By means of SVD, we were able to determine the energy dependence of the experimental
RMEs. Comparison with ab initio calculations allowed us to unambiguously identify the
forbidden modes. This assignment methodology has the advantage to rely on the phonon
eigenvector instead of the phonon energy, and therefore provides accurate information.
Our pump-probe experiments give direct access to the decay time of the oscillations. Accord-
ing to Eq. 3.12, this is dominated by the phenomenological lifetime of the phonon modes or
the correlation time of the ﬂuctuations, whichever is shorter. If the ﬂuctuations are the limit-
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ing factor, the lineshapes of the oscillations in the Fourier domain are supposed to become
broader above the critical temperature, which is indeed the case in our observations (see Fig.
3.5(a)). With these considerations in mind, in Subsection 5.3.3 we provide an estimate of the
correlation time of the ﬂuctuations and compare it with observations from INS.
Gaussian ﬂuctuations are supposed to result in a cusp anomaly in the initial amplitude of
the oscillations centered at the transition temperature (see Fig. 3.11(b)). Unfortunately, our
temperature and energy resolutions are not high enough to test this hypothesis. In any case,
the persistence of oscillations above the transition temperature (see Fig. 3.5(c)) is in qualitative
agreement with the theoretical predictions. As shown in Fig. 3.6(d), ﬂuences above∼1 mJ/cm2
are high enough to suppress the oscillations close to the critical region, as a result of the rapid
decrease in coherence time and length of the ﬂuctuations with increasing temperature. In
contrast, the T2g mode at the center of the Brillouin zone is coherently generated by means
of a ﬁrst-order process of TSRS [85,87], with typical increase in the oscillation intensity in a
linear regime, below ∼ 4 mJ/cm2, followed by saturation at higher ﬂuences.
In contrast to our pump-probe experiments, in our spontaneous Raman scattering experi-
ments at 2.4 and 3.1 eV excitations, no forbidden mode was detected below 27 meV in the
cubic phase (see Chapter 4). Let us note that, as already mentioned in the foregoing, the
analogue in spontaneous Raman scattering experiments of our observations from pump-
probe experiments was reported for structural transitions [110]. The absence of forbidden
modes in our spontaneous Raman spectra in the cubic phase is indicative of the different
sensitivity of the two techniques to phonon modes at low energy, but could also suggest
that nonlinear effects enhance the coherent response in our pump-probe experiments. One
can easily check that the time-dependent electron-phonon interaction expressed in Eq. 3.7
promotes a transient stabilization of the ordered phase, equivalent to an increase of the ef-
fective ordering temperature in steady-state conditions. Possibly, the above effect ampliﬁes
the coherent response, since it induces a symmetry breaking limited in time and conﬁned in
space. Experimentally, to validate this hypothesis, one would need to carry out a thorough
study of the ﬂuence dependence of the coherent response near the transition temperature.
This requires accurate temperature control across the speciﬁc heat anomaly in the critical
region and high enough signal-to-noise ratio to detect weak oscillations at low ﬂuences.
3.4 Conclusions
Typically, ultrashort laser pulses are used to melt the OP in the ordered phase, and thus
establish the electronic and structural properties of the disordered phase [29, 112]. In this
Chapter, we discussed a more subtle effect, with implications on the coherent control of
transition-metal oxides. In particular, we demonstrated that impulsive photoexcitation at
3.1 eV photon energy, above the onset of charge transfer excitations between O 2p and Fe 3d
states, transiently promotes the coupling between phonon modes at ﬁnite wave vectors and
ﬂuctuation modes of the ordering ﬁeld above the critical region of the Verwey transition in
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magnetite. In principle, it is also possible that, in suitable conditions, the coherent control of
the electron-phonon coupling temporarily induces the buildup of long-range order.
We developed a method able to measure the dependence of amplitude and correlation time
of the ﬂuctuations on temperature and characteristics of the photoexcitation, and thus gain
insight into the critical dynamics of the ﬂuctuations in correspondence of phase transitions.
Moreover, our approach enabled us to describe the atomic displacements associated with
the ﬂuctuations and the interplay between structural and electronic degrees of freedom. This
further elucidated the microscopic mechanism of the Verwey transition and the interpretation
of the optical response in magnetite.
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4 Light Scattering from Critical Modes
Inelastic light scattering is an effective tool to gain direct insight into lattice-dynamical effects
in structural transitions. In this Chapter, we present inelastic light scattering data across the
Verwey transition in magnetite, on a natural single crystal. We address the intricate puzzle of the
transformation process from different perspectives. We take advantage of the broad potential
of Raman spectroscopy in the study of lattice vibrations to single out the structural anomalies
associated with the Verwey transition, with particular reference to the consequences of strong
coupling to electronic excitations.
At the same time, we provide evidence of the contribution to the spectral response from dif-
fusive modes of mainly electronic nature. Notably, we reveal the spectroscopic ﬁngerprints of
correlations of the ordering ﬁeld, with fast dynamics, compared to analogous observations from
inelastic neutron scattering. The comparison of data from light and neutron probes is suggestive
of prevalent electronic, rather than polaronic, character of the excitations visible in the Raman
spectra. An additional contribution to the spectral response from charge carriers sets in above
the Verwey temperature. The thermal variations of its intensity mimic the dc conductivity.
Overall, we improve the understanding of the critical dynamics of magnetite and the hierarchy
among structural and electronic modes in the mechanism of the Verwey transition.
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hν = 3.1 eV
(a) (b)
Figure 4.1 – Complete data sets of Raman spectra as a function of nominal temperature for
(a) 2.4 and (b) 3.1 eV excitation. Data are normalized to the background intensity integrated
between 800 and 810 cm−1. Red (Green) arrows indicate magnetite (hematite) phonon modes
in the monoclinic phase. Blue-to-red color coding refers to increasing nominal temperature.
Black color denotes the Verwey temperature.
4.1 Experiments
The magnetite sample measured in our experiments is a natural single crystal purchased
from Surface Preparation Laboratory (SPL), Zaandam, Netherlands. Based on ac susceptibility
characterization, analogous to that of Chapter 3, it presents a discontinuous transition, at
the Verwey temperature, TV = 116 K. The sample was mounted on the cold ﬁnger of a liquid
helium cryostat in a base pressure of 10−6 mbar. The sample surface was polished to optical
quality without any speciﬁc orientation of the crystal face.
Raman experiments were conducted in the 5–330 K temperature range by means of the Raman
spectrometer described in Section 2.1. In two different sets of experiments, the sample was
illuminated by the 514.5 nm output of an argon ion laser and the 405 nm emission line of a
diode laser, with 10 mW nominal power incident onto the sample surface. In the following, the
two different excitations are denoted by their photon energies, hν= 2.4 and 3.1 eV, respectively.
Raman spectra were acquired in unpolarized backscattering conﬁguration. For experimental
limitations in the rejection of the Rayleigh light, the lower boundaries of our detection ranges
are 75 and 140 cm−1, respectively, for 2.4 and 3.1 eV excitation. As a result of large effects of
laser heating, for 2.4 eV excitation the Verwey transition occurs at a nominal temperature
T ∗V = 85 K. Asterisks in superscripts denote reference to the nominal temperature for 2.4 eV
excitation. To compensate for the difference in the nominal temperatures, combined data
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Figure 4.2 – Pictorial representation of the different contributions to the Raman response
function of magnetite from phonons, magnons and electrons, with diffusive or propagating
dynamics.
are plotted as a function of the reduced temperature, deﬁned as T ∗/T ∗V −1 and T /TV −1,
respectively, for 2.4 and 3.1 eV excitation. Accordingly, our approximate estimate of the
effective temperature at the laser spot for 2.4 eV excitation is T = T ∗ TV /T ∗V . Data sets in the
full temperature range of our experiments are shown in Fig. 4.1.
4.2 Results and Discussion
As illustrated in Fig. 4.2, in our study we take into account three possible contributions to
the Raman spectra, namely, scattering of light by phonons, magnons and electrons, with
propagating or diffusive dynamics. Typically, the ﬁrst two types of collective excitations
respectively produce narrow and broad peaks, superimposed to an intensity continuum
from electronic Raman scattering. In a phenomenological description, the total Raman
response, S(ω), can be ﬁt by the sum of three separate components, Sph(ω), Sma(ω) and Sel(ω),
respectively associated with lattice vibrational, magnetic and electronic degrees of freedom.
According to the ﬂuctuation-dissipation theorem, the scattering cross section in Raman
experiments, S(ω), is proportional to the imaginary part of the Raman response function,
χ′′(ω),
S(ω)= [1+n(ω)]Rχ′′(ω), (4.1)
where 1+n(ω) = [1−exp(−ω/kBT )]−1 is the Bose-Einstein thermal factor. Matrix element
effects are incorporated in the proportionality factor R. To a ﬁrst approximation, it can be
assumed temperature and frequency independent. In the following, Raman spectra corrected
by the Bose factor, Rχ′′(ω), are accounted for. For simplicity, they are referred to as the spectral
response.
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Figure 4.3 – Spectral response obtained for 2.4 eV excitation at (a) 293 and (b) 5 K, and for
3.1 eV excitation at the same reduced temperatures. Red (Green) arrows indicate magnetite
(hematite) phonon modes. Labels in red refer to the cubic counterparts of the phonon modes
in the monoclinic phase. For better comparison, data are normalized to the background
intensity integrated between 800 and 810 cm−1.
Figure 4.4 – Pictorial representation of the eigenvectors of the Raman-active modes in the
primitive cell of magnetite according to Verble’s description. Adapted from Ref. [113].
4.2.1 Phonon Excitations
First, we focus on the contribution to the spectral response from the phonon modes with
Raman activity, generally modeled by Lorentzian functions, with frequency ωi , linewidth Γi







The crystal structure of magnetite above TV is an inverse cubic spinel with space group Fd 3¯m.
According to factor-group analysis, the space group Fd 3¯m is decomposed into irreducible
representations, which are further grouped into (T1g +2A2u +2Eu +2T2u) inactive modes,
(A1g +Eg +3T2g ) Raman-active modes and (5T1u) infrared-active modes. Raman- and infrared-
active modes are mutually exclusive for the presence of inversion symmetry.
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Verble ﬁrst analyzed the eigenvectors of the ﬁve Raman-active modes of the cubic phase
with reference to Waldron’s molecular model [113,114]. Based on symmetry considerations,
only tetrahedral Fe3+ ions and O2− ions participate to Raman-active modes. In particular,
according to Verble’s description, summarized in Fig. 4.4, they comprise symmetric stretching
of O2− ions along Fe3+–O2− bonds (A1g mode), symmetric and asymmetric O–Fe–O bending
(Eg and T 22g modes, respectively), asymmetric stretching of Fe
3+ and O2− ions (T 32g mode)
and rigid displacements in opposite directions of the two Fe3+O2−4 tetrahedra in the primitive
cell (T 12g mode, the numbering of the T2g modes, different from Verble’s, is the same as
Ref. [115]). The validity of Waldron’s molecular model depends on the relative importance of
the interactions within and among B-type Fe tetrahedra and Fe3+O2−4 tetrahedra. Combined
theoretical and experimental studies of the phonon density of states suggest comparable
contributions to the overall structural dynamics from both tetrahedral and octahedral Fe ions
below 320 cm−1 [3,116]. On the other hand, ﬁrst-principle computations of the eigenvectors
of the Raman-active modes under considerations are in qualitative accordance with Verble’s
description [117].
As displayed in Fig. 4.3(a), in our spectral responses at room temperature, four out of the ﬁve
Raman-active modes predicted by group theory are observable. The same ﬁgure summarizes
our mode assignment, which relies on polarized Raman studies by Shebanova and Lazor, with
particular reference to the controversial attribution of the 307 cm−1 peak to the Eg or T 32g
mode [115]. Let us note that Shebanova and Lazor’s assignment is also supported by ab initio
calculations of the phonon dispersion curves in the cubic phase in quantitative agreement
with the experimental data [26,117]. The additional peaks at 291 and 412 cm−1 were identiﬁed
with the E2g +E3g and E4g hematite modes, respectively [118]. Our ﬁt analysis allowed us to
discriminate the Eg modes of hematite and magnetite which are close in energy and give rise
to a broad asymmetric band from 280 to 340 cm−1 (see Figs. 4.8(a,b), in Subsection 4.2.2). The
presence of hematite impurities is not surprising in consideration of the natural origin of our
sample.
In the structural transition of magnetite, complex atomic displacements, with small am-
plitudes, down to 0.01 Å, give rise to a change in crystal symmetry, which is reﬂected into
modiﬁcations of a number of physical properties [6,27,28,119]. A monoclinic cell four times
larger than the cubic cell accounts for the complete set of structural distortions that take place
on decreasing the temperature from above to below TV . As a direct consequence, the number
of normal modes of vibration also quadruplicates, from 42 to 168. Therefore, as illustrated in
Fig. 4.3(b), the phase transition is accompanied by the emergence of a rich spectrum of new
phonon modes. For a complete assignment of the Raman-active modes in the monoclinic
phase, ﬁrst-principle computations able to reproduce mode frequencies and Raman cross
sections with quantitative accuracy are needful. For our purposes, we restrict ourselves to
simpler considerations. The highest-frequency mode is the monoclinic counterpart of the A1g
mode in the cubic phase, now labeled Ag . The linewidths of the T2g modes increase, instead
of decreasing for anharmonic effects, on lowering the temperature in the pretransition region
(see Figs. 4.6(d,f), in Subsection 4.2.2). This is here interpreted as the result of mode splitting
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Figure 4.5 – (a) Temperature dependence of the intensity of the critical modes for 3.1 eV
excitation. Reference data for the A1g mode are also plotted. Temperature dependence of the
(b) area and (c) center of gravity of the background distribution in the 240–500 cm−1 Raman
shift range. Violet (Green) symbols refer to 3.1 eV (2.4 eV) excitation. Lines are guides to the
eye. Vertical dashed lines denote the Verwey temperature.
into submodes close in energy. Its occurrence tens of Ks above TV , rather than at TV , is among
the precursor effects discussed at the end of Subsection 4.2.2. No further consideration is here
possible on the relation between the shoulder mode around 628 cm−1 and the A1g mode, as
well as between the two new modes in the 300–400 cm−1 frequency range and the Eg mode,
which thus remain unassigned.
Two sharp peaks unrelated to any Raman-active mode of the cubic phase appear around 160
and 470 cm−1, consistent with previous observations on magnetite thin ﬁlms [120]. In our
pump-probe studies, discussed in Chapter 3, based on the comparison between experimental
data and theoretical computations of the phonon dispersion curves and the optical functions,
we attributed the onset of the 160 cm−1 peak to the folding to the center of the Brillouin zone
of a phonon mode of Δ2 symmetry at qΔ = (0,0,0.5) reciprocal lattice units (r.l.u., 1 r.l.u. =
2π/a, with a the lattice parameter in the cubic phase). With the use of the same method, we
assigned an additional mode at 125 cm−1 to the monoclinic counterpart of a phonon mode of
X3 symmetry at the boundary of the Brillouin zone in the [001] direction. The latter mode is
visible as a broad weak peak in our data at 5 K and 2.4 eV excitation (see Fig. 4.1(a)), and not
discussed any further.
In early Raman experiments, the 470 cm−1 band was observed at 130 and 300 K, and proposed
to originate from an optical magnon [121–123]. Indeed, the band position is compatible
with energy estimates for the lowest-energy optical magnon of the cubic phase from INS
[124]. However, in more recent experiments, the 470 cm−1 band was not observed at high
temperatures [46, 115, 120, 125–127]. In particular, in our measurements the temperature
dependence of the band intensity is consistent with that of a phonon mode of the monoclinic
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Figure 4.6 – Temperature dependence of the frequency and linewidth of the (a,b) A1g , (c,d)
T 22g and (e,f) T
1
2g modes of the cubic phase, visible in the form of single peaks both above and
below TV . Violet (Green) symbols refer to 3.1 eV (2.4 eV) excitation. A vertical dashed line
denotes the Verwey temperature. The lower horizontal axis is the nominal temperature for 3.1
eV excitation and our approximate estimate of the effective temperature at the laser spot for
2.4 eV excitation.
phase. The intensity decreases rapidly across the Verwey transition, but residual intensity
persists in the cubic phase, for the precursor effects discussed in the next Subsection (see Fig.
4.5(a)). Conversely, if an optical magnon of the cubic phase was the cause for the band under
consideration, the intensity would decrease on heating, but no complete band suppression
would take place far above TV . The observation of the 470 cm−1 band at 300 K in Refs. [121,123]
is hardly explainable by invoking precursor effects. An alternative suggestion is that the peak
observed at room temperature is in fact a different phonon mode of the cubic phase, namely,
the T 32g mode predicted in the same energy range based on theoretical computations [26,115,
117]. Sample-dependent effects may play a role in its intensity enhancement [121–123].
4.2.2 Structural Anomalies
Figures 4.6 and 4.7 illustrate the temperature dependence of the frequencies and linewidths of
the phonon modes across the Verwey transition. In our experiments, small temperature steps
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Figure 4.7 – Temperature dependence of the frequency and linewidth of Raman-active modes
of the monoclinic phase. Violet (Green) symbols refer to 3.1 eV (2.4 eV) excitation. The
shoulder mode of the A1g mode in panels (a) and (b) is clearly observable only for 3.1 eV
excitation. A vertical dashed line denotes the Verwey temperature. The lower horizontal axis is
the nominal temperature for 3.1 eV excitation and our approximate estimate of the effective
temperature at the laser spot for 2.4 eV excitation.
down to 5 K were used, in order to best resolve the possible occurrence of structural anomalies
by means of a quantitative analysis. The single peaks associated with the phonon modes were
ﬁt with Lorentzian functions according to Eq. 4.2, after subtraction of a linear baseline in
the Raman shift range around the peak. The ﬁt analysis of the features in between 240 and
440 cm−1 required a different method, brieﬂy described in Subsection 4.2.3. Modiﬁcations in
mode parameters are rapid for all modes. Large frequency decrease and linewidth increase
by respectively 5–10 and 3–6 cm−1 take place in correspondence of the Verwey transition.
Inhomogeneous laser heating broadens the critical region and thus causes a rounding of the
temperature dependence of the mode parameters on the lower temperature side. Instead,
the steep decrease of the mode frequency between TV and TV +14 K is an intrinsic effect,
consistent with the measurements of the lattice dynamics from the INS experiments discussed
in Chapter 5. The onset of linewidth broadening, about 40 K below TV , precedes the decrease
of the mode frequencies, starting from 95 K.
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Figure 4.8 – Temperature dependence of phonon modes and background intensity in the
240–500 cm−1 Raman shift range for (a) 2.4 and (b) 3.1 eV excitation. Red (Green) arrows
indicate magnetite (hematite) phonon modes. A blue arrow denotes the central energy of the
higher-energy acoustic magnon at the Δ point at 115 K < TV from INS [128]. Data are offset for
clarity. Temperature dependence of the monoclinic modes at (c) 470 and (d) 160 cm−1 for 3.1
eV excitation. Red (Blue) color refers to the cubic (monoclinic) phase. For better comparison,
data are normalized to the background intensity integrated between 800 and 810 cm−1. For
clarity, data are offset and multiplied by a factor 5 close to the Verwey temperature. Data and
ﬁtting functions are plotted with colored symbols and lines, respectively. Black lines represent
separate ﬁt components.
Our data provide unequivocal evidence of the concurrent lattice dynamical and electronic
character of the Verwey transition. According to the most recent theoretical and experimental
estimates, charge differences between Fe ions in the insulating state are on the order of one
tenth of an elementary charge [27,28,36]. This explains why the occurrence itself of charge or-
der has long remained controversial [14,15]. However, the occupations of different 3d orbitals
at B-type Fe ions constitute an unambiguous basis to deﬁne OPs. Orbital, rather than charge,
order was suggested to play the most important role in the modiﬁcations of the electronic
structure from the conducting to the insulating state [26]. The important renormalization of
the mode frequencies here observed despite the small amplitude of the atomic displacements
is a direct consequence of the onset of orbital polarization below the transition temperature.
Moreover, the comparable values of the frequency changes support a cooperative picture
of the Verwey transition. According to this scenario, no signiﬁcant hierarchy is established
among the phonon modes, since they all participate in the transformation process, although
with measurable differences in their contributions, in particular, in terms of coupling with
different types of modes.
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In this regard, the temperature dependences of both the 160 and 470 cm−1 modes resemble
phonon softening, yet, only partial (see Figs. 4.7(c,e)). This is different from the general
behavior of the phonon modes, including the 628 cm−1 mode and those close to the Eg mode,
which are also intrinsic to the monoclinic phase alone. None of them exhibits any important
change in frequency over the temperature range below 95 K (see the upper panels of Fig.
4.6 and Fig. 4.7(a)). Figures 4.8(c,d) show the temperature dependence of the lineshapes
of the 160 and 470 cm−1 modes to the highest temperatures at which they are visible. The
distribution of scattering intensity from the two modes and the temperature range over
which they contribute to Raman scattering are anomalous. In both cases, starting from
the lowest temperature, the best ﬁt quality is obtained with Fano, rather than Lorentzian,
functions. Unlike Lorentzian peak shapes, the two modes are asymmetric and, in particular,
the spectral weight is larger on the low-frequency side. Close to the transition temperature,
a dip develops on the high-frequency side, in further agreement with a Fano lineshape. To
gain reliable information on the temperature dependence of the lineshape anomaly, the two
peaks are also ﬁt with bi-Gaussian functions. Fano functions correctly reproduce the peaks
within the local frequency range, however, the accuracy of the ﬁt parameters depends on
the quality of the background subtraction over a broad frequency range. To quantify the
degree of asymmetry, an asymmetry parameter is deﬁned, β ≡ (Γ1 −Γ2)(Γ1 +Γ2)−1, where
Γ1 and Γ2 are respectively the left and right half widths at half maximum from the ﬁt with
bi-Gaussian functions. The asymmetry parameter of the 470 cm−1 mode does not present
any meaningful dependence on temperature throughout the monoclinic phase. Instead, it
suddenly diverges in correspondence of the critical region. The degree of asymmetry does not
change for different excitations. In particular, β= 0.27±0.03 and β= 0.29±0.06, respectively,
for 3.1 and 2.4 eV excitation. The degree of asymmetry of the 160 cm−1 mode is lower than that
of the 470 cm−1 mode and does not depend on excitation energy either, namely, β= 0.16±0.15
and β= 0.18±0.11, respectively, for 3.1 and 2.4 eV excitation.
The phonon modes of the monoclinic phase which are not associated with any Raman-active
mode in the cubic phase are supposed to disappear altogether upon an abrupt decrease in
intensity in the critical region. The intensity of the 470 cm−1 mode does decrease suddenly
around TV , however, a broad weak feature is observable up to 120–125 K nominal tempera-
ture, which corresponds to an effective temperature more than 5–10 K above the transition
temperature (see Fig. 4.8(c)). Analogous considerations hold true for the shoulder mode of the
A1g mode (see Figs. 4.1(b) and 4.5(a)). A reliable ﬁt analysis of the A1g and T 22g modes requires
an additional peak in the 600–650 cm−1 Raman shift range up to 150 K nominal temperature.
However, the superposition of the spectral weight associated with the A1g peak does not allow
us to study possible anomalies in lineshape.
Our pump-probe studies, discussed in Chapter 3, reveal that the 125 and 160 cm−1 modes
persist up to TV +24 K. Artifacts from ineffective rejection of the Rayleigh light in the low-
frequency range prevent any conclusion on whether or not the 160 cm−1 mode is visible also
in our steady-state experiments for the same 3.1 eV photon energy of light excitation. Here,
we refer to the same interpretation as in our pump-probe studies. The anticipated onset of
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Raman scattering from phonon modes of ﬁnite wave vectors in the cubic phase is associated
with manifestations of precursor order with large correlation length and time close to TV . We
suggest that electronic modes comprised of ﬂuctuations of the charge density couple to the
phonon modes and light is scattered by both types of excitations. Equivalently, a second-order
Raman process takes place, in which an electronic mode of wave vector q is excited together
with a phonon mode of wave vector −q , so that the total wave vector is conserved. The
cross section for the above Raman mechanism is meaningful only for large amplitude and
high enough degree of correlation of the critical ﬂuctuations, near the Verwey temperature.
The diffusive character of the electronic modes explains why they do not contribute any
energy. The Fano lineshapes observed for the critical modes is a further conﬁrmation of the
ﬂuctuation-assisted process being discussed. Indeed, Fano-like peaks point to interference
effects between scattering of light by phonon modes and a continuous spectrum of electronic
excitations and, therefore, to strong electron-phonon coupling for the lattice vibrations under
consideration.
4.2.3 Magnetic or Electronic Excitations
As illustrated in Fig. 4.1, intensity builds up in the monoclinic phase in the form of a broad
background in the Raman shift range from 240 to 500 cm−1. Gasparov et al. suggested a
possible electronic or magnetic origin of this feature, rather than the simple onset of a rich
structure of new phonon modes [126]. In our ﬁt analysis in Figs. 4.8(a,b), baseline estimation
via an asymmetric least square method singles out the phonon modes from the background.
It is thereby possible to study the temperature dependence of the background. The integrated
intensity of the background decreases rapidly with increasing temperature across the Verwey
transition (see Fig. 4.5(b)). The center of gravity of the baseline does not change noticeably
throughout the monoclinic phase, and is about 362±2 and 368±3 cm−1, respectively for 2.4
and 3.1 eV excitation (see Fig. 4.5(c)).
INS measurements of the spin-wave dispersion of magnetite below TV revealed the formation
of a large gap in the acoustic branch at qΔ. The modiﬁcations of the spin-wave and phonon
dispersions of magnetite upon the Verwey transition are qualitatively analogous. Indeed, the
sizes of the magnetic moments and the exchange constants depend signiﬁcantly on the charge
distribution and the bond lengths and angles, all of which change discontinuously upon the
ordering process of the Verwey transition [128]. On decreasing temperature across TV , the
volume of the primitive cell quadruplicates, both for the magnetic and electronic structures.
In reciprocal space, qΔ becomes the center of the Brillouin zone. In correspondence of both
edges of the gap, the spin-wave dispersions become ﬂat and thus give rise to a high magnon
density of states, along with potential contribution to the optical and Raman responses [128].
The center of gravity of the background distribution is close to the 375 cm−1 frequency estimate
of the higher-energy magnon at the gap from the same INS experiments at 115 K < TV (see
blue arrows in Figs. 4.8(a,b)) [128]. However, it is arguable whether or not a one-magnon
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excitation is responsible for the broad peak observable in our Raman spectra. According to
the microscopic theory by Fleury and Loudon, the same mechanism is responsible for ﬁrst-
order scattering in all types of magnetic materials, namely, indirect electric-dipole coupling,
mediated by spin-orbit interaction [129,130]. The selection rule on the 1 and 2 polarizations
of respectively incoming and outgoing light is
∣∣z1+2 −+1 z2∣∣ = 0, where + = x + iy and z is
the direction of spin order. Therefore, in polarized Raman studies, Raman scattering from
one-magnon excitations is supposed to disappear if 1 and 2 are parallel. This is not the case
for the broad peak being considered, which is also observable in XX geometry [46,126]. Its
large linewidth further questions its possible origin from a one-magnon excitation. In fact,
ﬁrst-order scattering is restricted to the center of the Brillouin zone and thus supposed to give
rise to narrow peaks.
An alternative suggestion is the occurrence of second-order scattering from magnon excita-
tions of opposite wave vectors close to the boundaries of the Brillouin zone in the monoclinic
phase at (0,0,±0.25) r.l.u.. Energy conservation is fulﬁlled because they are at about half the
energy of the magnon excitations at qΔ [128]. In contrast to ﬁrst-order processes, second-
order processes take place via different mechanisms depending on the type of magnetic
material [129, 130]. The so-called exchange scattering mechanism is characterized by the
absence of intrinsic selection rules on 1 and 2, i.e., both symmetric and antisymmetric
components of the Raman tensor. Moreover, typical cross sections are comparable or larger
than those for one-magnon scattering, and the multiple combinations of magnon excitations
possible around the critical points of the Brillouin zone produce broad peaks, similar to our
observations. However, available data from INS experiments do not show any noticeable
gap at (0,0,±0.25) r.l.u. [128]. A small gap may still be present. To determine whether or not
Van Hove singularities develop at (0,0,±0.25) r.l.u., data with better energy and momentum
resolution are needful.
An electronic origin of the feature being discussed is also possible. The onset of charge and
orbital order, and the different electronic structure in the monoclinic phase, compared to
the cubic phase, may indeed produce rearrangements of the spectral weight in the Raman
response. However, before any further speculation, additional Raman experiments are needful,
to rule out magnon excitations altogether, for instance, high magnetic ﬁeld and polarization
dependences on an oriented single crystal in the monoclinic phase.
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Figure 4.9 – Comparison between the spectral response, Rχ′′(ω), (black) at the transition
temperature and in the (a, blue) monoclinic and (b, red) cubic phase. The ﬁtting functions
to the background intensity deﬁned in Eq. 4.3 are plotted together with the data, with the
same color coding. Shaded areas highlight the diffusive contribution to the spectral response.
(c–e, black symbols) Temperature dependence of the ﬁt parameters. The reduced temperature
dependence of the dc conductivity of our sample is also plotted with a red line in panel (d).
The lower horizontal axis of panels (c–e) is the nominal temperature. Vertical dashed lines
denote T ∗V . To account for effects of laser heating, ﬁts are repeated for Rχ
′′(ω) computed
from S(ω), respectively, with reference to our estimate of the effective temperature, T , and the
nominal temperature, T ∗. Error bars correspond the differences between the ﬁt parameters in
the above two cases. Data points are average values.
63



































































































































































































































































































































































































































































































































































4.2. Results and Discussion
4.2.4 Diffusive Excitations
In our discussion of the diffusive response, we take into account data at 2.4 eV excitation,
which in contrast to data at 3.1 eV excitation are available on a spectral range suitable for an
analysis down to low frequency. Interestingly, an anomaly in the background intensity occurs
at low frequency in the critical region. First, in the monoclinic phase, the background intensity
increases on heating. Then, in the cubic phase, an atypical transfer of spectral weight to higher
frequency takes place on further increasing the temperature. Accordingly, in Figs. 4.9(a,b),
the background intensity at low frequency is below that of reference data at TV both in the
monoclinic and cubic phase.
The following function represents the simplest model to ﬁt the background intensity in our
data, with particular reference to the low-frequency range.
Rχ′′el(ω)=
Aω
1+ (ωτ)2 , (4.3)
where A is a phenomenological amplitude and τ is a phenomenological time constant. Our ﬁt
analysis is exempliﬁed in Figs. 4.9(a,b). Data sets and ﬁtting functions at different temperatures
throughout both the cubic and monoclinic phase are shown in Figs. 4.10(a,b). The ﬁtting
parameters A and τ are plotted as a function of temperature in Figs. 4.9(c,d). It has been
shown that, to a ﬁrst approximation, the simple relation Rχ′′el(ω)∝ωσ1(ω) holds true between
the electronic contribution to the spectral response, χ′′el(ω), and the real part of the optical
conductivity, σ1(ω), at low enough frequency [131]. Therefore, it is possible that our data
contain the Drude peak which originates from the diffusive dynamics of the charge carriers. If
this is the case, the phenomenological amplitude A is supposed to account for the contribution
to σ1(0) from the transport mechanism under consideration, A ∝σ1(0)= ne2τm∗−1, where n
and m∗ are respectively the density and effective mass of the charge carriers. Indeed, as shown
in Fig. 4.9(d), the temperature dependences of A andσ1(0) are qualitatively similar in the cubic
phase. Our estimate of the ratio between density and effective mass of the charge carriers,
n/m∗ ∝ A/τ, shown in Fig. 4.9(e), increases continuously on heating, which is suggestive
of thermally activated processes. Our data do not allow us any further consideration on the
nature of the transport mechanism being discussed. Ihle and Lorenz proposed a microscopic
theory for SP conduction in magnetite, according to which diagonal transitions give rise to
a Drude peak in σ1(ω), which dominates σ1(0) below 400 K [48]. However, as discussed in
Section 1.3, their considerations are questioned by the erroneous assignment of the polaron
peak. Let us also point out that the occurrence of band conduction is in contrast to the
scenario of an order-disorder transformation argued in Chapters 3 and 5.
The presence of aDrude peak alone is inconsistentwith the complete temperature dependence
of the diffusive response. In fact, if this was the only component, the background intensity at
low energy would disappear discontinuously below TV , in concomitance with the onset of the
insulating state, with negligible optical conductivity below the band gap.
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Figure 4.11 – Comparison between the spectral response, Rχ′′(ω), (black) at the transition
temperature and in the (a, blue) monoclinic and (b, red) cubic phase. The ﬁtting functions
to the background intensity deﬁned in Eq. 4.5 are plotted together with the data, with the
same color coding. Shaded areas highlight the electronic contribution to the spectral response.
(c) Our data from spontaneous Raman scattering (SRS, green symbols and shaded area) are
compared with data from INS (black symbols and shaded area) [66]. The black line is the
theoretical prediction for the correlation time of polaron ﬂuctuations of Δ5 symmetry at
(0,0,0.75) r.l.u. based on experimental estimates of the microscopic parameters of Yamada’s
model [55]. The lower horizontal axis of panel (c) is the nominal temperature. A vertical dashed
line denotes T ∗V . As in Figs. 4.9(c–e), data points and error bars account for the uncertainty
from effects of laser heating.
Furthermore, the above interpretation alone cannot explain the temperature dependence of
the mean transport relaxation time, τ, plotted in Fig. 4.9(c) either. Indeed, it can be argued
that, due to critical slowing down, τ increases close to the transition temperature. However,
the scattering of the charge carriers by ﬂuctuations of the OP is by no mean the only relaxation
channel. Phonons, magnons and different types of ﬂuctuations are also at play. According to
Matthiessen’s rule, in the presence of competing processes, τ is in any case dominated by the
shortest relaxation time. Any possible increase of the time constant in one of the relaxation
channels is cut off by the higher scattering rate from different mechanisms.
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We believe that an important contribution to the observed anomaly in the background in-
tensity also comes from the critical modes of the Verwey transition. In particular, in the
following, we argue that diffusive collective excitations of charge ﬂuctuations provide a scatter-
ing channel for the electronic spectral response, in addition to the processes of single-particle
excitations. A similar explanation was advanced for Raman scattering in cuprates [132].
A generic ﬂuctuation mode of wave vector q , δρq (t ), is deﬁned as the instantaneous deviation
of the FT of an ordering ﬁeld mode, ρq (t), from its equilibrium value, 〈ρq 〉, also termed OP,
i.e. δρq (t)= ρq (t)−〈ρq 〉. Above the ordering temperature, which in our case is TV , 〈ρq 〉 = 0
by deﬁnition, and δρq (t ) and ρq (t ) are equivalent. Instead, below the ordering temperature,
〈ρq 〉 = 0 at the critical wave vectors, which we generically indicate as {qc }.
The ordering ﬁeld modes here accounted for are represented by electron density modulations.
The ﬂuctuation modes are here treated as classical variables with relaxational responses,
consistent with our observation of a diffusive response, along with the general interpretation
of the Verwey transition in terms of an order-disorder transformation (see Chapters 3 and 5).
We suppose that quantum tunneling of charges does not occur, since charges are self-trapped,
due to polaronic effects. Still, the treatment is not purely classical, because we do not assume
that the thermal energy is much higher than the energy scale of the ordering ﬁeld modes.
To compute the diffusive response, we start from the Ginzburg-Landau expansion of the free
energy density in reciprocal space, given by Eq. 4.4. In principle, this formalism is suitable
only for second-order transitions. Nevertheless, we apply it to the Verwey transition, with the
following caveats. First, the ordering temperature, TV , must be replaced by the theoretical
limit of metastability for the disordered phase, Tc < TV . Second, the critical wave vectors
for the discontinuous transition, {qc }, commensurate, must be replaced by the critical wave
vectors for the continuous precursor effects, {q∗c }, incommensurate, where diffuse scattering
is the most intense far enough from TV [65–69]. The sums over q in Eq. 4.4 are restricted to
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Below TV , a similar development holds true, to a reasonable approximation, yet around the




are responsible for the discontin-
uous transformation at TV . a and b are temperature-independent coefﬁcients. An external
ﬁeld fq (t ) linearly coupled to the ordering ﬁeld is here introduced for the computation of the
diffusive propagator. The details of our calculations are provided in Section 4.4. According to
our theoretical model, the contribution of the ﬂuctuation modes to the spectral response is
given by Eq. 4.5. We deﬁned m = γa (T −Tc ), with γ a phenomenological relaxation rate (see
Eq. 4.7). ωM = γbq2M is the frequency cutoff associated with the upper limit of the summation
over the ﬂuctuation modes in reciprocal space, qM , large enough to contain the ﬂuctuation
modes that contribute the most to the spectral response, and of the order of π/a.
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To understand the meaning of the parameter m, let us consider a simple analogy to experi-
mental techniques with wave-vector resolution, and selective sensitivity to charge and orbital
order, such as resonant inelastic x-ray scattering (RIXS) at suitable absorption edges and
reﬂections. Starting from the transport equation for the free energy density (see Eq. 4.7), it





, deﬁned as the change in the ﬂuctuation mode at the same point in reciprocal space,








ω2+ (Γ/2)2 , (4.6)
with Γ/2 = m +γb ∣∣q −q∗c ∣∣2. The scattering intensity calculated from the above response
function according to the ﬂuctuation-dissipation theorem (see Eq. 4.1) is a central peak, i.e. a
peak centered at zero energy, of linewidth Γ. This originates from the relaxational dynamics
of electronic excitations with correlation time proportional to 1/Γ. Indeed, the scattering
intensity is given by the FT of the time autocorrelation of the observable under consideration,
in our case, the electronic degree of freedom.
Under our assumption of a Ginzburg-Landau functional, the linewidth increases quadrati-
cally around the critical wave vector. Therefore, the parameter m represents the minimum
linewidth, proportional to the maximum inverse correlation time, in correspondence of the
critical wave vector. Deviations from our theoretical model, for instance, the variable degree
of instability at different wave vectors, give rise to complications. In the following, τ˜∝ 1/m
will be generically referred to as the correlation time of the ﬂuctuation modes.
As exempliﬁed in Figs. 4.11(a,b), the theoretical model deﬁned in Eq. 4.5 is ﬁt to our data.
Extended data sets and ﬁtting functions are shown in Figs. 4.10(c,d). A ﬁrst ﬁt analysis is carried
out with independent values of the parameter ωM . Then, in a second step, the theoretical
model is ﬁt again to our data, with parameter ωM constrained to a same value, equal to the
mean from the ﬁrst step. Our estimate of the correlation time is plotted against temperature
in Fig. 4.11(c). Above 150 K nominal temperature, equivalent to 0.76 reduced temperature, the
correlation time does not show any large change as a function of temperature, and decreases
continuously with -1 fs/K rate. Instead, near the transition temperature, the temperature
dependence of the correlation time displays a cusp-like shape. A more noticeable divergence
also sets in on approaching the lowest temperature.
Any possible conclusion on the temperature dependence of the correlation time in the cubic
phase is questioned by the superposition of the contribution from the processes of single-
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particle excitations discussed in the foregoing. More reliable considerations are feasible close
to, or below TV , where this is expected to be negligible. An important question is, what is the
true nature of the ordering ﬁeld modes in our observations? Are they indeed electron density
modulations or in fact they also involve atomic displacements? To address this issue, let us
compare our 0.4–0.8 ps estimate of the correlation time around the critical region, down to
the onset for the divergence at the lowest temperature, to analogous estimates from INS.
Diffuse scattering of neutrons and nonresonat x rays was observed above TV [66–69]. In
analogy to our observations, it originates from ﬂuctuation modes. In contrast to Raman
scattering, in INS and nonresonant inelastic x-ray scattering (NRIXS), the wave-vector transfer
is also resolved, and the direct observables are structural, instead of electronic. Indeed, the
expression for the spectral function in both techniques is given by Eq. 2.17. The more intense
is diffuse scattering at a given wave vector, the longer is the correlation time of the ﬂuctuation
mode at the same point in reciprocal space. Relative maxima in intensity of diffuse scattering
are located at critical wave vectors, i.e. in correspondence of the ﬂuctuation modes which
manifest the highest instability. In the case of magnetite, above TV , the critical dynamics is
governed by intrinsic instabilities in the liquid of SPs, at incommensurate points in reciprocal
space, such as (0,0,0.75) r.l.u. (see Chapter 5). The black line and symbols plotted in Fig.
4.11(c) are respectively theoretical predictions and experimental estimates of the correlation
time of the ﬂuctuation mode of Δ5 symmetry at (0,0,0.75) r.l.u. from the linewidths of the
central peaks in INS [55,66].
The above time scale on the order of picoseconds and the absence of phonon softening are
both consistent with the scenario of combined electronic and structural ﬂuctuations, with
slow dynamics, compared to the phonon modes (see Chapter 5). Instead, interestingly, the
0.4–0.8 ps time scale of the ordering ﬁeld modes in our observations in the temperature range
for reliable estimates (see green shaded area in Fig. 4.11(c)) suggests smaller effective mass,
compatible with excitations of mainly electronic character.
4.3 Conclusions
In summary, in our study we disentangled the different contributions to light scattering in
magnetite, from structural, magnetic and electronic degrees of freedom. We thereby gained
important information on the critical modes of the Verwey transition. We suggested a possible
magnetic or electronic origin of light scattering in the 240–500 cm−1 range, as a consequence
of modiﬁcations in the spin-wave dispersions and electronic structure of magnetite upon
the Verwey transition. In general, our results are consistent with the concerted contribution
of different modes to the essential mechanism of the Verwey transition. Nonetheless, from
a quantitative analysis of the structural anomalies, we identiﬁed three phonon modes of
the monoclinic phase, around 160, 470 and 538 cm−1, which possess atypical lineshape and
temperature dependence. We proposed that the distinctive features of all three phonon modes
are the result of strong electron-phonon coupling.
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Special focus was placed on the electronic contribution to light scattering in magnetite, which
also manifests critical characteristics. Indeed, a redistribution of spectral weight takes place
in the background intensity around the transition temperature. We proposed that processes
from two different types of excitations determine our observations. Namely, Raman scattering
from single-particle excitations account for the temperature dependence of the transport
properties of magnetite, although here it is not possible to gain any further insight into the
conduction mechanism at the origin of our observations. An additional component which
prevails in the monoclinic phase was identiﬁed with the diffusive dynamics of ﬂuctuation
modes.
In INS experiments, critical ﬂuctuations were also observed, in the form of diffuse scattering
in reciprocal space, associated with central peaks in the inelastic spectra. The 12–26 cm−1
linewidth of the central peak at (0,0,0.75) r.l.u. in the 125–150K temperature range corresponds
to a correlation time on the order of 2.6–5.4 ps, which would further diverge, in the absence
of the discontinuous transition at TV . In contrast, in our observations, the time scale of the
diffusive response around the critical region is on the order of 0.4–0.8 ps. The large ratio
between the above time constants suggests different characteristics of the critical ﬂuctuations
measured in INS and our experiments. They are supposed to originate respectively from
excitations with mainly polaronic and electronic character.
Electronic excitations weakly coupled to lattice vibrations are invisible to structure-sensitive
probes, such as INS and NRIXS. In contrast, if suitable absorption edges and reﬂections are
chosen, RIXS can serve as a charge-sensitive probe. RIXS experiments are thus needful to
provide direct evidence of the electronic excitations discussed in the foregoing, and study the
wave-vector and temperature dependence of possible instabilities. In particular, based on our
observations, they are supposed to give rise to broad central peaks, compared to INS, with
∼10 meV linewidth around the critical wave vectors.
4.4 Raman Scattering from Two Diffusive Modes
In our theoretical model, we describe the return to equilibrium of a generic ordering ﬁeld
mode upon the perturbation of an external ﬁeld, in a phenomenological manner, by means of







m+ν ∣∣q −q∗c ∣∣2)ρq (t )−γ fq (t ), (4.7)
with ν = γb. Here, γ is a phenomenological transport coefﬁcient, which depends on the
physics beyond our theoretical model. To extend our treatment to the quantum regime, where
the thermal energy is of the same order as the energy scale of the ordering ﬁeld modes, we
turn to Matsubara formalism, and consider the diffusive propagator associated with Eq. 4.7
(see Ref. [132] for a similar approach in cuprates).
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∣∣q −q∗c ∣∣2 . (4.8)
We compute the dynamical susceptibility, χ(ωn), as the FT of the linear response function,








dτeiωnτ 〈TτHR (τ)HR (0)〉 , (4.9)
with β= 1/kBT ,ωn = 2nπ/β the bosonic frequencies, HR the effective Raman operator and Tτ
the time ordering operator. In the Raman processes under consideration, to fulﬁll wave-vector
conservation, mode pairs of opposite wave vectors q and −q are excited together. Therefore,




gq δρq (τ)δρ−q (τ). (4.10)
We replace the above expression in Eq. 4.9. We develop the correlation factor, taking into




























We recognize that the above correlation factors are by deﬁnition the diffusive propagator in














Analytical calculations of the above integral and summation in the complex plane eventually
lead to the model function of Eq. 4.5.
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5 Neutron Scattering from Critical
Modes
In this Chapter, we present inelastic neutron scattering data across the Verwey transition in
magnetite, on a natural single crystal. We apply an effective detwinning method. The coexistence
of structural domains with different orientations in the monoclinic phase would otherwise
prevent any dynamical probe at ﬁnite momentum. We provide direct evidence of the inﬂuence
of charge and orbital order on the transverse acoustic phonons. In particular, we measure a
discontinuous hardening and narrowing of the transverse acoustic phonons at the transition
temperature, and an energy splitting for different polarizations. In contrast to the theoretical
predictions, the transverse optical mode of X3 symmetry at the lowest energy does not show any
anomaly.
Overall, our data point to a transformation process in which intrinsic incommensurate ﬂuc-
tuations of polarons lock to the lattice potential at the critical temperature, in analogy to the
crystallization of a two-dimensional liquid on a solid surface. Our results also contribute to
clarify the independent dynamics and the mutual interactions of polaron ﬂuctuations and
phonon modes in the Verwey transition.
The content of Section 5.2 is adapted from the article “Mapping the lattice dynamical anomaly
of the order parameters across the Verwey transition in magnetite” by S. Borroni, G. S. Tucker,
F. Pennacchio, J. Rajeswari, U. Stuhr, A. Pisoni, J. Lorenzana, H. M. Rønnow and F. Carbone,
New J. Phys. 19, 103013 (2017).
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Figure 5.1 – Temperature dependence of (a) the resistance of our sample and (b) the intensity
of the (3.5,0,4) reﬂection measured on increasing and decreasing the temperature across the
Verwey transition with no ﬁeld applied. The heating (cooling) rates were 2.5 (-2.5) K/min
for the resistance measurements and 1 (-0.5) K/min for the diffraction measurements. A
vertical dashed line denotes TV . (c) Schematic representation of the experimental geometry
for detwinning our magnetite sample through cylindrical compression and ﬁeld cooling. (d)
Intensity proﬁles as function of the orientation angle of the sample, A3, at the (4,0,0.5) and
(4.5,0,0) superlattice reﬂections of the monoclinic phase, which arise from the doubling of the
unit cell, respectively, along the [001] and [100] direction. Data and Gaussian ﬁts are plotted




A natural single crystal of magnetite of 1.7 g mass was purchased from Surface Preparation
Laboratory (SPL), Zaandam, Netherlands. Based on resistance characterization, our sample
shows a discontinuous transition, at the Verwey temperature, TV = 116 K (see Fig. 5.1(a)). INS
measurements were performed at the thermal triple-axis neutron spectrometer EIGER, located
at the Swiss Spallation Neutron Source (SINQ), Paul Scherrer Institute (PSI), Switzerland [89].
Our sample is comprised of a cylinder with 12 mm length, 6 mm diameter and axis parallel
to the [111] direction. In our ﬁrst set of experiments, discussed in Section 5.2 and focused
on both phases, to prevent crystal microtwinning in the monoclinic phase, the sample was
inserted into an aluminum ring. With decreasing temperature, aluminum contracts more than
magnetite, and thus generates a biaxial compression perpendicular to the [111] direction. The
combination of mechanical stress and a 1.1 T ﬁeld in the [001] direction, applied upon cooling
across the critical region, favors in energy one out of the 12 possible twin domains [133].
Figure 5.1(c) displays our experimental geometry. The crystal was aligned with the [100]
and [001] directions in the horizontal scattering plane, and installed into a horizontal-ﬁeld
cryomagnet.
In our second set of experiments, discussed in Section 5.3 and focused on the cubic phase
alone, no ﬁeld was applied. To avoid possible damage, our sample was not removed from the
aluminum ring. Again, INS measurements were carried out in the [010] zone. Our sample was
installed into a standard orange cryostat.
Hereafter, for simplicity, the reﬂections will be indexed according to the cubic scheme, Q =
2π
a (hi +k j + lk) ≡ (h,k, l ) (where a is the lattice parameter in the cubic phase), in spite of
the monoclinic symmetry below TV . The critical temperature of the structural transition
was determined with higher accuracy in our second set of experiments, by measuring the
elastic intensity at (3.5,0,4), a superlattice reﬂection of the monoclinic phase, which originates
from the doubling of the unit cell in the [100] direction (see Fig. 5.1(b)). Based on the above
characterization, both critical temperatures for the electronic and structural transition are
equal to 116 K. The temperature range for phase coexistence extends from 114 to 118 K.
Figure 5.1(d) illustrates the experimental veriﬁcation of the effectiveness of our detwinning
procedure. Namely, the elastic intensities at (4,0,0.5) and (4.5,0,0) below TV were compared
to rule out any meaningful contribution from twin domains with c axis perpendicular to
the ﬁeld direction, under the assumption of equivalent [100] and [010] directions (being an
out-of-plane reﬂection, (4,0.5,0) was not accessed).
In our ﬁrst set of experiments, inelastic scans were performed in the (4,0,0) and (0,0,4)
Brillouin zones. The ﬁnal neutron wave vector was ﬁxed at kf = 2.662 Å
−1. The intensity
at the detector was normalized against the ﬂux on a low efﬁciency monitor between the
monochromator and the sample. TA phonons were measured along the [001] direction near
TV and at our 2 K base temperature. The TA dispersion was also measured along the [100]
direction at 2 K. Measurements of the temperature dependences of the phonon modes of Δ5
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and X3 symmetry at the lowest energies were performed across TV , respectively, at the Δ point
(4,0,−0.5) and the X point (4,0,−1). For simplicity, in the following they will be referred to,
respectively, as the Δ5 mode and the X3 mode.
In our second set of experiments, in the same experimental conﬁguration, inelastic scans
were performed at different temperatures, across zero energy. The presence of the (1,1,1)
and (2,0,0) diffraction rings of aluminum prevented measurements of the elastic peak in
the (4,0,0) and (0,0,4) Brillouin zones. Therefore, in contrast to our ﬁrst set of experiments,
inelastic scans were performed at (3.5,0,4). Elastic scans were also performed at different





































































Figure 5.2 – (a) Color-coded map of scattering intensity along the [001] direction around
the (4,0,0) reﬂection at our 2 K base temperature. Our ﬁt to the dispersion curve of the TA
phonons is plotted with a continuous line. Extrapolations are represented by a dashed line.
(b) Inelastic spectra at the X point below (101–115 K) and above TV (119–131 K). Error bars are
displayed only for representative points. Total ﬁt curves are represented by solid lines, for data
in the (red) high- and (blue) low-temperature phase. Single Gaussian peaks are plotted with
dashed lines and labeled according to the symmetry assignment of Ref. [26].
Below TV (101–115 K) Above TV (119–131 K)
Mode Energy / meV FWHM / meV Energy / meV FWHM / meV
X4 14.3±0.9 5.6±1.6 14.4±1.3 6.3±2.0
X3 17.4±0.2 2.1±0.6 17.3±0.2 2.1±0.6
X2 20.6±1.8 4.8±3.9 20.3±2.5 5.1±4.3
Δ5 8.6±0.1 2.0±0.1 8.3±0.1 2.4±0.1
Table 5.1 – Values of parameters from ﬁts to the data at the X point (X4, X3 and X2 modes)
and the Δ point (Δ5 mode), respectively.
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5.2 Lattice Dynamical Anomaly of the Order Parameters
5.2.1 Results
Figure 5.2(a) exempliﬁes a complete set of our data. The dominant contribution frommagnetic
scattering visible at low wave vectors prevented us from measuring any phonon peak at points
in reciprocal space closer than 0.3 reciprocal lattice units (r.l.u.) to the center of the Brillouin
zone. To provide accurate estimates of the phonon energies and linewidths, the inelastic
spectra were ﬁt by functions comprised of multiple Gaussian peaks, after subtraction of a
linear background contribution.
First, we address the lattice vibrational effects at the boundary of the Brillouin zone in the
[001] direction, labeled as the X point. The energy range below 24 meV contains the X3 mode,
which belongs to the lowest-lying transverse optical (TO) branch. Recently, the X3 mode was
proposed as a primary OP of the structural transition [25,26]. Moreover, it was suggested to
play a leading role in the electronic transition. Indeed, according to the theoretical predictions,
in the presence of strong onsite interactions, the atomic displacements of X3 symmetry are
interrelated with orbital order and small differences in the charge states of the B-type Fe ions,
with distribution similar to the Verwey model. Together, they sufﬁce to determine the change
of state from conductive to insulating.
To improve statistics, the data at the X point were averaged in two different temperature
ranges, above and below the transition temperature. Figure 5.2(b) and table 5.1 summarize
the comparison between the resulting spectra.
Our data elucidate that the Verwey transition does not cause any discontinuity in the charac-
teristics of the X3 mode. Namely, neither the linewidth nor the energy of the X3 mode changes
between 101 and 131 K, within respectively 0.6 and 0.2 meV uncertainty. Therefore, we rule
out the possible softening of the X3 mode. The linewidth of the X3 mode remains close to
the 1.9 meV instrumental resolution all across the critical region. This is at odds with recent
observations of anharmonic effects on different phonon modes between room temperature
and TV [71]. More remarkably, the absence of any noticeable modiﬁcation in the linewidth
and energy of the X3 mode is in contrast with the ﬁrst-principle calculations discussed in the
foregoing.
The lowest-energy feature in Fig. 5.2(b) is identiﬁed with the TA mode of X4 symmetry. For
simplicity, in the following it will be referred to as the X4 mode. Our data conﬁrm previous
observations on the anomalous linewidth of the X4 mode in the cubic phase [71]. In addition,
they provide information on how the characteristics of the X4 mode change across the Verwey
transition. In particular, they show that the atypical linewidth of the X4 mode persists in the
monoclinic phase.
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Figure 5.3 – (a) Inelastic spectra averaged over different temperature ranges across the Verwey
transition. Data are offset by 150 counts / 105 monitor for clarity. Constant levels of background
intensity are subtracted and horizontal lines are drawn to accentuate the onset of critical
scattering above TV . Fitting functions comprised of symmetric and asymmetric Gaussian
peaks are plotted with continuous lines. (b) Energy and (c) linewidth of the Δ5 mode as a
function of temperature across the Verwey transition. Left and right horizontal arrows are
associated with data points at 2 and 293 K, respectively. The hatched area represents the
instrumental resolution. Inset: integrated area of linear background in the same temperature
range, between 2 and 14 meV. Continuous lines are a piecewise linear ﬁt to the data, where
the ﬁt parameters are the slope and the temperature limits for the high- and low-temperature
phase. A vertical dashed line denotes TV .
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Figure 5.4 – Inelastic spectra along the (a) [001] and (b) [100] direction at 2 K, respectively, in
the (4,0,0) and (0,0,4) Brillouin zones. Data are offset by 275 counts / 105 monitor for clarity.
Total ﬁt curves are represented by solid lines.




















































Figure 5.5 – (Squares) Energy and (triangles) FWHM dispersion of the TA phonons (a) along
the [001] and [100] direction at 2 K, and (b) along the [001] direction above (130 K) and below
TV (110 K), and at 2 K. Third-order polynomial ﬁts to the data are plotted with lines. The
hatched areas represent the instrumental resolution. (c) Reduced vibrational density of states,
dq/dE ∝ g (E )/E2, in the low-energy range, as calculated from the ﬁts to the data in panel (b).
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The highest-energy feature in Fig. 5.2(b) is assigned to the second TO mode at the X point,
labeled as the X2 mode. Considerations analogous to the above for the X4 mode hold true for
the X2 mode. However, let us note that the quantitative reliability of any possible analysis on
the X2 mode is questioned by the absence of a well-deﬁned peak.
Next, as illustrated in Fig. 5.3, we measured the structural dynamics at (4,0,−0.5), in the energy
range which contains the Δ5 mode. Since the earliest lattice dynamical studies of the Verwey
transition, the Δ5 mode has been regarded to as the most probable candidate for phonon
softening [24]. More recently, the Δ5 mode was proposed as a primary OP of the structural
transition [25, 26]. In the monoclinic phase, the atomic displacements of Δ5 symmetry are
strongly coupled with the phase modulation of the extra electrons on the B-type Fe sites with
identical periodicity [7].
Figure 5.3(a) shows inelastic spectra at (4,0,−0.5), averaged in different temperature ranges in
both phases, to improve the signal-to-noise ratio. To emphasize the possible contribution of
critical scattering to the intensity at low energy in the cubic phase, the incoherent background
estimated from the data at 110 K was subtracted from all the spectra.
Figures 5.3(b,c) show the temperature dependence of the energy and linewidth of the Δ5
mode across the critical region. Table 5.1 summarizes the average values of the parameters
of all modes being measured near the transition temperature in the two different phases. In
contrast to the X3 mode, the Δ5 mode shows abrupt energy renomalization and linewidth
decrease in the critical region. Our data do not contain any evidence of softening of the Δ5
mode. On the contrary, with decreasing temperature from 150 K to TV , the Δ5 mode hardens
at a high rate, dE/dT =−9.2×10−3 meV/K, which is anomalous compared to the four times
lower rate below TV . The difference in mode energy between 150 and 293 K further suggests
that the slope of the energy change as a function of temperature increases considerably below
150 K. In contrast, the linewidth of the Δ5 mode slightly decreases from 150 K to TV . The
smaller linewidth at 293 K compared to that at 150 K is consistent with previous observations
of atypical broadening on cooling starting from room temperature [71].
Between 2 and 14 meV, background intensity builds up on warming, with a steplike change
at the transition temperature (see inset in Fig. 5.3(b)). As illustrated in Fig. 5.3(a), a minor
lineshape distortion of the Δ5 mode also develops discontinuously across the critical region.
The increase of the scattering intensity at energies intermediate between the central peak and
the Δ5 mode, and the onset of the lineshape asymmetry of the Δ5 mode are both signatures of
the critical dynamics of lattice vibrations coupled with ﬂuctuations [55] (see Section 5.3).
Finally, we studied the dispersion curves of the TA modes at 2 K, in the [001] and [100]
directions, which become inequivalent upon symmetry breaking in the monoclinic phase,
and the effect of the Verwey transition on the energies and linewidths of the TA modes. Figure
5.4 shows data and ﬁtting functions at 2 K. Figures 5.5(a,b) display the dispersion curves of
the TA modes in the [001] and [100] directions at 2 K, and in the [001] direction at different
temperatures across the Verwey transition. The linewidth of the TA modes is largest at the X
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point. A relative maximum is located at the incommensurate wave vectors qz=0.6–0.7 r.l.u.. In
the monoclinic phase, the linewidths of the TA modes at the same points in reciprocal space
approach the instrumental resolution, in contrast to the linewidth of the X4 mode, which
remains abnormal. Remarkably, the Verwey transition is accompanied by an overall hardening
of the TA modes. As noticeable in Figs. 5.4 and 5.5(a), in the monoclinic phase the dispersion
curve of the TA modes along the [100] direction is slightly harder compared to that in the [001]
direction.
5.2.2 Discussion and Conclusions
According to x-ray nuclear inelastic scattering experiments, upon the onset of charge and
orbital order in the monoclinic phase, the vibrational density of states below 12 meV shows
an abrupt modiﬁcation, which is suggestive of lattice stiffening [3,116]. However, due to the
uncertainty in the subtraction of the elastic peak, it was not possible to draw any reliable
conclusion.
Here, we provide more solid evidence of lattice stiffening. Indeed, as clearly visible in Fig.
5.5(b), the TA modes show a sudden hardening by 0.3–0.6 meV across the critical region. To
demonstrate qualitative agreement with Refs. [3, 116], in Fig. 5.5(c) we plotted the inverse
slope of our dispersion curves, dq/dE, proportional to the contribution of the TA modes to the
vibrational density of states normalized to the squared energy, g (E )/E2, under the simplifying
assumption of isotropy.
It is also interesting to note that at 2 K the dispersion curve of the TA modes with polarization
along [001] is slightly harder than that for displacement vector aligned to [100] (see Figs. 5.4
and 5.5(a)). According to naive symmetry considerations, the isotropy of the dispersion curves
along 〈100〉 in the cubic phase is lost below the transition temperature. Furthermore, the sign
of the energy difference provides nontrivial information on the physical effects that break the
symmetry. In particular, there is a relation between our observations and charge order in the
monoclinic phase. This is comprised of small, but nonnegligible modulations of the average
charge density along [001]. Therefore, the force constants are larger between atomic planes
perpendicular to [001], compared to along the directions that lie within the same atomic
planes.
Since the Verwey transition is not strongly ﬁrst order, but close to continuous, the primary
OP is expected to show enhanced susceptibility near the transition temperature, along with
either softening or slowing down, depending on whether the dynamics of the critical modes is
propagating or diffusive. If the critical modes consist of ﬂuctuations, diffusive in nature, with
correlation time longer than the lattice vibration periods, then the dynamics of the critical
modes and the phonon modes are independent, and thus phonon softening does not occur.
Let us note that the above scenario does not imply that the modes themselves are decoupled.
Simply, in the presence of linear coupling between them, but independent dynamics, the
change of the primary OP from zero to ﬁnite value causes a discontinuous displacement in
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the equilibrium positions of the ions, yet without any direct consequence on the phonon
frequency. Clearly, additional anharmonic effects, such as a cubic term in the interionic
potential, can determine a renormalization of the phonon frequency, but only as an indirect
consequence of the new equilibrium positions of the ions.
Without any assumption on the dynamics, the most legitimate candidates for phonon soften-
ing in magnetite are the modes proposed as OPs of the structural transition, yet with particular
reference to the approximate symmetry P2/c for the monoclinic phase [25,26]. In particular,
the modes of X3 and Δ5 symmetry were suggested as primary OPs. Among the structural
distortions regarded to as secondary OPs, the modes of X1 symmetry are also associated with
important atomic displacements. Our data show that near the transition temperature neither
of the lowest-lying modes of X3 and Δ5 symmetry softens (see Figs. 5.2(b) and 5.3(b)), and the
TA branch does not present any Kohn anomaly along [001] at wave vectors qz ≥ 0.3 r.l.u. (see
Fig. 5.5(b)). On the contrary, the Δ5 mode hardens signiﬁcantly in the pretransition region
(see Fig. 5.3(b)).
The most natural explanation for the absence of phonon softening in our observations is that
the cubic phase is unstable against critical modes of diffusive nature, with slow dynamics,
rather than phonon modes. As discussed above, this does not rule out strong linear coupling of
the critical modes to the lattice vibrations, but only the mutual dependence of their dynamics.
Indeed, the anharmonic effects observed on different phonon modes suggest that strong
interactions are present and may be the main driving forces for the transformation process.
Moreover, as pointed out by recent reﬁnements of the crystal structure below TV [27,119], a
large set of frozen modes needs to be accounted for to describe the atomic displacements
from the parent to the distorted phase. Accordingly, the notion itself of phonon condensation
loses relevance in the mechanism of the Verwey transition, in favor of a process dominated by
local distortions.
The general picture of our results is consistent with the interpretation of the precursor effects
of the Verwey transition in terms of critical ﬂuctuations coupled to phonon modes. Broader
linewidths in the inelastic spectra and thus larger coupling constants occur at qz=0.6–0.7 and
1 r.l.u. (see Figs. 5.2(b) and 5.5(b)), in correspondence of local maxima in the intensity of
diffuse scattering. A careful examination of the data in Fig. 5.5(b) reveals that larger energy
changes take place at TV at the same qz=0.6–0.7 r.l.u.. Below TV , linewidths closer to the
instrumental resolution are restored at qz = 1 r.l.u. (see Figs. 5.3(a,c) and 5.5(b)). Analogous
incommensurate-commensurate transitions are common in charge-ordered systems [134].
The characteristics of the critical ﬂuctuations, such as density, temperature and interactions
of the ﬂuctuation quasiparticles, are in mutual competition and cause intrinsic instabilities at
wave vectors independent of the periodicity of the lattice potential. In the pretransition region,
far enough from the transition temperature, the amplitude of the critical ﬂuctuations is small.
As a result, an incommensurate modulation of the charge density prevails over the effects of
the lattice potential. These are comprised of coupling terms of third order between structural
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and electronic variables. In the regime of robust polaron order in the monoclinic phase, the
energy gain from the same terms locks in a commensurate modulation of the charge density.
Electron-phonon interactions at incommensurate wave vectors lose importance, in agreement
with our observations on the TA modes at qz = 1 r.l.u.. A simple analogy to the mechanism
being discussed is the solidiﬁcation of a two-dimensional liquid on a crystal surface. In
the liquid phase, the structure factor of the overlayer consists of broad peaks centered at
incommensurate wave vectors, which originate from local dynamical correlations, inherent
to the characteristics of the overlayer itself. Below the freezing point, they become narrower
and shift to positions commensurate to the underlying lattice, due to substrate-overlayer
interactions [135].
The behavior of the X4 mode is more puzzling. Contrary to the TA modes at incommensurate
wave vectors, it remains anomalously broad below TV (see Figs. 5.2(b) and 5.5(b)). If on
one hand the persistence of anharmonic interactions at commensurate wave vectors below
TV is not surprising, on the other hand anomalously large linewidth is observed also at
room temperature [71], which is suggestive of an intrinsic characteristic of the X4 mode,
independent of the Verwey transition.
To summarize the conclusions of this Section, we observed discontinuous changes of the
phonon modes across the Verwey transition. We interpreted the frequency renormalization
of the lattice vibrations in terms of incipient charge order. Instead, the steplike modiﬁca-
tions in the linewidth of the phonon modes provide evidence of the abrupt suppression of
incommensurate correlations of critical ﬂuctuations. Overall, our observations illustrate that
commensurate and incommensurate interactions play different roles in the mechanism of
the Verwey transition. The absence of softening of the phonon modes, despite the strong
coupling to critical ﬂuctuations, implies independent dynamics. Namely, critical ﬂuctuations
are correlated on long time scales compared to the periods of the lattice vibrations. This is at
the opposite limit with respect to the adiabatic approximation valid for wide-band solids, and
is indicative of a strongly correlated system, with signiﬁcant electron-phonon coupling. In
this Section, we purposely used the generic term critical ﬂuctuations, without specifying the
nature of the instability, which is instead the subject of the next Section.
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5.3 Polaron and Electronic Fluctuations
5.3.1 Pak and Kinase’s Model
Correlations of precursor order are the most probable origin of the manifold effects which
anticipate the Verwey transition in electronic, structural and magnetic degrees of freedom
(see Section 1.4). INS gives access to the mutual interactions and relative time scales of
precursor order and phonons, and thus enables one to gain direct insight into pretransitional
phenomena. In particular, according to past INS studies of magnetite, diffuse scattering in
reciprocal space is associated with intensity contributions around zero energy in the inelastic
spectra, the so-called central peaks, and anomalous broadening of the phonon peaks [66].
To better understand the meaning of the above features, let us observe that, in INS, the
spectral function is the FT of the time autocorrelation of the atomic displacements (see Eq.
2.17). Hence, clearly, the possible sources of central peaks are either propagating excitations,
which have become overdamped, or diffusive excitations. The broad temperature range of
the pretransitional phenomena in magnetite rules out the second possibility. In fact, even in
the presence of phonon softening, typically, soft phonons are overdamped only in a narrow
temperature range, around the transition temperature.
Let us then focus on the second possibility. Phenomenological models were developed to
describe the spectral function in the case of continuous transitions, with diffusive excita-
tions [55, 136]. In the following, to provide a simple theoretical ground, needful for further
considerations, we refer to Pak and Kinase’s model [136]. The basic hypothesis is that phonon
variables, i.e. atomic displacements Qqλ, interact with pseudospin variables σqλ, where q and
λ are respectively the wave vector and the branch index of the mode being considered. The
notion of pseudospin variable was brieﬂy introduced in Section 1.3. This is a ﬁctitious Ising
operator. Depending on the system under consideration, different deﬁnitions are possible
for the pseudospin lattice and the physical meaning of the pseudospin variables. In general,
the two values of the pseudospin variable σiλ correspond to two different conﬁgurations of
atomic displacements and/or charge distributions of λth symmetry, at multiple sites in the i th
cell. For instance, in Yamada’s interpretation of the Verwey transition, these are the different
arrangements of the extra charges among the B-type Fe ions in the primitive cell, of Δ1, Δ4 or




−iq ·ri , to represent ﬂuctuation modes of precursor order.
Intrinsic instabilities in either or both pseudospin and phonon variables are at play in the
transformation processes described by Pak and Kinase’s model. In the case of magnetite,
the incommensurate character and the intensity divergence of diffuse scattering at a virtual
temperature below TV , instead of at TV , point out that the precursor effects are of second
order. Therefore, they are not the direct cause of the discontinuous modiﬁcations in the crystal
structure at TV , but are suitable for the application of Pak and Kinase’s model.
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In the following, we provide the main results of Pak and Kinase’s model. The derivation of
the spectral function starts from the below equations of motion of two coupled phonon and
pseudospin variables. For simplicity, we drop both the wave vector q and the branch index λ.
We deﬁne ω0 and γQ respectively the frequency and damping constant of the phonon mode.
γσ is the pseudospin relaxation rate and g is the pseudospin-phonon coupling constant.{
Q¨+γQ Q˙+ω20Q = gσ+E
σ˙+γσσ= gQ
(5.1)
The external ﬁeld E is introduced for the below computation of the spectral function, from
the imaginary part of the dynamic susceptibility, χQQ (ω) = Q(ω)/E(ω), according to the
ﬂuctuation-dissipation theorem. 1+n(ω)= [1−exp(−ω/kBT )]−1 is the Bose-Einstein thermal
factor. ω˜20 and γ˜ are respectively a squared renormalized frequency and a frequency-dependent
damping coefﬁcient, deﬁned in Eqs. 5.3 and 5.4.













Shapiro et al. ﬁt the spectral response at (4,−0.2,−0.2) and (4,0,3.25), at 125 and 150 K, with
Yamada’s model function, which is equivalent to Eq. 5.2, but with γQ = 0, i.e. negligible
phonon damping [55, 66]. Their results, combined with our failure to observe any phonon
softening (see Section 5.2), suggest that intrinsic instabilities of the pseudospin variables, with
slow dynamics compared to the phonon variables, represent the initial driving forces for the
transition process. The cooperative ordering of the pseudospins translates into the critical
slowing down of the pseudospin relaxation rate, γσ = γσ0kB (T −T0), where γσ0 is a constant
and T0 is the pseudospin ordering temperature in the absence of couping with phonons. Let
us also replace in Eq. 5.3 the critical temperature of the pseudospin-phonon coupled system,










Spectroscopic signatures of local dynamic order are not restricted to INS. In Chapters 3 and
4, we discussed how macroscopic order across structural transitions causes the emergence
of new phonons in the spectral response from inelastic scattering of light, upon folding from
ﬁnite wave vectors to the center of the Brillouin zone in the ordered phase. We also argued
that, close enough to the transition temperature, precursor order mediates Raman scattering
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Figure 5.6 – Wave-vector and temperature dependence of elastic scattering intensity across
the Verwey transition. Elastic scattering intensity as a function of wave vector along the lines
(a) from Qh = 2.3 to Qh = 3.7, and (b) from Ql = 3.56 to Ql = 4.28, in the orthogonal directions
Ql = 4 and Qh = 3.66, (red and black colors) at different temperatures above TV and (blue
color) at 105 K < TV . Error bars lie within data points. Lines are guides to the eye. Blue arrows
denote the onset of the superlattice reﬂections of the monoclinic phase. (c) Temperature
dependence of the inverse intensity of diffuse scattering corrected for the thermal factor. Solid
lines are linear ﬁts to the data, in different critical regimes, respectively, (black color) between
TV and 129 K, and (red color) above 129 K. A red dashed line indicates the virtual instability of
the critical regime above 129 K. A vertical dashed line denotes TV .
from the same phonons in the disordered phase. With reference to the Verwey transition in
magnetite, we showed that ﬂuctuation modes of precursor order at the Δ and X points in
reciprocal space assist the excitation of phonons of opposite wave vectors in the cubic phase.
Our observations from light probes, and the occurrence of central peaks and anomalously
broad phonon peaks in INS, raise the important question of what is the physical origin of the
relaxational response, which so far we addressed only from an empirical point of view. In the
following, to better understand the characteristics of the critical ﬂuctuations, we discuss the
diffusive modes at the Δ point, with focus on how they couple to the phonon modes in the
cubic phase. Our data from light and neutron probes are combined together to gain a more
complete understanding. The reason for the choice of the Δ point is twofold. A symmetry
analysis based on group theory identiﬁed the Δ5 mode as a primary OP for the structural
transition [25, 26]. Indeed, even according to the most recent structural reﬁnements, the
atomic displacements from the parent to the distorted phase along the eigenvectors of Δ5
symmetry are the largest in amplitude [27,28]. Moreover, our data from light probes contain
information restricted to the Δ and the X points. Therefore, comparison is only possible for
either wave vector.
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Figure 5.7 – (a) Inelastic spectra at the Δ point (3.5,0,4), at different temperatures above TV , in
the energy range from -1.6 to 14 meV, which contains the elastic peak and the Δ5 mode. For
clarity, error bars are doubled and data points at different temperatures are offset by 5×102
counts / 105 monitor. The estimate of the incoherent peak from the data at 180 K and at
the same point in reciprocal space is subtracted from all the inelastic spectra. Lines in the
125–165 K temperature range are ﬁts to the data according to the model function deﬁned by
Eqs. 5.2, 5.5 and 5.6. The line at 120 K is a guide to the eye. (b) Estimate of the inverse linewidth
of the central peak as a function of temperature from the ﬁt analysis. The line is a guide to
the eye. (c) Temperature dependence of the two poles of the dynamical susceptibility in the
ﬁrst quadrant of the complex plane. The real and imaginary part of the poles correspond
respectively to the energy and linewidth of the central peak and the phonon peak. Red (Black)
color denotes the critical regime above 129 K (between TV and 129 K). The hatched area
represents the instrumental resolution, within which estimates are not reliable.
T /K γσ γQ/meV T0/K Tc/K Γcp/meV Γps/meV τ/ps
165 0.48 0.29 56 94 5.7 1.7 1.4
155 0.41 0.23 56 94 4.1 1.5 2.0
145 0.37 0.11 56 94 3.1 1.4 2.6
135 0.34 0.00 56 94 2.2 1.2 3.7
125 0.28 0.00 60 95 1.5 0.8 5.4
Table 5.2 – Parameter values from ﬁt analysis.
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5.3.2 Results
Figures 5.6(a,b) show the distribution of the elastic scattering intensity in reciprocal space
around the (4,0,4) reﬂection, along the [Qh 04] and the [3.660Ql ] directions, as a function of
temperature. The unchanged features around (3.66,0,4.3) and (2.7,0,4) are artifacts, which
probably originate, respectively, from the (2,2,0) diffraction ring of aluminum and a 〈2,2,4〉
reﬂection of a misaligned crystallite. In the absence of diffuse scattering, in the cubic phase,
far enough from the transition temperature, and in the monoclinic phase, the base intensity
originates from incoherent scattering alone. Indeed, intensity levels are comparable around
(3.2,0,4), at 105 K < TV and 180 K  TV , and thus here regarded to as our reference for
incoherent scattering. Below TV , superlattice reﬂections appear in correspondence of the
blue arrows in Fig. 5.6(a), namely at the half-integer indexes (2.5,0,4) and (3.5,0,4), upon unit
cell doubling, and at the even-odd mixed index (3,0,4), for the breaking of the translational
symmetry along the 〈100〉 directions [66]. Diffuse scattering is responsible for the progressive
buildup of intensity above the background observable in the 125–180 K temperature range.
The narrow feature around (3.66,0,4) in Fig. 5.6(b) points out the streaklike character of
diffuse scattering in the [100] direction at all temperatures. The pronounced intensity of
the E=0 constant-Q scans in the 3.1–3.3 Qh range at 138 and 125 K in Fig. 5.6(a) signals the
incommensurate nature of diffuse scattering in the same temperature range. The bumps
observable around (3,0,4) and (3.5,0,4) at the temperature closest to TV , 120 K = TV + 4 K, are
related to the appearance of newBragg peaks at the samewave vectors in themonoclinic phase
and generally referred to as spotlike scattering, to distinguish them from diffuse scattering.
Figure 5.6(c) shows the temperature dependence of the inverse intensity of critical scattering,
multiplied by the temperature, to account for the occupation number of the diffusive excita-
tions at the origin of critical scattering. Our reference for incoherent scattering is subtracted
from the scattering intensity to single out the contribution from critical scattering alone. A
piecewise ﬁt with linear functions identiﬁes two critical regimes, above 129 K, and between
TV and 129 K, which are denoted with respectively red and black shades in the color coding
of Figs. 5.6(c) and 5.7. The extrapolation of the temperature-to-intensity ratio to zero for the
critical regime above 129 K provides the approximate estimate Tc = 97.7 ± 14.7 K. Instead, in
the critical regime between TV and 129 K, clearly, the scattering intensity diverges at TV .
Figure 5.7(a) shows the temperature dependence of the central peak at the Δ point and the Δ5
mode in the cubic phase. The elastic peak at (3.5,0,4) and 180 K, far enough from the transition
temperature, is here assumed as our reference for the incoherent peak and subtracted from
all the inelastic spectra at lower temperature and the same point in reciprocal space. The
model function deﬁned by Eqs. 5.2, 5.5 and 5.6 is convolved with the resolution function of the
spectrometer and ﬁt to the data. To provide reasonable constraints, a simultaneous ﬁt analysis,
with common values of the ﬁtting parameters T0 and Tc , is carried out for the data set in the
critical regime above 129 K. The following expressions provide approximate estimates of the
linewidths of the central peak, Γcp, and the phonon peak, Γps, corrected for the experimental
resolution.
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Figure 5.8 – (a) Coherent oscillations of the differential reﬂectivity as a function of pump-
probe delay time, averaged between 2.0 and 2.3 eV probe photon energy, and in two different
temperature ranges, below (10–75 K, lower time trace) and above TV (130–140 K, upper time
trace). Data (Fitting functions) are plotted with symbols (lines). Blue (Red) color corresponds
to the Δ2 (X3) mode. Black color is associated with the total ﬁt functions. Vertical arrows
indicate approximate estimates of the coherence time of theΔ2 mode. (b)Ab initio calculations
of the phonon dispersion curves in the cubic phase along the 〈100〉 directions (lines). A vertical
dashed line denotes the Δ point. Symbols and colored labels indicate the modes at the focus
of our INS and pump-probe experiments.
Γcp =






2(T −T0)2γ2Q + (Tc −T0)2ω20. (5.8)
In turn, under the assumption of a single decay channel, the correlation time of the excitation
responsible for the central peak is evaluated according to τ = 2h/Γcp. The model function
does not apply to the data at 120 K, owing to the onset of spotlike scattering. However, the
instrumental resolution provides a lower boundary for τ at 120 K. The ﬁtting functions are
superimposed to the data in Fig. 5.7(a). The ﬁt results, and the approximate estimates of
Γcp, Γps and τ are summarized in table 5.2. τ is plotted against temperature in Fig. 5.7(b).
Figure 5.7(c) shows the energy and linewidth of the central peak and the phonon peak at
different temperatures, in analogy to Fig. 1(a) of Ref. [136], to emphasize the agreement with
the case of pseudospin ordering, with slow pseudospin relaxation and meaningful pseudospin-
phonon coupling. Pak and Kinase computed the above quantities respectively as the real and
imaginary part of the poles of the dynamical susceptibility.
To compare data from neutron and light probes, let us summarize the results discussed in
Chapter 4. Two oscillations of the optical functions were observed upon impulsive photoex-
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citation, and assigned to the monoclinic counterparts of the X3 mode and the TO mode of
Δ2 symmetry, hereafter simply labeled as the Δ2 mode. The coherent response, averaged in
two different temperature ranges to improve the signal-to-noise ratio, is shown in Fig. 5.8(a).
The ﬁt components corresponding to each oscillation are also plotted. All the modes under
discussion are shown in Fig. 5.8(b). In the 10–75 K temperature range, the modes are at the
center of the Brillouin zone and the photoexcitation mechanism is TSRS of the ﬁrst order (see
Fig. 5.8(a), lower time trace) [85,87]. Instead, in the 130–140 K temperature range, the modes
are at ﬁnite wave vectors, but still observable for the occurrence of second-order Raman
processes, assisted by ﬂuctuation modes of precursor order at opposite wave vectors (see Fig.
5.8(a), upper time trace). Vertical arrows in Fig. 5.8(a) indicate approximate estimates of the
coherence time of the oscillation of the Δ2 mode, τm = 460 fs and τc = 240 fs, respectively, in
the monoclinic and cubic phase.
5.3.3 Discussion and Conclusions
To provide a basis to describe the critical dynamics of the Verwey transition, and thus interpret
our complete set of observations, let us consider the expansion of the free energy density to
the fourth order over power series of phonon and pseudospin variables of any possible wave
































Qq3λδq1+q2+q3+G +·· · (5.9)
where · · · indicate positive terms of the fourth order. The translational symmetry of the
Hamiltonian reﬂects into the free energy density and requires that q1+q2+q3 is equal to a
reciprocal lattice vector G .
Far enough from TV , the amplitude of the critical ﬂuctuations is small. In general, terms of
second order in σ are negligible. However, intrinsic instabilities of the pseudospin variables
cause terms with large generalized susceptibility χσqλ, responsible for precursor effects with
continuous character. The most unstable modes are located at incommensurate wave vectors
around 〈0.75,0,0〉 [65–68]. In the following, let us consider the modes at 〈0.5,0,0〉 and the TA
branch, at the focus of our experiments. For simplicity, we drop the wave vector q and branch
index λ, and we treat Q and σ as real variables. Accordingly, the explicit expression of the
nonnegligible terms in the small-amplitude regime is
F (Q,σ)=ω20Q2+γσ0kB (T −T0)σ2+2gQσ+βQ4+γσ4 (5.10)
where β and γ are positive constants. The phenomenological model introduced in Subsection
5.3.1 refers to the above equation. The critical temperature of the pseudospin-phonon coupled
system Tc = T0+ g 2/kBγσ0ω20 is derived from the stability condition ω20γσ0kB (T −T0)− g 2 > 0
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for the Q = σ = 0 value of the OP in the cubic phase. Due to the ﬁnite resolution of the
spectrometer, in fact the measured intensity of diffuse scattering is the integrated intensity
around zero energy. Its approximate expression is given by the product between the ω→ 0
limit of φQQ (ω) (see Eqs. 5.2, 5.5 and 5.6) and Γcp (see Eq. 5.7) for γQ = 0. As a result, in the
small-amplitude regime, the temperature-to-intensity ratio scales with temperature according
to T −Tc . Indeed, it is possible to ﬁt the data in Fig. 5.6(c) with a linear function, in the
135–180 K temperature range, which is thus identiﬁed with the small-amplitude regime. The
ﬁtting function extrapolates to zero temperature-to-intensity ratio at Tc < TV . Tc represents
the critical temperature of the potential transition that would occur if higher-order coupling
between pseudospin and phonon variables was absent.
Fluctuations of signiﬁcant amplitude develop near TV . As a consequence, linear-quadratic Q-
σ coupling is not negligible anymore. On the contrary, it grows into the dominant terms, which
govern the discontinuous modiﬁcations at TV . In particular, according to the explanation ﬁrst
advanced by Iizumi with reference to the structural degree of freedom [137], the third-order
terms prevail over the energy gain from the onset of incommensurate ﬂuctuations, and they
eventually lock in the monoclinic phase.
In the critical regime between TV and 129 K, the data in Fig. 5.6(c) lie on a straight line, which
crosses zero at TV . This resembles the characteristic divergence of the susceptibility in a
continuous transition. In principle, different interpretations of the onset of spotlike scattering
can be proposed. For instance, it is possible to argue that, in contrast to diffuse scattering,
spotlike scattering is observable only over a narrow temperature range above TV , which is
consistent with the typical temperature dependences of overdamped excitations in phase
transitions. However, we provided conclusive evidence that the Δ5 mode does not soften (see
Figs. 5.3 and 5.7). In fact, our general interpretation of the Verwey transition rules out the
occurrence of phonon softening altogether (see Subsection 5.2.2). Moreover, overdamped
excitations are supposed to show a noticeable change in intensity proﬁle as a function of
temperature, with progressive transfer of spectral weight from ﬁnite to zero energy. This is
clearly incompatible with the characteristics of the central peak of spotlike scattering in our
observations, centered at zero energy and within the instrumental resolution (see Fig. 5.7(a)).
It is also arguable whether critical scattering in general is essential to the mechanism of
the Verwey transition or a consequence of the impurity content in natural single crystals of
magnetite such as our sample. In this regard, let us note that spotlike scattering was not always
observed, in contrast to diffuse scattering, which was reported also in systematic studies on
synthetic samples with controlled stoichiometry [65–70,138].
Let us now discuss the comparison between data from neutron and light probes. In Subsection
3.2.4, we showed that in the cubic phase the time dependence of the correlation between the
ﬂuctuations of the ordering ﬁeld and the atomic displacements upon impulsive photoexci-
tation, 〈ρqQ−q 〉, modulates the optical response, through its dependence on the dielectric
susceptibility χ (see Eq. 3.10). We also showed that, in turn, the time dependence of 〈ρqQ−q 〉
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can be computed via the Kubo formula, in the response regime linear in ﬂuence, under the
assumption of a classical ordering ﬁeld (see Eq. 3.9). We now introduce the additional hypoth-
esis of a relaxational response of the critical ﬂuctuations, with a single relaxation time τρq ,
such that the autocorrelation of ﬂuctuations of the ordering ﬁeld can be expressed as
〈ρq (t )ρ−q (t ′)〉 = 〈ρqρ−q 〉e−(t−t
′)/τρq . (5.11)
Let us note that the equal-time autocorrelation 〈ρqρ−q 〉 is a constant because correlation
functions are stationary. The time dependences of the correlations that govern the coherent
response, respectively in the cubic and monoclinic phase, can thus be written as the below
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′), for T < TV . (5.13)
Different effective forces gq and g0 act in the excitation processes of FASRS and TSRS, respec-
tively, in the cubic and monoclinic phase, deﬁned according to Eqs. 3.8 and 2.9. In the cubic
phase, the coherence time of each oscillation, labeled as τq , is determined by the competition
of two different processes, namely, the loss of phase memory of the coherent phonon and
the correlation decay of the critical ﬂuctuations. To a ﬁrst approximation, let us assume that
for equal ﬂuence the effects of oscillation dephasing are the same in the temperature range
from 10 to 140 K, and thus the faster damping in the cubic phase compared to the monoclinic
phase is only due to the assistance of critical ﬂuctuations in the excitation process. Indeed, the
duration of each oscillation does not change noticeably throughout the monoclinic phase (see
Fig. 3.4). Under the above simplifying assumption, the coherence time of each oscillation in
the monoclinic phase constitutes an approximate estimate of the phenomenological phonon









Hereafter, let us refer to the Δ2 mode and the ordering ﬁeld mode at the Δ point, which
are coupled to each other by the impulsive photoexcitation (the wave vector q is dropped).




)−1 ≈ 0.5 ps.
The condensation of atomic displacements of Δ5 symmetry in the monoclinic phase provides
the most important contribution to the intensity of the superlattice reﬂections at the Δ point,
with particular reference to the (4,0,4) Brillouin zone, at focus in our INS experiments [24]
(the dynamical factor of the Δ5 mode at the (8,0,0.5) and (8,0,3.5) reﬂections is even larger,
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however, neither of them was accessible). Therefore, the symmetry of the ﬂuctuation mode
that gives rise to the central peak at theΔ point must beΔ5. Our observation of strong coupling
between the central peak at the Δ point itself and the Δ5 mode is a further conﬁrmation.
Indeed, in order for the Hamiltonian to be totally symmetric, in each term of bilinear coupling,
the symmetry of the ﬂuctuation mode needs to be the same as that of the phonon mode (see
Eq. 5.9). For the same reason, the symmetry of the ﬂuctuation mode being considered in our
pump-probe experiments must be Δ2.
Strictly speaking, being of different symmetry, the ﬂuctuation modes measured with neutron
and light probes are different modes, even if they are degenerate at the Δ point. Therefore, it
is not surprising that their correlation times are different. However, let us point out that, in
the same temperature range around 135 K, the ratio between the 3.7 and 0.5 ps correlation
times measured with respectively neutron and light probes is close to one order of magni-
tude. Clearly, symmetry differences for equal wave vectors are not enough to explain large
inconsistencies between time scales.
The conclusions that it is possible to draw from our comparison are consistent with those of
Chapter 4. If structural order is coupled to charge and orbital order by means of a meaningful
pseudospin-phonon coupling constant, then the large inertia of the ions slows down the
modiﬁcations of the charge and orbital conﬁgurations, consequent to intrinsic instabilities
(see Eq. 5.1). The collective dynamics is thus better described in terms of correlations within
a liquid of polarons, wherein all degrees of freedom of structural, charge and orbital order
ﬂuctuate together. The typical time scales of critical modes of polaronic nature with large
effective mass are on the order of picoseconds. This is in agreement with our approximate
estimates of the correlation times from neutron probes.
In sharp contrast, light probes, whether they be pump-probe or spontaneous Raman scattering
experiments, provide evidence of faster correlations, over time scales on the order of hundreds
of femtoseconds. Since both techniques based on light-matter interaction are directly sensitive
to the electronic degree of freedom, this suggests that they are simply probing electronic
modes, which either are not dressed by phonons altogether, or are coupled to structural
modes only through weak interactions.
Our results point out the need to better understand the role of charge and orbital order, and
how it relates to structural order, in the Verwey transition. A possible scenario is that the po-
larons are in fact characterized by an internal structure. Namely, in a pictorial representation,
the strong interactions between electrons and dynamic atomic displacements give rise to
the core of the polaron. Instead, electronic modes constitute its external shell. The coupling
between the two components of the polaron is weak. Therefore, they preserve independent
dynamics. In agreement with the above speculations, based on resonant x-ray diffraction
experiments, it was argued that the temperature dependences of electronic and structural
order around the transition temperature are different [62, 64]. In particular, in contrast to
structural order, which sets in over meaningful lengths only below the transition temperature,
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a signiﬁcant degree of charge and orbital order develops starting from the isotropic point.
Further experimental studies are required. Indeed, both the interpretation of the experimental
data from resonant x-ray diffraction and the microscopic causes of sample-dependent effects
remain ambiguous [62–64]. Furthermore, as suggested at the end of Chapter 4, it is highly
desirable to carry out RIXS experiments with high energy resolution, to directly measure the
correlation time of charge and orbital order.
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6 Spin-Reorientation Transitions in
Magnetite
In this Chapter, we present magnetic data across the spin-reorientation transitions in magnetite,
on the surface of a natural single crystal, oriented along the [110] direction, such that easy,
intermediate and hard axes are all in the plane of the sample.
We intentionally write transitions, in the plural form, because multiple phenomena, mutually
related, but different, take place in the magnetic structure of magnetite. Discontinuous changes
reﬂect the modiﬁcations of the crystal and electronic structure through the Verwey transition.
Precursor effects of the Verwey transition include continuous changes in the magnetocrystalline
anisotropy and magnetostriction constants. As a consequence, a spin-reorientation occurs in a
temperature range of 10 K above the Verwey temperature. Whether it is a unique or multistep
process is not yet clear. Our experiments provide evidence more consistent with the latter case.
In addition, we show that the coercive ﬁeld at the surface is anomalously large, compared
to the data available in literature, referred to the bulk. Remarkably, it increases, instead of
decreasing, on cooling from room temperature to the Verwey temperature. This is in contrast
with previous measurements from bulk-sensitive probes, and the softening of the magnetocrys-
talline anisotropy and magnetostriction constants with decreasing temperature. We propose
possible explanations of our observations, based on micromagnetics. We also discuss the results
of preliminary simulations of the micromagnetic dynamics to gain better insight into the origin
of the magnetic stability at the surface.
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6.1 Introduction
The magnetocrystalline anisotropy of magnetite is intimately related to the Verwey transition,
for different reasons. Of all possible considerations, the most obvious is that the crystal
symmetry is reﬂected in the magnetic structure and, in particular, in the functional form of
the magnetocrystalline anisotropy energy Ea. Clearly, for the cubic symmetry of the high-
temperature phase, Ea is invariant upon inversion and permutation of the mx , my and mz
projections of the normalized magnetization vector m along the crystal axes x ≡ [100], y ≡
[010] and z ≡ [001]. The deﬁnitions of the ﬁrst and second anisotropy constants K1 and K2 are









In the low-temperature phase, the cubic axes become inequivalent. A set of orthorhombic
axes rotated by -45◦ compared to the cubic axes is deﬁned according to a ≡ (x− y), b ≡ (x+ y)
and c ≡ 2z. In addition, for the monoclinic distortion, the c axis is canted from [001] towards
[1¯10] by about 0.2◦. The expression of Ea in the monoclinic phase provided in Eq. 6.2 is more
complex than its counterpart in the cubic phase. The terms in the ma and mb projections of m
along the crystal axes a and b account for the symmetry lowering from cubic to orthorhombic.
Instead, the monoclinic distortion is responsible for the additional contribution of uniaxial
anisotropy about the monoclinic diagonal [1¯01]m (the subscript m refers to the monoclinic
scheme), implied by the term −Kum21¯01.
Ea =Kam2a +Kbm2b +Kaam4a +Kbbm4b +Kabm2am2b −Kum21¯01 (6.2)
At room temperature, K1 is negative. Accordingly, the easy, intermediate and hard axes are
respectively 〈111〉, 〈110〉 and 〈100〉. Throughout the low-temperature phase, in the orthorhom-
bic approximation, all anisotropy constants are positive, with large predominance of Ka [139].
Therefore, the easy, intermediate and hard axes are respectively c, b and a.
Modiﬁcations of the magnetic structure do not occur only at the Verwey transition, upon
symmetry breaking. More subtle effects take place in the cubic phase. In particular, starting
from about 250 K, K1 shows an anomalous increase with decreasing temperature [60, 140].
As illustrated in Fig. 6.1(a), the sign of K1 changes from negative to positive at a sample-
dependent temperature, about 10 K above TV , referred to as the isotropic point. Close to the
isotropic point, the magnitudes of the ﬁrst two terms of Ea become comparable. Depending
on the sign of K2 around the isotropic point, in the simplifying assumption of constant K2, two
different scenarios are possible. Figures 6.1(b,c) exemplify the temperature dependence of the
magnetocrystalline energy in both cases. For negative K2, the sign change of K1 is supposed
to cause a discontinuous rotation of the easy axes from 〈111〉 to 〈100〉, at a temperature lower
than the isotropic point. Instead, for positive K2, two separate, consecutive transitions are














































































Figure 6.1 – (a) Temperature dependence of the ﬁrst anisotropy constant K1 according to
the data of Ref. [59]. The line superimposed to the data points is a guide to the eye. The two
possible scenarios for the second anisotropy constant K2 are also plotted with different lines.
Qualitative illustration of the temperature dependence of the magnetocrystalline anisotropy
energy as a function of the angle from the [001] direction (red) above and (blue) below the
isotropic point in the case of (b) positive and (c) negative K2. Schematic representation of
the experimental geometry and polar plot of the magnetocrystalline anisotropy energy in the
sample surface in the (d) cubic and (e) monoclinic phase. Labels denote the orientations of
the cubic and orthorhombic axes, and the projections of the magnetization. If the sample is
cooled through the Verwey transition with a 310 mT ﬁeld applied along the [001] direction, a
unique c axis is established, but two alternative orientations of the a and b axes are possible,
as shown in blue and green colors in panel (e).
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point, followed by a sudden modiﬁcation of the preferential directions from 〈110〉 to 〈100〉, at
the isotropic point.
To date, the large uncertainty in the availablemeasurements of the temperature dependence of
K2 [139,141–143] leaves open the question whether a unique spin reorientation or a multistep
process takes place above TV . Reference [143] provides evidence of the latter scenario, by
means of observations in real space. However, the (001) orientation of the sample does not
allow any conclusion, since it gives access to the hard and intermediate axes, but not to the
easy axes of the high-temperature phase.
We carried out MOKE experiments across the spin-reorientation transitions, on a sample
analogous to those under study in Chapters 3–5, with TV = 116 K. In contrast to Ref. [143],
our technique only provides space-averaged observations. On the other hand, the surface of
our sample contains all three high-symmetry directions, and in principle our technique gives
access to all three components of the average magnetization in the probed region.
6.2 Experiments
The magnetite sample measured in our experiments was a natural single crystal purchased
from Surface Preparation Laboratory (SPL), Zaandam, Netherlands. The sample was shaped
into a 2 mm thick, 5 mm diameter disk, with axis parallel to the [110] direction, and two 1 mm
deep side grooves parallel to the [11¯0] direction, to clamp the sample to the sample holder. The
top surface of the sample was polished to optical quality. Figures 6.1(d,e) show the orientation
of the sample with respect to the laser incidence plane, and the in-plane contribution of the
magnetocrystalline anisotropy in each phase. The ﬁeld was applied in the [001] direction. m
is decomposed into projections deﬁned according to their orientations with respect to the
incidence plane. Namely, the transverse and longitudinal components, mt and ml , are in the
sample surface, respectively, perpendicular and parallel to the incidence plane. Instead, the
polar component mp is perpendicular to the sample surface.
MOKE experiments were conducted in the temperature range from 80 K to room temperature.
In different sets of experiments, we measured the hysteresis loops of mt and of all three m
components, on cycling the ﬁeld between -310 and 310 mT, in 200 steps per cycle, with 400 ms
acquisition time per step. The hysteresis loops of mt were measured both with and without
ﬁeld cooling in a 310 mT ﬁeld in the [001] direction. The application of a large enough ﬁeld
along one of the degenerate 〈100〉 directions on crossing the Verwey transition favors in energy
the formation of twin domains with c axis aligned to the same direction [133]. A unique
preferential axis is thereby set throughout the sample volume (see Fig. 6.1(e)). Close to, but
below TV , it is also possible to change the preferential axis to a different 〈100〉 direction via
the application of a large enough ﬁeld along the same direction [144]. To measure only mt ,
the transmission axis of the analyzer was set parallel to the polarization direction of light, in p
wave. Measurements of all three m components in the monoclinic phase were only carried
out upon ﬁeld cooling.
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The experimental procedure to measure all three m components is described in the following.
Let us deﬁne θp (θa) the angle between the incidence plane and the polarization direction
of light (the transmission axis of the analyzer). Hysteresis loops were acquired at small,
symmetric angles from extinction ±ε, both in s (θp = 90◦) and p wave (θp = 0◦). Namely, for
θp = 90◦ (θp = 0◦), measurements were carried out at θa = ±ε (θa = 90◦ ± ε). Throughout
our experiments, as a compromise between signal-to-noise ratio and ε accuracy, ε was set
to 10.2◦, based on the relations Is(θa =±10.2◦) = Is(θa = 90◦)/32 and Ip (θa = 90◦ ±10.2◦) =
Ip (θa = 0◦)/32, where Is and Ip denote the reﬂected to incident intensity ratios, respectively,
in s and p wave. To estimate the incident intensities, the intensities after the analyzer, with
transmission axis parallel to the polarization direction of light, were divided by the Fresnel
coefﬁcients, |rss|2 and |rpp|2, respectively, in s and p wave.
The ε dependence of Is and Ip given in Eq. 6.3 is derived based on Fresnel scattering matrix
formalism, under the assumption of negligible terms of the second order in mt , ml and mp .
The real parameters denoted with capital letters depend on the Fresnel coefﬁcients according
to the deﬁnitions given in Eqs. 2.33–2.39. The computation details are provided in Section 2.4.
Approximate estimates of mt , ml and mp were calculated according to Eq. 6.4, starting from
sums and differences of Is and Ip for opposite ε, ΣIp ≡ Ip (θa = 90◦ −ε)+ Ip (θa = 90◦ +ε),



















) · [2(CG−DF )sinεcosε]−1
mp =
(
C ΔIs −F ΔIp
) · [2(CG−DF )sinεcosε]−1
(6.4)
6.3 Results
In our multidomain sample, both the magnitude and the direction of the magnetization
change with ﬁeld. For completeness, Figs. 6.2(a,b) show perspective views of the magnetiza-
tion paths in our experimental geometry. For illustrative purposes, datawithin the temperature
range of the magnetic transitions (130 K) are compared with reference data above (145 K)
and below the spin reorientations (84 K). Above TV , close to the coercive ﬁeld of mt , the total
magnetization takes on the smallest magnitude, concomitant to the largest angle to the sample
surface. Figure 6.2(c) shows the corresponding ratio between the magnitude of the in-plane
component of the magnetization (m2t +m2l )1/2 and the total magnitude of the magnetization
m. At 130 K, a pronounced rotation of the magnetization takes place out of the plane, respon-
sible for a sudden, signiﬁcant decrease in the minimum ratio between (m2t +m2l )1/2 and m.
Apart from that, throughout the temperature range of our measurements, the minimum ratio
between (m2t +m2l )1/2 and m never decreases below 2/3. Therefore, in the following, focus is
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T = 84 K
T = 130 K
T = 145 K
(b)
Figure 6.2 – (a,b) Experimental reconstruction of the magnetization trajectories in three
dimensions, from two different perspectives, with the external ﬁeld varying between -310
and 310 mT, at 84, 130 and 145 K. Vectors represent the magnetization in correspondence
of the minimum ratio between the projection of the magnetization on the sample surface
(m2t +m2l )1/2 and the total magnitude of the magnetization m. Black lines correspond to
the same high-symmetry directions as in Figs. 6.1(d,e). (c) Temperature dependence of the
minimum (m2t +m2l )1/2 to m ratio between 84 K and room temperature.
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Figure 6.3 – Hysteresis loops of the transverse projection of the magnetization at (a) room
temperature, (b) 100 K and (c) between 120 and 140 K. In panel (b), blue and black colors
denote measurements, respectively, with and without 310 mT ﬁeld applied on cooling across
TV . (d) Temperature dependence of the coercive ﬁeld between 84 K and room temperature,
with the same color coding as panel (b) to indicate measurements in the presence or in the
absence of ﬁeld cooling. Colored lines are guides to the eye. A vertical dashed line denotes TV .
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Figure 6.4 – Experimental reconstruction of the magnetization trajectories projected on the
sample surface, on increasing and decreasing ﬁeld between -310 and 310 mT (respectively, in
red and blue colors, in panels (a) and (b)), at (a) room temperature, (b) 84 K and (c,d) between
120 and 145 K. Black diamonds mark the remanent magnetization in the sample surface. The
high-symmetry directions are labeled in panel (a).
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Figure 6.5 – Temperature dependence of (a) ml and (b) mt , respectively, for mt = 0 and ml = 0,
on increasing (m+, red symbols) and decreasing ﬁeld (m−, blue symbols) between -310 and
310 mT. The symmetric component, mS = ∣∣m+−m−∣∣/2, is plotted with black symbols. (c)
Temperature dependence of the ratio between the symmetric components of mt and ml . A
vertical dashed line denotes TV . (d) Schematic representation of the simplest two- or single-
domain conﬁguration, with magnetizations aligned to the easy axes, and zero ml or mt , for
positive or negative K1 and zero K2. Black and green colors denote the magnetization in each
domain and the sum vector, respectively. Easy, intermediate and hard axes are labeled ea, ia
and ha, respectively.
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placed on the magnetization paths in the sample surface.
Figures 6.3(a–c) show the hysteresis loops of the transverse projection of the magnetization
across the spin reorientations. Starting from room temperature, the data display an anoma-
lously large coercivity, above 90 mT, which further increases on cooling down to TV . At the
same time, the hysteresis loops progressively become more squared. As illustrated in Fig.
6.3(b), in the monoclinic phase, different behaviors are observed, depending on whether or
not the temperature is lowered below TV via ﬁeld cooling. Figure 6.3(d) shows the temperature
dependence of the coercive ﬁeld of mt across the spin reorientations, both with and without
ﬁeld cooling. To improve the statistics, measurements of all three m components and mt alone
are combined together. The consistency of the two data sets further conﬁrms the reliability of
our experimental procedure to measure of all three m components. After a plateau without
any meaningful change, the coercive ﬁeld increases from 92 to 105 mT in between 180 and 145
K. Remarkably, nearby the isotropic point, it further grows to 130 mT at a high rate. In contrast,
the onset of the monoclinic phase coincides with a drop in the coercive ﬁeld by one order of
magnitude. No additional modiﬁcation is observed below TV in the presence of ﬁeld cooling.
Instead, in the absence of ﬁeld cooling, rounding effects set in near the critical region.
Figure 6.4 shows the projection of the magnetization trajectories on the sample surface across
the spin reorientations. In particular, Figs. 6.4(c,d) focus on the temperature range preceding
the Verwey transition, between 120 and 145 K. Data points are less dense in correspondence
of large changes of mt between values of opposite sign, around the coercive ﬁeld of mt .
Anomalies are evident both above and below TV . For instance, in the monoclinic phase, on
increasing ﬁeld between 0 and 130 mT, the magnetization moves away from the [001] direction,
although in the presence of ﬁeld cooling it is supposed to become the easy axis (see Fig. 6.4(b)).
For higher ﬁelds, the component aligned to the [001] direction gradually increases, as reﬂected
in the S shape of the hysteresis loop (see Fig. 6.3(b)). The asymmetry of the magnetization
path in the sample surface with respect to the origin also eludes simple explanations. The
uncertainty on the alignment of our sample (some degrees), the presence of imperfections,
such as misaligned crystallites and impurities, and the contribution of the shape anisotropy
from the side grooves perpendicular to the [001] direction are among the most probable causes
for the above anomalies.
Noticeable features in our data are also the increase in the area delimited by the magnetization
projection in the sample surface and the occurrence of two different regimes in the pre-
transition region. Namely, the data between 135 and 145 K are superposable (see Fig. 6.4(c)).
Instead, distortions in the shape of themagnetization path develop between 120 and 130 K (see
Fig. 6.4(d)). The possible relations between the above observations and the spin-reorientation





The ensemble of our results is more consistent with the scenario of a positive K2 and a
multistep process, than that of a negative K2 and a unique spin reorientation. Both the
Verwey temperature and the isotropic point change as function of impurity content and
departure from ideal stoichiometry. According to typical values and a systematic study on
the effects of nonstoichiometry [60], for samples that preserve a Verwey transition of the
ﬁrst order, the difference between the above critical temperatures is about 10 K. The onset
of important anomalies in the temperature dependence of our results, 130 K, is 4 K above
our approximate estimate of the isotropic point, TV +10 K = 126 K. Indeed, at 130 K, the
magnetization path suddenly changes (see Figs. 6.4(c,d)) and, in particular, at the coercive
ﬁeld of mt , the magnetization rotates out of the plane (see Fig. 6.2). The occurrence itself of
effects starting from above the isotropic point, rather than below it, points to the scenario of
two separate, consecutive transitions. Besides, in that case, a magnetization trajectory out of
the plane, with preferential alignment to the [110] direction, would not be surprising, but the
natural consequence of the change of the easy axes from 〈111〉 to 〈110〉, in the ﬁrst step of the
spin reorientation.
In order to proceed tomore quantitative considerations, let us computeml (mt = 0) (mt (ml = 0)),
deﬁned as the longitudinal (transverse) magnetization component in correspondence of zero
transverse (longitudinal) counterpart, both for increasing and decreasing ﬁeld. Let us also
separate the above quantities into symmetric and asymmetric contributions, mSl (m
S
t ) and m
A
l
(mAt ), according to the general deﬁnition m
S,A = ∣∣m+∓m−∣∣/2, where m+ (m−) denotes the
magnetization component under consideration for increasing (decreasing) ﬁeld. ml (mt = 0)
and mt (ml = 0), together with mSl and mSt , are plotted against temperature in Figs. 6.5(a,b).
Figure 6.5(c) shows the temperature dependence of the ratio between mSt and m
S
l .
To rationalize our results, let us consider the simplest possible model, comprised of either
one or two domains, with magnetizations oriented along the easy axes in the sample surface,
such that the total longitudinal or transverse magnetization is equal to zero. Figure 6.5(d)
depicts the different conﬁgurations which correspond to opposite signs of K1. For negative
K1, there are two degenerate easy axes, [11¯1] and [11¯1¯]. The conditions ml = 0 and mt = 0
are satisﬁed in the presence of two domains with magnetizations at respectively 109.5◦ and
70.5◦ angles. Instead, for positive K1, there is a unique easy axis, [001]. Zero longitudinal
(transverse) total magnetization requires the occurrence of a single domain (two domains with
opposite magnetizations) aligned to [001]. At 130 K, mSl suddenly decreases, in the absence
of concomitant changes of mSt , as a result of the magnetization path upon mt reversal, here
interpreted as the ﬁrst stage of the transformation, comprised of a change of the easy axes
from 〈111〉 to 〈110〉. Below 130 K, the spin reorientation progresses towards more and more
favorable 〈100〉 directions. Both mSt and mSl change, with a gradual increase in the mSt to
mSl ratio, which mirrors the increase in the aspect ratio of the magnetization trajectory in
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Sample Hc / mT Technique Ref.
Thin ﬁlms on SrTiO3, BaTiO3 and MgO 39, 31 and 19 MOKE [145]
70 μm grain, synthetic 14 MOKE [146]
2.7, 16.6 and 65 μm grains, natural 13, 7 and 3 Magnetometry [147]
12.5, 35 and 125 μm grains, natural 7.3, 2.6 and 1.7 Magnetometry [148]
230 μm grain, natural 3.2 Magnetometry [149]
1.7 and 1.5 mm single crystals, natural 0.18 and 0.11 Magnetometry [150]
Table 6.1 – Typical values of surface and bulk coercive ﬁeld from respectively MOKE and
magnetometric experiments on samples of different origin and size. All values refer to room
temperature.
the sample surface. Larger mSt to m
S
l ratios are a direct consequence of the crossover from
negative to positive K1 exempliﬁed in our trivial model. Finally, below TV , the removal of
the degeneracy and the sizable increase of the anisotropy constants cause the predominant
orientation of the magnetization in the [001] direction throughout the hysteresis loops.
6.4.2 Anomalous Coercive Field
The penetration depth of light at our 1.6 eV photon energy and 60◦ incidence angle is about
60–80 nm, equivalent to 70–100 unit cells in the cubic phase. Only the surface magnetization
contributes to our measured Hc , which is thus referred to as surface Hc . Table 6.1 summarizes
the dependence of Hc on sample size and origin, and technique sensitivity. It is clear that
our measured Hc is from one to three orders of magnitude larger than the typical values of
the bulk Hc from magnetometric measurements. Indeed, in 1–100 μm sized grains from
crushed and sieved crystals both of natural and synthetic origin, Hc is on the order of 1–10
mT [147–149,151], and in 1 mm sized rocks of natural origin, Hc does not exceed 0.2 mT [150].
In the same measurements, in contrast to our observations, Hc sizably decreases, rather than
increasing, on cooling from room temperature to TV .
Hc values closer to ours, yet a factor 2–4 lower, were measured by MOKE on magnetite ﬁlms,
for instance, in Ref. [145], on SrTiO3, BaTiO3 and MgO substrates. In the same study, Hc ranges
between 19 and 39 mT, and the different values for different substrates were related to the
surface roughness, in turn, regarded to as a consequence of misﬁt strain. An anomalous,
intrinsic property of magnetite ﬁlms, independent of substrate and deposition process, is that
the magnetization does not saturate in ﬁelds as high as 7 T, in contrast to the values of the
anisotropy constants measured for the same ﬁlms [152]. Proposed explanations account for
the formation of antiphase boundaries during the deposition processes [153].
In general, the relation between magnetic stability and nonidealities, along with the tempera-
ture dependence of the micromagnetic conﬁguration in real materials, are puzzling problems,
whose solution requires numerical computations. In the following, to understand the origin
of Hc , let us start from simple considerations on the different contributions to the magnetic
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energy. Shape, magnetocrystalline and magnetoelastic anisotropy all compete to determine
preferential directions of magnetic order. In the presence of high surface to volume ratio,
demagnetization effects dominate the micromagnetic conﬁguration. Instead, in large enough
samples with multiple domains, either or both terms of magnetocrystalline and magnetoelas-
tic anisotropy prevail. In the absence of external forces, magnetoelastic anisotropy arises from
the coupling between the magnetization and the internal stress, namely, slowly- and rapidly-
varying components, respectively referred to as macrostress and microstress. Macrostress
modiﬁes the average value of the effective anisotropy constant on a macroscopic scale. In-
stead, microstress produces local ﬂuctuations in the effective anisotropy which govern the
dynamics on a microscopic scale. The crystal defects able to pin the domain walls are the
most common origin of microstress. The causes for the energy barriers to the propagation of
the domain walls also include the presence of nonmagnetic inclusions and any departure of
the surface morphology from an ideal plane.
Let us take into account the size dependence of the typical values of bulk Hc in table 6.1.
An immediate observation is that bulk Hc decreases with increasing size, a characteristic
behavior of magnetic samples, which goes under the name of Brown’s paradox [154]. In large
enough samples, magnetization reversal progresses via nucleation and motion of domain
walls. The presence of imperfections in real crystal is known to change the local activation
energy for the reversal of the magnetic moments. Depending on their nature, they can either
decrease or increase the ﬁeld required for nucleation and motion of domain walls. In the
former case, they serve as nucleation centers for domain walls, at applied ﬁelds lower than
the nominal anisotropy ﬁeld. Instead, in the latter case, they pin the motion of domain walls,
and thus cause the persistence of reversed domains, even at high applied ﬁelds. Surfaces
are the most natural sources of imperfections which act as potential nucleation centers of
domain walls. Therefore, a general, qualitative explanation of Brown’s paradox is the following.
The larger the surface area of a magnetic sample, the higher the probability that it contains
imperfections which give rise to domain walls at low applied ﬁelds. Note, however, that the
shape of the hysteresis loop depends on the total distribution of imperfections. Characteristics
independent of size, for instance, the degree of surface roughness, might be crucial. More
rigorous considerations on the size dependence of bulk Hc are only possible in systematic
studies on ensembles of magnetic particles with the same characteristics [155].
Hodych ﬁrst proposed that among the different contributions to the magnetic energy dis-
cussed in the previous paragraphs, the magnetoelastic anisotropy due to the internal stress
plays the most important role in the magnetic stability of magnetite [156]. The condition for
the nucleation of domain walls is that the magnetic energy for an external ﬁeld equal to bulk
Hc is stored in the magnetoelastic energy, according to the approximate relation HcMs =λσ.
Here, λ is a suitable magnetostriction constant, given by a linear combination of λ111 and λ100,
andσ is the internal stress. In reasonable agreement with the above equation, the temperature
dependence of bulk Hc reﬂects that of λ/Ms , with particular reference to the softening of λ111
between room temperature and TV .
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The outcome of our and previous MOKE measurements, respectively, on a natural single
crystal and ﬁlms [145], appears to contradict Hodych’s considerations. Surfaces and interfaces
are important sources of crystal defects, and themselves constitute a type of macroscopic
imperfection. However, in contrast to the consequences of internal stress in Hodych’s picture,
surface Hc is larger, instead of smaller, than the nominal anisotropy ﬁeld in magnetite, equal
to 31 mT [154], and it hardens, rather than softening, on cooling from room temperature to
TV .
Different explanations are possible, based on basic notions of micromagnetics. The main
consequence of a continuity solution at the surface is an additional cost of magnetostatic
energy, whenever the local magnetization M is not lined up with the surface itself. The source
of the demagnetizing ﬁeld at the surface or surface density of magnetic charge is equal to M ·n,
with n the surface normal. Clearly, the type of defect needful to rationalize our observations is
supposed to increase the energy barrier for magnetization reversal, and thereby oppose to
nucleation and motion of domain walls. Pits are textbook examples of surface features which
counteract the reversing ﬁeld [154]. The distribution of magnetic charges on the inner walls of
pits generates demagnetizing ﬁelds parallel (antiparallel) to the magnetization (the reversing
ﬁeld). The action of the demagnetizing ﬁelds is localized at the bases of pits, negligible in bulk
measurements, but not for probes sensitive only to the surface, such as MOKE. In analogy
to our considerations, in Ref. [145] it has been proposed a correlation between surface Hc of
magnetite ﬁlms and roughness, which in turn is proportional to the difference between the
lattice constants of magnetite and substrate. The reported values of root mean square (rms)
roughness and surface Hc are respectively in the ranges 0.25–2.5 nm and 20–40 mT. According
to SPL’s speciﬁcations, the rms roughness of the top surface of our sample is about 30 nm,
from one to two orders of magnitude greater than in Ref. [145]. Therefore, our Hc values,
from 2 to 4 times larger compared to Ref. [145], are compatible with a direct proportionality
between surface Hc and roughness. In any case, for more reliable considerations, further
experiments are needful, to measure the dependence of surface Hc on surface morphology
and, in particular, rms roughness after different polishing steps, characterized by means of
microscopy techniques.
6.5 Preliminary Simulations
For a complementary analysis of the possible origin of the anomalous surface Hc , we carried
out preliminary simulations of the micromagnetic dynamics, in the Object Oriented Micro-
magnetic Framework (OOMMF) [157]. We set up models of the cubic phase, with suitable
values of the material parameters, namely, exchange stiffness A = 12×10−12 J/m and satu-
ration magnetization MS = 5×105 A/m. The simulation volume was divided into a grid of
cubic cells. Magnetic force microscopy (MFM) is able to provide experimental estimates of the
domain sizes and the magnetization proﬁles across the walls. In particular, according to MFM
measurements on the (110) surface of a single crystal shaped into a slab of 1 mm thickness,
the surface area per domain is on the order of 103 μm2, and the coarse and ﬁne features of
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Model Bulk Top surface Bottom surface
mx my mx my mx my
6.6(a) 0 0 -0.297 -0.081 -0.330 0.063
6.6(b) 0 0 0.045 -0.007 -0.335 -0.028
6.6(c) 0 0 0.081 -0.009 -0.166 -0.176
6.7(a) 0.001 0 -0.216 -0.006 -0.217 0.007
6.7(b) 0.011 0.002 -0.096 -0.098 -0.097 -0.106
6.7(c) 0 0 -0.185 0.016 -0.247 0
6.7(d) 0.005 0.005 -0.295 -0.065 -0.232 -0.198
6.8(a) 0.009 0 0.027 -0.024 -0.134 0.030
6.8(b) 0.004 0.007 0.073 0.253 -0.233 0.193
Table 6.2 – Remanences integrated over the entire bulk, and the top and bottom layers of the
magnetic body. The values are the ratios to the saturation magnetization. The strong shape
anisotropy forces the magnetization in the plane of the magnetic body, with the consequence












Figure 6.6 – Color-coded maps of the simulated magnetization at the top surface, in the
absence of magnetocrystalline anisotropy, both (a) without and (b,c) with side grooves. Arrows
at the top right corners indicate the ﬁeld direction. Sketches of the simulation geometry and
polar histograms of the magnetization at the top surface are displayed along the margins. The
computation time is speciﬁed for each simulation.
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Figure 6.7 – Color-coded maps of the simulated magnetization at the top surface, in the
presence of magnetocrystalline anisotropy, both (a,b) without and (c,d) with side grooves.
?????




Figure 6.8 – Color-coded maps of the simulated magnetization at the top surface, in the pres-
ence of magnetocrystalline anisotropy and randomly oriented line defects, both (a) without
and (b) with side grooves. Here and in Fig. 6.7, arrows at the top right corners indicate the
direction of the external ﬁeld. Sketches of the simulation geometry and polar histograms of
the magnetization at the top surface are displayed along the margins. The computation time
is speciﬁed for each simulation. The color coding is the same as Fig. 6.6.
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the walls extend over approximate lengths of respectively 3 and 0.2 μm [158]. Based on that,
we chose compromise values for cell and grid size, to reproduce a large enough ensemble
of domains and the essential structure of the walls, in reasonable computation times on the
order of tens of hours. Namely, our simulation geometry consists of a disk of 478 μm diameter
and 50 μm thickness, with cells of 1 μm side and, therefore, a total number of cells of about
9×106.
The ﬁrst purpose of our simulations is to understand under what conditions the remanence
at the top surface is nonzero, and tune them to reproduce the square hysteresis loops in
our observations, i.e. large remanence at the top surface. To compute the remanence in
the shortest possible time, our simulations involved two stages. In the ﬁrst stage, starting
from a random micromagnetic conﬁguration, the external ﬁeld was set to a large value of
320 mT, in the [001] direction. In the second stage, the external ﬁeld was switched off. The
micromagnetic conﬁguration at equilibrium was calculated by the minimization of the total
energy, with the conjugate gradient method available in OOMMF. We set a stop condition of
10 A/m on the maximum |m×He ×m|, where He is the effective ﬁeld, which is given by the
sum of the external, demagnetizing, exchange and anisotropy ﬁelds.
First, we addressed the effect of the shape anisotropy alone (see Fig. 6.6). Then, we studied the
consequences of the magnetocrystalline anisotropy (see Fig. 6.7). In particular, we assumed
cubic symmetry, with axis orientation identical to our experimental geometry, the value of
the ﬁrst anisotropy constant at room temperature, K1 =−1.1×104 J/m3 [59], and zero second
anisotropy constant. Finally, we introduced a random distribution of 20 line defects at the top
surface, with 20 μm length, 1 μm thickness and 20 μm depth, associated with an anomalous
effective anisotropy constant, equal to 500 times K1 (see Fig. 6.8). The number of line defects
was chosen so that, at most, the surface is divided into regions of area comparable to the
domains observed via MFM. In each of the above cases, simulations were repeated in the
presence of side grooves, with the same relative width and depth as in our sample, to better
reproduce the effect of the shape anisotropy, and with external ﬁeld at 10◦ from the [001]
direction. This angle was chosen based on the maximum misalignment possible for a sample
mounted on our sample holder.
The remanences integrated over the entire bulk, and the bottom and top layers of the magnetic
body are summarized in table 6.2. In the absence of magneticrystalline anisotropy (see Fig.
6.6), the bulk remanence is zero. In the presence of magnetocrystalline anisotropy (see Figs.
6.7(a,c)), the bulk remanence is considered negligible, since it does not exceed 1‰ of the
saturation magnetization. If in addition line defects or a ﬁeld component in the [11¯0] direction
are introduced (see Figs. 6.7(b,d) and 6.8), then the bulk remanence is not negligible anymore,
and ranges between 0.7 and 1.1% of the saturation remanence.
In the presence of magnetocrystalline anisotropy, in the simulations without line defects, the
remanences at the top and bottom surfaces are similar, and opposite to the bulk remanence,
regardless of whether or not side grooves are present. The external ﬁeld in the x direction
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favors conﬁgurations with opposite y components and same signs of the x components, and
therefore the formation of 109.5◦ domain walls (see Fig. 6.7). Instead, 70.5◦ domain walls
are present only in two ﬂux closure conﬁgurations within the surface, at opposite positions
with respect to the axis of the disk, and with opposite chirality. At both surfaces, the net
magnetization prefers to orient antiparallel to the external ﬁeld; conversely in the inner
layers. This holds true both for external ﬁeld in the [001] direction and at 10◦ from the [001]
direction. In the latter case, the surface is divided into three main regions of large area. In
the simulations with line defects, the remanences at the top and bottom surface are different.
The conﬁguration at the bottom surface, free from defects, is analogous to the simulations
without line defects. Instead, the sign of the remanence at the top surface, where line defects
are located, is the same as the external ﬁeld.
Overall, our preliminary simulations show that demagnetization effects are responsible for
large remanence at the surface, compared to the bulk, with magnetization oriented such that
the ﬁeld lines close within the magnetic body. If the external ﬁeld is in the [001] direction, then
all easy axes are equivalent, and for the effective formation of ﬂux closure conﬁgurations, the
bulk remanence is negligible. However, the perfect alignment of the external ﬁeld to the crystal
axes is never possible in reality. In addition, surface domains oriented in the direction of the
external ﬁeld are preserved only if line defects able to pin the domain walls are introduced.
In the presence of side grooves, whenever the remanence in the bulk or at the top surface
is meaningful and with the same sign as the external ﬁeld, my is comparable of larger than
mx , owing to the shape anisotropy. None of the effects accounted for in our preliminary
simulations is able to reproduce our data, with particular reference to the characteristics of
the remanence at the surface. This suggests that the surface roughness, here disregarded, may
in fact play the most important role in the magnetic stability at the surface.
Further simulations on a larger scale are needful for a twofold reason. On one hand, in the
presence of edges, the dipolar anisotropy does not depend only on the shape of the magnetic
body, but also on its absolute size, with particular reference to edge effects themselves. The
surface to volume ratio of our models is too large compared to reality, with the result that
the ranges of edge and surface effects in the bulk are overestimated. On the other hand, our
experiments are sensitive to the magnetization within a thickness of 100–200 nm, one order of
magnitude smaller than the cell size of our simulations. It is needful to decrease the cell sizes
in multiple layers below the top surface, not only to account for our probing range, but also to
simulate the effects of surface roughness.
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Among its widespread applications in industry, magnetite played an important role at the
dawn of the information age, in the 1940s. Indeed, in early commercial tapes for magnetic
recording, often, magnetite particles were dispersed in organic binders on suitable supports.
However, magnetite is not stable enough to preserve information for a long time, since in
ambient conditions it is progressively oxidized to hematite. Soon, ferric iron oxides replaced
magnetite in most devices based on particulate media. Further developments in information
technology were responsible for the introduction of magnetic disks based on cobalt alloys in
the late 1950s. Thereafter, they became the most popular and cost-effective devices for the
permanent storage of large data sets.
Nowadays, data science is constantly gaining importance in diverse disciplines, for the relentless
increase in the rate of data generation, processing and storage, and the growing signiﬁcance
of data exchange in human interactions. This motivates continuous efforts to improve infor-
mation density in hard disk drives. The transition from longitudinal to out-of-plane recording
represented an important step forward to combine high thermal stability, writeability and
signal-to-noise ratio in magnetic media. To enable a further increase in information density,
from Tbits to hundreds of Tbits per square inch, novel solutions are being developed, such as
heat-assisted and bit-patterned magnetic recording.
The parallel project discussed in this Chapter is intended to facilitate the route toward the
clean transfer of graphene in ultrahigh vacuum. This allows the fabrication of nanostructures
for data storage comprised of self-assembled arrays of atom clusters alternated with single-
layer graphene. By that, atom clusters are piled up into vertical nanopillars, which meet the
speciﬁcations for ultrahigh density bit-patterned magnetic recording.
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7.1 Introduction
The storage and processing of information represents the cornerstone of today’s technology.
The demand for increasing information density in data storage fuels basic research on alterna-
tive solutions to the current recording media. In commercial hard disk drives, to overcome the
uneven distribution of the magnetization directions, one bit is associated with the average
magnetization of multiple grains [159]. Instead, in prototypes fabricated via lithography, there
is a one-to-one correspondence between bits and grains [160]. State-of-art devices consist of
bit arrays with 1 Tbit in−2 areal density. However, they still suffer from cross-talk effects and
expensive manufacturing.
The assembly of vertical nanopillars into superlattices holds promise for a further improve-
ment of the density limit by two orders of magnitude. The atom clusters that compose the
nanopillars are supposed to behave as Ising superspins, aligned out-of-plane, to reduce the
mutual dipolar interactions, and stable against thermal ﬂuctuations at room temperature for
at least 10 years. Quantitatively speaking, this implies a 1.2 eV energy barrier for magnetization
reversal, equivalent to a cluster size of more than 103 atoms, even if magnetically hard alloys
are used, or interline and interface effects are combined [161–166]. To preserve nanometer
spacing, and thus avoid any possible coalescence and cross-talk effect, atoms are supposed to
self-assemble into clusters with high aspect ratio in the plane perpendicular to the surface.
Remanence at room temperature was experimentally demonstrated for an array of Co nanopil-
lars buried in Au(111) [167]. Co nanostructures were fabricated starting from the self-assembly
of 2 ML thick Co nanodots on Au(111). Seed Co nanodots nucleate at the elbow sites of the
Au(111) herringbone reconstruction [168]. The deposition of 4 ML Au and submonolayer Co
results in the propagation of the built-in pattern in the vertical direction by means of double
layer exchange between incoming Co atoms and surface Au atoms. The study being discussed
is an important proof of principle. However, the lateral order of the Co clusters, restricted to a
range of about 100 nm, is unsuitable for applications. Moreover, the measured remanence is
far below saturation, for the occurrence of antiferromagnetic dipolar coupling in pillar chains.
A possible solution to assemble ordered clusters with the characteristics discussed in the
foregoing is to scale down to the nanometer range current techniques for the fabrication of
nanowires via evaporation onto nanoporous templates. Potential matrices are comprised of
anodic aluminum oxide [169] and bock copolymers [170], characterized by a high density of
nanopores, ordered on the long range. However, typically, the diameter and center-to-center
distance of the nanopores are comparable, and both above 10 nm. Thus, again, antiferromag-
netic dipolar coupling would probably occur among the atom clusters thereby produced.
A more promising solution is the self-assembly of nanostructure superlattices on the moiré
pattern of single-layer graphene (SLG) on close-packed metal surfaces with suitable lattice
mismatch. In particular, the moiré pattern of SLG on Ir(111), with 2.54 nm periodicity, provides
an excellent template for self-assembly, with particular reference to the structural coherence,








Figure 7.1 – Pictorial representation of a mille-feuille structure comprised of three cluster
arrays separated by SLG. Arrows denote the magnetic moments of the pillars at saturation.
high occupation probability of the moiré cells. Therefore, it represents an effective nucleation
seed for the growth of ordered clusters [174, 175]. Experimental efforts are also underway
to engineer the most suitable cluster composition and morphology for both large magnetic
anisotropy energy and negligible dipolar coupling [176].
To increase the cluster volume, it is possible to repeat the building block SLG – cluster array, in
the three dimensional stacking illustrated in Fig. 7.1, colloquially referred to as a mille-feuille
structure.
Different strategies are viable to cover the cluster array with SLG (which serves as growth
substrate for a new cluster array). A solution which has already been taken into consideration
is the chemical vapour deposition (CVD) of SLG onto the cluster array. Provisional results
provide evidence of ethylene dissociation on Ni clusters at 750 K without any meaningful
coalescence effect [175]. However, data from angle-resolved photoelectron spectroscopy do
not contain any signature of graphene formation.
The solution discussed in this Chapter is the iterated, clean transfer of graphene from the
growth substrate onto the nanostructure superlattice. Conceptually speaking, it is the most
straightforward solution. On the other hand, from an experimental viewpoint, it constitutes
an unprecedented challenge.
In the scope of our project, the requirements on quality degradation of graphene are de-
manding. Particular attention must be devoted to the presence of impurities on graphene.
The morphological and magnetic properties of the atom clusters are highly sensitive to the
contamination level and thus only preserved either in UHV or in an inert atmosphere. For
instance, for the high reactivity of edge atoms with low coordination, the exposure of Co
clusters to more than 0.3 langmuir of O2 completely suppresses magnetism [177, 178]. In
UHV, changes in the magnetic properties are detectable 1 hour after deposition. For the same
reason, in situ characterization is routinely carried out immediately upon growth.
Therefore, our ﬁnal objective is to perform graphene transfer in UHV. This also allows the
removal of contaminants at the surfaces, and thus improves both graphene quality and the
adhesion of graphene to the target substrate. Recently, transfer in medium vacuum has been
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experimentally demonstrated, using both a polymethilmethacrylate (PMMA) support and
a polyethylene naphthalate (PEN) frame [179]. According to the proposed procedure, the
PEN/PMMA/graphene block is placed at a small distance from the target substrate and at
a small angle from the parallel direction. The PEN/PMMA/graphene block bounds sponta-
neously to the target substrate, upon heating up above a threshold temperature. The contact
region rapidly propagates throughout the surface starting from a corner of the sample. Accord-
ing to characterization by means of Raman spectroscopy and performance measurements of
graphene based devices, transfer yield, carrier mobility and stability over time are better upon
transfer in medium vacuum, compared to transfer in air.
Lyding and collaborators have been developing a technique for transfer in UHV via direct
contact [180, 181]. They used a ﬁberglass sheath impregnated with graphene ﬂakes and
brought into contact with the target substrate by means of a linear translator manipulator
inside a vacuum chamber. The purpose of the ﬁberglass is to ensure a uniform pressure, and
to limit it, to avoid any damage. However, no transfer of a continuous layer of graphene has
ever been experimentally demonstrated.
In this Chapter, we report the results of graphene growth by means of CVD on a Cu foil, and
graphene transfer in air via state-of-art methods, with a twofold purpose. On one hand,
a comprehensive understanding of procedures in air is essential to design new, effective
procedures in UHV. On the other hand, the growth substrate is not a suitable support for the
ﬁnal transfer in UHV, for the preferential adhesion of graphene to the metal catalyst, instead of
graphene itself. Our efforts are devoted to preserve graphene quality throughout the transfer
process, for continuous ﬁlms on the centimeter scale, formed by the largest possible grains.
7.2 Methods
Growth
To date, the best known procedure for the growth of large area graphene is the decomposition
of a precursor gas at high temperature and low pressure on a metal catalyst, which provides
single-crystal domains with lateral sizes up to 1 mm and carrier mobility above 4 × 103
cm2 V−1 s−1 [182, 183]. Alternative methods, such as exfoliation of graphite and thermal
decomposition of SiC, result in worse structural coherence, limited to the micrometer range,
and multilayer instead of single-layer graphene [184]. In basic research, to demonstrate the
fabrication of atomically ﬂat graphene [185] and record carrier mobility above 105 cm2 V−1
s−1 [186], single-layer ﬂakes are singled out upon a careful scan of the surface by means of
microscopy. Instead, in methods based on CVD, the choice of the process parameters, such
as temperature, pressure, ﬂow rate and type of precursor gas, allows a better control on the














Figure 7.2 – (a) Schematic layout of the set-up for CVD of graphene at the Crystal Growth
Facility, EPFL. (b) Temperature proﬁle and reactor content during our growth procedure of
graphene on Cu foils.
In our experiments, we repeatedly performed CVD of graphene on Cu foils (99.8% purity, 25
μm thickness, Sigma-Aldrich), at the Crystal Growth Facility, EPFL. The set-up used for the
purpose is comprised of a quartz tube inside a tube furnace, connected by valves to H2, CH4
and Ar bottles, at one end, and to a rotary pump, at the opposite end (see Fig. 7.2(a)). Our
growth procedure consists of the following steps (see Fig. 7.2(b)). (i) The characteristics of the
growth substrate are of particular importance for the ﬁnal quality of graphene. A Cu foil is
cleaned by immersion in acetone and isopropanol, and dried under a nitrogen ﬂow. (ii) The
Cu foil is inserted inside the reactor. Starting from a base pressure of 5×10−3 mbar and room
temperature, H2 is introduced in the quartz tube to a pressure of 4 mbar, and the reactor is
heated to 1031◦C in about 40 min. In the same atmosphere, the Cu foil is further annealed
at 1031◦C for 30 min, to reduce the oxide layer at the surface. (iii) In the growth step, CH4 is
introduced in the reactor. A total pressure of 18 mbar is maintained for 3 min. (iv) The reactor
is cooled down to room temperature under a H2 ﬂow.
Transfer in air
The most common procedure to transfer as-grown graphene onto arbitrary substrates is com-
prised of the following steps [189]. (i) Free-standing graphene is sensitive to any external
perturbation. To avoid any possible damage during transfer, a polymer support is spin coated
or adhered onto graphene. (ii) The growth substrate is chemically etched to free the poly-
mer/graphene block. (iii) The polymer/graphene block is scooped out of the etching solution
and laid down on the target substrate. To remove possible adsorbates, and to improve the
contact between graphene and the target substrate, additional cleaning and heat treatment
procedures are carried out. (iv) The polymer is dissolved in a suitable solvent.
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Figure 7.3 – Schematic illustration of our procedures to transfer graphene fromgrowth to target
substrates made of Cu foils, namely, (a) electrolytic delamination and (b) direct exfoliation.
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The most critical issues during transfer are the conformal contact between layers, damage
and doping effects from chemical etching [190], and the presence of contaminants, namely,
impurities from the etching solution, and metal and polymer residues, respectively, from
incomplete etching and polymer dissolution. Alternative transfer procedures have been
recently developed to avoid chemical etching. For instance, chemical etching can be replaced
by direct exfoliation [191] or electrolytic delamination [192–194]. Analogously, the customary
use of PMMA, soluble in acetone, can be replaced by the use of polyvinyl alcohol (PVA), soluble
in water [195]. An additional layer made of a more rigid polymer, such as PMMA itself, is
needed in any case, for mechanical support.
In our experiments, we repeatedly transferred in air both home-made and commercial
graphene (grown by CVD on a Cu foil of 20 μm thickness, Graphene Supermarket), from
the growth substrate to a different Cu foil. Batches of Cu foils covered with commercial and
home-made graphene, with dimensions of respectively 5×5 cm2 and 4×2 cm2, were cut into
multiple 1×0.5 cm2 sized samples. The same Cu foils used for CVD served as target substrates.
Before each transfer step, to remove the oxide layer at the surface, the target substrate was
treated in acetic acid for 5 min.
In our ﬁrst set of attempts, we combined the two most promising alternatives to customary
processes, namely electrolytic delamination and the use of an interfacial PVA layer. Our ﬁrst
transfer procedure is comprised of the following steps, illustrated in Fig. 7.3(a). (i) A 2%
aqueous solution of PVA is spin coated on top of graphene on the growth substrate at 1000
rpm for 60 s, and baked at 100◦C for 60 s on a hotplate. To prepare the solution, 800 mg of
PVA powder (9000–10000 molecular weight, 80% hydrolyzed, Sigma-Aldrich) are dissolved in
40 ml of deionized water at 95◦C by stirring for 2 hours. (ii) A 4% anisole solution of PMMA
(950000 molecular weight, MicroChem) is spin coated on top of the PVA layer at 500 rpm for
45 s, and cured at 180◦C for 10 min on a hotplate. Spinning time and speed are chosen based
on product speciﬁcations (PMMA datasheet, MicroChem) and the inverse relation between
the thickness and the square root of the spinning speed, so that the thickness is about 600 nm.
This represents a compromise value, which accounts for the trade-off between ﬂexibility and
impermeability to water of the polymer support, both important for the transfer procedure,
with particular reference to electrolytic delamination. (iii) A semirigid frame of polyethylene
terephtalate (PET) is cut into a U shape, attached on the PMMA layer using a drop of the same
above PMMA solution as a glue, and cured at 180◦C for 10 min on a hotplate. (iv) To release the
PET/PMMA/PVA/graphene block from the Cu substrate, electrolytic delamination is carried
out in a 0.2 M aqueous solution of NaOH at 0◦C. A Pt wire and the Cu substrate itself serve
respectively as anode and cathode. The reaction responsible for the formation of H2 bubbles
at the cathode can be written as 2H2O(l) +2e → H2(g) +2OH−(aq). In the event of accidental
pole inversion, O2 instead of H2 bubbles are formed, with consequent corrosion of the Cu
substrate and contamination of the electrolytic solution. The current through the electrodes is
progressively ramped up to 0.5 A and switched off after 1 min. Excess PMMA wrapped around
the Cu substrate prevents the spontaneous detachment of the PET/PMMA/PVA/graphene
block from the Cu substrate. Nevertheless, the two surfaces are separated at a microscopic
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level. It is possible to easily handle the PET/PMMA/PVA/graphene block with metal tweezers
by means of the PET frame. If the polymer support is not thick enough, water penetrates
through it during electrolytic delamination. Protons are reduced at the interface between
graphene and the Cu foil, and H2 bubbles are thereby created in the middle of graphene. The
pressure that builds up inside them can cause the formation of pores in graphene. Instead,
the choice of an optimal thickness of the PMMA layer ensures that delimination progresses
gradually, from the edges towards the center of graphene, and thus reduces possible damage
during the process.
(v) In principle, the transfer is completed upon the dissolution of the interfacial PVA layer
in hot water, with consequent release of the PET and PMMA layers. To avoid that the
PET/PMMA/PVA/graphene block ﬂoats away from the target substrate after hot water is
poured, we applied pressure by means of metal tools and elastomeric stamps. The PMMA
layer appeared to protect the interfacial PVA layer from dissolution in hot water. Thus, in
a preliminary step, we also dissolved PMMA in acetone. Nevertheless, we did not manage
to ensure effective binding between graphene and the target substrate, simultaneous to the
removal of the polymer layers. Throughout our ﬁrst set of attempts, for the insufﬁcient adhe-
sion of graphene to the target substrate, the integrity of graphene was compromised by the
dissolution of the polymer support, with the result that only isolated ﬂakes were transferred.
In our second set of attempts, we replaced electrolytic delamination with direct exfoliation.
Our second transfer procedure consists of the following steps, illustrated in Fig. 7.3(b). (i)
As-grown graphene is immersed in a 1% aqueous solution of PVA maintained at 50◦C for 18
hours on a hotplate. The purpose of the pretreatment step is to allow enough time for the
spontaneous absorption of the PVA molecules on graphene. This is driven by the hydrophobic
nature of the graphene surface and the consequent decrease in interface energy upon cov-
erage with PVA molecules [196]. The molecular layer of PVA thereby produced increases the
binding between graphene and the thin PVA ﬁlm deposited during the second step. After the
pretreatment step, graphene on the growth substrate is rinsed with deionized water and dried
under a nitrogen ﬂow. (ii) The same above PVA solution is drop coated on top of graphene
on the growth substrate, and baked at 80◦C for 10 min on a hotplate. (iii) To delaminate
graphene from the growth substrate, an elastomeric stamp made of a polydimethylsiloxane
(PDMS) hemisphere is brought into contact with the PVA layer and retracted at high speed. (vi)
Graphene covered with a PVA layer is delivered onto the target substrate by manually pressing
the PDMS/PVA/graphene block onto the target substrate at 130◦C for 1 min and retracting the
stamp slowly. (v) The PVA layer is dissolved in deionized water at 35◦C. Overall, our second
set of attempts was successful. To compare graphene before and after transfer, we performed












Figure 7.4 – Representative Raman spectra of (a) commercial and (b) home-made graphene
on Cu (black) before and (blue) after transfer, and of (green) suspended SLG on a transmis-
sion electron microscopy (TEM) grid. (c) Ab initio computation of the phonon dispersion
curves of SLG along high-symmetry directions [197]. The phonons responsible for the main
Raman bands are highlighted with blue circles. Pictorial schematics of the Raman processes
responsible for the (d) D and (e) 2D bands. Crosses represent the electronic dispersion near
the K and K ′ points. Vertical arrows represent the photoexcitation or the recombination of an
electron-hole pair. Horizontal and oblique arrows represent the scattering with respectively a
defect and an iTO phonon around the K point.
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7.3 Results and Discussion
Raman Spectrum of Graphene
In the following, we describe the most important features of Raman scattering of light from
graphene [198]. Figures 7.4(a,b) compare typical Raman spectra from our Raman character-
ization of graphene before and after transfer. The most intense peaks are located at 2700,
1580 and 1350 cm−1 and respectively referred to as the 2D, G and D bands, where G stands for
graphite and D stands for disorder or defect.
The starting point for the assignment of the Raman modes is the phonon dispersion of
graphene, plotted in Fig. 7.4(c), according to theoretical calculations [197]. The primitive cell
of graphene is comprised of two atoms which oscillate in three acoustic (A) and three optical
(O) modes. One acoustic and one optical mode are out of plane (o). The remaining four modes
are in plane (i), with eigenvectors perpendicular (transverse, T) or parallel (longitudinal, L) to
the propagation direction.
The only Raman-active mode at the center of the Brillouin zone is the double degenerate iO
mode of E2g symmetry at 1580 cm−1 comprised of bond stretching of C atom pairs. Based on
energy and the absence of dispersion, typical of ﬁrst-order Raman scattering, the G band is
identiﬁed with the above mode.
To a ﬁrst approximation, all four modes at the K point are Raman active. However, as a
result of anisotropy and electron-phonon coupling, only the iTO phonon is associated with a
meaningful cross section in Raman scattering. In particular, the mechanism at the origin of
the D band is a double-resonance process, which involves the following steps (see Fig. 7.4(d)).
(i) Photoexcitation of an electron-hole pair in valence and conduction states of energy E0 and
E1 close to the K point (with ω1 = E1−E0, where ω1 is the photoexcitation frequency). (ii)
The electron is scattered by an iTO phonon of energy ωD and wave vector q slightly longer
than the wave vector of the K point, qK , to a state nearby the K ′ point of energy E2 = E1−ωD .
(iii) The same electron is then scattered back by a defect of zero energy which provides the
wave vector−q required to conserve momentum. (iv) Recombination of the electron-hole pair
with emission of radiation at frequency ω2 =ω1−ωD . An analogous description is possible for
the hole in the valence band. The reason why iTO phonons of wave vector q equal or shorter
than qK are not associated with meaningful Raman cross section is the asymmetry of the
electronic structure. In particular, for the trigonal warping of the dispersion curves around
the K and K ′ points, the number of states available is meaningful only for processes with q
slightly longer than qK .
The 2D band is an overtone of the D band. The mechanism at the origin of the 2D band is
similar to the above, with the difference that electron-defect scattering is replaced by a second
scattering event with an iTO phonon of energy ωD and wave vector −q , so that the energy
loss of the photon is 2ωD (see Fig. 7.4(e)).
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Different features in the Raman response of graphene are regarded to as spectral indicators
for the characteristics of graphene itself. Both the shape of the 2D band and the intensity
ratio between the 2D band and the G band provide information on the number of graphene
layers. If it is known a priori that the stacking is of the Bernal type, for instance, in graphene
exfoliated from highly oriented pyrolytic graphite, then the shape of the 2D band is enough to
draw conclusions on the number of graphene layers [199,200]. In particular, in SLG the 2D
band is a single Lorentzian peak, 2–4 times more intense than the G band. Bilayer graphene
shows a splitting of the 2D band into four subbands, with intrinsic relative intensities, which
only depend on the excitation energy [201]. The ﬁne structure of the 2D band is univocal
also for trilayer and tetralayer graphene. Instead, it is not possible to identify the number of
layers in thicker multilayer graphene. In all cases of multilayer graphene with AB stacking, the
intensities of the 2D band and the G band are comparable.
Often, graphene grown by CVD does not show Bernal stacking [198]. In that case, the Raman
response depends on possible interlayer interactions, which in turn depend on the relative
orientations of the layers. The general effect of the symmetry lowering is a broadening of the
2D band, which remains a single Lorentzian peak. However, for weak interactions between
two misoriented layers of graphene, a narrowing of the 2D band has also been reported [202].
In general, it is not possible to single out single-layer from multilayer graphene based on
Raman characterization alone, in the absence of complementary measurements with different
techniques. A typical approach consists of comparing observations from optical and electron
microscopy and Raman spectroscopy to retrieve an approximate relation between the intensity
ratio between the 2D and G band and the number of layers or simply determine whether
graphene is single layer or multilayer. Indeed, a comparable intensity of the 2D band and the
G band implies that graphene is multilayer, although, vice versa, an intensity ratio between
the 2D and G band larger than one is not necessarily a signature of SLG [203]. It is interesting
to note that doping and structural disorder also produce meaningful effects on the G and
2D bands. In different cases it is not easy to separate them from spectral indicators for the
number of layers.
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Figure 7.5 – Distribution of the most important parameters of the Raman bands for (black
bars) commercial and (blue bars) home-made graphene (lower panels) before and (upper
panels) after transfer, namely, (a) intensity ratio between the 2D and G band, and (b) between
the D and G band, and (c,d) 2D and G band frequency and (e,f) linewidth. Reference values
for suspended graphene on a TEM grid are plotted with green lines.
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Figure 7.6 – Scatter plots of (a,b) G band linewidth, (c,d) intensity ratio between the 2D and
G band, and (e,f) between the D and G band versus G band frequency, for (black symbols)
commercial and (blue symbols) home-made graphene (left panels) on the growth substrate
and (right panels) upon transfer onto the target substrate. Bars indicate intervals within one
standard deviation for the different data sets. Reference values for suspended graphene on a
TEM grid are plotted with green bars.
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Figure 7.7 – Scatter plots of (a,b) 2D vs G band frequency and intensity ratio between the 2D
and G band versus (c,d) 2D and (e,f) G band linewidth, for (black symbols) commercial and
(blue symbols) home-made graphene (left panels) on the growth substrate and (right panels)
upon transfer onto the target substrate. Bars indicate intervals within one standard deviation
for the different data sets. Reference values for suspended graphene on a TEM grid are plotted
with green bars.
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ω2D Γ2D ωG ΓG I2D/IG ID/IG
ω2D – 0.01 0.65 0.15 -0.32 0.27
Γ2D – – 0.27 0.42 -0.74 0.32
ωG – – – 0.37 -0.53 0.06
ΓG – – – – -0.59 0.16
I2D/IG – – – – – -0.28
ID/IG – – – – – –
Table 7.1 – Correlation coefﬁcients between pairs of parameters from our Raman characteri-
zation of home-made and commercial graphene grown on Cu. For clarity, only the upper half
of the table is shown.
Raman Characterization
Our samples were characterized by Raman spectroscopy at the Material Characterization
Platform, EPFL. The set-up for Raman spectroscopy is comprised of a Renishaw InVia Raman
microscope equipped with lasers of 405, 488, 532 and 785 nm excitations. In our experiments,
the laser beam is focused onto the sample surface through a 100× objective lens. Backscattered
light is collected and collimated by the same optical system. The typical diameter of the laser
spot at the focus is about 1 μm. The approximate power incident onto the sample surface is
2.5 mW. The choice of the excitation to characterize graphene by Raman spectroscopy is a
compromise between the suppression of the background from the substrate and the beneﬁts
on the signal-to-noise ratio from resonance conditions for the graphene bands. In the case
of Cu, a large photoluminescence background centered around 600 nm originates from the
radiative recombination of electrons excited from the d bands to the conduction band [204].
The G and 2D bands resonate for excitation within or close to the spectral range between
514 and 568 nm [205]. However, in our preliminary measurements, we did not notice any
meaningful improvement of the signal-to-noise ratio if 532 nm excitation instead of 488 nm
excitation was used. On the contrary, spectra taken with 488 nm excitation show less intense,
ﬂatter backgrounds, which grow monotonically with increasing Raman shift, compared to
spectra taken with 532 nm excitation. Therefore, throughout our Raman characterization, we
used 488 nm excitation.
To demonstrate the effectiveness of our transfer procedure, our samples of commercial and
home-made graphene were characterized on the growth substrate and, after each transfer
attempt, on the target substrate. Additional Raman spectra, not discussed here, were collected
at intermediate steps, to study possible degradation at critical stages of the transfer proce-
dure. Reference measurements were performed on suspended SLG on a TEM grid (prepared
by Graphenea, on C-Flat, Electron Microscopy Sciences). On average, before each transfer
attempt, our samples were characterized at ﬁve different spots, to ensure uniformity. The con-
siderations in the following refer to both data sets from home-made and commercial graphene
combined together. Commercial graphene has also been grown by customary methods of
CVD of graphene on Cu foils in a H2 and CH4 atmosphere in a reactor heated up to about
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Figure 7.8 – (a) Representative Raman spectra of home-made graphene on Cu, after CVD
with 30 min, instead of 3 min, growth step. The characteristic Raman responses in different
regions of the sample surface are plotted with different colors. (b) Zoom on the 2D band, to
emphasize differences in lineshape and linewidth. Raman spectra are plotted with the same
color coding as panel (a). For clarity, data are normalized to the intensity of the 2D band and
offset by constant vertical increments.
1000◦C (datasheet, Graphene Supermarket). The results from our Raman characterization are
summarized in Figs. 7.5–7.8 and table 7.1.
The ﬁrst issue to address is whether or not graphene is indeed single layer. In general, for the
immiscibility of C and Cu [206], CVD of graphene on Cu foils is supposed to produce only
SLG. However, segregation of C to the substrate has also been reported [207]. Moreover, by
comparing results from Raman spectroscopy, optical and scanning electron microscopy, and
electron diffraction, it has been shown that, although overall the decomposition rate of CH4
on Cu is low, the energy barrier for decomposition of CH4 is signiﬁcantly decreased at step
edges and grain boundaries of the Cu surface [203]. As a result, they act as nucleation sites
for additional ﬂakes, which can form before the completion of the ﬁrst layer. The lateral sizes
of possible multilayer regions depend on the quality of the Cu surface and on the growth
parameters. Noteworthy, in the same above work, it was pointed out that in the absence of AB
stacking, the spectral features of single-layer and bilayer graphene are similar, and thus it is
not easy to single out differences due to the number of layers alone.
In our data on home-made graphene, all three parameters regarded to as the most important
references for considerations on the number of layers, i.e. the lineshape and linewidth of the
2D band, and the intensity ratio between the 2D and G band, show a unimodal distribution.
Speciﬁcally, in all Raman spectra, the 2D band consists of a single peak, with predominance of
Gaussian over Lorentzian content in lineshape (see Fig. 7.4(a)), large linewidth between 45
and 55 cm−1 (see Fig. 7.5(e)) and intensity ratio to the G band between 3 and 5 (see Fig. 7.5(a)).
Thus, there is no evidence of regions with different number of layers, homogeneous on length
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scales longer than the dimension of the laser spot.
Instead, if the duration of the growth step is increased from 3 to 30 min, different Raman
responses are measured in different regions. As illustrated in different colors in Fig. 7.8, for 30
min growth step, ﬁve types of spectra are identiﬁed by means of Raman characterization. The
spectrum in blue is analogous to the typical spectrum for 3 min growth step. Remarkably, the
spectrum in black is closer to that of suspended SLG on a TEM grid, shown in Fig. 7.4(a). This
kind of spectrum is never observed for samples with 3 min growth step. The lineshape of the
2D band of the spectrum in red resembles that of bilayer graphene with Bernal stacking [201].
Both spectra in purple show an anomalous linewidth of the 2D band around 70 cm−1. In
particular, the upper spectrum also shows large intensity ratio between the G and 2D band,
typical of graphite, and great intensity of the D band, indicative of a high level of defects.
If in samples with 3 min growth step graphene was already multilayer, then we could not
explain the occurrence of regions with graphene quality close to suspended SLG on a TEM grid
for 30 min growth step. Instead, it appears that the features of the Raman spectra are intrinsic
to the interaction between graphene and the Cu surface, and disorder with homogeneous
distribution and characteristic length scales smaller that the dimension of the laser spot.
Possible causes of disorder are structural defects and the formation of multilayer ﬂakes at the
nucleation sites. On one hand, longer growth steps seem to improve graphene quality, for
instance, as a result of better continuity of the single-layer grains or more effective decoupling
from the Cu surface. On the other hand, the spectra in red and purple in Fig. 7.8 demonstrate
that large multilayer ﬂakes are formed in different regions, respectively, with and without AB
stacking.
The typical spectra of commercial graphene are intermediate betweeen those of home-made
graphene after 3 min growth step and the spectrum in black in Fig. 7.8 referred to 30 min
growth step, i.e. they reﬂect variable degrees of disorder, with dishomogeneous distribution,
and weaker interactions with the growth substrate. In fact, the 2D band linewidth, and the
intensity ratio between the 2D and G band are spread over broad ranges, respectively, between
30 and 50 cm−1, and between 3 and 10 (see Figs. 7.5(a,e)). Furthermore, in most cases, the
D band is either small or absent (see Fig. 7.5(b)). Additional peaks observable below 1300
cm−1 originate from contaminants. Instead, the features of the G band examined below are
the same for both commercial and home-made graphene.
As illustrated in Figs. 7.6 and 7.5(d), the G band frequency shows a broad distribution between
1582 and 1596 cm−1, above the reference value for suspended SLG on a TEM grid. Data on SLG
fabricated by microcleavage of graphite are in the same range [208]. Based on correlations
between the G band frequency and linewidth, and the intensity ratio between the 2D and G
band, it has been proposed that the variable upshift of the G band originates from effects of
inhomogeneous doping by extra charges, with different possible causes. The dependence
of the G band frequency and linewidth on the doping level has been investigated by means
of both theoretical calculations and an experimental study in which the Fermi level was
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modulated by the application of a gate voltage [209]. Indeed, it has been shown that, in the
presence of moderate doping, the Kohn anomaly in the longitudinal optical branch moves
from the center of the Brillouin zone to ﬁnite wave vector, and thus the G band is upshifted
(see Fig. 7.4(c)). Based on a comparison with Ref. [209], both our observations and the data
in Ref. [208] are equivalent to variations of hole and electron concentrations on a scale of
1013 cm−2. As evident from table 7.1 and Fig. 7.6(c), similarly to the data in Ref. [208], in our
observations the intensity ratio between the 2D and G band decreases with increasing G band
frequency and thus, according the above interpretation, with increasing doping level.
In principle, the modulation of the Fermi level from doping decreases the number of states
available for the decay of E2g phonons into electron-hole pairs, responsible for the G band
linewidth [210]. As predicted by theoretical calculations and conﬁrmed by experimental
studies, the G band linewidth is supposed to decrease from about 16 cm−1 to values close to
the experimental resolution on increasing hole or electron concentration [209]. In contrast to
the data in Ref. [208], we do not observe any correlation between the G band linewidth and
frequency (see table 7.1 and Fig. 7.6(a)). In our observations theGband linewidth is distributed
between 20 and 30 cm−1. Instead, both in intentionally and nonintentionally doped samples,
the typical range of the G band linewidth is 6–16 cm−1 [208,210]. An anomalously broad G
band is a ﬁngerprint of additional effects from disorder in the structural orientation of the
grains, superimposed to the above doping effects [211,212]. After transfer, the distribution of
the G band linewidth downshifts to the typical range in the absence of structural disorder (see
Fig. 7.5(f)). This raises the possibility that structural disorder mainly resides in the multilayer
ﬂakes at the nucleation sites, which are not transferred to the target substrate in our successful
transfer procedure based on direct exfoliation. With reference to table 7.1 and Fig. 7.6(e), let
us note that we do not observe any correlation between the G band frequency and the relative
intensity of the D peak. Thus, it is not possible to experimentally demonstrate any relationship
between defect content and G band frequency.
We now address the effectiveness of our transfer procedure and the possible sources of the
extra charges. An inspection by eye of the Raman spectra in Figs. 7.4(a,b), referred to typi-
cal examples, already provides useful information. In particular, all features of the Raman
spectra suggest that, on average, graphene quality is not compromised after transfer, and is
characteristic of a single layer. In fact, the linewidths of the 2D and G bands of transferred
graphene (blue line) are closer to those of suspended SLG on a TEM grid (green line) than
to those of as-grown graphene (black line), both for home-made and commercial graphene
(see Figs. 7.5(e,f) for a statistical analysis). The overall distribution of the data also shows a
meaningful increase in the intensity ratio between the 2D and G band (see Fig. 7.5(a)). With
reference to the doping effects, let us note that, upon transfer, the G band frequency decreases
to values more consistent with undoped graphene (see Fig. 7.5(d)). Conversely, Fig. 7.5(b)
shows a decrease in the relative number of spots with negligible D peak after transfer, and
thus an increase in defect content, which is a consequence of moderate graphene damage,
unavoidable during transfer. As already noted, the G band frequency and the relative intensity
of the D peak are uncorrelated (see table 7.1 and Fig. 7.6(e)).
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Both last observations suggest that defects intrinsic to graphene are not the main sources
of extra charges. Instead, interactions with the substrate play the most important role. The
increase in the intensity ratio between the 2D and G band after transfer is probably the result
of both the absence of multilayer ﬂakes and better isolation from the substrate. Based on
theoretical predictions, the physisorption of graphene on Cu was shown to cause a shift of the
Fermi level, equivalent to n- or p-type doping, depending not only on the difference between
the work functions of graphene and Cu, but also on the interface potential that originates
from their direct interactions [213,214]. Therefore, the charge distribution at the interface,
including whether electrons or holes are in excess, depends on the local distance between
graphene and Cu, with possible inhomogeneity from the occurrence of ripples and multilayer
ﬂakes under the uppermost layer.
The presence of an oxide layer at the surface explains the suppression of the interactions
between graphene and Cu on the target substrate. Indeed, the treatment in acetic acid of
the target substrate before transfer is not effective to completely remove it, in contrast to the
annealing of the growth substrate at high temperature in a H2 atmosphere before growth.
In addition, in the second-last step of transfer, the target substrate is in air at 130◦C, i.e. in
conditions suitable for the growth of a thin oxide layer. A recent studywhich combines electron
diffraction, Raman spectroscopy and atomic force microscopy showed that the formation of
an oxide layer between as-grown graphene and the Cu substrate from oxidation in humid air
causes a meaningful decoupling between graphene and Cu [215]. In particular, in analogy to
our data, the 2D band narrows and the intensity ratio between the 2D and G band increases.
In the same study, the observation of a decrease in the adhesion force between graphene and
Cu substrate provides additional experimental evidence of weaker interactions after oxidation.
7.4 Conclusions and Perspectives
In summary, in the framework of a project on the fabrication of the ﬁrst heterostructure com-
prised of SLG alternated with arrays of atom clusters, we succeeded in the CVD of graphene
on a Cu foil, and graphene transfer onto a different Cu foil via a method that combines direct
exfoliation and the use of a polymer support soluble in water. We carried out systematic
Raman characterization of graphene on the growth and target substrate.
Data on graphene on the growth substrate for two different exposure times to the precursor
gas suggest that, in prevalence, our growth procedure produces SLG, with a homogeneous
distribution of disorder from structural defects or multilayer ﬂakes conﬁned in small areas
around step edges and grain boundaries of the Cu surface. For increasing duration of the
growth step, the quality of the uppermost graphene layer is improved, but the multilayer ﬂakes
become large. Interactions with the substrate cause inhomogeneous doping by extra charges,
equivalent to modiﬁcations in the hole and electron concentrations over a range up to 1013
cm−2, reﬂected in the variable upshift of the G band. The anomalous linewidth of the G band is
a signature of structural disorder, probably related to the random orientation of the multilayer
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ﬂakes within the probed area. The transfer onto the target substrate inevitably introduces
defects. However, at the same time, different features of the Raman spectra point to a decrease
in both the degree of structural disorder and the doping level. Indeed, direct exfoliation is
supposed to transfer only the uppermost graphene layer. Moreover, the presence of an oxide
layer at the surface of the target substrate provides effective decoupling between graphene
and Cu.
The next steps of our project are intended to (i) improve the quality of graphene grown by CVD,
(ii) transfer graphene in air, from the growth substrate onto a suitable support, designed for the
last step, (iii) transfer graphene in UHV, from the suitable support onto a cluster superlattice
on graphene grown in situ by CVD onto Ir(111).
In the ﬁrst step, graphene will be grown on a different metal, able to provide larger single-
crystal domains. According to a recent publication, Pt foils allow the formation of grains with
lateral sizes of 1 mm, two orders of magnitude greater compared to Cu [193]. However, CVD of
graphene on Pt foils is regarded to as problematic, for the high solubility of C in Pt [216]. The
growth step consists of a balance between deposition at the surface and absorption in the bulk
of the Pt foil [217]. During the cooling step from the growth temperature to room temperature,
in the absence of the precursor gas, C segregation causes the formation of multilayer graphene.
For this reason, our future attempts will also focus on alternatives to Pt, such as Ir, although
to date recipes for graphene growth on Ir are only available in UHV [218–220]. Indeed, the
solubility of C in Ir is even lower than in Cu [216,221].
Weak van der Waals forces mediate the interactions between graphene layers. In contrast,
the interactions between graphene and metal substrates consist of bonding at the interface
with mixed covalent and ionic character. The strength of the coupling changes from metal to
metal, but in any case it exceeds that of dispersive forces. Therefore, metals are not suitable
supports for the ﬁnal step. Instead, possible candidates commercially available are layers of
amorphous C, patterned with arrays of holes, to reduce the contact area between the carrier
substrate and graphene, and by that provide preferential adhesion to the target substrate
(C-Flat, Electron Microscopy Sciences). A metal grid under the carrier substrate also ensures
mechanical rigidity. In preliminary attempts, we tested the transfer of graphene from the
above support (prepared by Graphenea) to graphene grown by CVD on a Cu foil, by means
of direct contact, under preheating temperatures between 50 and 100◦C, both in air and in
a vacuum oven. The adhesion between the carrier substrate and graphene resulted in the
transfer of both the layer of amorphous C and graphene, probably, for the presence of a buffer
layer of adsorbates. An alternative solution is represented by hexagonal boron nitride (h-BN)
ﬁlms. Indeed, experimental studies showed considerable similarity between the properties of
graphene onh-BNﬁlms and suspended graphene, since typical h-BNﬁlms are inert, atomically
ﬂat and free of dangling bonds and extra charges [222]. Single and multilayer h-BN ﬁlms on
Cu foils are commercially available and being tested at the time of writing.
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Additional procedures are needful to suppress the adhesion of graphene to the carrier substrate.
For instance, heating procedures decrease the magnitude of the dispersion forces, generate
spontaneous ripples of graphene from thermal ﬂuctuations, and expansionmismatch between
graphene and the carrier substrate. Annealing of both graphene on the carrier substrate and
the target substrate in UHV before transfer allows the desorption of adsorbates at the surfaces,




This Thesis demonstrated that the combination of time-resolved and steady-state spec-
troscopy offers effective means to solve fundamental problems in phase transitions of solids.
We proposed a mechanism for the coherent generation of phonons at ﬁnite wave vectors
by means of transient stimulated Raman scattering, in second-order or nearly ﬁrst-order
transitions, in the presence of critical ﬂuctuations, able to assist the photoexcitation process.
We thereby developed a methodology which provides direct information on the dynamics of
the critical ﬂuctuations in the time domain, in particular, whether they are propagating or dif-
fusive, and estimates of their frequencies and correlation times as a function of external ﬁelds.
In general, our approach is suitable to test hypotheses on critical scaling, in transformation
processes accessible by optical probes.
In the case of the Verwey transition, further ultrafast broadband or single-wavelength reﬂectiv-
ity experiments with better temperature control and signal-to-noise ratio are needful, to study
the temperature and ﬂuence dependence of the critical ﬂuctuations close to the transition tem-
perature, and determine whether suitable pump pulses induce buildup of long-range order.
Additional spontaneous Raman scattering experiments on a set of samples with controlled
impurity content and stoichiometry deviations are also required, for a systematic investigation
of the effects of imperfections on the degree of local order, notably, the onset temperature and
the occurrence itself of precursor effects mediated by the critical ﬂuctuations.
Overall, this Thesis presented experimental evidence of ordering ﬁeld modes with relaxational
response, which can be described by pseudospin variables, in better accordance with an
order-disorder, rather than a Peierls process intrinsic to the Verwey transition. Indeed, in our
ultrafast broadband reﬂectivity experiments, Raman-active phonons at ﬁnite wave vectors
were coherently generated in the cubic phase, with the assistance of ordering ﬁeld modes at
the same points in reciprocal space, with consequences on the correlation times, but not on
the frequencies of the oscillations. In our spontaneous Raman scattering experiments, for the
steady-state analogue of the above processes, Raman-active phonons of the monoclinic phase
are observable close to, but above the transition temperature. Furthermore, the background
intensity of the Raman response contains a diffusive contribution, from pairs of ordering
ﬁeld modes at opposite wave vectors around the critical points in reciprocal space. The
central peaks visible in our inelastic neutron scattering experiments were also regarded to as
manifestations of precursor order coupled with phonons.
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Our study of phonons of the same symmetries suggested as the primary order parameters of
the atomic displacements ruled out phonon softening. Therefore, we argued that scenarios
based on structural driving forces or phonon dynamics coupled with the dynamics of the
critical modes do not hold true in the transformation process of the Verwey transition. Instead,
we proposed that the elementary excitations which ﬁrst become unstable are the polaron
modes with large inertia which give rise to the central peaks. They are strongly coupled
to the phonons, but characterized by slow dynamics, such that the phonons follow them
adiabatically, and not vice versa.
The ratio between our estimates of the correlation times of the ordering ﬁeld modes from
neutron and light probes is close to one order of magnitude. Therefore, we suggested that the
critical ﬂuctuations observed by means of time-resolved and steady-state optical spectroscopy
are electron density modulations with small inertia, either weakly coupled to or independent
of the above polaron modes. More solid considerations demand resonant inelastic x-ray
scattering experiments at suitable absorption edges and reﬂections. If critical modes of mainly
electronic nature are indeed at play in the Verwey transition, they are supposed to give rise to
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