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Abstract. The hypersonic flow of nitrogen gas over a double wedge was simulated by the DSMC method using two-dimensional
and three-dimensional geometries. The numerical results were compared with experiments conducted in the HET facility for a
high-enthalpy pure nitrogen flow corresponding to a free stream Mach number of approximately seven. Since the conditions for the
double wedge case are near-continuum and surface heat flux and size of the separation are sensitive to DSMC numerical parameters,
special attention was paid to the convergence of these parameters for both geometries. At the beginning of the simulation, the
separation zone was predicted to be small and the heat flux values for the 2-D model were comparable to the experimental data.
However, for increasing time, it was observed that the heat flux values and shock profile strongly deviated from the experiment.
Investigation of a three-dimensional model showed that the flow is truly three-dimensional and the side edge pressure relief provides
good agreement between simulations and the experiment.
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INTRODUCTION
To accurately predict shock wave boundary layer interactions (SWBLI) for different flow and geometry configura-
tions, many experimental and CFD numerical studies have been conducted in the past by various researchers due to
their significant impact on aerothermodynamic quantities such as heat transfer, skin friction and surface pressure co-
efficient. Edney [1] classified six different shock interactions according to experimental observations on oblique and
bow shock waves and also observed that extraneous shocks that impinge on the surface can cause extreme heating and
pressure loads around the interaction points. Yet another type of shock interaction occurs in a double-wedge config-
uration studied by Olejniczak when the angle of the second wedge increases, thus causing pressure oscillations near
the boundary of the aftbody [2, 3]. Further studies were designed by Holden and Wadhams [4] to obtain detailed mea-
surements for code validation for laminar flows with shock wave-boundary layer and shock-shock interactions over
hollow cylinder/flare and bi-conic configurations. In addition, Rudy et al. [5] showed that three-dimensional effects
become important especially in a sharp wedge of which span is comparable with the separation zone size for a Mach
number of approximately 14 and a Reynolds number of 240, 000. Their three-dimensional CFD simulations were
found to be in good agreement with the experimental measurements of the size of the separation zone. Furthermore,
the separation zone predicted by the three-dimensional calculations was found to be smaller compared to that of a
two-dimensional geometry and had a significant effect on the flow stability.
Experiments on a double-wedge configuration were conducted by Swantek and Austin [6] and the impact of
thermochemical effects on shock wave-boundary layer interaction by changing the chemical composition from nitro-
gen to air and the stagnation enthalpy of flow were investigated. Experiments were carried out in the Hypervelocity
Expansion Tube (HET), 9.14 m long expansion tube facility, consisting of a driver, driven, and accelerator section, all
with an internal diameter of 150 mm. The facility is capable of operating at Mach numbers of 3.5-7.5 and achieving
stagnation enthalpies of 2-8.8 MJ/kg. To observe density gradients and track the transient shock profile in the flow, a
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Z-type schlieren visualization system and image tracking code are used. In addition, the heat transfer is measured via
coaxial nineteen fast response thermocouples mounted at the surface of a double wedge.
These experiments have motivated a number of recent numerical studies using continuum CFD [7, 8] and Direct
Simulation Monte Carlo (DSMC) [9] approaches and are part of the NATO RTO-AVT 205 program in the Assessment
of Predictive Capabilities for Aerothermodynamics Heating of Hypersonic Systems. In this study, the high-enthalpy
nitrogen case is considered and the flow conditions are presented in Table 1. Two-dimensional numerical calculations
showed a different time dependence for the flow than was observed in the experiments for both high enthalpy and low
enthalpy cases [6]. At the beginning of the simulation, the separation zone was predicted to be small and the heat flux
values were comparable with the experimental data. However, for increasing time, it was observed that the triple point
moved forward, the separation zone increased, and finally, at times longer than the duration of the experiments, the
heat flux on the second wedge strongly deviated from the experiments of Austin.
To resolve this key discrepancy, we performed three-dimensional calculations using the DSMC method for the
high enthalpy case. We choose the DSMC approach because when its numerical parameters are selected appropriately,
it provides a statistical solution of the Boltzmann equation, which provides the most general and accurate description
of dilute flows. Importantly, the Boltzmann equation is applicable in strong shock regions, where the continuum
assumption breaks down. Hence, the DSMCmethod, although numerically expensive, provides a simulation capability
valid throughout the flow, and for any flow regime from free molecular to continuum.
NUMERICAL PARAMETERS
In this work, numerical analyses were performed using the direct simulation Monte Carlo (DSMC) [10] method, a
stochastic approach to solving the Boltzmann equation to model SWBLIs. The Statistical Modeling In Low-density
Environment (SMILE) [11] computational solver was used in all 2D and 3D simulations presented below. This method
has also been used to model SWBLIs, but, to a lesser extent than CFD due to its higher computational expense
especially in the near-continuum regime. To obtain solutions that are independent of the selected numerical parameters
such as time step, cell size, and the total number of particles, it is required that the time step be less than the mean
time between collisions and the residence time of the particles in collisions cells. Furthermore, the collision cell size
should be less than the mean free path and there are at least 3-4 particles per cell for those non-reacting cases. For the
2D case, the cell size is sufficiently small such that the local mean free path to collision cell size ratio is larger than
unity throughout the domain except for a small region near the second wedge. A finer calculation was performed to
ensure this ratio is larger than 1.2 in this and the separation region. It was shown that the velocity slip profiles using
either case are the same, therefore, the former grid is sufficiently resolved [12]. On the other hand, for the 3D case, this
ratio does not meet the strict DSMC convergence criterion. This as well as the lack of resolution at the wedge’s edge
means that the 3-D results that will be presented should be considered qualitative in nature. Therefore, a case in which
the freestream number density is decreased by a factor of eight in comparison to the experiment is also presented and
fully resolved in terms of any numerical parameters. The flow conditions and numerical parameters for this case are
given in Tables 1 and 2 and are denoted “density decreased case”.
With respect to the two remaining DSMC numerical parameters, the number of particles and time step, there are
important differences between the 2D and 3D cases. Since the number of collision cells required to obtain a resolution
on the order of a mean free path is high, the corresponding number of simulated particles becomes prohibitively large
especially in 3D cases. The 2D simulation (experimental case) was performed using more than 1.1 billion simulated
particles, the number of particles per collision cell in the shock region was found to be around four. This number is
sufficient since the majorant collision frequency algorithm is used in the selection of collision pairs in this work [13].
For the three-dimensional cases, the number of simulated particles used was about 20 billion and the number of
particles per collision cell in the shock region was about five. Therefore, a sufficient number of simulated particles
was used in the 3D DSMC computations as well. Since the number of particles and collision cells and cells for these
calculation are quite large, parallel implementation on approximately 10,000 CPUs were used.
Finally, in both the 2D and 3D simulations, a time step of 1.0 × 10−9 and 4.0 × 10−9 s were chosen such that the
ratio of the mean collision time to the time step is greater than unity for the experimental and the density decreased
case, respectively. As will be discussed in the next section, since the 2D results varied in time, a total of 800,000 and
200,000 time steps were computed for the experimental and density decreased case, respectively. In contrast, the 3D
flowfields were found not to change significantly after 140,000 time steps (140µs), hence, a maximum of 200,000
and 100,000 time steps was computed the experimental and density decreased case, respectively. Even though the
DSMC method is inherently time accurate, as compared to past continuum CFD approaches applied to the problem of
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TABLE 1. Free Stream Conditions
Freestream Parameters: Experimental Case Density Decreased Case
Mach number 7.14 7.14
Translational temperature, K 710 710
Static pressure, kPa 0.78 0.098
Velocity, m/s 3812 3812
Density, kg/m3 0.0037 0.000465
Number density, molec/m3 7.96 × 1022 1.0 × 1022
Stagnation enthalpy, MJ/kg 8.0 8.0
Unit Reynolds number, Re/m 4.15 × 105 5.22 × 104
Mean free path, m 2.05 × 10−5 1.64 × 10−4
Knudsen number 4.08 × 10−4 3.24 × 10−3
TABLE 2. DSMC Numerical Parameters for the simulations
Experimental Case Density Decreased Case
Numerical Parameters: 2-D 3-D 2-D 3-D 3-D
Fully Resolved Partially Resolved
Total number of time-steps 800,000 200,000 200,000 100,000 50,000
Time step, s 1.0 × 10−9 1.0 × 10−9 4.0 × 10−9 4.0 × 10−9 4.0 × 10−9
Number of simulated particles 1.16 × 109 18.4 × 109 135 × 106 23.9 × 109 5.97 × 109
Total number of collision cells 3.05 × 108 3.92 × 109 25 × 106 5.92 × 109 1.04 × 109
Number of processors (CPUs) 960 6,400 256 10,240 3,200
Total computation hours (CPU hours) 46,080 853,330 2,048 1,260,000 80,000
interest [7, 8], the initial flow transients that occurred in the experiments were not modeled here. For the experimental
case, the macroparameter sampling was started at 30,000 time step, and conducted in 40,000 increments between
40,000 and 200,000 steps and finally 100,000 increments after 200,000 step in order to observe the flow transients in
the DSMC solution. Similarly, the corresponding time steps are selected for the latter case. It should be noted that the
experiment was conducted with a test time of 242 micro-s.
RESULTS AND DISCUSSION
Experimental Case
The principal shock-shock interaction features obtained in the DSMC simulations are seen in the Mach number con-
tours shown in Fig. 1. The figure shows the oblique shock formed at the first wedge which interacts with the detached
bow shock from the second wedge. These outer shocks are further modified by a strong separation zone and the as-
sociated separation and reattachment shocks resulting in a flow field with complex features such as the triple point,
shock impingement, shear layers and boundary layer interactions. The computed shock structure can be seen to be in
qualitative agreement with the experimentally obtained Schlieren image in terms of the location and structure of the
oblique shock, bow shock and their interaction, i.e., the triple point, transmitted shock, shear layer, separation and reat-
tachment shock. To examine the evolution of the flow, shock trackingmeasurements using Schlieren flow visualization
of the shock profile were obtained. The experimental shock tracking measurements [6] show that the movement of
the triple point towards the tip of the wedge practically stops after 100 µs for the duration of the experiment, 240 µs.
However, when the 2-D DSMC simulations were continued beyond 100 µs, the translational temperature field did
not come to steady state even at 300 µs, as seen in Fig. 2. Qualitatively similar behavior was also observed in the
non-reacting NS simulations by Knight et al [7], where HET measurements in air were examined. The sequence of
contours and streamline plots presented in Fig. 2 shows that the size of the separation bubble keeps on increasing and
moves toward the leading edge, causing considerable changes in the shock structure, in contrast to the experiment.
The 2D DSMC simulations were run for a total of 800 µs and, in contrast to the experiment, it was observed that the
flow reaches steady state in terms of the shock position only after approximately 500 µs. The time dependence of the
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(a) Experimental case (b) Density decreased case
FIGURE 1. Shock structure and Mach numbers in the shock interaction region at 100µs
(a) 100µs (b) 200µs (c) 300µs (d) 800µs
FIGURE 2. Translational Temperature (K) contours and streamlines for different computational times for the experi-
mental 2-D case.
translational temperature is further illustrated in the line plot shown in Fig. 3(a), where the temperatures are extracted
at a cross section y = 0.04 m which passes through the origin of the strong bow shock on the second wedge. As
the figure shows, the temperature values change substantially in time due to significant changes in shock structure. It
is not possible to compare translational temperatures directly with the experiment, however, as shown by Moss and
Bird [12] comparison of DSMC results with experimentally obtained heat flux measurements is a good test of the
simulation fidelity. Figure 3(b) shows comparison of the heat transfer rates obtained from the experiment [6] and our
2-D DSMC simulations for different times. It can be seen that at 100 µs, the DSMC result is in reasonable agreement
with the experiment, especially in the region close to the tip of the first wedge and at the second wedge surface, while
the heat transfer values on the second wedge differ significantly in time. Indeed, at the beginning of the simulation,
the computed heat flux spatial distribution is similar to the experiment, although the values are slightly over predicted.
However, the differences between simulation and experiment grow larger in magnitude as time progresses, and by
800 µs shows a spatial pattern that is completely different from the experiment.
The lack of agreement between the time evolution of the simulations and the experiment suggests that the flow
may not be two-dimensional in the Z = 0 symmetry plane, although, the previous empirical results of Ball [14] of
flow over a symmetric wedge/flap configuration under similar free stream conditions show that the span to boundary
layer thickness at the hinge should have been sufficient to prevent edge effects from reaching the centerline. Hence,
the goals of the 3-D simulations are to establish whether the flow in the Z = 0 symmetry plane is affected by three-
dimensionality, and to what extent the inclusion of the flow in the spanwise (Z) direction reduces the shock-shock
interaction (pressure relief effect). A three dimensional view of the computational domain and the double wedge with
the simulated translational temperature contours superimposed is shown in Fig. 4(a). As can clearly be seen in Fig. 4(b)
the flow is three-dimensional, since the translational temperature contours are strongly non-uniform in the z-direction.
Similarly, the top view of the chemiluminescence image shown in Fig. 4(c) indicates that the high temperature region
differs from the wide centerline region to the edge. In Fig. 4(d), the streamlines at the wedge surface are shown. Below
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(a) Temperature (K) profile along
y = 0.04 m, 2-D
(b) Heat transfer rate, 2-D (c) Temperature (K) profile along
y = 0.04 m, 3-D, at the center
(d) Heat transfer rate, 2-D at the cen-
ter
FIGURE 3. Variation of temperature and heat transfer values in time.
(a) 3D view (b) Top view at y = 0.04 m constant
plane
(c) Chemiluminescence image (top
view)
(d) Streamlines on the surface
FIGURE 4. The 3D effects at 140 µs simulated using the 3-D (baseline case) wedge geometry. The backplane is the
Z − 0 symmetry plane.
the AB line, the velocity field has almost no Z-component. However, the flow crossing the C and D line shows strong
three-dimensionality, with the streamlines directed towards the outer edge of the wedge in the Z direction. These
results are consistent with the CFD simulations reported earlier by Rudy et al. [5].
The effect of the three-dimensionality of the flow on its time dependence along the center region is examined
next. Figure 3(c) presents the translational temperature profiles as a function of time at a Y plane passing through the
separation region. As shown, the temperature profiles only slightly change in time, especially after 140 µs. In fact, the
extent of the shock region is almost the same, and the temperature variation as a function of time is insignificant in the
shock region, in direct contrast to the two dimensional case for 100 and 200 µs presented in Fig. 3(a), where both the
extent of the shock and temperature values were observed to change dramatically in time. Figure 3(d) shows the heat
transfer rate obtained from experiment (including error bars with about 10% deviation from its mean) and the 3-D
calculation. The heat flux decreases along the first wedge from the free stream to the hinge point, as predicted by the
laminar boundary-layer theory [15]. The calculated heat flux rates are found to be in reasonable good agreement with
the measurements on the first wedge, however, the solution does not show any indication of the separation along the
first wedge. This is likely due to the poorer cell and panel resolutions especially at the location, x/L = 0.8. Nonetheless,
much better agreement with the experiment is achieved at the aft part of the wedge compared to the 2-D result.
SWBLI is susceptible to three dimensional instabilities and is sensitive to the dimensionality of the flow. The
comparison of the difference in the predicted shock structure along the wedge centerline for the 2 and 3-D geometries
shows the boundary layer for both geometries becomes wider at the point where the separation shock is formed.
Additionally, this point is closer to the tip of the wedge in the 2-D case which results in a larger separation region
compared to the 3-D case. Also, for the 2-D case, the inside area surrounded by the bow shock and transmitted shock
and the shear layer is larger in 2-D compared to the 3-D case.
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(a) 100µs (b) 200µs
FIGURE 5. Comparison of the position of the shock wave between simulations and experiment for the 2 and 3-D
geometries.
To understand the difference in the predicted temporal variation of the two and three-dimensional flows, we
compare the translational temperature profiles, streamlines and shock structure profiles of these two models. We found
that the degree of thermal nonequilibrium for rotation and vibration did not reveal any significant difference between
the two or three-dimensional model. Early in the time evolution of the flow, 40 µs, the translational temperature spatial
distribution was found to be the same for both the two and three-dimensionalmodels. Generally at this time, there is no
significant difference between the two cases since the size of the separation zone is not large and surface streamlines
show little variation in the spanwise direction. The length of the high temperature region in the 2-D case was found
to be slightly larger than in 3-D due to the fact that the triple point is slightly forward compared to the 3-D case. As
time progresses, the separation zone moves towards the tip of the wedge and becomes larger in the 2-D case. The
difference between the 2-D and 3-D flow structures becomes significant in time. As can be seen in Fig. 5, in the 2-D
case, the triple point continues to move and the difference becomes larger. Indeed, the 3-D calculations are in good
agreement with the experimental result. A small deviation of about 1 mm in the experimental tracking data may be
attributed to the uncertainty in the image tracking and the shock blurring that occurs due to the finite shutter time and
pixel resolution.
Density Decreased Case
The previously presented three-dimensional results are not fully resolved in terms of the DSMC cell criterion in the
streamwise as well as spanwise directions. That is, the ratio of local mean free path to the cell size is smaller than
unity especially in the separation region and at the edge of the wedge. Therefore, the freestream density value is
decreased by a factor of eight to solve the problem without assuming the gradient in the z-direction is negligible and
to ensure that this ratio is larger than unity. The shock structure shown in Fig. 1(b) is found to be somewhat similar to
that in the experimental case shown in Fig 1(a) in terms of the shock interactions and the existence of the distinctive
separation region. By using the same geometry and same flow conditions (i.e. Mach number, stagnation enthalpy),
this case at least provides the opportunity to show the three-dimensional effects on the double wedge configuration
in a fully resolved manner. Comparison of the shock structure with the experimental case reveals that the boundary
layer is thicker based on the fact that Reynolds number is lower than the experiment, resulting in the larger separation
region. The position of the transmitted shock for both cases is found to be similar where the peak of heat transfer rate
occurs. Consistent with the decrease in the freestream density, the surface heating values for the density decreased
case is decreased by about a factor of four as compared with the experiment.
Similar to the experimental case, it was observed that the size of the separation bubble keeps on increasing and
moves toward the leading edge, causing significant changes in the shock structure for the 2-D case. As shown in
Fig. 6(a), the temperature values are extracted along the y= 0.04 constant plane and found to change substantially in
time similar to those in Fig. 3(a). The effect of the change in the temperatures can also be seen in the heat flux values
shown in Fig. 6(b). The effect of the separation is to lower the heat transfer rate and is more distinctive in comparison
to the experimental case. This is due to the fact that the heat flux values are lower which makes it more sensitive to the
small changes. In contrast to the 2-D case, the temperature profiles shown in Fig. 6(c) slightly change in time and are
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(a) Temperature (K) profile along
y = 0.04 m, 2-D
(b) Heat transfer rate, 2-D (c) Temperature (K) profile along
y = 0.04 m, 3-D, at the center
(d) Heat transfer rate, 2-D at the cen-
ter
FIGURE 6. Variation of the temperature and heat transfer values in time for the density decreased case.
(a) 2-dimensional case (b) 3-dimensional case at the center
plane
(c) Gradient values in the z-direction (d) Heat transfer of degraded case
FIGURE 7. Comparison of translational temperature (K) contours and heat transfer rates as a function of dimension-
ality at 100 µs .
found to be stable in terms of the shock location for the 3-D case. However, heat flux values continue to change in time
as shown in Fig. 6(d). As opposed to the experimental case, there is a significant decrease of the maximum between
100 and 200 micro-s which is more likely due to the existence of thicker boundary layer and larger separation region
in the density decreased case. Consistent with the previous observation, the separation starts closer to the leading edge
in the 2-D than the 3-D case due to the side edge pressure relief effects. The effect of the three-dimensionality is more
obvious in the translational temperature profiles at 400 µs shown in Figs. 7(a) and 7(b). In fact, the high-temperature
region after the strong detached shock is larger in the 2-D case.
The lower density case also provides opportunity to test and validate the assumption of the use of larger collision
cell in the spanwise direction based on the low gradient values shown in Fig. 7(c). The cell division in the z-direction
was restricted in the experimental case and this provides the reduction of computational requirements by a factor of 40
whereas for the density decreased case, this number is about 4 as presented in Table 2. The translational temperature
values both at the center and the edge are found to be essentially the same. However, as can be seen in Fig. 7 (d) at
most 10% differences are observed at the peak of the heat values which is in the limit of experimental uncertainty.
Therefore, larger cells can be used in the spanwise direction. It should be noted that at 100 µs the heat flux values
obtained for all lower density cases are close to each other, showing that the numerical parameters are set accurately.
CONCLUSIONS
The hypersonic flow of nitrogen gas over a double wedge was simulated by the DSMC method using two dimen-
sional and three dimensional geometries. The numerical results were compared with experiments conducted in the
HET facility for a high-enthalpy pure nitrogen flow corresponding to a free stream Mach number of approximately
seven. When the flow was assumed to be two-dimensional, the shock structure and flowfield properties were shown
to continue to change in time, in contrast to the experiment, due to the growing separation zone near the hinge. Al-
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though the 2-D solution at 100 µs qualitative agrees with the experiment in terms of heat transfer rates and Schlieren
visualization, the deviation of from the experiment grew as the simulations were continued in time.
Three-dimensional simulations were performed to investigate the three dimensionality effect on the flowfield and
on the stability of the shock structure locations. It was observed that at the beginning of the simulation, when the
separation zone is not distinct, three-dimensional effects are not significant. This causes the 2-D and 3-D results to
be similar early in time. However, the differences grow in time due to changes in the separation region. Also, it was
seen that the flowfield and surface properties differ significantly between the edge and the center plane, although the
flow in the spanwise direction is not modeled accurately due to the poorer grid resolution in the Z direction. The
simulated 3-D heat fluxes, shock structure, and triple point movement were found to be in excellent agreement with
the experimental heat flux values, especially in the aft part of the wedge, and the tracking measurements.
The validity of the assumptions made in the experimental case was tested by the lower density case. It was
observed that the shock structure and separation region are found to be similar for both cases. However, the time trend
observed in the peak of heat flux can be attributed to the differences in the boundary layer associated with different
Reynolds number between the two cases. The three-dimensional effects are significant enough to change the flow
characteristics.
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