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ABSTRACT
This paper proposes a class of distributed event-triggered algorithms that solve the
average consensus problem in multi-agent systems. By designing events such that a
specifically chosen Lyapunov function is monotonically decreasing, event-triggered
algorithms succeed in reducing communications among agents while still ensuring
that the entire system converges to the desired state. However, depending on the
chosen Lyapunov function the transient behaviors can be very different. Moreover,
performance requirements also vary from application to application. Consequently,
we are instead interested in considering a class of Lyapunov functions such that
each Lyapunov function produces a different event-triggered coordination algorithm
to solve the multi-agent average consensus problem. The proposed class of algorithms
all guarantee exponential convergence of the resulting system and exclusion of Zeno
behaviors. This allows us to easily implement different algorithms that all guarantee
correctness to meet varying performance needs. We show that our findings can be
applied to the practical clock synchronization problem in wireless sensor networks
(WSNs) and further corroborate their effectiveness with simulation results.
KEYWORDS
Event-triggered control, distributed coordination, multi-agent consensus, varying
performance needs, clock synchronization.
1. Introduction
This paper studies the distributed coordination problem of multi-agent sys-
tems where a group of agents are required to agree upon certain quantities
of interest, i.e., to achieve a consensus state. Due to its broad applications in
areas such as unmanned vehicles, mobile robots, and wireless sensor networks
(WSNs) (Callen, 1998; Liang, Wang, Shen, & Liu, 2012; Peng, Wen, Rahmani, & Yu,
2015), many algorithms have been proposed (Dimarogonas, Frazzoli, & Johansson,
2012; Garcia, Cao, Yu, Antsaklis, & Casbeer, 2013; Liu, Lu, & Chen, 2011;
Seyboth, Dimarogonas, & Johansson, 2013; Xiao & Wang, 2008; You & Xie, 2011).
However, when it comes to implementation, a majority of them require agents to
communicate and update their control signals continuously or with a fixed sampling
period (Liu et al., 2011; Xiao & Wang, 2008; You & Xie, 2011), which are inefficient.
To improve efficiency while still maintaining the desired performance of the network,
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event-triggered algorithms have recently been gaining popularity (Dimarogonas et al.,
2012; Garcia et al., 2013; Seyboth et al., 2013).
The main idea behind event-triggered algorithms is that agents only take
actions when necessary so that some desired properties of the system can
still be maintained efficiently. There are many recent works on distributed
event-triggered control for multi-agent systems (Dolk & Heemels, 2015; Girard,
2015; Hu, Liu, & Feng, 2017; Liuzza, Dimarogonas, di Bernardo, & Johansson,
2016; Meng, Xie, Soh, Nowzari, & Pappas, 2015; Nowzari & Corte´s,
2014, 2016; Nowzari, Garcia, & Cortes, 2017; Seyboth et al., 2013;
Sun, Huang, Anderson, & Duan, 2016; Yi, Liu, Dimarogonas, & Johansson, 2017;
Yi, Lu, & Chen, 2016; Zhang, Han, & Zhang, 2017). Among them, Seyboth et al.
(2013) propose to use a triggering function whose threshold is time-dependent with
predefined constant parameters. In general, these time-dependent thresholds are easy
to design to exclude deadlocks (or Zeno behavior, meaning an infinite number of events
triggered in a finite number of time period (Johansson, Egerstedt, Lygeros, & Sastry,
1999)), but require global information to guarantee convergence to exactly a consensus
state. Instead, some event-triggered algorithms use state-dependent thresholds to
determine when actions should be taken (Nowzari & Corte´s, 2014, 2016); however,
these triggers might be risky to implement as Zeno behavior is harder to exclude.
Recently, event-triggered algorithms that combine the time-dependent and state-
dependent triggers are proposed (Girard, 2015; Sun et al., 2016; Yi et al., 2017). As
the occurrence of Zeno behavior is impossible in a given physical implementation, the
exclusion of it is therefore necessary and essential to guarantee the correctness of an
event-triggered algorithm.
The event-triggered algorithms we propose in this paper are state-dependent and
Lyapunov-based. Specifically, an event-triggered controller can generally be developed
from a given Lyapunov function to maintain stability of a certain system while reduc-
ing sampling or communication, using the given Lyapunov function as a certificate of
correctness. In other words, all events are triggered based on how we want the given
Lyapunov function to evolve in time. However, it is known that a Lyapunov function
is not unique for a given system, and each individual function may result in a to-
tally different, but equally valid/correct triggering law. Consequently, there are many
works that propose one such algorithm based on one function that all have the same
guarantee: asymptotic convergence to a consensus state. Simulations then show that
these ideas are promising when compared against periodic implementations in reducing
communication while maintaining stability, but there are no formal guarantees on the
gained efficiency. This means there is no established way to compare the performance
of two different event-triggered algorithms that solve the same problem. In particular,
given two different event-triggered algorithms that both guarantee convergence, their
trajectories and communication schedules may be wildly different before ultimately
converging to the desired set of states. There are some new works that are address-
ing exactly this topic (Antunes & Heemels, 2014; Khashooei, Antunes, & Heemels,
2017; Ramesh, Sandberg, & Johansson, 2016), which set the basis for this paper. More
specifically, once established methods of comparing the performance of event-triggered
algorithms against one another are developed, current available algorithms will likely
be revisited to optimize different types of performance metrics. In particular, we notice
that different algorithms are better than others in different scenarios when considering
metrics such as convergence speed or total energy consumption. Therefore, instead of
trying to design only one event-triggered algorithm that simply guarantees conver-
gence, we design an entire class of event-triggered algorithms that can be easily tuned
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to meet varying performance needs.
Our work is motivated by (Nowzari & Corte´s, 2016) that solves the exact problem
we consider, i.e., design a distributed event-triggered algorithm with state-dependent
triggers for multi-agent systems over weight-balanced directed graphs. We first de-
velop a distributed event-triggered algorithm based on an alternative Lyapunov can-
didate function, which we name it as Algorithm 2. For the algorithm proposed
by Nowzari and Corte´s (2016), we name it as Algorithm 1. Observing that the
two algorithms result in different performance for different network topologies, we
then parameterize an entire class of Lyapunov functions from the two algorithms
and show how each individual function can be used to develop a Combined Algo-
rithm. More specifically, choosing any parameter λ ∈ [0, 1] yields an event-triggered
algorithm that guarantees convergence. Changing λ can then help achieve varying
performance goals while always guaranteeing stability. With the asymptotic conver-
gence and exclusion of Zeno behavior for both Algorithm 1 and Algorithm 2,
we establish that the entire class of Combined Algorithms also exclude Zeno
behavior and guarantee convergence of the system. In addition to the theoretic
analysis, we also study the practical clock synchronization problem that exists in
WSNs (Dimarogonas & Johansson, 2009), which is crucial especially when opera-
tions such as data fusion, power management and transmission scheduling are per-
formed (Kadowaki & Ishii, 2015; Wu, Chaudhari, & Serpedin, 2011). We use various
simulations to illustrate the correctness and performance of our proposed algorithms.
The rest of this paper is organized as follows. Section 2 introduces the preliminaries
and Section 3 formulates the problem of interest. Section 4 first summarizes the related
work (Nowzari & Corte´s, 2016) and then proposes a novel strategy based on an alter-
native Lyapunov function. Section 5 analyzes the non-Zeno behavior and convergence
property of the proposed strategy. The combined algorithms that are developed based
on the combined Lyapunov functions are proposed in Section 6, followed by a case
study of clock synchronization in Section 7. Section 8 presents the simulation results
and Section 9 concludes this work.
Notations: R, R>0, R≥0 denote the set of real, positive real, and nonnegative real
numbers, respectively. 1N ∈ R
N and 0N ∈ R
N denote the N × 1 column vectors with
entries all equal to one and zero, respectively. ‖ · ‖ denotes the Euclidean norm for
vectors or induced 2-norm for matrices. For a finite set S, |S| denotes its cardinality.
2. Preliminaries
Let G = {V, E ,W} denote a weighted directed graph (or weighted digraph) that is
comprised of a set of vertices V = {1, . . . , N}, directed edges E ⊂ V ×V, and weighted
adjacency matrix W ∈ RN×N≥0 . Given an edge (i, j) ∈ E , we refer to j as an out-
neighbor of i and i as an in-neighbor of j. The sets of out- and in-neighbors of a given
agents i are N outi and N
in
i , respectively. The weighted adjacency matrix W satisfies
wij > 0 if (i, j) ∈ E and wij = 0 otherwise. A path from vertex i to j is an ordered
sequence of vertices such that each intermediate pair of vertices is an edge. A digraph
G is strongly connected if there exists a path from all i ∈ V to all j ∈ V. The out- and
in-degree matrices Dout and Din are diagonal matrices whose diagonal elements are
douti =
∑
j∈N outi
wij , d
in
i =
∑
j∈N ini
wji,
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respectively. A digraph is weight-balanced if Dout = Din, and the weighted Laplacian
matrix is given by L = Dout −W .
For a strongly connected and weight-balanced digraph, zero is a simple eigenvalue
of L. In this case, we order its eigenvalues as λ1 = 0 < λ2 ≤ · · · ≤ λN . Note the
following property will be of use later:
λ2(L)x
TLTx ≤ xTLTLx ≤ λN (L)x
TLTx. (1)
Another property we need is the Young’s inequality (Hardy, Littlewood, & Po´lya,
1952), which states that given x, y ∈ R, for any ε ∈ R>0,
xy ≤ x
2
2ε +
εy2
2 . (2)
3. Problem Statement
Consider the multi-agent average consensus problem for an N -agent network over
a weight-balanced and strongly connected digraph G = {V, E ,W}. Without loss of
generality, we say that an agent i is able to receive information from neighbors in N outi
and send information to neighbors in N ini . Assume that all inter-agent communications
are instantaneous and of infinite precision. Let xi denote the state of agent i ∈ V and
consider the single-integrator dynamics
x˙i(t) = ui(t). (3)
The well-known distributed continuous control law
ui(t) = −
∑
j∈N outi
wij(xi(t)− xj(t)) (4)
drives the states of all agents in the system to asymptotically converge to the aver-
age of their initial states (Olfati-Saber & Murray, 2004). However, its implementation
requires all agents to continuously access their neighbors’ state information and keep
updating their own control signals, which is unrealistic in practice in terms of both
communication and control. To relax both of these requirements, we adopt another
framework, that is, neighbors of a given agent only receive state information from it
when this agent decides to broadcast its state information to them. After receiving
the information from their neighbors, agents then update their own control signals.
Let tlast be the last time at which agent i broadcasts its state information and tnext be
the next time it is going to broadcast. In-between broadcasts, we use xˆi(t) to denote
the last broadcast state of agent i and it remains constant, i.e., xˆi(t) = xi(tlast) for
t ∈ [tlast, tnext). We assume that all agents have continuous access to their own states
and adopt the modified distributed event-triggered control law (Dimarogonas et al.,
2012)
ui(t) = −
∑
j∈N outi
wij(xˆi(t)− xˆj(t)). (5)
Along with the above controller (5), each agent i is equipped with a triggering
function fi(·) that takes values in R. Our objective is to identify triggers that depend
on local information only, i.e., on the true state xi(t), its last broadcast state xˆi(t),
and its neighbors last broadcast state xˆj(t) for j ∈ Ni. Specifically, we need to design
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triggering functions for each agent i ∈ V such that an event is triggered as soon as the
triggering condition
fi(t, xi(t), xˆi(t), xˆj(t)) > 0 (6)
is fulfilled. The triggered event then drives agent i to broadcast its state so that its
neighbors can update their states. To do so, we first develop a distributed event-
triggered algorithm with state-dependent thresholds based on a Lyapunov function
that is different from the previous used Lyapunov functions. We then extend our
work and propose an entire class of event-triggered algorithms that are able to meet
varying performance needs while guarantee asymptotic convergence of the system.
Before presenting our work, we first introduce the algorithm that motivates our
work (Nowzari & Corte´s, 2016).
4. Distributed Trigger Design
4.1. Related work
The exact same problem of distributed event-triggered coordination for multi-agent
systems over weight-balanced digraphs has been studied by Nowzari and Corte´s
(2016). As their findings are essential in developing our algorithms, we first summarize
their algorithm and name it Algorithm 1.
The event-triggered law proposed in (Nowzari & Corte´s, 2016) is Lyapunov-based,
with the Lyapunov candidate function be
V1(x(t)) =
1
2(x(t)− x¯)
T (x(t)− x¯), (7)
where x(t) = (x1(t), ..., xN (t))
T ∈ RN is the column vector of all agents’ states and
x¯ = 1
N
∑N
i=1 xi(0)1N is the average of all initial conditions.
The derivative of V1(x(t)) takes the form
V˙1(x(t)) = x
T (t)x˙(t)− x¯T x˙(t) = −xT (t)Lxˆ(t) + x¯TLxˆ(t) = −xT (t)Lxˆ(t), (8)
where x˙(t) = u(t) = −Lxˆ(t) is the compact vector-matrix form of equation (3) and
(5), with xˆ(t) = (xˆ1(t), ..., xˆN (t))
T ∈ RN the vector of last broadcast states of all
agents. The second term x¯TLxˆ(t) = 0 comes from the fact that the digraph G is
weight-balanced, meaning 1TNL = 0
T , therefore x¯TLxˆ(t) = 1
N
∑N
i=1 xi(0)1
T
NLxˆ(t) = 0.
Expand (8) and apply Young’s inequality (2), V˙1(x(t)) is upper bounded by
V˙1(x(t)) ≤ −
1
2
∑N
i=1
∑
j∈N outi
wij
[
(1− ai)(xˆi(t)− xˆj(t))
2 − e
2
i (t)
ai
]
, (9)
where ai ∈ (0, 1) and ei(t) = xˆi(t) − xi(t) is the difference between agent i’s last
broadcast state and its current state at time t.
To make sure that the Lyapunov function V1(x(t)) is monotonically decreasing re-
quires
∑
j∈N outi
wij
[
(1− ai)(xˆi(t)− xˆj(t))
2 − e
2
i (t)
ai
]
≥ 0,
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for all agents i ∈ V at all times, which can be accomplished by enforcing
e2i (t) ≤
ai(1−ai)
douti
∑
j∈N outi
wij(xˆi(t)− xˆj(t))
2. (10)
It is found in (Nowzari & Corte´s, 2016) that by setting ai = 0.5 for all agents, the
trigger design will be optimal. Therefore, the triggering function in (Nowzari & Corte´s,
2016) is defined as
fi(ei(t)) = e
2
i (t)−
σi
4douti
∑
j∈N outi
wij(xˆi(t)− xˆj(t))
2, (11)
where σi ∈ (0, 1) is a design parameter that affects the flexibility of the triggers.
According to the triggering function (11), an event is triggered when fi(ei(t)) > 0 or
when fi(ei(t)) = 0 and φi =
∑
j∈N outi
wij(xˆi(t)− xˆj(t))
2 6= 0.
Basically, the trigger above makes sure that V˙1(x(t)) is always negative as long as the
system has not converged, therefore,Algorithm 1 guarantees all agents to converge to
the average of their initial states, i.e., limt→∞ x(t) = x¯ =
1
N
∑N
i=1 xi(0)1N , interested
readers are referred to (Nowzari & Corte´s, 2016, Theorem 5.3) for more details.
4.2. Proposed new algorithm
As we know, the Lyapunov function is not unique for the stability studying of the
same system, and each individual function may result a totally different triggering
law. Therefore, we propose a novel triggering strategy named as Algorithm 2 based
on an alternative Lyapunov candidate function
V2(x(t)) =
1
2x(t)
TLTx(t). (12)
The following result characterizes a local condition for all agents in the network such
that the Lyapunov candidate function V2(x(t)) is monotonically nonincreasing.
Lemma 4.1. For i ∈ V, with bi, cj <
1
douti
∀i, j ∈ V, define ei(t) = xˆi(t)− xi(t) as in
Section 4.1, with ui(t) given in (5), then
V˙2(x(t)) ≤ −
∑N
i=1
[
δiu
2
i (t)−
(
douti
2bi
+ d
out
i
2ci
)
e2i (t)
)
, (13)
where
δi , 1−
douti bi
2 −
∑
j∈N outi
wijcj
2 . (14)
Proof. Omit the time stamp t for simplicity. The derivative of V2(x) takes the form
V˙2(x) = x
TLT x˙. (15)
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Substitute the vector form x = xˆ− e into (15), and expand it with (3), we have
V˙2(x) = xˆ
TLT x˙− eTLT x˙
=
N∑
i=1
(
∑
j∈N outi
wij(xˆi − xˆj)ui −
∑
j∈N outi
wij(ei − ej)ui)
=
N∑
i=1
(−u2i −
∑
j∈N outi
wijeiui +
∑
j∈N outi
wijejui)
=
N∑
i=1
(−u2i − d
out
i eiui +
∑
j∈N outi
wijejui).
(16)
For bi, cj > 0, applyYoung’s inequality (2) to the cross terms at the right hand side
of (16) gives
−douti eiui ≤
douti
2bi
e2i +
douti bi
2
u2i ,∑
j∈N outi
wijejui ≤
∑
j∈N outi
wij
2cj
e2j +
∑
j∈N outi
wijcj
2
u2i .
Since the digraph is weight-balanced, the following equality holds:
N∑
i=1
∑
j∈N outi
wij
2cj
e2j =
N∑
i=1
∑
j∈N ini
wji
2ci
e2i =
N∑
i=1
dini
2ci
e2i =
N∑
i=1
douti
2ci
e2i .
Combine the above inequalities and equality, we obtain an upper bound for V˙2(x):
V˙2(x) ≤
N∑
i=1
(
− u2i +
douti e
2
i
2bi
+
douti biu
2
i
2
+
douti e
2
i
2ci
+
∑
j∈N outi
wijcj
2
u2i
)
= −
N∑
i=1
[(
1−
douti bi
2
−
∑
j∈N outi
wijcj
2
)
u2i −
(douti
2bi
+
douti
2ci
)
e2i
]
= −
N∑
i=1
[
δiu
2
i −
(douti
2bi
+
douti
2ci
)
e2i
]
,
(17)
with δi defined in (14). To ensure δi > 0, we require bi, cj <
1
douti
.
From Lemma 4.1, a sufficient condition to guarantee the proposed Lyapunov can-
didate function V2(x(t)) is monotonically decreasing is to ensure that
δiu
2
i (t)−
(
douti
2bi
+ d
out
i
2ci
)
e2i (t) ≥ 0
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for all agents i ∈ V at all times, or
e2i (t) ≤
2δibici
(bi+ci)douti
(∑
j∈N outi
wij(xˆi(t)− xˆj(t))
)2
. (18)
The triggering function developed from Algorithm 2 is therefore defined as
fi(ei(t)) = e
2
i (t)−
2σiδibici
(bi+ci)douti
(∑
j∈N outi
wij(xˆi(t)− xˆj(t))
)2
, (19)
where σi ∈ (0, 1) is a design parameter that affects how flexible the trigger is and
controls the trade-off between communication and performance. Setting σi close to
0 is generally greedy, meaning that the trigger is enabled more frequently and more
communications are required, therefore makes agent i contribute more to the decrease
of the Lyapunov function V2(x(t)), leading to a faster convergence of the network while
setting the value of σi close to 1 achieves the opposite results. Note that the roles
of bi, ci, cj are beyond system stabilization, they are also important to the trigger’s
performance. The larger value of 2δibici(bi+ci)douti
, the less communication shall be needed
since it means that the system is more error-tolerant.
Corollary 4.2. For agent i ∈ V with the triggering function defined in (19), if the
condition fi(ei) ≤ 0 is enforced at all times, then
V˙2(x(t)) ≤ −
∑N
i=1(1− σi)δi(
∑
j∈N outi
wij(xˆi(t)− xˆj(t)))
2.
Similar as the work done in (Nowzari & Corte´s, 2016), to avoid the possibility that
agent i may miss any triggers, we define an event either by
fi(ei(t)) > 0 or (20)
fi(ei(t)) = 0 and φi 6= 0 (21)
where φi = (
∑
j∈N outi
wij(xˆi(t)− xˆj(t)))
2.
We also prescribe the following additional trigger as in (Nowzari & Corte´s, 2016) to
address the non-Zeno behavior. Let tilast be the last time at which agent i broadcasts
its information to its neighbors. If at some time t ≥ tilast, agent i receives information
from a neighbor j ∈ N outi , then agent i immediately broadcasts its state if
t ∈ (tilast, t
i
last + εi), (22)
where
εi <
√
2σiδibici
(bi+ci)douti
(23)
is a parameter selected to ensure the exclusion of Zeno behavior, and we will demon-
strate how it is designed in the following section.
We summarize the differences between Algorithm 1 proposed
in (Nowzari & Corte´s, 2016) and Algorithm 2 proposed here in Table 1. Once the
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Table 1. Difference between Algorithm 1 and Algorithm 2.
Triggering function Parameter design
Algorithm 1 fi(ei) , e2i (t) −
σi
4dout
i
∑
j∈Nout
i
wij(xˆi(t) − xˆj(t))2 εi <
√
σi
4dout
i
wmax
i
|Nout
i
|
Algorithm 2 fi(ei) , e
2
i −
2σiδibici
(bi+ci)d
out
i
(∑
j∈Nout
i
wij(xˆi − xˆj
)2
εi <
√
2σiδibici
(bi+ci)d
out
i
Table 2. Distributed Event-Triggered Coordination Algorithm.
At all times t, agent i ∈ {1, . . . , N} performs:
1: if fi(ei(t)) > 0 or (fi(ei(t)) = 0 and φi 6= 0) then
2: broadcast state information xi(t) and update control signal ui(t)
3: end if
4: if new information xj(t) is received from some neighbor(s) j ∈ N
out
i
then
5: if agent i has broadcast its state at any time t′ ∈ [t− εi, t) then
6: broadcast state information xi(t)
7: end if
8: update control signal ui(t)
9: end if
triggering function and parameters εi are chosen for each agent, either algorithm can
be implemented using the coordination algorithm provided in Table 2.
Note that both algorithms guarantee exponential convergence and the exclusion of
Zeno behavior, as analyzed in Section 5 and in (Nowzari & Corte´s, 2016, Section 5).
However, except for these similarities, we have no idea which algorithm works better
for under varying performance need and initial conditions, which motivates our work
in Section 6.
5. Stability Analysis
In this section, we show that Algorithm 2 guarantees that no Zeno behavior exists
in the network executions. In addition, we show that when executing Algorithm 2,
all agents converge exponentially to the average of their initial states.
Proposition 5.1. (Non-Zeno Behavior) Consider the system (3) executing control
law (5). The triggering function is given by (19). If the underlying digraph of the
system is weight-balanced and strongly connected, then when executing the algorithm
described in Table 2, the system with any initial conditions will not exhibit Zeno be-
havior.
Proof. To prove that the system does not exhibit Zeno behavior, we need to show
that no agent broadcasts its state an infinite number of times in any finite time period.
We divide the proof into two steps, the first step shows the existence of that finite
time period and gives its value; while in the second step, we show that no information
can be transmitted an infinite number of times in that finite time period.
Step 1: This step shows that if an agent does not receive new information from its
out-neighbors, its inter-events time is bounded by a positive constant.
Assume that agent i ∈ V has just broadcast its state at time t0, then ei(t0) = 0. For
t > t0, while no new information is received, xˆi(t) and xˆj(t) remain unchanged. Given
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that e˙i = −x˙i, the evolution of the error is simply
ei(t) = −(t− t0)zˆi, (24)
where zˆi =
∑
j∈N outi
wij(xˆj − xˆi). Since we are considering the case that no neighbors
of agent i broadcast their states, therefore trigger (22) is irrelevant. We then need
to find out the next time point t∗ when fi(ei(t
∗)) = 0 and agent i is triggered to
broadcast. This can be done following trigger (21). If zˆi = 0, no broadcasts will ever
happen because ei(t) = 0 for all t ≥ t0. Consider the case when zˆi 6= 0, using (24),
trigger (21) prescribes a broadcast at time t∗ ≥ t0 that satisfies
(t∗ − t0)
2zˆ2i −
2σiδibici
(bi+ci)douti
zˆ2i = 0,
or equivalently
(t∗ − t0)
2 = 2σiδibici(bi+ci)douti
.
Therefore, we can lower bound the inter-events time by
τi = t
∗ − t0 =
√
2σiδibici
(bi+ci)douti
,
which explains our choice in (23). By this step, if none of agent i’s neighbors broadcast,
agent i will not be triggered infinitely fast. Next, we show that messages can not be sent
infinitely over a finite time period when one or more neighbors of agent i trigger(s).
Step 2: Same as Step 1, assume agent i has just broadcast its state at time t0,
thus ei(t0) = 0. Our reasoning is as follows:
1) If no information is received by time t0 + εi < t0 + τi, then no trigger happens
for agent i.
2) Let us then consider the situation that at least one neighbor of agent i broadcasts
its information at some time t1 ∈ (t0, t0 + εi), which means that agent i would also
re-broadcast its information at time t1 due to trigger (22). Define I as the set in which
all agents have broadcast information at time t1, then as long as no agent k ∈ I sends
new information to any agent in I, agents in I will not broadcast new information for
at least minj∈I τj seconds, which includes the original agent i. As no new information
is received by any agent in I by time t1 +minj∈I εj , there is no problem.
3) Again consider the case that at least one agent k sends new information to some
agent j ∈ I at time t2 ∈ (t1, t1 + minj∈I εj), then by trigger (22), all agents in I
would also broadcast their state information at time t2 and agent k will now be added
to I. The remaining reasoning is just to repeat what has been reasoned, thus, the
only situation for infinite communications to occur in a finite time period is to have a
network of infinite agents, which is impossible for the N -agent network we consider.
Therefore, Step 1 and Step 2 conclude that Algorithm 2 excludes Zeno behavior
for the network.
Next we establish the global exponential convergence.
Theorem 5.2. (Exponential Convergence to Average Consensus). Given the sys-
tem (3) executing Table 2 over a weight-balanced, strongly connected digraph, all agents
exponentially converge to the average of their initial states, i.e. limt→∞ x(t) = x¯, where
x¯ = 1
N
∑N
i=1 xi(0)1N .
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Proof. The triggering events (20) and (21) ensure that
V˙2(x(t)) ≤
∑N
i=1(σi − 1)δi
(∑
j∈N outi
wij(xˆi(t)− xˆj(t))
)2
. (25)
To show that the convergence is exponential, we show that the evolution of V2(x(t))
towards 0 is exponential. Omit the time stamp t for simplicity, and define σmax =
maxi∈V σi, δmax = maxi∈V δi to further bound (25):
V˙2(x) ≤ (σmax − 1)δmax
N∑
i=1
( ∑
j∈N outi
wij(xˆi − xˆj)
)2
= (σmax − 1)δmaxxˆ
TLTLxˆ
≤ (σmax − 1)δmaxλ2(L)xˆ
TLT xˆ,
where we use (1) to come up with the last inequality. Note that
V2(x) =
1
2
xTLTx =
1
2
(xˆ− e)TLT (xˆ− e)
=
1
2
(xˆTLT xˆ− xˆTLT e− eTLT xˆ+ eTLT e)
≤
1
2
(2xˆTLT xˆ+ 2eTLT e)
≤ xˆTLT xˆ+ ‖L‖‖e‖2.
(26)
Substitute (18) into (26), define doutmin = mini∈V d
out
i , bmax = maxi∈V bi, cmax =
maxi∈V ci, bmin = mini∈V bi, and cmin = mini∈V ci, using (1), we have
xˆTLT xˆ+ ‖L‖‖e‖2 ≤ xˆTLT xˆ+ ‖L‖
2σmaxδmaxbmaxcmax
(bmin + cmin)doutmin
xˆTLTLxˆ
≤ xˆTLT xˆ+ ‖L‖
2σmaxδmaxbmaxcmax
(bmin + cmin)doutmin
λN (L)xˆ
TLT xˆ
= (1 +
2‖L‖σmaxδmaxbmaxcmaxλN (L)
(bmin + cmin)d
out
min
)xˆTLT xˆ,
(27)
Relate (26) with (27) gives
V˙2(x) ≤ (σmax − 1)δmaxλ2(L)xˆ
TLT xˆ
≤
(σmax − 1)δmaxλ2(L)
2(1 + 2‖L‖σmaxδmaxbmaxcmaxλN (L)(bmin+cmin)doutmin
)
xTLTx
=
(σmax − 1)(bmin + cmin)δmaxλ2(L)d
out
min
(bmin + cmin)doutmin + 2‖L‖σmaxδmaxbmaxcmaxλN (L)
V2(x).
(28)
Substitute A = (σmax−1)(bmin+cmin)δmaxλ2(L)d
out
min
(bmin+cmin)doutmin+2‖L‖σmaxδmaxbmaxcmaxλN (L)
into (28), we have V˙2(x(t)) ≤
AV2(x(t)), therefore we conclude that V2(x(t)) ≤ V2(x(0)) exp(At) and the network
converges exponentially to the average of its initial state.
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6. A Class of Event-Triggered Algorithms
As stated in Section 1, for a given system, there are many works studying event-
triggered control using Lyapunov functions to reach the goal of maintaining the sta-
bility of the system, while increasing the efficiency of the system. However, there
is very little work currently available that mathematically quantifies these benefits.
Recently, some works began establishing results along this line (Antunes & Heemels,
2014; Khashooei et al., 2017; Ramesh et al., 2016), still this area is in its infancy.
In particular, there are not yet established ways to compare the performance of an
event-triggered algorithm with another. Consequently, many different algorithms can
be proposed to ultimately solve the same problem, while each algorithm is slightly dif-
ferent and produces different trajectories. Specifically in our case, Algorithm 1 and
Algorithm 2 solve the exact same problem, and offer the exact same guarantees, i.e.,
they both exclude Zeno behavior and ensure asymptotic convergence of the network.
So, which algorithm should we use? Moreover, we have found that depending on the
initial conditions and network topology, each algorithm may out-perform the other
in terms of different evaluation metrics. In any case, once these performance metrics
become better researched, there will likely be more standard ways to mathematically
compare the two different algorithms. Therefore, for now, instead of designing only
one event-triggered algorithm for the system that only works better in one situation,
we aim to design an entire class of algorithms that can easily be tuned to meet varying
performance needs.
We do this by parameterizing a set of Lyapunov functions rather than studying
only a specific one. To the best of our knowledge, this paper is then a first study of
how to design an entire class of algorithms that use different Lyapunov functions to
guarantee correctness, with the intention of being able to use the best one at all times.
In this paper, we utilize only two Lyapunov functions, however, we can also use as
many Lyapunov functions as we want and combine them all to develop the entire class
of algorithms.
Specifically, given any λ ∈ [0, 1], we define a combined Lyapunov function as
Vλ(x(t)) = λV1(x(t)) + (1− λ)V2(x(t)). (29)
Accordingly, the derivative of Vλ(x(t)) takes the form
V˙λ(x(t)) = λV˙1(x(t)) + (1− λ)V˙2(x(t)). (30)
Following the steps of deriving the triggering functions in Section 4, the triggering
function developed based on the combined Lyapunov function (29) is given by
fi(ei(t)) = e
2
i (t)− σi
[ λ
4douti
∑
j∈N outi
wij
(
xˆi(t)− xˆj(t)
)2
+
(1− λ)2δibici
(bi + ci)douti
( ∑
j∈N outi
wij(xˆi(t)− xˆj(t))
)2] (31)
We refer to the algorithm developed from the combined Lyapunov function as the
Combined Algorithm parameterized by λ with λ ∈ [0, 1]. Note that λ = 0 recovers
Algorithm 2 and λ = 1 recovers Algorithm 1.
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Similarly, for the Combined Algorithm, we use the following events to avoid
missing any triggers:
fi(ei(t)) > 0, (32)
fi(ei(t)) = 0 and φi 6= 0, (33)
where, with a slight abuse of notation, φi =
λ
4douti
∑
j∈N outi
wij(xˆi(t) − xˆj(t))
2 +
(1−λ)2δibici
(bi+ci)douti
(
∑
j∈N outi
wij(xˆi(t)− xˆj(t)))
2.
The parameter that bounds the inter-events time and excludes Zeno behavior is also
designed:
εi <
√
λσi
4douti w
max
i |N
out
i |
+ 2(1−λ)σiδibici(bi+ci)douti
.
Then, with the triggering function (31) and εi defined above, the Combined Al-
gorithm can also be implemented using Table 2.
Corollary 6.1. Both Algorithm 1 and Algorithm 2 ensure all agents to exponen-
tially converge to the average of their initial states with the proof that their Lyapunov
functions converge exponentially. Therefore, as a linear combination of V1(x(t)) and
V2(x(t)), Vλ(x(t)) also converges exponentially, which means that a network executing
the Combined Algorithm shall converge exponentially to the average of its initial
states.
To illustrate the correctness and effectiveness of our event-triggered algorithm de-
scribed in Table 2 and the Combined Algorithm, we introduce the clock synchro-
nization problem that exists in wireless sensor networks (WSNs) as a case study.
7. Case Study: Clock Synchronization
7.1. Background
WSNs are broadly applied in areas such as disaster management, border protection,
and security surveillance, to name a few, thanks to their low-cost and collaborative na-
ture (Abbasi & Younis, 2007; Gungor, Lu, & Hancke, 2010). However, the underlying
local clocks of these sensors are often in disagreement due to the imperfections of clock
oscillators. To guarantee consistency in the collected data, it is crucial to synchronize
these clocks with high precision. In addition, as the small micro-processors embedded
in each sensor node are usually resource-limited (Gungor et al., 2010), energy-efficient
communication protocols for clock synchronization are therefore desired.
Quite a lot approaches have been proposed to solve this problem, ranging from
centralized/time-triggered to distributed/event-triggered, see (Carli & Zampieri, 2014;
Chen, Li, Huang, & Tang, 2015; Choi & Shen, 2010; Garcia, Mou, Cao, & Casbeer,
2017; Kadowaki & Ishii, 2015; Maro´ti, Kusy, Simon, & Le´deczi, 2004;
Simeone & Spagnolini, 2007; Solis, Borkar, & Kumar, 2006) and references therein.
Here we propose to apply our event-triggered algorithms to achieve clock synchro-
nization in WSNs. One of the most related works is done by Chen et al. (2015), where
an event-triggered algorithm with state-dependent triggers is proposed. However,
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the virtual clocks they synchronize are formed in a discrete manner, which may
encounter abrupt changes. The ability of avoiding abrupt changes is essential in
clock synchronization since time discontinuity due to these changes can cause serious
faults such as missing important events (Sundararaman, Buy, & Kshemkalyani,
2005). While another event-triggered algorithm proposed by Garcia et al. (2017) does
synchronize continuous-time virtual clocks, however, their time-dependent trigger
design requires global information. Motivated by these two works, we introduce our
state-dependent event-triggered algorithms that synchronize continuous-time virtual
clocks.
7.2. Clock synchronization problem formulation
In WSNs, each sensor is equipped with a microprocessor with an underlying local
clock li(t), which is a function of the absolute time t ∈ R≥0. Ideally, the local clocks
should be configured as li(t) = t so that the notion of time is consistent throughout
the system. In reality (Kadowaki & Ishii, 2015), however, they are in the form of
li(t) = γit+ oi, i = 1, . . . , N, (34)
where the unknown constants γi ∈ R>0 and oi ∈ R represent the clock drift and offset
of i-th clock, respectively.
As the absolute time t is not available, the clock drift γi and offset oi can not be
computed directly. To synchronize the system, here we mean to synchronize the virtual
clocks Ti(t) of all sensors defined by (Kadowaki & Ishii, 2015)
Ti(t) = αi(li(t))li(t), i = 1, . . . , N, (35)
where αi(li(t)) is the controlled drift and is a function of node i’s local time li(t).
The clock synchronization is said to be achieved if
limt→∞ |Ti(t)− Tj(t)| = 0, ∀i, j ∈ {1, . . . , N}. (36)
For simple implementation, in this paper we consider the particular case where only
clock drift is present, i.e., the clock offset oi = 0 for i = 1, . . . , N . We also assume
γi ∈ [1 − ǫγ , 1 + ǫγ ], where ǫγ is known. Note that the virtual clocks are continuous
by definition, therefore the abrupt changes on the clocks are avoided. The N -sensor
network has a strongly-connected weight-balanced underlying digraph G = {V, E ,W},
with V, E , W defined as in Section 2. Without loss of generality, we say that a sensor
i is able to receive information from its neighbors in N outi and send information to
neighbors in N ini . The local clocks are then given by
li(t) = γit, i = 1, . . . , N. (37)
Substitute (37) into (35) gives the expressions of virtual clocks
Ti(t) = γiαi(li(t))t, i = 1, . . . , N. (38)
The dynamics of αi(li(t)) is specified by
dαi(li(t))
dli(t)
= −
∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t))), (39)
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where αˆi(li(t)), αˆj(lj(t)) represent the last broadcast state values of sensor i and j at
their local time li and lj , respectively. Though γi and γj can not be computed directly,
the value of γj
γi
can be obtained as follows (Garcia et al., 2017): record the local time
of node i and node j when node i receives information from node j at two time points,
say tm and tn, then
aj
ai
can be computed using γj
γi
= lj(tm)−lj(tn)
li(tm)−li(tn)
. Note we only need
the local clock time, not the exact values of tm and tn.
Define ei(li(t)) = αˆi(li(t)) − αi(li(t)) as sensor i’s state error, where αi(li(t)) is its
current controlled drift. An event for sensor i is triggered as soon as the triggering
function
fi(li(t), αi(li(t)), αˆi(li(t)), αˆj(lj(t))) > 0 (40)
is fulfilled. The triggered event then drives sensor i to broadcast its current state
αi(li(t)) to its neighbors so that they can update their states accordingly. Our ob-
jective is to design triggering functions (40) for each sensor with its locally available
information so that the virtual clocks are synchronized, i.e., (36) is satisfied.
7.3. Distributed event-triggered clock synchronization algorithm
We develop the event-triggered algorithms for clock synchronization based on Lya-
punov functions. To begin, let us first rewrite (38) as
Ti(t) = γiαi(li(t))t = yi(t)t, (41)
where yi(t) = γiαi(li(t)) is called the modified drift. It is clear that once consensus is
achieved on the variables yi(t), the clock synchronization will be realized regardless of
the individual values of γi and αi(li(t)).
We then adopt the Lyapunov candidate functions proposed in Section 4, with
the modified drifts as variables, i.e., V1(y(t)) =
1
2 (y(t) − y¯)
T (y(t) − y¯), V2(y(t)) =
1
2y(t)
TLT y(t), and Vλ(y(t)) = λV1(y(t)) + (1 − λ)V2(y(t)). As the algorithm de-
velopment with different Lyapunov functions are similar, we only use V2(y(t)) =
1
2y(t)
TLT y(t) as an example to illustrate the derivation process.
One thing to be noticed is that the dynamics of yi(t) is as follows:
y˙i(t) =
dαi(li(t))
dli(t)
·
dli(t)
dt
= γ2i
(
−
∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t)))
)
= −γi
( ∑
j∈N outi
wij(γiαˆi(li(t))− γjαˆj(lj(t))
)
= −γi
∑
j∈N outi
wij
(
yˆi(t)− yˆj(t)
)
.
(42)
We then specify the following Lemma to upper bound the derivatives of V2(y(t)).
Lemma 7.1. In clock synchronization, for i ∈ V, let bi, cj > 0 for all i, j ∈ V (the
same bi, cj as in Lemma 4.1, define νi(t) =
∑
j∈N outi
wij(yˆi(t) − yˆj(t)), and eyi(t) =
15
yˆi(t)− yi(t), then the derivative of V2(y(t)) =
1
2y(t)
TLT y(t) is upper bounded by
V˙2(y(t)) ≤ −
∑N
i=1 γi
[
δi
(∑
j∈N outi
wij(yˆi(t)− yˆj(t))
)2
−
(
douti
2bi
+ d
out
i
2ci
)
e2yi(t)
]
, (43)
where δi is what defined in (14).
The proof is similar to Lemma 4.1’s, and due to space limit, is omitted.
From Lemma 7.1, as long as V˙2(y(t)) < 0 and ‖Ly(t)‖ 6= 0 holds, yi(t) achieves
consensus, meaning limt→∞ |yi(t) − yj(t)| = 0. Recall that Ti(t) = yi(t)t, therefore,
limt→∞ |Ti(t)− Tj(t)| = 0, proving that the synchronization can be achieved.
A sufficient condition to ensure that V2(y(t)) is monotonically decreasing is
e2yi(t) ≤
δi
(d
out
i
2bi
+ d
out
i
2ci
)
( ∑
j∈N outi
wij(yˆi(t)− yˆj(t))
)2
=
2biciδi
(bi + ci)d
out
i
( ∑
j∈N outi
wij(γiαˆi(li(t))− γjαˆj(li(t)))
)2
=
2γ2i biciδi
(bi + ci)douti
( ∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t)))
)2
.
(44)
With eyi(t) = γiei(li(t)), we define the triggering function developed from Algo-
rithm 2 as
fi(ei(li(t))) = e
2
i (li(t))−
2biciδi
(bi + ci)douti
( ∑
j∈N outi
wij(αˆi(li(t)) −
γj
γi
αˆj(lj(t)))
)2
. (45)
To ensure no triggers are missed by sensor i, we define an event either by
fi(ei(li(t))) > 0 or (46)
fi(ei(li(t))) = 0 and
∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t))) 6= 0. (47)
Similarly, an additional trigger is prescribed to address the non-Zeno behavior. Let
llasti be the last time at which sensor i broadcasts its information to its neighbors. If
at some time li(t) ≥ l
last
i , sensor i receives information from a neighbor j ∈ N
out
i , then
it immediately broadcasts its state if
li(t) ∈ (l
last
i , l
last
i + ε
′
i), (48)
where
ε′i <
√
2σibiciδi
(bi + ci)douti
(49)
whose design is as given in Proposition 5.1.
The following result presentsAlgorithm 2 in the clock synchronization application.
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Theorem 7.2. For an N -sensor network over a weight-balanced digraph, assume only
clock drift exists, i.e., oi = 0, ∀i ∈ V. With the virtual clocks (35), dynamics given
in (39), the distributed event-triggered consensus algorithm (45)-(49) (Algorithm 2)
achieves asymptotic synchronization for the virtual clocks, i.e., (36) is satisfied.
Follow the above derivation procedure, we have the triggering function from Algo-
rithm 1 as
fi(ei(li(t))) = e
2
i (li(t))−
σi
4douti
∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t)))
2, (50)
with an inter-event period bounded by ε′i <
√
σi
4douti w
max
i |N
out
i |
, and the triggering func-
tion from the Combined Algorithm as
fi(ei(li(t))) = e
2
i (li(t))−
λσi
4douti
∑
j∈N outi
wij(αˆi(li(t))−
γj
γi
αˆj(lj(t)))
2
−
2(1− λ)σiδibici
(bi + ci)douti
( ∑
j∈N outi
wij(αˆi(li)−
γj
γi
αˆj(lj))
)2
,
(51)
with an inter-event period bounded by ε′i <
√
λσi
4douti w
max
i |N
out
i |
+ 2(1−λ)σiδibici(bi+ci)douti
.
The stability analysis and non-Zeno behavior exclusion are as given in Section 5.
8. Simulation Results
This section contains two parts. We first apply Algorithm 1 and Algorithm 2 to
event-triggered clock synchronization, to show the effectiveness of both algorithms.
We then demonstrate the performance of the proposed algorithms through several
simulations and show how either Algorithm 1 or Algorithm 2 could be argued to
be ‘better’ given different network topology, which has set the basis for our introduction
of the Combined Algorithm to easily go between the two.
8.1. Part I: Event-triggered algorithms on clock synchronization
In this part, we show that the state-dependent event-triggered algorithms are able to
synchronize the virtual clocks in WSNs. The network considered is composed of N = 5
sensor nodes over a weight-balanced underlying digraph with a weighted adjacency
matrix given by
W =


0 1/4 1/4 1/4 1/4
1/4 0 0 0 0
1/4 0 0 0 0
1/4 0 0 0 0
1/4 0 0 0 0

 .
The clock offset is 0 for all nodes, the unknown clock drifts are γ =
[0.65 0.79 0.91 1.25 1.49]T . The evolution of the local clocks with respect to the
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(b) Virtual clocks (Algorithm 2).
Figure 2. Virtual clocks.
absolute time t is shown in Figure 1. Without any control, it is obvious that those
local clocks will diverge.
We then implement Algorithm 1 and Algorithm 2 with the control law (39),
to achieve clock synchronization. The involved parameters are set to be σi = 0.9,
bi = cj = 0.5 for i, j ∈ {1, . . . , N}. With the triggering function given by (50) and (45)
developed from Algorithm 1 and Algorithm 2, respectively, the virtual clocks are
synchronized, see Figure 2a and Figure 2b. However, except for the synchronization,
we have no idea which algorithm works better in terms of varying performance require-
ments, i.e., faster convergence speed or lower energy consumption. We then conduct
simulations to address these problems in next subsection.
8.2. Part II: Comparison of different algorithms
In this part, we compare the performance of three event-triggered algorithms on two
different network topologies, to demonstrate our motivations for the proposing of the
Combined Algorithm. The weighted adjacency matrix of Network 1 is
W1 =


1/4 1/4 0 1/2 0
0 0 1/2 0 1/2
1/2 1/3 1/6 0 0
1/4 1/6 0 1/3 1/4
0 1/4 1/3 1/6 1/4

 ,
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while the weighted adjacency matrix of Network 2 is
W2 =


0 1/4 1/4 1/4 1/4
1/4 0 1/4 1/4 1/4
1/4 1/4 0 1/4 1/4
1/4 1/4 1/4 0 1/4
1/4 1/4 1/4 1/4 0

 .
We adopt the same parameter setting as Section 8.1, i.e., no clock offset for all
nodes, the clock drifts are γ = [0.65 0.79 0.91 1.25 1.49]T , and bi = ci = 0.5 for
all i ∈ {1, . . . , N}. The same control law (39) is applied. For Algorithm 1 and
Algorithm 2 that achieve clock synchronization, their triggering functions are given
by (50) and (45), respectively. For the Combined Algorithm, its triggering function
is given by (51), with λ = 0.5.
Figure 3 shows the evolutions of the three Lyapunov functions, i.e., V1(y(t)) =
1
2 (y(t) − y¯)
T (y(t) − y¯), V2(y(t)) =
1
2y(t)
TLT y(t), and Vλ(y(t)) = λV1(y(t)) + (1 −
λ)V2(y(t)) for the two networks with σi = 0.9 for all agents, which again corroborates
our analysis that the proposed Algorithm 2 and Combined Algorithm ensure
convergence, or in this case, synchronization for the resulting systems. In addition,
Figure 3a shows that Network 1 converges fastest when executing Algorithm 2
while Figure 3b shows that Network 2 converges fastest when executing Algorithm
1. A more direct comparison is given in Figure 4, on which we have Tcon denote the
time needed for the two networks to reach a 99% convergence of the Lyapunov function
when executing all algorithms with respect to varying σ. It is clear that forAlgorithm
1 and Algorithm 2, there exist situations when one outperforms the other in terms
of convergence time.
In addition to convergence time, other important metrics may include power con-
sumption and total energy expenditure. The following power calculation model in units
of dBmW is adopted (Martins et al., 2008):
P = 10 log 10
N∑
i=1

 ∑
j∈{1,...,N},j 6=i
η100.1Pi→j+ζ‖αi(li(t))−αj (lj(t))‖

 ,
where ζ > 0 and η > 0 depend on the characteristics of the wireless medium and
Pi→j is the power of the signal transmitted from agent i to agent j in units of dBmW.
Similar as (Nowzari & Corte´s, 2012), we set η, ζ and Pi→j to be 1.
The total energy needed can be calculated by multiplying the power in units of
milliwatt (mW) with the number of steps for convergence.Figure 5a and 5b compare
the average power consumption for each algorithm. Figure 6a and 6b show the total
communication energy required to reach a 99% consensus state. These figures show
that in Network 1, Algorithm 2 can always reach consensus using less total com-
munication energy for varying σi. On the other hand, in Network 2, Algorithm 1
can complete the same task using less total communication energy. Therefore, depend-
ing on different network topologies and depending on what performance metrics are
most important for the application at hand, it may be desirable to implement different
types of event-triggered algorithms. Note that the Combined Algorithm can easily
be tuned to approach either Algorithm 1 or Algorithm 2 or anything in between
to meet varying system needs by setting values for λ. This also motivates our future
work of adapting λ online to further improve performance.
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Figure 3. The evolution of the Lyapunov functions.
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Figure 4. Time needed to reach 99% convergence.
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Figure 5. Average communication power consumption.
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9. Conclusion
This paper first proposes a novel distributed event-triggered communication and con-
trol law for multi-agent systems whose underlying directed graph are weight-balanced.
The algorithm is developed from a new Lyapunov function and achieves consensus
while excluding the possibility of Zeno behavior. We then show how the algorithm
design can be extended by considering a class of Lyapunov functions parameterized
by λ ∈ [0, 1]. Each each λ defines a new Lyapunov function coupled with a new
event-triggered coordination algorithm which uses that particular function to guar-
antee correctness. Although any λ ∈ [0, 1] produces an algorithm that guarantees
Zeno-free asymptotic convergence to the desired state, the trajectories (or perfor-
mance) can be very different. Consequently, this gives us an easy way to consider
many event-triggered algorithms that all have the minimum requirement of guaran-
teed asymptotic stability. We show that the proposed entire class of event-triggered
algorithms can be tuned to meet varying performance needs by adjusting λ. We also
apply the proposed distributed event-triggered algorithms to solve the practical clock
synchronization problem in WSNs.
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