This study is related to inverse coefficient problems for a nonlinear parabolic variational inequality with an unknown leading coefficient in the equation for the gradient of the solution. An inverse method, involving minimization of a least-squares cost functional, is developed to identify the unknown coefficient. It is proved that the solution of the corresponding direct problem depends continuously on the coefficient. On the basis of this, the existence of a quasisolution of the inverse problem is obtained in the appropriate class of admissible coefficients.
Introduction
We study inverse coefficient problems associated with the following unilateral parabolic initial value problem:
where Ω ⊂ R N (N ≥ 2) is assumed to be a bounded simply connected domain with a piecewise smooth boundary Γ :=Γ 1 ∪Γ 2 ∪Γ 3 , Γ i ∩ Γ j = ∅, i = j, meas Γ i = 0, i = 1, 2, 3, and 0 < T < ∞.
Consider the problem of determining the unknown coefficient k := k(|∇u| 2 ) from the Dirichlet type boundary measured data u(x, t) = g(x, t), (x, t) ∈ Γ 3 × (0, T ],
given on the part Γ 3 of the boundary Γ . Problem (1) and (2) will be referred to as the inverse coefficient problem for a nonlinear parabolic variational inequality with boundary measured Dirichlet data. We will define this problem as the problem (ICP1). In this context, the unilateral parabolic problem (variational inequality) will be referred to as the direct problem.
The determinations of unknown coefficients in nonlinear partial differential equations of parabolic type from additional boundary conditions, i.e. measured data taken on the boundary or at the final time, are well known in the literature as inverse coefficient problems [1] [2] [3] [4] [5] [6] 14, 15] . In these studies the unknown leading coefficient depends on the solution u = u(x, t), i.e. k = k(u). However a wide class of inverse problems of computational material diagnostics are related to the elliptic operator Au := ∇(g(|∇u| 2 )∇u), whose leading coefficient depends on the gradient of the solution u = u(x, t), i.e. k = k(|∇u| 2 ) [7] [8] [9] [10] . According to the J 2 -deformation theory of plasticity [12] , properties of a strain hardening material can be described by the Hencky correlation
are the intensities of the strain and stress, respectively. For engineering materials the positive function g(ξ 2 ), called the plasticity function, is assumed to be continuous and bounded, i.e.
and the function T (ξ ) a convex and monotone increasing one:
Taking into account the above physical model, we will assume that the unknown coefficient k = k(ξ ) in the inverse problem (1) and (2) satisfies the following conditions:
Here ξ i := ∂u/∂ x i , |ξ i | 2 := |∇u| 2 , and c 1 , c 2 , c 3 are positive constants. For the above nonlinear operator, inverse coefficient problems for elliptic variational inequalities have been considered in [8] [9] [10] . In this work these problems are formulated for the parabolic variational inequality.
The work is organized as follows. In Section 2 the inverse coefficient problems for the nonlinear parabolic variational inequality are formulated. Some preliminary results related to the direct problem and continuity of the weak solution with respect to the leading coefficient are given in Section 3. In Section 4 the compactness of the class of coefficients is proved in a suitable space of functions. Then the existence of quasisolutions of the inverse problems considered is presented.
Formulation of inverse problems
Consider first the problem (ICP1), defined by (1) and (2) . Denote by K the set of admissible coefficients k := k(s) satisfying the assumptions (A 1 ) and (A 2 ). Further denote by u := u(x, t; k) a solution of the nonlinear initial value problem (1) corresponding to a given coefficient k ∈ K. Then, as is seen from the additional condition (2), the problem (ICP1) with the Dirichlet type boundary measured data consists of solving the following nonlinear functional equation [6] :
However, due to measurement errors in practice exact equality in the above equation is usually not achieved. For this reason we introduce the auxiliary functional for g ∈ L 2 (0, T ; L 2 (Γ 3 ))
and consider the following minimization problem:
in the set of admissible coefficients K , where γ :
A solution of the minimization problem (4) is referred to as a quasisolution of the problem (ICP1), according to [11, 17] .
In applications, instead of the measured data (2) given on the boundary Γ 3 , one may give various measured data, depending on the physical model considered. Let us consider the inverse problem of determining the unknown coefficient k(|∇u| 2 ) in the parabolic problem from the following final data overdetermination:
Problem (1) with this measured data will be referred to as the inverse coefficient problem for a nonlinear parabolic variational inequality with final measured data (in the sequel the problem (ICP2)). Introducing the functional for ψ ∈ L 2 (Ω )
we can define a quasisolution of the problem (ICP2) as a solution of the minimization problem
Consider finally the inverse coefficient problem for the parabolic variational inequality (1), when the measured data is given in the form of the following nonlocal additional condition:
Here u(x, t) is the solution of the parabolic variational inequality (1). Problem (1) and (7) will be referred to as the inverse coefficient problem for a nonlinear parabolic variational inequality with nonlocal measured data (in the sequel the problem (ICP3). A quasisolution of the problem (ICP3) can be defined as a solution of the following minimization problem:
where
Evidently, the existence of quasisolutions of all the above considered inverse problems depends on the continuity of the solution u = u(x, t; k) of the direct problem for the coefficient k and the compactness of the class of admissible coefficients K .
Solvability of the direct problem and continuity with respect to coefficients
We assume that the given data in the direct problem (1) satisfy the following conditions:
Denote by 0
given by the homogeneous Dirichlet condition u(x, t) = 0 on Γ 2 ×(0, T ], where γ :
This space is a closed subspace of H 1 (Ω ) provided 0 H 1 (Ω ) is equipped with the topology induced by H 1 (Ω ). It is well known that [13, 18] the L 2 -norm of the gradient defined by
is equivalent to the norm of the space
Identifying L 2 (Ω ) with its dual, we have an evolution triple 0
) * with dense, continuous and compact embeddings [18] . For convenience, we denote by ·, · B the duality of B and its dual B * , and the norm by · B for any Banach space B. In what follows, we need the spaces V = L 2 (0, T ;
}, where the time derivative involved in the definition of W is understood in the sense of distributions. Equipped with the norm v W = v V + v t * V the space W becomes a separable reflexive Banach space. We also have W ⊂ V ⊂ H ⊂ V * . It is well known (see, for example, [18] ) that the embedding W ⊂ C(0, T ; L 2 (Ω )) is continuous and the imbedding W ⊂ H is compact, and
Recall (see [18] , Proposition 32.10, p. 855) that L is a linear, densely defined and maximal monotone operator.
For a given coefficient k ∈ K , we define the nonlinear operator A :
is well defined on V. Now using the above introduced operators, we can define the weak solution of the direct problem in V as a solution of the following abstract variational inequality:
Lemma 3.1. Suppose that the assumptions (A 1 ), (A 2 ) and conditions (10), (11) hold. If k ∈ K , then the variational inequality (12) has a unique solution u ∈ V , and there exists a constant c > 0 independent of k ∈ K such that
Proof. By virtue of assumptions (A 1 ), (A 2 ) and the monotonicity of the operator L, we can easily show that the sum operator L + A is a continuous and strongly monotone operator from V → V * ; in particular,
V ∀u, v ∈ V by use of the same idea as in [16] for the case of parabolic operators, where c 3 > 0 is the constant in the hypothesis (A 2 ). Applying a well-known existence theorem for monotone operators (see, for example, [18] ), we readily obtain that the variational inequality (12) has a unique solution in V for any k ∈ K .
Let u be the solution to (12) . For ∀v ∈ V, ∀t ∈ (0, T ) we have
Estimating first the left hand side of (14) we get
Let us estimate now the first and the second terms of the right hand side of (14), by use of the assumption (A 1 ), condition (9) and the Young inequality. We have
In the last inequality, we have used the Poincaré inequality with the Poincaré constant c 0 > 0. For the third term of the right hand side of inequality (14) similarly we have
Finally for the last term of the right hand side of (14) we obtain
by virtue of the boundedness of the trace operator γ and the Young inequality.
From the above inequalities, we may choose a fixed element v ∈ V and ε > 0 small enough. Using estimate (15) on the left hand side and estimates (16)-(19) on the right hand side of inequality (14), we readily deduce (13) . This completes the proof.
In the following we analyze the class of admissible coefficients and prove the coefficient stability and then obtain a result on the existence of a quasisolution of the ICP. As seen above, the two assumptions (A 1 ) and (A 2 ) guarantee the solvability of the nonlinear DP in V . Therefore, to define a set of admissible coefficients for determining the existence of quasisolutions of the ICPs under consideration, some conditions are already given. On the other hand, it is natural to endeavour to obtain a quasisolution of any inverse problem with minimal requirements on the desired coefficient. Unfortunately, in many cases the given conditions (physical or mathematical, such as the DP solvability conditions (A 1 ) and (A 2 )) do not guarantee the compactness of the set of admissible coefficients in the suitable space. Therefore, the main problem is to construct a compact set of admissible coefficients with minimal additional conditions with respect to k = k(s). In order to obtain the existence theorems for quasisolutions for the inverse coefficient problems, we need the following result. 1, 2, 3 , . . .) are well defined, and by the definition of solutions for (12) , for ∀t ∈ (0, T ] we have
This implies
Therefore, we get
By assumption (A 2 ) and the Hölder inequality, we obtain
, which implies that
By assumption (A 1 ), we have
By virtue of (22), the condition of the theorem and the Lebesgue Dominated Convergence Theorem, we obtain that the right hand side of (21) tends to zero:
Then inequality (21) implies
Hence the sequence of solutions u m = u(x, t; k m ) converges to the solution u = u(x, t; k) in the norm of V:
To complete the proof of the theorem we use the boundedness of k and k m (m = 1, 2, . . .) on the interval [0, ∞) and (23). Then we get
Taking this into account in (20) we easily obtain
This completes the proof of the theorem.
Existence of quasisolutions of inverse problems
Next we study the existence of a quasisolution of the above formulated problems (ICP1), (ICP2) and (ICP3). With this aim we need to construct a suitable compact set of admissible coefficients and prove the continuity of the functionals I 1 (k), I 2 (k) and I 1 (k) defined by (3), (5) and (9), respectively.
First we note that the above two assumptions (A 1 ), (A 2 ) which compose the set of admissible coefficients K arise as solvability conditions for the problem (DP). By virtue of Theorem 3.1, it is natural to construct a compactness set of admissible coefficients in C([0, ∞)). For this reason, in addition to assumptions (A 1 ), (A 2 ), we assume that the set of coefficients are equicontinuous. Specifically, consider the subset K c ⊂ K which has equicontinuity, i.e., ∀ > 0, ∃δ > 0, such that, ∀k ∈ K c and ∀s 1 , s 2 ∈ [0, ∞), |s 1 − s 2 | < δ implies |k(s 1 ) − k(s 2 )| < . Now we are in the position to prove the following existence theorem for the ICPs. Proof. Let {k m } ⊂ K c be a minimizing sequence for the functional I 1 on K c defined by (3) . Since K c is an equicontinuous subset of K , the Ascoli-Arzela Theorem implies that {k m } has a uniformly convergent subsequence on any compact subset of [0, ∞). By a standard diagonal argument, it follows that there exists a subsequence, which we still denote by {k m }, and a function k ∈ K c such that k m → k as m → ∞ uniformly on every compact subset of [0, ∞). Using Theorem 3.1 we conclude that the sequence u m = u(x, t; k m ) converges to u = u(x, t, k) in V = L 2 (0, T ; 0 H 1 (Ω )). Applying the trace theorem (see [13] , Theorem 6.5), we conclude that the sequence {u m } converges to u in L 2 (0, T ; L 2 (Γ 3 )). Therefore, the minimization problem (4) on K c , i.e. the problem miñ k∈K c I 1 (k) = lim m→∞ I 1 (k m ) = I 1 (k), has a solution in K c . This means that the problem (ICP1) has at least one quasisolution in the set of admissible coefficients K c .
Similarly, we can get the existence of quasisolutions of the problems (ICP2) and (ICP3) on K c .
