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ABSTRACT
This dissertation examines early childhood malnutrition, focusing on the role played by
environmental shocks in determining health outcomes of children exposed to them.
In the light of rapid climatic changes affecting human capital, Chapter 2 is one of the first
to explore the prenatal channel of exposure to the December 2004 Indian Ocean tsunami, to
study its impact on the long-run health status of very young children in India. It exploits
variation from the region and timing of birth for Indian children using information from the
Demographic and Health Surveys. This chapter finds evidence of a negative impact of an in
utero exposure to the shock on important long term health indicators like birth weight and
height-for-age, and others like weight-for-age, and child size at birth. This finding persists
across various specifications, alternative control groups, and other robustness checks. I also
examine the variation of this effect across birth trimesters, to find that for the more criti-
cal birth weight outcome, the first 2 trimesters are seen to be decisive in determining the
extent of shock-based damage. It also finds that household wealth and maternal resilience,
exhibited by mothers’ health, education and employment, play an important role in allevi-
ating the negative effect of the shock. This finding has education policy and labor market
consequences, since it demonstrates how background can play a critical role in defining the
extent of damage inflicted early in life by sudden shocks. Further, this chapter uses a unique
quantile specification to find that children on the lower end of the height distribution, who
are less resilient, suffer maximum damage. In addition, there is evidence of a son preferen-
tial gender bias in the shock impact in this lower tail. This demonstrates the significance
of investigating gender bias in the effect of such shocks across the entire health outcome
distribution, rather than only focussing on the mean.
Chapter 3 uses Ghanaian household survey data to examine the link between environmen-
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tal factors and the long-term health status of children in Western Ghana by exploiting the
variation induced by a mining-based cyanide spill into a major water body, in October 2001.
Information in the survey about the region and cohort of birth gives the primary source of
identification. To get an improved spatial identification of exposed children, I link village
level GPS data to the survey data. A rich set of controls are included to address omitted
variable bias, by accounting for variables that can potentially confound the impact estimate
if left unidentified. I also examine quantile treatment effects using a flexible specification not
used before in this literature. This allows for uniquely incorporating the GPS information
by smoothing on location. Findings reveal that after controlling for birth region and cohort,
household, maternal and environmental factors, children born during the shock in the WR
are negatively affected with reduced height, and that this negative effect persists through all
the baseline and alternative specifications. Younger children are more affected than older
ones. Finally, accounting for GPS information in the quantile specification yields a more
negative coefficient for children on the lower end of the height distribution.
Finally, Chapter 4 investigates the role played by a novel, structured variable selection
mechanism not used before in child health literature, to identify childhood malnutrition risk
factors. This method implements structured variable selection. By preserving the underlying
structure of the input factors, it extracts more information from the potential set of candidate
risk factors at a lower cost. This chapter gives evidence of a better prediction error using the
structured selection procedure, the composite absolute penalty (iCAP), relative to other rival
procedures for risk factor evaluation using the 2008 Ghanaian DHS. Using an experimental
evaluation, it also shows improved model error and selection performance for the iCAP for
models under misspecification. Finally, quantile analysis reveals differential impact of risk
factors on children at different levels of malnutrition, improving our understanding of how
one can mitigate moderate versus severe malnutrition.
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CHAPTER 1
INTRODUCTION
With a reasonable level of accuracy, anthropometric indicators and early health for infants
and young children reflect the state of human capital and economic productivity of a nation.
A large body of economic literature examines the condition of child health in developing
countries, especially its link with later adult outcomes. Yet others study the even earlier,
and more critical prenatal period. This line of investigation is motivated by the Barker
hypothesis, which emphasizes the state of fetal environment, so that changes during this
period resonate through the lifetime of a child. This dissertation studies childhood malnu-
trition status in developing countries, employing the dual goals found in this literature: first,
how sudden changes in the physical environment affect very young, or unborn children; and
second, what the risk factors are that determine childhood nutrition status.
Chapter 2, “The Tide’s Legacy: Prenatal Exposure to the 2004 Indian Ocean tsunami
and Health Outcomes in India”, is the first to explore the prenatal channel of exposure to
the December 2004 Indian Ocean tsunami, to study its impact on long-run health status
of children in India. It exploits variation from the region and timing of birth for Indian
children using information from the Demographic and Health Surveys. The focus is on the
in utero or prenatal link between the shock and health, and different pathways of exposure
that manifest in health damage through this link. The key health outcomes used are birth
weight, and height.
The primary source of variation comes from the cross-sectional Demographic and Health
Survey from 2006. Exposed children are those who are in utero on December 26, 2004.
Variation in exposure across birth trimesters is also examined. Since the primary channel
of exposure is through the mother, and the household, this chapter explores pathways that
include household and maternal factors, to demonstrate how existing resilience can compen-
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sate for shock damage. The chapter also studies distributional effects of the shock by using
a quantile model to focus on exposed children that lie on the lower end of the conditional
height distribution. This model allows for estimating the effect of the shock at each height
percentile, instead of only at the mean, in the presence of region and cohort fixed effects.
The chapter finds a significant negative effect of the shock for exposed children, with
birth weight lowered by 60 grams, and a lower height-for-age and weight-for-age, by 0.5
and 0.2 standard deviations respectively. There is no gender differential in shock impact for
these baseline models estimated at the mean. Exposed children born to poorer households,
or weaker, less educated or unemployed mothers are worse off. Exposed children at lower
height percentiles are more affected relative to those at the median or higher percentiles.
There is evidence of a significant, pro-male gender differential for these children, although
there is no such evidence for those at the median or higher percentiles of height. This is a
critical finding with respect to gender bias across the health outcome distribution, especially
since this type of check on distributional variation in gender bias is usually not studied in
child health literature.
Chapter 3, “Environmental Shocks in Ghana: An Improved Detection of their Impact on
Child Health” uses Ghanaian household survey data from 2003 to examine the link between
environmental factors and the long-term health status of young children in Western Ghana
by exploiting the variation induced by a mining-based cyanide spill into a major water body,
in October 2001. Information in the survey about the region and cohort of birth gives the
primary source of identification. This shock is localized within the state of Western Region
in Ghana. This motivates the use of location information for an improved identification of
the exposed cohort.
Primary variation comes from the 2003 cross-sectional Ghanaian Demographic and Health
Survey. This chapter further explores spatial and temporal variation in exposure. First, for
more accurate spatial identification, I use the associated GPS coordinates for villages in the
survey. Second, for temporal variation, the chapter expresses height as a smooth function
of location, across the 5 survey years, to examine a differential shock impact for younger
versus older children. Finally, the chapter also extends the quantile distributional analysis
from the first chapter, to this shock, in order to focus on the effect of the shock on children
2
on the lower end of the conditional height distribution. Further, it includes GPS coordinates
as continuous control variables in the quantile model, as location information.
The chapter finds that exposed children are worse off, with height-for-age lowered by 0.15
standard deviations, an effect of a smaller magnitude relative to that in Chapter 2. This
is expected since this shock is more localized, at a regional rather than a national scale.
Ignoring location information in the specification does not allow for capturing this negative
effect, and gives a higher, insignificant coefficient, which signifies measurement error since
children not exposed are also included. Finally, children on lower height percentiles are sig-
nificantly worse off. More importantly, the following is observed once GPS information is
included in the quantile model. First, the exposure coefficient becomes more negative across
all height percentiles. Second, the differential across children on the lower and higher end
of the distribution becomes larger. Finally, for those on the lower end, the difference in the
coefficients without and with the GPS coordinates is statistically significant. This demon-
strates how control for location allows for a less attenuated exposure coefficient, especially
for less resilient children expected to be worse affected by the shock.
Chapter 4, “A Grouped Variable Selection Analysis of Childhood Malnutrition Risk Fac-
tors in Ghana”, investigates the role played by a novel, structured variable selection mecha-
nism not used before in child health literature, to identify childhood malnutrition risk factors.
This method implements structured variable selection. It preserves the underlying structure
of input variables, and extracts more information from the candidate models at a lower cost.
The focus of this third chapter is the class of regularized (constrained) estimation pro-
cedures like the least squares shrinkage and selection operator (LASSO). These methods
impose constraints on the coefficient vector, and enable automatic variable selection in the
estimation procedure itself. Incorporating input variable structure by enabling grouped vari-
able selection in a regularized setting is computationally convenient, and is shown to achieve
a higher prediction performance. This is especially relevant in an empirical application like
ours, where there is potentially a massive dictionary of covariates presenting us with an even
larger set of candidate models to choose from. This chapter has 2 goals. First, it uses an
experimental example to implement a comparative evaluation of 2 well-known structured
variable selection methods, when the underlying model is misspecified, where misspecifica-
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tion refers to the deviation of our candidate or estimating model from the ‘true’ model. The
first of these 2 methods comes from the composite absolute penalty (CAP) family, and is
called the ∞-CAP, or the iCAP, and the second is the grouped LASSO. Both these meth-
ods have been implemented in the biostatistical literature, and exhibit potential as effective
methods for studying child health outcomes. Second, this chapter implements the more effi-
cient method of the two to identify relevant childhood malnutrition risk factors, along with
an evaluation of the prediction performance of this method, relative to other baseline selec-
tion methods, like stepwise selection for OLS and LASSO. To do this, the 2008 Ghanaian
Demographic and Health Survey (DHS) is used.
Using the experimental example, the chapter finds that if the underlying model is misspec-
ified, iCAP demonstrates lower model error, as well as better model selection performance.
This means that it selects the ‘correct’ model more often than the grouped LASSO under
misspecification. In the empirical example, the iCAP exhibits lower prediction error on an
independent test set. The exercise in this chapter makes a methodological contribution, by
introducing a more efficient procedure to better understand childhood nutritional status.
By exploring the 2 primary facets of child health literature - sudden changes early in life
and risk factors for malnutrition - this dissertation gives us a useful insight into conditions
that can critically affect human capital formation in any country.
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CHAPTER 2
THE TIDE’S LEGACY: PRENATAL EXPOSURE TO
THE 2004 INDIAN OCEAN TSUNAMI AND
HEALTH OUTCOMES IN INDIA
2.1 Introduction
The propensity of sudden negative shocks early in life to have a lasting impact on adult
outcomes makes it imperative to study major natural disasters, even if their occurrence is
limited to a single day in the year. Since the 1980’s, with a rapid increase in climatic changes,
the importance of studying weather and environmental shocks has increased considerably,
especially on account of the large scale damage to human capital. The harm they inflict is
usually evaluated in terms of its immediate consequences on the affected population: loss
of lives, loss of wealth, property and livelihoods, health impact on adults and children,
et al. The long-term consequences are never apparent at the onset. However, short-run
consequences on leading health indicators like birth weight and height are harbingers of
damage to later adult outcomes. Since the possibility of long term damage can easily be
overlooked, it is important to discern it by examining the link between these shocks and
the health of exposed children. This process augments our understanding on human capital
formation in (now rapidly) developing countries, and informs policy in identifying tools to
circumvent their adverse legacy.
This chapter examines the impact of the Indian Ocean tsunami which occurred on De-
cember 26, 2004, on indicators of long-term health status of very young children in India.
Originating from the Great Sumatra earthquake on the same day, it devastated the southern
peninsular region of India, causing a large scale loss of lives and livelihoods, and affecting over
2 million people. It is one of the first to investigate the critical prenatal pathway of influence
for this shock. There is ample evidence linking early childhood and health outcomes later in
life (Godfrey and J.P. (2000) and Alderman and Behrman (2006)). The Barker hypothesis
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(Barker (1998)) emphasizes the effect of environmental conditions on fetal development, so
that damage inflicted during this very early stage has lasting consequences. There are 3 main
components of this argument: first, the effects of fetal conditions are persistent; second, they
can sometimes be latent, if no effort is made to identify these early links; and third, there is
a possibility of fetal “programming” which is exhibited through the impact of the external
environment, for which the in utero period is the most critical period. Related to this fetal
origins hypotheses, several subsequent papers examine this prenatal link through different
pathways.
One such pathway is through the parental and demographic channel, where poor macroe-
conomic conditions in infancy are linked with higher adult mortality (Van den Berg et al.
(2006)), and fetal exposure to acute maternal malnutrition with literacy, labor market, wealth
and marriage outcomes (Almond et al. (2007)). Studies on violent conflict find an associa-
tion between civil war and childhood malnutrition (Akresh et al. (2011)). Finally, a growing
component of this literature studies the link between shocks stemming from the physical
environment, like in utero exposure to a radiation fallout (Almond et al. (2009)) and its
impact on child health and cognitive outcomes.
Other work related to the 2004 Indian Ocean tsunami examines the levels of post-traumatic
stress reactivity (PTSR) among adult survivors from coastal Aceh and North Sumatra,
Indonesia (Frankenberg et al. (2008)). The paper finds a strong relationship between PTSR
and factors like exposure to traumatic events, loss of family and friends, and loss or damage
of property. It identifies, among others, 2 important pathways of impact for children exposed
in utero: first, through productive parents who can no longer provide for sufficient prenatal
care for the mother, and second, through a wealth shock on account of significant loss of
property and livelihood.
This chapter emphasizes such a role (as played out by in utero experiences, on long-term
health outcomes). Its purpose is to exploit the exogenous variation coming from a natural
experiment based on the physical environment. It is an environmental health and epidemi-
ology question, investigating pathways that specify how sudden changes in the environment
affect “latent inputs” like prenatal exposure (Almond et al. (2009), St Clair et al. (2005)),
and thus later adult outcomes. It is critical to catch these links early on, to better assess
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their potential of a longer-term impact. As is evident in the literature, important chan-
nels affecting the prenatal environment include parental and socioeconomic traits. These
pathways are considered to be primary channels of damage caused by prenatal exposure
to a large-scale shock. On the flip side, a strong household and maternal background can
constitute a resilience mechanism for preventing lasting damage.
It has the following contribution to the literature. First, it is among the earliest to link
prenatal exposure to the 2004 Indian Ocean tsunami with crucial early childhood health
outcomes like birth weight, stunting, child size, and others like underweightedness1. Birth
weight and stunting are known to be strongly associated with adult outcomes. It constructs
an important intermediate link between shock exposure and adult health outcomes, since,
following the Barker hypothesis, evidence of reduced birth weight and stunting can likely
persist into adulthood. The primary source of identification comes from variation in the re-
gion and cohort of birth, using 2 cross-sectional household surveys, the 1999 and 2006 Indian
Demographic and Health Surveys (DHS). Since the impact of the tsunami was concentrated
in Southern India, the cohort of children that were born or in utero in this region, during
this shock, are considered as exposed. The 2006 DHS gives the main identification. In ad-
dition to the control group from this survey, the 1999 DHS serves as an additional control,
allowing for three levels of comparison: across cohorts, across regions, and across surveys.
This earlier survey also allows me to implement a ‘placebo’ experiment, which allows us to
ensure that we can attribute the negative health effect on exposed children to the tsunami.
All the results are robust to these alternative specifications, along with an inclusion of a
wide range of controls, covering child, maternal, paternal demographics and other relevant
environmental factors.
Second, this chapter exploits birth information for each child to study the differential in
shock impact across trimesters of exposure. Although there is a large body of literature that
studies environmental shocks and child health, exploiting variation in birth trimesters is still
a growing component. Thus, it is generally inconclusive as to which specific period in the
in utero months is most critical. In this light, it becomes compelling to study this question
1Stunting, or a low height-for-age, and underweightedness, a low weight-for-age, are signs of chronic
malnutrition among children.
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in context of the tsunami in order to determine what months were most damaging, and for
which health outcomes.
Third, the literature does not always elaborate on the distributional effects of such an
impact. Household and maternal traits play a major role in defining in utero experiences.
The shock can have a potentially variable, even nonlinear effect across the distribution of
these traits, with the variation motivated by pre-existing resilience. Thus, the chapter also
adds to this literature by exploring 4 such pathways determining inherent household and
maternal resilience that can circumvent negative effects of such a shock: household wealth,
maternal health status (using her body mass index (BMI)), her years of education and
employment status. For instance, when households experience a negative income shock at a
critical period of the child’s health, they may react by smoothing nutritious food consumption
from critical to non-critical periods. However, nutrition deprived and/or credit-constrained
mothers, suffering from a high degree of maternal stress, may not be able to achieve this
efficiently. These pathways help us to better understand the channel of birth weight and
height reduction, and thus the negative effect of the shock.
Finally, this chapter uniquely examines the distributional effects of the shock using a
quantile specification. Fixed effects models described above will estimate this impact at the
mean of the outcome, but health shocks can have a variable effect across the conditional
outcome distribution. Children on the lower tail of the conditional height distribution are
less resilient, and have more to lose in the face of a sudden negative health shock. Thus, it
is informative to contrast the effect of the shock on a low quantile of the conditional health
outcome distribution with the median and higher quantiles. This chapter implements a
methodological innovation using a model introduced by Koenker (2010), which allows us to
examine the impact of the shock at different points of the outcome (height) distribution. It
is a more ‘robust’ form of quantile treatment effect - not only does the specification include
a rich set of controls, it also allows for continuous variables like mother’s age, education,
child age, etc. to extend a nonlinear effect on the health outcome. Whether the exposure
variable (exposed or not) significantly affects the height at different percentiles is determined
by uniquely incorporating the LASSO2 in the objective function, which enables variable
2Called the Least Absolute Shrinkage and Selection Operator, the LASSOs risk function combines the
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selection at each percentile to identify if the exposure variable is present in the set of chosen
coefficients. Thus, we are able to determine if there is a variability in the effect of the shock
across all height percentiles.
This chapter has the following findings. First, children that suffered a prenatal exposure to
the Indian Ocean tsunami have significantly lowered health outcomes. They have a lowered
birth weight, by 60 grams, and a lower height-for-age and weight-for-age, by 0.5 and 0.2
standard deviations respectively. They exhibit an increased propensity of a lower size at
birth. These results persist in the presence of relevant control variables related to parental
and household traits. Unlike literature that finds boys with favorable outcomes over girls,
I do not find any evidence of girls being worse off than boys with respect to this shock, so
that there seems to be no significant gender differential in the impact at the mean.
Second, variation in birth trimesters of exposure reveals the following. For birth weight, the
first 2 trimesters are the most damaging time period, for height-for-age, the first and third,
and for weight-for-age, the third trimester. Following the literature, there does not seem to
be any conclusive time period during the 3 trimesters when the fetus can be harmed the most.
But since birth weight is perceived to be the most critical outcome determining adult health,
education and earning outcomes, the first two trimesters are likely the more important time
periods, especially since evidence from studies in developing countries suggests that food
intake and maternal stress during these months are critical (Lawrence et al. (1987)).
Third, exposed children born to poorer households, or to mothers with a dangerously
low BMI, very low education or no employment, are affected even more than for children
from richer households, with healthier, educated or employed mothers. This is an important
finding with respect to the importance of household and maternal resilience in acting as
a shock absorber to potentially prevent more lasting damage. This finding has important
labor market and other policy consequences, especially since literature has shown how ma-
ternal employment augments household earnings and thus benefits children in households
from developing countries (Haddad et al. (1997)). It also presents further evidence on how
education enables the mother to make more beneficial decisions with respect to her children.
classical least squares loss with a further penalty on large-sized coefficients. Its estimation procedure is
indexed by a parameter, λ, so that at each λ, there is a subset of coefficients that are non-zero, or selected.
Model selection within this context implies selection of an optimal λ.
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Thus, a favorable background can create an environment which will shield children from
early shock damage. More importantly, it has been shown that providing nutritious food to
mothers identified to have limited resources can help mitigate negative effects of a health
shock (Almond et al. (2008)).
Fourth, I examine the robustness of the results based on birth weight, on account of a large
proportion of missing observations (close to 57%) for birth weight. The missing observations
correspond to lower wealth households, so that the estimates of the negative shock effect
using birth weight can only be a lower bound to the true impact. I use the (closely related)
categorical child size at birth variable as another health outcome, with logit and multinomial
logit models. I find similar results, with a persistent negative effect of the tsunami. Exposed
children exhibit a higher likelihood of being smaller in size, and a lower likelihood of their
being larger. This relationship also prevails in the presence of a rich set of controls, and is
worse for poorer households.
Finally, being on a lower height percentile is an indication of being predisposed to a
lower resilience. First, using the unique quantile specification to identify exposure impact
at different height percentiles, I find that this is indeed the case. Children on the lower end
of the height distribution are worse affected than the stronger ones. They are also the ones
significantly impacted. The results demonstrate the variability of exposure impact across
the conditional health distribution, and gives us a more complete picture of the link between
shocks and early childhood health. The built-in model selection device in the objective
function, using the LASSO, helps derive this conclusion. This result also further supports
the role played by existing resilience in cushioning the impact of health shocks. Second,
although there is no evidence of a pro-male gender bias in the impact of the shock in the
conditional mean models, I test for this differential across the height distribution. I find
evidence of a differential in this impact only on the lower tail of the conditional height
distribution, which is consistent with recent findings in this literature of son-preferential
behavior in Asian and South-East Asian countries. This finding demonstrates a possible
difference in the behavior of a potential pro-male gender bias away from the mean of a
health outcome, and the importance of investigating this across its conditional distribution.
Is a 60-gram birth weight loss significant? Considering the fact that it stems from a very
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large health shock, it is actually likely to be only a lower bound of the true impact. Later
sections in this chapter focus on this discussion. However, it is comparable to a 57-gram loss
shown on account of intensity in maternal smoking behavior (Abel et al. (1980)), and it is
double the 30-gram loss on account of the 2001-2003 Argentinian economic collapse (Bozzoli
and Quintana-Domeque (2010)). Within the context of sudden changes affecting the early
prenatal period, the loss shown in this paper is a sizable one, likely to have a significant
impact on later adult earnings and health for the children exposed to it.
The chapter is organized as follows. Section 2.2 describes the tsunami-based shock that
occurred in December 2004. Section 2.3 describes the cross-sectional household survey data
used for analysis, defines the primary health and shock variables constructed, and makes some
preliminary observations. Section 2.4 describes the difference-in-differences and fixed effects
based empirical identification strategy, and presents the results for all 4 health outcomes,
along with the differential effect across household and maternal traits. Section 2.5 presents
the quantile regression strategy: theory, exposure identification, model selection, empirical
results, and presents a short discussion of the issue of gender discrimination across the
conditional health distribution. Section 2.6 concludes the paper.
2.2 The Indian Ocean Tsunami: December 2004
The southern peninsular region in India comprises of Kerala and part of Tamil Nadu on the
west coast and the rest of Tamil Nadu, Andhra Pradesh, and Pondicherry on the east coast.
The southern states generally lead the rest of the country, along several social, economic,
infrastructural and educational dimensions. Literacy rates are highest in Kerala. Information
technology (IT) hubs in the south ensure a higher rate of economic growth relative to the
rest of the country. Most importantly, the southern states lead the country in microeconomic
and health indicators.
The Great Sumatra earthquake began at 00:58:50 UTC (6:58:50 a.m. local time), on
December 26 2004, 150 kilometers off the west coast of Northern Sumatra Island in Indonesia.
The US Geological Survey rated the Richter magnitude of this earthquake to be 9.03, making
3Subsequent seismogram analysis from other sources later rated it to be 9.3.
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it the fourth-largest earthquake since 1900. The quake was felt in Sumatra, the Andaman
and Nicobar Islands, Malaysia, Myanmar, Singapore, Thailand, Bangladesh and India. The
death toll was near 250,000 people, with Indonesia being worst affected. Moreover, this
earthquake triggered a massive tsunami (tidal wave), that radiated out into the Indian Ocean
across 2000 miles, reaching right up till Maldives, Seychelles, Somalia and Madagascar. By
January 1, 2005, 84 aftershocks were felt, ranging from 5.0-7.0 on the Richter scale. The
largest of these was felt on the same day as the original earthquake.
The earthquake was the result of the sliding of the portion of the Earth’s crust known as
the India plate, under the section called the Burma plate. The process of plates pushing
against each other had been going on for a millennia, till it led to the rupture causing the
earthquake. The disturbed sea floor caused a major displacement in the sea, along this line
of rupture, in turn creating the deadly tsunami. A tsunami may be less than a foot (30
centimeters) in height on the surface of the open ocean, which is why they are not noticed
by sailors. But the powerful pulse of energy travels rapidly through the ocean at hundreds
of miles per hour. Once a tsunami reaches shallow water near the coast it is slowed down.
The top of the wave moves faster than the bottom, causing the sea to rise dramatically.
The tsunami caused waves as high as 50 feet (15 meters) in some places, according to
news reports. But in many other places witnesses described a rapid surging of the ocean,
more like an extremely powerful river or a flood than the advance and retreat of giant
waves. Traditionally, the tsunami announces itself by a suddenly receding ocean, exposed
hitherto unseen sea floor. Residents and tourists in affected regions who were aware of this
geographical trait were able to save themselves. Among other forms of damage, including a
heavy life loss, the tsunami caused destruction of assets like buildings, infrastructure, and
natural resources.
There was little quake-induced impact in India, but the consequent tsunami triggered
massive damage, largely in Tamil Nadu, Kerala and Pondicherry. The waves arrived to the
east coast first. The intensity of affected areas is described below (Sheth et al. (2006)).
The Southwest coast composing Kerala, affected the largest number of people in any state.
It also had the highest wave travel distance, but had a relatively lower loss of life. There
was a large scale displacement and loss of traditional livelihoods. This coast also includes
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the Kanyakumari district in Tamil Nadu, which did suffer a heavier life loss. The Southeast
coast, comprising Tamil Nadu and Pondicherry experienced the highest waves, and maximum
life loss in mainland India, which was primarily on account of human-created topological
features. Finally, the east coast with Andhra Pradesh was exposed to relatively marginal
damage and life loss4.
2.3 Data and Construction of Variables
2.3.1 Household Survey
The Demographic and Health Survey (DHS) data consists of nationally-representative house-
hold surveys containing information on fertility, family planning, maternal and child health,
child survival, HIV/AIDS, malaria, nutrition and anthropometric measures for children, like
height, weight, and their standardized Z-scores. In addition, there are demographic features
for the child, parents and the household. The data I use in this chapter has a sample of
around 35247 Indian children between age 0 and 5, surveyed in 2006. Detailed birth informa-
tion for the child is also available, so that the empirical strategy identifies children exposed
to the tsunami through their region and cohort of birth. In addition to the binary expo-
sure variable, I include a large set of relevant control variables, including child age, gender,
maternal and paternal demographic traits, wealth, along with state and cohort fixed effects.
In our main identification strategy, the control group comes from unexposed children,
either through their cohort or state of birth, from the 2006 survey. However, a more robust
strategy would be to use a repeated cross-section design to specify an additional control
group from an earlier survey. To do this, I use the 1999 DHS for which I have data for
children from age 0 to 3 years. Children from the 1999 survey who are of the same age as the
corresponding exposed children in the 2006 survey, form the other control group. This allows
us to explore an additional dimension in the exogenous variation of our identification strategy.
Thus, I use the 1999 DHS to achieve 2 other goals. First, as an alternative control group to
4Andhra Pradesh was also included in the initial exposure specifications. No negative effect was seen,
and no difference was observed in the coefficients on the other states.
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implement 2 difference-in-difference models, and second, as a control experiment that acts
as a ‘placebo’, where children from this survey who are the same age as those in the 2006
DHS are considered as ‘exposed’. The second strategy is particularly useful. Child health
literature demonstrates that stunting and childhood malnutrition occurs mostly between the
age of 6 and 24 months. Since the average age of our exposed cohort is between this range,
it is relevant to confirm that the negative effect on health is not account of their being
in this younger cohort, but on account of the tsunami. The above experimental design is
summarized in a timeline plot shown in Figure 2.1.
2.3.2 Health and Environmental Shock Variables
The literature on child health finds that low birth weight has a significant impact on adult
socioeconomic outcomes - more specifically, with a low birth weight, there is a higher chance
of living in a poor area at the time of delivery of own children, and this link is stronger
for women delivering in high poverty areas (Currie and Moretti (2005)). In this manner,
birth weight (BW) has been shown to be a robust predictor of later outcomes for health,
education, earnings, and socio-economic status (SES). Thus, BW is our primary outcome
variable. I am especially interested in the potential distributional impact on BW across
characteristics like wealth and maternal traits like health and education, which define her
resilience to shocks. The missingness of more than half of the BW observations is tackled in
section 2.4.6, by using an effective alternate outcome, closely related to the child’s BW.
Literature also suggests that an objective health measure is obtained by taking child height
conditional on age and gender, and becomes a good long-run nutritional status measure,
manifesting past deficits. I consider the height-for-age z-score (HAZ score) as the second
health outcome. This is computed as the difference between the child’s height and the
median height of the same-aged international reference population, divided by the standard
deviation of the reference population. Lower height-for-age indicates chronic malnutrition,
which in developing countries is largely attributable to environmental factors. I also use
weight-for-age z-score (WAZ score), or being underweight, as another outcome variable.
For exploiting variation across space and time, I construct 3 different environmental shock
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(indicator) variables. The first one is defined as: Born/IU during shock × South. Here,
Born/IU during shock indicates children born either on December 26, 2004, or in utero
during the shock, and thus born in the months right after the shock. For instance, a child
conceived in December 2004 would be born in the fall of 2005. Further, South stands for
Kerala and Tamil Nadu, the 2 exposed states. Next, I separate these children by their
birth regions, Kerala and Tamil Nadu. Thus we have: Born/IU during shock × Kerala
and Born/IU during shock × Tamil Nadu. The final specification exploits this variation
by birth trimesters. These 3 trimesters follow the date of the shock, so that a child in
utero in the first trimester would be the one born toward the end of the total in utero pe-
riod specified in the above shock definitions. Thus we have: IU in trimester 1 × South,
IU in trimester 2 × South and IU in trimester 3 × South. I also split this specifica-
tion by region to get 6 more exposure variables, interacting being in utero in the 3 trimesters
with the 2 states. Thus, we have a total of 12 primary exposure variables. Finally, I test
gender differential by using the interaction: Born/IU during shock × South × Female.
2.3.3 Preliminary Observations
The southern states of Kerala and Tamil Nadu lead the rest of India along many indicators.
Table 2.1 demonstrates this. The South has the highest proportion of rich households, where
‘richness’ is defined based on the wealth quintiles in the DHS, ranging poorest to richest.
Mothers and fathers of children in the survey have a higher level of education in the South,
relative to the rest of India. Also noticeable is the lack of significant difference between
maternal and paternal education in the South, especially compared to other regions like
the North. Women in the South are known to be more empowered, especially with respect
to receiving education, as compared to any other region in India. Further, proportion of
unemployed mothers are fewest in the South. Finally, as a proxy for infrastructure, a higher
proportion of households have access to good toilet facilities.
Next, consider Figure 2.2. This plots the proportion of small children born to households
from different quintiles of maternal health, education, and paternal education. This is done
for the 1999 DHS, which comprises the second control group of children not exposed to the
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shock. We see how this value is higher for the lower end of the distribution of these factors.
More importantly, notice the drop in the proportion of small children across maternal edu-
cation is more rapid than for paternal education. This difference of importance in education
across both parents is formally tested, in later sections. This figure demonstrates the sig-
nificance of these factors, motivating their use in examining the distributional effects of the
shock.
2.4 Empirical Identification
2.4.1 Nonparametric Evidence
Before examining nonparametric evidence of the shock impact, I plot the kernel densities
of height-for-age or stunting, for children across the 2 surveys in Figure 2.3. For the 2006
DHS, these are the children in utero during the shock, and from the 1999 DHS, these are
children who are the same age as these exposed children in the 2006 survey. If the HAZ
score of a child is less than 0, he or she has a lowered height-for-age with respect to the
general population. A HAZ score lower than -2 indicates stunting. We notice how exposed
children (2006 survey) have a lowered HAZ, as seen from the leftward shifted density. Using
the same 2 cohorts of children from the 1999 and 2006 surveys, I also compute the empirical
CDF, using height (in cm) instead of the height-for-age. This is plotted in Figure 2.4. The
height CDF of exposed children is also seen to be shifted to the left, indicating lower heights
for children in Southern India from the 2006 DHS affected by the shock.
Since we have little information on the functional form of the child health production
function, I gather preliminary evidence for the shocks from plots of nonparametric locally
weighted regressions of the height-for-age on child age. This is seen in Figure 2.5. Since
the 1999 survey covers children from ages 0 to 3, we restrict the plot for the 2006 survey to
children in this age range, to make both plots comparable. Consider the plot for children
from the earlier survey. It substantiates how the southern states are better off than the rest
of India. This also forms an additional control group. We do not notice any significant drop
in the health status of children from the South. We compare this to the next figure, where
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the 2 vertical lines indicate the exposed cohort. We see how the height-for-age for Southern
children from the 2006 survey drops sharply right after the first vertical line. This offers
preliminary evidence in support of a negative effect of the shock on the exposed cohort of
children in Southern India.
2.4.2 DD and DDD
This section presents the main identification strategy, exploiting the variation over spatial
and temporal dimensions. Typically, this is done using a difference-in-difference (DD) spec-
ification that will directly estimate the impact of being exposed to the shock using only the
2006 survey. Instead, I estimate 2 alternative models, both of which use 2 of the surveys
mentioned above. First, I implement a difference-in-difference-in-differences (DDD) which
allows for an additional control group using the earlier survey. Second, I specify a difference-
in-difference model using both surveys, but restricted to children from the same age group
as those from the 2006 survey who are exposed.
The results are presented in Table 2.2. Columns (1) and (3) present the DDD results,
and (2) and (4) present the (restricted sample) DD results. First, for the triple differences
model, Born/IU during shock is an indicator for a child from the cohort that is born and
in utero during December 2004, for the 2006 survey, and December 1997 for the 1999 survey.
South includes children born in Kerala and Tamil Nadu from both surveys, and DHS 2006
is an indicator for the second survey. This specification enables us to have a control group
within the treatment state, especially given the lack of location information. It identifies
children born elsewhere in India, not only from the 2006 survey, but also those from the
1999 survey. This gives us 3 comparisons, which are specified by the variables DHS 2006,
Born/IU during shock, and South respectively. The first is temporal, comparing children
from the 1999 survey to those in 2006, where the second survey contains the exposed children.
The second is across cohorts, between children who are 2 years of age in both surveys - for
the second survey, this identifies exposed children born or in utero during the December
2004 shock. The third is across states, between children born in the South and elsewhere
in India, for both surveys. To specify the difference across surveys, we use the variable
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DHS 2006. In this triple differences model, we are interested in the DDD coefficient on the
triple interaction term, namely DHS 2006 × Born/IU × South. Next, for the difference-
in-difference model, we focus on the same cohort across both surveys, so our control group
comprises children from the 1999 survey of the same age as those exposed to the tsunami, but
from non-Southern states. This gives us another alternative control group for comparison.
A negative and significant coefficient on the interaction term will offer additional evidence
in favor of a negative health impact of the shock.
The positive and significant coefficient on South suggests that southern Indian children
are generally better off than the rest of the country. This further supports the findings
in Table 2.1. A similar positive coefficient on DHS 2006 suggests that children from the
second survey are healthier than those from the earlier one. I find both interaction terms, or
the DDD and the DD coefficients, to be significant and negative for both health outcomes.
This suggests that children from the South exposed to the shock, either through birth or
prenatally, are worse off than those that are not, by either being born in a different survey,
different state, or a different cohort. The next section implements a more robust fixed effects
estimation of this relationship.
2.4.3 Fixed Effects
To augment the strategy in section 2.4.2, using the variables defined in section 2.3.2, moti-
vated by the specification in Almond (2006), I estimate the following fixed effects models:
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yijt = µj + δt + ξ1 · (Born/IU during shock× South)ijt +X ′ijtβ + ijt (2.1a)
yijt = µj + δt + ξ
1
2 · (Born/IU during shock× Kerala)ijt
+ ξ22 · (Born/IU during shock× Tamil Nadu)ijt +X ′ijtβ + ijt (2.1b)
yijt = µj + δt +
3∑
d=1
ξd3 · (IU in trimesterd × South)ijt +X ′ijtβ + ijt (2.1c)
yijt = µj + δt +
3∑
d=1
ξd4 · (IU in trimesterd × Kerala)ijt
+
3∑
d=1
ξd5 · (IU in trimesterd × Tamil Nadu)ijt +X ′ijtβ + ijt (2.1d)
where IU stands for in utero. yijt is the health outcome for child i born in region j in cohort
or time period t. This includes a set of outcomes like BW, HAZ scores, and WAZ scores.
Xijt constitutes the vector of relevant control variables to account for potential confounder
bias, like child age, maternal education, employment, age, religion, marital status, paternal
education, child gender, birth order, household wealth, etc. Further, i = 1, . . . , 35247 is
across observations, j = 1, . . . , 29, across states and t identifies the birth cohort up to
month-year of birth. We are interested in the signs of the 12 coefficients capturing effect
of shock expsoure, in the 4 models defined above. Fixed effects for region/state and birth
cohort are indexed by µj and δt respectively. These allow us to distinguish health outcomes
of affected in utero regions and cohorts from the rest.
2.4.4 Empirical Results
Birth weight
Using the models presented in equation (2.1), I first use BW as the response variable. As a
health-at-birth measure, BW has been known to be a key indicator of the health of newborns
that has been linked to future educational attainment and earnings. For instance, Currie
and Hyson (1999) find that low birth weight was predictive of lower schooling attainments,
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earnings, and employment probabilities as of age 33, regardless of the parents socioeconomic
status.
The results are shown in Table 2.3. Column (1) estimates equation (2.1a) without any
control variables. We see a significant negative impact of exposure to the shock. Column
(2) adds relevant control variables in order to test robustness of this result, like maternal
and paternal demographic variables, mother’s residence, child gender, etc. We continue to
see a negative impact of the shock, with no significant change in the coefficient. Column (3)
tests for a potential gender differential in the shock impact, especially since the literature
provides evidence of a pro-male bias in India and other Asian countries (Behrman (1988),
Ren and Zhang (2008)). I see no evidence of such a such a differential in shock impact at the
conditional mean of the birth weight. Columns (4) and (5) estimate equation (2.1a) for poor
and rich households, respectively. This is the initial ‘mitigation’ mechanism, which tests for
variation in shock impact on account of a difference in household resilience to external shocks.
The results suggest poorer households are affected significantly more than richer ones. This
is consistent with findings in the literature that associate SES with BW outcomes.
Column (6) estimates equation (2.1b). It shows that children born in Kerala are worse
affected than those born in Tamil Nadu, but the p-value testing for this spatial variation
suggests this difference is not significant. Finally, Columns (7) - (8) estimate variation in
the shock effect across birth trimesters of in utero exposure, estimating equations (2.1c)
and (2.1d) respectively. For birth weight, the second trimester seems to be most critical
across both states, since that is where the damage is concentrated. Finally, while this result
holds for children from Tamil Nadu, children from Kerala are negatively affected through
all 3 trimesters, with maximum damage in the first trimester. The overall result supports
evidence in the literature that a critical outcome like birth weight can be altered during the
first 2 trimesters, where the build up for maternal fat deposit occurs in order to nourish the
child in the final stages (Lawrence et al. (1987)).
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Height-for-age
The next long-term health outcome I examine is the HAZ score, also known as stunting. The
results are presented in Table 2.4. Column (1) and (2) give evidence in favor of a significant
reduction in the height-for-age of an exposed child. A child from Kerala or Tamil Nadu,
born in these states, or experiencing prenatal exposure, has a height-for-age lowered by 0.5
standard deviations. Column (3) again tests for a potential gender bias. There is no evidence
of such a differential in shock impact at the conditional mean of the height-for-age. Columns
(4) and (5) suggest that the negative impact across poor and rich households does not differ
significantly. For poorer households, lower maternal education seems to have no impact, but
lower paternal education still harms child health (even for richer households).
Consider column (6). There is evidence of differential impact of the shock across the 2
states. To test this for column (6) (estimating equation (2.1b)), I present p-values for the
null hypothesis of ξ12 = ξ
2
2 . We reject the null, to conclude that the negative impact is
larger for children from Kerala. Columns (7) through (8) estimate the trimester exposure
equations. We see that for height-for-age, the third trimester seems to make a large difference
in the damaging mechanism of a shock, although the negative effect is also seen in the first
trimester. The importance of the third trimester persists across both states, although Kerala
is worst affected in the third stage.
Weight-for-age
The second response is weight-for-age, with the same model structure as in equations (2.1).
Table 2.5 presents these results, which also has the same structure as Table 2.3. We see a
significant negative impact for all models, but with a far lower coefficient magnitude relative
to stunting. A child exposed to the shock has a weight-for-age lowered by 0.2 standard
deviations. There continues to be no gender differential in impact. Column (6) suggests that
there is no difference in the spatial impact of the shock on underweightedness. Columns (7)
through (8) suggest that for weight-for-age, the third trimester is most important as the time
period during which the shock has maximum impact, although for Kerala, children suffer a
lower weight on account of being exposed, across all fetal stages.
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2.4.5 Shock Impact: Resilience and Mitigation
In this section, I explore the distributional effects of shock impact. To build upon the
variation induced by inherent household resilience to external shocks using wealth, I now
examine maternal factors. Maternal traits are the first place to look for the link between
shocks and in utero damage. Maternal health can act as a ‘shock absorber’ for events in
the extrinsic environment. Using the same argument, low maternal health can increase the
propensity of in utero and postnatal damage. The environmental health literature gives
ample support in favor of the link between maternal health and child outcomes. As a
contemporaneous maternal health indicator, I use mother’s BMI. Low maternal BMI has
been shown to be a risk factor for low birth weight and stunting (Bhalotra and Rawlings
(2010)).
Maternal education has also shown to be closely related to infant and child health out-
comes, however it is important to control for the right confounding factors. Desai and Alva
(1998) find that controlling for husband/partner’s education, wealth and place of residence
tends to attenuate this relationship. I introduce all the above controls in the specification,
along with region fixed effects, to avoid this. A low maternal education can be an indica-
tor for inefficient decision-making with respect to child care use, health insurance, fertility,
among many other critical everyday decisions that the mother needs to make with respect
to her children.
Finally, maternal employment has been shown to benefit children by an increase in house-
hold earnings, especially in developing countries. Working women, seen to be empowered, are
able to better exercise their individual preferences with respect to their children. Although
there is mixed evidence with respect to this positive relationship, in developing countries
with a strong social and family structure, maternal income and employment are shown to
be more beneficial than even paternal income. The benefit is through higher budget shares
spent on health, higher nutrient intakes, and improved child nutrition outcomes (Haddad
et al. (1997)). In order to illustrate the importance of maternal background, I also contrast
it with the distributional effects of variation in paternal education. The literature has shown
maternal education to be more critical as a child health determinant. This is likely even
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more true in Asian countries, however, I test for this as well.
The above maternal factors are proxies for the household’s decision making process with re-
spect to nutritional allocations made to the child. Nutritionally deprived or credit-constrained
mothers behave differently with respect to decisions made for their children. Focusing the
study of the shock impact on these mothers augments our understanding on how the shock
may have damaged birth weight and height: primarily through more vulnerable mothers
or households. It is also a warning signal for a fact already well-known in this literature:
households with higher resilience can potentially block damaging effects of such shocks.
In order to introduce this mechanism in our system, I estimate the prior fixed effects
equations on 2 subsamples which have been split based on a threshold of maternal BMI and
education. Mothers with a lower health indicator have a BMI less than 20, and those with
a lower education has fewer than 6 years of education. Finally, maternal unemployment
is an indicator variable, enabling us to split our sample based on this. Tables 2.6 and 2.7
summarize the results for BMI, education and unemployment respectively. In both tables,
Panel A uses BW as a response, and Panel B uses the HAZ scores.
In Table 2.6, comparing columns (1) and (3), we see that children born to weaker mothers
suffer a heavier damage to their BW and height-for-age. These children have experience a
doubly negative impact on their height-for-age. For both health outcomes, comparing col-
umn (2) to (4), this difference is more pronounced for children born in Tamil Nadu than
in Kerala. Similarly, in Table 2.7, children born to mothers with fewer years of education
are significantly worse off, even more than what is seen in results from low maternal health.
Finally, exposed children born to unemployed mothers have a much lower birth weight rel-
ative to those born to employed mothers. However, there seems to be no difference in their
height-for-age.
Finally, in Table 2.8 we see how paternal education is not making a contribution in com-
pensating for the negative effect of the shock. This is not an unusual finding. These results
demonstrate how nutritional deficits and credit constraints that mothers experience, are im-
portant mechanisms of impact for children exposed in utero to a negative shock. We also
see how inherent maternal traits of resilience can assuage the harm inflicted by such large
scale events experienced early in life.
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2.4.6 Robustness tests
There are a few caveats about how representative this paper’s findings are with respect to
an impact made by the tsunami. First, a little over half of the sample contains missing
information on birth weight. Typically, such missingness comes from households with a
lower socioeconomic status. Table 2.3 demonstrates this. Compared to the rich subsample
obtained from the full sample, there are more richer households for this restricted BW sample,
which suggests that households with missing birth weight are poorer, further contributing
to an attenuated coefficient of impact in our analysis. Thus, our estimates are likely to be
a lower bound for the actual size of the impact. Second, in the absence of more localized
information on exposure using GPS data, the size of the impact estimated in this paper is
likely to be much lower than the true size. Thus, there are 2 potential sources of attenuation
bias in our exposure coefficient.
Birth weight information
In order to account for the missing BW observations, and to test for the robustness of the
birth weight results, I use the child size at birth variable in the DHS. This variable is very
informative, and is a good proxy for birth weight. It is a 5-level categorical variable, with
labels Very large, Larger than average, Average, Smaller than average and Very small. The
mother is asked to estimate and self-report the child’s size after birth based on these 5
categories. Figure 2.6 demonstrates this close association between size and weight birth,
especially the fact that low and very low birth weight babies (< 2.5 kilograms) correspond
to the Smaller than average and Very small categories. I utilize this variable in 4 different
procedures.
To examine the effect of the shock on child size further, I estimate a multinomial logit
model with all 5 size at birth categories as the response. I also add region and cohort
fixed effects, in addition to the rich set of maternal, paternal and household controls already
mentioned previously. Columns (1) and (2) in Table 2.9 summarizes this model result for the
whole sample. We see that children exposed to the shock have a significantly lower chance
of being very large, and a higher chance of being very small. Columns (3) to (6) present the
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same model for poor and rich households respectively. Since richer households have a higher
propensity to have larger sized children, among these households, children exposed to the
shock are less liable to be very large. Similarly, for poorer households, exposed children have
a higher chance of being very small, whereas this coefficient is insignificant for the richer
sample.
Third, I estimate a simple logit model, where the response is an indicator variable for
being very small. The results are summarized in columns (7) to (9), for the whole sample,
poor and rich households respectively. We see exposed children are significantly more likely
to be on the lower end of the size distribution, and poorer households have a worse outcome
in this respect relative to richer ones. Thus, both the multinomial and simple logit models
also suggest that by building an inherent resilience, household wealth has a mitigating effect
in the face of a one time health shock. Finally, I also estimate a generalized ordered logit
model, which not only account for the order of the categories in estimation, but also allows
for a separate coefficient for each group. Thus, in column (10), we see that exposed children
are much less likely to be large.
By estimating a range of models using information on the child’s size at birth, I partially
account for the problem of missing birth weight information in the sample. The size at birth
results confirm the negative health impact of the shock on one of the most important long-
run health indicator, namely size and weight at birth. This channel of impact is a precursor
to long-term damage to later adult life outcomes.
Location information
Another contributing factor to a plausible attenuation in the exposure coefficient is the
unavailability of GPS information associated with the 2006 DHS. However, there are 2
upshots of this observation. First, it partially explains the existence of a larger coefficient on
Kerala, in the result in column (6) in Tables 2.3 and 2.4. As a state, Kerala is much smaller
than Tamil Nadu. It is also geographically linear in landmass. Thus, a larger proportion of
the state was affected by the tsunami, relative to Tamil Nadu. This fact allows for capturing
more exposed households in Kerala, than even in Tamil Nadu, thus giving rise to the higher
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coefficient. In other words, if we had GPS information, then we would see a much higher
coefficient for children affected in Tamil Nadu as well. Also, more importantly, we would also
see an increased coefficient for the baseline specification in column (2) in Tables 2.3 and 2.4.
Second, since Southern India is otherwise better off than the rest of India along several
dimensions, including wealth, health, infrastructure, microeconomic indicators, etc., there
is a low likelihood of attenuation bias on account of measurement error which mistakenly
includes worse off children in the group of exposed children. The bias in the coefficient simply
underestimates the actual exposure coefficient, telling us that if anything, the damage was
far larger.
2.4.7 Control Experiment
In this section, I once again utilize the 1999 DHS to implement a control experiment, as a
final robustness check. Maximum damage to the health of young children through stunting
and other forms of malnutrition occurs between 6-24 months of age (Martorell and Habicht
(1986)). Thus, it may be possible that the negative impact seen using the 2006 DHS to
examine the shock impact is caused by the fact that the exposed children are actually the
younger ones in the survey (less than 2 years). In order to ensure this is not the case, I use the
1999 DHS, and designate as ‘exposed’, children of the same age group as the exposed ones in
the 2006 survey. We should expect no significant negative coefficient on this new ‘exposure’
variable. Table 2.10 summarizes these results. We see that for both BW and height-for-age,
there is no significant negative coefficient on this new variable, while the other parental and
demographic covariates extend a predictable influence on the health outcome. For instance,
a lower level of maternal education reduces BW and height-for-age. This experiment further
strengthens the evidence of a large negative impact of the December 2004 tsunami on the
health of exposed children.
26
2.5 Quantile Regression Specification
2.5.1 Theory
It is feasible that children who are otherwise weaker are more ‘exposed’ to the shock than
those with average or good health. They are likely to suffer more serious health damage.
Fixed effects models examined in previous sections focus on estimation of the shock impact
at the mean of the health outcome. It is more likely that the impact is actually variable
across the outcome distribution. In order to extend this distributional effect further, while
allowing for state and cohort fixed effects, and relevant control variables, I implement the
model from Koenker (2010). This is an additive nonparametric model for quantile regression
using the Laplacian fidelity instead of the Gaussian likelihood, and L1-norm measuring total
variation. The flexible structure not only allows for exploring the shock impact across the
height distribution, but also control for additional risk factors using both continuous and
linear effects. Further, the regularized structure of the objective function (instead of the
unregularized, unconstrained procedure followed by least squares) enables me to impose a
total variation penalty on the smooth covariates, and allows for embedding a LASSO penalty
for the overall problem. Thus, the following conditional quantile model form is specified:
QYi|xi,zi(τ |xi, zi) = x′iβ +
J∑
j=1
gj(zij). (2.2)
Here, the zi’s represent the nonlinear covariates. The nonparametric components gj are
assumed to be continuous functions, usually univariate, also possibly bivariate. Call the
vector of these functions g = (g1, . . . , gJ). Then, we can estimate g and β ∈ RK solving:
min
β,g
∑
ρτ (yi − x′iβ −
∑
gj(zij)) + λ0
K∑
k=1
|βk|+
J∑
j=1
λj
∨
(∇gj) (2.3)
where the first component is the quantile loss function, indexed by ρ which specifies the
quantile at which we minimize the objective function λ0 is the LASSO tuning parameter,
which controls the degree of shrinkage, imposed by the sum of absolute value of the model
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coefficients. This allows the model to estimate the parameters (β’s), as well as shrink some
coefficients, and set others to 0. This, in turn, will allows for automatic variable selection
for the parametric coefficients. Finally, λj’s are the tuning parameters for the nonparamet-
ric components.
∨
(∇gj) is the total variation of the derivative on the gradient of g, and∨
(∇gj) =‖ ∇2g(z) ‖ dz, where ∇2g(z) is the Hessian of g, and ‖  ‖ denotes the Hilber-
Schmidt norm for this matrix. The smooth components are subject to this penalty. In the
univariate setting, these total variation penalties were suggested by Koenker et al. (1994) as
an expedient smoothing device for nonparametric effects in quantile regression. In terms of
notation, J is the number of nonlinear covariates, whereas K is the number of linear effects.
The implementation of equation (2.3) is done using Koenker’s rqss in R from Koenker et al.
(1994).
2.5.2 Exposure Identification
The response variable used here is child height. The exposure covariate is included in the
linear effects. Its spatial definition is uses the more general specification, as in equation (2.1a)
in section 2.4.3. Relevant control factors like those used in section 2.4.4, are also included.
Region fixed effects are modeled as state dummy variables, which are among the linear input
variables. The following are expressed as the nonparametric smooth components: child age,
mother’s age and education, father’s education, and cohort. These can potentially extend
a nonlinear effect, and modeling them smoothly allows for more flexible estimation of the
treatment effect across quantiles. The embedded LASSO implements variable selection,
since we choose the optimal-λ model. This allows us to examine the quantiles at which the
exposure impact is more significant.
2.5.3 λ-selection
With specification (2.3), as employed in Koenker (2010), the LASSO procedure outlines a
regularization path, indexed by tuning parameter λ0. At each point on the path, predictor
coefficients are either driven to 0, or shrunk in value. Tuning parameter selection for the
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LASSO λ is done following Koenker’s procedure of using a Schwartz-like criterion:
SIC(λ) = nlogσˆ(λ) +
1
2
df(λ)log(n) (2.4)
where σˆ(λ) = 1
n
ρτ (yi − gˆ(x, z)), and gˆ(x, z) = x′βˆ +
∑J
j=1 gˆj(z). Further, as elucidated
in Koenker (2010), df(λ) is simply the effective model dimension, given by: df(λ) = div(gˆ) =∑n
i=1
∂gˆ(xi,zi)
∂yi
. The quantity df(λ) is defined as the trce of a pseudo-projection matrix in the
case of a linear least-squares-type model. Koenker also defines such a matrix for the model
in equation (2.3):
X˜ =

X0 X1 . . . XJ
λ0HK 0 . . . 0
0 λ1P1 . . . 0
... . . .
. . .
...
0 0 . . . λJPJ

(2.5)
where X0 is the matrix with the parametric linear covariates, Xj’s are the basis expansions
for the gj’s, Hk = [0
...IK ] consists of the contribution from the LASSO penalty, not including
the intercept, and the Pj terms denote the contributions from the penalty terms on the
smoothed components.
Since λ ∈ R6, where the first 5 values are smoothing parameters for the nonparametric
terms, child age, mother’s age, education, father’s education, and cohort, and the last one is
the LASSO tuning parameter, optimizing SIC is not trivial. A prudent strategy suggested
by Koenker (2010) is to explore informally, narrow the region of optimization, and then
follow a global optimization routine. In this paper, SIC optimization is implemented for
the smoothing parameter values individually, and using these, the value for the LASSO λ is
optimized. It is a one-dimensional procedure, although in forthcoming work, there will be
multi-dimensional optimization for all the tuning parameters simultaneously, as seen Koenker
(2010). I find the 6 optimal λ values to be {14, 14, 14, 26, 27, 10}. I standardize the linear
components of the design matrix.
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2.5.4 Results
Re-examining role of resilience
The results are summarized in the plots shown in Figure 2.7. The left hand column plots the
coefficient on Born/IU during shock × South for the percentiles of child height (in cm).
Figure 2.7(a) does this for the whole sample, with standard error bands, while Figure 2.7(c)
plots the pvalues for the coefficients. We see that there is a significant negative impact for
the lower quantiles, at least up till the median, but not for the upper ones. Thus, across the
height distribution, the optimal λ or model chosen by the selection operator in equation (2.3)
contains a significant coefficient for the exposure variable only for quantiles lower than the
median. This is an expected finding. Children on the lower end of the height distribution are
predisposed to any negative effect of a shock, early in their lives, and they should exhibit more
damage on account of shock exposure than those on the middle and higher end. This result
further demonstrates the importance of such existing resilience in alleviating the negative
effect of a health shock.
Lower tail gender differential
Next, I re-examine the possibility of a gender differential in the impact of the shock. This
literature has always witnessed a pro-male bias especially in the Indian context, for instance
with respect to nutrition allocation (Behrman (1988)). I estimate the above quantile re-
gression model, with an additional exposure variable, Born/IU during shock × South ×
Female, at each percentile of the height distribution. Table 2.11 summarizes the results
for the lower and higher quantiles of the conditional height distribution, and for his or her
median height. The interaction variable is significant only for the lower quantile. Thus,
consistent with findings in the literature, I do find a pro-male gender bias for children on
children at the lower tail of the height distribution. Since the height is being measured
several months after birth for these exposed children, it is likely that mothers of children on
the lower percentiles of height are from a less advantaged background, and are even more
likely to discriminate in favor of sons, especially to compensate against the shock recently
30
experienced by the household. This compensating mechanism seem to be concentrated on
the lower tail of the height distribution, much like how the maximum impact of the shock
is focused there. This line of reasoning further strengthens the importance of socioeconomic
and maternal factors in being able to shield children from the long lasting effects of extrinsic
shocks.
2.6 Conclusion
Emphasizing the role played out by in utero experiences, and prenatal exposures early in
life, this paper examines the impact of the December 2004 tsunami on Indian children under
age 5. The impacted regions in India are the Southern states of Kerala and Tamil Nadu.
Originating from the Great Sumatra earthquake on December 26, 2004, the massive scale of
tidal waves radiated as far as Madagascar and Somalia. It primarily affected South Asian and
South-East Asian countries. Using cross-sectional household survey data from the nationally
representative Demographic and Health Surveys for 1999 and 2006 in India, the empirical
strategy exploits exogenous variation in the timing and region of birth of these children to
identify the extent of this impact on long term health indicators like birth weight, stunting,
child size, and others like underweightedness. For each of these, I find a negative impact of
an exposure on health, so that an exposed child has a lowered birth weight by 60 grams,
height-for-age and weight-for-age lowered by 0.5 and 0.2 standard deviations respectively.
Variation in birth trimesters of exposure reveals that for birth weight, the first 2 trimesters
are the most damaging, for height-for-age, the first and third trimester, and for weight-for-
age, the third trimester. Like in the literature, there is no identifiable period through this in
utero stage that can be considered to be more critical than the rest. However, birth weight
is known to a more critical outcome, which relates closely to later adult outcomes. Thus,
the second trimester is likely the more significant of the 3.
An important finding of the paper links the extent of shock impact to household and
maternal resilience, by examining variation of the shock impact across levels of wealth,
maternal health, education and employment. Exposed children born to poorer households,
mothers with a very low BMI, fewer years of education or unemployed mothers, suffer more
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heavily in terms of a lowered birth weight and height-for-age. Due to a large proportion of
missing observations for birth weight, there is a potential selection bias problem. To account
for this and to test for the robustness of the birth weight results, I use the closely related
categorical size at birth variable. I continue to find a persistently negative relationship
between the shock and health of exposed children, by way of a higher likelihood of being
smaller in size if exposed to the shock. Distributional effects across levels of household wealth
also exhibit similar results, so that poorer households are worse off than richer ones.
Finally, a unique quantile specification allows me to identify exposure effects across the
health outcome distribution. I find that as one would expect, weaker children are affected
more than average or stronger children, so that the impact of the shock is nonlinear along
the outcome distribution. Further, although there is no evidence of a gender differential in
favor of boys at the conditional mean of health outcomes, I do find such evidence for children
on the lower tail of the conditional height distribution. This is a significant finding in light of
continuing evidence supporting son preferential behavior in Asian countries. It points to the
need for examining potential gender differentials for the entire outcome distribution, rather
than focussing only at the mean.
This paper is one of the first in exploring this prenatal channel of impact for the 2004 Indian
Ocean tsunami, one of the most devastating environmental shocks in the past decade. Since
the maximum negative impact is on birth weight and child height-for-age, this translates to a
potential long-term damage to adult outcomes for these children, like years of education, and
reduced returns to education, and adult health. Early childhood malnutrition on account
of major environmental upheavals are longer term legacies for a lower quality of adult life.
Thus, it is critical to implement similar studies for countries exposed to disasters of this
nature and scale.
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2.7 Figures and Tables for Chapter 2
1994 1999 2006 2004 
Shock 
2001 
1999 DHS children, born from 
1996-1999 (age range 0-36 months) 
2006 DHS children, born from 
2001-2006 (age range 0-60 months) 
Non-Exposed/ Control 
Survey 
Exposed/ ‘Treatment’ 
Survey 
(1996) 
Figure 2.1: Timeline for the 2 cross-section DHS waves.
Note: This timeline presents the control and ‘treatment’ surveys, 1999 and 2006 DHS respectively, since
children in the later survey, born or in utero during December 2004 are considered exposed. Each DHS
wave is a 5-year survey, with an age range of children from 0-60 months. However, the 1999 DHS age range
is 0-36 months.
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Figure 2.2: Proportion of small children (small size-at-birth) across quintiles of important
covariates.
Note: This plot is restricted to the control sample of children, born and conceived after the 2004 shock. It
demonstrates how the above variables play an important role in determining maternal and family resilience
to shocks.
34
-5 0 5
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Stunting
D
en
si
ty
Height-for-age across surveys
1999: Control
2006: Treated
Figure 2.3: Stunting Density Across 1999 and 2006 Surveys for exposed (2006 DHS) and
non-exposed (1999 DHS) children.
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Figure 2.4: Empirical CDF Across 1999 and 2006 Surveys for exposed (2006 DHS) and
non-exposed (1999 DHS) children: Height in cm.
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(b) South versus Rest of India: 2006 DHS.
Figure 2.5: Comparing exposed children across surveys.
Note: The above are nonparametric local regression models, of height-for-age z scores on child age. The
first plot is for children born from 1996 to 1999, from the 1999 DHS, comparing those born in the South
with those born in the rest of India. The second plot is for children from the 2006 DHS, but for the same
age range as the children in the 1999 DHS.
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Figure 2.6: Boxplot of birth weight by child size using 2006 DHS.
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Figure 2.7: Shock impact across height percentiles for exposed children: τ ∈ [0.1,0.9].
Note: These figures plot the exposure coefficient, Born/IU during shock × South, across the outcome
(height) distribution, by estimating the shock impact at each percentile of the height distribution. This is
done in presence of a set of controls, region and cohort fixed effects. The least absolute selection and
shrinkage operator (LASSO) is used for determining if the exposure variable is significant at each
percentile. The results illustrate the differential shock impact across the outcome distribution.
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Table 2.1: Comparing key criteria across states.
States % Rich Mother Educ. Father Educ. % Unemployed % Flush
Mean Median Mean Median Mothers Toilet
East-Central 28.41 4.07 2 5.92 6 30.89 30.91
North 45.27 4.37 0 7.19 8 27.09 38.25
North-East 35.94 5.05 5 6.70 7 34.31 42.73
South 63.64 8.57 9 8.61 9 25.13 68.61
Other South 57.71 6.55 7 7.48 9 29.18 53.35
West 61.92 6.82 7 8.40 9 32.58 59.89
Note: % Rich: Calculated based on wealth quintiles in the DHS. South: Comprises Kerala and
Tamil Nadu. All the above are based on author’s calculation using DHS information. Height is
in cm, and is for children not exposed to the shock.
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Table 2.2: Birth weight/Height-for-age: By Region and Shock Exposure.
Birth weight Height-for-age
DDD DD DDD DD
(1) (2) (3) (4)
Born/IU during shock -0.034 0.273∗∗∗
(0.020) (0.024)
South 0.023 0.059∗ 0.598∗∗∗ 0.432∗∗∗
(0.020) (0.032) (0.048) (0.068)
Born/IU during shock × South 0.035 -0.156∗∗
(0.038) (0.084)
DHS 2006 0.006 0.048∗∗ 0.370∗∗∗ 0.262∗∗∗
(0.014) (0.022) (0.019) (0.028)
DHS 2006 × Born/IU 0.041 -0.107∗∗∗
(0.026) (0.034)
DHS 2006 × South 0.001 -0.085∗∗ 0.001 -0.232∗∗∗
(0.029) (0.046) (0.073) (0.105)
DHS 2006 × Born/IU × South -0.086∗ -0.232∗∗∗
(0.055) (0.014)
Intercept 2.832∗∗∗ 2.797∗∗∗ -1.831∗∗∗ -1.558∗∗∗
(0.014) (0.017) (0.014) (0.019)
n 16115 4819 42601 12438
Note: Robust standard errors, clustered at region level in parentheses. Significant at ∗
10%, ∗∗ 5%, ∗∗∗ 1%. DDD : Difference-in-Difference-in-Differences. DD : Difference-in-
Differences. Boldened coefficients represent the DD/DDD values. IU: in utero. Each
column includes children from both the 1999 and 2006 DHS, but columns (2) and (4)
restrict the estimation to the age group of the exposed children from the 2006 survey.
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Table 2.6: Shock Impact and Maternal Health.
Low Maternal BMI High Maternal BMI
Panel A Dependent Variable: Birth weight
(1) (2) (3) (4)
Born/IU during shock × South -0.104∗∗∗ -0.041
(0.026) (0.033)
Born/IU during shock × Kerala -0.068∗∗∗ -0.070∗∗∗
(0.015) (0.023)
Born/IU during shock × Tamil Nadu -0.122∗∗∗ -0.014
(0.022) (0.029)
n 6678 6678 8817 8817
Panel B Dependent Variable: Height-for-age
Born/IU during shock × South -0.607∗∗∗ -0.351∗∗∗
(0.089) (0.139)
Born/IU during shock × Kerala -0.729∗∗∗ -0.547∗∗∗
(0.071) (0.047)
Born/IU during shock × Tamil Nadu -0.549∗∗∗ -0.180∗∗∗
(0.066) (0.049)
n 19081 19081 16166 16166
Region Fixed Effects Yes Yes Yes Yes
Cohort Fixed Effects Yes Yes Yes Yes
Note: Robust standard errors, clustered at region level in parentheses. Significant at ∗ 10%, ∗∗ 5%,
∗∗∗ 1%. Low BMI implies maternal BMI < 20. The above columns present effect of the tsunami
shock on health outcomes of exposed children, differentiated by maternal health.
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Table 2.7: Shock Impact and Maternal Education/Employment.
Maternal Education Maternal Employment
Panel A Dependent Variable: Birth weight
(1) (2) (3) (4)
Low High Unemployed Employed
Born/IU during shock × South -0.147∗∗∗ -0.040 -0.137∗∗∗ -0.053∗
(0.023) (0.036) (0.058) (0.027)
n 4969 10526 3828 11667
Panel B Dependent Variable: Height-for-age
Born/IU during shock × South -0.635∗∗∗ -0.347∗∗∗ -0.494∗∗∗ -0.489∗∗∗
(0.065) (0.148) (0.101) (0.127)
n 20314 14933 10652 24615
Controls Yes Yes Yes Yes
Region Fixed Effects Yes Yes Yes Yes
Cohort Fixed Effects Yes Yes Yes Yes
Note: Robust standard errors, clustered at region level in parentheses. Significant at ∗ 10%, ∗∗ 5%,
∗∗∗ 1%. Low maternal education implies education less than 6 years. The above columns present
effect of the tsunami shock on health outcomes of exposed children, differentiated by maternal
education and employment.
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Table 2.8: Shock Impact and Paternal Education.
Birth weight Height-for-age
(1) (2) (3) (4)
Low High Low High
Born/IU during shock × South -0.056∗∗ -0.069∗∗∗ -0.529∗∗∗ -0.408∗∗∗
(0.026) (0.021) (0.134) (0.108)
n 3310 12185 13585 21662
Controls Yes Yes Yes Yes
Region Fixed Effects Yes Yes Yes Yes
Cohort Fixed Effects Yes Yes Yes Yes
Note: Robust standard errors, clustered at region level in parentheses. Significant
at ∗ 10%, ∗∗ 5%, ∗∗∗ 1%. Low paternal education implies education less than 6
years.
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Table 2.10: Control Experiment: 1999 DHS.
Birth weight Height-for-age
(1) (2) (3) (4)
Born/IU during shock × South 0.023 -0.086
(0.037) (0.078)
Born during shock × South 0.068 -0.081
(0.172) (0.078)
IU during shock × South 0.019 -0.086
(0.028) (0.086)
Female -0.071∗∗∗ -0.071∗∗∗ -0.024 -0.024
(0.017) (0.017) (0.022) (0.022)
Maternal Educ. -0.105∗∗∗ -0.106∗∗∗ -0.727∗∗∗ -0.727∗∗∗
(0.044) (0.043) (0.106) (0.106)
Maternal Unemp. -0.023 -0.023 -0.121∗∗∗ -0.121∗∗∗
(0.017) (0.017) (0.029) (0.029)
n 7075 7075 23078 23078
Controls Yes Yes Yes Yes
Region Fixed Effects Yes Yes Yes Yes
Cohort Fixed Effects Yes Yes Yes Yes
Note: Robust standard errors, clustered at region level in parentheses. Significant
at ∗ 10%, ∗∗ 5%, ∗∗∗ 1%. This specification uses the 1999 DHS. Children from
this survey who are the same age as the exposed children from the 2006 DHS,
are considered as exposed here.
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Table 2.11: Quantile Regression: Exposure coefficients across gender.
(1) (2) (3)
Dependent Variable: Height (in cm)
15th perc. Median 85th perc.
Born/IU during shock × South -0.158∗∗ -0.079∗∗ -0.006
(0.049) (0.041) (0.066)
Born/IU during shock × South × Female -0.078∗∗ -0.012 -0.027
(0.046) (0.036) (0.050)
n 35247 35247 35247
Note: The above model tests for gender differential in shock impact, by estimating
shock impact at each percentile of child height. Each quantile regression model includes
a rich set of controls, along with region and cohort fixed effects. The least absolute
selection and shrinkage operator (LASSO) is used for determining if the exposure
variable is significant at each percentile. There is no evidence of a difference at the
mean, as seen in the fixed effects models. From the above table, there is no evidence
of a difference at the median. However, for height, there is some significant gender
differential at the lower quantiles, so that girls exposed to the shock are worse effected
than boys. For the quantiles below median, the table presents the first quantile at
which the interaction variable is seen to be significant.
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CHAPTER 3
ENVIRONMENTAL SHOCKS IN GHANA: IMPACT
ON CHILD HEALTH
3.1 Introduction
In this paper, I examine the impact of mining-based environmental shocks on child health
in Western Ghana. Since mining forms the basis of many livelihoods in the Western Region
(WR), it is crucial to link these shocks to health outcomes. Early childhood malnutrition has
far-extending consequences, including outcomes like educational attainment and earnings.
Establishing such a critical environment-health link helps improve our understanding of
human capital in developing countries. There is ample evidence linking early childhood
and health outcomes later in life (see reviews like Godfrey and J.P. (2000) and Alderman
and Behrman (2006)). Using Netherlands’ birth registry data, Van den Berg et al. (2006)
determine that poor macroeconomic conditions in infancy lead to higher adult mortality.
Findings in Almond et al. (2007) suggest that fetal exposure to acute maternal malnutrition
compromises literacy, labor market, wealth, and marriage outcomes. Akresh et al. (2011)
examine the effects of exogenous shocks like civil war and crop failure on childhood stunting.
Existing literature examining shock impact on health usually considers large scale events.
For example, in Bundervoet et al. (2009), several provinces in Burundi were affected by civil
war, making it a wide-spread national event. In this paper, I use data from the 2003 Demo-
graphic and Health Survey (DHS) for children under age 5 to focus on a chemical (cyanide)
spill from mining activity that affects only a section of the WR in 2001. Although it can be
argued that the impact is not strictly localized to the spill site, we need to exclude sections of
the region that are obviously unaffected. However, the exposed population is concentrated
in one area within the affected state, and our survey data is across states/regions. This pa-
per aims to accurately measure the impact of this exposure, after augmenting the empirical
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strategy with location information.
This paper has 3 contributions to existing child health literature. First, it uniquely exploits
information in the Global Positioning System (GPS) data associated with the 2003 survey.
This contains information for children at their enumeration area (EA) or ‘village’ level,
which enables greater spatial variation in the estimation by controlling for the child’s birth
(sampling) cluster, which consists of a group of households, rather than the entire birth
region. The primary source of variation comes from the DHS cross-sectional household
survey, with detailed birth information. However, a more accurate spatial identification of
exposed children is carried out only after incorporating the GPS coordinates of the villages
in the survey. By reducing measurement error in this fashion, the paper extracts a more
accurate estimate of the shock impact. Second, it presents different types of evidence to
examine the variation in the effect of the shock across age of exposed children.
Third, in the process of exploring alternative specifications, this paper extends the analysis
of the shock impact in 2 ways. First, in addition to the fixed effects specification, I also incor-
porate GPS information uniquely by expressing child height as a smooth bivariate function
of latitude and longitude. This enables me to identify age differential in the shock impact,
in a less restrictive fashion. It also demonstrates benefits of smoothing on geographical
location, a strategy being increasingly implemented within the generalized additive model
(GAM) framework for improved spatial analyses in environmental health models ( Vieira
et al. (2010)). Second, I examine shock impact across quantiles of child height. I implement
this by including the binary exposure variable in an additive quantile regression model, where
the flexible specification follows Koenker (2010). The three main components of Koenker’s
specification are: an additive objective function which allows for both continuous (nonpara-
metric) and discrete (linear) input variables, a penalty for the continuous (nonparametric)
components, and a LASSO1 penalty for the linear variables. In this way, additional controls
with a potentially nonlinear effect are included as smooth components, subject to a penalty.
This allows for a better resolution of omitted variable bias. The LASSO selection embedded
1Called the Least Absolute Shrinkage and Selection Operator, the LASSO’s risk function combines the
classical least squares loss with a further penalty on large-sized coefficients. Its estimation procedure is
indexed by a parameter, λ, so that at each λ, there is a subset of coefficients that are non-zero, or selected.
Model selection within this context implies selection of an optimal λ.
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in the dual penalty allows for an informative of variable selection process, since it derives the
significance of the shock impact at different points in the height distribution. I contrast the
results across models that exclude and then include smoothed latitude-longitude components
to allow for better control for the additional geographical information. This strategy has not
been used before in the literature, and can potentially benefit environmental shock research.
Primary results from the fixed effects models suggest that children exposed to the shock
have a height-for-age reduced by 0.15 standard deviations. Although not very large, this
estimate is larger than the one from a less accurate spatial identification of exposed children,
where all children in the WR are considered as exposed. This suggests resolution of mea-
surement error on account of noise in the exposure variable. In contrast to typical findings
in this literature, boys are actually worse off than girls. This is likely on account of very
young male children being less resilient than girls. There is also evidence of exposed, younger
children being worse off than older ones, a finding common in child health literature, since
younger children are more likely to suffer from malnutrition outcomes like stunting. Using
the quantile specification, the following is observed. First, the impact is more negative in
the lower tail than in the higher tail. Second, after including location by smoothing on
latitude and longitude, I see increased negative coefficient for all quantiles, where the differ-
ence across the coefficients with and without location information is significant for the lower
quantiles. Finally, the model with GPS coordinates also exhibits a greater disparity between
weaker and stronger children, so that weaker children are significantly worse off, than if we
were to leave out this information. This strategy allows for deriving this increased negative
coefficient, thus resolving any measurement error in the exposure variable in the absence of
location measures.
These findings are relevant with respect to building an awareness about the consequences
of an interaction of the natural environment with the livelihood source of a region. The
paper is organized as follows. Section 3.2 gives a brief description of the Western Region
in Ghana, especially pertaining to mining being its primary livelihood source. Section 3.3
describes the data and defines the health and shock variables used in the fixed effects models.
Section 3.4 demonstrates the empirical identification strategy and summarizes the results.
Section 3.5 examines the additive quantile regression model in context of the environmental
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shock impact. Section 3.6 concludes.
3.2 Western Region
There is little doubt about the strength of the mining industry in taking Ghana forward,
especially gold mining. Ghana is the second-largest gold producer in West Africa. Its
gold production was up 12% in 2009, with rising output from its 2 largest mines - Tarkwa
and Ahafo. At the same time, there are large-scale regional and intra-region inequalities
in economic and health outcomes across Ghana. The 3 regions in the north are much
poorer than the rest of Ghana. As a result, these regions, especially the Northern Region
(NR), became the focus point of the Ghana Poverty Reduction Scheme (GPRS) intervention.
Regions consisting mostly of mining towns are conventionally perceived to be well-off, but
tend to suffer ecological damage. Further, within mining industry-rich regions, there is a
second level of inequality, stemming from the difference between the mainstream mining,
and small-scale mining, the latter also known as the artisanal and small-scale mining (ASM)
sector, or more popularly, the galamsey.
The Western Region (WR) is located in the south-west of Ghana, bordered by Cote
D’Ivoire on the west. Along with Brong Ahafo, it is a major part of Ghana’s gold belt, and
has attracted the highest number of explorations and mining companies. A typical example
this is the Wassa West district, which contains the shock sites. It produces a majority of
the gold exported by Ghana. Conventional criteria indicate that Wassa West should have a
lower poverty level than rest of Ghana. It is said to have the highest agglomeration of mines
and mining companies in Ghana, both large scale as well as ASM. It is also one of the most
urbanized districts in the Western Region. Region hierarchy in Ghana comprises of: small
towns, medium-sized/intermediate towns, large cities, and rural areas. The first 3 compose
the urban centers, with large cities like Sekondi-Takoradi in the WR, intermediate towns
being regional capitals, and finally the small towns being district capitals and administrative
centers. Consider the map in Figure 3.2. The WR is composed of mining towns, the
significant ones being Tarkwa and Prestea, all in the Wassa West district.
In October 2001, villages located within this triangle of mining towns in Wassa West
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were affected by a cyanide spill. The primary consequence was the loss of reliable water,
which can likely be linked with malnutrition, especially when the affected water is a major
source. Further, the spills are on a much lower scale as compared to the major ones like in
Baia Mare, Romania in January 2000. There was an immediate clean-up by the concerning
company and concentrations of the chemical in the water afterward were very low, although
the water pollution had a likelihood of harming the immediate environment, aquatic life
and potentially human health. The most probable channel of negative impact is through a
shock to the closest water source, through a sudden change in its reliable and continuing
availability. Table 3.1 summarizes some key health and development criteria across Ghanaian
states. The WR has a high rural stunting rate in 2003, second only to the poorest region
in Ghana, the Northern Region. It is one of the lowest in rural water supply availability in
Ghana, which further decreases in 2008.
3.3 Data
3.3.1 Household Surveys
The Demographic and Health Survey (DHS) data consists of nationally-representative house-
hold surveys containing information on fertility, family planning, maternal and child health,
child survival, HIV/AIDS, malaria, nutrition and anthropometric measures for children, like
height, weight, and associated standardized Z-scores. In addition, there are demographic
features for the child, parents and the household. The data I use in this paper has a sample
of around 2700 children between age 0 and 5, surveyed in 2003. Detailed birth informa-
tion for the child is also available, which is used for the primary identification strategy.
The DHS also provides Global Positioning System (GPS) data, which specifies geographical
latitude-longitude information for villages or enumeration areas (EAs) within each region,
enabling a clearer spatial specification of exposed children. There are around 412 clusters
across Ghana. I link this spatial data back to the survey data using these EA clusters. The
GPS latitude-longitude coordinates are used for specifying the binary exposure variable in
the fixed effects models, and then as smoothed components in the quantile specification for
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deriving the shock impact. They allow us to compute the distance between the shock site
the villages, so that those closer to the site can be identified as being exposed.
3.3.2 Health and Environmental Shock Variables
Literature in child health suggests that an objective health measure is obtained by taking
child height conditional on age and gender, and becomes a good long-run nutritional status
measure, manifesting past deficits. I consider the height-for-age z-score (HAZ score) as the
main health outcome. This is computed as the difference between the child’s height and the
median height of the same-aged international reference population, divided by the standard
deviation of the reference population. Lower height-for-age indicates chronic malnutrition,
which in developing countries is largely attributable to environmental factors. Table 3.2
summarizes this measure across Ghanaian states. On average, a Ghanaian child is 1.3
standard deviations lower than the reference child. For instance, this translates to roughly 4
cm lower height for 2 year old girls. The poorest state in Ghana, Northern Region, has the
lowest average height-for-age, and the capital city of Accra has the highest average height-
for-age. We also see that the mean (or the median) child across all states is not stunted
on average. Only children in the lower tails (below median) are stunted (moderately to
severely).
Birth-related spatial (S) and temporal (T ) variation is exploited to create the primary
measure for shock exposure, which is used as a covariate to compute the estimated exposure
impact. The structure of this variable is in the form of S × T . The spatial specification
considers either children born in the entire WR, or, exploiting GPS information, only those
born in villages closely surrounding the spill site. The latter accounts for variation within
the WR across children born close to and those born farther away from the shock site. The
temporal specification is limited to children in the survey, born before and alive through the
October 2001 shock, and those born right after, experiencing the shock in utero.
‘Exposed’ is defined as children born before and “during” the spill in WR, and non-exposed
are those born after the spill in regions other than WR. Since the spill does not span a period
of a few months, weeks or even days, “born during the spill” includes children born in the
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month of the spill and a few months afterward. Thus, I define exposure as a binary variable:
WR × Born during Spill and WR × Born before Spill, allowing me to specify variation
across regions, in terms of exposure to spill, and within region, in terms of timing of birth.
I also define WR × Alive through Spill, which includes all children in the WR that are born
before, are alive up until the spill occurs in 2001, and those born right after, so that they
are in utero during the spill.
The GPS information allows a similar comparison, but allows for more within-WR varia-
tion by comparing children born closer to the site and those born away from it. This allows
me to define: Closer to Spill × Alive through Spill. Consider again Figure 3.2. The black
circle identifies the villages that closely surround the shock cite, which is half-way in the
circle. Visually inspecting these villages inside the circle, Closer to Spill is an indicator
variable which uses each village’s latitude-longitude coordinates to identify villages closer
to the spill, by being located inside this circle. This strategy can resolve measurement er-
ror, by minimizing ‘spatial noise’ through inclusion of unaffected villages in the definition of
exposure.
3.4 Identification Strategy
3.4.1 Nonparametric Evidence
With little information on the functional form of the child health production function, I
gather preliminary evidence for the shocks from plots of nonparametric locally weighted
regressions of the height-for-age on child age. This evidence illustrates the primary iden-
tification strategy. Figure 3.3 suggests declining heights-for-age for children born in 2001
in WR, as compared to those born elsewhere at the same time. The second vertical line
indicates the end of the shock year. After specifying villages closer to the shock site using
GPS information, Figure 3.4 shows how these villages, considered to be exposed, are worse
off than those farther away from the shock.
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3.4.2 Age Differential
To expand on this evidence, I present box-plots of the Z-scores for children in Figure 3.5, for
villages in the WR, either close or far from the spill, and the rest of Ghana. We see clearly
how the whole distribution of height-for-age for villages closer to the spill site worsens closer
to, and during 2001. We also see evidence of younger children, born during the year of
the spill, are worse affected than older ones born much earlier. This is significant, since
child health literature demonstrates how younger children, who are less resilient, are likely
to suffer malnutrition and health shock damage, especially between 6 and 24 months of age
(Martorell and Habicht (1986)).
Next, I uniquely use GPS information by expressing height-for-age as a smooth bivariate
function of latitude and longitude. Under the generalized additive models (GAMs), the re-
sponse and input variable can be linked nonlinearly using smooth functions, which can in
turn be additively incorporated into the model. For instance, y = s(x2, x1), where x1 and
x2 are latitude and longitude respectively, and s is a smooth function. Shown in Figures 3.6
and 3.7, in color and then again in black-and-white, each sub-figure can be seen as a ge-
ographical contour map, with the Latitude on the vertical axis, and the Longitude on the
horizontal axis. Thus, it can be perceived as a map for the WR, with the black dots being
the actual clusters or villages. Further, temporal information is also incorporated, where the
4 figures correspond to the years, 1999, 2000, 2001 and 2002. Thus, each sub-figure has dif-
ferent number of clusters, depending on the number of children born in each year, and their
location. In each one, the clusters are ‘affected’ based on the fact that they surround the
river experiencing the spill, which runs from the north-east, from -2.1667 longitude, up till
5.3833 latitude, flows south to merge into the larger south-flowing river Ankobra. The spill
occurred slightly upstream from the villages with coordinates (5.374, -2.016) and (5.382,
-2.063), where the former, being more north, is closer to the site. I call these site 1 and
site 2. The black rectangle demarcates the same villages as the black circle in Figure 3.2.
Finally, the vertical bar on the right hand side of each plot is a legend corresponding to
height-for-ages across the cluster regions: darker is better off.
Figure 3.6(a) shows children born in 1999 by location. We see children who are 2-3 years
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old when the shock occurred are in the darker blue (lighter gray in Figure 3.7(a)) region, with
one cluster being in a lighter region, being further closer to the river. In 2000, the darker
blue (lighter gray in 3.7(b)) region covers a higher area, and the yellow (darker gray) region
diminishes, indicating how younger children are more affected by the shock. The cluster
closest to the first affected region is in the lighter region. This dark blue (light gray) region
covers a larger area for children born in 2001, with the clusters upstream, and close enough
to where the spill occurs, also being in the blue region, and the one cluster being farther east
and not close to the river, being in the green region. In 2002, all the affected regions are
much better off. This strategy demonstrates the clarity of using GPS information via contour
maps, and can be extremely beneficial for improved spatial analysis in a quasi-experimental
setting, such as with an exogenous environmental shock. It also offers additional evidence
of younger children being worse off on account of an environmental shock, relative to older
ones.
3.4.3 DID and Fixed Effects
As an illustration of the identification strategy, I present a two-by-two difference-in-differences
(DID) estimation summarized in Table 3.3. This uses the variable WR × Born During Spill,
and considers the difference in height-for-age for children born in 2001 in the WR, relative to
those born in the rest of Ghana in 2001. Since it is a DID, the main coefficient should cap-
ture the difference in children born during the shock (in 2001) in the WR versus those in the
rest of Ghana, over and above the difference between children not born in 2001 across these
two. However, this excludes children born before 2001, and exposed to the shock, it not only
demonstrates an inflated coefficient on the shock exposure variable, but also misspecification
on account of not clearly identifying non-exposed children.
Panel A shows this coefficient to be significant, suggesting a decrease in height-for-age of
these exposed children by 0.626 standard deviations. Boys are worse off than girls, with a
lowered height-for-age by 0.994 standard deviations. This suggests there is some negative
impact for children specified as exposed in this restricted manner. But the magnitude of
this coefficient cannot be taken into account, since the non-exposed children have not been
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carefully identified, either spatially or temporally.
Thus, to augment these results, and to allow for appropriate variation, I estimate the
following fixed-effects (FE) models:
HAZijt = µ
R
s + δt + γ1a (S1 × T1a) + γ1b (S1 × T1b) +X ′ijtβ + ijt (3.1a)
HAZijt = µ
R
s + δt + γ2 (S1 × T2) +X ′ijtβ + εijt (3.1b)
HAZijt = µ
R
s + δt + γ3 (S2 × T2) +X ′ijtβ + υijt (3.1c)
HAZijt = µ
V
s + δt + γ4 (S2 × T2) +X ′ijtβ + ϑijt (3.1d)
where µRs is region fixed effects, µ
V
s is village fixed effects, and δt is cohort fixed effects.
Notationally, each equation is for child i, born in region j in cohort t. From our previous
shock variable definition: S1 and S2 are indicator variables for Born in WR and Closer to
Spill respectively. T1a, T1b and T2 are indicators for Born during spill, Born before Spill, and
Alive through Spill respectively.
The coefficient of interest γm, m = 1, 2, 3, 4 measures the impact of the shock for different
spatial and temporal indicator variables. We want to estimate γ effectively, by reducing
misspecification stemming from measurement error and omitted variable bias. To equa-
tions (3.1a) and (3.1b), I add interactions like being a boy child, exposure to ground/surface
water and residence type, to better specify exposure intensity in the absence of GPS infor-
mation. Finally, I examine the change in magnitude of γ in the absence and presence of a
rich set of controls, like child, maternal and socioeconomic characteristics.
3.4.4 Empirical Results
Tables 3.4 and 3.5 summarize results from equations (3.1). Table 3.4 focuses on the temporal
definition Born during Spill, and Table 3.5 on Alive through Spill. Consider the baseline re-
gressions in Table 3.4, estimating equation (3.1a). Column (1) suggests that children born in
the WR during the spill have a height-for-age lowered by 0.51 standard deviations. Columns
(2) and (3) estimate the same, separately for rich and poor households. The definition of
wealth is derived from the wealth quintiles specified in the DHS. These households are also
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worse affected by the shock, with a higher coefficient magnitude. This supports findings in
the literature that socioeconomic background affects the response of households to exogenous
shocks to income and health. Finally, columns (4) through (6) estimate exposure intensity of
the shock using gender, water source and residence type as interacting factors. Contrary to
what is found in the literature, boys are generally worse off relative to girls. Children born
in rural areas, exposed to natural/ground water sources are worse off. All models include a
rich set of additional control variables. The variable Born before Spill has no major impact
on height for the baseline model in Column (1). For the richer households, it demonstrates a
positive impact, that can be on account of including the entire state, with potentially large
pockets of better off households.
Although the above evidence generally supports the idea of the shock having a negative
impact on exposed children, the models are misspecified on account of including children
from other parts of the WR. This could potentially inflate the coefficient, since there are
pockets in the northern part of WR with very poor households that could be contributing
to the coefficient magnitude.
Columns (1) through (4) in Table 3.5 estimates equation (3.1b). The first is a baseline
model, with no control variables. The next column adds relevant control variables, and we
see how the initial significant coefficient disappears in Column (2). The next 2 columns iden-
tify exposure intensity measures. Column (2) demonstrates that when all exposed children
are included, the exposure variable specified by the WR is unable to capture any impact on
height. Exposure intensity measures do demonstrate some negative effect of the shock. How-
ever, there is continued misspecification caused by measurement error, yielding an inaccurate
exposure variable.
Finally, we incorporate GPS information to estimate the model which uses Closer to
Spill × Alive through Spill as the exposure variable. Results are summarized in columns
(5) through (7), which estimate equations (3.1c) and (3.1d). Like Column (1), Column
(5) does not include control variables, like important maternal and socioeconomic variables
like mother’s age, education, employment and health status, asset ownership and wealth
variables, and others like child age, that could confound our shock estimate. Columns (6) and
(7) include these. We see how the impact coefficient drops from -0.231 to -0.157, continuing
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to be significant. Columns (5) and (6) include region fixed effects, whereas (7) includes
village fixed effects, which controls for a higher degree of unobserved heterogeneity. Since
the last 3 columns define exposed children at the village level, by identifying villages closer
to the spill, village fixed effects are introduced. Equation (3.1d) is also more appropriate on
account of endogenous cluster effects of these villages, which could otherwise underestimate
the standard errors if left unaccounted for, causing a false rejection of the null.
The following is observed: including relevant controls in the specification addresses omit-
ted variables bias, which otherwise inflates γ. Based on a more accurate temporal and
spatial definition, specified by Closer to Spill × Alive through Spill, while embedding GPS
information in the exposure variable allows for capturing the impact of the shock. We see
that children exposed to the spill have height-for-age reduced by 0.15 standard deviations.
Comparing this to column (1) through (4) in the same table, we see how inclusion of GPS co-
ordinates in the exposure definition allows the new exposure variable in columns (5) through
(7) to easily capture the negative (and arguably more accurate) impact of the spill.
3.5 Quantile Regression Specification
3.5.1 Theory
In order to examine the treatment effect of the 2001 shock across the height distribution,
while allowing for state and cohort fixed effects, and relevant control variables, I implement
the model from Koenker (2010). This is an additive nonparametric model for quantile regres-
sion using the Laplacian fidelity instead of the Gaussian likelihood, and L1-norm measuring
total variation. The flexible structure not only allows for exploring treatment effects across
the height distribution, but also control for additional risk factors, using both continuous
and linear effects. Further, the regularized structure of the objective function enables me
to impose a total variation penalty on the smooth covariates, and allows for embedding a
LASSO penalty for the overall problem. Thus, the following conditional quantile model form
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is specified:
QYi|xi,zi(τ |xi, zi) = x′iβ +
J∑
j=1
gj(zij). (3.2)
Here, the zi’s represent the nonlinear covariates. The nonparametric components gj are
assumed to be continuous functions, usually univariate, also possibly bivariate. Call the
vector of these functions g = (g1, . . . , gJ). Then, we can estimate g and β ∈ RK solving:
min
β,g
∑
ρτ (yi − x′iβ −
∑
gj(zij)) + λ0
K∑
k=1
|βk|+
J∑
j=1
λj
∨
(∇gj) (3.3)
where the first component is the quantile loss function, indexed by ρ which specifies the
quantile at which we minimize the objective function; λ0 is the LASSO tuning parameter
allowing model selection for the parametric coefficients; and λj’s are the tuning parameters
for the nonparametric components.
∨
(∇gj) is the total variation of the derivative on the
gradient of g, and
∨
(∇gj) =‖ ∇2g(z) ‖ dz, where∇2g(z) is the Hessian of g, and ‖  ‖ denotes
the Hilber-Schmidt norm for this matrix. The smooth components are subject to this penalty.
In the univariate setting, these total variation penalties were suggested by Koenker et al.
(1994) as an expedient smoothing device for nonparametric effects in quantile regression.
In terms of notation, J is the number of nonlinear covariates, whereas K is the number
of linear effects. The implementation of equation (3.3) is done using Koenker’s rqss in R
from Koenker et al. (1994) and Koenker and Ng (2003).
3.5.2 Exposure Identification
The response variable used here is child height. The exposure covariate is included in the
linear effects. Its spatial definition is more general, including those born in the WR. Relevant
control factors like those specified and used in section 3.4, are also included. The following
are expressed as the nonparametric smooth components: child age, mother’s age and edu-
cation, father’s education, and cohort. These can potentially extend a nonlinear effect, and
modeling them smoothly allows for more flexible estimation of the treatment effect across
quantiles. Finally, for incorporating GPS information uniquely, I introduce smooth effects
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of the latitude and longitude of villages in the sample. The embedded LASSO allows for a
second level of model selection, with which we closely examine quantile treatment effects.
3.5.3 λ-selection and Results
With specification (3.3), as employed in Koenker (2010), the LASSO procedure outlines a
regularization path, indexed by tuning parameter λ0. At each point on the path, predictor
coefficients are either driven to 0, or shrunk in value. Tuning parameter selection for the
LASSO λ is done following Koenker’s procedure of using a Schwartz-like criterion:
SIC(λ) = nlogσˆ(λ) +
1
2
df(λ)log(n) (3.4)
where σˆ(λ) = 1
n
ρτ (yi − gˆ(x, z)), and gˆ(x, z) = x′βˆ +
∑J
j=1 gˆj(z). Further, as elucidated
in Koenker (2010), df(λ) is simply the effective model dimension, given by: df(λ) = div(gˆ) =∑n
i=1
∂gˆ(xi,zi)
∂yi
. The quantity df(λ) is defined as the trce of a pseudo-projection matrix in the
case of a linear least-squares-type model. Koenker also defines such a matrix for equa-
tion (3.3):
X˜ =

X0 X1 . . . XJ
λ0HK 0 . . . 0
0 λ1P1 . . . 0
... . . .
. . .
...
0 0 . . . λJPJ

(3.5)
where X0 is the matrix with the parametric linear covariates, Xj’s are the basis expansions
for the gj’s, Hk = [0
...IK ] consists of the contribution from the LASSO penalty, not including
the intercept, and the Pj terms denote the contributions from the penalty terms on the
smoothed components.
Since λ ∈ R8, where the first 7 values are smoothing parameters for the nonparametric
terms, child age, mother’s age, education, father’s education, cohort, latitude and longitude,
and the last one is the LASSO tuning parameter, optimizing SIC is not trivial. A prudent
strategy suggested by Koenker (2010) is to explore informally, narrow the region of opti-
mization, and then follow a global optimization routine. In this paper, SIC optimization is
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implemented for the smoothing parameter values individually, and using these, the value for
the LASSO λ is optimized. It is a one-dimensional procedure, although in forthcoming work,
there will be multi-dimensional optimization for all the tuning parameters simultaneously,
as seen Koenker (2010). I find the 8 optimal λ values to be {11, 18, 7, 9, 18, 6, 6, 13}.
I standardize the linear components of the design matrix. The findings are summarized in
figures 3.8. Figure 3.8 plots the exposure coefficient for the deciles in τ ∈ [0.1, 0.9]. It shows
how including GPS information through smoothed latitude and longitude effects yields a
more negative coefficient at every quantile. This is analogous to the finding in section 3.4
and Table 3.5’s Column (7), where a more accurate spatial definition of the exposure variable
captures the shock impact. Further, based on our expectation of weaker children being
affected more, it also demonstrates how the lower quantiles are worse off than the higher
ones. Finally, there is a larger drop for the lower quantiles after including GPS information.
For τ = 0.2, this difference is statistically significant, so that we can reject the null for the
alternative that the coefficient for the model with GPS coordinates is more negative than
the one which excludes this information. Thus, inclusion of location information widens the
disparity between weaker and stronger children, giving us a deeper glimpse into the impact
of the shock across the outcome distribution.
3.6 Conclusion
In this paper, I use 2003 DHS data on Ghana to examine the health consequences of envi-
ronmental shocks in the form of chemical spills from mining activity in Western Region in
2001, on children born during the shock. The paper contributes to shock impact evaluation
literature by combining survey data with the associated GPS data, to better spatially and
temporally identify exposed children, especially since the survey data is at a higher level
of aggregation. In addition to specifying spatial exposure in fixed effects models, this pa-
per introduces 2 unique ways of incorporating this GPS information: first, examining child
height as a bi-variate function smoothed location coordinates to reflect this relationship in a
contour map; second, incorporating these smooth components in a flexible additive quantile
regression model. The former demonstrates how younger exposed children are worse off than
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older ones, a finding that is supported by the literature.
The latter quantile model investigates exposure impact across the whole height distribu-
tion, instead of only at the mean. After embedding GPS information, and creating a more
accurate link between shock and health, I find that children exposed to the shock are nega-
tively affected. In the quantile model, I find that after including GPS information, there is
an increased disparity in the shock impact across the height distribution, so that the effect
of the shock is focused on the lower end of the height distribution, where children are less
resilient. This procedure has beneficial methodological implications, by way of improved
procedures for modeling shock-health outcome link in the environmental health and epi-
demiology literature. It is especially relevant to studying smaller-scale shocks which need a
localized specification of the treatment.
The analysis in this paper demonstrates the importance of linking environmental health
problems related to livelihood-based shocks, while following the right methodological path
to studying these questions. With improved identification of the model, there is a large
potential of better informing policy decisions at all levels of governance.
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3.7 Figures and Tables for Chapter 3
Figure 3.1: Map of Ghana.
Imagery ©2011 TerraMetrics, Map data ©2011 Google -
20 mi
50 km
Map created by GPS Visualizer http://www.gpsvisualizer.com/display/data/1310244259-25869-70.225.165.92.html
1 of 1 7/9/11 4:10 PM
Figure 3.2: Map of Western Region, Ghana.
Map created by author on www.gpsvisualizer.com.
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Figure 3.3: Height-for-Age Z scores by shock region (WR) and birth cohort.
Notes: Nonparametric locally weighted regression of height-for-age z scores on child age, for children born
between 1998 and 2003, comparing those born in WR with those born in the rest of Ghana. The vertical
dashed line indicates the end of 2001, the spill year.
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Figure 3.4: Height-for-Age Z scores by EAs in WR (close/far to spill) and birth cohort.
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Figure 3.5: Height-for-Age Z scores by shock region (WR) and birth cohort: Box-plots.
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(a) Children born in 1999.
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(b) Children born in 2000.
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(c) Children born in 2001.
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(d) Children born in 2002.
Figure 3.6: Color contour map of height-for-ages for children across Western Region.
Notes: Nonparametric (multivariate) regression of height-for-age Z scores on the GPS coordinates of the
child’s birth household. The spill occurred slightly upstream from the villages with coordinates (5.374,
-2.016) and (5.382, -2.063). The major mining town Tarkwa, is located at (5.3,-1.983). The contour colors
indicate the level of the height-for-age for the clusters included in those contours. The legend links these
colors to the height-for-age level. Height-for-age begin appearing in worse (darker blue) contours for all
children born during or before 2001. The rectangle encloses the villages closer to the spill site, and thus
exposed. Black dots are actual villages in the survey.
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(a) Children born in 1999.
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(b) Children born in 2000.
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(c) Children born in 2001.
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(d) Children born in 2002.
Figure 3.7: Black and White contour map of height-for-ages for children across Western
Region.
Notes: Nonparametric (multivariate) regression of height-for-age Z scores on the GPS coordinates of the
child’s birth household. The spill occurred slightly upstream from the villages with coordinates (5.374,
-2.016) and (5.382, -2.063). The major mining town Tarkwa, is located at (5.3,-1.983). The contour colors
indicate the level of the height-for-age for the clusters included in those contours. The legend links these
colors to the height-for-age level. Height-for-age begin appearing in worse (lighter regions) contours for all
children born during or before 2001. The rectangle encloses the villages closer to the spill site, and thus
exposed. Black dots are actual villages in the survey.
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Figure 3.8: Exposure coefficient for deciles: τ ∈ [0.1, 0.9].
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Table 3.1: Comparing key criteria across states.
% RWS %Poor %Low BW % Stunting Prevalence
Urban Rural
States 2005 2008 2003 2008 2003 2008 2003 2008 2003 2008
Western 43.7 41.3 47.8 48.3 46.8 57.1 11.1 31.1 41.4 23.7
Central 36.5 44.3 50.8 36.9 16.6 50.0 21.7 28.1 38.3 31.9
Greater Accra 59.0 65.0 8.3 6.7 45.3 42.3 12.6 15.9 28.5 23.8
Volta 61.3 54.3 54.3 57.1 59.3 44.4 26.6 11.6 33.8 27.8
Eastern 53.2 58.9 50.8 46.6 33.9 35.6 19.0 27.9 37.2 36.0
Ashanti 50.2 72.9 36.8 37.4 47.3 56.2 19.3 19.8 34.9 36.7
Brong Ahafo 46.6 53.5 55.6 58.4 41.3 53.4 33.8 14.7 41.1 30.6
Northern 47.9 57.9 80.7 78.9 28.3 36.5 40.7 25.6 57.5 32.7
Upper East 69.0 52.2 88.8 84.1 42.2 50.0 46.6 38.9 38.7 42.3
Upper West 93.1 76.8 84.2 81.4 9.3 43.7 44.4 15.3 36.9 29.2
% RWS: Rural Water Supply.
% Low BW: Proportion of Low Birth-Weight babies.
Table 3.2: Height-for-age Z-scores across states: 2003 DHS.
n Min 10% 25% Median Mean 75% 90% Max
Western 283 -5.95 -2.97 -2.13 -1.27 -1.21 -0.32 0.77 4.29
Central 204 -5.60 -2.96 -2.18 -1.23 -1.33 -0.42 0.23 2.91
Greater Accra 248 -4.88 -2.43 -1.53 -0.71 -0.65 0.17 1.20 5.59
Volta 204 -4.17 -2.82 -1.98 -1.10 -1.11 -0.19 0.59 3.04
Eastern 254 -5.99 -2.73 -2.01 -1.21 -1.16 -0.32 0.47 5.11
Ashanti 451 -5.51 -3.03 -2.12 -1.28 -1.29 -0.41 0.47 3.23
Brong Ahafo 352 -5.85 -3.07 -2.25 -1.27 -1.32 -0.39 0.42 2.16
Northern 450 -5.84 -3.60 -2.89 -1.94 -1.93 -1.03 -0.30 2.99
Upper East 269 -5.20 -3.11 -2.22 -1.35 -1.27 -0.45 0.49 4.13
Upper West 191 -4.55 -2.93 -2.10 -1.24 -1.19 -0.36 0.68 3.17
Ghana 2906 -5.99 -3.07 -2.23 -1.31 -1.30 -0.40 0.49 5.59
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Table 3.3: Height-for-Age Z scores: By Region and 2001 Shock
Exposure.
A. All Children Shock Region Rest of Ghana Difference
n = 283 n = 2623
Not Born During Shock -1.0676 -1.3577 0.2880∗∗∗
(0.0101) (0.0430) (0.1347)
Born During Shock -2.2693 -1.9313 -0.3380
(0.0234) (0.0028) (0.1884)
Difference -1.2017∗∗ -0.5756∗∗∗ -0.6260∗∗∗
(0.2056) (0.0715) (0.2177)
B. Girls Shock Region Rest of Ghana Difference
n = 140 n = 1429
Not Born During Shock -0.8624 -1.1825 0.3201∗∗
(0.0137) (0.0489) (0.1497)
Born During Shock -1.9439∗∗ -1.8577∗∗ -0.0862
(0.0372) (0.0052) (0.2293)
Difference -1.0815 -0.6752∗∗∗ -0.4062
(0.2565) (0.0959) (0.2739)
C. Boys Shock Region Rest of Ghana Difference
n = 143 n = 1477
Not Born During Shock -1.2503 -1.5210 0.2706∗
(0.0136) (0.0483) (0.1563)
Born During Shock -2.7303 -2.0061 -0.7242∗∗
(0.0578) (0.0059) (0.2932)
Difference -1.4800∗∗ -0.4851∗∗∗ -0.9947∗∗∗
(0.3149) (0.1059) (0.3323)
Notes: Robust clustered standard errors. ∗ significant at 10%, ∗∗ significant
at 5%, ∗∗∗ significant at 1%. The shock region includes the whole Western
Region (WR), Ghana, where the chemical spill occurred in October 2001,
near Tarkwa. Rest of Ghana excludes the WR. The model considers only
those born in 2001 as exposed. This is in contrast with other successive
specifications that consider all children born before and alive through October
2001, and those located in clusters closer to the spill as exposed, and thus
better identify shock exposure.
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Table 3.4: Region-Birth Cohort Fixed Effects: Impact of the 2001 Shock on
Children’s HAZ Scores.
Dependent Variable: Children’s HAZ scores
(1) (2) (3) (4) (5) (6)
Born During × WR -0.510∗∗∗ -0.365∗∗ -0.593∗∗∗ -0.357∗∗∗ -0.239∗ -0.280∗
(0.067) (0.147) (0.085) (0.057) (0.109) (0.149)
Born Before × WR 0.126 0.353∗∗ -0.051 0.138∗ 0.138∗ 0.138∗
(0.072) (0.115) (0.081) (0.075) (0.075) (0.075)
Male -0.203∗∗∗ -0.154∗ -0.196∗∗ -0.197∗∗ -0.203∗∗∗ -0.203∗∗∗
(0.057) (0.076) (0.081) (0.055) (0.057) (0.057)
Water -0.155 -0.223∗∗ -0.144 -0.211∗∗ -0.206∗∗ -0.210∗∗
(0.101) (0.090) (0.141) (0.083) (0.082) (0.083)
Rural -0.077 -0.181∗∗ -0.229 -0.158∗ -0.159∗ -0.156∗
(0.073) (0.071) (0.135) (0.074) (0.074) (0.074)
Male × Exposed -0.309∗∗
(0.070)
Water × Exposed -0.305∗∗
(0.110)
Rural × Exposed -0.253∗
(0.131)
Region Fixed Effects Yes Yes Yes Yes Yes Yes
Cohort Fixed Effects Yes Yes Yes Yes Yes Yes
n 2670 1158 1982 2670 2670 2670
Notes: Robust standard errors, clustered at region level. Significant at ∗ 10%, ∗∗ 5%, ∗∗∗ 1%.
Water : Indicator for ground/surface water being primary household water source.
Columns (2) and (3) estimate the baseline model (column (1)) for rich and poor households,
respectively. Column (4) - (6) add exposure intensity measures: being a male child, exposed to
natural water sources, and being a rural resident, respectively.
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Table 3.5: Region/Cluster-Birth Cohort Fixed Effects: Impact of the 2001 Shock on Children’s
HAZ Scores.
Dependent Variable: Children’s HAZ scores
Baseline Controls Exposure Intensity Baseline Controls
(1) (2) (3) (4) (5) (6) (7)
Alive × WR -0.119∗ -0.074 0.040 0.472∗∗∗
(0.058) (0.063) (0.058) (0.072)
Alive × Closer -0.231∗∗∗ -0.157∗∗ -0.163∗∗
(0.049) (0.050) (0.062)
Male -0.201∗∗∗ -0.187∗∗∗ -0.200∗∗∗ -0.197∗∗ -0.190∗∗
(0.051) (0.050) (0.050) (0.060) (0.059)
Water -0.428∗∗∗ -0.427∗∗∗ -0.371∗∗∗ -0.193∗∗ -0.183
(0.094) (0.093) (0.071) (0.097) (0.167)
Male × Exposed -0.223∗∗∗
(0.065)
Water × Exposed -0.736∗∗∗
(0.074)
Region Fixed Effects Yes Yes Yes Yes Yes Yes No
Village Fixed Effects No No No No No No Yes
Cohort Fixed Effects Yes Yes Yes Yes Yes Yes Yes
n 2670 2670 2670 2670 2670 2670 2670
Notes: Robust standard errors, clustered at region level. Significant at ∗ 10%, ∗∗ 5%, ∗∗∗ 1%. Water :
Indicator for ground/surface water being primary household water source. All children in the survey who
are born before the shock, and are alive through it, are considered as exposed. There are 3 forms of spatial
and specification-based model groupings in this table:
(a) Grouping 1: Columns (1) - (4), Exposure = WR × Alive through Spill. Columns (5) - (7), Exposure =
Closer to Spill × Alive through Spill.
(b) Grouping 2: Columns (1) - (6) have region fixed effects, and column (7) has village fixed effects. This
leads to: control of within-cluster variation, a higher treatment effect.
(c) Grouping 3: Columns (1) and (5) do not contain additional control variables. The rest add a rich set of
controls, based on maternal and socioeconomic factors. This addresses any omitted variable bias. Columns
(3) and (4) additionally test for exposure intensity: gender and water source.
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CHAPTER 4
A GROUPED VARIABLE SELECTION ANALYSIS
OF CHILDHOOD MALNUTRITION RISK FACTORS
IN GHANA
4.1 Introduction
Having a high proportion of malnourished children can likely erode human capital formation
in developing countries. Discerning the underlying dynamics of this mechanism augments
our understanding of this problem, and opens the path to its potential alleviation. This
paper investigates the potentially useful role played by a novel, structured variable selection
mechanism not used before in child health literature, to identify childhood malnutrition risk
factors. Selection implemented by this new method preserves the underlying structure of the
independent variables, while deriving more information from this candidate set of covariates
at a lower cost.
There is a constantly growing literature on the identification of childhood malnutrition
risk factors. No one study is conclusive, but there is a fundamental group of factors that are
critical determinants. Kandala et al. (2009) examine risk factors by focusing on the mean
regression of potential determinants on height-for-age Z-scores, a variable also known as
stunting, which measures the difference between the child’s height and the median height
of the same-aged international reference population, divided by the standard deviation of
the reference population. Fenske et al. (2009) instead use additive quantile regression with
boosting, and focus on the lower height quantile, which allows them to examine the impact
of factors on severe, instead of just moderate malnutrition. Finally, Koenker introduces a
novel additive quantile regression model, with a specification that includes both parametric
and nonparametric components for evaluation of non-linear and linear effects, respectively,
on height. Variables like mother’s age, body mass index (BMI), education, etc. can then
be included as nonparametric effects, while categorical variables enter the model as linear
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variables. These are subject to automatic variable selection using an embedded LASSO1.
With the 3 goals of improving prediction accuracy, interpretability and stability of es-
timates, regularized estimation procedures like the least squares shrinkage and selection
operator (LASSO) have gained popularity. These methods impose constraints on the coeffi-
cient vector, and enable automatic variable selection in the estimation itself. However, with
increasing availability of information, and more complex data, more efficient procedures for
extracting information are warranted. Incorporating input variable structure by enabling
grouped variable selection in a regularized setting are computationally convenient, and are
shown to achieve an even higher degree of prediction performance. This is especially rele-
vant in an empirical application like ours, where there is a large ‘dictionary’ of covariates
presenting us with an even larger set of candidate models to choose from.
This paper achieves the following goals. First, it comparatively evaluates the performance
of 2 structured selection methods, the grouped LASSO and the ∞-Composite Absolute
Penalty (Zhao et al. (2009)), or the iCAP, under model misspecification2 to examine model
error and selection performance. Second, using the 2008 Ghanaian Demographic and Health
Survey (DHS), it implements risk factor selection for childhood malnutrition using the iCAP.
Finally, following Koenker (2010), the effect of the selected risk factors is evaluated on child
height, across the height distribution in order to closely examine this relationship for severely
malnourished children.
This paper has the following contribution to literature. First, it introduces the benefits
of a structured selection procedure in the context of better understanding determinants of
malnutrition. Second, it demonstrates the improved performance of such a procedure, both
experimentally and empirically. This improvement in performance is seen in the following
results of the paper. First, the paper implements a simulation experiment to evaluate the 2
grouped procedures, grouped LASSO and iCAP, when the underlying model is misspecified.
Two different types of heteroskedastic models are considered in this case. Although both
1Called the Least Absolute Shrinkage and Selection Operator, the LASSOs risk function combines the
classical least squares loss with a further penalty on large-sized coefficients. Its estimation procedure is
indexed by a parameter, λ, so that at each λ, there is a subset of coefficients that are non-zero, or selected.
Model selection within this context implies selection of an optimal λ.
2Model misspecification refers to the deviation of our candidate or estimating model from the ‘true’ model.
In the context of a linear regression framework, this implies a violation of one or more assumptions required
for deriving valid coefficient estimates, e.g. normality, or constant error variance.
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methods are based on structured variable selection, the iCAP exhibits improved model error
for both types of misspecification. It also demonstrates better model selection performance.
This is a significant finding, since robustness to varying levels of misspecification is a critical
feature of any estimation procedure. Thus, not only does the iCAP induce more efficiency by
incorporating the structure of input variables, it also performs better than another similar
method when there is a problem in the underlying model. Second, the paper also finds
evidence of better prediction error on an independent test set, using the iCAP relative, to
other regularized and non-regularized procedures in an empirical illustration that evaluates
malnutrition risk factors for very young children. This is implemented using the cross-
sectional 2008 Ghanaian DHS, using child height (cm) as the response variable.
The paper is organized as follows. Section 4.2 introduces structured estimation methods,
and presents the details of the presents details of the primary method examined in this
paper, namely the iCAP. Section 4.3 presents an experimental illustration of how the iCAP
performs better than other grouped selection methods under heteroskedasticity. Section 4.4
presents the empirical example using the 2008 Ghanaian Demographic and Health Survey
(DHS), demonstrating an improved prediction error of the iCAP. Section 4.5 presents a
quantile regression estimation for malnutrition determinants. Section 4.6 concludes.
4.2 Structured Variable Selection
4.2.1 Model Selection
Model selection methods implemented in regression use information criteria as a basis for
selection. These criteria extract information from, or ‘distance’ between competing models,
and the model that minimizes such an information based loss criterion is selected. Such pro-
cedures that minimize distance are founded in the Kulback-Leibler (KL) divergence between
2 probability distributions, given by:
KL = I(g, f) =
∫
log
g(y)
f(y)
g(y)dy, (4.1)
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where G(y) is the true but unknown distribution, and F (y) is the assumed model, and g(y)
and f(y) are the densities corresponding to G and F respectively. In his seminal paper,
Akaike (Akaike (1974)) emphasized the importance of the choice of a loss function. He
introduced the Akaike information criterion (AIC) measure as a bias-corrected estimator of
the expected relative KL information. The AIC utilizes the link between information theory
and likelihood, using the KL to operationalize model selection by minimizing the expected
log likelihood, thus choosing models that are the smallest possible distance away from the
truth. Along similar lines, the Bayesian-Schwartz information criterion (BIC) is Bayesian in
its inception, but analogous to the AIC in its loss function. The AIC and the BIC are given
by:
AIC = −2logL(θˆ) + 2k (4.2a)
BIC = −2logL(θˆ) + log(n)k. (4.2b)
However, the BIC diverges from the AIC in its complexity measure, which penalizes complex
models more strictly, by using log(n) as the multiplicative term, instead of the constant 2.
From a testing perspective, the AIC has a ‘fixed critical value’, whereas that of the BIC
varies by sample size, establishing a link between sample size and the level, allowing both
Type I and Type II probabilities to go to 0, as n → ∞. This is a significant difference
between the 2 methods, where the penalties dictate model selection performance3.
4.2.2 Regularization
Regularization includes estimation methods that impose constraints on the parameters, in
order to operationalize 2 concepts within the estimation itself: model size or dimensionality
control, and variable selection. For linear models, this implies moving away from ordinary
least squares (OLS) environment to its regularized version, least squares shrinkage and se-
lection operator (LASSO). For variable selection in OLS, which imposes no constraints,
traditional methods like forward or backward stepwise selection is implemented through the
3In Model Selection and Model Testing: A Unified Interface and Some New Results, I demonstrate how
BIC outperforms the AIC in selection performance under model misspecification.
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AIC or BIC. Selecting subsets of variables using these criteria for OLS gives highly variable
results, since the stepwise procedure is more discrete. Variables are either kept or dropped.
On the other hand, methods like ridge regression that use the Euclidean norm for penalizing
the coefficient vector, only carry out coefficient shrinkage. However, interpretability in this
case becomes relatively harder.
With the goal of improving prediction accuracy as well as interpretability, LASSO includes
not only a least squares solution, but also a component of coefficient shrinkage (Tibshirani
(1996)). It aids interpretation, since our final goal is to determine a smaller, more mean-
ingful subset which demonstrates stronger effects on the response, from a much larger set of
potential candidates. The penalty implemented by the LASSO is the L1-norm:
βˆ = argmin
β
(
||Y −
p∑
j=1
Xjβj||2
)
+ λ
p∑
j=1
|βj|. (4.3)
The level of shrinkage will vary from very low (closer to OLS) to very high (all coefficients
are zero), and is controlled by the value of the tuning or regularization parameter λ. Notice
that an L0-norm gives us the model size or dimensionality, which is the number of effective
parameters being estimated. Next, consider the Least Angle Regression (LARS) algorithm
introduced in Efron et al. (2004), which is built similarly, but with a slightly different (but
inherently similar) selection mechanism. Its algorithm adds covariates one by one, proceeding
in the direction of the one which has the highest correlation with the current residual.
Both LASSO and LARS construct a regularization path with covariates added at each step.
The LASSO involves selecting an optimal tuning parameter value, which is a point on the
path, and the LARS involves selecting an optimal ‘stopping’ point along the path. LARS
accelerates the computations involved in obtaining LASSO estimates: it requires k steps,
where k is simply the total number of input variables in the model. Thus, it builds estimates
successively, where one variable is added at each step. Consider µˆ to be the fitted model.
Then dfLASSO(µˆλ) = dfLARS(µˆλ) = k. LARS and LASSO are thus linked directly, so that
a simple modification of the LARS algorithm will implement the LASSO. The grouped
selection used in this paper is directly analogous to the LARS procedure of stepwise covariate
addition as per the correlation of the predictors with current residuals. This is examined
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further in the next section.
Another form of regularized estimation and selection comes from the smoothly clipped
absolute deviation or SCAD (Fan and Li (2001)). It has been shown to have consistent
variable selection properties, along with efficiency in parameter estimation. Its penalty is∑p
j=1 pλ(|βj|), where pλ is a non-concave penalty, and a continuous function of β. SCAD is
known to exhibit the oracle property, so that it estimates coefficients of relevant variables in
the model with the same efficiency as if the truth were known.
With a rising need to account for more information within the model function, and con-
sequently the need to reduce model complexity and size in order to conserve efficiency in
estimation, grouped selection procedures have rapidly emerged as a potential alternative to
usual procedures like OLS and LASSO. The forerunner in this field has been the grouped
LASSO, the grouped LARS and the grouped negative garrote (Yuan and Lin (2006)). Fol-
lowing this, a unifying family of similarly constructed penalties was proposed, titled the
composite absolute penalty or the CAP (Zhao et al. (2009)). This paper examines the prop-
erties of the iCAP. The next section presents the model details, and evaluates the model
dimensionality term associated with different grouped selection methods.
4.2.3 Grouped Selection: Composite Absolute Penalty
Consider a general regularized objective function:
βˆ(λ) = argmin
β
(
||Y −
p∑
j=1
Xjβj||2
)
+ λT (β). (4.4)
Here, Xj, j = 1, . . . , p, is the design matrix. An Lγ-norm on β, is defined as ||β||γ =(∑p
j=1 |βj|γ
)1/γ
. This forms the overall family of norms that can be used for individual
and group shrinkage. Bridge-type models, for selection of individual covariates, use equa-
tion (4.4) where T (β) = ||β||γγ =
∑p
j=1 |βj|γ, where γ = 1 gives the LASSO, and γ = 2
gives the ridge. Grouped selection methods use the Lγ-norm, where the grouped LASSO
uses
(∑p
j=1 |βj|γ
)1/γ
=
(∑p
j=1 β
′
jβj
)1/2
, where each βj is a group of coefficients, so that the
whole group is selected or not. Notice that this implies an L2-norm within the group, but
82
an L1-norm across groups, so that group-wise sparsity is encouraged. Notice that only linear
models are considered. However, nonlinear effects, which are relevant for all our continuous
covariates, can be easily captured nonparametrically by expressing the nonlinear component
f(x) as an additive basis expansion of B-splines. In this case, grouped selection implies
selecting the entire nonparametric variable, with all its additive components.
Now consider the CAP for a grouped structure. Each Xj is normalized. Let P = {1, . . . , p}
containing all predictor indices. Suppose there are M subsets of these indices, so that I can
have a specific group as Gm ⊂ P . Thus, for the whole design matrix, we have:
G = (G1, . . . ,GM) . (4.5)
Further, we now have a vector of norm parameters, instead of a single one, γ = (γ0, γ1, . . . , γM) ∈
RM+1+ . Thus, the Lγ0-norm is the overall norm, and the Lγm-norm is the m-th group norm.
Further, define:
βGm = (βj)j∈Gm (4.6a)
Nk = ||βGm ||γm (4.6b)
N = (N1, . . . , NM) for m = 1, . . . ,M. (4.6c)
The CAP problem for the grouping G and norm vector γ is given by:
βˆG,γ(λ) = argmin
β
(
||Y −
p∑
j=1
Xjβ||2
)
+ λTG,γ(β) (4.7)
where:
TG,γ(β) = ||N||γ0γ0 =
[∑
m
|Nm|γ0
]
. (4.8)
Like with the grouped LASSO, there are two types of norms: γ0 is the across-group norm,
while γm is the within-group norm. The across-group norm encourages sparsity, enabling
selection by groups. Consequently, for γ0 = 1 and γm > 1, groups or factors are selected
instead of individual variables. For instance, γm = 2 implements the grouped LASSO. The
∞-CAP, or the iCAP, is implemented by setting γm = ∞, which is computationally less
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costly and has been shown to yield better prediction performance.
4.2.4 λ-selection and degrees of freedom
Variable selection in the iCAP is automatic, just like in the LASSO. It amounts to selecting
the regularization parameter λ, using either AIC or BIC where:
BIC =
n
2
log
(
n∑
i=1
(Yi −Xiβˆ(λ))
)2
+ log(n)df(λ) (4.9)
In other words, we select a point in the regularization path indexed by λ. In this paper, I
use the BIC for model selection instead of the AIC. Since the problem is now of constrained
minimization, with blocks of variables moving in or out of the model along the path, a
clearer understanding of the effective model dimension or complexity, characterized by df(λ)
augments efficient λ-selection. In a seminal paper, Zou et al. (2007) derive the degrees
of freedom for the LASSO. The key idea is that for procedures like the LASSO and iCAP,
estimates between breakpoints are like projections on linear subspaces spanned by the subsets
of predictor variables. Consequently, like in linear models, where the projection matrix
P = X(X ′X)−1X ′ forms the model dimension, the projecting subspace dimension establishes
an unbiased estimate for the degrees of freedom for LASSO-like models.
Extending the same argument, Zhao et al. (2009) derive the degrees of freedom for the
iCAP as:
dˆfCAP (λ) = |Aλ|+
∑
m∈Aλ
|Um,λ| (4.10)
where Aλ is the set of active groups, and Um,λ, the set of group components. |.| above
indicates set cardinality. The degrees of freedom for the grouped LASSO are computed as:
dˆfGL(λ) =
M∑
m=1
I
(
||βˆLSGm|| > λ
√
|Gm|
)
+
M∑
m=1
||βˆGLGm ||
||βˆLSGm||
(|Gm| − 1) (4.11)
where the first component indicates groups that are chosen to be part of the active set,
and the second counts the number of parameters being estimated at a specific λ. This is
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the same as dˆfCAP (λ), but with a difference of the factor
||βˆGLGm ||
||βˆLSGm ||
that attenuates the degrees
of freedom, making it more likely to underpenalize the model. I further evaluate these 2
complexity measures using an experimental setting in the next section.
4.3 CAP: Evaluation under Heteroskedasticity
In this section, I use an experiment to evaluate the iCAP with respect to its model error
in the presence of model misspecification. For this, I use the second grouping experiment
implemented in Zhao et al. (2009). The experimental design is presented below. The group
structure arises within the design itself. The true data generating process is of the form:
Y = Xβ + σ (4.12)
where  ∼ N(0, 1). The structure of X determines the grouping:
Xi = Z1 + 
x
i , Z1 ∼ N(0, 1) i = 1, . . . , 5 (4.13a)
Xi = Z2 + 
x
i , Z2 ∼ N(0, 1) i = 6, . . . , 10 (4.13b)
Xi = Z3 + 
x
i , Z3 ∼ N(0, 1) i = 11, . . . , 15 (4.13c)
Xi ∼ N(0, 1), i = 16, . . . , 40. (4.13d)
Further, the true model is characterized by:
β =
3, . . . , 3︸ ︷︷ ︸
15
, 0, . . . , 0︸ ︷︷ ︸
25
 . (4.14)
Instead of using a constant error variance4, I use the above model to evaluate the performance
of the iCAP under misspecification induced by 2 kinds of heteroskedastic errors, introduced
4Performance of the CAP under homoskedastic errors has already been evaluated by Zhao et al. (2009).
85
as:
Het.1. : σ2 = (3 + 0.2X4X5)
2 (4.15a)
Het.2. : σ2 = 1 + 0.1X24 + 0.2X
2
5 (4.15b)
The true model size is 15. For evaluating selection performance, I simulate 100 datasets from
the above generating process, for n = 500, and compute model size for each run using both
iCAP and grouped LASSO (GLASSO). The results are summarized in Figures 4.1 and 4.2 for
Het.1 and Het.2 respectively. We see that under heteroskedastic errors, the iCAP continues
to select the correct model size (or close to it for Het. 1 ), whereas the GLASSO tends to
choose larger models. Finally, I compute model error, or mean square error (MSE) using the
above experimental design as:
MSE =
(
βˆ − β
)′
E(X ′X)
(
βˆ − β
)
. (4.16)
The results are summarized in Figures 4.3 and 4.4, for n = 100 and 5000 respectively. We
notice that lowest errors are for the iCAP.
4.4 CAP: Empirical Evaluation
In this section, I implement the grouped selection procedure from the iCAP to evaluate
childhood malnutrition risk factors for young children in Ghana. I compare the performance
of iCAP with the OLS, LASSO and the grouped LASSO using the prediction error on
an independent test set. The key idea of using a grouped selection procedure for choosing
malnutrition risk factors is the following. Risk factors appear in 2 possible forms. First, they
appear as a categorical variable, with 2 or more categories which can be expressed in the
model as a linear variable. This variable naturally appears as a group, and we are typically
interested in choosing the entire group or factor, rather than its individual components,
e.g. source of water (piped at home, piped outside home, river, dam, lake, well, etc.).
Second, they can appear as a continuous variable which typically exerts a nonlinear effect
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on the outcome rather than linear. In order to express it as a nonlinear effect, it is usually
written as a nonparametric component, which appears as an additive combination of basis
expansions. In this way, continuous variables also naturally form groups, and should be
selected as such. Both the iCAP and grouped LASSO select these pre-structured variables
in groups, using L∞ and L2 as the within-group norms.
4.4.1 Data
The Demographic and Health Surveys (DHS) are nationally-representative cross-sectional
household surveys containing data on fertility, family planning, maternal and child health,
child survival, HIV/AIDS, malaria, nutrition and anthropometric measures for children. In
addition, there are several demographic features for the child and parents. I use the 2008
DHS with data for 2000 children between age 0 and 5. I focus on child health, maternal
health, maternal and paternal demographic measures, and other plausible environmental risk
factors. Candidate risk factors include child age, gender, mothers BMI, age and education,
fathers education, birth order of child, household wealth and assets, and other socioeconomic
and environmental effects. Variables like child age, mothers BMI, mothers education, fathers
education, months of breastfeeding and mothers age are included as additive nonparametric
effects. Child health literature demonstrates how continuous covariates have a nonlinear
effect on health outcomes, and so should be included as such. I use B-spline expansions to
do this. The rest are categorical variables with linear effects on the health outcome.
4.4.2 Empirical specification
Following the analysis in Koenker (2010), I use child height (in cm) as the response variable.
The empirical specification for our model is:
Heighti = x
′
iβ+f1(cagei)+f2(mfeedi)+f3(mbmii)+f4(magei)+f5(medui)+f6(edupartneri)+i,
(4.17)
where the linear effects (categorical variables) are included in the first term, and each fj
captures the nonlinear effects using continuous variables. The latter can be expressed as an
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additive combination of basis functions, such as fj(x) =
∑
k βjkφk(x), 1 ≤ j ≤ p, where
I specify φk as a B-spline basis. I thus have 6 groups for the nonlinear effects. The types
of potential risk factors include: child and parental health, demographic characteristics,
health facility availability, environmental circumstances, other household factors like wealth
and assets, etc. Most categorical variables consist of a multinomial variable, e.g. anemia:
severe, moderate, mild and not anemic. Some variables have up to 10 or more classes. In
some other cases, the categorical variables are dummies. Table 4.1 summarizes some key
multi-class variables. Continuous variables used in candidate models are summarized in
Table 4.2. Some of these variables are known to be significant predictors of child health,
especially maternal traits like health and education. For instance, low maternal body mass
index (BMI) has been shown to a risk factor for low birth weight and childhood stunting
(Bhalotra and Rawlings (2010)). Table 4.3 demonstrates the degree to which important
factors like wealth, maternal BMI, maternal education and cooking fuel play a role for a
health indicator like child size at birth. For instance, a higher proportion of poorer children
tend to be smaller. Similarly, a higher proportion of smaller children belong to the group
of mothers with a lower BMI, or with no education. Children exposed to household using
biofuels like wood and straw have a higher proportion of smaller children.
4.4.3 Results
The iCAP selects the following variables: child age, child gender, months of breastfeeding,
mother’s BMI, mother’s age, birth order, mother’s religion, occupation of mother’s partner,
household wealth, state, cooking fuel used by household, household ownership of assets like
refrigerator, television and car, whether the mother had access to prenatal facilities like nurse
and auxiliary midwives, and whether the child took a vaccination for diptheria, hepatitis and
influenza. These chosen variables cover a range of risk factors related to the child, the parents,
wealth and assets of the household, and other environmental factors that can affect child
health like cooking fuel and prenatal services.
Finally, I also select risk factors using the same candidate variables using least squares,
LASSO and grouped LASSO, and then compute prediction error on an independent test
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set, consisting of 25% of the original sample. These errors are summarized in Table 4.4.
The iCAP has the lowest prediction error relative to other selection methods. This exercise
demonstrates the potential benefits of implementing iCAP for large household survey models
from which we wish to extract maximum information at a lower cost.
4.5 Quantile Specification
In this section, in order to examine the distributional effects of specific risk factors on child
health, I implement the model from Koenker (2010). This is an additive nonparametric
model for quantile regression using the Laplacian fidelity instead of the Gaussian likelihood,
and L1-norm measuring total variation. It is important to investigate the effects of key
risk factors on severely malnourished children, versus those only moderately worse off or
in better health. To do this, the quantile specification allows us to focus on low, medium
and high quantiles of height. The flexible structure not only allows for exploring the impact
of risk factors across the height distribution, but also control for additional risk factors
using both continuous and linear effects. Further, the regularized structure of the objective
function enables me to impose a total variation penalty on the smooth covariates, and allows
for embedding a LASSO penalty for the overall problem. Thus, the following conditional
quantile model form is specified:
QYi|xi,zi(τ |xi, zi) = x′iβ +
J∑
j=1
gj(zij). (4.18)
Here, the zi’s represent the nonlinear covariates. The nonparametric components gj are
assumed to be continuous functions, usually univariate, also possibly bivariate. Call the
vector of these functions g = (g1, . . . , gJ). Then, we can estimate g and β ∈ RK solving:
min
β,g
∑
ρτ (yi − x′iβ −
∑
gj(zij)) + λ0
K∑
k=1
|βk|+
J∑
j=1
λj
∨
(∇gj) (4.19)
where the first component is the quantile loss function, indexed by ρ which specifies the
quantile at which we minimize the objective function; λ0 is the LASSO tuning parameter
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allowing model selection for the parametric coefficients; and λj’s are the tuning parameters
for the nonparametric components.
∨
(∇gj) is the total variation of the derivative on the
gradient of g, and
∨
(∇gj) =‖ ∇2g(z) ‖ dz, where ∇2g(z) is the Hessian of g, and ‖  ‖
denotes the Hilber-Schmidt norm for this matrix. The smooth components are subject
to this penalty. In the univariate setting, these total variation penalties were suggested
by Koenker et al. (1994) as an expedient smoothing device for nonparametric effects in
quantile regression. In terms of notation, J is the number of nonlinear covariates, whereas
K is the number of linear effects. The implementation of (4.19) is done using Koenker’s
rqss in R from Koenker et al. (1994) and Koenker and Ng (2003).
4.5.1 λ-selection
With specification (4.19), as employed in Koenker (2010), the LASSO procedure outlines a
regularization path, indexed by tuning parameter λ0. At each point on the path, predictor
coefficients are either driven to 0, or shrunk in value. Tuning parameter selection for the
LASSO λ is done following Koenker’s procedure of using a Schwartz-like criterion:
SIC(λ) = nlogσˆ(λ) +
1
2
df(λ)log(n) (4.20)
where σˆ(λ) = 1
n
ρτ (yi − gˆ(x, z)), and gˆ(x, z) = x′βˆ +
∑J
j=1 gˆj(z). Further, as elucidated
in Koenker (2010), df(λ) is simply the effective model dimension, given by: df(λ) = div(gˆ) =∑n
i=1
∂gˆ(xi,zi)
∂yi
. The quantity df(λ) is defined as the trce of a pseudo-projection matrix in the
case of a linear least-squares-type model. Koenker also defines such a matrix for equa-
tion (4.19):
X˜ =

X0 X1 . . . XJ
λ0HK 0 . . . 0
0 λ1P1 . . . 0
... . . .
. . .
...
0 0 . . . λJPJ

(4.21)
where X0 is the matrix with the parametric linear covariates, Xj’s are the basis expansions
for the gj’s, Hk = [0
...IK ] consists of the contribution from the LASSO penalty, not including
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the intercept, and the Pj terms denote the contributions from the penalty terms on the
smoothed components.
Since λ ∈ R5, where the first 4 values are smoothing parameters for the nonparamet-
ric terms, child age, months of breastfeeding, mother’s BMI and age, and the last one is
the LASSO tuning parameter, optimizing SIC is not trivial. A prudent strategy suggested
by Koenker (2010) is to explore informally, narrow the region of optimization, and then
follow a global optimization routine. In this paper, SIC optimization is implemented for
the smoothing parameter values individually, and using these, the value for the LASSO λ is
optimized. It is a one-dimensional procedure, although in forthcoming work, there will be
multi-dimensional optimization for all the tuning parameters simultaneously, as seen Koenker
(2010). I find the 5 optimal λ values to be {17, 4, 29, 9, 14}. I standardize the linear compo-
nents of the design matrix.
4.5.2 Results
Table 4.5 presents the quantile specification results for the categorical variables for the 2
extreme quantiles and the median. We see that the impact of risk factors is nonlinear across
the outcome distribution. Consider an early birth order: the positive impact of being an
early born child is restricted to children on the higher end of the height distribution. The
more significant result is for cooking fuel at home. Indicators for type of fuel used at home are
modeled as risk factors. A growing component in child health literature suggests that biomass
fuel like wood, cow dung, etc. can increase the risk of stunting for young children (Duflo
et al. (2008), Fullerton et al. (2008)). This is especially relevant in developing countries,
where a large proportion of the rural population uses biomass fuel. As seen in Table 4.1,
93% of the total Ghanaian sample uses charcoal, wood and straw; 67% of the total sample
uses only wood as cooking fuel at home. There is a general agreement on the toxicity of
traditional forms of cooking, which increases exposure to air pollutants inside the home, and
that current literature focuses on the degree and magnitude of this exposure (Duflo et al.
(2008)). The quantile results provide evidence in support of this hypothesis: children at the
median and lower quantiles are negatively affected by the in-home use of biomass fuel like
91
wood. This impact is also nonlinear across the height distribution. Next, access to prenatal
health care facilities, in this case midwife services, has a positive effect on child height, more
so for the lower than for the median and higher quantiles. Finally, ownership of household
assets like television and a fridge only has a positive effect on the lower end of the height
distribution.
4.6 Conclusion
With the goal of identifying risk factors for childhood malnutrition, this paper examines the
potentially beneficial role played by a novel structured variable selection mechanism, not used
before in child health literature. The composite absolute penalty (CAP) family allows for
grouped variable selection. By allowing for the preservation of the inherent structure of input
variables like malnutrition risk factors, it lends a higher degree of efficiency and prediction
accuracy, relative to other methods like least squares, LASSO and grouped LASSO.
This paper evaluates the model error and selection performance of the ∞-CAP or the
iCAP, focusing the analysis on misspecified models. The paper finds that for a linear re-
gression model under 2 different types of heteroskedasticity, the iCAP has a significantly
improved model error as well as better model selection properties. This paper also im-
plements selection of malnutrition risk factors using the 2008 Ghanaian Demographic and
Health Survey (DHS), and demonstrates an improved prediction error on an independent
test sample. Finally, the chosen risk factors from this procedure are examined using a unique
quantile specification to shed more light on their impact on severely malnourished children,
who lie on the lower end of the health outcome distribution. The analysis carried out in
this paper seeks to augment the study of childhood malnutrition through the use of more
efficient, and less costlier selection methods that allow us to read more into increasingly com-
plex data structures that are typically seen in child health models. This allows for a better
understanding of what explains human capital formation in developing countries. Since the
nutritional status of a child directly translates into household productivity, which in turns
affects national economic productivity, it is critical to motivate research that aims to improve
our knowledge of what determines childhood health status.
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4.7 Figures and Tables for Chapter 4
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Figure 4.1: Model size under heteroskedasticity across grouped selection methods: Het.1.
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Figure 4.2: Model size under heteroskedasticity across grouped selection methods: Het.2.
The figures show box-plots of model sizes over 100 simulations and n = 500 of 2 regression experiments
with forms of heteroskedasticity, Het.1 : σ2 = (3 + 0.2X4X5)
2 and Het.2 : σ2 = 1 + 0.1X24 + 0.2X
2
5 . The
horizontal line denotes correct model size 15.
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Figure 4.3: Model error across grouped and other selection methods, n = 100.
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Figure 4.4: Model error across grouped and other selection methods, n = 5000.
The figures show box-plots of model errors over 100 simulations for n = 100 and n = 5000 of a regression
experiment with heteroskedasticity of the form Het.2 : σ2 = 1 + 0.1X24 + 0.2X
2
5 .
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Table 4.1: Summary statistics for categorical covariates in Ghana 2008 DHS.
Variable Levels n %
Birth order Among first five 1662 82.0
Among next five 364 18.0
Wealth Poorest 674 33.3
Poorer 453 22.4
Middle 329 16.2
Richer 335 16.5
Richest 235 11.6
Water source Bottled Water 95 4.7
Piped Water 630 31.1
River, Dam, Lake etc. 327 16.1
Well/Tubewell 974 48.1
Toilet Flush toilet 129 6.4
Ventillated improved toilet latrine 655 32.3
No Facility/Composting/Bucket/Pan 731 36.1
Other 511 25.2
Fuel Charcoal/Wood/Straw 1887 93.1
Electricity/Biogas 133 6.6
Kerosene 6 0.3
Gender Female 1007 49.7
Male 1019 50.3
Residence Rural 1371 67.7
Urban 655 32.3
Electricity No 1190 58.7
Yes 836 41.3
TV No 1395 68.8
Yes 631 31.1
Fridge No 1656 81.7
Yes 370 18.3
Bicycle No 1177 58.1
Yes 849 41.9
Motorcycle No 1860 91.8
Yes 166 8.2
Car No 1941 95.8
Yes 85 4.2
Table 4.2: Summary statistics for continuous covariates in Ghana 2008 DHS.
Variable n Min Mean Median Max
Child age (months) 2026 0.0 28.9 28.0 59.0
Mother Educ. (years) 2026 0.0 4.5 4.0 16.0
Mother age (years) 2026 16.0 30.5 30.0 49.0
Mother BMI 2026 12.2 23.2 22.3 56.9
Father Educ. (years) 2026 0.0 6.5 9.0 19.0
Breastfeeding (months) 2026 0.0 16.5 17.0 58.0
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Table 4.3: Child health by important risk factors.
Wealth Quintiles Maternal BMI
Child size Large Small n Large Small n
Poorest 0.512 0.189 674 BMI < 20 0.486 0.160 405
Poorer 0.559 0.130 453 BMI ∈ [20,25) 0.563 0.146 1090
Middle 0.558 0.116 329 BMI ∈ [25,30) 0.541 0.138 382
Richer 0.544 0.128 335 BMI > 30 0.622 0.126 135
Richest 0.615 0.123 235
Maternal Education Cooking Fuel
Child size Large Small n Large Small n
No Education 0.529 0.164 797 Wood/Straw 0.536 0.156 1352
Educated 0.561 0.134 1215 Other 0.569 0.125 660
Large refers to proportion of children who are larger than average and very large in their
size at birth. Small refers to children who are smaller than average and very small at
birth. Wood/Straw are examples of biofuels.
Table 4.4: Performance of selection procedures: 2008
DHS.
iCAP OLS LASSO GLASSO
Prediction error 22.13 27.80 26.78 25.47
(1.92) (2.99) (2.55) (2.34)
Standard error in parenthesis. The prediction error is for an
independent test set chosen from the 2008 DHS sample of
children younger than 5 years.
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Table 4.5: Quantile regression model: categorical
variables.
τ = 0.1 τ = 0.5 τ = 0.75
Female -0.384∗∗∗ -0.543∗∗∗ -0.484∗∗∗
(0.048) (0.061) (0.058)
Birth order (early) 0.000 0.127∗∗ 0.178∗∗∗
(0.047) (0.060) (0.057)
Poorer 0.000 -0.033 0.011
(0.045) (0.059) (0.057)
Middle 0.000 0.089 0.037
(0.047) (0.056) (0.056)
Richer 0.000 0.000 0.011
(0.041) (0.054) (0.051)
Richest 0.152∗∗∗ 0.442∗∗∗ 0.689∗∗∗
(0.041) (0.052) (0.052)
Fuel: LPG 0.000 0.014 0.006
(0.045) (0.056) (0.054)
Fuel: Natural Gas -0.005 0.000 -0.054
(0.040) (0.068) (0.061)
Fuel: Kerosene 0.159∗∗∗ 0.000 0.000
(0.031) (0.054) (0.055)
Fuel: Charcoal 0.000 0.000 0.000
(0.039) (0.050) (0.047)
Fuel: Wood -0.116∗∗∗ -0.235∗∗∗ -0.033
(0.036) (0.047) (0.043)
Aux. Midwife 0.248∗∗∗ 0.108∗∗∗ 0.000
(0.043) (0.057) (0.054)
DPT/Hep./Flu Vaccine 0.223∗∗∗ 0.141∗∗ 0.131∗∗∗
(0.045) (0.059) (0.059)
TV 0.199∗∗∗ 0.000 0.000
(0.040) (0.054) (0.053)
Fridge 0.141∗∗∗ 0.027 0.000
(0.041) (0.056) (0.054)
Dependent variable: child height (in cm). Standard deviation in
parenthesis. Significant at ∗ 10%, ∗∗ 5%, ∗∗∗ 1%. Aux. Midwife is
an indicator for the mother having had access to midwife prenatal
care.
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