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GEOMETRIC SATAKE, SPRINGER CORRESPONDENCE,
AND SMALL REPRESENTATIONS
PRAMOD N. ACHAR AND ANTHONY HENDERSON
Abstract. For a simply-connected simple algebraic group G over C, we ex-
hibit a subvariety of its affine Grassmannian that is closely related to the
nilpotent cone of G, generalizing a well-known fact about GLn. Using this
variety, we construct a sheaf-theoretic functor that, when combined with the
geometric Satake equivalence and the Springer correspondence, leads to a geo-
metric explanation for a number of known facts (mostly due to Broer and
Reeder) about small representations of the dual group.
1. Introduction
Let G be a simply-connected simple algebraic group over C, and Gˇ its Langlands
dual group. Let T and Tˇ be corresponding maximal tori of G and of Gˇ, and let
W be the Weyl group of either (they are canonically identified). Recall that an
irreducible representation V of Gˇ is said to be small if no weight of V is twice a
root of Gˇ. For such V , the representation of W on the zero weight space V Tˇ has
various special properties, mostly due to Broer and Reeder [Br1, R1, R2, R3].
The aim of this paper is to give a geometric explanation of these properties, using
the geometric Satake equivalence (see [L2, G, MV]) and the Springer correspondence
(see [C]). The idea of explaining [Br1] using geometric Satake was suggested to
us by Ginzburg; the idea of explaining [R1] using perverse sheaves on the affine
Grassmannian was suggested to Reeder by Lusztig, as mentioned in [R2].
Let Gr and N denote the affine Grassmannian and the nilpotent cone of G,
respectively, and consider the diagram
(1.1)
Rep(Gˇ)
Satake
∼
//
Φ

PervG(O)(Gr)
Rep(W )
Springer
// PervG(N )
Here Φ is the functor V 7→ V Tˇ ⊗ ǫ where ǫ denotes the sign representation of
W . We will construct a functor which completes diagram (1.1) to a commuting
square, after restricting the top line to the subcategories corresponding to small
representations.
Let Grsm ⊂ Gr be the closed subvariety corresponding to small representations
under geometric Satake, and let M ⊂ Grsm be the intersection of Grsm with the
‘opposite Bruhat cell’ Gr−0 . (See Section 2 for detailed definitions.) M is a G-stable
dense open subset of Grsm. Our first result is the following.
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Theorem 1.1. There is an action of Z/2Z on M, commuting with the G-action,
and a finite G-equivariant map π : M → N that induces a bijection between
M/(Z/2Z) and a certain closed subvariety Nsm of N .
The bijection mentioned in Theorem 1.1 is an isomorphism at least in types other
than E; see Proposition 6.2. In type A, Theorem 1.1 is well known, but usually
phrased differently. In this case, N can be embedded in Gr in two ways. M is
the union of the two embeddings and the Z/2Z-action interchanges them, so Nsm
is the whole of N ; see Section 4.1. In general, the Z/2Z-action is related to the
operation of passing from a representation of Gˇ to its dual, in a way which will be
made precise in Remark 2.3.
In type E, Theorem 1.1 supplies smooth varieties mapping to certain special
pieces in N , confirming a conjecture of Lusztig in at least one new case; see Propo-
sition 6.5. As another application, we will establish a new characterization of small
representations (the notation is defined in Section 2):
Theorem 1.2. Let V be an irreducible Gˇ-representation with highest weight λˇ.
Then V is small if and only if G acts with finitely many orbits in Grλˇ ∩ Gr
−
0 .
We can use Theorem 1.1 to define the desired functor Ψ : PervG(O)(Grsm) →
PervG(N ). Namely, let Ψ = π∗j
∗ where π :M→N is the map from Theorem 1.1
and j :M →֒ Grsm is the inclusion. See Remark 2.1 for some motivation.
Theorem 1.3. If G is not of type G2, then
Rep(Gˇ)sm
Satake
∼
//
Φ

PervG(O)(Grsm)
Ψ

Rep(W )
Springer
// PervG(N )
is a commuting diagram of functors. Thus if V ∈ Rep(Gˇ) is a small irreducible
representation, we have an isomorphism of perverse sheaves
(1.2) π∗(Satake(V )|M) ∼= Springer(V
Tˇ ⊗ ǫ).
A uniform statement, including type G2, can be obtained by slightly modifying
the definition of Ψ; see Remark 3.5. Our proof of Theorem 1.3 is largely empirical:
the right-hand side of (1.2) was computed by Reeder in essentially every case, and
we show that the left-hand side gives the same result.
We begin in Section 2 by fixing notation, defining the map π, and proving a
number of lemmas. In Section 3, we state a result (Proposition 3.2) describing the
possible behaviour of π with respect to G-orbits in M and N , and we explain how
to deduce Theorems 1.1–1.3 from this result. Proposition 3.2 is proved by case-by-
case considerations in the classical types in Section 4, and in the exceptional types
in Section 5. Finally, Section 6 describes some consequences of these results. In
addition to the aforementioned conjecture of Lusztig on special pieces, we explain
the connection to Reeder’s results on small representations [R1, R2, R3], and we
describe a new geometric approach to Broer’s restriction theorem for covariants of
small representations [Br1].
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Added in revision. After this paper appeared in preprint form, a more conceptual
proof of Theorem 1.3 (or rather of a slightly diffferent statement, equivalent to that
in Remark 3.5) was found by the authors together with S. Riche. This proof, which
is given in the sequel paper [AHR], avoids case-by-case considerations, and applies
to representations and perverse sheaves with coefficients in any Noetherian ring of
finite global dimension. Note that [AHR] still uses the complex geometric set-up of
the present paper, and relies on Theorem 1.1 above.
Acknowledgments. This paper developed from discussions with V. Ginzburg and
S. Riche, to whom the authors are much indebted. In particular, V. Ginzburg posed
the problem of finding a geometric interpretation of Broer’s covariant theorem in
the context of geometric Satake. Much of the work was carried out during a visit
by P.A. to the University of Sydney in May–June 2011, supported by ARC Grant
No. DP0985184. P.A. also received support from NSF Grant No. DMS-1001594.
2. Notation and preliminaries
The notation and conventions of Section 1 for the groups G, Gˇ, T , Tˇ , and W
remain in force throughout the paper. For any (ind-)variety X over C, acted on
by a (pro-)algebraic group H , we write PervH(X) for the abelian category of H-
equivariant perverse C-sheaves on X . The simple perverse sheaf associated to an
irreducibleH-equivariant local system E on anH-orbit C ⊂ X is denoted IC(C,E),
or IC(C) if E is trivial.
Let Λˇ = Hom(C×, T ) denote the coweight lattice of G, which we identify with
the weight lattice of Gˇ. Since G is simply-connected, Λˇ equals the coroot lattice of
G, i.e., the root lattice of Gˇ. Fix a positive system, and let Λˇ+ ⊂ Λˇ be the set of
dominant coweights. We have the usual partial order on Λˇ+, where λˇ ≥ µˇ if and
only if λˇ − µˇ is an N-linear combination of positive roots of Gˇ. For λˇ ∈ Λˇ+, let Vλˇ
denote the irreducible representation of Gˇ of highest weight λˇ. Let w0 denote the
longest element of W , and recall that the dual representation of Vλˇ is V−w0λˇ.
Let Λˇ+sm ⊂ Λˇ
+ denote the set of small coweights, i.e., those λˇ such that Vλˇ is a
small representation of Gˇ. Equivalently, λˇ ∈ Λˇ+sm if and only if λˇ 6≥ 2αˇ0, where αˇ0
denotes the highest short root of Gˇ. Thus, Λˇ+sm is a lower order ideal of Λˇ
+.
Next, let K = C((t)) and O = C[[t]]. Any coweight λˇ ∈ Λˇ gives rise to a point
of T (K) (or G(K)), denoted tλˇ. Recall that the affine Grassmannian of G is the
ind-variety Gr = G(K)/G(O). Let o denote the base point of Gr, i.e., the image
of the identity element of G(K) in Gr. For λˇ ∈ Λˇ+, let Grλˇ be the image in Gr
of the double coset G(O)tλˇG(O). This is a G(O)-orbit in Gr. It is well known
that the Grλˇ are all distinct, and that every G(O)-orbit in Gr arises in this way.
The partial order on Λˇ+ corresponds to the closure order on the G(O)-orbits, and
Satake(Vλˇ) = IC(Grλˇ). Let Grsm be the union of the orbits Grλˇ for λˇ ∈ Λˇ
+
sm, a
closed subvariety of Gr.
Let O− = C[t−1] ⊂ K, and consider the group G(O−). Denote the G(O−)-orbit
of o by Gr−0 . (This is the ‘opposite Bruhat cell’ referred to in Section 1.) It is
known that Grλˇ ∩ Gr
−
0 is open dense in Grλˇ for all λˇ. Let
M = Grsm ∩ Gr
−
0 .
This is a G-stable affine open dense subvariety of Grsm. We also put
Mλˇ = Grλˇ ∩ Gr
−
0 = Grλˇ ∩M for λˇ ∈ Λˇ
+
sm.
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Remark 2.1. As part of Lusztig’s theory of q-analogues of weight multiplicities [L2],
one knows that for any λˇ ∈ Λˇ+, the cohomology of the stalk of Satake(Vλˇ) at o
is a graded vector space of total dimension equal to dimV Tˇ
λˇ
. Since Grλˇ ∩ Gr
−
0 is a
conical affine variety with vertex at o, the cohomology of the stalk of Satake(Vλˇ) at
o can be identified with the hypercohomology of Satake(Vλˇ)|Grλˇ∩Gr
−
0
, as observed
in [BrF, §1.2]. So one could say loosely that the geometric analogue of taking the
zero weight space is restricting to Gr−0 . To give a geometric interpretation of the
W -action on the zero weight space, it is natural to want to push forward perverse
sheaves on Gr−0 to perverse sheaves on the nilpotent cone N , the home of Springer
theory. As we will show, this idea works, but only for the small part M of Gr−0 .
Let G ⊂ G(O−) be the kernel of the natural map G(O−)→ G given by t−1 7→ 0.
It is easily seen that G(O−) ∼= G⋉G. Since the stabilizer in G(O−) of o ∈ Gr is G,
the action of G(O−) on Gr−0 induces a G-equivariant isomorphism of ind-varieties
(2.1) Gr−0
∼= G.
Note that the natural map G(O−) → G factors through G(C[t−1]/(t−2)). Since
there is a natural identification of the Lie algebra g of G with the kernel of the map
G(C[t−1]/(t−2))→ G, we obtain a canonical homomorphism
(2.2) G→ g.
The G-equivariant morphism obtained by composing (2.1) and (2.2) is denoted
π† : Gr−0 → g,
and its restriction to M is denoted
π = π†|M :M→ g.
Next, let θ : G(K)→ G(K) be the automorphism induced by the automorphism
t 7→ −t of the coefficient field K. Let ι : G(K)→ G(K) be the involutive antiauto-
morphism given by ι(g) = θ(g−1). The group G is preserved by ι. Via (2.1), this
map induces an involution of Gr−0 , which is also denoted
(2.3) ι : Gr−0 → Gr
−
0 .
This map does not, in general, extend to an involution of Gr. (The map θ does
induce an involution of Gr, but g 7→ g−1 does not induce a map on Gr.) The following
lemma says that ι respects the stratification of Gr−0 induced by G(O)-orbits on Gr.
Lemma 2.2. If x ∈ Grλˇ ∩ Gr
−
0 , then ι(x) ∈ Gr−w0λˇ ∩ Gr
−
0 .
Proof. Identifying Gr−0 with G, the assumption means that x ∈ G can be written
as gtλˇh, with g, h ∈ G(O). It follows that ι(x) = ι(h)ι(tλˇ)ι(g). We have ι(tλˇ) =
θ(t−λˇ). Since θ preserves double cosets of G(O), we have ι(x) ∈ G(O)t−λˇG(O).
The result then follows from the observation that −w0λˇ is the unique dominant
coweight in the W -orbit of −λˇ. 
In view of this lemma, we sometimes speak of a ι-stable G(O)-orbit in Gr, or
of two G(O)-orbits being exchanged by ι, even though ι does not extend to Gr.
Note that the involution λˇ 7→ −w0λˇ preserves Λˇ+sm. Thus, ι preserves the set of
G(O)-orbits in Grsm, and it induces an involution
ι :M→M
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as well. The action of Z/2Z referred to in Theorem 1.1 is the one in which the
nontrivial element acts by ι.
Remark 2.3. It follows from Lemma 2.2 that ι∗Satake(V )|
Gr
−
0
∼= Satake(V ∗)|
Gr
−
0
.
Lemma 2.4. We have π† ◦ ι = π† : Gr−0 → g.
Proof. The maps θ and g 7→ g−1 both preserve the kernel of the map (2.2), so
they induce maps on g, and their composition ι¯ : g → g has the property that
ι¯ ◦ π† = π† ◦ ι. But the inverse map on the (additive) algebraic group g coincides
with the negation map, so ι¯ = id. 
The varieties and maps defined above make sense for arbitrary reductive groups,
not just simply-connected simple ones. Recall that for a non-simply-connected
group, the affine Grassmannian Gr is not connected. In this case, one should impose
the extra condition in the definition of Λˇ+sm that λˇ belong to the coroot lattice; then
Grsm lies in the connected component of Gr containing the base point o, as does
Gr
−
0 . Indeed, Grsm, Gr
−
0 , M, and G can be identified with the analogous objects
defined for the simply-connected cover of the derived group.
We will sometimes need to compare these constructions for different groups, and
when ambiguity is possible, we include the name of the group as a subscript. This
is illustrated in the following obvious lemma, whose proof we omit.
Lemma 2.5. Let H and H ′ be two reductive groups, and let φ : H → H ′ be a
group homomorphism. Then we have a commutative diagram
Gr
−
H,0
//
pi†H

Gr
−
H′,0
pi†
H′

h // h′
where the horizontal maps are induced by φ.
Note that the inclusion of a reductive subgroup H →֒ H ′ induces a closed em-
bedding GrH →֒ GrH′ .
We conclude this section with a useful algebro-geometric lemma.
Lemma 2.6. Let f : Y → X be a dominant morphism of affine varieties. Let
U ⊂ X be a dense open subset whose complement has codimension at least 2, and
such that f−1(U) is dense in Y and f |f−1(U) : f
−1(U) → U is finite. Then f is
finite.
Proof. Let Xˆ = SpecC[U ], and let Yˆ = SpecC[f−1(U)]. (Here, C[Z] denotes the
ring of regular functions on Z.) We have a commutative diagram
Yˆ
fˆ
//
µ

q
❄
❄❄
❄❄
❄❄
❄ Xˆ
ν

Y
f
// X
The assumption that f−1(U) is dense in Y means that µ is dominant. The map fˆ
is induced by f |f−1(U) : f
−1(U)→ U , so it is finite. Because the complement of U
in X has codimension at least 2, it follows from [SGA2, Exp. VIII, Proposition 3.2]
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that ν : Xˆ → X is finite. Therefore, q = ν ◦ fˆ is finite. Since q = f ◦ µ and µ is
dominant, f is finite also. 
3. Reduction to orbit calculations
In the following two sections, we will make a careful study of the relationship
between G(O)-orbits in Grsm and G-orbits in the nilpotent cone N arising from π.
This relationship involves the following notion.
Definition 3.1. A Reeder piece is a subset of N of the form π(Mλˇ) for some
λˇ ∈ Λˇ+sm.
Here, the fact that π(Mλˇ) ⊂ N is part of the following proposition, which we
will prove by case-by-case considerations in Sections 4 and 5.
Proposition 3.2. The variety M is either irreducible or has two irreducible com-
ponents that are exchanged by ι. The image Nsm = π(M) is an irreducible closed
subset of N , and is the disjoint union of the Reeder pieces, with π inducing a
bijection
(3.1) {G(O)-orbits in Grsm}/〈ι〉
∼
←→ {Reeder pieces}.
For a Reeder piece S, let Grλˇ and Gr−w0λˇ, which may coincide, be the corresponding
G(O)-orbits. Then one of the following holds:
(1) S consists of a single nilpotent orbit C, and π induces an isomorphism of
C with each of Mλˇ and M−w0λˇ. In this case, we have
(3.2) V Tˇ
λˇ
⊗ ǫ ∼= Springer−1(IC(C)).
(2) S consists of two nilpotent orbits C1 and C2, with C2 ⊂ C1. Then λˇ =
−w0λˇ, and π induces an isomorphism of C2 with the Z/2Z-fixed point sub-
variety Mι
λˇ
in Mλˇ. On the other hand, the Z/2Z-action on π
−1(C1) is
free, and the induced map π−1(C1) → C1 is a 2-fold e´tale cover. In this
case, we have
(3.3) V Tˇ
λˇ
⊗ ǫ ∼= Springer−1(IC(C1))⊕ Springer
−1(IC(C1, σ)),
where σ denotes the unique nontrivial local system of rank 1 on C1.
If the pair (C1, σ) does not occur in the Springer correspondence for G, then
the term Springer−1(IC(C1, σ)) in the above formula should be understood to be
0. This situation only occurs for the subregular nilpotent orbit in type G2; see
Remark 5.11. The two possibilities can be summarized in the following diagram:
Mλˇ
ι //
∼

✺✺
✺✺
✺✺
✺
M−w0λˇι
oo
∼
  ✁✁
✁✁
✁✁
✁
S = C
π−1(C1)
  //
∼

Z/2Z-fixed

Mλˇ
pi

π−1(C2)?
_oo
2-fold
e´tale

free Z/2Z-action

C1
 
closed
// S C2?
_
open
oo
Explicit descriptions of the Reeder pieces, and of the bijection (3.1), are given in
Tables 1, 2, 6 below. See Section 6.2 for the relationship between Reeder pieces
and special pieces.
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In the remainder of this section, we explain how to deduce the main theorems
from Proposition 3.2.
Proof of Theorem 1.1. By Lemma 2.4, each fibre of π is a union of Z/2Z-orbits. But
we know from Proposition 3.2 that each π−1(x) contains just one or two points, and
that in the latter case, ι exchanges the two points. Thus, each fibre of π consists of a
single Z/2Z-orbit. To see that π is finite (not just quasi-finite), note that π is finite
over the open G-orbit C ⊂ Nsm by Proposition 3.2. That proposition also tells us
that Z/2Z acts transitively on the components of M. Since π−1(C) is ι-stable, it
is dense in M. Since every nilpotent orbit has even dimension, the complement of
C in Nsm has codimension ≥ 2, and then Lemma 2.6 implies that π :M→Nsm is
finite. 
Before considering Theorem 1.2, we need the following lemma.
Lemma 3.3. Let αˇ0 denote the highest short root of Gˇ. Then π
†(Gr2αˇ0∩Gr
−
0 ) 6⊂ N .
Proof. We first prove the lemma in the special case where G = SL2. The coweights
for SL2 are in bijection with even integers, and under this bijection, we have αˇ0 = 2.
Given an even integer n, let tn = [ t
n/2
t−n/2
] ∈ SL2(K). Now, consider the matrix
g =
[
1 + t−1 t−2
t−1 1− t−1 + t−2
]
∈ G.
Then π†(g ·o) = [ 1 01 −1 ] /∈ N . On the other hand, we see from the calculation below
that g ∈ SL2(O)t4SL2(O), so g · o ∈ GrSL2,4:
g =
[
1
−1 t2 − t+ 1
] [
t2
t−2
] [
1
t2 + t 1
]
.
Now, for a general simply-connected group G, the cocharacter αˇ0 : C
× → T admits
an extension to a homomorphism φ : SL2 → G, where we identify C× with the
subgroup {[ a a−1 ] | a ∈ C
×} ⊂ SL2. Extending scalars to K, we have φ(t2) = tαˇ0
and φ(t4) = t2αˇ0 . It follows that φ(SL2(O)t4SL2(O)) ⊂ G(O)t2αˇ0G(O), and
thus that φ(g) · o ∈ Gr2αˇ0 ∩ Gr
−
0 . To prove the lemma, it suffices to show that
π†(φ(g)) /∈ N . By Lemma 2.5, π†(φ(g)) = dφ([ 1 01 −1 ]), and the latter must be a
nonzero semisimple element of g. 
Proof of Theorem 1.2. We will actually prove that all four of the following condi-
tions on λˇ ∈ Λˇ+ are equivalent:
(1) G acts on Grλˇ ∩ Gr
−
0 with finitely many orbits.
(2) The image of Grλˇ ∩ Gr
−
0 under π
† is contained in N .
(3) The image of Grλˇ ∩ Gr
−
0 under π
† is contained in Nsm.
(4) λˇ ∈ Λˇ+sm.
The fact that (4) implies all the other conditions is contained in Proposition 3.2.
It is obvious that (3) implies (2).
We now prove that (1) implies (2). The variety Grλˇ∩Gr
−
0 , being irreducible, must
contain a dense G-orbit Y . Its image π†(Y ) is a single G-orbit in g that is dense in
π†(Grλˇ ∩ Gr
−
0 ). In particular, the closure π
†(Y ) must contain π†(o) = 0. The G-
orbits in g whose closure contains 0 are precisely the nilpotent orbits, so π†(Y ) ⊂ N .
It then follows that π†(Y ) ⊂ N as well; in particular, π†(Grλˇ ∩ Gr
−
0 ) ⊂ N .
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Finally, we prove that (2) implies (4). If π†(Grλˇ∩Gr
−
0 ) ⊂ N , then it follows that
π†(Grλˇ ∩Gr
−
0 ) ⊂ N as well, and in view of Lemma 3.3, we have Gr2αˇ0 6⊂ Grλˇ. Thus
λˇ 6≥ 2αˇ0 as required. 
Remark 3.4. For general λˇ ∈ Λˇ+sm, it is not true that G acts with finitely many
orbits on the whole of Grλˇ.
Finally, for Theorem 1.3, we require some additional notation. Let PervG(N )Spr
denote the Serre subcategory of PervG(N ) generated by simple perverse sheaves
appearing in the Springer correspondence. Since PervG(N ) is a semisimple abelian
category, there is a projection functor
PervG(N )→ PervG(N )Spr, denoted F 7→ FSpr,
that is exact and biadjoint to the inclusion PervG(N )Spr → PervG(N ).
Proof of Theorem 1.3. Since j is an open inclusion and π is finite, the functors j∗
and π∗ are both t-exact for perverse sheaves, and they take intersection cohomology
complexes to intersection cohomology complexes. Specifically:
(1) If π(Mλˇ) consists of a single nilpotent orbit C, then
π∗j
∗IC(Grλˇ)
∼= IC(C).
(2) If π(Mλˇ) consists of two orbits C1 and C2 with C2 ⊂ C1, then
π∗j
∗IC(Grλˇ)
∼= IC(C1)⊕ IC(C1, σ),
where σ is a nontrivial rank-1 local system on C1.
It then follows from Proposition 3.2 that for any small representation V , we have
(3.4) Springer(V Tˇ ⊗ ǫ) ∼= (π∗j
∗Satake(V ))Spr.
Since Rep(Gˇ)sm and PervG(N )Spr are both semisimple C-linear finite-length abel-
ian categories, the existence of such an isomorphism for each simple object in
Rep(Gˇ)sm implies that we actually have an isomorphism of functors
(3.5) Springer ◦ Φ ∼= (·)Spr ◦Ψ ◦ Satake.
Now, every simple perverse sheaf in PervG(N ) attached to a constant local system
on a nilpotent orbit lies in PervG(N )Spr, so the projection to PervG(N )Spr is
necessary only if for some G(O)-orbit Grλˇ falling into case (2) above, we have
IC(C1, σ) /∈ PervG(N )Spr. As noted in the remarks following Proposition 3.2, this
happens only in type G2, so in all other types, we have Springer ◦Φ ∼= Ψ ◦ Satake,
as desired. 
Remark 3.5. The argument above actually proves the following case-free version
of Theorem 1.3: Let Ψ′ : PervG(O)(Grsm)→ PervG(N )Spr be the functor given by
Ψ′(F) = (π∗j
∗F)Spr. Then
Rep(Gˇ)sm
Satake
∼
//
Φ

PervG(O)(Grsm)
Ψ′

Rep(W )
Springer
// PervG(N )
is a commuting diagram of functors.
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λˇ ∈ Λˇ+sm Orbits in π(Mλˇ)
An
(a1, . . . , an) (if an ≥ −1) [a1 + 1, a2 + 1, . . . , an + 1]
(a1, . . . , an) (if a1 ≤ 1) [1 − an, . . . , 1− a2, 1− a1]
Cn (1
j0n−j) [2j12n−2j]
Bn
(212j0n−2j−1) [3222j−212n−4j−1] (if j ≥ 1)
[322j12n−4j−2]
(12j0n−2j) [22j12n−4j+1]
Dn
(212j0n−2j−1) (if 2j < n− 1) [3222j−212n−4j−2] (if j ≥ 1)
[322j12n−4j−3]
(21n−2(±1)) (if n odd) [322n−3]
(1n−1(±1)) (if n even) [2n]I or [2
n]II
(12j0n−2j) (if 2j < n) [22j12n−4j ]
Table 1. G-orbits in Grsm and Nsm in the classical types
4. The classical types
In this section, we will prove Proposition 3.2 for the classical types. The result in
type A is essentially already known, but we spell out the argument for reference in
the other types. Table 1 summarizes the results of this section: for each λˇ ∈ Λˇ+sm, it
lists the G-orbits contained in π(Mλˇ). Low-rank examples are displayed in Table 2.
As usual, coweights are written as n-tuples of integers (a1, . . . , an), and nilpotent
orbits are labelled by partitions [b1, . . . , bk] with b1 ≥ · · · ≥ bk ≥ 0. For both
weights and partitions, we use exponents to indicate multiplicities: for instance,
(220) = (2, 2, 0) and [314] = [3, 1, 1, 1, 1]. As usual, we do not distinguish between
partitions which differ only by adjoining zeroes at the end; thus [314] = [31402].
Let Matn denote the variety of n × n matrices over C. Each simply-connected
classical group G comes with a ‘standard’ representation G→ GLn. Let G′ denote
the image of this map. (Thus, G = G′ if G = SLn or Spn, but G
′ = SOn when
G = Spinn.) We can think of elements of G
′(K) as Laurent series of matrices:
(4.1) G′(K) =
{
∞∑
i=N
xit
i
∣∣ xi ∈Matn, and the defining
equations for G′ hold
}
.
In this setting, we can identify G′ (which is defined analogously to G) with the
group of expressions of the form
(4.2) g = 1 + x−1t
−1 + x−2t
−2 + · · ·+ xN t
N ∈ Matn[t
−1]
satisfying the definition equations for G′. As mentioned in Section 2, the isogeny
G→ G′ induces an isomorphism
(4.3) G
∼
→ G′,
so we may think of elements of G as expressions like (4.2) as well. For g ∈ G as
in (4.2), we have
π†(g · o) = x−1 ∈ g.
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4.1. Type A. In this subsection, let G = SLn for some integer n ≥ 2. We make
the usual identifications
Λˇ = {(a1, . . . , an) ∈ Z
n | a1 + · · ·+ an = 0},
Λˇ+ = {(a1, . . . , an) ∈ Λˇ | a1 ≥ · · · ≥ an}.
The partial order on Λˇ+ is the usual dominance order. Define
Λˇ+sm,1 = {(a1, . . . , an) ∈ Λˇ
+ | an ≥ −1},
Λˇ+sm,2 = {(a1, . . . , an) ∈ Λˇ
+ | a1 ≤ 1}.
It is clear that Λˇ+sm,1 and Λˇ
+
sm,2 are lower order ideals of Λˇ
+.
Lemma 4.1. We have Λˇ+sm = Λˇ
+
sm,1 ∪ Λˇ
+
sm,2.
Proof. By definition, (a1, . . . , an) ∈ Λˇ
+ is small if and only if (a1, . . . , an) 6≥
(2, 0, . . . , 0,−2). This condition is equivalent to saying that for some 1 ≤ i ≤ n− 1,
we have a1 + · · ·+ ai ≤ 1. It is easy to see that, given the non-increasing condition
on the ai’s, this forces either a1 ≤ 1 or a1 + · · · + an−1 ≤ 1, the latter of which is
equivalent to an ≥ −1. 
It is easy to see that Λˇ+sm,1 is isomorphic as a poset to Pn, the poset of partitions
of n under the dominance order, via the map
(4.4) τ1 : (a1, . . . , an) 7→ [a1 + 1, a2 + 1, . . . , an + 1].
Similarly, Λˇ+sm,2 is isomorphic to Pn via the map
(4.5) τ2 : (a1, . . . , an) 7→ [1− an, 1− an−1, . . . , 1− a1].
In particular, Λˇ+sm,1 has a unique maximal element (n− 1,−1, . . . ,−1), and Λˇ
+
sm,2
has a unique maximal element (1, . . . , 1, 1− n).
If λˇ ∈ Λˇ+sm,1, then −w0λˇ = τ
−1
2 (τ1(λˇ)) ∈ Λˇ
+
sm,2. Hence the involution λˇ 7→ −w0λˇ
interchanges Λˇ+sm,1 and Λˇ
+
sm,2, and fixes every element of their intersection. Note
that τi(Λˇ
+
sm,1 ∩ Λˇ
+
sm,2) is the set of partitions in Pn with largest part ≤ 2. In
summary, the poset Λˇ+sm is obtained by taking two copies of Pn and gluing them
together along the lower order ideal of partitions with largest part ≤ 2.
We let Mi =
⋃
λˇ∈Λˇ+
sm,i
Mλˇ, for i = 1, 2. By the preceding paragraph and
Lemma 2.2, we have the following.
Lemma 4.2. M1 and M2 are the irreducible components of M (or, if n = 2,
M1 =M2 =M). The involution ι interchanges M1 and M2. 
Let λˇ = (a1, · · · , an) ∈ Λˇ. In the setting of (4.1), the element tλˇ can be written
as
∑n
j=1 ejjt
aj , where ejj is the usual matrix unit.
Lemma 4.3. Let g =
∑∞
i=N xit
i ∈ G(K), where xN 6= 0. Let λˇ = (a1, . . . , an) ∈
Λˇ+ be such that g · o ∈ Grλˇ.
(1) N = an.
(2) The rank of xN equals the number of j such that aj = an.
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(3) More generally, for any s ≥ 1, the rank of the sn× sn matrix
xN xN+1 · · · xN+s−2 xN+s−1
0 xN · · · xN+s−3 xN+s−2
...
...
. . .
...
...
0 0 · · · xN xN+1
0 0 · · · 0 xN

equals
∑n
j=1max{s− (aj − an), 0}.
Proof. It is easy to see that the leading power N and the ranks of the matrices
in the statement are constant on the double coset G(O)gG(O). So we can assume
that g = tλˇ, in which case the claims are easy. 
Proposition 4.4. The irreducible components of M, and their intersection, are
described by:
M1 = {(1 + xt
−1) · o |x ∈ N},
M2 = {(1− xt
−1)−1 · o |x ∈ N},
M1 ∩M2 = {(1 + xt
−1) · o |x ∈ N , x2 = 0}.
In particular, M1 ∩M2 equals the fixed-point subvariety Mι.
Proof. Let g ∈ G. Thus, g is an expression of the form (4.2) with det(g) = 1. Let
λˇ = (a1, . . . , an) ∈ Λˇ+ be such that g · o ∈ Grλˇ. By Lemma 4.3(1), λˇ ∈ Λˇ
+
sm,1 if and
only if g = 1+ xt−1 for some x ∈Matn. Clearly 1 + xt−1 belongs to G if and only
if x belongs to the nilpotent cone N , so we obtain the stated description of M1.
The description of M2 follows, because M2 = ι(M1). The rest is then clear. 
As an immediate consequence, Nsm = N and π restricted to Mi gives an iso-
morphism Mi
∼
→ N for i = 1, 2. It is well known that the G-orbits in N are in
bijection with Pn, via Jordan form. In particular, the number of G-orbits in N
equals |Λˇ+sm,i|. Therefore eachMλˇ for λˇ ∈ Λˇ
+
sm is a single G-orbit, and each Reeder
piece in N is a single orbit. In fact, we have:
Proposition 4.5. For λˇ ∈ Λˇ+sm,i, π(Mλˇ) is the nilpotent orbit labelled by the
partition τi(λˇ).
Proof. Since π ◦ ι = π, we can assume that i = 1. We need to show that if x ∈ N
has Jordan type [b1, · · · , bn], then (1 + xt−1) · o ∈ Gr(b1−1,··· ,bn−1). This is trivial
if x = 0, so we can assume that x 6= 0, and therefore bn = 0. By Lemma 4.3(3), it
suffices to show that for any s ≥ 1, the rank of the sn× sn matrix
x 1 0 · · · 0
0 x 1 · · · 0
0 0 x · · · 0
...
...
...
. . .
...
0 0 0 · · · x

equals
∑n
j=1max{s− bj , 0}. But the rank of this matrix is clearly equal to
sn− dimker(xs) = sn−
n∑
j=1
min{bj, s},
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as required. 
Remark 4.6. In [L1, Section 2], Lusztig defined an embedding of the nilpotent cone
of GL(V ) in the affine Grassmannian of GL(V ), where V and V are n-dimensional
vector spaces in duality with each other. This gives two embeddings of the nilpo-
tent cone of GLn in the affine Grassmannian of GLn, depending on the choice of
which of V or V to identify with Cn. Of course, the nilpotent cone of GLn is the
same as the N of this section, and the relevant connected components of the affine
Grassmannian of GLn can each be identified with our Gr. The resulting two em-
beddings of N in Gr are precisely the isomorphisms N
∼
→M1 : x 7→ (1 + xt−1) · o
and N
∼
→M2 : x 7→ (1 − xt−1)−1 · o.
Proof of Proposition 3.2 in type A. We have seen that the first two sentences of the
statement are true, and that case (1) holds always. All that remains to prove is
that for any λˇ ∈ Λˇ+sm, the representation of the symmetric group Sn on V
Tˇ
λˇ
is as
claimed. It suffices to check this for λˇ ∈ Λˇ+sm,1, where the statement is that V
Tˇ
λˇ
is
the irreducible representation labelled by the partition τ1(λˇ) tensored with the sign
representation. Now as a representation of GLn, Vλˇ is the irreducible representation
with highest weight τ1(λˇ) tensored with the one-dimensional representation det
−1.
So the claim follows from Schur–Weyl duality. 
4.2. Type C. In this subsection, let G = Sp2n for some integer n ≥ 2. We make
the usual identifications
Λˇ = Zn, Λˇ+ = {(a1, . . . , an) ∈ Z
n | a1 ≥ · · · ≥ an ≥ 0}.
Note that under the embedding G ⊂ SL2n, with suitable choices of maximal tori
and positive systems, a dominant coweight (a1, . . . , an) ∈ Λˇ+ for G maps to the
dominant coweight (a1, . . . , an,−an, . . . ,−a1) for SL2n.
Lemma 4.7. We have Λˇ+sm = {(1
j0n−j) | 0 ≤ j ≤ n}. Moreover, M is irreducible.
Proof. By definition, (a1, . . . , an) ∈ Λˇ+ is small if and only if (a1, . . . , an) 6≥
(2, 0, . . . , 0), which is clearly equivalent to a1 ≤ 1.
Obviously the partial order on Λˇ+sm is a total order in this case, with maximal
element (1n). Hence M is irreducible. 
Proposition 4.8. We have M = {(1 + xt−1) · o |x ∈ N , x2 = 0}. In particular, ι
acts trivially on M.
Proof. Let g ∈ G be as in (4.2), and let λˇ = (a1, · · · , an) ∈ Λˇ+ be such that
g ·o ∈ Grλˇ. Then as a point in the affine Grassmannian of SL2n, g ·o belongs to the
orbit labelled by µˇ = (a1, · · · , an,−an, · · · ,−a1). By Lemma 4.7, λˇ ∈ Λˇ+sm if and
only if µˇ lies in the intersection Λˇ+sm,1∩ Λˇ
+
sm,2 defined in the previous subsection (for
SL2n rather than for SLn). Using the description ofM1∩M2 in Proposition 4.4, we
deduce that g ·o ∈ M if and only if g has the form 1+xt−1 for some x ∈ N such that
x2 = 0. Moreover, for any x ∈ N such that x2 = 0, 1 + xt−1 = exp(xt−1) ∈ G. 
As an immediate consequence, Nsm = {x ∈ N |x2 = 0} and we have an isomor-
phism π : M
∼
→ Nsm. It is well known that the G-orbits in Nsm are in bijection
with the partitions of 2n with largest part ≤ 2, via Jordan form. In particular, the
number of G-orbits in Nsm equals |Λˇ+sm|. Therefore eachMλˇ for λˇ ∈ Λˇ
+
sm is a single
G-orbit, and each Reeder piece in N is a single orbit. In fact, we have:
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Proposition 4.9. We have π(M(1j0n−j)) = [2
j12n−2j ].
Proof. This is automatic, because the closure order on G-orbits in eitherM or Nsm
is a total order. Alternatively, it follows from Lemma 4.3(2). 
Proof of Proposition 3.2 in type C. We have seen that the first two sentences of the
statement are true, and that case (1) holds always. All that remains to prove is
that for any (1j0n−j) ∈ Λˇ+sm, the representation of the Weyl group W = W (Bn)
on V Tˇ(1j0n−j) is as claimed. As a representation of SO2n+1, V(1j0n−j)
∼= ∧j(C2n+1).
It is straightforward to verify that the representation of W on the zero weight
space of ∧j(C2n+1) is the irreducible labelled by the bipartition ((n − j2 ); (
j
2 )) if j
is even or (( j−12 ); (n −
j−1
2 )) if j is odd. After tensoring with sign, this becomes
the irreducible labelled by ((1j/2); (1n−j/2)) if j is even or ((1n−(j−1)/2); (1(j−1)/2))
if j is odd, which does indeed correspond to the trivial local system on the orbit
[2j12n−2j ] under the Springer correspondence, as observed by Reeder in [R3, Table
5.1]. 
4.3. Type B. In this subsection, let G = Spin2n+1 for some integer n ≥ 3. We
make the usual identifications
Λˇ = {(a1, . . . , an) ∈ Z
n | a1 + · · ·+ an ∈ 2Z},
Λˇ+ = {(a1, . . . , an) ∈ Λˇ | a1 ≥ · · · ≥ an ≥ 0}.
Under the map G → SL2n+1, with suitable choices of maximal tori and positive
systems, the dominant coweight (a1, . . . , an) ∈ Λˇ
+ for G maps to the dominant
coweight (a1, . . . , an, 0,−an, . . . ,−a1) for SL2n+1.
Lemma 4.10. We have
Λˇ+sm = {(21
2j0n−2j−1) | 0 ≤ j ≤ ⌊n−12 ⌋} ∪ {(1
2j0n−2j) | 0 ≤ j ≤ ⌊n2 ⌋}.
Moreover, M is irreducible.
Proof. By definition, (a1, . . . , an) ∈ Λˇ+ is small if and only if (a1, . . . , an) 6≥
(2, 2, 0, . . . , 0), which is easily seen to be equivalent to a1 ≤ 2 and a1 + a2 ≤ 3.
The partial order on Λˇ+sm is described as follows. The elements (1
2j0n−2j) form
a chain in the obvious way, as do the elements (212j0n−2j−2). The only other
covering relations are that for j ≥ 1, (12j0n−2j) is covered by (212j−20n−2j+1). In
particular, Λˇ+sm has unique maximal element (21
n−1) if n is odd or (21n−20) if n is
even. Hence M is irreducible. 
A crucial point is that under the map G → SL2n+1, the small coweights of the
form (212j0n−2j−1) map to non-small coweights for SL2n+1. So we cannot simply
use Proposition 4.4 to describe M in type B, as we did in type C. However, if we
let M′ =
⋃
jM(12j0n−2j), then M
′ is a closed subvariety of M which is analogous
to M in type C.
An element of G is an expression as in (4.2) that satisfies the defining equations
for SO2n+1, i.e., that preserves some nondegenerate symmetric bilinear form (·, ·)
on C2n+1. If g = 1 + xt−1 + yt−2 + · · · ∈ G, then π†(g · o) = x must belong to the
Lie algebra g, but y need not. Recall that g consists of the elements of Mat2n+1
which are anti-self-adjoint with respect to (·, ·).
Proposition 4.11. Write M as the disjoint union M′ ∪M′′ ∪M′′′, where M′ is
as above and M′′ = (M\M′)ι.
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3(−1)3 13(−3)
20(−1)2 120(−2)
12(−1)2
102(−1)
04
4
31
22
212
14
14
130
1202
1103
04
24
2312
2214
216
18
A3 C4
2120
14
203
1202
04
3213
32212
241
316
2215
19
2120
14 1
3(−1)
203
1202
04
3212
3221
24I 2
4
II
315
2214
18
B4 D4
Table 2. Grsm, Nsm, and Reeder pieces in some low-rank classical groups
(1) We have M′ = {(1 + xt−1) · o |x ∈ N , x2 = 0}, and ι acts trivially on M′.
Hence M′ ∪M′′ =Mι.
(2) We have
M′′ = {(1 + xt−1 + 12x
2t−2) · o |x ∈ N , x3 = 0, rk(x2) = 1}.
(3) We have
M′′′ = {(1 + xt−1 + yt−2) · o |x ∈ N , x3 = 0, rk(x2) = 2, y ∈ {(x2)1, (x
2)2}},
where (x2)1 6= (x2)2 are uniquely defined up to order by the conditions
(x2)1 + (x
2)2 = x
2, rk((x2)1) = rk((x
2)2) = 1, and
(x2)1 and (x
2)2 are adjoint to each other for (·, ·),
and ι acts on M′′′ by interchanging (1+xt−1+(x2)1t−2) ·o and (1+xt−1+
(x2)2t
−2) · o.
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Proof. Part (1) is proved in the same way as Proposition 4.8. For g ∈ G, we have
g ·o ∈M\M′ if and only if, as a point in the affine Grassmannian of SL2n+1, g ·o
belongs to the orbit labelled by a coweight (a1, . . . , a2n+1) where a2n+1 = −2 and
a2n > −2. Using Lemma 4.3(1)(2), we deduce that
(4.6) M′′ ∪M′′′ = {(1 + xt−1 + yt−2) · o | 1 + xt−1 + yt−2 ∈ G, rk(y) = 1}.
Now (1 + xt−1 + yt−2) · o is fixed by ι if and only if
1 = (1 + xt−1 + yt−2)(1− xt−1 + yt−2) = 1 + (2y− x2)t−2 + (xy− yx)t−3 + y2t−4,
which implies y = 12x
2 and x4 = 0, so x ∈ N . Since rk(x2) = 1, we must in fact have
x3 = 0. Conversely, if x ∈ N , x3 = 0, and rk(x2) = 1, then 1 + xt−1 + 12x
2t−2 =
exp(xt−1) ∈ G and (1 + xt−1 + 12x
2t−2) · o is fixed by ι. This proves part (2).
To prove part (3), we start by explaining the definition of (x2)1, (x
2)2 in the
right-hand side. Let x ∈ N be such that x3 = 0 and rk(x2) = 2. Let U be the
image of x2. Since x2 is self-adjoint for (·, ·), the subspace U⊥ perpendicular to
U equals the kernel of x2. We can define a bilinear form 〈·, ·〉 on U uniquely by
the rule 〈x2v, u〉 = (v, u) for any v ∈ C2n+1, u ∈ U . It is easy to check that this
form is symmetric and nondegenerate. Hence there are exactly two 1-dimensional
subspaces L ⊂ U which are isotropic for 〈·, ·〉. In terms of the original bilinear form
(·, ·), this means that there are exactly two 1-dimensional subspaces L ⊂ U such
that L⊥ = (x2)−1(L). Call these 1-dimensional subspaces L1 and L2 in some order.
Since L⊥1 + L
⊥
2 = C
2n+1 and L⊥1 ∩ L
⊥
2 = U
⊥ = ker(x2), we can uniquely write
x2 = (x2)1 + (x
2)2 where (x
2)1 vanishes on L
⊥
2 and (x
2)2 vanishes on L
⊥
1 . The
images of (x2)1 and (x
2)2 equal L1 and L2 respectively. If (x
2)′1, (x
2)′2 denote
the adjoints of (x2)1, (x
2)2 for (·, ·), then we have x2 = (x2)′1 + (x
2)′2 where (x
2)′1
vanishes on L⊥1 and (x
2)′2 vanishes on L
⊥
2 , and hence (x
2)′1 = (x
2)2, (x
2)′2 = (x
2)1.
Conversely, it is easy to see that if x2 = y + y′ where y and y′ have rank 1 and
are adjoint to each other for (·, ·), then the images of y and y′ satisfy the defining
property of L1 and L2, and therefore y and y
′ must equal (x2)1 and (x
2)2 in some
order.
Now the assumption x3 = 0 means that x(U) = 0, from which we deduce
that x(x2)2 = x(x
2)1 = 0, and hence (by taking adjoints) (x
2)1x = (x
2)2x = 0.
Moreover, U ⊂ U⊥, so (x2)1(x2)2 = (x2)2(x2)1 = 0. We conclude that
(1 + xt−1 + (x2)1t
−2)(1 − xt−1 + (x2)2t
−2) = 1,
(1− xt−1 + (x2)2t
−2)(1 + xt−1 + (x2)1t
−2) = 1.
Since the inverse of 1 + xt−1 + (x2)1t
−2 equals its adjoint, it belongs to G, as does
1 + xt−1 + (x2)2t
−2 = ι(1 + xt−1 + (x2)1t
−2). Taking into account (4.6), we see
that (1 + xt−1 + (x2)1t
−2) · o, (1 + xt−1 + (x2)2t
−2) · o ∈ M′′′ as claimed.
Finally, we must show that every element of M′′′ is obtained in this way. By
(4.6), any element ofM′′′ has the form g ·o where g = 1+ xt−1+ yt−2 ∈ G is such
that rk(y) = 1 and g · o is not fixed by ι. From Lemma 2.2, we know that ι(g · o)
also belongs to M′′′, so we must have g−1 = 1− xt−1+ y′t−2 where rk(y′) = 1 and
y′ 6= y. The equations
(1 + xt−1 + yt−2)(1− xt−1 + y′t−2) = 1 = (1 − xt−1 + y′t−2)(1 + xt−1 + yt−2)
imply that
y + y′ = x2, yx = xy′, xy = y′x, yy′ = y′y = 0.
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Since g ∈ G, we know that y and y′ are adjoint to each other for (·, ·). If L and L′
denote the 1-dimensional images of y and y′ respectively, then ker(y) = (L′)⊥ and
ker(y′) = L⊥. Moreover, L ⊂ L⊥ because y′y = 0, and similarly L′ ⊂ (L′)⊥. It
is not possible that L = L′, because that would force y′ = −y, which would lead
to the contradictory conclusions y ∈ g, y2 = 0, and rk(y) = 1. So U = L + L′
is 2-dimensional, and equals the image of y + y′ = x2. Since x2 is self-adjoint,
ker(x2) = U⊥.
All that remains is to show that x3 = 0. Knowing that rk(x2) = 2, it suffices to
show that x4 = 0, because there are no elements of N with a single Jordan block of
size 4. So we need only show that U ⊂ U⊥. If U 6⊂ U⊥, then the restriction of (·, ·)
to U is nondegenerate, and L and L′ are the two isotropic lines for that restriction.
But from the equations yx = xy′ and xy = y′x we see that x(L) ⊆ L′, x(L′) ⊆ L.
Since x is anti-self-adjoint, this forces the restriction of x to U to be zero, giving
the contradictory conclusion that U ⊂ U⊥ after all. 
As an immediate consequence, Nsm = {x ∈ N |x3 = 0, rk(x2) ≤ 2}. It is well
known that the G-orbits in N are parametrized by their Jordan types, which are
the partitions of 2n+ 1 in which every even part has even multiplicity. The orbits
belonging to Nsm are as follows:
[22j12n−4j+1], for 0 ≤ j ≤ ⌊n2 ⌋,
[322j12n−4j−2], for 0 ≤ j ≤ ⌊n−12 ⌋,
[3222j12n−4j−5], for 0 ≤ j ≤ ⌊n−32 ⌋.
(4.7)
Note that Nsm is the closure of the orbit [322n−31] if n is odd or [322n−413] if n is
even.
In this type we see some nontrivial Reeder pieces for the first time.
Proposition 4.12. We have:
(1) For all 0 ≤ j ≤ ⌊n2 ⌋, M(12j0n−2j) is a single G-orbit which π maps isomor-
phically onto [22j12n−4j+1].
(2) M(20n−1) is a single G-orbit which π maps isomorphically onto [31
2n−2].
(3) For all 1 ≤ j ≤ ⌊n−12 ⌋, M(212j0n−2j−1) is the union of two G-orbits. One of
them isMι(212j0n−2j−1), and π maps this isomorphically onto [32
2j12n−4j−2].
The other is mapped onto [3222j−212n−4j−1] in a 2-fold e´tale cover. In
particular, the corresponding Reeder piece is the union of the two orbits
[322j12n−4j−2] and [3222j−212n−4j−1].
Proof. Part (1) follows from Proposition 4.11(1) and Lemma 4.3(2). Now if g ∈ G
is such that g · o ∈ Gr(212j0n−2j−1), then as a point in the affine Grassmannian of
SL2n+1, g · o belongs to the orbit labelled by (2, 1, . . . , 1, 0, . . . , 0,−1, . . . ,−1,−2)
where there are 2j ones and 2n − 4j − 1 zeroes. Lemma 4.3 tells us that g =
1 + xt−1 + yt−2 where rk(y) = 1 and rk[
y x
0 y ] = 2j + 2. Of course, x and y are
also constrained by Proposition 4.11. If g · o is fixed by ι, then by Proposition
4.11(2), the rank conditions become rk(x2) = 1 and rk(x) = 2j + 2, equivalent
to x ∈ [322j12n−4j−2]. If g · o is not fixed by ι, then by Proposition 4.11(3),
the rank conditions become rk(x2) = 2 and rk(x) = 2j + 2, equivalent to x ∈
[3222j−212n−4j−1] (in particular, this case is possible only when j ≥ 1). It is then
clear from Proposition 4.11(2) that π maps Mι(212j0n−2j−1) isomorphically onto
[322j12n−4j−2], and from Proposition 4.11(3) that π gives a 2-fold e´tale covering
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map from M(212j0n−2j−1) rM
ι
(212j0n−2j−1) to [3
222j−212n−4j−1]. Since the domain
of this covering map is open inM(212j0n−2j−1), it is irreducible and must be a single
G-orbit. 
Proof of Proposition 3.2 in type B. The statements about the map π are contained
in Proposition 4.12. All that remains are the statements about the Springer corre-
spondence, but these were already checked by Reeder in [R3, Table 5.1]. 
4.4. Type D. In this subsection, let G = Spin2n for some integer n ≥ 4. We make
the usual identifications
Λˇ = {(a1, . . . , an) ∈ Z
n | a1 + · · ·+ an ∈ 2Z},
Λˇ+ = {(a1, . . . , an) ∈ Λˇ | a1 ≥ · · · ≥ an−1 ≥ |an|}.
Under the map G → SL2n, with suitable choices of maximal tori and positive
systems, (a1, . . . , an) ∈ Λˇ+ maps to the coweight (a1, . . . , an,−an, . . . ,−a1) for
SL2n. If an < 0, the latter coweight is not dominant, but the dominant coweight in
its Weyl group orbit is obtained simply by swapping the coordinates an and −an.
Lemma 4.13. We have
Λˇ+sm = {(21
2j0n−2j−1) | 0 ≤ j ≤ ⌊n−12 ⌋} ∪ {(1
2j0n−2j) | 0 ≤ j ≤ ⌊n2 ⌋}
∪
{
{(1n−1(−1))}, if n is even,
{(21n−2(−1))}, if n is odd.
If n is even, M is irreducible, but if n is odd, M has two components which are
interchanged by ι.
Proof. The proof of the description of Λˇ+sm is identical to that given in Lemma 4.10.
Note that the involution λˇ 7→ −w0λˇ is nontrivial only when n is odd, in which
case it fixes every element of Λˇ+sm except for interchanging (21
n−1) and (21n−2(−1)).
When n is even, the partial order on Λˇ+sm is described in the same way as the
type-B case, except that (1n) is replaced by two incomparable elements, (1n) and
(1n−1(−1)); in particular, (21n−20) is the unique maximal element, so M is irre-
ducible. When n is odd, the partial order on Λˇ+sm is described in the same way as the
type-B case, except that the maximal element (21n−1) is replaced by two incom-
parable elements, (21n−1) and (21n−2(−1)), so M has two irreducible components
which are interchanged by ι. 
As in the type-B case, let M′ denote
⋃
jM(12j0n−2j), or the union of this and
M(1n−1(−1)) if n is even.
Proposition 4.14. The statement of Proposition 4.11 holds verbatim here.
Proof. Identical to that of Proposition 4.11. 
As an immediate consequence, Nsm = {x ∈ N |x3 = 0, rk(x2) ≤ 2}. It is well
known that the G-orbits in N are parametrized by their Jordan types, which are
the partitions of 2n in which every even part has even multiplicity, except that
there are two orbits (forming a single O2n-orbit) for every partition in which no
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odd parts occur. The list of orbits belonging to Nsm is as follows:
[22j12n−4j ], for 0 ≤ j ≤ ⌊n2 ⌋,
except that there are two orbits [2n]I and [2
n]II when n is even,
[322j12n−4j−3], for 0 ≤ j ≤ ⌊n−22 ⌋,
[3222j12n−4j−6], for 0 ≤ j ≤ ⌊n−32 ⌋.
(4.8)
Note that Nsm is the closure of the orbit [322n−412] if n is even or [322n−3] if n is
odd.
Proposition 4.15. We have:
(1) For all 0 ≤ j ≤ ⌊n−12 ⌋, M(12j0n−2j) is a single G-orbit which π maps
isomorphically onto [22j12n−4j]. If n is even, M(1n) and M(1n−1(−1)) are
single G-orbits which π maps isomorphically onto [2n]I and [2
n]II in some
order.
(2) M(20n−1) is a single G-orbit which π maps isomorphically onto [31
2n−3].
(3) For all 1 ≤ j ≤ ⌊n−22 ⌋, M(212j0n−2j−1) is the union of two G-orbits. One of
them isMι(212j0n−2j−1), and π maps this isomorphically onto [32
2j12n−4j−3].
The other is mapped onto [3222j−212n−4j−2] in a 2-fold e´tale cover. In
particular, the corresponding Reeder piece is the union of the two orbits
[322j12n−4j−3] and [3222j−212n−4j−2].
(4) If n is odd, M(21n−1) and M(21n−2(−1)) are single G-orbits, each of which
π maps isomorphically onto [322n−3].
Proof. Similar to that of Proposition 4.12. 
Proof of Proposition 3.2 in type D. The statements about the map π are contained
in Proposition 4.15. All that remains are the statements about the Springer corre-
spondence, but these follow from the computations of V Tˇ
λˇ
done by Reeder in [R1,
Lemma 3.2] and the description of the Springer correspondence in [C, Section 13.3].
To illustrate, let λˇ = (212j0n−2j−1) for 1 ≤ j ≤ ⌊n−22 ⌋. Then as a representation
of PSO2n, Vλˇ is what Reeder calls V2j+1, and [R1, Lemma 3.2] says that the rep-
resentation of W on V Tˇ
λˇ
is the sum of the irreducibles labelled by the bipartitions
((n− j− 1, 1); (j)) and ((n− j− 1); (j, 1)). After tensoring with sign, these become
the irreducibles labelled by ((21n−j−2); (1j)) and ((21j−1); (1n−j−1)). These do in-
deed correspond under the Springer correspondence to the trivial and non-trivial
local systems on the orbit [3222j−212n−4j−2]. 
5. The exceptional types
5.1. Types E6, E7, E8. The poset Λˇ
+
sm for each of these types is displayed in
Table 6. Our numbering of the Dynkin diagrams of type E follows [Bo, Plates
V–VII]. Recall that in type E6, the involution λˇ 7→ −w0λˇ interchanges ωˇ1 and ωˇ6,
as well as ωˇ3 and ωˇ5. In types E7 and E8, λˇ = −w0λˇ for all λˇ ∈ Λˇ. Inspecting the
poset Λˇ+sm, we see:
Lemma 5.1. In type E6,M has two irreducible components which are interchanged
by ι. In types E7 and E8, M is irreducible. 
We will study the map π by means of a large simple subgroup H ⊂ G of classical
type for which the results of the previous section are available. We define H by
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specifying a connected sub-diagram of the extended Dynkin diagram of G, namely
the one whose nodes have the following labels, with 0 denoting the added node; we
have listed the nodes in the order appropriate to the type of the sub-diagram.
G H
E6 1, 3, 4, 5, 6 (type A5)
E7 0, 1, 3, 4, 2, 5 (type D6)
E8 0, 8, 7, 6, 5, 4, 3, 2 (type D8)
This sub-diagram generates a subsystem Ψ of the root system of G, and we let H
be the subgroup generated by the corresponding root subgroups. The intersection
T ∩ H is a maximal torus of H , and its cocharacter lattice ΛˇH = QΨˇ ∩ Λˇ is a
sub-lattice of Λˇ. Since H is of classical type, we can write elements of ΛˇH as tuples
of integers as in Section 4, and use the description of Λˇ+H,sm given there. (Note that
if G is of type E8, the coroot lattice ZΨˇ of H is an index-2 subgroup of ΛˇH , so H
is not simply connected; recall that Λˇ+H,sm is still contained in the coroot lattice, by
definition.)
To begin, we carry out some computations according to the following procedure.
The results of these computations are recorded in Table 3.
(1) For each λˇ ∈ Λˇ+sm, compute dimGrλˇ. This is done using the formula
dimGrλˇ = 〈λˇ, 2ρ〉 where 2ρ is the sum of the positive roots of G.
(2) For each λˇ ∈ Λˇ+sm, find the elements µˇ ∈ Λˇ
+
H,sm such that the H(O)-orbit
GrH,µˇ is contained in Grλˇ. For µˇ ∈ Λˇ
+
H , we have GrH,µˇ ⊂ Grλˇ if and only
if µˇ, when regarded as an element of Λˇ, lies in the W -orbit of λˇ. The
determination of which µˇ ∈ Λˇ+H,sm have this property was carried out using
the LiE software package [LiE].
(3) For each such µˇ ∈ Λˇ+H,sm, find the nilpotent orbits in NH,sm contained in
πH(MH,µˇ). These orbits can be found by referring to Table 1.
(4) For each such nilpotent orbit in NH,sm, compute its G-saturation in N .
Recall that in the Bala–Carter classification of nilpotent orbits, a nilpotent
orbit is labelled by the smallest Levi subalgebra it meets. In the classical
types, the procedure for converting from a partition-type label to a Bala–
Carter label is given in [BC, §6]. When we do this for a nilpotent orbit
C ⊂ NH,sm found in the previous step, we notice that in each case, the
Levi subalgebra of h that arises shares its derived subalgebra with a Levi
subalgebra of g. Therefore, the G-saturation of C is the orbit in N which
carries the same Bala–Carter label. These labels are recorded in the last
column, along with the dimension of the orbit as given in [C, Section 13.1].
(In some instances, two isomorphic but nonconjugate Levi subalgebras of h
may become conjugate under G. For instance, in D8, the nilpotent orbits
[32415] and [28] are labelled by two conjugate subalgebras that are both of
type 4A1.)
In view of Lemma 2.5, we can conclude that each nilpotent orbit listed in the
right-hand column of Table 3 in the row corresponding to λˇ ∈ Λˇ+sm is contained in
the image π(Mλˇ). We now aim to prove that this list of orbits is complete.
Lemma 5.2. Let C ⊂ N be the unique maximal G-orbit appearing in Table 3, and
let D = π−1(C) ⊂M. Then D is an open dense subset of M, and π|D : D → C is
an e´tale double cover. In fact, in types E7 and E8, D is isomorphic to the unique
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E6 :
λˇ dimGrλˇ µˇ : GrH,µˇ ⊂ Grλˇ piH(MH,µˇ) G · piH(MH,µˇ) dim
3ωˇ1 48 (1, 1, 1, 1,−2,−2) [3
2] 2A2 48
3ωˇ6 48 (2, 2,−1,−1,−1,−1) [3
2] 2A2 48
ωˇ1 + ωˇ3 46 (1, 1, 1, 0,−1,−2) [321] A2 + A1 46
ωˇ5 + ωˇ6 46 (2, 1, 0,−1,−1,−1) [321] A2 + A1 46
ωˇ4 42 (1, 1, 0, 0, 0,−2) [31
3] A2 42
(2, 0, 0, 0,−1,−1) [313] A2 42
(1, 1, 1,−1,−1,−1) [23] 3A1 40
ωˇ1 + ωˇ6 32 (1, 1, 0, 0,−1,−1) [2
212] 2A1 32
ωˇ2 22 (1, 0, 0, 0, 0,−1) [21
4] A1 22
0 0 0 [16] 1 0
E7 :
λˇ dimGrλˇ µˇ : GrH,µˇ ⊂ Grλˇ piH(MH,µˇ) G · piH(MH,µˇ) dim
ωˇ2 + ωˇ7 76 (2, 1, 1, 1, 1, 0) [3
22212] A2 + A1 76
[3241] 4A1 70
ωˇ3 66 (2, 1, 1, 0, 0, 0) [3
216] A2 66
[32215] (3A1)
′ 64
(1, 1, 1, 1, 1, 1) [26]I (3A1)
′ 64
2ωˇ7 54 (1, 1, 1, 1, 1,−1) [2
6]II (3A1)
′′ 54
ωˇ6 52 (2, 0, 0, 0, 0, 0) [31
9] 2A1 52
(1, 1, 1, 1, 0, 0) [2414] 2A1 52
ωˇ1 34 (1, 1, 0, 0, 0, 0) [2
218] A1 34
0 0 0 [112] 1 0
E8 :
λˇ dimGrλˇ µˇ : GrH,µˇ ⊂ Grλˇ piH(MH,µˇ) G · piH(MH,µˇ) dim
ωˇ2 136 (2, 1, 1, 1, 1, 0, 0, 0) [3
22216] A2 + A1 136
[32415] 4A1 128
(1, 1, 1, 1, 1, 1, 1, 1) [28] 4A1 128
ωˇ7 114 (2, 1, 1, 0, 0, 0, 0, 0) [3
2110] A2 114
[32219] 3A1 112
(1, 1, 1, 1, 1, 1, 0, 0) [2614] 3A1 112
ωˇ1 92 (2, 0, 0, 0, 0, 0, 0, 0) [31
13] 2A1 92
(1, 1, 1, 1, 0, 0, 0, 0) [2418] 2A1 92
ωˇ8 58 (1, 1, 0, 0, 0, 0, 0, 0) [2
2112] A1 58
0 0 0 [116] 1 0
Table 3. Orbit calculations for types E6, E7, E8.
connected G-equivariant double cover of C, whereas in type E6, D is isomorphic to
the trivial double cover Z/2Z× C.
Proof. We see by inspection that in each case dimC = dimM, so we must have
dimC = dimD. Since π is G-equivariant, it follows immediately that π|D : D → C
is finite and e´tale. In types E7 and E8,M is irreducible, so D must be a connected
dense open subset ofM. Note that for a point x ∈ C ∩NH,sm, the fibre π
−1
H (x) has
two points. So for general x ∈ C, the fibre π−1(x) must have at least two points.
But in both these types, the G-equivariant fundamental group of C is Z/2Z (see [C,
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E6 :
V3ωˇ1 V3ωˇ6 IC(2A2)
3ωˇ1 1 3ωˇ6 1 2A2 q
12
ωˇ1 + ωˇ3 1 ωˇ5 + ωˇ6 1 A2 + A1 q
12
ωˇ4 1 ωˇ4 1 A2 2q
12
3A1 q
12
ωˇ1 + ωˇ6 4 ωˇ1 + ωˇ6 4 2A1 q
18 + q16 + q14 + q12
ωˇ2 10 ωˇ2 10 A1
q21 + q20 + q19 + 2q18 + q17
+ q16 + q15 + q14 + q12
0 24 0 24 1
q30 + q28 + q27 + q26 + q25 + 3q24 + q23
+ 2q22 + 2q21 + 2q20 + q19 + 3q18
+ q17 + q16 + q15 + q14 + q12
E7 :
Vωˇ2+ωˇ7 IC(A2 + A1) IC(A2 + A1, σ)
ωˇ2 + ωˇ7 1 A2 + A1 q
25 q25
4A1 q
25
ωˇ3 5 A2
q29 + q28 + q27
+ q26 + q25
q29 + q28 + q27
+ q26 + q25
(3A1)
′ q29 + q27 + q25 q28 + q26
2ωˇ7 6 (3A1)
′′ q35 + q31 + q29 + q25 q32 + q28
ωˇ6 22 2A1
2q35 + 2q33 + 3q31
+ 3q29 + q27 + q25
q36 + q34 + 3q32
+ 2q30 + 2q28 + q26
ωˇ1 75 A1
2q43 + 3q41 + 5q39 + 7q37
+ 7q35 + 6q33 + 5q31
+ 3q29 + q27 + q25
q44 + 2q42 + 4q40 + 5q38
+ 6q36 + 6q34 + 5q32
+ 3q30 + 2q28 + q26
0 225 1
q59 + q57 + 3q55 + 5q53
+ 6q51 + 9q49 + 11q47
+ 11q45 + 13q43 + 13q41
+ 11q39 + 11q37 + 9q35
+ 6q33 + 5q31 + 3q29
+ q27 + q25
q58 + 2q56 + 3q54 + 5q52
+ 7q50 + 8q48 + 10q46
+ 11q44 + 11q42 + 11q40
+ 10q38 + 8q36 + 7q34
+ 5q32 + 3q30
+ 2q28 + q26
E8 :
Vωˇ2 IC(A2 + A1) IC(A2 + A1, σ)
ωˇ2 1 A2 +A1 q
52 q52
4A1 q
52
ωˇ7 6 A2
q62 + q59 + q58 + q56
+ q55 + q52
q62 + q59 + q58 + q56
+ q55 + q52
3A1 q
62 + q58 + q56 + q52 q59 + q55
ωˇ1 29 2A1
q72 + q70 + 2q68 + 2q66 + 3q64
+ 2q62 + 2q60 + 2q58 + q56 + q52
q73 + q69 + 2q67 + q65 + 2q63
+ 2q61 + q59 + q57 + q55
ωˇ8 111 A1
q88 + q86 + 2q84 + 3q82 + 4q80
+ 4q78 + 6q76 + 6q74 + 6q72 + 6q70
+ 6q68 + 4q66 + 5q64 + 3q62 + 2q60
+ 2q58 + q56 + q52
q89 + 2q85 + 2q83 + 2q81 + 4q79
+ 4q77 + 3q75 + 6q73 + 4q71
+ 4q69 + 5q67 + 3q65 + 2q63
+ 3q61 + q59 + q57 + q55
0 370 1
q116 + q112 + 2q110 + 2q108 + 3q106
+ 5q104 + 4q102 + 7q100 + 8q98
+ 8q96 + 10q94 + 12q92 + 10q90
+ 13q88 + 13q86 + 12q84 + 13q82
+ 13q80 + 10q78 + 12q76 + 10q74
+ 8q72 + 8q70 + 7q68 + 4q66
+ 5q64 + 3q62 + 2q60
+ 2q58 + q56 + q52
q113 + q111 + q109 + 3q107
+ 2q105 + 3q103 + 6q101 + 4q99
+ 6q97 + 9q95 + 6q93 + 9q91
+ 11q89 + 7q87 + 11q85 + 11q83
+ 7q81 + 11q79 + 9q77 + 6q75
+ 9q73 + 6q71 + 4q69 + 6q67
+ 3q65 + 2q63 + 3q61
+ q59 + q57 + q55
Table 4. Calculations for the proof of Lemma 5.6.
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Section 13.1]), so the fibres of a connected cover of C can have at most two points.
We conclude that D is the unique connected double cover of C in these types.
Now suppose that G is of type E6. Since D is ι-stable, it must meet both irre-
ducible components of M. It follows that D is dense in M and has two connected
components. Since the G-equivariant fundamental group of C is trivial in this case,
each connected component of D must be isomorphic to C. 
Lemma 5.3. The image Nsm = π(M) is an irreducible closed subset of N , con-
taining precisely the nilpotent orbits appearing in Table 3. In particular, Nsm ⊂
G · NH,sm.
Proof. Let C and D be as in Lemma 5.2. Since D is dense in M and π(D) = C,
it follows that π(M) ⊂ C. On the other hand, consulting [C, Section 13.4] for the
closure order, we see that every G-orbit in C appears in Table 3, and so is contained
in π(M). Thus, π(M) = C. 
Lemma 5.4. The map π :M→Nsm is finite.
Proof. This follows from Lemma 5.2 and Lemma 2.6. 
Lemma 5.5. Let λˇ ∈ Λˇ+sm. For µˇ ∈ Λˇ, let m
µˇ
λˇ
denote the dimension of the µˇ-weight
space in Vλˇ. For x ∈ Nsm, we have∑
i
dimHix(π∗IC(Grλˇ)|M) =
∑
µˇ∈Λˇ+sm
|π−1(x) ∩ Grµˇ|m
µˇ
λˇ
.
Proof. Since M is open in Grsm and π :M→Nsm is finite, we have
Hix(π∗IC(Grλˇ)|M)
∼=
⊕
y∈pi−1(x)
Hiy(IC(Grλˇ)).
Of course, since IC(Grλ) is G(O)-equivariant, its stalk at a point y depends, up to
isomorphism, only on the G(O)-orbit, so we have
dimHix(π∗IC(Grλˇ)|M) =
∑
µˇ∈Λˇ+sm
|π−1(x) ∩ Grµˇ| dimH
i
µˇ(IC(Grλˇ)),
where Hiµˇ(IC(Grλˇ)) denotes the stalk of H
i(IC(Grλˇ)) at some chosen point of Grµˇ.
Now
∑
i dimH
i
µˇ(IC(Grλˇ))q
i/2 is essentially Lusztig’s q-analogue of the weight mul-
tiplicity. In fact, it follows from [L2] that
∑
i dimH
i
µˇ(IC(Grλˇ)) = m
µˇ
λˇ
, and the
lemma follows from that. 
Lemma 5.6. Let C ⊂ Nsm be the unique open orbit, and let D1 be a connected
component of π−1(C). Let λˇ ∈ Λˇ+sm be such that D1 ⊂ Grλˇ. For x ∈ Nsm ∩ NH,sm,
we have
(5.1)
∑
i
dimHix(π∗IC(D1)) =
∑
µˇ∈Λˇ+sm
|π−1H (x) ∩ Grµˇ|m
µˇ
λˇ
.
Proof. Each side of this formula depends only on the H-orbit of x. Let YH denote
this orbit; it must be one of those appearing in Table 3. The proof consists of
simply calculating both sides separately for each possible orbit, and checking that
the calculations agree.
We explain first how to calculate the right-hand side. Because Proposition 3.2
holds for H , we know the cardinality of π−1H (x) (it is either 1 or 2). That same
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proposition also tells us the H(O)-orbits to which these points belong; then, by
referring to Table 3, one can determine the G(O)-orbit containing each point of
π−1H (x). Finally, the multiplicities m
µˇ
λˇ
are known from (say) the Freudenthal mul-
tiplicity formula. For explicit calculations, the authors relied on the LiE software
package [LiE].
For the left-hand side, note that because π is finite, the functor π∗ is t-exact for
perverse sheaves, and it takes intersection cohomology complexes to intersection
cohomology complexes. Indeed, it follows from Lemma 5.2 that
π∗IC(D1) ∼=
{
IC(C)⊕ IC(C, σ) in types E7 and E8,
IC(C) in type E6.
Here, σ denotes the unique nontrivial local system on C in types E7 and E8. The
stalks of simple perverse sheaves on N can be computed by the so-called Lusztig–
Shoji algorithm (see [L3, §24] or [Sh, §4]), for which an implementation for the GAP
computer algebra system is available from [A2]. For each simple perverse sheaf F
and each x, this algorithm computes the polynomial
q(dimN )/2
∑
i
dimHix(F) q
i/2.
The relevant polynomials (which depend only on the G-orbit of x, of course) are
recorded in Table 4. Evaluating these polynomial at q = 1 yields the left-hand side
of (5.1). We leave it to the reader to compare the left- and right-hand sides of (5.1)
in each case. 
Corollary 5.7. For x ∈ Nsm ∩ NH,sm, we have π−1(x) = π
−1
H (x).
Proof. Retain the notation in the statement of Lemma 5.6. Comparing that state-
ment to Lemma 5.5, we see that∑
µˇ∈Λˇ+sm
|(π−1(x)r π−1H (x)) ∩ Grµˇ|m
µˇ
λˇ
= 0.
In types E7 and E8, we have m
µˇ
λˇ
> 0 for all µˇ ∈ Λˇ+sm. In type E6, Grsm has two
components, and there are two choices for D1 and for λˇ in Lemma 5.6. For each µˇ,
we have mµˇ
λˇ
> 0 for at least one of the two choices of λˇ. In all three types, we may
then conclude that π−1(x) r π−1H (x) = ∅, as desired. 
Corollary 5.8. Every G-orbit in M meets MH .
Proof. Suppose D′ is a G-orbit in M that does not meet MH . We know from
Lemma 5.3 that π(D′) is a G-orbit in G · NH,sm. But then for x ∈ π(D′) ∩ NH,sm,
the fibre π−1(x) contains a point of D′ which is not in π−1H (x), contradicting Corol-
lary 5.7. 
We are now ready to prove the main result of this section.
Proof of Proposition 3.2 for types E6, E7, and E8. The first two statements are in
Lemmas 5.1, 5.2 and 5.3. Now, let λˇ ∈ Λˇ+sm. By Corollary 5.8, the nilpotent orbits
in Nsm listed for λˇ in Table 3 are precisely those in the Reeder piece π(Mλˇ). We
may check by inspection that for distinct λˇ, νˇ ∈ Λˇ+sm, the Reeder pieces π(Mλˇ)
and π(Mνˇ) are either disjoint or equal, and that equality occurs if and only if
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E6 :
λˇ V Tˇ
λˇ
⊗ ǫ
3ωˇ1, 3ωˇ6 φ24,12
ωˇ1 + ωˇ3, ωˇ5 + ωˇ6 φ64,13
ωˇ4 φ30,15 + φ15,17
ωˇ1 + ωˇ6 φ20,20
ωˇ2 φ6,25
0 φ1,36
E7 :
λˇ V Tˇ
λˇ
⊗ ǫ
ωˇ2 + ωˇ7 φ120,25 + φ105,26
ωˇ3 φ56,30 + φ21,33
2ωˇ7 φ21,36
ωˇ6 φ27,37
ωˇ1 φ7,46
0 φ1,63
E8 :
λˇ V Tˇ
λˇ
⊗ ǫ
ωˇ2 φ210,52 + φ160,55
ωˇ7 φ112,63 + φ28,68
ωˇ1 φ35,74
ωˇ8 φ8,91
0 φ1,120
F4 :
λˇ V Tˇ
λˇ
⊗ ǫ
ωˇ2 φ
′′
8,9 + φ
′′
1,12
ωˇ4 φ4,13
ωˇ1 φ
′′
2,16
0 φ1,24
G2 :
λˇ V Tˇ
λˇ
⊗ ǫ
ωˇ1 φ2,1
ωˇ2 φ
′′
1,3
0 φ1,6
Table 5. Zero weight spaces in the exceptional groups
νˇ = −w0λˇ. Thus, we have established the bijection (3.1) and the fact that the
Reeder pieces form a partition of Nsm.
It is also clear by inspection that each Reeder piece consists of one or two nilpo-
tent orbits. Consider now a ι-stable union of G(O)-orbits Grλˇ ∪ Gr−w0λˇ contained
in Grsm, and let S be the corresponding Reeder piece. In cases where S consists of
a single nilpotent orbit C, we see from Table 3 that π−1H (x) ∩ Grλˇ is a singleton for
all x ∈ C ∩ NH,sm. By Corollary 5.7 and the G-equivariance of π, it follows that
π−1(x) ∩ Grλˇ is a singleton for all x ∈ C, so in fact, π gives rise to an isomorphism
π−1(C) ∩ Grλˇ → C.
If S consists of two nilpotent orbits C1 and C2 with C2 ⊂ C1, then we see by
inspection that Grλˇ = Gr−w0λˇ. The reasoning of the previous paragraph applies
verbatim to C2. Similar reasoning shows that π
−1(C1)→ C1 is a 2-fold e´tale cover.
Moreover, π−1(C1) must be connected because it has the same dimension as Grλˇ,
and the latter is irreducible. Finally, using the fact that Proposition 3.2 holds for
H , we see that the Z/2Z-action is free on fibres over points of C1 ∩ NH,sm, and
therefore on all of π−1(C1).
We have now established all the geometric assertions in Proposition 3.2. It
remains to check the claims involving the Springer correspondence. For each small
representation V in type E, the Weyl group action on V Tˇ has been computed by
Reeder [R1, §4]. In Table 5, we record the results of tensoring Reeder’s calculations
with ǫ. Finally, one may consult the tables for the Springer correspondence in [C,
Section 13.3] to verify that either (3.2) or (3.3) holds, as appropriate. 
5.2. Types F4 and G2. The poset Λˇ
+
sm for each of these types is displayed in
Table 6. Note that we are numbering the nodes of the Dynkin diagram for G as in
[Bo, Plates VIII, IX], which means that the fundamental weights of Gˇ are numbered
in the reverse of what would be the natural order if we were considering Gˇ alone.
The involution λˇ 7→ −w0λˇ is trivial in these types. By inspection, we have:
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3ωˇ1 3ωˇ6
ωˇ1 + ωˇ3 ωˇ5 + ωˇ6
ωˇ4
ωˇ1 + ωˇ6
ωˇ2
0
2A2
A2 +A1
A2
3A1
2A1
A1
1
ωˇ2 + ωˇ7
ωˇ3
2ωˇ7
ωˇ6
ωˇ1
0
A2 + A1
4A1
A2
(3A1)
′
(3A1)
′′
2A1
A1
1
E6 E7
ωˇ2
ωˇ7
ωˇ1
ωˇ8
0
A2 + A1
4A1
A2
3A1
2A1
A1
1
ωˇ2
ωˇ4
ωˇ1
0
A2
A1 + A˜1
A˜1
A1
1
ωˇ1
ωˇ2
0
G2(a1)
A˜1
A1
1
E8 F4 G2
Table 6. Grsm, Nsm, and Reeder pieces in the exceptional types
Lemma 5.9. M is irreducible. 
Groups of these types arise by ‘folding’: each such G is the set of fixed points of
an automorphism σ of some larger simply-connected simple algebraic group H of
simply-laced type, where σ comes from an automorphism of the Dynkin diagram
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F4 :
λˇ dimGrλˇ µˇ : Grλˇ ⊂ GrH,µˇ piH(MH,µˇ) N ∩ piH(MH,µˇ) dim
ωˇ2 30 ωˇH,4 A2 A2 30
3A1 A1 + A˜1 28
ωˇ4 22 ωˇH,1 + ωˇH,6 2A1 A˜1 22
ωˇ1 16 ωˇH,2 A1 A1 16
0 0 0 1 1 0
G2 :
λˇ dimGrλˇ µˇ : Grλˇ ⊂ GrH,µˇ piH(MH,µˇ) N ∩ piH(MH,µˇ) dim
ωˇ1 10 (2, 1, 1, 0) [3
212] G2(a1) 10
[3221] A˜1 8
ωˇ2 6 (1, 1, 0, 0) [2
214] A1 6
0 0 0 [18] 1 0
Table 7. Orbit calculations for types F4 and G2.
of H . The type of H is given in the following table.
G H
F4 E6
G2 D4
The inclusion G →֒ H induces embeddings Gr →֒ GrH and N →֒ NH .
In both cases, Proposition 3.2 is already known for H . As in Section 5.1, we
will deduce Proposition 3.2 for G from the result for H , but since H is now big-
ger than G, the arguments will be much easier. We begin once again with some
computations, recorded in Table 7.
(1) For each λˇ ∈ Λˇ+sm, compute dimGrλˇ. As before, we use the formula
dimGrλˇ = 〈λˇ, 2ρ〉.
(2) For each λˇ ∈ Λˇ+sm, find the H(O)-orbit GrH,µˇ containing Grλˇ. To write
down coweights of H , we choose a σ-stable maximal torus TH such that
T σH = T . With a suitable choice of positive system, the desired coweight
µˇ is simply λˇ regarded as a σ-stable element of Λˇ+H . Crucially, we observe
that in each case µˇ ∈ Λˇ+H,sm.
(3) For this H(O)-orbit GrH,µˇ, find the nilpotent orbits in NH,sm contained in
πH(MH,µˇ). We refer to Table 6 for H of type E6, and to Table 1 or 2 for
H of type D4.
(4) For each nilpotent orbit in NH,sm, compute its intersection with N . Recall
that by Dynkin–Kostant theory, given a nilpotent orbit C ⊂ N , one can
associate to it a ‘weighted Dynkin diagram’, which is really a coweight
νˇ(C) : C× → T obtained by restricting a certain homomorphism SL2 → G
to the subgroup {[ a a−1 ]}
∼= C×. The same remarks apply to H . For
nilpotent orbits C ⊂ N and C′ ⊂ NH , we have C ⊂ C′ if and only if νˇ(C),
when regarded as a σ-stable element of Λˇ+H , equals νˇ(C
′). For each C′, we
can find C and dimC by consulting the tables of weighted Dynkin diagrams
in [C, Section 13.1].
Lemma 5.10. The image Nsm = π(M) is an irreducible closed subset of N , and
the map π : M→ Nsm is finite. For each Grλˇ ⊂ Grsm, the image π(Mλˇ) consists
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precisely of the nilpotent orbits listed in Table 7. Finally, the commutative diagram
(5.2)
M //
pi

MH
piH

Nsm // NH,sm
is cartesian.
Proof. The calculations leading to Table 7 show that under the embedding Gr−0 →֒
Gr
−
H,0, we have M ⊂ MH . It follows from Lemma 2.5 that π(M) is contained in
g∩NH = N . Moreover, π is finite because πH is finite, and therefore Nsm = π(M)
is closed in N . Since M is irreducible, Nsm is also irreducible.
It also follows from Lemma 2.5 that for each λˇ ∈ Λˇ+sm, the image π(Mλˇ) must
be contained in the union of the nilpotent orbits listed for λˇ in Table 7. The image
π(Mλˇ) is G-stable and nonempty, so in cases where only one nilpotent orbit is
listed, it is automatic that π(Mλˇ) equals that orbit. It remains to consider the
case where Grλˇ is the largest G(O)-orbit in M: this is listed with two nilpotent
orbits in each type. Let us denote these by C1 and C2, with C2 ⊂ C1 (see [C, Section
13.4] for the closure order). Because π is finite, we have dim(π(Mλˇ)) = dimGrλˇ.
Since dimC1 = dimGrλˇ > dimC2, we must have C1 ⊂ π(Mλˇ). Since π(M) is
closed, we must also have C2 ⊂ π(M), but we already know that C2 6⊂ π(Mνˇ) for
any smaller orbit Grνˇ . Thus, C2 ⊂ π(Mλˇ).
Finally, consider an element x ∈ Nsm. We obviously have π−1(x) ⊂ π
−1
H (x).
Moreover, we know that π−1(x) is nonempty, so it is a union of Z/2Z-orbits. On the
other hand, by Theorem 1.1 for H , π−1H (x) contains exactly one Z/2Z-orbit, so we
conclude that π−1(x) = π−1H (x). This means that the diagram (5.2) is cartesian. 
Proof of Proposition 3.2 for types F4 and G2. We noted in Lemmas 5.9 and 5.10
thatM and Nsm are irreducible. By Lemma 5.10 and inspection of Table 7, we see
that the Reeder pieces each consist of one or two nilpotent orbits, that they form a
partition of Nsm, and that they are in bijection with the set of G(O)-orbits in Grsm.
Since every G(O)-orbit in Gr is ι-stable, we have established the bijection (3.1).
Suppose S is a Reeder piece consisting of a single nilpotent orbit C. Let CH
denote the H-saturation of C, listed in Table 7. Referring to Tables 1 and 6 and
invoking Proposition 3.2 forH , we see that in each case, the map π−1H (CH)→ CH is
an isomorphism. Because (5.2) is cartesian, the map π−1(C)→ C is an isomorphism
as well.
Next, consider a Reeder piece S containing two nilpotent orbits C1 and C2, with
C2 ⊂ C1. The reasoning of the preceding paragraph applies verbatim to C2 and
shows that π−1(C2) → C2 is an isomorphism. On the other hand, for x ∈ C1,
the fibre π−1H (x) always contains two points, so π
−1(C1) → C1 must be a 2-fold
cover. Since π−1(C1) is a dense subset of a single ι-stable G(O)-orbit, it must be
connected.
Finally, the assertions about the Springer correspondence follow from Reeder’s
calculations of V Tˇ
λˇ
⊗ ǫ in [R3, Table 5.1], which have been reproduced in Table 5,
and the description of the Springer correspondence in [C, Section 13.3]. (When
comparing Table 5 with Reeder’s table, note that the identification of the Weyl
groups of G and Gˇ interchanges ′ and ′′ in the labels of irreducible representations
of W , and that Reeder numbers the nodes of the Dynkin diagram differently.) 
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Remark 5.11. Suppose G is of type G2, and let C denote the nilpotent orbit labelled
G2(a1). This orbit has one nontrivial rank-1 local system σ. The pair (C, σ) does
not occur in the Springer correspondence, so for that orbit, the term involving
IC(C, σ) should be omitted from the right-hand side of the formula (3.3).
6. Consequences
6.1. Normality and seminormality. The question of which orbit closures in N
are normal has been completely answered in all types other than E7 and E8 [Ko,
KP1, BS, Kr, Br2, Br3, So2]. As a special case of such an orbit closure, Nsm is
known to be normal in all types except the following.
• In type Dn for odd n ≥ 5, Nsm (the closure of the orbit [322n−3]) is not
normal, but is known to be seminormal [KP1]. Recall that a variety is semi-
normal if every bijective map to it is an isomorphism, and that normality
implies seminormality.
• In type E6, Nsm (the closure of the orbit 2A2) is not normal, and indeed
its normalization map is not bijective [BS, Section 5, (F)].
• In types E7 and E8, Nsm (the closure of the orbit A2 + A1) is expected
to be normal, though this has not been proved [Br3, Remark 7.9]. The
normalization map of Nsm is known to be bijective: by [BS, Section 5, (E)],
this follows from the fact that dimH− dimNsmx (IC(Nsm)) = 1 for all x ∈ Nsm
(see Table 4).
Conjecture 6.1. If G is of type E, the variety Nsm is seminormal.
Note that in types E7 and E8, Conjecture 6.1 is equivalent to the conjecture
that Nsm is normal. The following is an immediate consequence of Theorem 1.1.
Proposition 6.2. Assume either that G is not of type E, or that Conjecture 6.1
holds. Then the map M/(Z/2Z) → Nsm induced by π is an isomorphism of vari-
eties. 
We can also use Theorem 1.1 to construct the normalization of Nsm, or, more
generally, of the closure of any Reeder piece.
Proposition 6.3. Let λˇ ∈ Λˇ+sm, and let C be the open orbit in the Reeder piece
π(Mλˇ).
(1) If λˇ 6= −w0λˇ, then the map Grλˇ∩Gr
−
0 → C induced by π is the normalization
map of C.
(2) If λˇ = −w0λˇ, then the bijection (Grλˇ ∩ Gr
−
0 )/(Z/2Z) → C induced by π is
the normalization map of C.
Proof. The variety Grλˇ ∩ Gr
−
0 is normal, because it is an open subset of the affine
Schubert variety Grλˇ. In case (1), we know from Proposition 3.2 that π induces
an isomorphism from Mλˇ to C; since π is finite, the claim follows. In case (2), we
know from Lemma 2.2 that Grλˇ ∩ Gr
−
0 is ι-stable. Since quotients by finite group
actions preserve normality, the claim follows. 
We can deduce a sort of converse to Proposition 6.2 in types E7 and E8.
Corollary 6.4. Suppose that G is of type E7 or E8. If the map M/(Z/2Z)→ Nsm
induced by π is an isomorphism, then the closure of every Reeder piece is normal.
Note that, apart from Nsm itself, the only closure of a Reeder piece in these
types which is not known to be normal is the closure of A2.
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6.2. Special pieces. Recall that a special piece is a subset of N obtained by taking
the closure of a special nilpotent orbit and deleting from it the closures of all strictly
smaller special nilpotent orbits. The special pieces are locally closed and form a
partition of N . See [C, Section 13.4] for details of the special pieces in each type.
Lusztig has conjectured [L4, Section 0.6] that for each special piece S, there is
a smooth variety S˜ with commuting actions of G and a specified finite group AS ,
as well as a G-equivariant isomorphism S˜/AS ∼= S. The conjecture also proposes a
specific relationship between G-orbits in S and stabilizers in AS : in the case where
S consists of two orbits C1 and C2 with C1 special, the group AS is Z/2Z, and the
claim is that C2 is the image of the (Z/2Z)-fixed subvariety of S˜.
Lusztig formulated his conjecture only for the exceptional types, because in
the classical types the result was known by the work of Kraft–Procesi [KP2]. In
unpublished work, Lusztig has verified the conjecture in type G2. If a variety S˜
satisfying the conditions in Lusztig’s conjecture exists, it is known to be unique [AS].
Now in the simply-laced types, every Reeder piece is a special piece (by inspection
of Tables 1 and 6). For a Reeder piece π(Mλˇ) consisting of two orbits, Proposi-
tion 3.2 supplies a smooth variety Mλˇ with commuting actions of G and Z/2Z,
and a G-equivariant bijection Mλˇ/(Z/2Z)→ π(Mλˇ) in which the smaller orbit is
the image of the (Z/2Z)-fixed subvariety Mι
λˇ
. If this bijection is an isomorphism,
then Lusztig’s conjecture is verified.
Proposition 6.5. Lusztig’s conjecture holds for the smallest nontrivial special piece
in type E6, namely, that with special orbit A2. If G is of type E7 or E8 and
Conjecture 6.1 holds, then Lusztig’s conjecture holds for the special pieces with
special orbits A2 +A1 and A2.
Proof. In type E6, the closure of the orbit A2 is normal [So2], so the special piece
S containing A2 is also normal. Hence the bijection Mωˇ4/(Z/2Z) → S is an
isomorphism, as required. If G is of type E7 or E8 and Conjecture 6.1 holds, then
the analogous bijection is an isomorphism by Proposition 6.2. 
When G is of non-simply-laced type, the Reeder pieces are the intersections with
Nsm of Reeder pieces for the simply-laced group H from which G is obtained by
‘folding’: see Lemma 5.10 (the analogous result in types B and C also holds). Thus,
the Reeder pieces for G are related to special pieces for H rather than to special
pieces for G. For example, in type F4 the nontrivial Reeder piece consists of two
special orbits, whereas the two orbits in the smallest nontrivial special piece, A˜1
and A1, are in separate Reeder pieces.
6.3. Relation to Reeder’s results. By now, it will be clear that many results of
the present paper were inspired by Reeder’s work [R1, R2, R3], and in particular
his explicit computations of V Tˇ for V small. Here, we briefly explain how some of
Reeder’s other results fit into the context of the present paper.
6.3.1. Big orbits and subdual orbits. Inside the nilpotent cone Nˇ for Gˇ, there is
a unique maximal open subset consisting of special nilpotent Gˇ-orbits. Orbits
contained in this set are said to be big. In the simply-laced types, Reeder proved that
for a small representation V of Gˇ, the Weyl group action on V Tˇ can be described
in terms of Springer representations attached to some big nilpotent orbit [R1].
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This result is related to Theorem 1.3 by Spaltenstein duality, an order-reversing
map from nilpotent orbits in Nˇ to special nilpotent orbits in N . The following
facts can be verified by case-by-case calculations:
(1) The Spaltenstein dual of a big orbit is the open orbit in some Reeder piece.
Moreover, every open orbit of a Reeder piece arises in this way.
(2) Let Cˇ be a big orbit in Nˇ , and let C ⊂ N be its Spaltenstein dual. Then⊕
Eˇ a local
system on Cˇ
Springer(IC(Cˇ, Eˇ)) ∼= ǫ⊗
⊕
E a local
system on C
Springer(IC(C,E)).
Using these facts, Reeder’s main result in [R1] can be deduced from Theorem 1.3.
The definition of ‘big orbit’ still makes sense in the non-simply-laced types, but
it is no longer such a well-behaved notion. There are big orbits (for example, F4(a3)
in type F4) whose Spaltenstein dual is not even contained in Nsm; conversely, there
are open orbits of Reeder pieces (e.g., the orbit A1 in type G2) that are not special,
and so cannot be the Spaltenstein dual of anything. It would be interesting to see
whether the generalizations of Spaltenstein duality in [A1] or [So1], combined with
some modification of the definition of ‘big’, would allow the result of [R1] to be
generalized to the non-simply-laced case.
6.3.2. Small weighted Dynkin diagrams. A nilpotent orbit C ⊂ N is determined
by its ‘weighted Dynkin diagram’, which we can think of as the unique coweight
νˇ(C) ∈ Λˇ+ such that νˇ(C) : C× → T extends to a homomorphism ϕνˇ(C) : SL2 → G
with dϕνˇ(C)([
0 1
0 0 ]) ∈ C. For example, if Cmin is the minimal (nonzero) nilpotent
orbit, then νˇ(Cmin) is the highest short coroot αˇ0. It is easy to check using [C,
Section 13.1] that λˇ ∈ Λˇ+sm arises as νˇ(C) if and only if λˇ = −w0λˇ. Reeder made
this observation for the simply-laced types in [R3, Proposition 3.2], of which we can
give the following generalization.
Proposition 6.6. Let λˇ ∈ Λˇ+sm be such that λˇ = −w0λˇ, and let C ⊂ N be such
that λˇ = νˇ(C). Then C = π(Mι
λˇ
), and π restricts to an isomorphism Mι
λˇ
∼
→ C.
In particular, π restricts to an isomorphism Mαˇ0
∼
→ Cmin.
Proof. Applying Lemma 2.5 to the homomorphism ϕνˇ(C) : SL2 → G, we see that
π(Mι
λˇ
) meets C. But by Proposition 3.2, Mι
λˇ
is a single G-orbit and π restricted
to Mι
λˇ
is injective, so π must map Mι
λˇ
isomorphically onto C. In case λˇ = αˇ0, we
have Mαˇ0 =M
ι
αˇ0 because the corresponding Reeder piece consists solely of Cmin,
as shown in Tables 1 and 6. 
6.3.3. Subdual orbits. Returning to the simply-laced case, Reeder introduces a no-
tion of subdual orbit in [R2], defining it in terms of big orbits and Spaltenstein
duality. His definition is easily seen to be equivalent to the following: the subdual
orbit corresponding to a small representation Vλˇ is the unique smallest nilpotent
orbit in the Reeder piece π(Mλˇ). Thus, if λˇ = −w0λˇ (that is, Vλˇ is self-dual), the
subdual orbit is π(Mι
λˇ
).
Reeder’s results about subdual orbits are quite different in nature from the other
results mentioned above. They involve regular functions on nilpotent orbits, and so,
implicitly, coherent sheaves, rather than perverse sheaves. The authors do not know
how to understand these results in the context of the present paper. Investigating
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the behaviour of coherent sheaves under the functor π∗ may be a fruitful avenue
for future inquiry.
6.4. Broer’s covariant theorem. Let gˇ denote the Lie algebra of Gˇ, let tˇ ⊂ gˇ
denote the Lie algebra of Tˇ , and let Coinv(W ) denote the coinvariant ring of W .
Chevalley’s restriction theorem states that the inclusion tˇ → gˇ induces an isomor-
phism of graded rings C[gˇ]Gˇ → C[ˇt]W . Here, and below, C[X ] denotes the ring of
regular functions on X . For convenience, we regard the gradings on polynomial
rings like C[gˇ] and C[ˇt], as well as on Coinv(W ), as being concentrated in even
degrees. All these rings are generated by their homogeneous elements of degree 2.
The following remarkable theorem of Broer generalizes Chevalley’s restriction
theorem. Below, we explain how to deduce Broer’s theorem from Theorem 1.3 (or
rather, the case-free version given in Remark 3.5). The problem of finding such a
geometric approach to Broer’s theorem was raised by Ginzburg, and was the main
motivation for the present paper.
Theorem 6.7 (Broer). [Br1] Let V be a small representation of Gˇ. Then there are
natural graded isomorphisms
(C[Nˇ ]⊗ V )Gˇ ∼= (Coinv(W )⊗ V Tˇ )W ,(6.1)
(C[gˇ]⊗ V )Gˇ ∼= (C[ˇt]⊗ V Tˇ )W .(6.2)
Proof. Let io : {o} →֒ M and i0 : {0} →֒ N denote the inclusion maps. Ac-
cording to [L3, Theorem 24.8(c)], if F ∈ PervG(N ) is a simple perverse sheaf not
occurring in the Springer correspondence, then i∗0F = 0. The dual statement that
i!0F = 0 also holds, because the Verdier dual of F cannot occur in the Springer
correspondence either. Combining this observation with Remark 3.5, we obtain an
isomorphism
(6.3) i!oSatake(V )
∼= i!0Springer(V
Tˇ ⊗ ǫ)
in the derived category of sheaves on a point. Since π, io, and i0 are all G-
equivariant, the isomorphism (6.3) also holds in the G-equivariant derived category
of a point. The isomorphisms (6.1) and (6.2) will be obtained by computing the co-
homology of both sides of (6.3) in the ordinary and equivariant derived categories,
respectively.
For the left-hand side, note that the skyscraper sheaf io∗C is isomorphic to
Satake(V0), where V0 is the trivial representation. Ext-groups between perverse
sheaves on Gr are described in [G, Proposition 1.10.4] in terms of Gˇ-equivariant
modules over C[Nˇ ]. Using that result, we have
Hn(i!oSatake(V ))
∼= Hom(C, i!oSatake(V )[n])
∼= Hom(Satake(V0), Satake(V )[n]) ∼= HomGˇ,C[Nˇ ](C[Nˇ ],C[Nˇ ]⊗ V 〈n〉),
where 〈n〉 denotes a shift of grading by n on a graded module. Thus,
(6.4) H•(i!oSatake(V ))
∼= (C[Nˇ ]⊗ V )Gˇ.
Similarly, for the right-hand side, we have i0∗C ∼= Springer(ǫ), so
Hn(i!0Springer(V
Tˇ ⊗ ǫ)) ∼= Hom(C, i!0Springer(V
Tˇ ⊗ ǫ)[n])
∼= Hom(Springer(ǫ), Springer(V Tˇ ⊗ ǫ)[n]) ∼= (ǫ ⊗ Coinv(W )⊗ (V Tˇ ⊗ ǫ)〈n〉)W ,
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where the last step uses the computation of Ext-groups on N in [A3, Theorem 4.6].
We conclude that
(6.5) H•(i!0Springer(V
Tˇ ⊗ ǫ)) ∼= (Coinv(W )⊗ V Tˇ )W ,
and then (6.1) follows.
Finally, it is known that the cohomology of both sides of (6.3) vanishes in odd
degrees. From this, it can be deduced that both sides of (6.3) are semisimple
objects in the G-equivariant derived category of a point. For such an object F , the
G-equivariant cohomology is simply given by H•G(F)
∼= H•(F)⊗H•G(C). Using the
fact that H•G(C)
∼= C[ˇt]W ∼= C[gˇ]Gˇ, we have
H•G(i
!
oSatake(V )) H
•
G(i
!
0Springer(V
Tˇ ⊗ ǫ))
∼= (C[Nˇ ]⊗ V )Gˇ ⊗ C[gˇ]Gˇ ∼= (Coinv(W )⊗ V Tˇ )W ⊗ C[ˇt]W
∼= (C[Nˇ ]⊗ C[gˇ]Gˇ ⊗ V )Gˇ ∼= (Coinv(W )⊗ C[ˇt]W ⊗ V Tˇ )W
∼= (C[gˇ]⊗ V )Gˇ, ∼= (C[ˇt]⊗ V Tˇ )W .
In the last step, we have used the facts that C[Nˇ ] ⊗ C[gˇ]Gˇ ∼= C[gˇ] and that
Coinv(W ) ⊗ C[ˇt]W ∼= C[ˇt]. (For H•G(i
!
oSatake(V )), we could have used [GR] or
[BeF, Theorem 4] instead.) The isomorphism (6.2) follows. 
Remark 6.8. The proof of Remark 3.5 given in this paper relies on Reeder’s compu-
tations of the W -action on V Tˇ , and in type E, Reeder used Broer’s result to carry
out the computation. So the above proof of Broer’s result is circular in type E.
The proof of Remark 3.5 given in [AHR] does not rely on Reeder’s computations,
and thus avoids this circularity.
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