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GLUING FORMULA FOR REFINED ANALYTIC TORSION
BORIS VERTMAN
Abstract. In a previous article we have presented a construction of refined
analytic torsion in the spirit of Braverman and Kappeler, which does apply
to compact manifolds with and without boundary. We now derive a gluing
formula for our construction, which can be viewed as a gluing law for the
original definition of refined analytic torsion by Braverman and Kappeler.
1. Introduction
In this publication we turn to the main motivation for the proposed construction
of refined analytic torsion − a gluing formula. A gluing formula allows to compute
the torsion invariant by cutting the manifold into elementary pieces and performing
computations on each component. Certainly, the general fact of existence of such
gluing formulas is remarkable from the analytic point of view, since the secondary
spectral invariants are uppermost non-local.
We establish a gluing formula for the refined analytic torsion in three steps. First
we establish a splitting formula for the eta-invariant of the even part of the odd-
signature operator. This is essentially an application of the results in [KL].
Secondly we establish a splitting formula for the refined torsion ρ[0,λ] in the special
case λ = 0. This is the most intricate part and is done by a careful analysis of
long exact sequences in cohomology und the Poincare duality on manifolds with
boundary. The discussion is subdivided into several sections.
Finally we are in the position to establish the desired gluing formula for the refined
analytic torsion, as a consequence of the Cheeger-Mu¨ller Theorem and a gluing
formula for the combinatorial torsion by M. Lesch [L2]. As a byproduct we also
obtain a splitting formula for the scalar analytic torsion in terms of combinatorial
torsion of a long exact sequence on cohomology, refining the result of Y. Lee in
[Lee, Theorem 1.7 (2)].
In our discussion we do not rely on the gluing formula of S. Vishik in [V], where
only the case of trivial representations is treated. In particular we use a differ-
ent isomorphism between the determinant lines, which is more convenient in the
present setup.
We perform the proof under the assumption of a flat Hermitian metric, in other
words in case of unitary representations. This is done partly because the Cheeger-
Mu¨ller Theorem for manifolds with boundary and unimodular representations is
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2 Gluing Formula
not explicitly established for the time being. It seems, however, that the appropri-
ate result can be established by an adaptation of arguments in [Lu¨] and [Mu].
Finally it should be emphasized that the presented result can also be viewed as
a gluing formula for the refined analytic torsion in the sense of Braverman and
Kappeler.
Acknowledgements. The results of this article were obtained during the author’s
Ph.D. studies at Bonn University, Germany. The author would like to thank his
thesis advisor Prof. Matthias Lesch for his support and useful suggestions. The au-
thor is also grateful to Prof. Werner Mu¨ller for helpful discussions. The author was
supported by the German Research Foundation as a scholar of the Graduiertenkol-
leg 1269 ”Global Structures in Geometry and Analysis”.
2. Setup for the Gluing Formula
Let M = M1 ∪N M2 be an odd-dimensional oriented closed Riemannian manifold
where N is an embedded closed hypersurface of codimension one which separates M
into two pieces M1 and M2 such that Mj , j = 1, 2 are compact bounded Riemannian
manifolds with ∂Mj = N and orientations induced from M . The setup is visualized
in the Figure 1 below:
Figure 1. A compact closed split-manifold M = M1 ∪N M2.
Let ρ : pi1(M)→ U(n,C) be a unitary representation of the fundamental group of
M . Denote by M˜ the universal cover of M . It is a principal bundle over M with
the structure group pi1(M), cf. [KN, Proposition 5.9 (2)]. Consider the complex
vector bundle E associated to the principal bundle M˜ via the representation ρ.
E = M˜ ×ρ Cn.
The vector bundle is naturally endowed with a canonical flat connection ∇, induced
by the exterior derivative on M˜ . The holonomy representation of ∇ is given by the
representation ρ.
Note that all flat vector bundles arise this way. In fact flatness of a given connec-
tion on a vector bundle implies that the associated holonomy map gives rise to a
well-defined representation of the fundamental group of the base manifold, and the
representation is related to the vector bundle as above.
By unitariness of the representation ρ the standard Hermitian inner product on Cn
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gives rise to a smooth Hermitian metric hE on E, compatible with the flat connec-
tion ∇. In other words the canonically induced Hermitian metric hE is flat.
Assume the metric structures (gM , hE) to be product near the hypersurface N .
The issues related to the product structures are discussed in detail in [BLZ, Section
2]. More precisely, we identify using the inward geodesic flow an open collar neigh-
borhood U ⊂ M of the hypersurface N diffeomorphically with (−, ) × N,  > 0,
where the hypersurface N is identified with {0} × N . The metric gM is product
over the collar neighborhood of N , if over U it is given under the diffeomorphism
φ : U → (−, )× ∂M by
φ∗gM |U = dx2 ⊕ gM |N .(2.1)
The diffeomorphism U ∼= (−, ) × N shall be covered by a bundle isomorphism
φ˜ : E|U → (−, )×E|N . The fiber metric hE is product near the boundary, if it is
preserved by the bundle isomorphism, i.e. if for all x ∈ (−, )
φ˜∗hE |{x}×N = hE |N .(2.2)
The restrictive assumption of product metric structures is necessary to apply the
splitting formula of [KL] to our setup, which works only on Dirac type operators
in product form over the collar with constant tangential part.
Furthermore we use the product metric structures in order to apply the Cheeger-
Mu¨ller Theorem for manifolds with boundary, ( cf. [Lu¨], [V]). However with the
anomaly formulas in [BZ1] and [BM] the product structures are not essential here.
By Leibniz rule the connection ∇ gives rise to flat twisted exterior differential on
smooth E-valued differential forms. The restrictions of (E,∇) to Mj , j = 1, 2 give
rise to twisted de Rham complexes (Ω∗0(Mj , E),∇j). We denote their minimal and
maximal extensions by
(Dj,min /max,∇j,min /max),
respectively. By [BV3, Theorem 3.2], which is in the untwisted setup essentially
the statement of [BL1, Theorem 4.1], these complexes are Fredholm and their co-
homologies can be computed from smooth subcomplexes as follows. Consider for
j = 1, 2 the natural inclusions ιj : N ↪→Mj and put
Ω∗min(Mj , E) := {ω ∈ Ω∗(M,E)|ι∗jω = 0},
Ω∗max(Mj , E) := Ω
∗(M,E).
The operators ∇j yield exterior derivatives on Ω∗min(Mj , E) and Ω∗max(Mj , E). The
complexes (Ω∗min / max(Mj , E),∇j) are by [BV3, Theorem 3.2] smooth subcom-
plexes of the Fredholm complexes (Dj,min /max,∇j,min /max) with
H∗rel / abs(Mj , E) := H
∗(Ω∗min /max(Mj , E),∇j)
∼= H∗(Dj,min /max,∇j,min /max), j = 1, 2.
Finally we define for j = 1, 2
(D˜j , ∇˜j) := (Dj,min,∇j,min)⊕ (Dj,max,∇j,max),
(D˜, ∇˜) := (D,∇)⊕ (D,∇),
where (D,∇) denotes the unique ideal boundary conditions of (Ω∗(M,E),∇).
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Furthermore, the Riemannian metric gM and the fixed orientation on M give rise
to the Hodge-star operator for any k = 0, ..,m = dimM :
∗ : Ωk(M,E)→ Ωm−k(M,E).
Define
Γ := ir(−1) k(k+1)2 ∗ : Ωk(M,E)→ Ωm−k(M,E), r := (dimM + 1)/2.
This operator extends to a well-defined self-adjoint involution on the
L2−completion of Ω∗(M,E), which we also denote by Γ. We indicate the
restriction of Γ to Mj , j = 1, 2 by the additional subscript j and define, corre-
sponding to [BV3, Definition 3.5], the odd-signature operators of the complexes
(D˜, ∇˜) and (D˜j , ∇˜j), j = 1, 2:
B : = Γ˜∇˜+ ∇˜Γ˜,
Bj := Γ˜j∇˜j + ∇˜jΓ˜j , j = 1, 2.
The upper index j will not pose any confusion with the square of the odd sig-
nature operator, since the squared odd-signature operator does not appear in the
arguments below. The presented notation remains fixed throughout the discussion
below, unless stated otherwise. However for convenience, some setup and notation
will be repeated for clarification.
3. Temporal Gauge Transformation
Consider the closed oriented Riemannian split-manifold (M, gM ) and the flat
Hermitian vector bundle (E,∇, hE) with the structure group G := U(n,C) as
introduced in Section 2. Denote the principal G-bundle associated to E by P . G
acts on P from the right.
Consider U ∼= (−, )×N the collar neighborhood of the splitting hypersurface N .
We view the restrictions P |U , P |N as G-bundles, where the structure group can
possibly be reduced to a subgroup of G.
By the setup of Section 2 the bundle structures are product over U . More precisely
let pi : (−, ) × ∂X → ∂X be the natural projection onto the second component.
We have a bundle isomorphisms E|U ∼= pi∗E|N and for the associated principal
bundles
P |U ∼= pi∗P |N f−→ P |N ,
where f is the principal bundle homomorphism, covering pi, with the associated
homomorphism of the structure groups G→ G being the identity automorphism.
Now let ωN denote a flat connection one-form on P |N . Then
ωU := f∗ωN
gives a connection one-form on P |U which is flat again.
In order to understand the structure of ωU = f∗ωN , let {U˜α, Φ˜α} be a set of local
trivializations for P |N . Then P |U ∼= pi∗P |N is equipped with a set of naturally
induced local trivializations {Uα := (−, ) × U˜α,Φα}. The local trivializations
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define local sections s˜α and sα as follows. For any p ∈ U˜α, normal variable x ∈
(−, ) and for e ∈ G being the identity matrix we put
s˜α(p) := Φ˜−1α (p, e),
sα(x, p) := Φ−1α ((x, p), e).
We use the local sections to obtain local representations for the connection one-
forms ωU and ωN :
ω˜α := s˜∗αωN ∈ Ω1(U˜α,G),
ωα := s∗αωU ∈ Ω1(Uα,G),
where G denotes the Lie Algebra of G. By construction both local representations
are related as follows. Let (x, y) = (x, y1, .., yn) denote the local coordinates on
Uα = (−, )× U˜α with x ∈ (−, ) being the normal coordinate and y denoting the
local coordinates on U˜α. Then
ω˜α =
n∑
i=1
ωαi (y)dyi,
ωα = ωα0 (x, y)dx+
n∑
i=1
ωαi (x, y)dyi,
with ωα0 ≡ 0, and ωαi (x, y) ≡ ωαi (y).(3.1)
We call a flat connection ω on P a connection in temporal gauge, if there exists a
flat connection ωN on PN such that over the collar neighborhood U
ω|U = f∗ωN .
The local properties of a connection in temporal gauge and in particular its inde-
pendence of the normal variable x ∈ (−, ) are discussed in (3.1). Our aim is to
show that any flat connection one-form on a principal bundle P can be gauge trans-
formed to a flat connection in temporal gauge. Recall that a gauge-transformation
of P is a principal bundle automorphism g ∈ Aut(P ) covering identity on M with
g(p · u) = g(p) · u for any u ∈ G and p ∈ P .
A gauge transformation can be viewed interchangedly as a transformation from
one system of local trivializations into another. Hence the action of a gauge trans-
formation on a connection one-form is determined by the transformation law for
connections under change of coordinates.
We have the following result.
Proposition 3.1. Any flat connection on the principal bundle P is gauge equivalent
to a flat connection in temporal gauge.
Proof. By a partition of unity argument it suffices to discuss the problem locally
over a trivializing neighborhood (Uα := (−, )× U˜α,Φα).
Let ω be a flat connection on P |U . Let g be any gauge transformation on P |U .
Denote the gauge transform of ω under g by ωg.
Over the trivializing neighborhood Uα the connections ω, ωg and the gauge tran-
formation g are given by local G-valued one-forms ωα, ωαg and a G-automorphism
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gα respectively. They are related in correspondence to the transformation law of
connections as follows
ωαg = (g
α)−1 ◦ ωα ◦ gα + (gα)−1dgα,
where the action ◦ is the concatenation of matrices (G ⊂ GL(n,C)), after evaluation
at a local vector field and a base point in Uα. The local one form ωα writes as
ωα = ωα0 (x, y)dx+
n∑
i=1
wαi (x, y)dyi.
In order to gauge-transform ω into temporal gauge, we need to annihilate ωα0 and
the x-dependence in ωαi . For this reason we consider the following initial value
problem with parameter y ∈ U˜α
∂xg
α(x, y) = −ωα0 (x, y)gα(x, y),
gα(0, y) = 1 ∈ GL(n,C).(3.2)
In order to identify the solution to (3.2) consider for any fixed y ∈ U˜α the following
x−time dependent vector field V αx,y, x ∈ (−, ) on G:
∀u ∈ G V αx,yu := −(Ru)∗ωα0 (x, y) = −ωα0 (x, y) · u,
where Ru is the right multiplication on G and the second equality follows from the
fact that G ∈ GL(n,C) is a matrix Lie group.
Let g˜α(x, y) be the unique integral curve of the time-dependent vector field V αx,y
with g˜α(0, y) = 1 ∈ G. It satisfies
∂xg˜
α(x, y) = V αx,y g˜
α(x, y) = −ωα0 (x, y)g˜α(x, y).
Hence the integral curve g˜α(x, y) solves (3.2). By the fundamental theorem for
ordinary linear differential equations (cf. [KN, Appendix 1]) we know that the
initial value problem (3.2) has a unique solution, smooth in x ∈ (−, ) and y ∈ U˜α.
Since g˜α(x, y) solves (3.2) we find that the solution is moreover G−valued.
With gauge transformation g being locally the solution to (3.2) we find for the
gauge transformed connection ωg
ωαg = (g
α)−1 ◦ ωα ◦ gα + (gα)−1dgα =
= (gα)−1 ◦ ωα0 ◦ gαdx+
n∑
i=1
(gα)−1 ◦ ωαi ◦ gαdyi+
+(gα)−1∂xgαdx+
n∑
i=1
(gα)−1∂yig
αdyi =
=
n∑
i=1
(gα)−1 ◦ ωαi ◦ gαdyi +
n∑
i=1
(gα)−1∂yig
αdyi.
where in the last equality we cancelled two summands due to gα being the solu-
tion to (3.2). So far we didn’t use the fact that ω is a flat connection. A gauge
transformation preserves flatness, so ωg is flat again. Put
ωαg = ω
α
g,0(x, y)dx+
n∑
i=1
ωαg,i(x, y)dyi,
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where by the previous calculation
ωαg,0 ≡ 0, ωαg,i ≡ (gα)−1 ◦ ωαi ◦ gα + (gα)−1∂yigα.
Flatness of ωg implies
∂xω
α
g,i(x, y) = ∂yiω
α
g,0(x, y) = 0.
Hence the gauge transformed connection is indeed in temporal gauge. This com-
pletes the proof. 
A gauge transformation, viewed so far as a principal bundle automorphism on the
G−principal bundle P , can equivalently be viewed as a G−valued bundle automor-
phism on the vector bundle E associated to P . We adopt this point of view for the
forthcoming discussion.
Take the given flat connection ∇ on the Hermitian vector bundle (E, hE) with the
structure group G = U(n,C) and the canonical metric hE induced by the stan-
dard inner product on Cn. Proposition 3.1 asserts existence of a temporal gauge
transformation g ∈ AutG(E) such that the gauge transformed covariant derivative
g∇g−1 is in temporal gauge (a covariant derivative is said to be in temporal gauge
if the associated connection one-form is in temporal gauge).
The temporal gauge transformation g gives rise to a map on sections in a natural
way
G : Ω∗(M,E ⊗ E)→ Ω∗(M,E ⊗ E).
Due to the fact that g takes locally values in U(n,C) and the Hermitian metric hE
is canonically induced by the standard inner product on Cn, we obtain the following
result:
Proposition 3.2. G extends to a unitary transformation
G : L2∗(M,E ⊗ E, gM , hE)→ L2∗(M,E ⊗ E, gM , hE).
Corollary 3.3. The odd-signature operators B = B(∇) and Bj = Bj(∇j), j = 1, 2
are spectrally equivalent to B(g∇g−1) and Bj(g∇g−1|Mj ), j = 1, 2 respectively.
The statement of the corollary above follows from invariance of minimal and maxi-
mal extensions under unitary transformations and from the fact that unitary trans-
formations preserve spectral properties of operators, compare also [BV1, Proposi-
tion 4.2]
The statement of the corollary implies that in the setup of this section (for unitary
vector bundles) the assumption of temporal gauge is done without loss of generality,
which we do henceforth. In this particular geometric setup we obtain the following
specific result for refined analytic torsion.
Proposition 3.4. Let TRS(∇˜) and TRS(∇˜j), j = 1, 2 denote the scalar analytic
torsions associated to the complexes (D˜, ∇˜), (D˜j , ∇˜j), respectively. Furthermore let
ρΓ(M,E) and ρΓ(Mj , E) denote the associated refined torsion elements in the sense
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of [BV3, (3.7)] for λ = 0. Then we have
ρan(∇) = 1
TRS(∇˜) · exp [−ipiη(Beven) + ipirk(E)η(Btrivial)]×
× exp
[
−ipim− 1
2
dim kerBeven + ipirk(E)m2 dim kerBtrivial
]
ρΓ(M,E),
ρan(∇j) = 1
TRS(∇˜j)
· exp
[
−ipiη(Bjeven) + ipirk(E)η(Bjtrivial)
]
×
× exp
[
−ipim− 1
2
dim kerBjeven + ipirk(E)
m
2
dim kerBjtrivial
]
ρΓ(Mj , E).
Proof. Recall from the definition of refined analytic torsion in [BV3, Corollary 4.9]
ρan(∇) = eξλ(∇) exp[−ipi(η(B(λ,∞)even ) + ξ′λ(∇))]×
exp[+ipirk(E)(η(Btrivial) + ξ′(∇trivial))] · ρ[0,λ],
ρan(∇j) = eξλ(∇j) exp[−ipi(η(Bj,(λ,∞)even ) + ξ′λ(∇j))]×
exp[+ipirk(E)(η(Bjtrivial) + ξ′(∇j,trivial))] · ρj[0,λ], j = 1, 2.
The assumption of product metric structures and the temporal gauge allow a re-
duction to closed double manifolds, as performed explicitly in [BV3, Theorem 5.3].
This yields by similar arguments, as in [BK2, Proposition 6.5]:
ξ′λ(∇) =
1
2
m∑
k=0
(−1)k+1 · k · dim D˜k[0,λ],
ξ′λ(∇j) =
1
2
m∑
k=0
(−1)k+1 · k · dim D˜kj,[0,λ].
Now, via [BV3, Lemma 4.8] we obtain
ξ′λ(∇) ≡
m
2
dim D˜even[0,λ] mod 2Z,
ξ′λ(∇j) ≡
m
2
dim D˜evenj,[0,λ] mod 2Z.
Similar arguments show
ξ′(∇trivial) ≡ m2 dim kerBtrivial mod 2Z,
ξ′(∇j,trivial) ≡ m2 dim kerB
j
trivial mod 2Z.
Fix λ = 0 and observe for j = 1, 2 from [BV3, (4.9)]:
η(B(0,∞)even ) + ξ′0(∇) ≡ η(Beven) +
m− 1
2
dim kerBeven mod 2Z,
η(Bj,(0,∞)even ) + ξ′0(∇j) ≡ η(Bjeven) +
m− 1
2
dim kerBjeven mod 2Z.
Now the statement of the proposition follows from the fact that flatness of the
Hermitian metric hE implies equality between the squared odd-signature operator
and the Laplacians of the corresponding complexes, and hence
eξ0(∇) =
1
TRS(∇˜) , e
ξ0(∇j) =
1
TRS(∇˜j)
.
This proves the proposition. 
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4. Splitting formula for the eta-invariant
This section is an application of [KL, Theorem 7.7]. For the setup of that result
consider U ⊂ M the collar neighborhood of the hypersurface N together with a
mapping
Φ : C∞(U , F |U )→ C∞((−, ), C∞(N,F |N )),
where F is any Hermitian vector bundle over M and Φ extends to an isometry
on the L2−completions of the spaces. Now let D be a self-adjoint operator of
Dirac-type with the following product form over the collar neighborhood:
Φ ◦D|U ◦ Φ−1 = γ
[
d
dx
+A
]
,
where γ is a bundle homomorphism on C∞(N,F |N ) and the tangential operator
A is a self-adjoint operator of Dirac-type over C∞(N,F |N ). The essence of the
product form lies in the x-independence of the coefficients γ and A. Moreover we
assume
γ2 = −I, γ∗ = −γ, γA = −Aγ.(4.1)
By restriction to M1,M2 we obtain Dirac operators D1, D2 with product structure
(under the identification of Φ) as above over the collar neighborhoods U ∩Mj of
the boundaries ∂Mj = N, j = 1, 2.
Let P : L2(N,F |N )→ L2(N,F |N ) satisfy the following conditions:
• P is pseudo-differential of order zero,(4.2)
• P is an orthogonal projection, i.e. P ∗ = P, P 2 = P ,(4.3)
• γPγ∗ = I − P ,(4.4)
• (P>0, P ) form a Fredholm pair, i.e. P>0|imP is Fredholm.(4.5)
Here P>0 denotes the positive spectral projection associated to the self-adjoint
tangential operator A. The boundary value problems (Dj , P ), j = 1, 2 are well-
posed in the sense of R. T. Seeley, by [BL3, Theorem 7.2]. We know, see [KL,
Theorem 3.1] and the references therein, that the eta-functions η(DjP , s) extend
meromorphically to C. Assume for simplicity that the eta-functions are regular at
s = 0 and set for j = 1, 2:
η(DjP ) :=
1
2
[
η(DjP , s = 0) + dim kerD
j
P
]
,
η(D) :=
1
2
[η(D, s = 0) + dim kerD] .
This definition coincides with [BV3, (4.1)] for DjP = Bjeven and D = Beven, since in
the setup of the present section the odd-signature operators are self-adjoint, hence
have real spectrum.
The same holds for DjI−P as well, and the splitting formula in the version of [KL,
Theorem 7.7] is given as follows:
η(D) = η(D1P ) + η(D
2
I−P )− τµ(I − P1, P, P1),(4.6)
where P1 denotes the Calderon projector for D1, which is the orthogonal projection
of sections in F |N onto the Cauchy-data space of D1 consisting of the traces at N
of elements in the kernel of D1. For further details see [BW].
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The third summand τµ in (4.6) refers to the Maslov triple index defined in [KL,
Definition 6.8]. The Maslov triple index is integer-valued and thus the result above
leads in particular to a mod Z splitting formula for eta-invariants.
Leaving for the moment these general constructions aside, we continue in the setup
of the Section 2. We adapt the constructions of [KL, Section 8.1] to the present
situation. Let ι : N ↪→M denote the inclusion of the splitting hypersurface N into
the closed split-manifold M . Define the restriction map:
R : Ωeven(M,E ⊕ E)→ Ω∗(N, (E ⊕ E)|N ),
β 7→ ι∗(β) + ι∗(∗˜β),
where ∗˜ is the Hodge-star operator on the oriented Riemannian manifold M acting
antidiagonally on E ⊕ E with the following matrix form:
∗˜ =
(
0 ∗
∗ 0
)
.
It is further related as follows to the chirality operator Γ˜ of the Hilbert complex
(D˜, ∇˜):
Γ˜ := ir(−1) k(k+1)2 ∗˜ : Ωk(M,E ⊕ E)→ Ωm−k(M,E ⊕ E),
where r := (dimM + 1)/2.
The restriction map R induces with U ∼= (−, )×N the following identification:
Φ : Ωeven(U , (E ⊕ E)|U )→ C∞((−, ),Ω∗(N, (E ⊕ E)|N )),
which extends to an isometry on the L2−completions of the spaces due to the prod-
uct structure of the metrics. The isometric transformation preserves the spectral
properties of the transformed operators. Hence we can equivalently deal with the
even part Beven of the odd-signature operator associated to the Hilbert complex
(D˜, ∇˜) over M , under the isometric transformation Φ.
The assumption of temporal gauge for the connection ∇ implies with the same
calculations as in [KL, Section 8.1]:
Φ ◦ Beven ◦ Φ−1 = γ
[
d
dx
+A
]
,(4.7)
where the operators γ and A are of the following form (compare [KL, Section 8.1]):
γ(β) =
{
ir(−1)p−1∗˜Nβ, if β ∈ Ω2p(N, (E ⊕ E)|N ),
ir(−1)r−p−1∗˜Nβ, if β ∈ Ω2p+1(N, (E ⊕ E)|N ).
A(β) =
{
−(∇˜N ∗˜N + ∗˜N ∇˜N )β, if β ∈ Ω2p(N, (E ⊕ E)|N ),
(∇˜N ∗˜N + ∗˜N ∇˜N )β, if β ∈ Ω2p+1(N, (E ⊕ E)|N ).
Here ∇˜N = ∇N ⊕∇N where ∇N is the flat connection on E|N whose pullback to
E|U gives ∇|U . Further ∗˜N is the Hodge-star operator on N acting anti-diagonally
on (E ⊕ E)|N . We write
∇˜N =
( ∇N 0
0 ∇N
)
, ∗˜N =
(
0 ∗N
∗N 0
)
.
Consider next the odd signature operators Bjeven, j = 1, 2 viewed as boundary value
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problems for Beven|Mj , j = 1, 2 where the boundary conditions are to be identified.
To visualize the structure involved, we distinguish notationally each direct sum
component in E ⊕ E:
E ⊕ E ≡ E+ ⊕ E−.
Decompose now Ω∗(N, (E ⊕ E)|N ) as follows:
Ω∗(N, (E ⊕ E)|N ) =
(4.8)
[
Ωeven(N,E+|N )⊕ Ωodd(N,E+|N )
]⊕ [Ωeven(N,E−|N )⊕ Ωodd(N,E−|N )] .
The restriction map R acts with respect to this decomposition as follows:
R(β+ ⊕ β−) = [ι∗(β+)⊕ ι∗(∗β−)]⊕ [ι∗(β−)⊕ ι∗(∗β+)],(4.9)
where β+ ⊕ β− ∈ Ωeven(M,E+ ⊕ E−).
Furthermore with respect to this decomposition operators γ and A are given by the
following matrix form:
γ =
(
0 γ
γ 0
)
, A =
(
0 A
A 0
)
,(4.10)
γ(β) =
{
ir(−1)p−1 ∗N β, if β ∈ Ω2p(N,E|N ),
ir(−1)r−p−1 ∗N β, if β ∈ Ω2p+1(N,E|N ).
A(β) =
{ −(∇N ∗N + ∗N ∇N )β, if β ∈ Ω2p(N,E|N ),
(∇N ∗N + ∗N ∇N )β, if β ∈ Ω2p+1(N,E|N ).
Note that γ and A satisfy the conditions (4.1). Recall now from [BV3, Lemma 3.6]
D(Bj) = D (DGBj,rel ⊕DGBj,abs) ,
where DGBj is the Gauss-Bonnet operator on Mj associated to the connection ∇j .
Hence the boundary conditions for Bjeven are given as follows (see [BL1, Theorem
4.1], where the arguments are performed in the untwisted setup, but transfer analo-
gously to the twisted case, provided product metric structures and a flat connection
in temporal gauge)
β = β+ ⊕ β− ∈ D(Bjeven) ∩ Ωeven(Mj , E+ ⊕ E−),
hence β+ ∈ D(DGBrel ), β− ∈ D(DGBabs ),
hence ι∗j (β
+) = 0, ι∗j (∗β−) = 0.
According to (4.9) we obtain under the isometric identification Φ over U ∩Mj and
with respect to the decomposition (4.8) the following matrix form for the boundary
operators of Bjeven
P =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 .(4.11)
Note that (I − P ) again provides boundary conditions for Bjeven with the com-
ponents E+, E− interchanged. The boundary operator P obviously extends to a
pseudo-differential operator of order zero. One checks explicitly by matrix calcula-
tions that P satisfies the conditions (4.3) and (4.4). The condition (4.5) remains
to be verified.
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Being elliptic and self-adjoint, A has discrete real spectrum with finite multiplic-
ities. Discreteness of A together with self-adjointness of Bjeven implies with [BL3,
Corollary 4.6 and Theorem 5.6] that P indeed satisfies (4.5).
Thus the conditions for the application of (4.6) are satisfied and we obtain
η(Beven) = η(B1even) + η(B2even)− τµ(I − P1, P, P1),(4.12)
where the operators B1even,B2even denote the even parts of the odd-signature
operators associated to the Hilbert complexes (D˜1, ∇˜1), (D˜2, ∇˜2) respectively.
Equivalently they are the self-adjoint realizations of the differential operators
Beven|M1 ,Beven|M2 with the boundary conditions P and (I − P ) respectively. Fur-
ther P1 denotes the Calderon projector of B1even and τµ the Maslov triple index.
Due to self-adjointness of the odd-signature operator, the notion of (reduced) eta-
invariant in [KL] for Beven and Bjeven, j = 1, 2 coincides with the setup of [BV3,
(4.1)].
We obtain an analogous splitting formula in case of a trivial line bundle M × C in
the notation of [BV3, Proposition 4.6]
η(Btrivial) = η(B1trivial) + η(B2trivial)− τµ(I − P1,trivial, Ptrivial, P1,trivial),(4.13)
with the obvious notation. This formula will be necessary in order to obtain a
splitting for the metric-anomaly term in refined analytic torsion.
In other words, the phase of refined analytic torsion is given in part by the rho
invariant of Beven, which is defined (cf. [KL, Definition 8.17]) as the eta-invariant
of the operator minus the metric anomaly correction term. The results (4.12) and
(4.13) give together a splitting formula for the rho-invariant, which constitutes to
the complex phase of refined analytic torsion.
5. Poincare Duality for manifolds with boundary
We continue in the setup and the notation, fixed in Section 2. Denote by
4j,rel/abs the Laplacians of the Hilbert complexes (Dj,min/max,∇j,min/max) respec-
tively. The coefficient j refers to the base manifold Mj , j = 1, 2. Consider the
Hodge star operator ∗ on M and the associated chirality operator
Γ := ir(−1) k(k+1)2 ∗ : Ωk(M,E)→ Ωm−k(M,E), r := (dimM + 1)/2.
We do not indicate the restriction of Γ to Mj , j = 1, 2 by a subscript j, since it will
always be clear from the action. By the properties of the chirality operator Γ in
[BV3, Lemma 3.3], we infer:
4j,abs/rel = Γ ◦ 4j,rel/abs ◦ Γ,(5.1)
and hence Γ : ker4j,rel/abs →˜ ker4j,abs/rel.(5.2)
Note the Hodge isomorphisms
ker4j,rel/abs →˜ H∗rel/abs(Mj , E), φ 7−→ [φ],
where H∗rel/abs(Mj , E) denote the de Rham cohomologies of the Fredholm complexes
(Dj,min/max,∇j,min/max), j = 1, 2 respectively. Hence the chirality operator induces
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under the Hodge isomorphisms the so-called Poincare duality on manifolds with
boundary:
Γ : Hkrel/abs(Mj , E) →˜ Hm−kabs/rel(Mj , E), k = 0, ..,m = dimM.
Next we introduce two pairings. Let ω1 = s1 ⊗ χ1 and ω2 = s2 ⊗ χ2 be two
differential forms in Ω∗(Mj , E) with s1, s2 ∈ C∞(Mj , E) and χ1, χ2 ∈ Ω∗(Mj).
Put:
hE(ω1 ∧ ω2) := hE(s1, s2) · χ1 ∧ χ2.
This action extends by linearity to arbitrary differential forms in Ω∗(Mj , E). With
this notation we define a pairing, which is the Hilbert structure on H∗rel/abs(Mj , E)
induced by the L2−structure on the harmonic forms:
〈· , ·〉L2j : Hkrel/abs(Mj , E)×Hkrel/abs(Mj , E) → C
[ω], [η] 7−→
∫
Mj
hE(ω ∧ ∗η),(5.3)
where ω and η are the harmonic representatives of [ω] and [η] respectively. The
second pairing is the Poincare duality on Riemannian manifolds with boundary and
is in fact independent of a choice of representatives:
〈· , ·〉Pj : Hkrel/abs(Mj , E)×Hm−kabs/rel(Mj , E) → C
[ω], [η] 7−→
∫
Mj
hE(ω ∧ η).(5.4)
Both pairings are non-degenerate and induce canonical identifications between co-
homology and its dual:
#L2j : H
k
rel/abs(Mj , E)→˜
(
Hkrel/abs(Mj , E)
)∗
, [ω] 7−→ 〈· , [ω]〉L2j ,
#Pj : H
k
rel/abs(Mj , E)→˜
(
Hm−kabs/rel(Mj , E)
)∗
, [ω] 7−→ 〈· , [ω]〉Pj .
Both maps are linear, with the Hermitian metric hE set to be linear in the second
component. The next proposition puts the constructions above into relation:
Proposition 5.1. The action of #L2j ◦ Γ and #Pj on Hkrel/abs(Mj , E) satisfies
#L2j ◦ Γ = ir(−1)
k(k+1)
2 #Pj , r = (dimM + 1)/2.
Proof. Let [ω] ∈ Hkrel/abs(Mj , E) and [η] ∈ Hkabs/rel(Mj , E) with ω, η being the
harmonic representatives of [ω], [η] respectively. Using Γ2 = 1 we get
∗Γω = i−r(−1) (m−k)(m−k+1)2 Γ ◦ Γω =
= i−r(−1) k(k+1)2 +m(m+1)2 ω = ir(−1) k(k+1)2 ω.
Due to linearity of the Hermitian metric in the second component we finally obtain:
(#L2j ◦ Γ)([ω])[η] = 〈[η],Γ[ω]〉L2j =
∫
Mj
hE(η ∧ ∗Γω) =
= ir(−1) k(k+1)2
∫
Mj
hE(η ∧ ω) = ir(−1) k(k+1)2 #Pj ([ω])[η].

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A similar discussion works also on the closed Riemannian split manifold M . In
particular we obtain as before the pairings 〈· , ·〉L2 and 〈· , ·〉P with the associated
identifications #L2 and #P respectively, over the manifold M . As in Proposition
5.1 we obtain for the action of #L2 ◦Γ and #P on Hk(M,E) the following relation
#L2 ◦ Γ = ir(−1)
k(k+1)
2 #P , r = (dimM + 1)/2.(5.5)
Next we consider a complex, that takes the splitting M = M1 ∪N M2 into account.
Let ιj : N ↪→Mj , j = 1, 2 be the natural inclusions. Put
Ω∗(M1#M2, E) := {(ω1, ω2) ∈ Ω∗(M1, E)⊕ Ω∗(M2, E)|ι∗1ω1 = ι∗2ω2}.
Denote the restrictions of the flat connection ∇ to Mj , j = 1, 2 by ∇j , and extend
the restrictions by Leibniz rule to operators on the complexes Ω∗(Mj , E), j = 1, 2.
We put further
∇S(ω1, ω2) := (∇1ω1,∇2ω2).
This operation respects the transmission condition of Ω∗(M1#M2, E) and fur-
ther its square is obviously zero. Therefore ∇S turns the graded vector space
Ω∗(M1#M2, E) into a complex, denoted by
(Ω∗(M1#M2, E),∇S).(5.6)
The natural L2−structure on Ω∗(M1, E)⊕ Ω∗(M2, E), induced by the metrics gM
and hE is defined on any ω = (ω1, ω2), η = (η1, η2) as follows
〈ω, η〉L2 :=
2∑
j=1
〈ωj , ηj〉L2j .(5.7)
In order to analyze the associated Laplace operators, consider first the adjoint to∇S
operator ∇∗S in Ω∗(M1, E)⊕Ω∗(M2, E) with domain of definition D(∇∗S) consisting
of elements ω = (ω1, ω2) ∈ Ω∗(M1, E)⊕ Ω∗(M2, E) such that the respective linear
functionals on any η = (η1, η2) ∈ Ω∗(M1#M2, E)
Lω(η) = 〈ω,∇Sη〉L2
are continuous in Ω∗(M1#M2, E) with respect to the natural L2−norm of η. As
a consequence of Stokes’ formula we find for such elements ω ∈ D(∇∗S) that the
following transmission condition has to hold
∗ω = (∗ω1, ∗ω2) ∈ Ω∗(M1#M2, E),(5.8)
where ∗ also denotes the restrictions of the usual Hodge star operator on M to M1
and M2. The Laplace operator 4S = ∇∗S∇S +∇S∇∗S of the complex (5.6) acts on
the obvious domain of definition
D(4S) = {ω ∈ Ω∗(M1#M2, E)|(5.9)
ω ∈ D(∇∗S),∇Sω ∈ D(∇∗S),∇∗Sω ∈ Ω∗(M1#M2, E)}.
The Dom(4S) is defined as the completion of D(4S) with respect to the graph
topology norm. The Laplacian4S with domain Dom(4S) is a self-adjoint operator
in the L2−completion of Ω∗(M1, E)⊕ Ω∗(M2, E).
For the spectrum of 4S we refer to the theorem below, established essentially by
S. Vishik in [V, Proposition 1.1] in the untwisted setup.
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Theorem 5.2. The generalized eigenforms of the Laplacian 4S and the gener-
alized eigenforms of the Laplacian 4 associated to the twisted de Rham complex
(Ω∗(M,E),∇) coincide.
Proof. The conditions for (ω1, ω2) ∈ D(4S) translate with (5.8) equivalently to
ι∗1ω1 = ι
∗
2ω2, ι
∗
1(∗ω1) = ι∗2(∗ω2),
ι∗1(∗∇1ω1) = ι∗2(∗∇2ω2), ι∗1(∇t1ω1) = ι∗2(∇t2ω2).(5.10)
Any eigenform ω of 4 is smooth and thus (ω|M1 , ω|M2) satisfies the conditions
(5.10). Thus any eigenform ω ≡ (ω|M1 , ω|M2) of 4 belongs to D(4S) and hence is
an eigenform of 4S . We need to show the converse statement.
Let (ω1, ω2) ∈ D(4S) be an eigenform of 4S . Then for any k ∈ N the element
(4k1ω1,4k2ω2) satisfies the conditions (5.10). Fix local coordinates (x, y) in the
collar neighborhood (−, ) × N of N ⊂ M with x ∈ (−, ) being the normal
coordinate and y ∈ N the local coordinates on N . Then the conditions (5.10)
imply for k = 1
∂ω1(x = 0, y)
∂x
=
∂ω2(x = 0, y)
∂x
.
Iterative application of the conditions (5.10) to (4k1ω1,4k2ω2) for k ∈ N shows
∀k ∈ N : ∂
kω1(x = 0, y)
∂xk
=
∂kω2(x = 0, y)
∂xk
.(5.11)
The eigenform (ω1, ω2) consists of smooth eigenforms ωj over Mj , j = 1, 2. The
result (5.11) shows smoothness on N ⊂ M . Thus (ω1, ω2) can be viewed as a
smooth differential form over M and so lies in D(4) and hence is an eigenform of
4 as well. This proves the theorem. 
Corollary 5.3. The Laplacian 4S on Dom(4S) is a Fredholm operator and
H∗(M1#M2, E) := H∗(Ω∗(M1#M2, E),∇S) ∼= H∗dR(M,E).
The corollary is an obvious consequence of Theorem 5.2 and the Hodge-
isomorphism. Therefore the pairings 〈· , ·〉L2 and 〈· , ·〉 with the associated iden-
tifications #L2 and #P respectively, over the manifold M give rise to pairings and
maps on H∗(M1#M2, E). We do not introduce a distinguished notation for these
induced constructions
〈· , ·〉L2 : Hk(M1#M2, E)×Hk(M1#M2, E) → C
[(ω1, ω2)], [(η1, η2)] 7−→
2∑
j=1
∫
Mj
hE(ωj ∧ ∗ηj),(5.12)
〈· , ·〉P : Hk(M1#M2, E)×Hm−k(M1#M2, E) → C
[(ω1, ω2)], [(η1, η2)] 7−→
2∑
j=1
∫
Mj
hE(ωj ∧ ηj),(5.13)
where (ω1, ω2), (η1, η2) are a priori harmonic representatives of the corresponding
cohomology classes, due to the Hodge isomorphisms applied in the identification of
Corollary 5.3. A posteriori we find by the next lemma that the pairing 〈· , ·〉P like
the pairings 〈· , ·〉Pj , j = 1, 2 is well-defined on cohomology classes, i.e. need not be
evaluated on harmonic representatives only.
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Lemma 5.4. The pairing 〈·, ·〉P is a well-defined pairing on cohomology.
Proof. Let [(ω1, ω2)] ∈ Hk(M1#M2, E) be a cohomology class with a repre-
sentative (ω1, ω2) + ∇S(γ1, γ2) where (ω1, ω2) ∈ ker∇S and (ω1, ω2), (γ1, γ2) ∈
Ω∗(M1#M2, E), in particular
ι∗1ω1 = ι
∗
2ω2, ι
∗
1γ1 = ι
∗
2γ2.
Similarly let [(η1, η2)] ∈ Hm−k(M1#M2, E). Choose a representative (η1, η2) +
∇S(ξ1, ξ2) with (η1, η2) ∈ ker∇S and (η1, η2), (ξ1, ξ2) ∈ Ω∗(M1#M2, E). We com-
pute
2∑
j=1
∫
Mj
hE((ωj +∇jγj) ∧ (ηj +∇jξj))−
2∑
j=1
∫
Mj
hE(ωj ∧ ηj) =
=
2∑
j=1
∫
Mj
hE(∇jγj ∧ ηj) +
2∑
j=1
∫
Mj
hE(ωj ∧∇jξj)+
+
2∑
j=1
∫
Mj
hE(∇jγj ∧∇jξj).(5.14)
In order to verify that the pairing 〈· , ·〉P is a well-defined pairing on cohomology
we need to show that the last three summands in (5.14) are zero. Consider the
first summand, the other two are dealt with analogously. Under the assumption of
flatness of ∇ we get
dhE(γj ∧ ηj) = hE(∇jγj ∧ η) + (−1)k−1hE(γj ∧∇jη) = hE(∇jγj ∧ η)
⇒
2∑
j=1
∫
Mj
hE(∇jγj ∧ ηj) =
2∑
j=1
∫
Mj
dhE(γj ∧ ηj) =
=
2∑
j=1
∫
∂Mj
ι∗jh
E(γj ∧ ηj).
Since ι∗1γ1 = ι
∗
2γ2 and ι
∗
1η1 = ι
∗
2η2 we find
ι∗1h
E(γ1 ∧ η1) = ι∗2hE(γ2 ∧ η2).
However the orientations on N = ∂M1 = ∂M2 induced from M1 and M2 are
opposite. Hence the two integrals over M1 and M2 cancel. This completes the
argumentation. 
6. Commutative diagramms in cohomological algebra
Consider the short exact sequences of complexes:
0→ (Ω∗min(M1, E),∇1) α−→ (Ω∗(M1#M2, E),∇S) β−→ (Ω∗max(M2, E),∇2)→ 0,
0→ (Ω∗min(M2, E),∇2) α
′
−→ (Ω∗(M1#M2, E),∇S) β
′
−→ (Ω∗max(M1, E),∇1)→ 0,
where α(ω) = (ω, 0), α′(ω) = (0, ω) and β(ω1, ω2) = ω2, β′(ω1, ω2) = ω1. The exact-
ness at the first and the second complex of both sequences is clear by construction.
The surjectivity of β and β′ is clear, since Ω∗max(Mj , E), j = 1, 2 consists of smooth
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differential forms over Mj which are in particular smooth at the boundary. These
short exact sequences of complexes induce long exact sequences on cohomology:
H : ...Hkrel(M1, E) α
∗
−−→ Hk(M1#M2, E) β
∗
−→ Hkabs(M2, E) δ
∗
−→ Hk+1rel (M1, E)...
H′ : ..Hkrel(M2, E) α
′∗
−−→ Hk(M1#M2, E) β
′∗
−−→ Hkabs(M1, E) δ
′∗
−−→ Hk+1rel (M2, E)
(6.1)
The first long exact sequence is related to the dual of the second long exact sequence
by the diagramm below, where α′∗, β
′
∗, δ
′
∗ denote the dualizations of α
′∗, β′∗, δ′∗
respectively.
Hkrel(M1, E)
α∗−−→ Hk(M1#M2, E) β
∗
−−→ Hkabs(M2, E) δ
∗−→ Hk+1rel (M1, E)
#L21
◦ Γ ↓ #L2 ◦ Γ ↓ #L22 ◦ Γ ↓ #L21 ◦ Γ ↓
Hm−kabs (M1, E)
∗ β′∗−→ Hm−k(M1#M2, E)∗ α
′
∗−−→ Hm−krel (M2, E)∗
δ′∗−→ Hm−k−1abs (M1, E)∗
(6.2)
Theorem 6.1. The diagramm (6.2) is commutative.
Proof. We need to verify commutativity of three types of squares in the diagramm.
Consider the first type of squares:
Hkrel(M1, E)
α∗ //
#
L21
◦Γ

Hk(M1#M2, E)
#L2◦Γ

Hm−kabs (M1, E)
∗
β′∗
// Hm−k(M1#M2, E)∗.
Let [ω] ∈ Hkrel(M1, E). Recall
#L21 ◦ Γ = ir(−1)
k(k+1)
2 #P1 on H
k
rel(M1, E),
#L2 ◦ Γ = ir(−1)
k(k+1)
2 #P on Hk(M1#M2, E).
The maps #P1 ,#P are well-defined identifications on cohomology, due to Lemma
5.4. Let [(η1, η2)] ∈ Hm−k(M1#M2, E) and compute:
(β′∗ ◦#L21 ◦ Γ)[ω]([η1, η2])− (#L2 ◦ Γ ◦ α∗)[ω]([η1, η2]) =
=ir(−1) k(k+1)2 {〈β′(η1, η2), ω〉P1 − 〈(η1, η2), αω〉P } =
=ir(−1) k(k+1)2
{∫
M1
hE(η1 ∧ ω)−
∫
M1
hE(η1 ∧ ω)
}
= 0.
Consider now the second type of squares in the diagramm (6.2).
Hk(M1#M2, E)
β∗ //
#L2◦Γ

Hkabs(M2, E)
#
L22
◦Γ

Hm−k(M1#M2, E)∗
α′∗ // Hm−krel (M2, E)
∗.
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Let [(ω1, ω2)] ∈ Hk(M1#M2, E) and [η] ∈ Hm−krel (M2, E). As before the maps
in the diagramm are independent of particular choices of representatives, so we
compute:
(α′∗ ◦#L2 ◦ Γ)[(ω1, ω2)]([η])− (#L22 ◦ Γ ◦ β∗)[(ω1, ω2)]([η]) =
= ir(−1) k(k+1)2 {〈α′η, (ω1, ω2)〉P − 〈η, β(ω1, ω2)〉P2} =
= ir(−1) k(k+1)2
{∫
M2
hE(η ∧ ω2)−
∫
M2
hE(η ∧ ω2)
}
= 0.
Consider finally the third type of squares.
Hkabs(M2, E)
δ∗ //
#
L22
◦Γ

Hk+1rel (M1, E)
#
L21
◦Γ

Hm−krel (M2, E)
∗ δ
′
∗ // Hm−k−1abs (M1, E)
∗.
(6.3)
To prove commutativity of this diagramm, we need a precise understanding of the
connecting homomorphisms δ∗, δ′∗. Note for this the following diagramm of short
exact sequences of complexes:
0 → (Ω∗min(M1, E),∇1) α−→ (Ω∗(M1#M2, E),∇S)
β−→ (Ω∗max(M2, E),∇2) → 0
‖ ‖ βpi ↑
0 → (Ω∗min(M1, E),∇1) α−→ (Ω∗(M1#M2, E),∇S) pi−→ (Ω∗max(M2, E),∇2) → 0.
(6.4)
The complex (Ω∗max(M2, E),∇2) in the lower short exact sequence is the natural
quotient of complexes
(Ω∗max(M2, E),∇2) :=
(Ω∗(M1#M2, E),∇S)
α(Ω∗min(M1, E),∇1)
.
The complex map pi is the natural projection. The map βpi is an isomorphism of
complexes:
βpi : (Ω∗max(M2, E),∇2)→ (Ω∗max(M2, E),∇2)
[(ω1, ω2)] 7→ β(ω1, ω2) = ω2.
The diagramm (6.4) of short exact sequences of complexes obviously commutes.
Hence the associated diagramm of long exact sequences on cohomology is also
commutative and in particular we obtain the following commutative diagramm:
Hkabs(M2, E)
δ∗ // Hk+1rel (M1, E)
Hk((Ω∗max(M2, E),∇2))
d∗ //
β∗pi
OO
Hk+1rel (M1, E).
(6.5)
The vertical map β∗pi is the isomorphism induced by βpi and δ
∗, d∗ are the connect-
ing homomorphisms of the long exact sequences associated to the lower and upper
short exact sequence of complexes of (6.4), respectively.
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The connecting homorphism d∗ is easily defined. Let namely [(ω1, ω2)] ∈
Hk((Ω∗max(M2, E),∇2)). Any of its representatives (ω1, ω2) ∈ Ωk(M1#M2, E) sat-
isfies ∇S(ω1, ω2) = (∇ω1, 0) ∈ α(Ω∗min(M1, E),∇1) by definition. Then
d∗[(ω1, ω2)] = [∇1ω1] ∈ Hk+1rel (M1, E).
Consider now the next diagramm of short exact sequences of complexes:
0 → (Ω∗min(M2, E),∇2) α
′
−→ (Ω∗(M1#M2, E),∇S) β
′
−→ (Ω∗max(M1, E),∇1) → 0
‖ ‖ β′pi ↑
0 → (Ω∗min(M2, E),∇2) α
′
−→ (Ω∗(M1#M2, E),∇S) pi
′
−→ (Ω∗max(M1, E),∇1) → 0.
(6.6)
The complex (Ω∗max(M1, E),∇1) in the lower short exact sequence is the natural
quotient of complexes
(Ω∗max(M1, E),∇1) :=
(Ω∗(M1#M2, E),∇S)
α(Ω∗min(M2, E),∇2)
.
The complex map pi′ is the natural projection. The map β′pi is an isomorphism of
complexes:
β′pi : (Ω∗max(M1, E),∇1)→ (Ω∗max(M1, E),∇1)
[(ω1, ω2)] 7→ β′(ω1, ω2) = ω1.
The diagramm (6.6) of short exact sequences of complexes obviously commutes.
Hence the associated diagramm of long exact sequences on cohomology is also
commutative and in particular we obtain the following commutative diagramm:
Hkabs(M1, E)
δ′∗ // Hk+1rel (M2, E)
Hk((Ω∗max(M1, E),∇1))
d′∗ //
β′∗pi
OO
Hk+1rel (M2, E).
(6.7)
The vertical map β′∗pi is the isomorphism induced by β
′
pi and δ
′∗, d′∗ are the con-
necting homomorphisms of the long exact sequences associated to the lower and
upper short exact sequence of complexes of (6.6), respectively.
The connecting homomorphism d′∗ is easily defined. Let namely any
[(η1, η2)] ∈ Hm−k−1((Ω∗max(M1, E),∇1)). For any representative (η1, η2) ∈
Ωm−k−1(M1#M2, E) we have
∇S(η1, η2) = (0,∇2η2) ∈ α′(Ω∗min(M2, E),∇2)
by definition. We obtain for the connecting homomorphism d′∗
d′∗[(η1, η2)] = [∇2η2] ∈ Hm−krel (M2, E).
Now the pairings 〈· , ·〉P1 , 〈· , ·〉P2 , introduced in Section 5 induce via the isomor-
phisms on cohomology β∗pi, β
′∗
pi the analogous pairings:
〈· , ·〉P2 := 〈· , β∗pi(·)〉P2 : Hm−krel (M2, E)×Hk((Ω∗max(M2, E),∇2))→ C,
〈· , ·〉P1 := 〈β′∗pi (·) , ·〉P1 : Hm−k−1((Ω∗max(M1, E),∇1))×Hk+1rel (M1, E)→ C.
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These pairings induce the following identifications
#P2 : H
k((Ω∗max(M2, E),∇2))→˜
(
Hm−krel (M2, E)
)∗
,
[ω] 7−→ 〈· , [ω]〉P2 ≡ 〈· , β∗pi([ω])〉P2 ,
#P1 : H
k+1
rel (M1, E)→˜
(
Hm−k−1((Ω∗max(M1, E),∇1))
)∗
,
[ω] 7−→ 〈· , [ω]〉P1 ≡ 〈β′∗pi (·) , [ω]〉P1 .
Due to commutativity of the previous two diagramms (6.5) and (6.7), the commu-
tativity of (6.3) is equivalent to commutativity of the following diagramm:
Hk((Ω∗max(M2, E),∇2))
d∗ //
ir(−1)
k(k+1)
2 #P2 
Hk+1rel (M1, E)
ir(−1)
(k+1)(k+2)
2 #P1
Hm−krel (M2, E)
∗ d
′
∗ // Hm−k−1((Ω∗max(M1, E),∇1))∗.
(6.8)
Using the explicit form of the connecting homomorphisms d∗ and d′∗ we fi-
nally compute for any [(ω1, ω2)] ∈ Hk((Ω∗max(M2, E),∇2)) and [(η1, η2)] ∈
Hm−k−1((Ω∗max(M1, E),∇1)):(
ir(−1) (k+1)(k+2)2 #P1 ◦ d∗
)
[(ω1, ω2)]([(η1, η2)])−(
ir(−1) k(k+1)2 d′∗ ◦#P2
)
[(ω1, ω2)]([(η1, η2)]) =
=ir(−1) (k+1)(k+2)2 〈β′∗pi [(η1, η2)], d∗[(ω1, ω2)]〉P1−
ir(−1) k(k+1)2 〈d′∗[(η1, η2)], β∗pi[(ω1, ω2)]〉P2 =
=ir(−1) (k+1)(k+2)2
∫
M1
hE(η1 ∧∇1ω1)−
−ir(−1) k(k+1)2
∫
M2
hE(∇2η2 ∧ ω2) =: A.
Now we apply the following formula for j = 1, 2:
dhE(ηj ∧ ωj) = hE(∇jηj ∧ ωj) + (−1)m−k−1hE(ηj ∧∇jωj).
Since ∇1η1 = 0 and ∇2ω2 = 0 we find
A = ir(−1) (k+1)(k+2)2
∫
M1
(−1)m−k−1dhE(η1 ∧ ω1)−
ir(−1) k(k+1)2
∫
M2
dhE(η2 ∧ ω2) =
ir(−1) (k+1)(k+2)2 (−1)m−k−1
∫
∂M1
ι∗1h
E(η1 ∧ ω1)−
ir(−1) k(k+1)2
∫
∂M2
ι∗2h
E(η2 ∧ ω2).
Note (−1)m−k−1 = (−1)−k since m is odd. Further
(k + 1)(k + 2)
2
− k = k(k + 1)
2
.
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Hence we compute further
A = ir(−1) k(k+1)2 +1
[∫
∂M1
ι∗1h
E(η1 ∧ ω1) +
∫
∂M2
ι∗2h
E(η2 ∧ ω2)
]
.(6.9)
Since ι∗1ω1 = ι
∗
2ω2 and ι
∗
1η1 = ι
∗
2η2 by construction, we find
ι∗1h
E(η1 ∧ ω1) = ι∗2hE(η2 ∧ ω2).
However the orientations on N = ∂M1 = ∂M2 induced from M1 and M2 are
opposite, thus the two integrals in (6.9) cancel. This shows commutativity of (6.8)
and completes the proof of the theorem. 
7. Canonical Isomorphisms associated to Long Exact Sequences
We first introduce some concepts and notations on finite-dimensional vector
spaces. Let V be an finite-dimensional complex vector space. Given a basis
{v} := {v1, .., vn}, n = dimV , denote the induced element of the determinant line
detV as follows
[v] := v1 ∧ .. ∧ vn ∈ detV.
Given any two bases {v} := {v1, .., vn} and {w} := {w1, .., wn} of V , we have the
corresponding coordinate change matrix
vi =
n∑
j=1
lijwj , L := (lij).
We put
[v/w] := detL ∈ C,
and obtain the following relation
[v] = [v/w][w].(7.1)
In general the determinant is a complex number (we don’t take the mode), but later
it will be convenient to have a relation between bases such that the determinant of
the coordinate change matrix is real-valued and positive. We will use the result of
the following lemma.
Lemma 7.1. Let V be a complex finite-dimensional Hilbert space and {v} any
fixed basis, not necessarily orthogonal. Let V = W ⊕ W⊥ be an orthogonal de-
composition into Hilbert subspaces. Then there exist orthonormal bases {w} ≡
{w1, ..wdimW }, {u} ≡ {u1, ..udimW⊥} of W,W⊥ respectively, such that the deter-
minant of the coordinate change matrix between {w, u} and {v} is positive, i.e.
[w, u/v] ∈ R+.
Proof. Consider any orthonormal bases {w} and {u} of W and W⊥, respectively.
This gives us two bases {v} and {w, u} of V . Denote the corresponding coordinate
change matrix by L. We have
[w, u/v] = detL = eiφ|detL|,
for some φ ∈ [0, 2pi). We replace {w} and {u} by new bases
{wv} ≡ {wv1 , .., wvdimW }, wvi := wi · exp
( −iφ
dimV
)
,
{uv} ≡ {uv1, .., uvdimW⊥}, uvi := ui · exp
( −iφ
dimV
)
.
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Note that {wv} and {uv} are still orthonormal bases of complex Hilbert spaces W
and W⊥, respectively. By construction [wv, uv/w, u] = exp(−iφ) and
[wv, uv/v] = [wv, uv/w, u][w, u/v] = e−iφ · eiφ|detL| = |detL| ∈ R+.
Thus {wv, uv} indeed provides the desired example of an orthonormal basis of V ,
respecting the given orthogonal decomposition, with positive determinant of the
coordinate change [wv, uv/v] relative to any given basis {v}. 
The decomposition V = W ⊕W⊥ in the lemma above is of course not essential for
the statement itself. However we presented the result precisely in the form how it
will be applied later. We will also need the following purely algebraic result:
Proposition 7.2. Let V and W be two finite-dimensional Hilbert spaces with some
orthonormal bases {v} and {w} respectively. Let f : V → W be an isomorphism
of vector spaces. Then {f(v)} is also a basis of W , not necessarily orthonormal.
As Hilbert spaces V and W are canonically identified with their duals V ∗ and W ∗.
Then {v∗}, {w∗} are bases of V ∗,W ∗ respectively and {f∗(w∗)} is another basis of
V ∗. Under this setup the following relation holds
[f(v)/w] = [f∗(w∗)/v∗].
Proof. Denote the scalar products on the Hilbert spaces V and W by 〈· , ·〉V
and 〈· , ·〉W , respectively. Let the scalar products be linear in the second com-
ponent. They induce scalar products on detV and detW , denoted by 〈· , ·〉detV
and 〈· , ·〉detW respectively. Since the bases {v}, {w} are orthonormal, we obtain
for the elements [v], [w] of the determinant lines detV,detW
〈[v], [v]〉detV = 〈[w], [w]〉detW = 1.
The dual bases {v∗}, {w∗} induce elements on the determinant lines detV ∗ ∼=
(detV )∗, and detW ∗ ∼= (detW )∗ and under these identifications we have
[v∗] = [v]∗ = 〈[v], ·〉detV ,
[w∗] = [w]∗ = 〈[w], ·〉detW .
Now we compute
[f∗(w∗)]([v]) = 〈[w], [f(v)]〉detW = [f(v)/w]〈[w], [w]〉detW =
= [f(v)/w] · 1 = [f(v)/w] · [v∗]([v]),
⇒ [f∗(w∗)] = [f(v)/w][v∗].
This implies the statement of the proposition. 
Next we consider the long exact sequences (6.1), introduced in Section 6.
H : ...Hkrel(M1, E)
α∗k−−→ Hk(M1#M2, E) β
∗
k−→ Hkabs(M2, E)
δ∗k−→ Hk+1rel (M1, E)...
H′ : ..Hkrel(M2, E)
α′∗k−−→ Hk(M1#M2, E) β
′∗
k−−→ Hkabs(M1, E)
δ′∗k−−→ Hk+1rel (M2, E)...
The long exact sequences induce isomorphisms on determinant lines (cf. [Nic]) in
a canonical way
Φ : detH∗rel(M1, E)⊗ detH∗abs(M2, E)⊗ [detH∗(M1#M2, E)]−1 → C,(7.2)
Φ′ : detH∗rel(M2, E)⊗ detH∗abs(M1, E)⊗ [detH∗(M1#M2, E)]−1 → C.(7.3)
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More precisely , the action of the isomorphisms Φ,Φ′ is explicitly given as follows.
Fix any bases {a˜k}, {b˜k} and {c˜k} of Imδ∗k−1, Imα∗k and Imβ∗k respectively. Here
the lower index k indexes the entire basis and is not a counting of the elements in
the set. Choose now any linearly independent elements {ak}, {bk} and {ck} such
that {a˜k} = δ∗k−1(ck−1), {b˜k} = α∗k(ak) and {c˜k} = β∗k(bk).
We make the same choices on the long exact sequence H′. The notation is the same
up to an additional apostroph. Since the sequences H,H′ are exact, the choices
above provide us with bases of the cohomology spaces.
Under the Knudson-Mumford sign convention [KM] we define the action of the
isomorphisms Φ and Φ′ as follows:
Φ
{(
m⊗
k=0
[ak, a˜k](−1)
k
)
⊗
(
m⊗
k=0
[ck, c˜k](−1)
k
)
⊗
(
m⊗
k=0
[bk, b˜k](−1)
k+1
)}
7→ (−1)ν ,
(7.4)
Φ′
{(
m⊗
k=0
[a′k, a˜
′
k]
(−1)k
)
⊗
(
m⊗
k=0
[c′k, c˜
′
k]
(−1)k
)
⊗
(
m⊗
k=0
[b′k, b˜
′
k]
(−1)k+1
)}
7→ (−1)ν′ .
(7.5)
The definition turns out to be independent of choices. The numbers ν, ν′ count the
pairwise reorderings in the definition of the isomorphisms. They are given explicitly
by the following formula:
ν =
1
2
m∑
k=0
(
dim Imα∗k · (dim Imα∗k + (−1)k)
)
+
1
2
m∑
k=0
(
dim Imβ∗k · (dim Imβ∗k + (−1)k)
)
+
1
2
m∑
k=0
(
dim Imδ∗k · (dim Imδ∗k + (−1)k)
)
+
m∑
k=0
(
dimHkrel(M1, E) ·
k−1∑
i=0
dimHi(M1#M2, E)
)
+
m∑
k=0
(
dimHkrel(M1, E) ·
k−1∑
i=0
dimHiabs(M2, E)
)
+
m∑
k=0
(
dimHiabs(M2, E) ·
k−1∑
i=0
dimHiabs(M2, E)
)
.(7.6)
The first three lines in the formula are standard terms for ”cancellations” of images
and cokernels of the homomorphisms in an acyclic sequence of vector spaces. The
last three lines are due to reordering of the cohomology groups into determinant
lines. The number ν′ is given by an analogous formula as ν. As a consequence of
Theorem 6.1 which relates both sequences H and H′ we have
ν = ν′.
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Let the cohomology spaces in the long exact sequences H and H′ be endowed
with Hilbert structures naturally induced by the L2−scalar products on harmonic
elements. We have an orthogonal decomposition of each cohomology space in the
long exact sequences:
Hkrel(M1, E) = Imδ
∗
k−1 ⊕ (Imδ∗k−1)⊥,
Hk(M1#M2, E) = Imα∗k ⊕ (Imα∗k)⊥,
Hkabs(M2, E) = Imβ
∗
k ⊕ (Imβ∗k)⊥,
Hkrel(M2, E) = Imδ
′∗
k−1 ⊕ (Imδ′∗k−1)⊥,
Hk(M1#M2, E) = Imα′∗k ⊕ (Imα′∗k )⊥,
Hkabs(M1, E) = Imβ
′∗
k ⊕ (Imβ′∗k )⊥.
(7.7)
We can assume the bases {ak, a˜k}, {bk, b˜k}, {ck, c˜k} on H as well as the correspond-
ing bases on H′ to respect the orthogonal decomposition above, i.e. with respect
to the orthogonal decompositions in (7.7) we have
Hkrel(M1, E) = 〈{a˜k}〉 ⊕ 〈{ak}〉,
Hk(M1#M2, E) = 〈{b˜k}〉 ⊕ 〈{bk}〉,
Hkabs(M2, E) = 〈{c˜k}〉 ⊕ 〈{ck}〉,
Hkrel(M2, E) = 〈{a˜′k}〉 ⊕ 〈{a′k}〉,
Hk(M1#M2, E) = 〈{b˜′k}〉 ⊕ 〈{b′k}〉,
Hkabs(M1, E) = 〈{c˜′k}〉 ⊕ 〈{c′k}〉.
By Lemma 7.1 we can choose for any k = 0, ..,dimM orthonormal bases of
Hkrel(M1, E), H
k(M1#M2, E), Hkabs(M2, E) with respect to orthogonal decomposi-
tion (7.7)
Hkrel(M1, E) = 〈{v˜k}〉 ⊕ 〈{vk}〉,
Hk(M1#M2, E) = 〈{w˜k}〉 ⊕ 〈{wk}〉,
Hkabs(M2, E) = 〈{u˜k}〉 ⊕ 〈{uk}〉,
(7.8)
such that
[vk, v˜k/ak, a˜k], [uk, u˜k/ck, c˜k], [wk, w˜k/bk, b˜k] ∈ R+.(7.9)
These bases induce bases of the cohomology spaces of the sequence H′ by the action
of the Poincare duality map Γ. Since the map is an isometry, the induced bases
are still orthonormal. Furthermore commutativity of the diagramm (6.2), estab-
lished in Theorem 6.1 implies that the induced bases still respect the orthogonal
decomposition (7.7) of the cohomology spaces.
Hm−krel (M2, E) = 〈{Γuk}〉 ⊕ 〈{Γu˜k}〉,
Hm−k(M1#M2, E) = 〈{Γwk}〉 ⊕ 〈{Γw˜k}〉,
Hm−kabs (M1, E) = 〈{Γvk}〉 ⊕ 〈{Γv˜k}〉.
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We obtain for the action of the canonical isomorphisms on the elements induced
by these orthonormal bases the following central result, which relates the action of
the isomorphisms to the combinatorial torsion of the long exact sequences.
Theorem 7.3.
Φ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[wk, w˜k](−1)
k+1
)}
=
Φ′
{(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)
⊗
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
m−k+1
)}
= (−1)ν · τ(H) = (−1)ντ(H′).
Remark 7.4. The statement of the theorem corresponds to the fact that the combi-
natorial torsions τ(H), τ(H′) are defined as modes of the complex numbers obtained
by the action of the isomorphisms Φ,Φ′ on the volume elements, induced by the
Hilbert structures.
However the value of the theorem for our purposes is firstly the equality τ(H) =
τ(H′) and most importantly the fact that it provides explicit volume elements on
the determinant lines, which are mapped to the real-valued positive combinatorial
torsions without additional undetermined complex factors of the form eiφ.
Proof of Theorem 7.3. Consider first the action of the canonical isomorphism Φ.
By the action (7.4) we obtain
Φ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[wk, w˜k](−1)
k+1
)}
=
(−1)ν
m∏
k=0
[vk, v˜k/ak, a˜k](−1)
k · [uk, u˜k/ck, c˜k](−1)k · [wk, w˜k/bk, b˜k](−1)k+1 =
= (−1)ντ(H),(7.10)
where the second equality follows from the definition of combinatorial torsion and
the particular choice of bases such that (7.9) holds. On the other hand we can
rewrite the action of Φ as follows:
Φ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[wk, w˜k](−1)
k+1
)}
=
(−1)ν
m∏
k=0
[vk, v˜k/ak, a˜k](−1)
k · [uk, u˜k/ck, c˜k](−1)k · [wk, w˜k/bk, b˜k](−1)k+1 =
(−1)ν
m∏
k=0
[vk/ak](−1)
k
[v˜k/a˜k](−1)
k · [uk/ck](−1)k · [u˜k/c˜k](−1)k
·[wk/bk](−1)k+1 · [w˜k/b˜k](−1)k+1 .(7.11)
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Observe now the following useful relations:
[α∗k(vk)] = [α
∗
k(vk)/α
∗
k(ak)][α
∗
k(ak)] = [vk/ak][˜bk] =
[vk/ak]
[w˜k/b˜k]
· [w˜k]
and hence [α∗k(vk)/w˜k] =
[vk/ak]
[w˜k/b˜k]
,
[β∗k(wk)/u˜k] =
[wk/bk]
[u˜k/c˜k]
,
[δ∗k(uk)/v˜k+1] =
[uk/ck]
[v˜k+1/a˜k+1]
,
where the last two identities are derived in the similar manner as the first one.
With these relations we can rewrite the action (7.11) of Φ as follows:
Φ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[wk, w˜k](−1)
k+1
)}
=
(−1)ν
m∏
k=0
[α∗k(vk)/w˜k]
(−1)k · [β∗k(wk)/u˜k](−1)
k+1 · [δ∗k(uk)/v˜k+1](−1)
k
.(7.12)
Analogous argumentation for the canonical isomorphism Φ′ shows
Φ′
{(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
⊗(7.13)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
k
)}
= (−1)ν
m∏
k=0
[α′∗m−k(Γu˜k)/Γwk]
(−1)m−k · [β′∗m−k(Γw˜k)/Γvk](−1)
k
·[δ′∗m−k(Γv˜k)/Γuk−1](−1)
m−k
.
(7.14)
Now using the fact that the diagramm (6.2) is commutative with vertical maps
being linear, we obtain
[δ∗k(uk)/v˜k+1] = [(#L21 ◦ Γ)δ∗k(uk)/(#L21 ◦ Γ)v˜k+1] = [δ′m−k∗ (Γuk)∗/(Γv˜k+1)∗],
[α∗k(vk)/w˜k] = [β
′m−k
∗ (Γvk)
∗/(Γw˜k)∗],
[β∗k(wk)/u˜k] = [α
′m−k
∗ (Γwk)
∗/(Γu˜k)∗],
where the last two identities are derived in a similar manner as the first one. Now
with the following purely algebraic result of Proposition 7.2 we obtain
[δ∗k(uk)/v˜k+1] = [δ
′m−k
∗ (Γuk)
∗/(Γv˜k+1)∗] = [δ′∗m−k(Γv˜k+1)/(Γuk)],
[α∗k(vk)/w˜k] = [β
′m−k
∗ (Γvk)
∗/(Γw˜k)∗] = [β′∗m−k(Γw˜k)/(Γvk)],
[β∗k(wk)/u˜k] = [α
′m−k
∗ (Γwk)
∗/(Γu˜k)∗] = [α′∗m−k(Γu˜k)/(Γwk)].
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These identities allow us to compare the actions (7.12) and (7.14) and derive the
equality:
Φ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[wk, w˜k](−1)
k+1
)}
=
=Φ′
{(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)
⊗
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
m−k+1
)}
= (−1)ν · τ(H).(7.15)
On the other hand, since Γ is an isometry, we have in (7.15) the Φ′-action on
a volume element, induced by the Hilbert structures on H′. The combinatorial
torsion τ(H′) is defined as the mode of the complex-valued Φ′-image of the volume
element. Hence
Φ′
{(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
⊗(7.16)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
k
)}
= (−1)νeiψ · τ(H′).(7.17)
The phase eiψ can be viewed as the total rotation angle needed to rotate the
orthonormal bases {Γv˜k,Γvk}, {Γu˜k,Γuk}, {Γw˜k,Γwk} to orthonormal bases with
positive determinants of coordinate change matrices with respect to bases fixed in
(7.5) (cf. Lemma 7.1).
Since the combinatorial torsions are positive real numbers, comparison of (7.17)
with (7.15) leads to
τ(H) = τ(H′).
This completes the statement of the theorem. 
The canonical isomorphisms Φ,Φ′ induce isomorphisms
Ψ : detH∗rel(M1, E)⊗ detH∗abs(M2, E)→ detH∗(M1#M2, E),(7.18)
Ψ′ : detH∗rel(M2, E)⊗ detH∗abs(M1, E)→ detH∗(M1#M2, E)(7.19)
by the following formula. Consider any x ∈ detH∗rel(M1, E), y ∈ detH∗abs(M2, E)
and z ∈ detH∗(M1#M2, E). Then we set
Ψ(x⊗ y) := Φ(x⊗ y ⊗ z−1)z.
The definition of Ψ′ is analogous. Then with the result and notation of Theorem
7.3 we obtain:
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Corollary 7.5.
Ψ
{(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)}
=
= (−1)ντ(H)
(
m⊗
k=0
[wk, w˜k](−1)
k
)
,
Ψ′
{(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)}
=
= (−1)ντ(H)
(
m⊗
k=0
[Γw˜k,Γwk](−1)
m−k
)
.
8. Splitting formula for Refined Torsion of complexes
We continue in the setup of Section 2. Consider the refined analytic torsions of
the manifolds Mj , j = 1, 2 and the split manifold M = M1 ∪N M2. According to
Proposition 3.4 we can write for the refined analytic torsions
ρan(∇) = 1
TRS(∇˜) · exp [−ipiη(Beven) + ipirk(E)η(Btrivial)]
× exp
[
−ipim− 1
2
dim kerBeven + ipirk(E)m2 dim kerBtrivial
]
ρΓ(M,E),
ρan(∇j) = 1
TRS(∇˜j)
· exp
[
−ipiη(Bjeven) + ipirk(E)η(Bjtrivial)
]
× exp
[
−ipim− 1
2
dim kerBjeven + ipirk(E)
m
2
dim kerBjtrivial
]
ρΓ(Mj , E),
where j = 1, 2 and TRS(∇˜), TRS(∇˜j) denote the scalar analytic torsions associated
to the complexes (D˜, ∇˜), (D˜j , ∇˜j) respectively. Furthermore ρΓ(M,E), ρΓ(Mj , E)
denote the respective refined torsion elements in the sense of [BV3, (3.7)] for λ = 0.
The refined torsion elements are elements of the determinant lines:
ρΓ(M1, E) ∈ det(H∗rel(M1, E)⊕H∗abs(M1, E)),
ρΓ(M2, E) ∈ det(H∗rel(M2, E)⊕H∗abs(M2, E)),
ρΓ(M,E) ∈ det(H∗(M,E)⊕H∗(M,E)).
These elements are in the sense of [BK2, Section 4] the refined torsions ρ[0,λ], λ = 0
(see also [BV3, (3.7)]) of the corresponding complexes:
H∗rel(M1, E)⊕H∗abs(M1, E),
H∗rel(M2, E)⊕H∗abs(M2, E),
H∗(M,E)⊕H∗(M,E).
Note that up to the identification of Corollary 5.3 the refined torsion ρΓ(M,E)
corresponds to the refined torsion of the complex H∗(M1#M2, E)⊕H∗(M1#M2, E)
ρΓ(M1#M2, E) ∈ det(H∗(M1#M2, E)⊕H∗(M1#M2, E)).(8.1)
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With the preceeding three sections we can now relate the refined torsions ρΓ(M1, E),
ρΓ(M2, E) and ρΓ(M1#M2, E) together. For this we first rewrite the refined tor-
sions in convenient terms. We restrict the neccessary arguments to ρΓ(M1, E), since
the discussion of the other elements is completely analogous.
Let for k = 0, ..,dimM the sets {ek} and {θk} be the bases for Hkrel(M1, E) and
Hkabs(M1, E) respectively. Then the refined torsion element ρΓ(M1, E) is given by:
ρΓ(M1, E) = (−1)R1([e0] ∧ [θ0])⊗ ([e1] ∧ [θ1])(−1) ⊗ ...
...⊗ ([er−1] ∧ [θr−1])(−1)r−1 ⊗ ([Γθr−1] ∧ [Γer−1])(−1)r ⊗ ...
...⊗ ([Γθ1] ∧ [Γe1])⊗ ([Γθ0] ∧ [Γe0])(−1),(8.2)
where r = (dimM + 1)/2. The sign R1 is given according to [BK2, (4.2)] by
R1 =
1
2
r−1∑
k=0
(dimHkrel(M1, E) + dimH
k
abs(M1, E))·
· (dimHkrel(M1, E) + dimHkabs(M1, E) + (−1)r−k) .
The formula for ρΓ(M1, E) is independent of the particular choice of bases {ek}
and {θk}. Hence, since {Γek} is also a basis of Hm−kabs (M1, E) for any k, we can
write equivalently, replacing in the formula (8.2) the basis {θk} by {Γem−k}:
ρΓ(M1, E) = (−1)R1([e0] ∧ [Γem])⊗ ([e1] ∧ [Γem−1])(−1) ⊗ ...
...⊗ (em−1] ∧ [Γe1])⊗ ([em] ∧ [Γe0])(−1).
With the ”fusion isomorphism” for graded vector spaces (cf. [BK2, (2.18)])
µ(M1,E) : detH
∗
rel(M1, E)⊗ detH∗abs(M1, E)
∼−→ det(H∗rel(M1, E)⊕ detH∗abs(M1, E))
we obtain
µ
(−1)
(M1,E)
(ρΓ(M1, E)) =
(
m⊗
k=0
[ek](−1)
k
)
⊗
(
m⊗
k=0
[Γek](−1)
m−k
)
· (−1)M(M1,E)+R1 ,
where with [BK2, (2.19)]
M(M1, E) =
∑
0≤k<i≤m
dimHirel(M1, E) · dimHkabs(M1, E).
Analogous result holds for the refined torsions ρΓ(M2, E) and ρΓ(M1#M2, E),
where the analogous quantities R,R2 andM(M,E) andM(M2, E) are introduced
respectively. Using now the fact that the refined torsion elements are independent
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of choices, we find with bases, fixed in (7.8):
µ
(−1)
(M1,E)
(ρΓ(M1, E)) =
= (−1)M(M1,E)+R1
(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[Γv˜k,Γvk](−1)
m−k
)
,
µ
(−1)
(M2,E)
(ρΓ(M2, E)) =
= (−1)M(M2,E)+R2
(
m⊗
k=0
[uk, u˜k](−1)
k
)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
m−k
)
,
µ
(−1)
(M1#M2,E)
(ρΓ(M1#M2, E)) =
= (−1)M(M1#M2,E)+R
(
m⊗
k=0
[wk, w˜k](−1)
k
)
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
m−k
)
.
Now combine the canonical isomorphisms Ψ,Ψ′, introduced in (7.18) and (7.19),
together with the fusion isomorphisms into one single canonical isomorphism:
Ω :=µ(M1#M2,E) ◦ (Ψ⊗Ψ′) ◦ (µ−1(M1,E) ⊗ µ
−1
(M2,E)
) :
(8.3)
det(H∗rel(M1, E)⊕H∗abs(M1, E))⊗
det(H∗rel(M2, E)⊕H∗abs(M2, E))→
→ det(H∗(M1#M2, E)⊕H∗(M1#M2, E)),
where we employed implicitly flip-isomorphisms in order to reorder the determinant
lines appropriately. Due to the Knudson-Momford sign convention this leads to
an additional sign. We obtain by Corollary 7.5 for the action of this canonical
isomorphism
Ω(ρΓ(M1, E)⊗ ρΓ(M2, E)) = (−1)M(M1,E)+M(M2,E)+R1+R2+1×
µ(M1#M2,E)
(
Ψ
[(
m⊗
k=0
[vk, v˜k](−1)
k
)
⊗
(
m⊗
k=0
[uk, u˜k](−1)
k
)]
⊗
Ψ′
[(
m⊗
k=0
[Γv˜k,Γvk](−1)
k+1
)
⊗
(
m⊗
k=0
[Γu˜k,Γuk](−1)
k+1
)])
=
= (−1)M(M1,E)+M(M2,E)+R1+R2+1τ(H)2×
µ(M1#M2,E)
(
m⊗
k=0
[wk, w˜k](−1)
k
)
⊗
(
m⊗
k=0
[Γw˜k,Γwk](−1)
k+1
)
=
= (−1)signτ(H)2ρΓ(M1#M2, E),
where we have set
sign :=M(M1, E) +M(M2, E)−M(M1#M2, E) +R1 +R2 −R+ 1.(8.4)
Summarizing, we have derived a relation between the refined torsion elements of
the splitting problem under the canonical isomorphism Ω:
Proposition 8.1.
Ω(ρΓ(M1, E)⊗ ρΓ(M2, E)) = (−1)signτ(H)2ρΓ(M1#M2, E).
Boris Vertman 31
This is an important result in the derivation of the actual gluing formula for re-
fined analytic torsion and the final outcome of the preceeding three sections on
cohomological algebra.
9. Combinatorial complexes
Before we finally prove a gluing formula for refined analytic torsion, consider a
general situation with Z being a smooth compact manifold and Y ⊂ Z a smooth
compact submanifold with the natural inclusion ι : Y ↪→ Z. The inclusion induces
a group homomorphism
ι∗ : pi1(Y )→ pi1(Z).
Fix any representation ρ : pi1(Z)→ GL(n,C). It naturally gives rise to further two
representations
ρY := ρ ◦ ι∗ : pi1(Y )→ GL(n,C),
ρ¯Y :
pi1(Y )
ker ι∗
∼= im ι∗ → GL(n,C), [γ] 7→ ρY (γ),
where the second map is well-defined since by construction ρY  ker ι∗ ≡ id.
Denote by Z˜ and Y˜ the universal covering spaces of Z and Y respectively, which are
(cf. [KN, Proposition 5.9 (2)]) principal bundles over Z, Y with respective structure
groups pi1(Z), pi1(Y ). Denote by pZ the bundle projection of the principal bundle Z˜
over Z. By locality the covering space p−1Z (Y ) over Y is a principal bundle over Y
with the structure group im ι∗. Hence the universal cover Y˜ is a principal bundle
over p−1Z (Y ) with the structure group ker ι
∗. Summarizing we have:
p−1Z (Y )
im ι∗
∼= Y, Y˜
ker ι∗
∼= p−1Z (Y ).(9.1)
Next we consider any triangulation Z of Z, such that it leaves Y invariant, i.e.
Y := Z ∩ Y provides a triangulation of the submanifold Y . Fix an embedding of
Z into Z˜ as the fundamental domain. Then we obtain a triangulation Z˜ of Z˜ by
applying deck transformations of pi1(Z) to Z. Put
p−1Z (Y) := Z˜ ∩ p−1Z (Y )
which gives a triangulation of p−1Z (Y ) invariant under deck transformations of im ι
∗.
Embed p−1Z (Y ) into its universal cover Y˜ as the fundamental domain. By applying
deck transformations of ker ι∗ to p−1Z (Y) we get a triangulation Y˜ of Y˜ . Note by
construction, in analogy to (9.1)
p−1Z (Y)
im ι∗
∼= Y, Y˜
ker ι∗
∼= p−1Z (Y).(9.2)
We form now the combinatorial chain complexes C∗(.) of the triangulations and
arrive at the central result of this section.
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Theorem 9.1. Consider the following combinatorial cochain complexes
HomρY (C∗(Y˜),Cn) := {f ∈ Hom(C∗(Y˜),Cn)|
∀x ∈ C∗(Y˜), γ ∈ pi1(Y ) : f(x · γ) = ρY (γ)−1f(x)},
Homρ¯Y (C∗(p
−1
Z (Y)),Cn) := {f ∈ Hom(C∗(p−1Z (Y)),Cn)|
∀x ∈ C∗(p−1Z (Y)), γ ∈ im ι∗ : f(x · γ) = ρ¯Y (γ)−1f(x)}.
These complexes are isomorphic:
HomρY (C∗(Y˜),Cn) ∼= Homρ¯Y (C∗(p−1Z (Y)),Cn).
Proof. The relations in (9.2) imply in particular
C∗(p−1Z (Y)) ∼= C∗(Y˜)/ ker ι∗.
Hence to any x ∈ C∗(Y˜) we can associate its equivalence class [x] ∈ C∗(p−1Z (Y))
and define
φ : HomρY (C∗(Y˜),Cn)→ Hom(C∗(p−1Z (Y)),Cn),
f 7→ φf, φf [x] := f(x).
This construction is well-defined, since for any other representative x′ ∈ [x] there
exists γ ∈ ker ι∗ with x′ = x · γ and since f ∈ HomρY (C∗(Y˜),Cn) we get
f(x′) = ρY (γ)−1f(x) = [ρ ◦ ι∗(γ)]−1f(x) = f(x).
Note further with f and x as above and [γ] ∈ pi1(Y )/ ker ι∗ ∼= im ι∗:
(φf)([x] · [γ]) = (φf)[x · γ] = f(x · γ) =
= ρY (γ)−1f(x) = ρ¯Y ([γ])−1(φf)[x].
Hence in fact we have a well-defined map:
φ : HomρY (C∗(Y˜),Cn)→ Homρ¯Y (C∗(p−1Z (Y)),Cn).
Now we denote the boundary operators on C∗(Y˜) and C∗(p−1Z (Y)) by δ˜ and δ respec-
tively. They give rise to coboundary operators d˜ and d on the cochain complexes.
Observe
d(φf)[x] = (φf)(δ[x]) = (φf)[δ˜x] =
= f(δ˜x) = d˜f(x) = (φd˜f)[x].
This shows
dφ = φd˜.
Thus φ is a well-defined homomorphism of complexes. It is surjective by construc-
tion. Injectivity of φ is also obvious. Thus φ is an isomorphism of complexes, as
desired. 
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10. Gluing formula for Refined Analytic Torsion
We now finally are in the position to derive a gluing formula for refined analytic
torsion. As a byproduct we obtain a splitting formula for the scalar analytic torsion
in terms of combinatorial torsions of long exact sequences.
We derive the gluing formula by relating the Ray-Singer analytic torsion norm to
the Reidemeister combinatorial torsion norm and applying the gluing formula on
the combinatorial side, established by M. Lesch in [L2]. This makes it necessary to
use the Cheeger-Mu¨ller Theorem on manifolds with and without boundary.
Continue in the setup of Section 2. Consider a smooth triangulation X of the closed
smooth split manifold
M = M1 ∪N M2
that leaves the compact submanifolds M1,M2, N invariant, i.e. with Xj := X ∩
Mj , j = 1, 2 and W := Xj ∩ N we have subcomplexes of X providing smooth
triangulations of Mj , j = 1, 2 and N respectively, and
X = X1 ∪W X2.
Denote by M˜j the universal covering spaces of Mj , j = 1, 2. Fix embeddings of Mj
into M˜j as fundamental domains. Then the triangulation Xj of Mj induces under
the action of pi1(Mj), viewed as the group of deck-transformations of M˜j , smooth
triangulation X˜j of the universal cover M˜j for each j = 1, 2.
The complex chain group C∗(X˜j) is generated by simplices of X˜j and is a module
over the group algebra C[pi1(Xj)]. The simplices of Xj form a preferred base for
C∗(X˜j) as a C[pi1(Xj)]-module.
Furthermore the given unitary representation ρ : pi1(M)→ U(n,C) gives rise to the
associated unitary representations ρj := ρ ◦ ι∗j of the fundamental groups pi1(Mj),
where ι∗j : pi1(Mj)→ pi1(M) are the natural group homomorphisms induced by the
inclusions ιj : Mj ↪→M, j = 1, 2. We can now define for each j
C∗(Xj , ρj) := Homρj (C∗(X˜j),Cn) =
{f ∈ Hom(C∗(X˜j),Cn)|∀x ∈ C∗(X˜j), γ ∈ pi1(Mj) : f(x · γ) = ρj(γ)−1f(x)}
∼= C∗(X˜j)⊗C[pi1(Mj)] Cn,
where the C[pi1(Mj)]-module structure of C∗(X˜j) comes from the module structure
of the dual space C∗(X˜j) and the C[pi1(Mj)] module structure on Cn is obtained
via the representation ρj .
The boundary operator on C∗(X˜j) induces a coboundary operator on C∗(Xj , ρj).
Further the preferred base on C∗(X˜j) together with a fixed volume on Cn yields a
Hilbert structure on C∗(Xj , ρj). So C∗(Xj , ρj) becomes a finite Hilbert complex.
Next we consider again the universal coverings pj : M˜j → Mj . Then the preimage
p−1j (N) ⊂ M˜j is a covering space of N with the group of deck transformations
im(pi1(N)
ι∗−→ pi1(Mj)) ⊂ pi1(Mj).
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Here ι∗ is the natural homomorphism of groups induced by the inclusion N ↪→Mj .
We do not distinguish the inclusions of N into Mj , j = 1, 2 at this point, since it
will always be clear from the context.
The triangulation W ⊂ Xj induces with a fixed embedding of Mj into M˜j a trian-
gulation p−1j (W ) of p
−1
j (N) by the deck tranformations of ι
∗pi1(N) ⊂ pi1(Mj). The
chain complex C∗(p−1j (W )) is generated by simplices of p
−1
j (W ) and is a module
over the group subalgebra C[ι∗pi1(N)] ⊂ C[pi1(Mj)]. It is a subcomplex of C∗(X˜j).
The following observation follows from Theorem 9.1 and is central for the later
constructions:
f ∈ Homρj (C∗(X˜j),Cn)
⇒f |C∗(p−1j (W )) ∈ Homρ¯N (C∗(p
−1
j (W )),C
n) ∼= C∗(W,ρN ),(10.1)
where ρN = ρj ◦ ι∗ : pi1(N) → U(n,C) is the natural representation of pi1(N). It
is induced by ρ and is trivial over ker ι∗ by definition. The homomorphism ρ¯N is
obtained from ρN by dividing out the trivial part:
ρ¯N :
pi1(N)
ker ι∗
∼= im ι∗ → U(n,C).
The isomorphism in (10.1) in particular implies that we can compare the restrictions
to C∗(p−1j (W )) for elements of both complexes C
∗(Xj , ρj), j = 1, 2. We can now
define:
C∗(Xj ,W, ρj) := {f ∈ Homρ(C∗(X˜j),Cn)|f |C∗(p−1j (W )) = 0},
C∗(X1#X2, ρ) := {(f, g) ∈ C∗(X1, ρ1)⊕ C∗(X2, ρ2)|f |C∗(p−1j (W )) = g|C∗(p−1j (W ))}.
These complexes inherit structure of finite Hilbert complexes from C∗(Xj , ρj) for
j = 1, 2. Fix the naturally induced Hilbert structure on the cohomology, which gives
rise to norms on the determinant lines of cohomology, and define the combinatorial
Reidemeister norms
‖ · ‖RdetH∗(C∗(X1#X2,ρ)) := τ(C∗(X1#X2, ρ))−1‖ · ‖detH∗(C∗(X1#X2,ρ)),
‖ · ‖RdetH∗(C∗(Xj ,W,ρ)) := τ(C∗(Xj ,W, ρ))−1‖ · ‖detH∗(C∗(Xj ,W,ρ)),
‖ · ‖RdetH∗(C∗(Xj ,ρ)) := τ(C∗(Xj , ρ))−1‖ · ‖detH∗(C∗(Xj ,ρ)),
where we have put for any finite Hilbert complex (C∗, ∂∗) with the naturally induced
Hilbert structure on cohomology H∗(C∗, ∂∗) and the associated Laplacians denoted
by 4∗:
log τ(C∗, ∂∗) =
1
2
∑
j
(−1)j · j · ζ ′(0,4j).
This definition corresponds to the sign convention for the Ray-Singer norms in
[BV3, Section 5]. The Reidemeister norms do not depend on choices made for the
construction and are in particular invariant under subdivisions, see [Mi, Theorem
7.1] and [RS, Section 4]. Since any two smooth triangulations admit a common
subdivision, see [Mun], the Reidemeister norms do not depend on the choice of a
smooth triangulation X.
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Consider now the following short exact sequences of finite Hilbert complexes:
0→ C∗(X1,W, ρ) αc−→ C∗(X1#X2, ρ) βc−→ C∗(X2, ρ)→ 0,(10.2)
0→ C∗(X2,W, ρ) α
′
c−→ C∗(X1#X2, ρ) β
′
c−→ C∗(X1, ρ)→ 0,(10.3)
where αc, α′c are the natural inclusions and βc, β
′
c the natural restrictions. Both se-
quences are exact by definition of the corresponding homomorphisms of complexes.
The associated long exact sequences in cohomology, with the Hilbert structures
being naturally induced by the Hilbert structures of the combinatorial complexes
as defined above, shall be denoted by Hc and H′c respectively.
Consider further the following complexes
0→ (Ω∗min(M1, E),∇1) α−→ (Ω∗(M1#M2, E),∇S) β−→ (Ω∗max(M2, E),∇2)→ 0,
0→ (Ω∗min(M2, E),∇2) α
′
−→ (Ω∗(M1#M2, E),∇S) β
′
−→ (Ω∗max(M1, E),∇1)→ 0,
which were already introduced in Section 6. Their associated long exact sequences
(cf. (6.1)) are denoted by H and H′ respectively. The short exact sequences com-
mute under the de Rham maps with the short exact sequences (10.2) and (10.3),
respectively.
Thus the corresponding diagramms of the long exact sequences H,Hc and H′,H′c
commute. The de Rham maps induce isomorphisms on cohomology, as established
in [RS, Section 4] with arguments for orthogonal representations which work for
unitary representations as well:
H∗abs(Mj , E) ∼= H∗(C∗(Xj , ρj)), H∗rel(Mj , E) ∼= H∗(C∗(Xj ,W, ρj)).(10.4)
¿From these identifications we obtain with the five-lemma in algebra applied to the
commutative diagramms of long exact sequences H and Hc or H′ and H′c:
H∗(M1#M2, E) ∼= H∗(C∗(X1#X2, ρ)),(10.5)
induced by the de Rham integration maps as well. Thus under the de Rham iso-
morphisms the long exact sequences Hc,H′c correspond to H,H′ respectively, and
differ only in the fixed Hilbert structures.
Furthermore the long exact sequences Hc,H′c give rise to isomorphisms on deter-
minant lines in a canonical way (recall the definition of Ψ,Ψ′ in (7.18) and (7.19))
Ψc : detH∗(C∗(X1,W, ρ))⊗ detH∗(C∗(X2, ρ))→ detH∗(C∗(X1#X2, ρ)),
Ψ′c : detH
∗(C∗(X2,W, ρ))⊗ detH∗(C∗(X1, ρ))→ detH∗(C∗(X1#X2, ρ)).
These maps correspond to the canonical identifications Ψ,Ψ′ introduced in Section
7 up to the de Rham isomorphisms. We can now prove an appropriate gluing result
for the combinatorial Reidemeister norms.
Theorem 10.1.
Let x, y be elements of detH∗(C∗(X1,W, ρ)),detH∗(C∗(X2, ρ)) and x′, y′ elements
of detH∗(C∗(X2,W, ρ)),detH∗(C∗(X1, ρ)), respectively. Then we obtain for the
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combinatorial Reidemeister norms the following relation:
‖Ψc(x⊗ y)‖RdetH∗(C∗(X1#X2,ρ)) =(10.6)
=2χ(N)/2‖x‖RdetH∗(C∗(X1,W,ρ))‖y‖RdetH∗(C∗(X2,ρ)),
‖Ψ′c(x′ ⊗ y′)‖RdetH∗(C∗(X1#X2,ρ)) =(10.7)
=2χ(N)/2‖x′‖RdetH∗(C∗(X2,W,ρ))‖y′‖RdetH∗(C∗(X1,ρ)).
Proof. First apply the gluing formula in [L2], derived by introducing transmission
boundary conditions depending on a parameter, in the spirit of [V]:
τ(C∗(X1#X2, ρ)) = τ(C∗(X1,W, ρ)) · τ(C∗(X2, ρ)) · τ(Hc) · 2−χ(N)/2,(10.8)
τ(C∗(X1#X2, ρ)) = τ(C∗(X2,W, ρ)) · τ(C∗(X1, ρ)) · τ(H′c) · 2−χ(N)/2.(10.9)
By the definition of the combinatorial torsions τ(Hc) and τ(H′c) we obtain the
following relation to the action of Φc,Φ′c, by an appropriate version of Corollary
7.5:
‖Ψc(x⊗ y)‖detH∗(C∗(X1#X2,ρ)) =(10.10)
=τ(Hc) · ‖x‖detH∗(C∗(X1,W,ρ))‖y‖detH∗(C∗(X2,ρ)),
‖Ψ′c(x′ ⊗ y′)‖detH∗(C∗(X1#X2,ρ)) =(10.11)
=τ(H′c) · ‖x′‖detH∗(C∗(X2,W,ρ))‖y′‖detH∗(C∗(X1,ρ)).
Now a combination of the relations above, together with the gluing formulas (10.8)
and (10.9) gives the desired statement. 
We can now prove the following gluing result for the analytic Ray-Singer torsion
norms.
Theorem 10.2. Let Ω be the canonical isomorphism of determinant lines, defined
in (8.3).
Ω : detH∗(D˜1, ∇˜1)⊗ detH∗(D˜2, ∇˜2)→
det(H∗(M1#M2, E)⊕H∗(M1#M2, E)).
For any γ1, γ2 in detH∗(D˜1, ∇˜1),detH∗(D˜2, ∇˜2) respectively, we have in terms of
the analytic Ray-Singer torsion norms on the determinant lines:
‖Ω(γ1 ⊗ γ2)‖RSdet(H∗(M1#M2,E)⊕H∗(M1#M2,E)) =
=2χ(N)‖γ1‖RSdetH∗( eD1,e∇1)‖γ2‖RSdetH∗( eD2,e∇2).
Proof. Under the de Rham isomorphisms we can relate the combinatorial Reide-
meister norms to the analytic Ray-Singer torsion norms. We get by an appropriate
version of [Lu¨]
‖ · ‖RdetH∗(C∗(Xj ,ρ)) = 2χ(N)/4‖ · ‖RSdetH∗abs(Mj ,E),
‖ · ‖RdetH∗(C∗(Xj ,W,ρ)) = 2χ(N)/4‖ · ‖RSdetH∗rel(Mj ,E),(10.12)
where χ(N) is the Euler characteristic of the closed manifold N with the representa-
tion ρN of its fundamental group, hence defined in terms of the twisted cohomology
groups H∗(N,E|N ). Furthermore we need the following relation:
‖ · ‖RdetH∗(C∗(X1#X2,ρ)) = 2χ(N)/2‖ · ‖RSdetH∗(M1#M2,E).(10.13)
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This result is proved for trivial representations in [V, Theorem 1.5]. This is done by
discussing a family of elliptic transmission value problems and doesn’t rely on the
Cheeger-Mu¨ller theorem. However in the setup of the present discussion we provide
below in Proposition 10.3 a simple proof for general unitary representations, using
the Cheeger-Mu¨ller Theorem on closed manifolds
It is important to note that the Ray-Singer analytic and combinatorial torsion con-
sidered in [V] and [Lu¨] are squares of the torsion norms in our convention and fur-
ther differ in the sign convention (we adopted the sign convention of [BK2, Section
11.2]). Therefore we get factors 2χ(N)/4, 2χ(N)/2 in (10.12) and (10.13) respectively,
instead of 2−χ(N)/2, 2−χ(N) as asserted in [Lu¨, Theorem 4.5] and [V, Theorem 1.5].
By definition the canonical maps Ψc and Ψ′c correspond under the de Rham isomor-
phism to the canonical maps Ψ and Ψ′ respectively. In view of Theorem 10.1, the
identities (10.12) and the relation (10.13) we obtain the following gluing formulas:
‖Ψ(x⊗ y)‖RSdetH∗(M1#M2,E)) =(10.14)
=2χ(N)/2‖x‖RSdetH∗rel(M1,E))‖y‖
RS
detH∗abs(M2,E))
,
‖Ψ′(x′ ⊗ y′)‖RSdetH∗(M1#M2,E)) =(10.15)
=2χ(N)/2‖x′‖RSdetH∗rel(M2,E))‖y
′‖RSdetH∗abs(M1,E)).
The fusion isomorphisms µ(M1,E), µ(M2,E) and µ(M1#M2,E), used in the construc-
tion of the canonical isomorphism Ω, are by construction isometries with respect
to the analytic Ray-Singer norms and hence in total we obtain for any γ1, γ2 in
detH∗(D˜1, ∇˜1),detH∗(D˜2, ∇˜2) respectively,
‖Ω(γ1 ⊗ γ2)‖RSdet(H∗(M1#M2,E)⊕H∗(M1#M2,E) =
= 2χ(N)‖γ1‖RSdetH∗( eD1,e∇1)‖γ2‖RSdetH∗( eD2,e∇2),
where we recall the following facts by construction:
H∗(D˜1, ∇˜1) = H∗rel(M1, E)⊕H∗abs(M1, E),
H∗(D˜2, ∇˜2) = H∗rel(M2, E)⊕H∗abs(M2, E).
This proves the statement of the theorem. 
Now we prove the result (10.13) on comparison of the torsion norms, anticipated
in the argumentation above. The proof uses ideas behind [V, Theorem 1.5].
Proposition 10.3.
‖ · ‖RdetH∗(C∗(X1#X2,ρ)) = 2χ(N)/2‖ · ‖RSdetH∗(M1#M2,E).
Proof. Consider the following short exact sequence of finite Hilbert complexes (re-
call that the Hilbert structures on the complexes were induced by the triangulation
X and the fixed volume on Cn)
0→
2⊕
j=1
C∗(Xj ,W, ρj)
α−→ C∗(X1#X2, ρ) β−→ C∗(W,ρN )→ 0,
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with α(ω1⊕ω2) = (ω1, ω2) and β(ω1, ω2) = 1√2 (ω1|C∗(fW ) +ω2|C∗(fW )). Note further
θ : C∗(W,ρN )→ C∗(X1#X2, ρ), θ(ω) = 1√
2
(ω, ω)
is an isometry between C∗(W,ρN ) and Imθ, where Imθ is moreover the orthogonal
complement in C∗(X1#X2, ρ) to the image of α. Furthermore β ◦ θ = id. Hence
β is an isometry between the orthogonal complement of its kernel and C∗(W,ρN ).
Here a volume on Cn is fixed for all combinatorial complexes.
The map of complexes α is also an isometry onto its image and hence the induced
identification
φR# : detH
∗(C∗(X1#X2, ρ))→
2⊗
j=1
detH∗(C∗(Xj ,W, ρj))⊗ detH∗(C∗(W,ρN ))
is an isometry of combinatorial Reidemeister norms. Similarly we consider the next
short exact sequence of finite complexes:
0→
2⊕
j=1
C∗(Xj ,W, ρj)
α−→ C∗(X, ρ) r−→ C∗(W,ρN )→ 0,
where the third arow is the restriction as in (10.1). By similar arguments as before
the induced identification
φR : detH∗(C∗(X, ρ))→
2⊗
j=1
detH∗(C∗(Xj ,W, ρj))⊗ detH∗(C∗(W,ρN ))
is an isometry of combinatorial Reidemeister norms. Now we consider the following
commutative diagramms of short exact sequences.
0 → ⊕2j=1 Ω∗min(Mj , E) ↪→ Ω∗(M1#M2, E) √2ι∗N−−−→ Ω∗(N,E) → 0
↓ R ↓ R ↓ R
0 →
2⊕
j=1
C∗(Xj ,W, ρj)
α−→ C∗(X, ρ)
√
2r−−→ C∗(W,ρN ) → 0,
where R denotes the natural de Rham integration quasi-isomorphisms. The second
commutative diagramm is as follows:
0 → ⊕2j=1 Ω∗min(Mj , E) ↪→ Ω∗(M1#M2, E) √2ι∗N−−−→ Ω∗(N,E) → 0
↓ R ↓ R# ↓ R
0 →
2⊕
j=1
C∗(Xj ,W, ρj)
α−→ C∗(X1#X2, ρ) β−→ C∗(W,ρN ) → 0,
with the vertical maps as before given by the natural de Rham integration quasi-
isomorphisms. Note that R# is a quasi-isomorphism as well, which is clear from
the five-lemma applied to the commutative diagramm of the associated long exact
sequences.
The lower sequences in both of the diagramms were discussed above. The upper
short exact sequence in both diagramms induces the identification:
φRS# : detH
∗(M1#M2, E)→
2⊗
j=1
detH∗rel(Mj , E)⊗ detH∗(N,E).
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By commutativity of the two diagramms we obtain:
2χ(N)/2φR ◦R = R ◦ φRS# ,(10.16)
φR# ◦R# = R ◦ φRS# .(10.17)
Now let x ∈ detH∗(M1#M2, E) be an arbitrary element, identified via Corollary
5.3 with x ∈ detH∗(M,E). We compute:
‖x‖RSdetH∗(M1#M2,E) = ‖x‖RSdetH∗(M,E) = ‖R(x)‖RdetH∗(X,ρ) =
= ‖φR ◦R(x)‖ = 2−χ(N)/2‖R ◦ φRS# (x)‖ =
= 2−χ(N)/2‖φR# ◦R#(x)‖ = 2−χ(N)/2‖R#(x)‖RdetH∗(C∗(X1#X2,ρ)),
where we have put
‖ · ‖ := ‖ · ‖RdetH∗(C∗(X1,W,ρ1)) · ‖ · ‖RdetH∗(C∗(X2,W,ρ2)) · ‖ · ‖RdetH∗(C∗(W,ρN )).
The steps in the sequence of equalities need to be clarified. The first equation
is due to Theorem 5.2 on the spectral equivalence of 4S and 4. The second
equation is simply the Cheeger-Mu¨ller Theorem for closed Riemannian manifolds.
The third equation is a consequence of the fact that φR is an isometry with respect
to the combinatorial Reidemeister norms. Now the fourth and the fifth equation
are consequences of (10.16) and (10.17) respectively. Using in the last equation
again the isometry φR# we obtain the result. The sequence of equalities proves in
total:
‖x‖RSdetH∗(M1#M2,E) = 2−χ(N)/2‖R#(x)‖RdetH∗(C∗(X1#X2,ρ)).

Next we recall that by Theorem 5.2 the complexes Ω∗(M,E) ⊕ Ω∗(M,E) and
Ω∗(M1#M2, E)⊕Ω∗(M1#M2, E) have spectrally equivalent Laplacians with iden-
tifyable eigenforms. This implies
TRS(Ω∗(M,E)⊕ Ω∗(M,E)) = TRS(Ω∗(M1#M2, E)⊕ Ω∗(M1#M2, E)),
H∗(Ω∗(M,E)⊕ Ω∗(M,E)) ∼= H∗(Ω∗(M1#M2, E)⊕ Ω∗(M1#M2, E)).(10.18)
The identification (10.18) is in fact an isometry with respect to the natural Hilbert
structures, since in both cases the Hilbert structure is induced by the L2−scalar
product on harmonic forms and the harmonic forms of both complexes coincide,
see Theorem 5.2. This implies
‖ · ‖RSdet(H∗(M1#M2,E)⊕H∗(M1#M2,E)) =
‖ · ‖RSdet(H∗(M,E)⊕H∗(M,E)) ≡ ‖ · ‖RSdetH∗( eD,e∇).
Moreover under the identification (10.18) we can view the canonical isomorphism
Ω as
Ω : detH∗(D˜1, ∇˜1)⊗ detH∗(D˜2, ∇˜2)→ detH∗(D˜, ∇˜).
Then we obtain as a corollary of Theorem 10.2:
Corollary 10.4. Denote by ρan(∇) and ρan(∇j), j = 1, 2 the refined analytic tor-
sions on M and Mj , j = 1, 2 respectively. There exists some φ ∈ [0, 2pi) such that
Ω(ρan(∇1)⊗ ρan(∇2)) = eiφ2χ(N)ρan(∇).
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Proof. Applying Theorem 10.2 to ρan(∇1) ⊗ ρan(∇2), we obtain with the identifi-
cation (10.18) and [BV3, Theorem 5.2]:
‖Ω(ρan(∇1)⊗ ρan(∇2))‖RSdet(H∗( eD,e∇) = 2χ(N)×
×‖ρan(∇1)‖RSdetH∗( eD1,e∇1)‖ρan(∇2)‖RSdetH∗( eD2,e∇2) = 2χ(N).
On the other hand we have again by [BV3, Theorem 5.2]
‖ρan(∇)‖RSdet(H∗( eD,e∇) = 1.
This proves the corollary. 
In order to establish a gluing formula it remains to identify this phase φ explicitly.
Under the identification of Corollary 5.3 the refined torsion ρΓ(M1#M2, E) corre-
sponds to the refined torsion element ρΓ(M,E), as already encountered in (8.1).
Hence with Proposition 8.1 we can write
Ω(ρΓ(M1, E)⊗ ρΓ(M2, E)) = (−1)signτ(H)2ρΓ(M,E).
Consequently we obtain using the splitting formulas (4.12) and (4.13) for the eta-
invariants and using Proposition 3.4
Ω(ρan(∇1)⊗ ρan(∇2)) = T
RS(D˜, ∇˜)
TRS(D˜1, ∇˜1)TRS(D˜2, ∇˜2)
×
exp (−ipi · Errη(Beven) + ipi · rank(E)Errη(Btrivial))×
(−1)signτ(H)2 · ρan(∇),(10.19)
where we have put
Errη(Beven) :=τµ(I − P1, P, P1)+(10.20)
+
m− 1
2
(
dim kerB1even + dim kerB2even − dim kerBeven
)
,
Errη(Btrivial) :=τµ(I − P1,trivial, Ptrivial, P1,trivial)+(10.21)
+
m
2
(
dim kerB1trivial + dim kerB2trivial − dim kerBtrivial
)
.
Comparing this relation with the statement of Corollary 10.4 we obtain for the
phase φ in Corollary 10.4:
φ = pi [−Errη(Beven) + rank(E)Errη(Btrivial) + sign] .
Due to the definition of the refined analytic torsion in [BV3, (5.17)], it makes sense
to reduce the phase φ modulo pirank(E)Z.
Lemma 10.5.
φ ≡ pi [sign− Errη(Beven)] mod pirank(E)Z.
Proof. We need to verify
Errη(Btrivial) ≡ 0 mod Z.
Denote the Laplace operators of the complexes (Ω∗min/max(Mj),∇j,trivial) by
4jrel/abs, respectively. Let4 denote the Laplacian of the complex (Ω∗(M),∇trivial).
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We have by construction
B(∇trivial)2 = 4⊕4,
B(∇j,trivial)2 = 4jrel ⊕4jabs.
Since the Maslov-triple index τµ is integer-valued, we obtain via [BV3, Lemma 4.8]
the following mod Z calculation:
Errη(Btrivial) = 12
m∑
k=0
(−1)k+1 · k · (dim ker41k,rel + dim ker41k,abs)+
+
1
2
m∑
k=0
(−1)k+1 · k · (dim ker42k,rel + dim ker42k,abs)−
−1
2
m∑
k=0
(−1)k+1 · k · (dim ker4k + dim ker41k).
The Poincare duality implies:
dim ker4jk,rel = dim ker4jm−k,abs,
dim ker4k = dim ker4m−k.
Hence we compute further modulo Z
Errη(Btrivial) = m2
m∑
k=0
(−1)k dim ker41k,rel+
+
m
2
m∑
k=0
(−1)k dim ker42k,abs −
m
2
m∑
k=0
(−1)k dim ker4k.
Finally, exactness of the long exact sequence H in (6.1) (in the setup of a trivial
line bundle) implies Errη(Btrivial) ≡ 0 mod Z. 
We finally arrive at the following central result: a gluing formula for refined analytic
torsion.
Theorem 10.6. [Gluing formula for Refined Analytic Torsion]
Let M = M1 ∪N M2 be an odd-dimensional oriented closed Riemannian split-
manifold where Mj , j = 1, 2 are compact bounded Riemannian manifolds with
∂Mj = N and orientation induced from M . Denote by (E,∇, hE) a complex flat
vector bundle induced by an unitary representation ρ : pi1(M) → U(n,C). Assume
product structure for the metrics and the vector bundle. Set:
(D˜j , ∇˜j) := (Dj,min,∇j,min)⊕ (Dj,max,∇j,max), j = 1, 2,
(D˜, ∇˜) := (Ω∗(M,E),∇)⊕ (Ω∗(M,E),∇).
The canonical isomorphism
Ω : detH∗(D˜1, ∇˜1)⊗ detH∗(D˜2, ∇˜2)→ detH∗(D˜, ∇˜)
is induced by the long exact sequences on cohomologies
H : ...Hkrel(M1, E)→ Hk(M,E)→ Hkabs(M2, E)→ Hk+1rel (M1, E)...
H′ : ...Hkrel(M2, E)→ Hk(M,E)→ Hkabs(M1, E)→ Hk+1rel (M2, E)...
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and fusion isomorphisms. The isomorphism Ω is linear, hence well-defined on equiv-
alence classes modulo multiplication by exp[ipirkE]. Then the gluing formula for
refined analytic torsion in [BV3, (5.17)] is given as follows:
Ω(ρan(M1, E)⊗ ρan(M2, E)) = K(M,M1,M2, ρ) · ρan(M,E),
K(M,M1,M2, ρ) := 2χ(N) exp(iφ),
φ := pi(sign− Errη(Beven)).
The term Errη(Beven) is an error term in the gluing formula for eta-invariants
Errη(Beven) :=τµ(I − P1, P, P1)+
+
m− 1
2
(
dim kerB1even + dim kerB2even − dim kerBeven
)
,
where B and Bj , j = 1, 2 are the odd-signature operators associated to the Fred-
holm complexes (D˜, ∇˜) and (D˜j , ∇˜j), j = 1, 2 respectively. Further P, P1 denote the
boundary conditions and the Calderon projector associated to B1even, respectively. τµ
is the Maslov triple index.
The sign ∈ {±1} is a combinatorial sign, explicitly defined in (8.4).
Corollary 10.7. [Gluing formula for scalar analytic torsion]
TRS(M,E)
TRSrel (M1, E) · TRSabs (M2, E)
= τ(H)−1 · 2χ(N)/2.
Proof. Comparison of the statement of Corollary 10.4 with the relation (10.19) we
obtain along the result of Theorem 10.6 the following formula as a byproduct:
TRS(D˜, ∇˜)
TRS(D˜1, ∇˜1)TRS(D˜2, ∇˜2)
= τ(H)−2 · 2χ(N).
By construction and the Poincare duality on odd-dimensional manifolds with or
without boundary (5.1) we know
TRS(D˜1, ∇˜1) = TRSrel (M1, E) · TRSabs (M1, E) = TRSrel (M1, E)2,
TRS(D˜2, ∇˜2) = TRSabs (M2, E) · TRSrel (M2, E) = TRSabs (M2, E)2,
TRS(D˜, ∇˜) = TRS(M,E)2.
Taking now square-roots gives the result. 
Note that this result refines the result of [Lee, Theorem 1.7 (2)] on the adiabatic
decomposition of the scalar analytic torsion.
Note finally that in view of [BV3, Theorem 5.3] the gluing formula in Theorem
10.6 can be viewed as a gluing formula for refined analytic torsion in the version of
Braverman-Kappeler.
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