Most of the healthcare organizations and medical research institutions store their patient's data digitally for future references and for planning their future treatments. This heterogeneous medical dataset is very difficult to analyze due to its complexity and volume of data, in addition to having missing values and noise which makes this mining a tedious task. Efficient classification of medical dataset is a major data mining problem then and now. Diagnosis, prediction of diseases and the precision of results can be improved if relationships and patterns from these complex medical datasets are extracted efficiently. This paper analyses some of the major classification algorithms such as C4.5 ( J48), SMO, Naïve Bayes, KNN Classification algorithms and Random Forest and the performance of these algorithms are compared using WEKA. Performance evaluation of these algorithms is based on Accuracy, Sensitivity and Specificity and Error rate. The medical data set used in this study are Heart-Statlog Medical Data Set which holds medical data related to heart disease and Pima Diabetes Dataset which holds data related to Diabetics. This study contributes in finding the most suitable algorithm for classifying medical data and also reveals the importance of preprocessing in improving the classification performance. Comparative study of various performances of machine learning algorithms is done through graphical representation of the results.
Introduction
Today the volume of data present in medical datasets is so huge and thanks to the technology that made it possible to store and extract this large voluminous data efficiently and effectively. Medical diagnosis is the process of creating meaningful patterns or evidences from medical data sets [1] . Extracting this useful information from these medical datasets helps the medical practitioner in early diagnosing of diseases which can save a human life. Having adequate tools to handle this big data solves the problem to a great extent. A large number of research studies have conducted in this area and it is still a topic of great interest. A number of classification algorithms are available in the literature and it is interesting to take a closer look at these existing algorithms and their performance on medical datasets. In this paper we conduct experiments on a number of medical datasets using a number of well-known classification algorithms.
The aim is to evaluate whether classifier performance can be improved by applying pre-processing techniques before classification. Medical data is well known to contain missing values, outliers and noise and to the best of the authors knowledge there are few papers that look at the impact of pre-processing.
One of the main factors contributing to high death rate all over the world is heart disease. Heart-Stat log Medical Dataset [2] holds medical data related to heart diseases.
It is based on data from the Cleveland Clinic Foundation and it contains 270 instances belonging to two classes: the presence or absence of heart disease. The features used to describe this dataset are listed in the Table 1 . The study also considers another medical data set Pima Diabetes Dataset (https: //www.kaggle.com/uciml/pima-indians-diabetes-database) [30] which includes 768 instances and 9 attributes. The features used to describe this dataset are listed in Table 2 .
This study considers the dataset Heart-Stat log Medical Data Set and Pima Diabetes Data Set using Weka compares the performance of various machine learning algorithms as specified in Table 3 . Weka is a collection of data mining algorithms designed in Java for solving real time data mining applications which can be used to perform a wide DOI 10.18502/kss.v3i25.5190
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PwR Symposium Also, other existing studies on this dataset are also included in this paper. The main objective of this study is to find out the most suited algorithm for prediction of diseases and also to understand the importance of preprocessing. 
Related Literature
Solving problems in medical domain using different tools, methods and techniques can be defined as Machine Learning. Improving the accuracy of the analyzed data is the ultimate aim. The process of discovering useful patterns from large volume of data is KDD or Knowledge Discovery. The Table 4 lists the important steps of KDD [3] .
One of the most important steps in KDD is Data Pre-processing since the datasets are normally not complete due to missing values, noise, non-representable records and in accurate data. This affects the quality of the results. In order to improve the accuracy of the results the preprocessing step is the most important one. The major steps of data preprocessing are 1. Data Cleaning: the process of detecting and correcting erroneous records in a dataset. Some of the algorithms considered this study are explained in detail below: -
C4.5 algorithm
This is a decision tree algorithm that uses divide and conquer strategy. The algorithm eliminates the following problems of unavailable values, continuous attributes value ranges, pruning of decision trees and rule derivation [4] .
From the set of training instances select one attribute. Choose the initial subset of training instances and create a decision tree using the instances. Test the accuracy of the constructed tree using remaining instances. If all instances are classified correctly stop else add it to the initial subset and construct a new tree. Repeat the steps.
Advantages and Disadvantages
The advantages of the C4.5 are:
1. Easy to implement and can be interpreted easily 2. Works with noisy data and both categorical and
Continuous values
The disadvantages are:
1. Small variation in data can lead to different decision trees 2. Does not work very well on a small training set
SMO Algorithm
This method usually involves two datasets training data sets and test data set and is generally considered to be a supervised classifier. If the classes are linearly separable a series of lines can be found which divides the classes separately. The best of these is selected as the final separating line which is found by maximizing the distance to the nearest points of both classes in the training set. Finally, the points on this maximal margin lines are considered to be support vectors. Three important steps of this algorithm Selecting parameters, Optimizing Parameters and calculating the threshold value b. [4] 
Advantages & disadvantages
The advantages of the SMO are: 
Naïve Bayes
The Naïve Bayes classifier is an estimator algorithm as the algorithm does estimation more than making predictions. First phase is the training phase where the classifier is trained to estimate the parameters needed for classification. Thus, it clearly estimates the probability that a given instance belongs to that particular class. However, the algorithms make an assumption called conditional independence where the effect of an attribute value on a given class is considered independent to the values of the other attributes. It applies Bayes rule in computing the probabilities [5] .
Advantages & disadvantages
The advantages of the Naïve Bayes are: 
KNN
One of the top 10 ten algorithms for classification, it is easy to implement. In brief, the training portion of nearest-Neighbour does little more than store the data points presented to it. When asked to make a prediction about an unknown point, the nearestneighbour classifier finds the closest training-point to the unknown point and predicts the category of that training point according to some distance metric. The distance metric used in nearest neighbour methods for numerical attributes can be simple Euclidean distance [6] .
Advantages & disadvantages
The advantages of the KNN are:
1. Can be used with very large data sets (scales well)
Works comparatively well with noisy data
The disadvantages 1. Lazy Learner as it doesn't learn a discriminative function from the training data but "memorizes" the training dataset instead 2. The success of algorithm depends on the selection of k (the number of neighbors)
The table given below shows some existing studies on Heart-Stat log Data Set.
The performance metrics considered is Classification Accuracy i.e. the percentage of correctly classified instances. The results found in Literature are summarized in Table   5 . 
Performance Metrics
The actual and predicted classification done by a classification matrix is generated and represented by a confusion matrix. A confusion matrix is a table that is often used to describe the performance of a classification model on a set of test data for which the true values are known.
Once the confusion matrix is generated for each implemented algorithm the following metric values Accuracy, Sensitivity, Specificity and Error rate are calculated from the confusion matrix using the formulas listed below. The table 7 shows the confusion matrix for a two-class classifier [27] . 
Experimental Results Before Preprocessing-Heart Statlog Medical Data Set
The following algorithms C4.5, SMO, Naïve Bayes, KNN and Random Forest were run on the dataset and the generated confusion matrix is listed in Table 8 : - The results show that Naïve Bayes outperforms the other algorithms when measured in terms of accuracy, sensitivity, specificity and error rate.
Experimental Results Before Preprocessing-Diabetes Medical Data Set
The following algorithms C4.5, SMO, Naïve Bayes, KNN and Random Forest were run on the dataset and the generated confusion matrix is listed in PwR Symposium Table 13 : Confusion Matrix for C4.5 (Diabetes).
Predicted

Yes No
Actual Negative 407 93
Positive 108 160 Table 14 : Confusion Matrix for Random Forest (Diabetes).
Predicted
Yes No
Actual Negative 418 82
Positive 104 164 The results show that SMO outperforms the other algorithms when measured in terms of accuracy, sensitivity, specificity and error rate.
Experimental Results After Preprocessing
The algorithms C4.5, SMO, Naïve Bayes, KNN and Random Forest were run on data after applying appropriate preprocessing filters and the results are summarized below.
Various modifications were done on data preprocessing and model parameters to achieve the best results. Since the Heart Statlog Medical DataSet did not have any missing values the results after preprocessing stayed the same. However, improvement in performance was exhibited by the Diabetes Data set.
The following algorithms C4.5, SMO, Naïve Bayes, KNN and Random Forest were run on the Diabetes dataset after preprocessing and the results are summarized in the table 18. The performance on imputed data (preprocessed data) showed better classification accuracy when measured with respect to sensitivity, specificity and accuracy.
Comparitive Analysis
The study needs to analyze if the classification accuracy improved after preprocessing (imputation) the data when measured with respect to sensitivity, specificity and accuracy.
The Table 19 given below shows the performance measures on Diabetes Dataset before and after preprocessing. The graph (Figure 1) shows the comparison of performance graphically in terms of accuracy with before preprocessing (BP) and after preprocessing (AP) (imputed and scaled data) for Diabetes dataset The graph (Figure 2) shows the comparison of performance graphically in terms of sensitivity with before preprocessing and after preprocessing (imputed and scaled data)
for the Diabetes dataset.
The graph (Figure 3) shows the comparison of performance graphically in terms of specificity with before preprocessing and after preprocessing (imputed and scaled data)
for Diabetes dataset.
The graph (Figure 4) shows the comparison of performance graphically in terms of Error rate with before preprocessing and after preprocessing (imputed and scaled data)
The performance is measured in terms of Accuracy, Sensitivity, Specificity and Error rate on Diabetes dataset using the algorithms KNN, Random Forest, SMO and J48.
The metrics values are recorded by applying the algorithms on the dataset that has not be preprocessed and again the same algorithms are applied on the dataset after preprocessing. The results clearly show that the performance after imputation has DOI 10.18502/kss.v3i25.5190 Page 58
PwR Symposium improved significantly. The study showed better classification accuracy when measured with respect to sensitivity, specificity, accuracy and error rate on preprocessed data.
This clearly shows the significance of preprocessing step in datamining. The dataset if it has a lot of missing values and noisy data will not give you quality results. A significant improvement is noticed in terms of Accuracy, sensitivity, Specificity and error rate when applied on preprocessed data.
Conclusion
Efficient classification of medical dataset is a major datamining problem then and now. to heart disease and Pima Diabetes Data Set which holds data related to Diabetes.
The results showed that SMO outperformed the other algorithms when measured in terms of accuracy, sensitivity, specificity and error rate for Heart-Statlog Medical Data and since the dataset didn't have any missing values the result remained same after preprocessing. For the Diabetes Dataset the results showed that the Naïve Bayes algorithm outperformed the other algorithms when measured in terms of accuracy, sensitivity, specificity and error rate. However, the results improved when appropriate preprocessing namely imputation was done on the dataset. The study showed better classification accuracy when measured with respect to sensitivity, specificity, accuracy and error rate on preprocessed data.
Future Work
The main goal of this paper was to explore the different datamining algorithms and to measure their performance on medical dataset using Accuracy, Sensitivity, Specificity and Error rate as the metrics. As a future study the researcher intends to improve kNN algorithm as kNN is considered as one of the top 10 best mining algorithms, and also the researcher intends to take it as a challenge to increase the accuracy percentage of kNN algorithm by improving it and to make it outperform the other algorithms considered in the study. [29] 
