Abstract. This paper is devoted to a precise description of the singularity near the diagonal of the Green function associated to a hypoelliptic operator using a probabilistic approach. Examples and some applications to potential theory are given.
Introduction
Let X 1 ; : : : ; X m be smooth vector fields on R d ; d 3 such that the Lie algebra generated by X 1 ; : : : ; X m is of full rank at every point on a smooth bounded domain of R d . G is smooth off the diagonal and we give in this paper a precise description of its singularity near the diagonal.
From the work of Nagel, Stein and Wainger [19] or Sánchez-Calle [20] , it is known that the Green function can be estimated in terms of the natural subRiemannian distance jGx; yj 6 c x; y 2 volB x; x; y :
To state a more precise form of these upper bound, let us introduce some notations. For a multi-index J = j 1 ; : : : ; j p 2 f 1 ; : : : ; m g p , we shall write jJj = p, and X J = X j 1 ; X j 2 ; : : : ; X j p , 1 ; X j p : : :
will denote the Lie bracket of the vector fields X j 1 ; : : : ; X j p . For any k 2 N and any x 2 R d , we consider C k x = SpanfX J x; jJj 6 kg and rx = inffk : dim C k x = d g : We shall assume that the geometry of the brackets is locally constant near x, that is, for every k 2 N and every y in a neighbourhood Ax of x; dim C k y = dim C k x. Then, of course, ry and Qy are constant on this neighbourhood. Since we want to exclude the trivial elliptic cases where d = Q = 2 and d = Q = 3, we assume Q 4.
Following [2] , we shall introduce a useful coordinate chart. For a fixed x 2 we choose a family of multi-indices B = fJ 1 ; : : : ; J d g , such that fX J x : J 2 Bg is a triangular basis. That is, for every k 6 r; fX J x : J 2 B;j Jj6kg generates C k x. We shall denote the length jJ j j = l j ; j and we shall show that the estimate of Nagel, Stein and Wainger [19] , can be written as jGx; yj 6 c jyj Qx,2 x :
(1.7)
We want to give a sharper description of the singularity of Gx; y when y ! x. For this purpose we introduce the homogeneous angular variable, for y 2 Unfxg; y = ' x u , This new geometric coefficient will be described in Section 5 as the density of the occupation measure for a process u t , that we call tangent process. This process, non-markovian in general, will be seen as a projection of a left invariant diffusion process on a free nilpotent Lie group.
It must be noticed that, in general, computing is not easy. The value of is computable in some examples (see Section 9) , for instance on Heisenberg groups.
Theorem (1.9) shows that, in general, the limit lim y!x Gx; yjyj Qx,2 x does not exist; it exists only 'radially', that is, if y approaches x in such a way that the angular variable x y tends to a limit. This is in contrast with the elliptic situation, the Heisenberg group situation or the 'curved' Heisenberg group situation studied by Chaleyat-Maurel and Le Gall [9] , where x is constant.
Our approach for the proof of the Theorem (1.9) is probabilistic. It relies on results on stochastic Taylor expansion of paths of the diffusion generated by L and on the a priori estimate given by Nagel, Stein and Wainger [19] . We follow and extend the strategy given by Chaleyat-Maurel and Le Gall [9] in a simple context.
One must also notice that the behaviour of the heat kernel p t x; y on the diagonal has been studied using the same probabilistic tools in [2] or Léandre [18] . The results can be compared with the Theorem (1.9) p t x; x c 0 x p t Qx ; (1.11) where c 0 x is the density of the law of the tangent process u t taken at time 1.
An example of different behaviour near the diagonal of the Green function in presence of a drift was studied in [14] . The result could be compared with the results in [3] and give an idea of the pathologies for the behaviour which could appear in presence of a drift.
The plan of the paper is as follows: in Section 2 we introduce the stochastic Taylor expansion and the tangent process, which we study in Section 3. In Sections 4-6 we prove the Theorem (1.9) except for some technical lemmas postponed to the Appendix. We then apply our results to some potential theoretical problems in Sections 7-8: estimates of the capacities of small sets, of the volume of the Wiener sausage of small radius, double points. In Section 9 we give examples where direct computations illustrate our general theorem and even two examples where the conclusion of the theorem is valid though our hypothesis of locally constant geometry fail.
Taylor Stochastic Expansion
Let B 1 ; : : : ; B m be a m-dimensional Brownian motion and consider x t the solution of the Stratonovich equation
killed at the first exit time from ; = infft 0; x t = 2 g . It is known that 1; P x -a.s., for every x 2 R d . By hypoellipticity, for every x 2 ; t 0, the law of x t under P x has, on , a density with respect to the Lebesgue measure, p t x; y. It is the heat kernel associated to L on and the Green function is Gx; y = Z 1 0 p t x; y dt; x; y 2 :
G is the density of occupation measure of x t , that is, for every positive measurable function f,
REMARK (2.4). We note that for the study of the singularity of G near the diagonal it suffices to consider as a bounded neighbourhood of x; U. Indeed, if we denote by G V the Green function of L on a neighbourhood V of x, then the singular behaviour near the diagonal of G and G V is the same, because LG , G V = 0.
From now on we shall assume that
U.
We are interested in the study of the process in short time, x " 2 t ; " 0. For every x 2 , it has the same law under P x as the solution of the equation
X j x " t dB j t ;
x " 0 = x; (2.5) killed at the first exit time from ; " = = " 2 . Let us consider, for 0, the dilation defined on R d T u = To prove this result, we shall use the results of [1] or [8] on the asymptotic expansion in small time of x t in terms of Lie brackets and iterated Stratonovich integrals. According to the Theorem 4.1 [8] , p. 234, for t 6 T,
(2.14)
Here R r+1 "; t is bounded in probability. More precisely, there exists ; c 0 such that, for every R c , Proof of the Proposition (2.12). We can write
As in [8] , p. 238, we have that, for sufficiently small ", PT T " 6 X L;jLj6r
So, it remains to consider the first term
Hence, to finish the proof of (2.13), it suffices to prove the following.
LEMMA (2.18).
There exists a positive constant c, such that for any sufficiently small " 0 ,
kv ";x t , u x t k ! 6 c":
Proof. For J 2 B and t T " , we denote u J "; t; x = ' , 1 x x J " jLj c L t jLj6r :
We have that, for J 2 B and t T " , @ " k u J "; t; x j"=0 = 0; if k j J j :
Indeed, by the triangularity of the basis fX J y : J 2 Bg, for y close to x, we have, for J 2 B, a L J 0; if jLj jJj;
Moreover, by the last equality we also have that, for J 2 B and t T " ,
because the terms corresponding to L, with jLj jJj, are zero having the factor " jLj (see also [2] , pp. 93-94).
Hence, the Taylor expansion around " = 0 of u J "; t; x, for J 2 B and t T " , can be written u J "; t; x = " j J j j J j ! @ " j J j u J "; t; x j"=0 + " jJj+1 R J;jJj+1 "; t; x;
Here, for J 2 B and t T " ,
Using properties (P1), (P2) in [8] We note that, for any 0 " 1 and any u 2 R d ;kT 1=" uk 6 1=" r kuk.
Therefore, by the Lipschitz property of ' ,1 x , we can write, for t 6 T^ "^T " , kv ";x t , u x t k 6 kv ";x t , T 1=" ' ,1 x x " t , " r+1 R r+1 "; tk +kT 1=" ' ,1 x x " t , " r+1 R r+1 "; t , u x t k 6 c 1 " r k" r+1 R r+1 "; tk +k"R J;jJj+1 "; t; x J2B k:
Hence, for t 6 T^ "^T " , kv ";x t , u x t k 6 "R"; t; (2.21) where, for t 6 T^ "^T " , R"; t = c k R r + 1 "; tk + kR J;jJj+1 "; t; x J2B k: 
Now, (2.19) follows from this, using (2.23) and the lemma is proved.
2
This is also ends the proof of the Proposition (2.12). 
Study of the Tangent Process
The process u x t is not necessarily a diffusion process. However, we shall prove that it is the image by a projection of a left invariant diffusion on a nilpotent group. 
Proof. According to the result of the Proposition 3.1 [8] , p. 228,
Let fY K : K 2 Ag be a Hall basis of gm; r.
with universal constants c L K . Let us denote, for K 2 A,
and then, by a simple calculation, we get that
We note that, by the properties of vector fields, (3.4) Let us denote, for u 2 R d nf0g,
the density of the occupation measure of the process u x t . That is, for every
. g x 0; is a strictly positive smooth function on R d nf0g.
Proof. The fact that g x is smooth follows from (3.7). We show now that g x is a strictly positive function. We denote by G N the Green function of the diffusion G t . Then where dg denotes the Haar measure on Nm; r.
It is known that G N is a strictly positive function (see for instance [12] , p. 102). Using again (3.3), we shall write g x in terms of G N as an integral on a fiber of the projection map x , and we shall conclude. We prove g x 0; u = c Z R n G N e 0 ; 0 ; e u , M x h; h dh:
Here c 0 and Mx is the block of the matrixM x, having d lines indexed by B and n columns indexed by AnB. Indeed, we have
G N e 0; 0; e u; hf x e u; h du dh;
where c 0 is the absolute value of the jacobian of e . In the latter integral we perform the change of variables v = u + Dxh. Since f was an arbitrary function we get (3.10) and the proposition is proved.
2
We show now that the time spent by u x t in a Euclidian ball is finite.
PROPOSITION (3.11). For every
Before proving this result we shall make a useful remark. We note that, in this nilpotent context, the estimate of the Green function (1.7), can be written jG N e; gj 6 c jgj Q N ,2 N ; g 6 = e; where we denoted F x u; h = p x u; h; h . So, by (3.13)
The right-hand side of this last inequality is finite (see Lemma (A.7)). Proof. We get the convergence of the integral 
Study of the Rescaled Diffusion
We shall analyse now the diffusion v ";x t . We shall prove the following.
PROPOSITION ( We can write
Here ";x T denotes the measure having the density 1l T " with respect to the law of v ";x T . We shall estimate the integral of G ";x . It is a simple calculation to show that, for v;u2T 1 =" ' ,1
x , G ";x v;u = " Q , 2 G v x " ; u x " :
Here we denoted u x " = ' x T " u, for x 2 ; " 0 sufficiently small and u 2 R d . with the supremum taken for z in a neighbourhood of x. We shall now prove (4.9). Firstly, by the change of variables v = T 1 =" ' ,1
x y, we get that To get (4.9) it suffices to note that the bound in Lemma (A.1) depends only on the radius of the homogeneous ball (here equal to 1). Since fX J j z : j = We can make small the second term in (4.10) by choosing a large R, as follows from (4.5) and (4.8). Hence, to finish the proof of (4.2), it suffices to prove the following.
LEMMA (4.11).
For every R 0 ,
Proof. Noting the result of the Corollary (3.18), the conclusion is obtained as soon as we show that, for every R 0, lim "0 ";x T B0; R = x T B0; R :
For this, we write
As in the proof of the Proposition (2.12), it suffices to study the first term. But, the result of the Lemma (2.18) allows us to control this term, using the fact that u x T does not charge the boundary of the ball, and (4.13) follows.
2
This also ends the proof of the Proposition (4.1).

Proof of the Theorem (1.9)
To prove the Theorem (1.9) we need the following important. 
as follows from (2.13) and from the classical exponential inequality. We can make small the last term by choosing a large T, as in (3.17) . To control the second term we use (4.2). Doing so we get (5.3). Now, we shall show that there exist " 0 0, such that the functions G ";x 0; , " 2 0; " 0 , are uniformly equicontinuous, provided they are restricted to the compact set H.
We prove the existence of a constant c 0, such that, for every u 2 H, and " 2 0; " 0 , j X J j G ";x 0; u j 6 c ; j = 1 ; : : : ; d : Using the weak convergence in (5.3) and the relatively compacteness of fG ";x 0; ; " 2 0 ; " 0 g on H, we can identify the limit of G ";x 0; . This ends the proof of (5.2).
2
Proof of the Theorem (1.9). We take For every 0 and for every y sufficiently close to x, there exists " 0, such that " y 6 " and, by (5.1) jG ";x 0; T 1="y ' ,1 x y , g x 0; T 1="y ' ,1 x yj 6 :
We note that, u x " 2 t and T " u x t have the same law. Hence, by (3.8), we get g x 0; T 1 =" u = " Q,2 g x 0; u :
Then, using (4.4) and (5.6), for every 0 and for every y sufficiently close to x; y = ' x u, j" Q,2 y Gx; y , " Q,2 y g x 0; u j 6 :
Moreover, we can replace here " y by jyj x because, there exists c 0 such that jyj x 6 c" y :
Finally, let us denote, for 2 R d nf0g, x = g x 0 ; :
As a consequence of the Proposition (3.9), x is a strictly positive smooth function on R d nf0g. By (1.8), for y 6 = x, x y = T 1 = j y j x ' , 1
x y:
So, we conclude that, for every 0 and for every y sufficiently close to x, jjyj Q,2 x Gx; y , x x yj 6 ;
that is, (1.10).
The proof of the Theorem (1.9) is complete, except for the proof of Lemmas (A.1) and (A.7) of the Appendix and of the estimates (1.7), (3.13) and (5.5), which are simple consequences of estimates in [19] , as we show in the following section. 2
Locally Homogeneous Norm Associated to L
In this section we shall study the locally homogeneous norm j j x and we shall then justify the estimates (1.7), (3.13) and (5. 
Recall that x; y is the distance introduced in [19] , p. 107.
But by the Theorem 3 in [19] , p. 112, is locally equivalent to the pseudodistance 3 . So, there exists a positive constant c, such that, for y sufficiently close to x, x; y 6 c 3 x; y:
Recall that 3 x; y = inff 0 : 9f 2 C 3 ; f 0 = x; f1 = y g : Moreover, by the definitions of jyj x and of d B x; y, and by our assumptions on , it is a simple observation that, for x; y 2 , d B x; y = j y j x :
This ends the proof of (6.4) and of the proposition. 
Capacity of Small Compact Sets
In this section we shall estimate the capacity (relative to the kernel G) of small compact sets.
To apply the theory of Blumenthal and Getoor [6] 
The -capacity of H will be denoted by c H, and is the total mass of H , or, equivalently c H = supfjj : 2 M H ; G 6 1 on g:
Here MH is the set of all positive finite measures supported on H.
Let H be a compact subset of R d containing 0. We shall describe the capacity of a small compact set. The natural dilation of H is H x " = ' x T " H. We shall study the asymptotic behaviour of c H x " as " ! 0.
To write down the statement we need the following. we get (7.8) and the lemma is proved. " Qx,2 = q x H:
LEMMA (7.6). There exists
Proof. We consider , the measure with the density 1l H with respect to the Lebesgue measure and x " , the image measure of through ' x T " . A lower bound for c H x " is obtained as soon as we can obtain a uniform bound on G x " . By the maximum principle of Bony [7] , for hypoelliptic operators, it suffices to bound G x " on H x " .
Then, by (7.3) and (7.9) 
Applications: Various Sample Path Properties
As we said in [9] , p. 222, as soon as we dispose of the results on the Green function and on the capacity of small compact sets, we can derive some sample path properties. The general methods used in [9] , Section 7 and Section 8, can be applied.
We note that, for certain properties we do not need the exact behaviour of G, .7), that is, using the estimate on the volume of homogeneous small balls, (6.3) and the Theorem I (ii) in [10] , p. 248. We shall emphasize only the differences with respect to the case considered in [9] . In proving this, we use the Hausdorff measure with respect to the homogeneous norm j j x and the estimates for G, (8.1) . The difference with respect to [9] is that, We note that C n+1 = T 1= C n ; n 1, so, by a simple property of the capacity (see [12] Proposition (4.7)), we get, c C n = c ,nQ,2 ; c 0. Then we can conclude, using the Proposition (8.14), since ' x N C n B n and c ' x N C = cc N C; c 0, (see also the Corollary (5.4) [12] ).
HITTING PROBABILITIES OF SMALL COMPACT
Examples
In this section we shall describe some concrete examples, where we can perform more calculations. Firstly, let us point out some simple cases.
We consider on R 3 the vector fields X 1 = @ x 1 + 2x 2 @ x 3 ; X 2 = @ x 2 , 2 x 1 @ x 3 . Then X 1 ; X 2 = , 4 @ x 3 and the operator L = In [9] a more general situation is treated. Consider two smooth vector fields X 1 ; X 2 on R 3 , such that for every x 2 ; X 1 x ; X 2 x ; X 1 ; X 2 x span R 3 .
Then the Green function satisfies jGx; ydx; y
4,2
, cj ! 0 ; as y ! x:
It is also shown that the pseudo-distance dx; y is equivalent to jyj x .
We firstly treat the following.
CURVED HEISENBERG CASE
For n 1 integer, we take m = 2n and d = 2n + 1. Suppose that X 1 ; : : : ; X 2 n are smooth vector fields on R 2n+1 , such that X 2k,1 ; X 2 k = X 1 ; X 2 ; k = 1 ; : : : ; n ; (9.3) all other brackets being zero. Let us consider a bounded domain in R 2n+1 . We shall suppose that, for every x 2 , the vectors X 1 x; : : : ; X 2 n x ;
It is a particular case because we consider only two order brackets and a single one is not zero. In this case r = 2 and Q = 2n + 2. The basis is indexed by B = f1; 2; : : : ; 2 n; 1; 2g. The diffusion associated to the vector fields, starting from a fixed point x 2 ,
as we can see by (2.14). We must compare x t to the left invariant diffusion on the Heisenberg group, H 2n+1 , with its usual structure on R 2n+1 . The left invariant vector fields are defined by
Y 2k = @ x 2k + 2x 2k,1 @ x 2n+1 ; k = 1; : : : ; n ; so, the invariant diffusion started from 0 is
In this case we do not need any projection, and u x t is the diffusion B 1 t ; : : : ; B 2 n t ; ,
Its Green function, g x , is the invariant Green function on the Heisenberg group.
By the result of [11] , p. 375, we get We also note that, for n = 1; = 1=c n is constant and we can compare (9.14)
with the result obtained in [9] , (9.2).
REMARK (9.15) . In this particular case we could easily write the result on the capacity of small compact sets. Now, we shall study a slight extension of the last model. Let us replace (9.3) by the following assumption X 2k,1 ; X 2 k = a k X 1 ; X 2 ; a k 2 R ; k = 1 ; : : : ; n ; (9.16) all other hypothesis on the vector fields being the same.
The associated diffusion can be written as in (9.4), using the Taylor stochastic expansion. It will be compared to the diffusion u x t generated by the following vector fields 
The Green function associated to u x t was pointed out in [16] , p. 136 REMARK (9.20) . When y 1 ; : : : ; y 2 n + 1 = 0 ; : : : ; 0 ; y 2 n + 1 , with y 2n+1 6 = 0, we must integrate in (9.19) on R + iq; q 0 (see also [4] ).
We can obtain the behaviour of the Green functionG, associated to the vector fields X j , as in the first case. We use the same homogeneous norm, given by (9.8), and we get the same relation as (9.9), with x replaced bỹ x t 1 ; : : : ; t 2 n + 1 = c x c n Z R A s d s P n k = 1 b k s t 2 2k,1 + t 2 2k + ist 2n+1 n : (9.21) REMARK (9.22). We can simplify the result again, using the symmetry of the pairs of coordinates.
REMARK (9.23). We can find again the result of [9] , for n = 1. Also, we could formulate the result on the capacity.
REMARK (9.24)
. A more general situation can be obtained assuming that m = 2n; d = 2n +p (p missing directions, p 1, integer) and r = 2. Using some recent results of [4] we could write similar results.
As was said, we shall describe a case when the condition that the geometry of the brackets is locally constant fails.
A CASE AT STEP LARGER THAN TWO
Let us consider on R 3 the vector fields The operator L is nowhere elliptic, but is hypoelliptic. Indeed, for p 1 and for x = 2 f x 1 = x 2 = 0 g , we have
So, for p 1 and for x = 2 fx 1 = x 2 = 0g; X 1 x ; X 2 x and X 1 ; X 2 x span R 3 . This situation was already treated. On the other hand we see that for the points on the axis fx 1 = x 2 = 0g, to span R 3 we need to go up to the brackets of order 2p in this points. This time r0; 0; x 3 = 2 p and Q0; 0; x 3 = 2 p + 2. Clearly, the geometry of the brackets is not locally constant around the point 0; 0; x 3 .
Operators like L occur in the study of the boundary of the Cauchy-Riemann complex (see [17] In the tangential coordinate system (see [17] : coordinates = Im z 1 , j z j 2 ; z ; z and x 3 = Re z 1 ) this vector field takes the form Z = @ z + i z@ x 3 : Zis left-invariant with respect to the nilpotent group structure, the Heisenberg group, on R 3 = bD.
In the case p 1, we have
and there is no group structure on R 3 with respect to which Z is left-invariant. We also note that Z = 
Recall that in the Heisenberg case, the Green function on R 3 is known. By left-invariance it suffices to know the Green function with pole (0,0,0) (see (9.1)).
In [15] the case p = 2 is considered and the expression of the Green function on R 3 with arbitrary pole is given.
Here we consider an arbitrary p. As was said, the case when the pole is outside of the axis fx 1 = x 2 = 0g was treated. It is plausible that the method of [15] can give an exact formula for the Green function with arbitrary pole. However, the calculation seems to be more delicate (see also [17] , p. 157). Nevertheless, we can give an exact formula for the Green function with pole on the axis fx 1 = x 2 = 0g. ; as " 0:
PROPOSITION (9.26). The Green function on
We study the integrability at w;y 3 = 0 ; x 3 and we may suppose that x 3 = 0.
We shall estimate 1= on the domain jwj 6 1; jy 3 j 6 1. We have Z 1 ,1
The first term is clearly integrable on jwj 6 1, as for the second, R jwj61 j log jwjj dvw = 2 R 1 0 r log r dr 1 .
After some calculations, we get
Hence, we have
LG = 0; as long as w;y 3 6 = 0 ; x 3 and
LG " 0; x 3 ; w;y 3 ! 0; as " 0;
uniformly on compact subsets of R 3 which do not contain the point 0; x 3 .
We show that
LG " 0; x 3 ; w;y 3 dvw;y 3 = 1 : LG " 0; x 3 ; w;y 3 dvw;y 3
LG " 0; x 3 ; w;y 3 w;y 3 , 0; x 3 dvw;y 3
LG " 0; x 3 ; w;y 3 w;y 3 , 0; x 3 dvw;y 3 + lim "0 Z U
LG " 0; x 3 ; w;y 3 w;y 3 , 0; x 3 dvw;y 3 = 0 ; x 3 :
This proves the fact that G is the Green function of L on R 3 with pole 0; x 3 . 2 REMARK (9.28). In the Heisenberg case, the Green function with arbitrary pole is given by (9.27). For the case treated in [15] , p = 2, the Green function with arbitrary pole has two terms, the first being the right hand of (9.27). In the general case we should attempt to find p terms of the Green function with arbitrary pole, the first being the right hand of (9.27).
The diffusion started from 0; 0; 0 2 f x 1 = x 2 = 0 g , generated by X 1 ; X 2 is Clearly, we could use the symmetry of the first two coordinates to write another expression for the Green function (see [14] ). Finally, we shall consider the
GRUSHIN CASE
Let us consider on R 2 the vector fields
(9.35) Then X 1 ; X 2 = @ x 2 and the operator L = 1 2 X 2 1 + X 2 2 is hypoelliptic on the axis fx 1 = 0g and elliptic elsewhere. We consider the point x = 0; 0, which lies on the axis fx 1 = 0g. Clearly, r0; 0 = 2 ; Q 0 ; 0 = 3 and B = f1;12g. [14] ). REMARK (9.46). In this case several of our hypothesis fail: d = 2; Q x = 3, the geometry of the brackets is not locally constant in x and the estimates of [19] are not proved. Nevertheless, the result obtained by a direct calculation, (9.44) is quite close to the result of the Theorem (1.9). Clearly, n;p;q is increasing and we see that, there exists c 1 0, depending only on n; p; q, such that lim "1 n;p;q c 1 ; provided pq , n 0 : This ends the proof of (A.8).
