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The objective of this paper is to present the principal results of a large part of stochastic alculus 
in a manner that should be comprehensible to readers having only the general notions of stochastic 
processes. Not all the theorems are proved in detail, but all the fundamental theorems are 
explained with clarity and precision, and with special attention to the motivations behind them. 
Given two real valued stochastic processes X and Y, the basic problem is to give a meaning to 
2 = 1 Y dX in such a way that the integral sign is not misused. If X is a process whose paths are of 
bounded variation, then 2 should coincide with the ordinary Lebesgue-Stieltjes integral taken 
path by path. If Y is a left continuous step function, then 2 should coincide with the obvious 
choice: if Y is constant on ]t, u J, then 2” -Zt is that constant times XU -Xt. And finally, the 
Lebesgue dominated convergence theorem should hold: if the processes Y” converge to Y and all 
the Y” are dominated by a process Y’ for which j Y’ dX is well defined, then 2, = J Y” dX should 
converge to 2 = j Y dX in some sense. 
Starting with these requirements, it is shown thar, if l Y dX is defined for all predictable Y, then 
X must be a semimartingale. Conversely, the integral is well defined for all predictable Y and all 
semimartingales X. 
With the integrals defined, a number of their important properties are discussed. In particular, 
the integral 2 is a semimartingale, and a change of variable formula (Ito’s formula) holds for j-(Z). 
Finally, stochastic integral equations are introduced, and a general theorem is given on the 
existence and uniqueness of solutions. 
A bibliography with commentaries upplements tb .a text for the benefit of those who would like 
to go deeper into the subject. 
Stochastic integrals semimartingales 
stochastic differential equations Ito’s formula 
1. Introduction 
Disposant ici d’un nombre confortable de pages, je voudrais developper la 
confkrence de meme titre &rite pour le CongrEs International d’Helsinki, con- 
f6rence qui avait pour but de presenter, de man&e ComprChensible pour un lecteur 
n’ayant que quelques notions de thkorie des processus (stochastiques), les principaux 
r&ultats d’une grande part du calcul differentiel stochastique (plus pr&cisement, de la 
part oti la probabilite de base ne joue que par la classe des ensembles n&gIigeables 
qu’elle dCfinit). M6me en laissant ainsi de c6t6 des parts importantes de la thkorie 
* Appeared also in: Measure Theory, edited by D. Koelzow, Lecture Notes in Mathematics No. 794 
(Springer, Berlin, 1980) 365-395. 
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(par exemple, tout ce qui touche a la notion, pourtant fondamentale, de martingale 
locale), il ne mt serait pas possible de donner in extenso les demonstrations de tous 
les resultats cites (tout le volume me serait necessaire!); j’ai cependant &he 
d’expliquer, avec clarte et precision, le ‘pourquoi’ des theoremes fondamentaux, tout 
en evitant d’introduire trop de concepts nouveaux pour la plupart des lecteurs. Le 
lecteur desireux d’approfondir le sujet pourra se reporter aux ouvra 
bibliographie. 
2. Priliminaires 
On se donne au depart un espacefiltre’ C.f& , P) okifi . * r f c G2.s cm ditions ha bituelles :
la filtration 6 = (F&R+ est une famille croissante de tr4ws SW J)! (intuitivement, 
est l’echelle des temps et F, la tribu 9es 6venemen%s cwww 6 !.“instant t), P est une 
mesure de probabilite sur F, = V,F,; les conditions kabiruelles exprimest que la 
filtration est complete (i.e. Fao est complete et Fo coneient ous les ensembles 
negligeables) etcontinue a droite (i.e. on a F# = n,,, FS pour tout t; autrement dit, F, 
contient aussi le futur infinitesimal apres t). En fait, les conditions habituelles ne sont 
pas reellemer?t indispensables pour ce que nous allons faire; mais, d’une part, elles 
sont frequemment verifiees (c’est le cas pour les filtrations associees aux bons 
processus de Markov), et, d’autre part, elles simplifient consid&rablement e la 
technique t la presentation des rerultats. 
Un processus X (a valeurs reelles; nous ne considtkerons que ce cas) est intuitive- 
ment une fonction du temps t dependant de 1’alCa o, et done, finalement, une 
application (t, O) + X(t, W) de 83, x 0 dans R; on note le plus souvent Xl(w) la valeur 
en (t, w), d’oir la notation courante X = (.X& On appelle trajectoire associee 5 
w E 0 la fonction t -) Xl(w). On dira que le processus X est ctidlhg (resp c&&d) si 
toutes ses trajectoires ont des fonctions Continues A Droite et pourvues d’une 
Limite A Gauche (dans R) pour t a0 (r p. Continues A Gauche pour t SO et 
pourvues d’une Limite A Droite pour t 0). Deux processus X et Y sent dits 
indistingualiles si {o E 0 : 3 t X&J) # Y,(W)) est un ensemble n&ligeable; Bans toute 
la suite, nous travaillons ‘a l’indistinguabilite pres’ (c’est en particulier ainsi qu’il 
faudra entendre les resultats d’unicite). 11 est facihe de voir que X et Y, tous deux 
c&dlig (ou caglhd), sont indistinguables d&s que Y est une modification de X (i.e. on a 
Yl =Xt ps. pour chaque t); en particulier, un processus admet au plus une 
modification cadlhg. Un processus Cl sera dit croissant (resp h variation finie) si ses 
trajectoires ont croissantes (resp ont une variation finie sur tout intervalle fini) et si, 
de plus, V est cadlag (ceci pour pouvoir ecrire 
V&u) = V&l) + (iv,(w) = Vu(w) + K(w), 
OJI 
ou l’integrale st, trajectoire par trajectoire, une integrale de Stieltjes). 
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Etant don&e notre M-ation IF, il est nature1 de se restreindre & etudier les 
processus X tels quc~ _TCf soill ~11162 f 3. -mesurable pour tout t et que X Iui-m6me soit 
oe ~a tribu borelienne (w) et [w+ x 0 de la tribu 
.>ur abreger, qu’un X est un IF -processus (la 
esurable et adapt6 B la filtration’). 11 n’est pas 
ssus c;:dl&g ou c&glad X = (Xt) est un IF-processus des que 
une IF -martingale (resp IF -surmartingak, IF-sous - 
martiqple ; on omet ‘ff’ s’il n’g a pas ambiguite) si 
(a) MC est une v.a. F,-mesurable t integrable pour chaque t; 
(b) on a, pour tout couple (s, tl tel que ss t, 
A& = E[M,lF,] p.s. (respa , e 1, 
ce qui bquivaut 5 dire, etant donnt5 (a), que l’on a 
Notez que A4 est une (sur)martingale ssi -M est une (sous)martingale. 11est classique 
que, sous les conditions habituelles, toute martingale admet une (unique) 
modification cadlag ainsi que, plus generalement, oute surmartingale ou sous- 
martingale X telle que la fonction t + E[X,] soit continue A droite. Toutes Zes (sous, 
sur)martingales considkrtfes dans la suite seront ccidl& et nous omettrons de le 
mentionner. L’exemple fondamental de martingale continue (i.e. A trajectoires 
continues) est le mouvement brownkn unidimensionnel issu de 0; d’apres un 
thCorkme ct%!bre de P. Levy, il est caract6rise n loi par le fait que c’est une 
martingale continue B telle que B. = 0 et que le processus (BF -t) soit une 
martingale. Bien entendu, il n’est pas vrai que toute filtration IF ‘contient’ un 
mouvement brownien: lorsque IF est de’termirsiste (i.e. F0 = Fw), toutes les martin- 
gales sont 6 trajectoires constantes et done triviales. Par ailleurs, ‘le’ mouvement 
brownien n’est unique qu’en loi: une filtration F peut Gtre assez riche pour ‘contenir’ 
differents mouvements browniens independants. Rappelons enfin que (presque) 
toutes Ies trajectoires d’un mouvement brownien ont une variation infinie sur tout 
intervalle non dCgCnCr& 
Le problenae de la definition de l’integrale stochastique st, en gros, le suivant : 
savoir, pour une large classe x de IF-processus cidltig* ‘integrants’ et pour une 
1 Nous reviendrons plus loin sur cette restriction assez naturelle. 
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’ Y, dX, 
0 
ofi z. est une v.a. Fo-mesurable t oh 1”optZration symbolis6e par J chit ’ 
appelee une integrale. Pour fixer les idCes, disons que cette opCrati 
seulement Ztre lineaire en Y mais aussi quelque peu continue et que, par ailleurs, 
&me si on ne peut exiger de pouvcir en general integrer trajectoire par trajectoire 
(penser au brownien!), elle doit ressembler quelque peu 2 une integrale trajectorielle 
- par exemple verifier Z, - 2, = XV - XU p.s. sur A E Fao si Y vaut 1 sur le rectangle 
]u, z;]xA. 
Nous verrons d’abord que ce probleme a une solution en quelque sorte optimale, 
la classe X contenant en particulier tous les IF -processus 5variation et les 
sous)martingales, classe contenant particulier les 
caglhd pas les -processus De il trouvera 2 J dX, 
X x YE sera un de ce nous de 
un a infinitesimale = dX. peut developper 
un differentiel (contenant calcul classique, 
bien riche le classique B 0 & point a 
Xt t) lequel sait des de (formule 
et des differentielles. 
quelques avant se au D’abord, demarche 
nous ici presenter stochastique pas qui et6 
si puis par la M processus &grants appelds 
- et6 petit petit partant seul 
brownien en par martingales car& rable que allons 
pour une assez dc classe 
donnerai details historique I’occasion la Par 
comme peut maintenant de ouvrages calcul 
stochastique dans sa (integrale type 
Stieltjes’, M les caglad est par simple 
j”ai la ici developper petite de calcul 
du disons, oti stable convergence 
est en A classe F-processus suffisante traiter 
calcul 
Si est fonctiorl de dans et une cGgl8d Iw, IF& 
escalier (i.e. y sst une combinaison lineaire - finie - d’indicatrices d’intervalles), il est 
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nature1 de definir, pour t E +, l’inte’grak &Gnentaire 
sant j l~u.u#) dx(s) = x(v) -x(u) et en etendant par linearit& le prolongement 
6tant bien d8ini (exercice!). Maintenant, si X est un IF-processus cgdlag et Y un 
l&d (a trajectoires) en escalier, il est clair que l’on d8init un nouveau 




Y” dX, pour tout t, 
0 
l’integrale &ant l’integrale flementaire prise trajectoire par trajectoire. Mais une 
integrale digne de ce nom doit verifier quelque continuite par rapport 2 la chose 
ree, et cela va nous mener B notre definition des semimartingales. 
Nous dirons qu’un IF-processus cagl&d, en escalier, est en fait un processusprhisible 
hhentaire (terminologie officielle, justifiee plus loin) s’il est une combinaison 
lineaire d’indicatrices de rectangles de R+ x 0 de la forme ]u, +a~[ xA avec A E F, 
(noter qu’une telle indicatrice st un IF -processus &glad), et nous disignerons par E 
l’ensemble de ces processus previsibles elementaires. Regardant, pour t et X fix&, 
l’integrale lementaire comme operateur lineaire de E dans Lo, espace des (classes 
de) v.a. finies sur 0, nous allons demander que, pour chaque t, cet opkrateur soit 
continu aussi peu que possible, compte tenu de ce que l’on veut finalement obtenir 
comme integrale stochastique (voir les commentaires suivant la d6finition). 
DCfinition 1. Un IF-processus cadlig X est appele une semimartingale (une IF- 
semimartingale s’il y a ambiguite sur la filtration) si, pour chaqw t E iR+, l’integralle 
elementaire Y + 1: Y, dX, definit un operateur lineaire contim de E, muni de la 
topologie de la convergence uniforme (en (t, am )), dans Lo, muni de la topologie de la 
convergence n probabilite. 
Remarque. Si on suppose seulement que X est un processus continu 5 droite en 
probabilite tel que XI soit &mesurable pour chaque t, l’intggrale lementaire ktant 
definie comme precedement, on peut montrer que X admet une modification qui est 
cadlAg et done une semimartingale si l’integrale t%mentaire est continue pour les 
topologies prCcitCes. 
I1 est clair que la topologie choisie sur E est la topologie ‘raisonnable’ laplus forte 
possible si on veut avoir une bonne integrale; par ailleurs, la topologie choisie sur Lo 
est la topologie ‘raisonnable’ la plus faible possible qui ait quelque rapport avec la 
convergence simple. En f it, si $2 est reduit B un point, on retrouve exactement les 
fonctions continues A droite B variation finie sur tout intervalle fini (exercice!); plus 
generalement, si IF est deterministe, les semimartingales sont les processus mesur- 
ables B variation finie (rappelons que, par convention, cela inclut la Gdhigite’), 
comme nous le verrons un peu plus loin. 
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Avant de donner des exemples (rassurons tout de suite le lecteur, cependant: oute 
martingale est une semimartingale, m8me si ce n’est pas evident avec notre 
definition), nous commensons par degager quelques propriCt& simples (avec notae 
definition) mais importantes des semimartingales. 
ProPriM 2. (a) Ckzngement de loi: Supposons que l’on remplace la probabilitd 
par une probabilid equivalente Q. Comme cela ne change pas la topolo 
le fait que IF verifie les conditions habituelles), une semimartingale X 
une semimartingale pour Q. Noter, en contraste, que la notion de martingale depend 
fortement de la probabilite de base, B cause de la condition d”integrabilit6 etsurtout 
de la presence d’esperances conditionnelles dans la definition. Plus generalement, on 
a un resultat analogue lorsque l’on suppose seulement que Q est absolument 
continue par rapport B P (Lo a alors une topologie plus faible), sauf qu’il faut alors 
completer IF par rapport a Q si l’on veut retrouver les conditions habituelles. 
(b) Changement de filtration: Supposons que l’on remplace par me filtration 
plus petite (i.e. G, est une sous-tribu de F, pour tout t) VC fiant les conditions 
habituelles. Alors une IF -semimartingale X est encore une -semimartingale d6s que 
X est un G-processus; en effet, on ne fait alors que diminuer les espaces E et Lo 
consider&. 
(c) Localisation: Soit X un IF-processus et supposons qu”i1 existe une suite 
croissante (T”#) de v.a .a 0, tendant vers +-a~, vkfiant la condition suivante: pour tout 
n, il existe une semimartingale X” (attention, n n’est pas un uissance, mais un 
indice!) telle que l’on ait X = X” sur l’intervalle stochastique T,[i9 i.e. 
Xl(w) = X:’ (w) pour tout 0 et tout t G, [0, a,(~)[. 
Alors X est une semimartingale. En effet, il est clair que X est a 
continuite de l’integrale Mmentaire rkulte ai ent du fait que, 
1: Y, dXS = j: Y, dX: sur {Tn > t) 
(d) E&n, il est clair que l’ensem ales est un espace vectoriel. 
On peut en fait montrer que c’est une afggbre (pour le produit ordinaire) et une la&e 
(pour l’ordre ordinaire), et mEme mieux que cela, Nous reviendrons ur ce point 
yuand nous verrons la formule de changement de variables. 
Exemple 3. (a, 11 est clair que tout IF -processus ci variation finie est une semimartin 0 
gafe, I’integrale elementaire coincidant alars avec l’intigrale de Stieltjes. 
Reciproquement, supposons que la F-semimartingale X soit encore une V-semi- 
martingale pow la filtration plus grosse IF’ dkfinie comme suit: on a F 30 fix6 et 
Ff = F,,, pour tout t. Alors, X est & variation finie. En effet on a alors, parmi les 
IF F-processus previsibles Gmentaires, des processus Y tels clue 
lorsque (to = 0, tl, . . . , ti, ti+l, . . . , t,* = t) est une subdivision finie de l’intervalle [0, t], 
de pas < F. Comme I’image de la boule unite de par l’integrale lementaire doit 
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etre, pour chaque t, un borne de to, on en conclut sans peine que X doit Ctre A 
variation finie. 
(b) Toute marringale st une semimartingale. Soit d’abord M une martingale telle 
f (ici 2 est un exposant) soit integrable pour tout t. Alors, pour u 5 v G s c t, on 
(Mu -&&)l&M~ -MS)] = 0 pour tout A E Fu et tout B E Fs, car la v.a. entre 
crochets est integrable t la v.a. integrable 1 A(M, -A&& est F,-mesurable (cf. le b) 
de la d&nition d’une martingale). Par ailleurs, quitte 5 remplacer Mt par MC -MO 
pour tout t, on peut supposer MO = 0, et on a alors E[(M -MS)*] = E[Mf - Mz 1; un 
calcul616mentaire montre alors que, pour Y E F, on a 
si bien que l‘indgrale elementaire st, pour chaque t, continue dans L* et done a 
fortiori dans Lo. Lorsque la martingale M n’est pas dc car& integrable, on montre, a 
l‘aide de resultats de la theorie des martingales dont nous narlerons plus loin, la chose * 
suivante: il existe une suite croissante (T,) de v.a. 2 0 tendant vers +oo et, pour 
chaque II, une martingale de car& integrable M” et un ff-processus a variation finie 
V” (les n sont des indices) tels que M = M” + V” sur l’intervalle stochastique 
10, T,[, ce qui permet de conclure par localisation. Notez qu’en g&r&al les tra- 
jectoires d’une martingale, m3me bornee, ne sont pas 5 variation finie, soit qu’elles 
somportent rop de petits sauts, soit que, continues, elles oscillent trop fortement 
(penser au mouvement brownien; en fait, (presque) toute trajectoire d’une martin- 
gale continue a une variation infinie sur tout intervalle sur lequel elle n’est pas 
constan te). 
(c) Plus generalement, oute (sous, sur)martingale est une semimartingale. Soit, 
par exemple, X une surmartingale. D’abord, par localisation, on se ram&e 5 
montrer que la surmartingale X” telle que l’on ait X: = Xt pour t s n et Xy = X, 
pour t > n, est une semimartingale, si bien que l’on peut supposer X a trajectoires 
constantes pour t a fit. Ensuite, quitte a considerer les surmartingales X A n, n E N et a 
utiliser encore un argument de kalisation (toute trajectoire d’un processus c&dl&g, 
ou c&lad, 6tant bornCe sur tout compact), on peut aussi supposer X born6 
supbrieurement. Les hypotheses ur X sont alors suffisantes pour pouvoir appliquer 
un theoreme fondamental de la thiorie des martingales (d&omposition de Doob- 
Meyer): on a X = M -A oti M est une martingale et A un IF-processus croissant. 
(d) Tout proeessus ccidlig, homog?ne et 6 accroissements ind+endants, est une 
semimartingale pour sa filtration naturelle compl&fe. En eff et, il resulte aisement de la 
dkomposition de L&y du processus que ce cornier est somme d’une martin.gale de 
carre integrable t d’un processus B variation finie. 
Tous nos exemples de IF-semimartingales sont du type ‘somme locale’ d’une 
IF -martingale (mcme de car& integrable) et d’un iF processus 3 variation finie. En fait, 
ill n’y en a point d’aq-rres (et l’on retrouve alors une dkfinition plus commune des 
semimartingales): c’est ce que nous allons essayer d’expliquer maintenant. 
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Thdioriime 4. Un IF-processus ccidkig X est une semimartitigafe si et seufement s’il 
vkifie la condition (L) suivante: il existe une suite croissante (T,) de v.a. AZ 0 tendant 
vers +OO et, pour chaque n, une IF -martingale M n et un lbprocessus ci variation finie V’“, 
tels que Z’on ait X = M” + V” sur [IO, T”lf pour chaque N. De plus, la condition (L) peut 
Ztre mnforce’e en la condition (Lb) obtenue en demandantque, purchsque n, 
IF-temps d ‘arr2t2, M” une F-martingale bornt;e3 et V” ten vpr~~~ssu~ 6 a~~~ti~~~ 
borne”e 3. 
stration. 11 rksulte de propriW 2 et l’exemple 3 que la condition est 
suffisante. La demonstration “ex nihilo’ de la condition nkessaire est fort longue, 
mais comporte trois grandes 6tapes distinctes que nous allons deerire maintenant, 
sans entrer dans les dktails techniques demandant trop de connaissances n tht!orie 
des martingales. 
Etape A: Theorie des martingales: D’abord, on montre que Ces propriCtCs (L) et l. 
sont des propri&tCs ‘locales’, ce qui est 5 peu prks evident (pour l”initiC, ii n’est pas 
difficile de passer, dans ces situations, de ‘-T v.a. 2 0‘ B ‘T IF-temps d’arrct‘ car, si 2’ 
et 2’ sont deux IF-processus c&d&g, la v.a. T d&inie par 
T(w) = inf{t SO: Zf (w) # ZT (a)} 
est un IF-temps d’arr&). Ensuite, on montre que Ies propri&th (L) et (Lb) sont en fait 
kquivalentes. Disignant par Z un F-processus vdrifiant (t), on se ram&ne aisiment B 
considbrer siparement le cas oti Z est 5 variation finie, qui est trks facile h traiter, et le 
cas oii 2 est une martingale, qui est plus coriace 5 cause des ‘grands’ sauts possibles: il
faut toute une technique (appelCe compensation des sauts) et pas ma1 d’astuce pour y 
arriver - pendant longtemps d’ailleurs, on s’ktait content4 d”un kultat plus faible 
que (Lb), oti l’on avait ‘martingale de carr6 intbgtable’ B la place de ‘martingale 
bornee’. Ceci fait, on montre alors que si u -processus Z vkrifie (Lb) relativement B
wtre probabilitb P, il v&ifie encore ( relativement & toute probabilid Q 
kquivalente 5P. Ici encore, on se ram&e ent B considCrer sBpar&ment le eas 
Z est & variation born$e, qui est trivial, e (93 Z est une martingale born&, qui 
est plus delicat: on est amen6 g faire joujau avec la nnartingale A4 telle que Mt sait, 
pour chaque t, une densitk de Q par rapport B P, Q et P &ant restreintes Ala tribu F,, 
petit Jeu au tours duquel on est a en6 ZI utiliser le th6orkme de d& 
composition de Doob-Meyer. Revenant finalemenr B notre semimartin 
peut alors se permettre deux chases pour se sim Wkr la vie: d’une part, puisque ia 
propriW (L) est ‘locale’, on peut supposer que X est Q trajectoires constantes pour 
t > n, ce qui permet de d6finir Jr YS dX, pour tout Y E E. D’autre part, puisque seule 
* Cela signifie que I’indicatrice de [O, T,[ est un !F-processus. Nous avons cependant 6vitC (non sans 
diH’icultk%!) d’introduire cette notion, en fait eminemment i portante, car elle demande pas ma1 de 
connaissances pow Etre manipulCe efficacement. 1-e lecteur peut done ignorer cette prkision sans 
inconvknient majeur. 
3 Cela doit 6tre entendu au sens le plus fort: la borne rle dipend pas de la trajectoire, et chaque 
trajectoire ‘admet’ cette borne sur tout R,. 
la classe d’equivalence de la probabilite P entre en jeu, on peut supposer de plus que, 
pour tout YE 1: YS dXS est une v.a. integrable: en effet, chacune de ces v.a. est 
integrable si chaque X, est integrable, et chaque Xt est integrable si X2 = sup,IX,I 
1”est (noter que Xz est une v.a., car on peut prendre le sup sur les rationnels); or, 
comme est c&31&g et & trajectoires constantes aprks n, XZ est une v.a. finie et peut 
go&e integrable, quitte a remplacer P par une loi 6quivalente. 
se fonctionnelle: Grace a Nape A, nous pouvons supposer que 
est un operateur continu de E dans Lo, a valeurs dans L ‘. Dans ce cas, 
ule unite I3 de E par cet operateur est un convexe symetrique de I,‘, 
born6 dans I.,“. Une application judicieuse du theori5me de Hahn-Banach, que nous 
dhtaillerons apres avoir vu la derni6re etape, montre alors qu’il existe une probabilite 
Q equivalente B notre probabilitd P telle que l’on ait 
z;iEQ[lO= Ys dXll(c+~. 
Autrement dit, nous pouvons maintenant supposer en plus que la forme Maire 
Y -) ECI,” YS dXJ sur E est continue. La derniere ktape va montrer que, dans ces 
conditions, X est la difference de deux surmartingales et done un processus verifiant 
(L) d’apres l’exemple (il est clair que les processus vkifiant (L) forment un espace 
vectoriel). 
Erape C: Theorie des martingales: En fait, nous allons seulement utiliser la 
continuit6 de la forme E[S,” l l l I, laquelle sufit done B entrainer la continuitk de 
l’opkateur jz . l . dans Lo (mais pas dans L’). Avouons que cela est encore ma1 
compris, encore qu’il soit tout B fait nature1 que la thkorie des martingales ’intro- 
duise 5 ce stade: pour un ff-processus cadlkg H tel que Ht soit integrable pour tout t, 
dire que H est une martingale Cquivaut & dire (c’est tres facile a voir) que, pour 
chaque I, la forme E[li YS dH,] sur E est nulle (et done continue!). Un F-processus 
c&dl&g If tel que, pour chaque t, on ait 
Var,(H) = sup E 
. ..I [I: ~dH#=+oo, 
B ktant la boule unit6 de E, et Ht &ant supposC integrable pour tout t, est appele une 
quasimartingale4. La notation ‘Var,(H)’ - qui rappelle ‘variation’ - se comprend 
mieux lorqu’on kcrit cette quantitC sous une autre fjrme. Appelons S(t) l’ensemble 
des subdivisions finies a = (to = 0, tl, . . . , ti, ti+l, . . . , t,* = t) de l’intervalle [0, t]; un 
calrul Smentaire sur les espkances conditionnelles montre alors que, pour tout t, 
l’on a 
VarAH) = sup E 1 IE[H,,, -- t, f, H IF II] . 
UESlI) u 
4 La terminologie est fluctuante. Pour certains auteurs, une quasimartingale H doit vkrifier 
sup,Var,(H) c +a~; d’autres, encore plus exigcants, demandent sup,[Var,(H) +E[Jf,I]] < +30. 
124 C. Dellacherie / Stochastic integrals 
Sur cette expression, il est facile de voir que toute (sous, sur)martingale st urre 
quasimartingale, Var,(H) valant alors IE[H, -&]I. Et le thgorkme de dC- 
composition de Rao (analogue au thkorcme de dkomposition dwe fonction B 
variation finie en diffkrence de deux fonctions monotones) assure que toute quasi- 
martingale est la diff6rence de deux surmartingales (ou9 si l’on veut, d 
sousmartingales). C’est fini. 
NOUS compl6tons maintenant la d6monstrati 
probabilisk (L!, F, P) et un convexe symktrique orn6 dans LQ. 11 s”agit de 
trouver une probabilid Q kquivalente BP telle que sup/,&Z~[ 
est born6 dans Lo revient B dire que, pour tout P 3 0, il existe e, 
Soit alors A E F tel que P(A) > 0, prenons P = $P(A) et posons c = 2~, ; on a alsrs en 
particulier, en posant h + = sup(h, 0) comme d’habitude, 
inf E[(cl~-f)+])O, 
fEC 
situation que nous exprimerons en disant que cl* est loin d’stre majo@w un t%!me~~t 
de C. Comme notre convexe st sym6trique, I’existence de notre probabilitC Q est 
alors assurie par la belle application suivante’ du thk&me de Hahn-Banach. 
ThCor&me 5. Soit (0, F, P) un espace probahilisd et soit C un convexe de L ‘(P) tel qua 
0 E C. Les corzditions suivantes on tkqukalentes: 
(a) Pour tout A E F tel que F(A) > 0, il existe me constante c > 0 telle que c fpl soit 
loin d’ztre mq’ore’ par ulz 4’le’ment deC, 
(b) IL existe g E L” tel que l’on ait g 9 0 p.s. et supf,cE[ fg] 
Mmonstration. Montrons ci’abord que non (a) + non (b meme un peu mieuxl). 
Supposons qu’il existe h E Ll (he positif de L’) tel que ] > 0 et infp,c E[(ch - 
f)‘] = 0 pour tout c > 0; on peut alors krire nh = fn - 64@ - vy) avec fm 42 C u, E L: et 
E[~u~ I]< 1 /n pour tout n si bien qu’on a 
g E ET, d’oir l’impossibilit6 d’avoir (b) satisfaite. 
[ fg] - n -‘l~gllm pour tout 
Voyons maintenant (a) 
G l’ensemble des g E L? tels que supfEc E[ fg] < +OO (on a 0 
suite d’&ments de G; choisissons des cn I=+ 0 tels que ks skies c cnllgnlloo et c cnkn 
convergent, 06 k, = sup(0, supfcc E[fgJ): alors, g = C c,g, appartient encore & G et 
’ II s’agit d’un r&.&at tout r&cent de Yan (ha-An), que now avons p&W donaer ici phiit qu’un 
argument plus ancien de Mokobodzki, ce dernier &ant exposk maintenant en de nombreux endroits. 
Signalons que le rhltat de Yan, ou celui de 
comme un rkultat plus ancien de Ni 
(qui repast 3h8 -id L &-;;.~i: de minimax, 
ichine) permet de montrer ccc-: si (C,,) est line suite de convexes de 
L*(P), chacun d’eux 6tant born& dans Lo, alors il existe Q equivalente ri P, B der sit6 bornbe, telle que l’on 
ai t supfEcJE(_#J < + 00 pour tout n. 
{g a O} est la riunion des {g,, > 0). 0n en dkduit l’existence, Bun ensemble neglige- 
able prb, d’un plus grand ensemble G E F tel qu’il existe g E 6 vkifiant G = (g > 0). 
us allons montrer, en raisonnant par l’absurde, que P(G) s 1, ce qui ktablira le 
0rkme. Supposons dent que P(G’) est >O. Alors, posant GC = A, on sait qu’il 
0 te’ ue elA soit loin d%tre major6 par C; autrement dit, c 1~ n’appar- 
tient pas & 1”adhCrence dans L’ du convexe C - Li> = {f- h, f~ C, h E L:). D’aprks 
anach, il existe done gA e L” tel que l’on ait 
SUP E[(f --h)gA]<~~[1AgAl* 
fCXXd.',A 
Remplasant h par n 1 B, n parcourant t+J et B parcourant F, on voit que gA est p.s. a 0; 
prenant h = 0, on obtient 3upfEc E[fg& +OO, et aussi E[lAg& 0 en prenant de 
plus f = 0 (il se peut que (a) + (b) sf on ne suppose pas 0 c C). Mais alors, si g E G 
vbrifie (g HI} = G, on a g + gA E G et P{g +g~ > 0)~ P(G), ce qui contredit la 
maximalit de Gt 
Revenons maintenant 6notre semimartingale X4 Nous av0ns vu que, pour toute 
probabilitk Q Cquivalente B P, X se dCcomp0se ‘localement’ en la somme d’une 
martingale t d’un processus 5variation finie, I’tcriture de X sous une telle forme 
dkpendant de Q (et 96tant pas unique par ailleurs). Nous verrons plus loin que, 
connaissant une telle kriture locale de X relativement B P, on peut trouver 
explicitement une kriture locale de X relativement BQ (formule de Girsanov). 0n 
peut aussi se demander si, en choisissant judicieusement Q, on peut arriver A obtenir 
une d&composition ‘globale’ de X relativement BQ. Cela est effectivement possible, 
dans un sens tr&s fort, comme l’affirme le thio&ne suivant (que nous ne tenterons 
pas de demontrer ici). 
Th&dne 6. Soit X une IF-semimartingale. 11 existe une probabilite’ Q iquivalente ci P 
telle que X s ‘hive X = M + V oti M est une F-martingale relativement ci Q et V un 
IF-processus civariation finie tels que, pour tout t et toutp E [ 1, a[, la v.a. A& agpartienne L 
ei LP(Q) ainsi que la variation JA ldVsl de V sur [0, t]* 
Remzprque. Pour p E [I, UJ[ fix& on peut montrer qu’une semimartingale X peut 
s’krire X = M -t V avec, pour tout t, JA Id Vsl E Lp et supscrlMS] EL” (qui kquivaut 3 
Ml E Lp pour p > I), si et seulement si, pour tout t, l’integrale klementaire st un 
opkrateur continu de E dans Lp. Revenant alors B notre thhorkme idont la dhmon- 
stration utilise le thko&me 4 et done le thtsr&me s), on wit qu’il implique l’existence 
de Q kquivalente BP telle que, pour tout F E [l, ool, on ait sup~--~~ I!&[IJ~ YS dXJ] C= 
+a pour tout t, B &ant la boule unit6 de E. Cela est beaucoup plus fort, en se 
contentant mcme de p = 1, que ce que nous avions obtenu au thkorkme 5, soit 
]I e +OO. Signalons & ce sujet que l’on d6duit aisement d’un 
ikkhine ([ 1, thkorkme 163 l’existence ‘un espace probabilisk (f& 
et d’un convexe symCtrique C de L’(P), born6 dans Lo, tel que C ne puisse i%-e 
born6 dans aucun L’(Q) avec Q kquivalente B P. 
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5. Inthgrale stochastique h la Riemana 
L’idee de depart est tr6s simple: puisque, pour chaque t, l’integrale lementaire 
definit un operateur lineaire continu de E, muni de la convergence uniforme, dans 
Lo, muni de la convergence n probabilite, on peut, Lo etant complct pour cette 
structure, prolonger la definition de l’integrale au complete de 
continuite. C’est bien ainsi nous allons prockder, mais pas tout 
d’une part la convergence u me sur E est trop forte (il set 
une structure uniforme qui soit cuelquechose comme 1% con 
et la convergence en probabilite en W) et, d’autre part, E lu 
(tout Y E E saute trop rCgulierement en ce sens que, si T est 
il n’y a p.s. pas de saut de Y B l’instant aleatoire T), pour que le compl&Z de E 
contienne tous les F-processus chglhd. Aussi allons nous d”abord Cfinir une bonne 
structure uniforme sur les processus, puis $tudier la continuit6 de 1’intCgrale Cl& 
mzntaire sur un domaine plus gros que E. Par ailleurs, comme s n’allons plus 
toucher B notre filtration IF et que nous n‘allons considerer que de processus, nous 
convenons de dire ‘processus’ tout court au lieu de ‘IF-processus’ et cela, jusqu’h la fin 
de notre expose. 
5.1. Choix d’une bonne structure uniforme 
A tout processus 2 & trajectoires localement born&es on associe le processus’ Z * 
dkfini par 2,” = sups< I lZq I; il cst clair que Z w est un processus c;igl&d (resp chdl&g) si 
Z lest. Nous definissons alols sur I’espace es processus la structure de la cow 
vergence uniforme sur tout compact en probabilitc?’ - en abr6gk (ouf!), la convergence 
ucp - par la distance suivente, invariante par translation, 
d(Z’, 2*) = c 2-“E[(Z’-2’): P 11. 
0 
11 est facile de voir qu’une suite de processus (Zk) B trajectoires localement 
bornees, mais c’esb en fait sans importance - converge vers 0 pour la topologie uc~ si 
et seulement si, pour toute v.a. T z-4, la suite en k des v-a.’ Z”,” tend vers 0 en 
probabilite, et u’il suffit de vkrifier que, pour une suite croissante ( Tm) de VA. 2 0 
tendant vers +a, la suite en k des Zk * T,, tend vers 0 en probabilite pour tout n. Cette 
structure st done ‘locale’ au sens air nous’entendons ce mot depuis le dCbut de notre 
expose, ce qui la reiL tr& r7lianiable. Par ailleurs, il est clair que l’espace D des 
processus chdlag et l’espace G des processus caglid sont complets, et, avec deux 
6 11 n’est pas hident, qu’en g&&al, 2” soit un IF-processus (2 en 6tant un), mais c’est vrai. Dans le cas 
oti 2 est ctidlhg ou chglAd, le sup peut 6tre pris sur les rationnels, et c’est alors trivial. Par ailleurs, la 
lotation officielle comporte une @toile, dont le signe l # ’ est ia meilleure approximation sur mon 
cbier . . . . 
’ Si 2 est un processus et T une v.a. 20, on note ZT la v.a. dkfinie par &-(d) = ZT(~,(W). 
’ Le mot ‘local’ a officiellement un sens voisin, mais distinct. 
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doigts de metier, on verifie sans peine que l’espace 6’ des processus c&g&d, born&, 
en escalier, es6 dense dans G. 
5.2. Con tire t&k de I%0 t&raic tSher2 taire 
ens une semimartingale X et nous considhons maintenant 
ire par rapport a X comme d@nie SW G’, muni de la structure 
uni aussi de la structure ucp (autrement dit, nous ne 
pour chaque t, mais tout le processus 2 = (Zt)). Et 
ntegrale &mentaire est alors un ophateur lingaire 
est nettement mieux que ce que nous donne a priori 
notre definition d’une semimartingale. 
A cette fin, nous introduisons d’abord un pro&de d’approximation qui now 
permettra d’approcher convenablement les elements de G’ par des Sments de E. 
Nous associons, pour tout k E N, un processus “2 E 6’ h tout processus 2 en posant 
‘ZO = ZO et 
&Zt = 
i 
Z w-irk pour (n - 1)2-k < t s tCk s k, 
zk pour t > k. 
Notez que, pour k fix& 2 --, ‘2 est un operateur lintZaire, de norme s 1 pour lla 
convergence uniforme et que, pour 2 caglid, 2 est la limite simple des “Z /si 2 e:st 
cadlag, la limite simple des ‘Z est egal au processus Z- tel que Z-0 = Z0 et Z_, = Zf -, 
limite B gauche de 2 en t, pour t > 0; nous utiliserons ce rkultat plus tard). Par 
ailleurs, il est trks facile de voir que, si Z est born6 et Zo = 0, alors ‘2 appartient, 
pour tout k, au complCt45 de E pour la convergence uniforme. Le lecteur aura 
compris que notre operateur Z + ‘Z va nous servir h introduire des somme3 
riemaniennes, lefait que nous ayons choisi un pro&d6 dyadique d’approximation nc 
jouant qu’un role mineur d’ordre typographique. 
Th6orbme 7. L’int&rale hhentaire par rapport 6 une semimartingale X d&hit un 
ophateur line’aire continu Y 3 I Y dXde G’, muni de la topologie ucp, dans D, muni 
de la topologie ucp. 
BOmonstration. Nous decoupons la demonstration en trois petites &tapes. 
(1) Nous dkmontrons d’abord que, pour t fix& Y -) JA Y, dX, est continu de 6’ 
dans L” quand G’ est muni de la convergence uniforme. Soit (Y”) une suite dans G” 







Y:‘dX,= (Y: -&Y:)dXs+ “Y: dX,. 
0 0 0 
Comme on a 11” Y n Ilao 6 1 Y”llao et que les k Y n appartiennent au cornpEt de E pour la 
convergence uniforme, on peut choisir un n de sorte que la dernikre intkgrale soit 
petite dans Lo, unifor ment en k. Par ailleurs, pour n fixi?, et pour tout 0, on a 
lim& 1: ’ Yy (w) dX,(w al&j; Y:(w)d est continu a droite tandis que 
les trajectoires de Yn sont en escalier et continues a gauche. C’est fini. 
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(2) Nous supposons toujours 6’ muni de la convergence uniforme et montrons 
maintenant que Y+ I Y dX est continu de G’ dans D, muni quant ti lui de la 
convergence ucp. L’espace D &ant un espace vectoriel topologique, il nous sufit de 
montrer que l’image de la bouZe unite B de egrale est un borne de 
soit encore que, pour tout t, l’ensemble des avec Y E it3 est un born6 
de Lo. Or nous savons, g&e B (l), que, et tout t9 il existe une 
constante cE > 0 telle que 
Fixons t et Y E B, et regardons l’ensemble .4 = (2,” > c,} avec 2 = 1 Y dX. Posons, 
pour tout o E A, T(w) = inf.{u t, pour tout o E A’, T(w) = t; on verifie 
sans peine que T ainsi difinie est une .a. (noter que l‘inf peut etre pris sur 
(Q n [0, t]) v {t}) et que l’indicatrice de l’intervalle stochastique 
de B ; d’autre part, comme Z est cadlag, on a IZTla cp sur A. Maintenant, on a aussi 
comme 1~~~1 Y est un Sment de B, il est alors clair que I’on a 
(3) Nous munissons finalement Cc de la topologie ucp et demontrons le 
the&me. Soit (Y”) une suite dans eant ucp vers 0. Posons 2” = 
j Y,, dX, et raisonnons par %‘abs extraire 5 deux reprises une sous- 
suite, on peut alors supposer qu’il 0 tels que ( Y’: * ) converge p.s. 
vers 0 tandis que I’on a P{Z:” our tout n. Soit alors A EF”, de 
probabilite > 1 - l P, tel que les Y convergent uniformkment vers O sur A. Posons, 
pour tout n, Pi = 111~ Yy’ llao et definissons un element U” de G” en prenant, pour 
tout s et tout 0, U:(O) = Y:(U) si on d --F n 6 Y~(o)SE,~ et U!cW)=O sinon. 
D’aprks (2), on a lim J U” dX = 0 dans D $t, comme l’integrale lkmentaire st prise 
trajectoire par trajectoire, on a pour tout n JA Ut dX, = Ji Yy d sur A. Qn en 
deduit que les v.a. lAZ: a tendent vers 0 en probabilite, d’ou une contradiction. 
5.3. Inttfgrale stochastique 
Les esgaces 
Rappelons que 
a structure ucp. 
semimartingale. 
l’operateur lin63ir 
obtenu en prolongeant l’integrale lementaire de 
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11 est clair que 1 Y d,X est aussi lineaire en X Nous passons maintenant en revue un 
certain nombre de propri&k fondamentales de l’integrale stochastique (en abrkgk, 
i.s.). 
11 est clair que l’on ne change pas 1’i.s. si on remplace P 
probabilite quivslente, ou si l’on remplace la filtration IF: par une filtration Cii 
reste un Goprocessus. 
(b) Associativit6: Pour YE XC, le p ssus 2 = l Y dX est une semimartin- 
ale et, pour tout WE G, on a dZ=j d2.Z, ce qui donne un sens a l’ecriture 
differentielle $2 = Y dX. On demontre cela en supposant d’abord YE G’ et U 
parcourant G” (c’est alors t&s facile), puis en passant a la limite (point nest besoin 
d’invoquer Banach-Steinhaus; il suffit d’utiliser les definitions 1 et 8 et le theoreme 6
en remarquant que G est une algebre topologique). 
(c) Sauts de 1’i.s.: Si T est une v.a. > 0, on a A& = &AXT p.s., oti AZ est le 
processus 2 -Z.. des sauts de 2 (et de meme pour X). On demontre cela encore une 
fois en supposant d’abord YE G’, puis en passant a la limite. 
(d) Rapport avec l’inte’grale de Stieltjes: Soit A E Fm tel que, pour (presque) tout 
o E A, la trajectoire t+X&I) soit a variation finie. Alors, pour presque tout o E A, la 
trajectoire t *Z&u) est igale a ce que donne l’integrale de Stieltjes de t + Y&u) par 
rapport a dX,(o). Cela se demontre comme les points precedents. 
(e) Caracttbe local: Soit X’ une autre semimartingale t supposons que l’on ait 
X = X’ sur un intervalle stochastique IS, Tl, oti S et T sont deux v.a. 2 0 telles que 
S s T; alors, si Y et Y’ sont deux elements de G tels que Y = Y’ sur IS, T], on a 
& -2s = 2; -2; p.s. (ou l’on a pose 2 = 5 Y dX et 2’ = I Y’ dX’). Cela se 
dCmontre n employant le mEme argument que precedemment, mais il faut un peu 
de metier pour traiter le cas 06 l’indicatrice de IS, Tn n’appartient pas B G (i.e. le cas 
oii I’un des S, T n’est pas un temps d’arret). 
(f) Approximation riemannienne: Si Y est un processus c&glad (resp. cidlhg), alors 
1 ‘Y dX converge dans D vers j Y dX (resp. 5 Y- dX), d’o6 une approximation 
pour chaque t de l’integrale susdite par des sommes riemanniennes en dheloppant 
j; kY3 dX,. Pour voir cela, en nous contentant du cas ou Y est cbdlag, on considhe 
une suite (Y”) Bans G” convergeant vzrs Y- dans G et on Gcrit 
I (Y_-kY)&%h= I (Y--Y”)dX+ (Yn-kYn)dX+ (kYn-kY)dX, I I 
Dans le membre de droite, le premier terme est petit dans wand n est grand, ainsi 
e, uniformement en k; quant au second, pour n et CL) fixes, il converge 
ement sur tout compact de R+ car X est continu 5 droite et Y” 
e, en escalier. 
ous allons introduire maintenant (a l’aide de notre i.s., mais on peut proceder 
autrement, quoique d’une maniere moins &l&ante) un concept &s important - le 
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crochet droit [X, X] d’une semimartingale X - qui se trouve au coeur de tout le 
djveloppement ‘modcrne’ de la theorie des martingales (inCgalitt% du type Burk- 
holder, espaces H’ et BMO, etc); c’est d’ailleurs g&e B cette notion que I’on peut 
par exemple dkmontrer le thior*me 6. 
Dkfinition 10. On appelle cr&zer droit de deux semimartin 
c8dl&g [X, Y] d8ini par 
[X, Y]=XY-1 Y-dX-IX_dY, 
expression appelke ‘formule c:‘integration par parties’. 
&and X et Y sont des processus 5variatio finie, les integrales ont des integrales 
de Stieltjes, et on retrouve alors la formu classique d*integra*;ion par parties: 
Ix, y3t = xoyo+crJ,,,~ L%X, A YS, la famille s produits des sauts de X et Y etant 
sommable pour tout o. Mais, on peut avoir [X, Y] # 0 pour des semimartingales 
continues X, Y telies que X0 = Yo = 0: par exempie, si X est ie mouvement brownien 
(unidimensionnel, issu d; O), on a [X, X], = t pour tout t. 
Avant de dormer quelqtics p;opriWs du crochet, nous en &ablissons une approx- 
imation disc&e qui en fera mieux comprendre la structure. 
ThCorime 11. Soient X et Y deux semimarting8g s. Pour chaque r, la v.a. [X, Y I1 est 
lirnite en probabilit4, quand k tend vers +-w, de sommes de la forma 
acec n = parrie entihe de 2 kt, ti = i2 __ kpour 0 =T i s n et r,, + 1 = 1. 
DGmonstration. On sait que [X, Y], est limite en probabilite, pour k tendant vers 
+oo, de XtYC - 1; k U, dX, - JA kX, d Ys. On eeri t alors les deux intC rales sous forme 
de sommes finies, on developpe XtY, sous la forme X0 Yo -t- C, CX,, , Y,,. , -_ Xt8 Yt, ), et 
on trouve l’approximatlon voulue pour k 3 t. 
Remarque. Plus g&Gralement, on peut montrer que [X, Y], est limite en prob- 
abilite de sommes de la forme consid&e WI (ti) parcourt toutcs les subdivisions 
finies de [0, tj, quand le pas des subdivisions telld vets 0. Prenant X = Y, on voit que, 
si unt: semimartingale n’a pas en g&&al une variation finie, elle a toujours, en un 
certain sens, une 2-variation finie. Le ‘en un certain sens’ provient du fait que les 
subdivisions consid&ees ne dependent. pas des trajectoires: prise trajectoire par 
trajectoire, la ‘vraie’ 2-variation du mouvement brownien est p.s. infinie SW tout 
intervalle non dkg%r&! 
ro (a) [X, X] est un processus croissant (ceia se voit immkdiatement sur 
I’approximation discrete), et [X, Y] est un processus & variation finie (en effet, on a 
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[X, Y) = $([X I% Y, X + Y] -[X - Y, X - Y]). Revenant h la formule de definition de 
[X, Y19 OR en d duit que le produit de deux semimartingales t une semimartingale. 
(b) [X, X] se comporte eomme une forme quadratique positive, mais a valcur 
dans Lo. En particulier, posant [X9 Y ]: = [X, Y& - [X3 Y],, on a l’inegalite dc 
u~it~~w~tanab~ 
(c) Pour toute v.8. T 0, on a d[X, Y]r 
1”identification des sauts d”une i.s. 
.s. Cela resulte aisement de 
(d) On peut montrer quc, si Y est 5 variation finie, on a 
la famille des produits des :iauts etant sommable pour (presque) tout W, m6me si X 
n’est pas B variation finie. 
(e) On peut aussi montrer que I’on a [X, X] = 0 si et seulement si X est un 
processus continu 5 variation finie tel que X0 = 0 et que, plus generalement, lapartie 
‘continue’ du processus croissant [X, X] provient de la partie ‘martingale continue’ 
de X lorsque ce dernier est decompose localement en somme d’une martingale t 
d’un processus & variation 5nie. 
(f) Si Y est de la forme l H dU, 06 H appartient B G et U est une semimartingale, 
alors on a [X, Y] = 1 H t&“, U] et done, en particulier, [f H dU, j H d U] = 
j H* d[U, U]. 11 suffit de tr iter le cas X = U, le cas gerkal s’y ramenant par 
polarisation. On etablit d’abortl a formule dans le cas simple ou H est l’indicatrice 
d’un rectangle ]u, OO[ x A mx: A E Fu, puis pour H E E par linkarit6; on obtient 
ensuite le cas oii H ayparticnt au cornpEt de E pour la convergence uniforme, puis, 
finalement, Oe cas oti H appartient 5 G, par passage h la limite. Nous dktaillons le 
dernier pas (te prCcCdent &ant zmalogue). Soit done H E G que l’on approche par les 
kH; posant Yk =I kH dX, on sait que les Yk convergent dans D vers Y = I H dX. 
Ecrivons 
I*Hd[X,X]=[:C, Yk]=XYk-1 Yk dX-IX-dYk. 
Le seul terme posant un petit probkne dans le passage B la limite est le dernier 
1 X- d Yk. Mais, gr&ce B l’associativitk, nous avons 
I X-dYk = I X- (kH’ dX) = I kH(X_ dX) 
oti X- dX est la diff6renticlle d’une semimartingale; il n’y a ailors plus de difficult6 
pour passer B la limite. 
Avant d’aborder le calcul differentiel stochastique, qui n’utilise que notre ‘petite’ 
integrale stochastique, nolrs allons dire maintenant quelques mots de la ‘grande’. 
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6. Intkgrale stochastique g la Lebesgue 
NOUS partons toujours de l’intdgrale Mmentaire j Y dX par rapport 
semimartingale X, Y appartenant a E, et nous voulons etendre la &%ition de 
I’intbgrale i une vaste alpkbre Y de processus, de sorte 5 avoir un “th&+me de 
convergence simple dominee”, ce qui est beaucoup mieux que ce que nou 
pour l’instant. 
Nous considerons maintenant la tribu P SW R+ x fl engendrk par les processus 
previsibles Smentaires (rappelons qu’un processus est une appiication de 
dans R; R est muni de sa tribu borelienne) ou, plus precisement, par les processus Z
de la forme 2 = Z0 + Y, Z0 v.a. &- mesurable t Y E E (ceci, parce que nos 616ments 
de E sont tous nuls a l’instant 0). La tribu P est appelee Mu des ensembles prkvisibles 
et les processus mesurables par rapport 5 i) sont appeles processus prhisibles ; le nom 
provient en particulier du fait que les generateurs de P sont des processus caglhd, et 
done des processus bien connus B l’instant si on les connait pour tout s S t. I1 est 
facile de voir que tout processus cigkid est prhisible (2 chgl&d est approchC 
simplement par les ?), mais il est faux, en general, qu’un processus cadlhg soit 
previsible. 
Un processus previsible Y est dit localemenrborni s Y,” = supSErI Y,I est fini pour 
tout t; on voit aisement que Y est localement born6 si et seulement s’il existe une 
suite croissante (T,) de v.a. 2 0 tendant vets +CSO et, pour chaque n, une constante 
cn > 0, telles que Y soit major6 en module par c,, sur l’intervalle stochastique [O, T,,[ 
pew tout n.’ Nous noterons #, I’algebre des processus previsibles localement 
born&, qui contient l’algebre C des processus c&glad. 
La construction de l’integra e stochastique ( n abrege, i.s.), dont nous indiquerons 
les grandes iignes, aboutit finalement au resultat suivant. 
ThCorkme 13. Soit X une semimartingale. I1 existe un unique ophateur limfaire 
V + j Y dX de Pk dans D vhfiant les conditions 
(1) Pour Y E E, j Y dX est donne’ par l’integrale dlo’mentaire, 
(2) Si ( Y” ) est une suite a”ans PL major49 en module par un e’le’ment de i$, et 
convergeant simplement vers ‘r’ (E Pk), alors, pour ckaque t, (I Y” dX), converge en 
probabilite’ vers (1 Y dX), (krit aussi 1; Y, dX,). 
De plus, sous 1’ h ypothhse de (2), j Y dX est une semimartingale et les semimartin - 
gales 1 Y” dX convergent vers j Y dX dans D, muni de la topologie ucp. Enfin, 1%. 
j H dX virifie les proMWs 9(a), (b), (c), (d) et (e) et la propriptp 12(f) avec H E PL au 
1ieudeJEG. L 
9 Le processus Y ktant prCvisible, Lenglart a dCmontr6 tecemmc:nt que I’on pouvait trouver des T,, C, 
de sorte que les T, soient des temps d’arr6t et (tout la difficult6 est dans ce ‘et’) que Y soit major6 en 
module par c, SW I’intervalle stochastique 10, TnIf (ferm6 ti droite), ce qui, pour un spkialiste, est 
beaucoup mieux. 
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IXmonstration. D’abord l’unicite resulte immediatement du theoreme des classes 
monotones, &ant une algebre engendrant la tribu P. Pour l’existence, on a dlh le 
depart deux voies possibles: la voie ‘rennaise’, ou l’on consider-e ‘serieusement’ 
l’integrale Smentaire omme une mesure vectorielle (a valeur ici dans Lo, pour t 
fix& ou dans D, si on re rde tous les t ii la fois) definie sur le , etit domaine 1F et qu’il 
it d%tendre au and domaine Pi, voie qui ne necessite guere de theorie des 
ales (sauf pour donner des exemples!), mais exige par contre quelques 
connaissances en analyse fonctionnelle; et puis, la voie ‘strasbourgeoise’, plus 
ancienne, oh l’on considere ‘serieusement’ une semimartingale comme somme locale 
d’une martingale de car& integrable et d’un processus B variation finie, voie qui 
nkessite done quelques connaissances en theorie des martingales, mais peu de 
chases en dehors. Comme je ne renie pas mes origines, c’est cette seconde voie que je 
vais esquisser maintenant. D’abord, il n’y a aucune difficult6 d’integrer un Y E Pt par 
rapport a un processus V ii variation finie: on prend trajectoire par trajectoire 
1’intCgrale de Stieltjes, qui fournit bien une integrale ayant les proprietes voulues. 
Supposons que l’on veuille maintenant integrer par rapport a une martingale M de 
carre intdgrable, telle que, pour simplifier, on ait MO = 0 et Mt = M, pour t a n, pour 
un certain n (nous noterons IMz l’espace vectoriel des martingales de ce type). 
Regardons alors plus precisement qu’au exemple 3(b) le processus 2 = j Y dM pour 
YE E. Ecrivant chaque & Y, dM, comme une somme c x(Mtl+, --A&), 06 (ti) est 
une subdivion finie de [0, t] et Yi est, pour chaque i, une variable 6tag6e F,,- 
mesurable, on voit aisement, g&e a un petit cslcul d’esperances conditionnelles, 
oue 2 est une martingale de car& integrable, et en fait un 616ment de M$ D’autre 
part on peut montrer que, pour toute martingale de carrk integrable N, on a 
E[Nf ] = E[[N, IV],] pour tout t (regarder l’approximation discrete du crochet droit; 
on peut montrer qu’elle converge dans L’ dans ce cas) et on peut done ecrire pour 
tout t 
E[z: ] = ECCZ z],] = E[ 1’ Y,’ d[M, Ml,3 
0 
si bien que, pour M fixee et Y parcourant E, l’integrale j Y dM definit une isometric 
de l’espace E muni de la seminorme hilbertienne 11 YII = (E[I,” Yf d[M, M]J)“* dans 
l’esyace Mz muni de la norme hilbertienne llNll= (E[Ni])1’2, qui est complet pour 
cette norme. Soit L*(M) l’espace des processus previsibles Y tels que 
[I: Yf d[M, M],] soit fini, muni de la seminorme hilbertienne (0 l *)l’* associke 
(c’est en fait l’espace L2 de la mesure sur P definie par Y + E[ll Y, d[M, M],]): 
L’(M) contient ous les processus previsibles born&, et est dense dana L2(M). On 
peut alors prolonger de maniere unique l’isometrie definie par l’integrale &hen- 
taire en une isomkxrie de L2(M) dans M$ ce qui donne une bonne i.s. j Y dM pour 
YE L*(M). Revenons finalement & X semimartingale t Y previsible localement 
borne: on peut trouver une suite croissante (T,) de v.a. 2 0 tendant vers +m telle 
que, pour chaque n, il existe un processus previsible borne Y”, une martingale de 
carre integrable M” et un processus avariation finie V” de sorte que l’on ait Y = Y” 
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et X = Mn + Vn sur [O, T, o[; on peut dvidemment supposer de plus T, s n. Mi = 0 et 
M,” = M: pour t zw. 0x1 dkfinit alors j Y dX comme etant le processus egal a 
j Yn dM” +j Yn dV” sur [O, TnI[ pour chaque n, l’unkite permettant de montrer 
que tout cela se recolle bien. Nous arretons la notre survol de la demonstration. 
Remarque. On sait aussi prolonger 1’i.s. par rapport a une semimartin 
processus non previsibles, ou non localement bormk, 
ici. 
NOUS terminons cette section en disant juste deux mots, en passant, sur la notion de 
martingale locale, que je ne me resouds pas i passer compl6tement SOUS silence. 
Lorsque Y est un processus previsible borne et M une martingale de carre 
integrable, on a vu que 1 Y dM est encore une marti le, de carr6 integrable. Mais, 
si M est une martingale quelconque, ou encore si Y t localement born& 
alors j Y dM n’est plus en genCraI une martingale, mais est ce qu’on appelle une 
martingale locale, i.e. un processus chdlag L pour lequel existe une suite croissante 
(Tn) de temps d’arrC!t endant vers +OO telle que, pour chaque n, existe une 
martingale Mn de sorte que l’on ait L = M” sur I[O, TnD (fcrme a droite: c’est tres 
important!). Avec un peu de metier, on montre aisement qu’une semimartingale L 
est une martingale locale si et seulement s’il existe un processus c&glad Y ne 
s’annulant jamais tel que 1 Y dL soit une martingale (de carre intdgrable, si on le 
desire). 
La notion de martingale locale permet, en particulier, d’ecrire des tcompositions 
‘globales’: on peut montrer, par exemple, qu’un processus cadl&g X est b,le 
semimartingale si et seulement sil’on peut 6crire X = L + V oii L est une martingale 
locale et V un processus a va-iation finie-dkomposition on unique, dependant par 
ailleurs de lcr probabilite de base I? Et, si l’on a une telle decomposition X = L + V 
relativement a P, on sait ecrire une dkomposition relativement 6 Q, probabilite 
Gquivalente 5 P, de la man&e suivante. Appelons M la martingale relativement a P 
telle que Mt soit pour chaque t une densite de Q par rapport h P quand Q et P sont 
restreintes aF,; on sait que M ne s’annule nulle par*. On a alors ce qui est appele la 
‘formule de Girsanov’ 
x= L ( -i~d[L,Ml)+(I~d[L,Ml+V) 
ou, dans la premiere parenthike, on a une martingale locale wlativement aQ et, dans 
la seconde, un processus 5 variation finie, les integrales etant des integrales de 
Stieltjes (l/M n’est pas previsible en g6nCral). 
a formulle de c angelnent de variables 
Si V est un processus continu 5 variation finie et si f e,t une fonction de classe C1 
sur R, il est bien connu que f( V) est encore un processus continu 5 variation finie et 
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que 1”on a la formule f< V) = f< Vo) + If< V) d V; c’est, trajectoire par trajectoire, la 
formule classique de “changement de variable”, qui se visualise bien en ecrivant, 
pour chaque ~JWWV'O) =~JfWf,+, - &)) pour une subdivision finie (ti) de 
0, tl et en developpant chaque parenthese par la formule de Taylor B I’ordre 1. S1 V, 
ti variation fink9 est seulement chdlag, on obtient la formule, moins classique, 
‘(K-MC+ C (f(W--f(K-)--f’(Vs-)AVJ 
OcsrC 
ou, dans la famille sommable qui tient compte des sauts, on reconnait un avatar du 
developpement de Taylor g l’ordre 1. Dans le cas d’une semimartingale X, on a une 
formule analogue pour f(X), avec f de classe C* cette fois, appelee souvent formule 
d’lto, oti il apparait cette fois un developpement de Taylor a l’ordre 2 du au fait, 
qu’en un certain sens (cf. le theoreme ll), X a une 2-variation finie. 
Thborkme 14, Soient Xune semimartingale et f une fonction de classe C’ SW R. Alors 
f(X) est encore une semimartingale, ton a, pow tout t: 
Us = {f(X)-fMs-) -f’<X-) Ax, -ff’K-N~Xs)*1, 
la premihe intkgrale &ant une i.s. et la famille (UsJsGI p.s. sommable. 
D&monstration. Nous montrons d’abord que le processus 
v=f(X)-f(Xo)- f’(X-)dX 
I 
est B variation finie; nous l’identifierons apres. Pour montrer cela, il suffit de prouver 
qu’il existe une suite croissante (7”) de v.a. 3 0 tendant vers +oo telle que, pour 
chaque n, V soit a variation finie sur 10, T,[. Notons, au passage, que ceci est valable 
aussi pour l’identification de V. Nous prenons 
T,,(w)=inf{G=O: tZv2 ou IXl(w>l%z}. 
Bans ces conditions, l’indicatrice de NO, T,J/ est un processus i bien que Xl~O~~~ est
encore une semimartingale, t nous nous sommes done ramenes & demontrer le 
theoreme quand X est une semimartingale B valeurs dans C-n, +n]. Soit alors C une 
constante de Lipschitz pour f sur C-n, +n]; on a, pour x, y dans l’intervalle, 
If(y)-f(x)-(y-x)f'(x)l~c(Y -d2 (1) 
et done, si (ti) est une subdivision finie de l’intervalle [s, t], 
1 f(Xt> -f(Xs)-~fl(X&Kti+, -&,I s C C Cxli+l -x4)2* 
i i 
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Prgnant pour (ti) la subdivision de [s, t] associee B une approximation ‘X de X et 
appliquant la propriete 9(f) et le theoreme 11, on obtient, en passant B la limite en 
probabilite, 
d’ou V est a variation finie. Pour l’identification de V, que nous ne dCtaillerons p
on vetifie d’abord, g&e a la formule d’integration par parties et les pr~p~i~t~~ 
crochet droit, la chose suivante: si la formule d’Ito est vraie pour une certain@ 
fonction g de classe C2, elle est encore vraie pour f(x) = xg(x). On en deduit que la 
formule est vraie lorsque f est une fonction polynome. Enfin, on approche f de classe 
C2 uniformement sur r-n, +N] par des fonctions polynomes fk de sorte que f’ 
(resp f”) soit aussi approchee uniformement par les fk (resp fn”), et on montre que Pan 
peut passer B la limite. 
Remarques. (a) On ecrit le plus souvent la formule d’Ito en remplaeant 
Ii!, fws-> d[X xls par JA r(X,-j d[X, X]: ori [X, Xr est la partie ‘continue’ du 
processus croissant [X, X]; dans ce cas, le terme tenant ompte des sauts skrit plus 
simplement: U, est remplace par (f(Xs) -f(X,-) -f(XS-) bx,}. Cette formule est en 
fait plus belle car on peut montrer que [X,X]’ est le crochet droit de la partie 
‘martingale continue’ - notee Xc malgre l’ambi uite - de X9 si bien que I‘on trouve 
souvent [X, X]’ ecrit [Xc, Xc] (ou meme (Xc, X”), mais nous ne parlerons pas ici du 
‘crochet oblique’). Par ailleurs. on ne peut decomposer (f<X&=-f(X5-)- 
f’(,Vs-) AXs} en {f(XSj - f(Xs-)} et (p!XS-) 3X,} car, en g&&al, les deux familles 
olbtenues ne sont pas sommables GparCment. 
(b) Supposons que f soit une fonction convex4 au lieu de la supposer de classe C”, 
et revenons a la premiere partie de la demonstration: au lieu de (3 ), nous ecrivons 
maintenant 
f(y)-f(x)-(y-x)/Yx)N (2) 
oti f’ est la dkivee ri gauche de f. En procedant par appr ximation discrete comme 
precedemment, on voit que V = f (X) -f<Xo) - j’ f'(X-) dX est cette fois un proces- 
sus croissant. On en dCduit, en particulizr, que f(X) est encore une semimartingale; 
prenant f(x) = x2 et f(x) = x+, on peut alors etablir aisement la n du @xemple 3(d). 
Par ailleurs, l’elucidation de la structure de V pour f(x) = Ix m&e b la th&rie 
importante du ternps focal d’une semimartingale. 
(c) Dans de nombreu s applications du calcul differentiel stochastique (en 
geome trie diff krentielle, ar exemple), on n’a affaire qu’5 des semimartingales 
continues, ce qui fait disyaraitre l’encombrante partie de la formule relative aux 
sauts. On utilise alors assez souvent une variante de 1”i.s. appelee inte’gaale de 





Y, dX, = 
0 0 
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La formule de changement de variable, pour f de classe C3, s’ecrit alors comme en 
calcul difErentie1 classique 
f(X) -fWob = (9 I ‘f’0 dX,; 0 
eela se deduit ai&ment de la formule d’Ito et des proprietes du crochet droit. 
a former1 ment de variables qui, malgre son air un peu rebarbatif dans 
le eas sir il y a des sauts, est d’une grande efficacite n calcul differentiel stochastique, 
admet une extension elle-m6me tres utile aux fonctions de classe C2 9 plusieurs 
variables. Cette extension est un peu lourde 2 ecrire sans introduction d’un form& 
isme convenable; mais, comme nous n’allons pas l’utiliser par la suite, nous nous 
contenterons de noter x = (X’ , . . . , X’*) la donnee de n semimartingales 
X’ , . . . , X” et d’autre part de noter Dif (resp. DiDif) les d&iv&es partielles au 
premier ordre (resp second ordre) d’une fonction f(f) = ftx ‘, . . l , A-“) de classe C2 
sur t On a alors 
i JO 
+ C {f<Xs)-f(Xs-)-C oif(X-) AXS 
-0csGt i 
-$I DiDif(%s-) AXlAX{}, 
hi 
la famille intervenant dans le dernier terme etant p.s. sommable. En particulier, si 
X1 , . . . , X” sont n semimartingales et si f est de classe C2 sur R”, alors 
fW 1 , . . . , X”) est encore une semimartingale (on a un resultat analogue si on 
suppose f convexe au lieu de classe C*). La demonstration est analogue n tout point 
a celle du theor&me 14; lorsque l’on prend f(x, y) = xy, on retrouve la formule 
d’intkgration par parties (que nous utilisons dans la demonstration, mais on peut 
aussi proceder autrement). 
8. Equations diff brentielles stochastiques 
Nous nous bornerons 3r enoncer un theoreme d’existence t d’unicite ‘global’ sous 
des hypothbses analytiques analogues & celles du theoreme classique de Cauchy- 
Lipsckitz. 
veiifian t
Soient Xune semimartingale et f une fonction d@zie SW R+ x fl x R et 
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(1) Pourxfixe’, (t,o)+f(t, O, x) est un processus &kid, 
(2) Pour (t, W) fixe’, x + f(t, o, x) est une fonction lipschitzienne, avec une constante 
de Lipschitz k ne dtf’pendant pas de t mais powant d&pendrz de W. 
Dans ces conditions, 1Vqua tion diffiren tielle stochastique 
dZ=f(y,Z-)= 
admet une solution 2, semimartingale, unique si l’on se donw la con 
v.a. FO-mesurable. 
On verifie facilement que, si Z est un processus c&d1 alors l”application 
(t, O) -3 f (t, O, Z&I)) est un proce ssus clglid, qui peut done 6 intCgr6 par rapport 
2 la semimartingale X. Notre equation differentielle adone bien un sens: elle signifie 
que le processus cadlag Z doit etre solution de l’equation intc5 
une solution 2 de cette equation integrale tant necessairement une semimartingale, 
la propri& d’associativit& de 1’i.s. lkgitime alors l’kriture diffkentielle de l%qua- 
tion. 
Nous donnons maintenant quelques idles sur la dCmonstration du theoreme. 
L’idee de d6part est, comme dans le cas classique, de se ramener B une situation au 
l’on peut appliquer un theoreme de point fixe B l’opkrateur integral assoeie B 
l%quation; cependant elle est ici bien plus difficile h mettre en oeuvre. On connait 
pour cela deux voies, la ‘strasbourgeoise’, qui pro&de par petits pas ramenant 
finalement l’enonc6 aun cas particulier ‘maniable” g&e a des techniques de theories 
des martingales qu’il n’est pas question d’exposer ici, et la ‘rennaise’, plus recente, 
qui a entr’autres l’avantage d’inclure tout le c&C technique de th6orie des martin- 
gales dans la belle inCgalit6 de Metivier-Pellaumail que voici, sans demonstration. 
Thiioriime 16. Soit X une semimartingale. I1 existe WI processus croissarst A csnt&ant 
JK au sens suivant: pour tout temps d’arr& T > 0 et tout processus ctigldd Y, on a 
E[(I YdX);;]sE[&-(1 Y2dA)r](e + 
Remarque. L’inegalitC est encore vraie pour Y previsible localement borrk Par 
ailleurs, on peut montrer que la propriete de cantrole de l’enonce caracthise les 
semimartingales: un processus c&dllg X est une semimartingale ssi il existe un 
processus croissant A tel que l’inegalite de 1’6nonce soit verifiee pour tout YE E 
(I’integrale 1Y dX &ant don&e par l’integrale lementaire). 
strati0 COG . (Nous serons obligk ici de manipuler un peu ies 
temps d’arrct.) Nous supposons d’abord que la constante de Lipschitz k de l’enonce 
ne depend pas de OJ. Soit S un temps d’arret et supposons que l’on connafsse une 
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solution de Kquation sur l’intervaile [O, S[; cela signifie que [J est une semimar- 
tingale qui coincide avec 20 + j f( l , l , U-4 CW sur 10, S[ (par exemple, si S est 
constant et Cgal B 0, on peut prendre u constant &gal a 0). L’identification des sauts 
d*une i.s. permet alors de trouver une solution V SW l’intervalle [O, $31: il suffit de 
poser ou 2s est la v.a. valant Z0 sur {S = 0) et Us-+ 
f( @b <a}. Soit maintenant T le temps d’arret defini par 
0): A&)--A:(o) > 1/2k”} 
ou k est la csnstante de Lipschitz et A un processus croissant controlant X au sens du 





dA, -AT-(A*._--As)sA~_-A~s 1/2k2 
avec A, = A,-. = lim t-rao At. Soient alors U, V deux semimartingales solutions de 
1”Cquation sur I’intervalle 10, Sg, 20 &ant don&; pour simplifier les notations, nous 
poseronsF(U’i=If(*,., U-) dX, et de meme pour V. On deduit alors de I’inegalit6 
de Metivier-Pellaumail et des inegalites precedentes la chaine d’inegalites suivante 
E[(F: U) - F( V));!] s E 
c I 
AT_ k2(U-- VJ2dA, s$E[(U-V);!] 
ilS*TU I 
ou, dans la pre.niere inegalite, on a tenu compte du fait que I’on a U = V sur 10, S] et 
If( *3 l9 ~‘J--f~*, l V--)1 =S k 1 U- - V-l. On voit alors poindre ZI l’horizon la possi- 
bilite de d6fin!r une contraction sur un bon espace de processus, ce qui permet 
finalement (nous ne donnons pas les details) d’obtenir une solution de l’equation sur 
I[O, T([, unique sur cet intervalle. Posant S = Tl, T = T2, on recommence l’operation 
avec T2 B la place de T1 et, comme A est cadlag, la suite des temps d’arr6t T,, ainsi 
construits tend en croissant vers +OO, ce qui permet, par recollement, d’obtenir la 
solution unique de l’equation. Voyons rapidement, pour finir, comment traiter le cas 
OQ la constante de Lipschitz est une fonction k(w) de O. Q&e 5 remplacer k(w) par 
sup1 f (t, o, y) -+(I, a~, x)1 Iy -xl-’ wand t parcourt R+ et (x’, y ) le complementaire de 
nale dc! R x 88, on peut supposer que k( 9) est une v.a. Soit alors c une 
constante telle que P(k c c}>O; posons, pour tout entier n, In, = {ks c f n} et 
designons par I$ la probabilite P( l n f2n)/P(f2,) sur fin muni de la filtration trace IF” 
de IF. La restriction de X h l&R+ x 0, est une IF”- semimartingale d’apres definition 1, et 
on peut considerer l’equation restreinte B 0,. Sur 6$, on a une solution unique 2” 
d’apres la premiere partie de la demonstration, et un procede de recollement 
reposant sur l’invariance et le caractere local de 1’i.s. (cf. propriete 9) permet 
finalement d’avoir une solution unique Z sur 0. 
L’enonck du theore e 15 ne fait intervenir qu’une sel.rle semimartingale 
fait, il est possibk de remplacer l’unique integrale dans l’e,;luation integrale associee 
par une somme finie d’integrales du m6me type et, plus generalement, de considerer 
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des syst&mes d’equations diff erentielles tochastiques. D’auu 2 part, on sait Ctudier la 
stabilite de la solution en fonction des donnees 20, f, X (nous donnerons des 
references dans la bibljographie). Enfin, on sait aussi traiter le cas oti d est seulement 
localement lipschitzienne, avec etude des ‘explosions’. 
Une equation particulierement importante st I’equation d2 = Z_ dX avec Z0 = 
1, qui definit une semimartingale notee F(X) et appelke I’ 
des semimartingales. On sait ecrire explicitement E(X): s 
exp(X - &X, Xl), ou “exp’ est la fonction exponentielle ordinai 
I (X), = exp(X, - $[X, Xll) n (1 + AX,) exp(-AXs + $(AX,)“) 
ocssr 
avec un produit infini p.s. absolument convergent. Par ailleurs, si X et Y sont deux 
semimartingales, ona F(X) P (Y) = P(X + Y +[X, Y]). 
Bibliographic omment& 
Je vais essayer ici de donner quelques id&es ur le developpement historique des 
notions d’integrale stochastique et de semimartingale. En fait, je ne pourrai donner 
de tout cela qu’une vue bien partiale (je connaisr tr&s ma1 d’autres approches de 
I’integrale stochastique comme celles de lWll c, ou McShane, ou Skorokhod), et 
aussi partielle (le peu que j’ai dit sur les martingales locales ne me permettant pas de 
leur rendre justice). 
L’integrale stochastique par rapport au rnouvement brownien doit ses dibuts a 
“Wiener (integration de processus ‘dCtermiGstes’), mais c”est B Ito que revient la 
crGation d’un veritable calcul differentiei stochastique attache au mouvement 
brownien, dans une sCrie d’articles allant de 1944 B 1961. Ce calcul, qui a des liens 
etroits ave& la tht5orie des diffusions, n’a cessC depuis sa crkation de susciter de 
nombreux &ravaux, y camp+ en geometric diff&entielle. Mais, parler de ces travaux 
nous entr~inerait loin du coeur de notre expos$ (et aussi de rnon ‘domaine de 
compktence’ . 1, e &3! l we bornerai-je a eiter une reference lassique (qui date deja) 
H. P. McKean, Stochastics Integrals, Academic Press, New York, 1969. 
Aprks des 
fondamental 
travaux preliminaires de 
sur l’extension du calcul 
Dsob, eyer et Csurrii , le premier travail 
‘[to aux martingales de carre intCgrable st 
unita and S. Watanabg, On square integrable martingales, Nagoya 
Math. J. 30 (1967), 209-245, 
qui m’aborde cependant pas les equations difi&entielles. L’extension aux martin- 
gales locales (introduites par 4 a l’occasion de leur travail sur le 
thkor&me de &omposition de oob-Meyer) et aux semimartingales (definies par 
comme sommes d’une tingale locale et dun processus tivariation finie) 
dibute dans 
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P. A. Meyer, hteCgraks stochastiques Seminaire Probabilites I, Lecture 
Notes in Mathematics 39, pp. 72-162, Springer, Berlin, 1967, 
ou apparaissent l’utilisation des processus previsibles (notion alors bien recente 
introduite par theorie g&n&ale des processus ous le nom de processus tres 
bien mesurables) et la definition et utilisation en temps continu du crochet droit (a la 
place du crochet oblique de Motoo et Watanabe); elle trouve sa forme 
qua$id~finitiv~ 
C, Dolians-Dade and P. A. Meyer, Int6grales stochastiques par rczpport aux 
martingufes locales, Seminaire Probabilites IV, Lecture Notes in Mathe- 
matics 124, pp. 77-107, Springer, Berlin, 1970. 
Mais l’invariance de la notion de semimartingale (definie a la Meyer) par changement 
de loi Cquivalente a etC decouverte beaucoup lus tard (mais moins tardivement qu’il 
n’y parait!) par 
J. Jacod and J. Memin, Caractkistiques locales et conditions de continuite’ 
absolue pour les semimartingales, Z. Wahrscheinlichkeitstheorie und Verw. 
Gebiete 35 (1976) l-37, 
p&&de d’un travail de Van Schuppen et Wong sur la ‘formule de Girsanov’. On 
trouve aussi dans cet article la decomposition ‘locale’ d’une semimartingale en une 
martingale bornCe et un processus a variation bornee, qui a ete aussi decouverte 
independamment par Dolkans-Dade et Yen (qui s’appelle Yan desormais). Enfin, 
apr$s un travail prtliminaire de Protter, l’etude g&&ale des equations differen- 
tielles stochastiques sort de ses balbutiements avec 
C. Dolians-Dade, On the existence and unicity of solutions of stochastic 
di’erentiaiequations, Z. Wa!xscheinlichkeitstheorie und Verw. Gebiete 36 
(1976) 93-101, 
mais ‘l’astuce’ pour traiter le cas ou la constante de Lipschitz depend de w est due a 
Lenglart. 
Par ailleuts, la premikre interpretation de l’integrale stochastique comme 
integrale vcctorielle apparait dans 
J. Pellaumail, Sur l’int4grale stochastique et la dtkomposition de Doob- 
Meyer, AstCrisque 9, Sot. Math. France, 1973, 
point de vue dCveloppe par MCtivier et Pellaumail dans une serie d’articles abordant 
aussi le calcul differentiel stochastique pour des processus avaleurs banachiques (et 
en particulier hilbertiennes). C’est la lecture de 
4tivier and ail, Mesures stochastiques ci valeurs dans les 
espaces Lo, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 40 (1977) 
101-l 14, 
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qui a provoque la demonstration par Mokobodzki et moi-meme du theoreme 4 de 
nc?tre xposC, i.e. de Equivalence de la d&inition a la Meyer des semimartingales t
de celle adoptee 5 la definition 1 de l’expose. La demonstration ori inale, avec un 
&once ameliorb par Meyer, est dans 
P. A. Meyer, Caracte’risation des sem 
Seminaire Probabilites XIII, Lecture 
620-623, Springer, Berlin, 1979, 
d ‘aprk 
ath~mati 
mais l’importance de la notion de quasimartingale comme ‘auxiliaire technique’ avait 
et& mise auparavant en evidence par 
C. Stricker, Quasimartingales, martingales locales, semimartingales t
filtrations naturelles, 2. Wahrscheinlichkeitstheorie und Verw. Gebiete 39 
(1977) 55-64, 
OG se trouve aussi etabli le premier &hat du type de notre th&orkme 6 (ce dernier 
rbulte de conversations entre Bichteler et moi-meme & Oberwolfach; une belle 
dkmonstration due B Lenglart paraitra dans SCminaire ProbabilitCs XIV). 
L%quivalence des deux definitions de la notion de semimartingale a et6 aussi 
dicouverte, au moyen d’un theoreme de factorisation de Mawey et Rosenthal, par 
K. Bichteler, Stochastic integration, L%heory of semimartingales, Ann. 
Probability, a paraitre, 
qui, reprenant le point de vue ‘integrale vectorielle’, retrouve aussi d‘importantes 
Gquivalences de normes ‘a la Burkholder’ (CvoquCes pour les martingales au 
th&oreme 6) etablies pour les semimartingales par 
M. Yor, In&galit& entre processus minces et applications, CR. Acad Sci. Paris 
286 (1978) 799-801, 
apr&s que Emery ait introduit des normes maniables ur les semimartingales. 
On doit B ce dernier l’introduction systCmatique de topologies 5 caractere ‘Iocaf’ 
(en particulier, la plus simple de toutes: notre topologie ucp); voir 
M. Emery, Unti tqologie sur l’espace des semimartingales, Sbminaire 
ProbabiliG XItI, Lecture Notes in Mathematics 721, pp. 260-280. 
Springer, Berlin, 1975. 
L’idee de localiser sur des intervalles du type [O, Tn au lieu du type [O, Tl (qui est 
ce?ui rencontre n theorie des martingales locales) remonte en fait a 
azamaki, Changes of time, stochastic integrals, and weak martingale:, 
2. Wahrscheinlichkeitstheorie und Verw. Gebiete 22 (1972) 25-32, 
mais r,e s’ktait r&%&e efficace qu’apres l’introduction d’une cla:;se splciale de 
semimartingales dans 
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oeurp, D&compositions des martingales locales et formules exporzert -
tielles* Seminaire Probabilites X, Lecture Notes in Mathematics 511, pp. 
432-480, Springer, Berlin, 1976, 
etudiee de man&e detaillee par eyer. Ceci dit, l’introduction de bonnes topologies 
sur les semimartan les permet d’etudier la stabilite des solutions des equations 
tielles stochastiques dans 
I? btter, &&stabitity of solurions of stochastic differential equations, Z. 
ahrscheinlichkeitstheorie und Verw . Ge biete 44 ( 1978) 3 37-3 5 2, 
M. Emery, Equations diff6rentrelles lipschitziennes. Etude de la stubike’, 
Sbminaire Probabilites XIII, Lecture Notes in Mathematics 721, pp. 
281-293, Springer, Berlin, 1979. 
Signalons encore, sur les equations differentielles tochastiques, les travaux de 
Mbtivier et Pellaumail (reference plus loin) et 
H. Doss and E. Lenglart, Sur l’existence, l’unicite’ et le comportement 
asymptotique des sofutions d’gquations diffdrentielles stochastiques, Ann. 
Inst. Henri Poincare XIV (1978) 189-214, 
oti l‘on montre en particulier que la resolution de certaines equations differentielles 
stochastiques se ramene B celle d’equations differentielles ordinaires. Enfin, l’equa- 
tion definissant ‘l’exponentielle’ d’une semimartingale a et6 la premi&e etudiee 
(Dol&ans-Dade, 1970) et a suscite de nombreux travaux. 
L’intkgrale & la Riemann presende dans notre expose n’a, pour les specialistes, 
qu’un intCr6t essentiellement pedagogique. Je tiens cependant aremercier Lenglart 
pour le partage de ce souci pedagogique: il m’a bien aid6 & surmonter quelques points 
Cpineux, insoupsonnes dans mes nombreux exposes oraux. Je signale au passage que 
Pellaumail a et6 le premier 5 d$finir le crochet droit B l’aide de 1’i.s. Par ailleurs, 
Bfchteler (locus cite) a montre que l’on avait, pour Y c&glad, une approximation de 
1 Y dX pour la convergence p.s. par des sommes riemanniennes plus sophistiqkes 
que les n&es, Enfin, Meyer m’a signal6 que Brennan avait aussi defini recemment 
une integrale de Riemann par rapport a une quasimartingale. 
Avant de dormer une liste de monographies recentes sur le sujet, j’ajouterai 
encore quelques mots sur des dkveloppements en tours de la theorie pour lesquels on 
trouvera des refkrences dans le volume XIV du Skminaire de Probabilitk de 
Strasbourg. D’abord, l’etudc du comportement des semimartingales apres grossis- 
sement de la filtration, mise en oeuvre depuis plusieurs annees par Barlow, leulin, 
Meyer et Yor (avec une modeste contribution de ma part); puis l’extension du 
domaine de validite de 1”i.s. par Yor (au delk de la previsibilite) et par 
de la bornitude locale), etudiee par MCmin et Van. Enfin, Schwartz est en train de 
developper le calcul differentiel stochastique sur les varietes, ce qui a suscite de 
nouveaux travaux sur les semimartingales, definies seulement sur une partie de 
R+ x 0 (Schwartz, Meyer, Stricker). 
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A seigneur tout honneur, nous commencerons notre liste de monographies par 
P. A, Meyer, Un cows sur les intigrales stochastiques, Seminaire Prob- 
abilites X, Lecture Notes in Mathematics 5 11, pp. 246-400, Springer, 
Berlin, 1976, 
qui a redonne une imp&ion 5 l’etude du sujet dans toutes ses dimensions. La palme 
pedagogique r vient cependant a
M. MGtivier, Reelle und Vektorwertige Quasimartin le und die Theolie der 
Stochastischen Integration, Lecture Notes in Mathematics 607, Springer, 
Berlin, 1977, 
qui traite aussi des semimartingales 2 valeurs hilbertiennes. Un ouvrage tout recent, 
qui donne la vue la plus complete du calcul stochastique t de ses applications a
l’heure actuelle, 
8. Jacod, C~~lcul stochastique etProhl2tnes de martingales, Lecture Notes in 
Mathematics 714, Springer, Berlin, 1979. 
Enfin, seront parus quand paraitront ces lignes 
@. Dellacherie and I? A. Meyer, frobabilite’s et Potentiel, volume 2, 
chapitres V B VIII, Hermann, Paris, 
qui n’aborde pas les equations differentielles, au contraire de 
M. MCtivier and 3. Pellaumail, Stochastic Integratiorzs, Academic Press, 
New York, 
et aussi, ouvrage dont je ne connais pas le contenu, 
M. M. Rao, Stochastic Processes nnd Integration, Noordhoff, Groningen. 
