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Abstract
We consider the variable coefﬁcient diffusion–convection equation of the form f (x)ut = [g(x)D(u)ux ]x + h(x)K(u)ux which
has considerable interest in mathematical physics, biology and chemistry. We present a complete group classiﬁcation for this class
of equations. Also we derive equivalence transformations between equations that admit Lie symmetries. Furthermore, we obtain
mappings that connect variable and constant coefﬁcient equations. Exact solutions of special forms of this equations are constructed
using Lie symmetries and equivalence transformations.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider the variable coefﬁcient nonlinear diffusion–convection equations of the form
f (x)ut = [g(x)D(u)ux]x + h(x)K(u)ux , (1.1)
where f (x), g(x), h(x), D(u) and K(u)are arbitrary smooth functions in their arguments f (x)g(x) = 0. We also as-
sume that (1.1) is nonlinear, that is (Du,Ku) = (0, 0).
A number of many special cases of this class of equations have been used to model successfully problems in
mathematical physics, chemistry and biology [7,26,27,32]. For instance, it describes the ﬂow of liquids in porous
medium or the transport of thermal energy in plasma or it can model the transport of adsorbing solutes in soils. For
these applications and others, for example in metallurgy, the reader can refer to [2,18,19,25,40,41,45].We also point out
that a representative of the class of equations (1.1) is the well-known Burgers equation which among other applications
has considerable interest in nonlinear acoustics [8].
While there is no existing general theory for solving nonlinear partial differential equations (pdes), many special
cases have yielded to appropriate changes of variables. Point transformations are the ones which are mostly used.
These are transformations in the space of the dependent and the independent variables of a pde. Probably the most
useful point transformations of pdes are those which form a continuous Lie group of transformations, which leave the
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equation invariant. Symmetries of this pde are then revealed, perhaps enabling new solutions to be found directly or via
similarity reductions. The classical method of ﬁnding Lie symmetries is ﬁrst to ﬁnd inﬁnitesimal transformations, with
the beneﬁt of linearization, and then to extend these to groups of ﬁnite transformations. This method is easy to apply
and well established in the last few years [3,5,11,16,28,39]. There is a continuing interest in ﬁnding exact solutions
to equations of the form (1.1) using Lie symmetries, see for example, [13,14,21,22,46]. Ibragimov [15] provides an
excellent source of reference for these results as well as for their many and varied physical applications. Also the book
by Polyanin and Zaitsev [33] is also a good reference for such problems.
Here we consider the problem of group classiﬁcation of the generalised equations (1.1). That is, we classify all
possible forms of the functions D(u), K(u), f (x) and h(x) such that Eq. (1.1) admit Lie symmetries. We will show
that we can take, without loss of generality, g(x) = 1. Solving the problems of group classiﬁcation is interesting not
only from purely mathematical point of view, but is also important for applications. In physical models there often
exist a priori requirements to symmetry groups that follow from physical laws (in particular, from Galilei or relativistic
theory). Moreover, modeling differential equations could contain parameters or functions, like Eq. (1.1), that have been
found experimentally and so are not strictly ﬁxed. At the same time mathematical models have to be simple enough
to analyze effectively and solve them. Solving the problems of group classiﬁcation enables to take for the criterion of
applicability the following statement. Modeling differential equations have to admit a group with certain properties or
the most extensive symmetry group from the possible ones.
The idea of group classiﬁcation of such nonlinear equations was introduced by Ovsiannikov [30] who studied the
Lie symmetries of the well known nonlinear diffusion equation
ut = [D(u)ux]x , (1.2)
which is a member of class (1.1). The problem of group classiﬁcation of the constant-coefﬁcient form of (1.1),
ut = [D(u)ux]x + K(u)ux (1.3)
was considered by a number of authors, see for example, [9,20,29,47]. However the complete group classiﬁcation of
Eq. (1.3) was presented recently by Popovych and Ivanova [34]. In [43] a group classiﬁcation of the variable coefﬁcient
diffusion equations
f (x)ut = [g(x)D(u)ux]x (1.4)
was carried out and in [34] the Lie symmetries of
f (x)ut = [g(x)D(u)ux]x + K(u)ux (1.5)
were classiﬁed.
We point out that the transformations t ′ = t , x′ = ∫ (1/g(x)) dx, u′ = u reduce Eq. (1.1) to
f ′(x′)u′t ′ = [D(u′)u′x′ ]x′ + h(x′)K(u′)u′x′ ,
where f ′(x′) = f (x)g(x). Likewise any equation of form (1.1) can be reduced to the same form with f (x) = 1. That
is, without loss of generality, we restrict ourselves to investigation of equation
f (x)ut = [D(u)ux]x + h(x)K(u)ux . (1.6)
In the symmetry analysis we exclude all cases where Khx = 0 because the corresponding results can be found in [34].
It should be noted that Eqs. (1.1)–(1.6) are particular cases of the more general class of equations
ut = F(t, x, u, ux)uxx + G(t, x, u, ux). (1.7)
Group classiﬁcation of (1.7) is presented in [1]. However, since the equivalence group of (1.7) is essentially wider
than those for (1.1)–(1.6) the results of [1] cannot be directly used to symmetry classiﬁcation of Eqs. (1.1)–(1.6).
Nevertheless, these results are useful to ﬁnd additional equivalence transformations in the above classes.
The classical method of ﬁnding Lie symmetries is easy to apply and well established in the last few years, but it may
well overlook discrete symmetries such as simple reﬂection or hodograph transformations. Furthermore inﬁnitesimal
transformations are not appropriate for directly linking a pde with an equation of a different form. This is useful when
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mapping a pde to an equation for which an established theory and solutions exist and therefore can be called. For
example, it is a very signiﬁcant transformation which relates a nonlinear pde with a linear pde. Hence, there is merit
in studying point transformations directly in ﬁnite forms with the ultimate goal of ﬁnding the complete set of point
symmetries (continuous and discrete) of pdes and discovering new links between different equations, even though this
analysis is more difﬁcult than searching for Lie inﬁnitesimal groups of transformations. In this paper we also consider
point transformations of the form
x′ = P(x, t, u), t ′ = Q(x, t, u), u′ = R(x, t, u), (1.8)
which connects Eq. (1.6) and the equation
f ′(x′)u′t ′ = [D′(u′)u′x′ ]x′ + h′(x′)K ′(u′)u′x′ . (1.9)
Using both inﬁnitesimal and direct method we ﬁnd the equivalence group of class (1.6)
t ′ = 4t + 1, x′ = 5x + 2, u′ = 6u + 3,
D′ = 7D, f ′ = 4−25 −17 f, K ′ = −15 78K, h′ = −18 h, (1.10)
where 1.8 are constants and 456 = 0. (See also [17,35] for different types of local and nonlocal equivalence
transformations of class (1.6).) Group classiﬁcation in class (1.6) will be performed up to the transformations (1.10).
This means that we search for all possible inequivalent with respect to transformations (1.10) equations from class
(1.6) which admit Lie symmetry algebras.
In Section 2 we derive the determining equations for the Lie symmetry analysis and also a general result for form-
preserving point transformations is presented. In Section 3 four exclusive cases are studied and the Lie symmetries
are stated. Furthermore, we provide equivalence transformations which link equations that admit Lie symmetries. In
the next section we present special forms of (1.1) that can be mapped into constant coefﬁcient equations. In Section
5 we give examples of exact solutions, using directly the Lie symmetries or equivalence transformations and known
solutions. Finally, we present some open problems for this class of variable coefﬁcient nonlinear diffusion convection
equations.
2. Lie symmetries and form-preserving transformations
2.1. Lie symmetries
In this section we present a complete classiﬁcation of Lie symmetries for Eq. (1.6). We search for generators
 = X(x, t, u)x + T (x, t, u)t + U(x, t, u)u, corresponding to the inﬁnitesimal transformations x′ = x + X,
t ′ = t + T , u′ = u + U , to the ﬁrst order of . These transformations are such that when the nth extension (n) of ,
where n is the order of the pde, is applied to the pde the resulting equation is identically zero, modulo the pde under
consideration. Here we require that
E = (2){f (x)ut − D(u)uxx − Duu2x − h(x)K(u)ux} = 0 (2.1)
identically, modulo Eq. (1.6).
Since, the right hand side of Eq. (1.6) is a polynomial in the pure derivatives of u with respect to x, the forms of
the inﬁnitesimals X and T can be simpliﬁed. That is, X = X(x, t), T = T (t) [23]. Now elimination of ut from (1.6),
Eq. (2.1) becomes an identity in ﬁve variables, x, t , u, ux , uxx . In fact, Eq. (2.1) is a multivariable polynomial in the
variables ux and uxx . The coefﬁcients of the different powers of these variables must be zero, giving four determining
equations.
Even though the method is easy to apply, here the analysis is very cumbersome and the reason being the existence
of the four unknown functions D(u), K(u), f (x) and h(x) in Eq. (1.6). The determining equations are to solve for X
in terms of x and t, for T in terms of t, for U in terms of x, t, u, for D and K in terms of u and for f and h in terms of x.
To obtain the complete group classiﬁcation of the Lie symmetries care must be taken to follow up all possible cases.
That is, we classify all possible forms of D(u), K(u), f (x) and h(x) such that Eq. (1.6) admits Lie symmetries.
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Now coefﬁcients of uxx and u2x in (2.1) give, respectively,
(2Xx − Tt )Df − fUDu + DXf x = 0,
(2Xx − Tt )fDu − UuuDf − fUuDu − fUDuu + XDufx = 0.
We differentiate the ﬁrst equation with respect to u and subtract from the second to deduce that U is linear in u. Hence,
the inﬁnitesimals have the simpliﬁed forms
X = X(x, t), T = T (t), U = A(x, t)u + B(x, t).
Coefﬁcients of uxx , ux and the term independent of the derivatives give the following three identities:
(Au + B)fDu − (2Xx − Tt )fD − Xf xD = 0, (2.2)
2(Axu + Bx)fDu + (2Ax − Xxx)fD + (Au + B)f hKu
+ (Ttf h − Xxf h − Xhf x + Xfhx)K + Xtf 2 = 0, (2.3)
(Axxu + Bxx)D + (Axu + Bx)hK − (Atu + Bt)f = 0. (2.4)
Hence, we have the task to ﬁnd all possible inequivalent forms of X(x, t), T (t), A(x, t), B(x, t), D(u), K(u), f (x),
and h(x) such that system (2.2)–(2.4) is satisﬁed. Splitting system (2.2)–(2.4) with respect to the arbitrary elements
and their non-vanishing derivatives gives the equations Tt = 0, X = 0, U = 0 on the coefﬁcients of operators from the
Lie algebra Aker of the kernel of principal groups of (1.6). As a result, Aker = 〈t 〉.
Our method of group classiﬁcation is based on the fact that the substitution of the coefﬁcients of any operator from
extension ofAker into the classifying equations results in nonidentity equations for arbitrary elements. (For more details
about the method see [34] and references therein.) In the problem under consideration, the procedure of looking over
the possible cases mostly depends on Eq. (2.2). For any operator  from maximal Lie invariance algebra Amax Eq.
(2.2) gives some equations on D of the general form
(au + b)Du = cD,
where a, b, c = const. In general for all operators from Amax the number k of such independent equations is no greater
than 2 otherwise they form an incompatible system on D. k is an invariant value for the equivalence transformations
(1.10). Therefore, there exist three inequivalent cases for the value of k
1. k = 0: D(u) is arbitrary,
2. k = 1: D(u) = eu or D(u) = |u|m,
3. k = 2: D(u) = 1.
The results of each case are presented in the next section.
2.2. Form-preserving transformations
Consider the evolution equations u′
t ′ =H ′ and ut =H , where H ′ is a function of x′, t ′, u′ and of pure derivatives of
u′ with respect to x′ and H is a function of x, t, u and of pure derivatives of u with respect to x. In [23] was proved that
if H ′ and H are polynomials in the derivatives, then the most general point transformation that connects the equations
u′
t ′ = H ′ and ut = H is of the form
t ′ = Q(t), x′ = P(x, t), u′ = R(x, t, u). (2.5)
Furthermore the following identity must hold:
H ′ = P−1x Q−1t (PxRuH − PtRx + PxRt − PtRuux). (2.6)
Hence, in order to ﬁnd transformations between u′
t ′ = H ′ and ut = H , where H ′ and H are known functions, we
need to ﬁnd functions Q(t), P(x, t) and R(x, t, u) such that identity (2.6) is satisﬁed. We use the above result to derive
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mappings between different equations that belong to class (1.6). In Section 3 we obtain mappings that relate equations
for which we have determined the Lie symmetries. In the following section we derive mappings that transform variable
coefﬁcient equations into constant coefﬁcient equations.
3. Body of results
In this section, for the convenience of the reader, we present the results, without going into detailed analysis. In the
ﬁrst subsection we give the Lie symmetries and the results are tabulated in three tables. In the second subsection we
introduce additional equivalence transformations. We consider four cases.
3.1. Lie symmetries
In Tables 1–3 we list all possible inequivalent sets of functions f (x),D(u),K(u), h(x) and corresponding invariance
algebras. The operators from Tables 1–3 form bases of the maximal invariance algebras iff the corresponding sets of
the functions f, D, K, h are inequivalent to ones with more abundant invariance algebras.
Case 1: D arbitrary.
In the case where D(u) is arbitrary, from Eq. (2.2) we deduce that A(x, t) = B(x, t) = 0. Hence, the inﬁnitesimals
simplify to
T = T (t), X = X(x, t), U = 0.
Table 1
Case of ∀D
N K(u) f (x) h(x) Basis of Amax
1 ∀ ∀ ∀ t
2 ∀ |x|p x−1 t , (p + 2)tt + xx
3 D ∀ − f
′
2f
+ √|f | t ,
1√|f |x
4 D ∀ − f
′
2f
+ 
√|f |∫ √|f | dx t , tt +
1
2
√|f |∫ √|f | dx x
5 D ∀ − f
′
2f
t , tt +
1
2
∫ √|f | dx√|f | x ,
1√|f |x
6 D +  √|f | = (∫ √|f | dx)e(∫ √|f | dx)2 − f ′
2f
t , e
−2t
(
t + 
∫ √|f | dx
f
x
)
7 D + 
(∫ √|f | dx√|f |
)′
+ (∫ √|f | dx)2 =  
√|f |∫ √|f | dx −
f ′
2f
t , e
(/)t
(
22t + 
∫ √|f | dx√|f | x
)
8 D + 
(
f ′
2f
√|f |
)′
= √|f | √|f | − f
′
2f
t ,
et√|f |x
9 D +  f = e(
∫ √|f | dx)2 − f
′
2f
t ,
1√|f | e
−tx , e−t
(
2t −

∫ √|f | dx√|f | x
)
10 D +  x−2 x−1 t , xx , 2tt + x(ln |x| − t)x
11 1 |x|p x|x|p t , e−(p+2)t (t − xx)
12 1 x−2 x−1 ln |x| t , e−t xx
13 1 ex ex +  t , e−(p+2)t (t − x)
14 1 |x|p x|x|p + x−1 t , e−2t (tt − xx)
15 1 1 x t , e−tx , e−2t (t − xx)
Here , , = 0 and = ±1, = 0,±1. Also in case 7,  = 0 and in case 11, p = −2,−1, 0.
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Now if K /∈ 〈1,D〉, then system (2.2)–(2.4) produces the equations
2Xx − Tt + fx
f
X = 0, Xxx = 0, fXt + K(hX)x = 0.
Solving the above equations we obtain the cases 1 and 2 that appear in Table 1.
If K ∈ 〈1,D〉, that is K = D+, where =0, 1 and  is a constant, then system (2.2)–(2.4) produces the equations
2Xx − Tt + fx
f
X = 0, Xxx − (hX)x = 0, fXt + (hX)x = 0.
Solving the above equations we obtain cases 3–15 that appear in Table 1.
Case 2: D = eu.
Here the inﬁnitesimals are of the form
T = T (t), X = X(x, t), U = B(x, t),
and system (2.2)–(2.4) produces the equations
2Xx − Tt + fx
f
X = B,
euBxx + hKBx − fBt = 0,
h(K − Ku)B − K(hX)x − 2euBx + euXxx − fXt = 0. (3.1)
Solving the above system, we ﬁnd the possible forms of K(u), h(x), f (x) and the forms of X(x, t), T (t), B(x, t).
Consequently desired Lie symmetries are obtained. Persistence leads to the results listed in Table 2.
In addition to the results in Table 2, Lie symmetries exist when K(u) = eu and when K(u) = eu + . In the case
where K(u) = eu we have the following results:
15. If f (x) and h(x) are arbitrary, then the inﬁnitesimals are given by
T = c1t + c2, X = 0, U = −c1.
16. If f (x) and h(x) satisfy the relation
	xx + (2	 − 
)	x + 
xx + (	 − 2
)
x − 	
(	 + 
) = 0,
where
	 = −1
3
(
2
fx
f
+ h
)
, 
 = 1
3
(
fx
f
− h
)
, (3.2)
then the inﬁnitesimals are given by
T = c1t + c2, X = X(x), U = −c1 + (	 + 
)X, Xx − 	X = 0.
17. If f (x) and h(x) satisfy the relation
	x + 
x − 	
 − 
2 = 0,
where 	 and 
 are given by (3.2), then the inﬁnitesimals are given by
T = c1t + c2, X = X(x), U = −c1 + 2c3 + (	 + 
)X, Xx − 	X = c3.
18. Now in the case where K(u) = eu + , one needs to solve the following system that is obtained from system
(3.1):
2Xx − Tt + Xfx
f
− B = 0, Bxx + hBx = 0, f Bt − hBx = 0,
Xxx − (hX)x − 2Bx = 0, [hB − (hX)x] − fXt = 0.
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Case 3: D = |u|m, m = 0.
The inﬁnitesimals are of the form
T = T (t), X = X(x, t), U = A(x, t)u,
and from system (2.2)–(2.4) we obtain the equations
2Xx − Tt + fx
f
X = mA,
|u|mAxx + hKAx − fAt = 0,
h(mK − uKu)A − K(hX)x − 2(1 + m)Ax |u|m + Xxx |u|m − fXt = 0. (3.3)
Here the results are listed in Table 3, cases 1–19.
In addition to the results in Table 3, Lie symmetries exist when K(u)= |u|m and when K(u)= |u|m + . In the case
where K(u) = |u|m we have the following results:
30. If f (x) and h(x) are arbitrary, the inﬁnitesimals are given by
T = mc1t + c2, X = 0, U = −c1u.
31. If m = − 43 and f (x) and h(x) satisfy the relation
4m	xx − [(16m + 32)	 + (7m + 8)
]	x + m
xx
− [(5m + 8)	 + (2m + 2)
]
x + (24n + 32)	3 + (14n + 16)	2
 + (2n + 2)	
2 = 0,
where
	 = − m
3m + 4h −
2(m + 1)
3m + 4
fx
f
, 
 = m
3m + 4h +
5m + 6
3m + 4
fx
f
, (3.4)
then the inﬁnitesimals are given by
T = mc1t + c2, X = X(x), U = [−c1 + (4	 + 
)X(x)]u, Xx − m	X = 0.
32. If m = − 43 and f (x) and h(x) satisfy the relation
4m	x + m
x − (12m + 16)	2 − (7m + 8)	
 − (m + 1)
2 = 0,
where 	(x) and 
(x) are deﬁned by (3.4), then the inﬁnitesimals are given by
T = mc1t + c2, X = X(x), U = [−c1 + 2c3 + (4	 + 
)X(x)]u, Xx − m	X = c3.
33. If m = − 43 , that is D(u) = K(u) = u−4/3, and f (x) and h(x) satisfy the relation
	2	xxx − 6		x	xx + 6	3x − h2	2	x + 	3hxx − 2	2hx	x + h	3hx = 0,
where 	 = (f ′/f ) + 2h, then the inﬁnitesimals are given by
T = c1t + c2, X = c3
	
, U = 3
4
u
	2
[2c3	x + (c1 − c3)	2 + 2c3	h].
34. If m = − 43 and h(x) = −fx/2f , then the inﬁnitesimals are given by
T = c1t + c2, X = X(x), U = 34u[−2Xx + c1 + 2hX],
where X(x) satisﬁes the third order ode
Xxxx − (2hx + h2)Xx − (hxx + hx)X = 0.
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35. Now in the case whereK(u)=|u|m+, one needs to solve the following system of ﬁve equations that is obtained
from system (3.3):
2Xx − Tt + Xfx
f
− mA = 0, Axx + hAx = 0, fAt − hAx = 0,
Xxx − (hX)x + 2(1 + m)Ax = 0, [mhA − (hX)x] − fXt = 0.
Case 4: D = 1.
The inﬁnitesimals take the form
T = T (t), X = X(x, t), U = A(x, t)u + B(x, t),
and from system (2.2)–(2.4) we get the equations
2Xx − Tt + fx
f
X = 0,
Axxu + Bxx + hK(Axu + Bx) − f (Atu + Bt) = 0,
hKu(Au + B) + K(hX)x − Xxx + fXt + 2Ax = 0.
Solution of the above system leads to the desired symmetries. Persistence leads to cases 20–29 that are listed in
Table 3.
3.2. Form-preserving transformations
We consider the result that is stated in Section 2.2. We derive transformations between equations for which we
obtained Lie symmetries in the previous subsection.As before we consider four cases. For each case we state the result.
More detailed analysis of how to obtain such transformations is given in the next section.
Case 1: D arbitrary.
(i) The transformation
t 	→ 1
2
ln t, x 	→ t−1/2 + 1√
2
(t1/2 + t−1/2 ln x), u 	→ u
maps
ut = [D(u)ux]x + xux (3.5)
into
x−2ut = [D(u)ux]x + x−1(D + )ux .
(ii) The transformation
t 	→ 1
2
ln t, x 	→ 1√
2
t−1/2
∫ √|f | dx, u 	→ u
maps Eq. (3.5) into
f (x)ut = [D(u)ux]x − fx2f Dux .
(iii) The transformation
t 	→ t, x 	→ e−t +
∫ √|f | dx, u 	→ u
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maps Eq. (3.5) into
f (x)ut = [D(u)ux]x − fx2f (D + )ux ,
where f (x) satisﬁes the relation
f − e(
∫ √|f | dx)2 = 0.
Case 2: D(u) = eu.
(i) The transformation
t 	→ (p + 2)2t, x 	→ e−(p+2)2t x−(p+2), u 	→ u − (p + 2) ln x
maps
x−2ut = [euux]x + x−1ux
into
xput = [euux]x − (p + 1)x−1euux .
(ii) The transformation
t 	→ 1
2
ln(e−t + c), x 	→ −e−t (e−t + c)−1/2x−1, u 	→ u + ln
(
− 2
et x
)
maps
ut = [euux]x + xux
into
x−3ut = [euux]x + x−2ux .
Case 3: D(u) = |u|m.
(i) The transformation
t 	→ emt/(m+1), x 	→ e−t−emt/(m+1)x−1, u 	→
(
m + 1
m
)1/m
x−1/(m+1)e−t/(m+1)u
maps
x−2ut = [|u|mux]x + x−1ux (3.6)
into
x−(m+2)/(m+1)ut = [|u|mux]x + x−1/(m+1)ux .
(ii) The transformation
t 	→ − m + 2
2(m + 1) t, x 	→ e
−mt/(2(m+1))x−1, u 	→
(
− m + 2
2(m + 1)
)−1/m
x−1/(m+1)e−t/(m+1)u
maps
ut = [|u|mux]x + xux (3.7)
into
x−(3m+4)/(m+1)ut = [|u|mux]x + x−(2m+3)/(m+1)ux .
334 N.M. Ivanova, C. Sophocleous / Journal of Computational and Applied Mathematics 197 (2006) 322–344
(iii) The transformation
t 	→ p
2
t, x 	→ (x + t)e−(p/2)t , u 	→ p
2
ep(x+t)u
maps Eq. (3.7) with m = −1 into
epxut = [u−1ux]x + epxux .
(iv) The transformation
t 	→ 1
2
ln t, x 	→ − 1√
2
t−1/2e−t x−1, u 	→ et xu
maps Eq. (3.7) with m = −2 into Eq. (3.6) with m = −2.
Case 4: D(u) = 1.
The transformation
t 	→ −1
t
, x 	→ x1/t , u 	→ 1

(tu + ln x − t + 1)
is a discrete symmetry of
x−2ut = uxx + uux .
4. Mappings of variable into constant coefﬁcient equations
In this section we present those equations of class (1.6) that can be transformed into an equation of the same class but
with constant coefﬁcients. That is, we construct mappings that relate equations of forms (1.3) and (1.6). Furthermore
special cases of these mappings provide links between equations of the form (1.2) and (1.6). Firstly we state those
forms of (1.3) that can be connected with equations of form (1.2). We report three cases. If K(u) = constant =  in
(1.3), then the mapping
x 	→ x + t, t 	→ t, u 	→ u
connects Eqs. (1.2) and (1.3). Additionally, in the case where D(u) = u−4/3 the transformation
x 	→ 1
x + t , t 	→ t, u 	→ (x + t)
3u
maps (1.2) into (1.3).We note that if =0, we have the discrete symmetry x 	→ 1/x, t 	→ t, u 	→ x3u for the equation
ut = [u−4/3ux]x . The ﬁnal case is the mapping
x 	→ ex, t 	→ 2t, u 	→ e−xu
that connects equation
ut = [u−2ux]x ,
which was studied by Bluman and Kumei [4], and equation
ut = [u−2ux]x + u−2ux ,
which was studied by Fokas andYortsos [10].
Now we classify the special cases of the variable coefﬁcient equation (1.6) that can be transformed into nonlinear
diffusion convection equation
u′t ′ = [D′(u′)u′x′ ]x′ + K ′(u′)u′x′ . (4.1)
In all the transformations that follow it is also possible to deduce special cases that link equations of form (1.6) and the
nonlinear diffusion equation (K ′(u′) = 0 in (4.1)).
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A starting point of our analysis is a result that has been proved in [23] and it was stated in Section 2.2. We substitute
H = [D(u)ux + Duu2x + D(u)uxx + h(x)K(u)ux]/f (x) and H ′ = D′u′u′2x′ + D′(u′)u′x′x′ + K ′(u′)u′x′ into Eq. (2.6).
The formulae of u′
x′ and u
′
x′x′ can be found in [23], which are not very lengthy because of the simpliﬁed form of point
transformations (2.5).
Our goal is to ﬁnd the functional forms of D(u), D′(u′), K(u), K ′(u′), f (x), h(x), P(x, t), Q(t) and R(x, t, u)
such that identity (2.6) is satisﬁed. Coefﬁcients of uxx , u2x , ux and the term independent of ux and uxx in (2.6) give the
following four equations:
f−1(Px)−2(Qt )−1Ru(P 2x D(u) − Qtf (x)D′(u′)) = 0, (4.2)
f−1(Px)−2(Qt )−1(P 2x RuDu − QtRuuf (x)D′(u′) − QtR2uf (x)D′u′) = 0, (4.3)
f−1(Px)−3(Qt )−1(−PtP 2x Ruf (x) + PxxQtRuf (x)D′(u′) + P 3x Ruh(x)K(u)
− P 2x QtRuf (x)K ′(u′) − 2PxQtRuxf (x)D′(u′) − 2PxQtRuRxf (x)D′u′) = 0, (4.4)
(Px)
−3(Qt )−1(PxxQtRxD′(u′) − PtP 2x Rx + P 3x Rt − P 2x QtRxK ′(u′)
− PxQtRxxD′(u′) − PxQtR2xD′u′) = 0. (4.5)
From (4.2)–(4.3) we deduce that
R(x, t, u) = A(x, t)u + B(x, t),
D′(A(x, t)u + B(x, t)) = (Qt )−1P 2x g(x)D(u). (4.6)
From Eq. (4.6) we deduce again that (1) D(u) can be arbitrary or (2) D(u) = eu or (3) D(u) = |u|m. We can therefore
split the analysis into three cases.
Case 1: D(u) arbitrary.
From Eq. (4.6) we get A = const. and B = const. and without loss of generality we take A = 1 and B = 0. Hence,
R = u. Furthermore, we obtain P(x, t) = √Qt
∫ √|f (x)| dx + L(t). We substitute these forms of P and R into Eqs.
(4.4) and (4.5) in order to ﬁnd the forms of the remaining functions. However, we omit further analysis and we state
the results. We present three transformations that link variable and constant coefﬁcient equations of the same form:
(i) The transformation
x′ =  ln x + t, t ′ = t, u′ = u,  = ±1
maps
u′t ′ = [D(u′)u′x′ ]x′ + [−D(u′) + K(u′) − ]u′x′
into
x−2ut = [D(u)ux]x + x−1K(u)ux .
(ii) The transformation
x′ =
∫ √|f (x)| dx + t, t ′ = t, u′ = u
maps
u′t ′ = [D(u′)u′x′ ]x′ + [D(u′) − ]u′x′
into
f (x)ut = [D(u)ux]x +
[

√|f (x)| − fx
2f
]
D(u)ux .
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(iii) The transformation
x′ = xet + 
2
e2t , t ′ = 1
2
e2t , u′ = u
maps the constant coefﬁcient equation
u′t ′ = [D(u′)u′x′ ]x′ − u′x′
into the variable coefﬁcient equation
ut = [D(u)ux]x + xux .
Case 2: D(u) = eu.
Since D(u) = eu, from Eq. (4.6) we get
A(x, t) = const = 1 and B(x, t) − ln
(
P 2x
Qtf (x)
)
= 0. (4.7)
These deductions simplify Eqs. (4.4) and (4.5). Elimination ofK ′(u′) from these two simpliﬁed equations, the resulting
equation suggests that either K(u)=  or K(u)= eu, where  is a constant. Following the steps of case 1 we are able
to arrive at the desired results. We omit any further analysis and we just present three additional transformations that
link variable and constant coefﬁcient equations:
(i) The transformation
x′ = 1
2
(∫ √|f | dx
)2
+ t, t ′ = t, u′ = u + 2 ln
(∫ √|f | dx
)
maps the equation
u′t ′ = [eu
′
u′x′ ]x′ − u′x′
into
f (x)ut = [euux]x + 12
(
−fx
f
+ 6
√|f |∫ √|f | dx
)
euux .
(ii) The transformation
x′ = ln
(∫ √|f | dx
)
+ t, t ′ = t, u′ = u − 2 ln
(∫ √|f | dx
)
connects the constant coefﬁcient equation
u′t ′ = [eu
′
u′x′ ]x′ + (2eu
′ − )u′x′
and the variable coefﬁcient equation
f (x)ut = [euux]x −
(
fx
2f
+
√|f |∫ √|f | dx
)
euux .
(iii) The transformation
x′ = x−1et + et , t ′ = et , u′ = u + ln(x−1et )
links the equation
u′t ′ = [eu
′
u′x′ ]x′ − u′x′
and the equation
x−3ut = [euux]x − x−2ux .
Case 3: D(u) = |u|m.
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Since D(u) = |u|m, from (4.6) we have D′(u′) = |u′|m which implies
B(x, t) = 0 and Am(x, t) − (Qt )−1P 2x [f (x)]−1 = 0. (4.8)
These deductions simplify Eqs. (4.4) and (4.5) from which we determine the desired transformations. Elimination of
K ′(u′) from these two latter equations, the resulting equation implies that either K(u)=  or K(u)= D(u)= |u|m,
where  is constant.
In the case of K(u)= , from Eqs. (4.4), (4.5) and (4.8) we ﬁrstly deduce the forms of P(x, t), Q(t), A(x, t), f (x)
and h(x). We get the following subcases:
(a) m = −1, A(x, t)=L1(t)x−1/(m+1), P (x, t)= L2(t)x +L3(t), f (x)= x−(3m+4)/(m+1), h(x)= x−(2m+3)/(m+1);(b) m = −1, A(x, t) = L1(t)ex, P (x, t) = L2(t)x + L3(t), f (x) = h(x) = ex .
Finally, for each subcase we substitute these forms of P(x, t), A(x, t), g(x) and h(x) back into Eqs. (4.4) and (4.5)
in order to determine the forms of L1(t), L2(t), L3(t) and Q(t). Subsequently the desired transformations can be
classiﬁed. It turns out that in subcase (a) the form of Q(t) depends whether m = −2 or m = −2. Hence, we obtain
three transformations which are listed below:
(i) The transformation
x′ = x−1e−t + e((m+2)/(m+1))t , t ′ = e((m+2)/(m+1))t ,
u′ =
(
(m + 2)
m + 1
)−1/m
x−1/(m+1)e−t/(m+1)u
maps the constant coefﬁcient equation
u′t ′ = [|u′|mu′x′ ]x′ − u′x′ , m = −2,−1
into the variable coefﬁcient equation
x−(3m+4)/(m+1)ut = [|u|mux]x − x−(2m+3)/(m+1)ux .
(ii) The transformation
x′ = x + t + et , t ′ = et , u′ = ex+t u
maps
u′t ′ = [u′−1u′x′ ]x′ − u′x′
into
exut = [u−1ux]x + exux .
(iii) The transformation
x′ = x−1e−t + t, t ′ = t, u′ = et xu
maps the constant coefﬁcient equation
u′t ′ = [u′−2u′x′ ]x′ − u′x′
into the variable coefﬁcient equation
x−2ut = [u−2ux]x + x−1ux .
Now we turn into the case where K(u)= |u|m. We eliminate of K ′(u′) from Eqs. (4.4) and (4.5) and from the term
independent of u in the resulting equation we get A(x, t) = A(x). This deduction and Eq. (4.8) give
P(x, t) = C(x)√Qt + L(t)
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and also
[f (x)]−1C2x − Am = 0.
We differentiate (4.4) with respect to u and x, respectively, and we eliminate dK ′/du′ from these two equations. The
term independent of u in the resulting equation implies that Q(t) is linear in t. Also differentiation of (4.4) with respect
to t implies that L(t) is linear in t. Without loss of generality, we take Q = t and L = c1t . Hence,
P(x, t) = C(x) + c1t . (4.9)
Again we differentiate (4.4) with respect to u and x, respectively, and we eliminate dK ′/du′ from these two equations
and h(x) from Eq. (4.5) to obtain the relation
A2AxAxxxC
2
x − A2A2xxC2x + mAA2xAxxC2x − A2AxAxxCxCxx − mA4xC2x
− mAA3xCxCxx − A2A2xCxCxxx + 2A2A2xC2xx = 0. (4.10)
The ﬁnal obstacle of the present analysis is to solve (4.10) and ﬁnd C(x) in terms of A(x). It appears that this is a very
difﬁcult task. We therefore present certain special cases. We note that the following relations between A(x) and C(x)
satisfy (4.10):
(a) C = Am+1,
(b) C = lnA.
Using these relations we construct the following two transformations:
(iv) The transformation
x′ = m + 2
2(m + 1)
(∫ √|f | dx
)2(m+1)/(m+2)
+ t, t ′ = t, u′ =
(∫ √|f | dx
)2/(m+2)
u
maps
u′t ′ = [|u′|mu′x′ ]x′ − u′x′ , m = −2,−1
into
f (x)ut = [|u|mux]x +
(
− fx
2f
+ 3m + 4
m + 2
√|f |∫ √|f | dx
)
|u|mux .
(v) The transformation
x′ = ln
(∫ √|f | dx
)
+ t, t ′ = t, u′ =
(∫ √|f | dx
)−2/m
u
maps the equation
u′t ′ = [|u′|mu′x′ ]x′ +
[
2(m + 1)
m
|u′|m − 
]
u′x′
into
f (x)ut = [|u|mux]x −
(
fx
2f
+ (m + 2)
m
√|f |∫ √|f | dx
)
|u|mux .
We have seen above that the analysis in the case of D(u) = |u|m and K(u) = |u|m is not complete because it is
very difﬁcult to solve Eq. (4.10). However, reconsideration of Eqs. (4.4), (4.5), (4.8), (4.9), it is possible to construct
further examples of mappings that connect variable and constant coefﬁcient equations. We give two further examples:
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(vi) The transformation
x′ =
∫
f (x)e
∫
h(x) dx dx + t, t ′ = t, u′ = f−1/2e−
∫
h(x) dxu
maps the constant coefﬁcient equation
u′t ′ = [u′−2u′x′ ]x′ − u′x′
into the variable coefﬁcient equation
f (x)ut = [u−2ux]x + h(x)u−2ux ,
where
h(x) =
[
− fx
2f
+ √|f |
]
.
(vii) The transformation
x′ = ln x + 
t
, t ′ = −1
t
, u′ = tu + ln x − t
maps
u′t ′ = u′x′x′ + (u′ + )u′x′
into
x−2ut = uxx + x−1uux .
5. Exact solutions
We now turn to present some exact solutions for (1.6). Let us note that different subclasses of (1.6) are well
investigated and a large number of exact solutions are constructed (see [12,33,34,35,37,38] and references therein)
using special classes of usual, potential and nonclassical symmetries. However, to the best of our knowledge, there
exist no works containing a systematic studying of all the possible Lie reductions in the given classes as well as the
complete consideration of integrability and exact solutions of the corresponding reduced equations. That is why we
have decided to realize the Lie reduction algorithm independently, especially since there is no difﬁcult problem.
We consider the equation
epxut = [euux]x + epxux , (5.1)
which admits three-dimensional Lie algebra Q1 = −p−1t , Q2 = e−pt (t − x), Q3 = x + pu.
The only non-zero commutators of these operators are [Q1,Q2]=Q2. Therefore Amax is a realization of the algebra
A2.1A1 [24]. All the possible inequivalent (with respect to inner automorphisms) one-dimensional subalgebras of
A2.1A1 [31] are exhausted by the ones listed in Table 4 along with the corresponding ansätze and the reduced odes.
As a second example we consider the equation
|x|put = [|u|mux]x + x|x|pux . (5.2)
The invariance algebra of (5.2) is generated by the operators Q1 = −(p + 2)−1t , Q2 = e−(p+2)t (t − xx), Q3 =
mxx + (p + 2)uu and is a realization of the algebra A2.1A1 too. The reduced odes for (5.2) are listed in Table 5.
Now we construct exact solutions for special forms of (1.6) using known solutions of constant-coefﬁcient equations.
Hence, we require to employ transformations that have been derived in Section 4.
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Table 4
Reduced odes for (5.1),  = 0, = ±1
N Subalgebra Ansätz u=  Reduced ode
1 Q1 () x (e′)′ + epx′ = 0
2 Q2 () t + x (e′)′ = 0
3 Q3 () + px t ′ = p2e + p
4 Q1 + Q3 () + pt x − t e[p − (+ 1)′] = (e′)′
5 Q2 + Q3 () + ept x + t − 
p
ept ep(p − ′) = (e′)′
Table 5
Reduced odes for (5.2),  = 0, = ±1
N Subalgebra Transformation u=  Reduced ode
1 Q1 () x (m′)′ + xp+1′ = 0
2 Q2 () xet (m′)′ = 0
3 Q3 x(p+2)/m() t ′ = (p + 2)(p + 2 + m)
m2
m+1 + p + 2
m

4 Q1 + Q3 e(p+2)t() xe−mt (m′)′ + (1 + m)p+1′ = (p + 2)p
5 Q2 + Q3 ee(p+2)t() xet−(m/(p+2))e(p+2)t (m′)′ = (p + 2)p− mp+1′
As ﬁrst example, we consider the nonlinear diffusion equation
ut = [u−1ux]x . (5.3)
In [34,37] six solutions are obtained using similarity reductions. These solutions are listed in the ﬁrst column of
Table 6.
The transformation
x 	→ x + t, t 	→ et , u 	→ ex+t u
maps (5.3) into
exut = [u−1ux]x + exux . (5.4)
The transformation
x 	→ ln
(∫ √|f | dx
)
, t 	→ t, u 	→
(∫ √|f | dx
)2
u
maps (5.3) into
f (x)ut = [u−1ux]x −
(
fx
2f
−
√|f |∫ √|f | dx
)
u−1ux . (5.5)
The transformation
x 	→ xet , t 	→ 1
2
e2t , u 	→ u
maps (5.3) into
ut = [u−1ux]x + xux (5.6)
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Table 6
Exact solutions
N Eq. (5.3) Eq. (5.4) Eq. (5.5) Eq. (5.6)
1 c0ec1x
c0

e(1−c1)(x+t) c0(
∫ √|f | dx)c1−2 c0ec1xet
2
2c21 t
cos2(c1(x + c0))
2c21

e−x
cos2[c1(x + t + c0)]
2c21 t (
∫ √|f | dx)−2
cos2[c1(ln
∫ √|f | dx + c0)]
c21e
2t
 cos2[c1(xex + c0)]
3
2c0c21e
c1x
(1 − c0ec1x)2
2c0c21

e(c1−1)x+c1t
[1 − c0ec1(x+t)]2
2c0c21 t (
∫ √|f | dx)c1−2
[1 − c0(
∫ √|f | dx)c1 ]2
c0c21e
(2t+c1xet )
(1 − c0ec1xet )2
4
c1
c2 + c0ec1(x+c2t)
c1

e−(x+t)
c2 + c0ec1(x+t+c2et )
c1(
∫ √|f | dx)−2
c2 + c0(
∫ √|f | dx)c1 ec1c2t
c1
c2 + c0ec1(xet+(c2/2)e2t )
5 1
x − t + c0
1

e−(x+t)
x + t − et + c0
(
∫ √|f | dx)−2
ln(
∫ √|f | dx) − t + c0
2
2xet − e2t + 2c0
6
2t
(x + c1)2 + c0t2
2

e−x
(x + t + c1)2 + c0e2t
2t (
∫ √|f | dx)−2
[ln(∫ √|f | dx) + c1]2 + c0t2
4e2t
42(xet + c1)2 + c0e4t
These transformations and the solutions of (5.3) lead to solutions of Eqs. (5.4)–(5.6) that are listed in Table 6.
In addition if we change x by
∫ √|f | dx in the solutions of (5.3) we obtain solutions of
f (x)ut = [u−1ux]x − fx2f u
−1ux .
As a second example we consider the mapping
x 	→ ln x
t
, t 	→ −1
t
, u 	→ tu + ln x − t ,
which connects the Burgers equation and
x−2ut = uxx + x−1uux . (5.7)
This mapping and the solution u = (2e−t sin x)/(c − e−t cos x) of Burgers equation [16] lead to the solution
u = 1
t
[
2e1/t sin(ln x/t)
c − e1/t cos(ln x/t) − ln x + t
]
of Eq. (5.7).
Finally consider the special case of the transformation in case 1, subcase (i) in the previous section,
x′ = ln x, t ′ = t, u′ = u
that maps the well-known nonlinear diffusion equation [4]
u′t ′ = [u′−2u′x′ ]x′ (5.8)
and the variable coefﬁcient nonlinear diffusion equation
x−2ut = [u−2ux]x + x−1u−2ux . (5.9)
Eq. (5.8) is mapped into the linear heat equation u¯t¯ = u¯x¯x¯ by the one to one contact transformation [4]
dx¯ = u′ dx′ + u′−2u′x′ dt ′,
dt¯ = dt ′,
u¯ = u′−1.
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Using this contact transformation and the above point transformation we deduce that
dx¯ = u
x
dx + xu−2ux dt ,
dt¯ = dt ,
u¯ = u−1,
which can also be written in the integrated form
x¯ =
∫ x
x0
u
x
dx +
∫ t
t0
(xu−2ux)x=x0 dt ,
t¯ = t − t0,
u¯ = u−1,
connects the linear heat equation u¯t¯ = u¯x¯x¯ and the nonlinear equation (5.9). Here (x0, t0) is a ﬁxed point. This latter
contact transformation can be used to map solutions of the heat equation into solutions of Eq. (5.9). For example, the
dipole solution of the heat equation
u¯(x¯, t¯ ) = − 
x¯
[
a√
4t¯
e−x¯2/4t¯
]
is mapped into the solution
u(x, t) =
√
2t
log x
[
ln
(
a2
4t (ln x)2
)]−1/2
of (5.9).
Eqs. (5.7) and (5.9) that appear in the last two examples can be used as models to describe the horizontal transport
of a liquid in an unsaturated scale-heterogeneous porous medium [6].
6. Conclusion
In this paper we consider variable coefﬁcient equations of form (1.1) which have signiﬁcant applications in math-
ematical physics, chemistry and biology. However, we have shown that we can equivalently study equations of form
(1.6). For this class of equations we have completely classiﬁed the Lie symmetries and the corresponding results are
presented in Tables 1–3. For certain of those equations that admit Lie symmetries we derived additional equivalence
transformations. Furthermore, we obtained form-preserving point transformations that link certain variable coefﬁcient
equations with constant coefﬁcient equations. In particular we present special forms of (1.6) that can be transformed
into nonlinear diffusion equation ut = [D(u)ux]x and into ut = [D(u)ux]x +K(u)ux . Examples of exact solutions are
presented with the employment of results obtained here.
The present paper should be an inspiration for further investigations of different properties of evolution equations.
For example, one can classify the nonclassical (conditional) symmetries. Furthermore, one can study non-local transfor-
mations for this class of equations, such as Lie–Bäcklund symmetries and non-local form-preserving transformations.
Such transformations have been considered in [42–44] for variable coefﬁcient diffusion equations.We also plan to apply
the obtained background to complete description of potential structures for different subclasses of Eq. (1.1) (group
classiﬁcation, local and potential conservation laws, potential systems, potential symmetry and potential equivalence
transformations, pseudopotentials, etc.). See [17,35,36,42,43,44] for some partial results. The approach used in Section
5 can be made general enough in order that it could be successfully applied to constructing analytical solutions of
evolutional equations which are surely of great importance for applications. The expected output of the next works on
the subject is a list of theorems concerning existence, localization and asymptotic properties of solutions of initial and
boundary-value problems for nonlinear convection–diffusion equations.
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