then boiAnB)+boiA\JB)=boiA)+boiB), where boiX) denotes, roughly,
the number of components of X(3) (a special case of Theorem 6b, §6.7). (3) If (in a unicoherent space) the frontiers of two connected sets A, B intersect, then bo(Ä(~XB) ^&0(Fr(^4)nFr(ß)), a "best possible" inequality (a special case of Theorem 5, §5.1).
(4) If A, B, C are three connected subsets of a unicoherent space, and if every two of them meet, but Ar\BC\C = 0, then every two of their frontiers must meet (a special case of Theorem 8, §8.1).
Two features of the work perhaps require comment. In the first place, the result quoted in (1) is, of course, just what one would expect if the space were normal; but it will be obtained without assuming normality.
In fact, almost all the results to be considered are independent of separation axioms. Secondly, the point-sets considered in (2)- (4) need not be open or closed, but are arbitrary; and this again will be the case for most of the theorems which follow.
2. Preliminaries.
2.1. Notations. Capital letters will usually denote subsets of a fixed nonempty topological space S; small letters will usually denote points or nonnegative integers. The notation A Z)B means that B is a subset of A ; equality is not excluded. The complement of A (with respect to S) is written S-A or Presented to the Society, April 23, 1943 , under the title Connectedness and coherence; received by the editors March 13, 1948 .
(1) Cf. [29, p. 83] and [9, p. 153]. Numbers in brackets refer to the bibliography at the end of the paper.
(2) For the definition, see 2.2 below. Many of the results can be generalized to multicoherent spaces, but different methods are required.
(3) For the precise definition, see 2.2 below.
(1) Fr(^)=Fr(Co(^));if^lC5C3", Fr(B)CFr(4).
(2) If a connected set X meets both A and Co(^4), X meets Fr(^4). In particular (S being connected) Fr (^4)^0 unless A =0 or S.
(3) ¥riA\JB)\J¥riAr\B)\j{¥riA)r\¥riB))=¥riA)\J¥riB). (5) For any collection of sets {^x{, Fr(lMx)CCl{UFr(.4x)}. 3 . Some fundamental characterizations of unicoherence.
3.1. It is convenient to begin by collecting together a number of useful elementary point-set properties which are equivalent to unicoherence. Most of these equivalences are well known, at least for Peano spaces. As always, the space S is assumed to be connected, locally connected, and nonempty.
First we need some definitions. A set whose complement is connected is (4) This notion is related to, but distinct from, one introduced by W. L. Ayres, Concerning subsets of a continuous curve which can be connected through the complement of the continuous curve,
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A set which is both connected and non-separating will be called "simple. " The importance of such sets arises from the fact that (1) every component of a non-separating set is simple [14, p. 214 (v) If M and N are disjoint closed sets neither of which separates^) two points p, q, then M^JN does not separate p, q.
(vi) If a closed set A separates two points p, q, then so does some component of A. Cl(X)=Cl(Co(C)). The sets C1(C) and CI(Co(Q) are closed and connected, and they cover S; hence by, (i), their intersection Fr(C) is connected. We note for later use that if C is open here, Co(C) = X, so that C is simple.
Proof. The implications (iii)->-(ii)->-(ii) ' are trivial. Hence it will suffice to prove (i)-»-(iii) and (ii)'->-(iii)'->-(iv)->-(v)-*-(vi)->-(i). (i)-»-(iii)
(ii)'-*-(iii)'. Let C and D satisfy the requirements of (iii)'; they then, a fortiori, satisfy those of (iii), so that (as just noted) C is now simple. Hence Fr (C) is connected, by (ii)'.
(iii)'-»-(iv). Suppose (iv) is false; then there exist open connected sets A, B, with disjoint frontiers, such that AC\B is not connected. Let C be one component of A(~\B; then C is closed relative to AC\B, so that, on selecting any point xCziAC\B) -C, we have xQC. Let (iv)->-(v). Let M, N be disjoint closed sets, neither of which separates p, q. We can of course assume that neither p nor q belongs to M\JN. Then p, q must belong to the same component A of Co (17) , and to the same component B of Co(iV); and since ¥riA)r\¥riB)CMÍ\N = 0, (iv) shows that AC\B is connected. Thus p, q belong to a connected subset of Co(MUA^), and so cannot be separated by M\JN.
(v)->(vi). Let A be a closed set separating two points p, q. The component D of Co(/4) which contains p cannot contain q; and since Fr(7>) CFr(^4) <Z.A, we have q(£D. Let Cbe the component of Co (7)) which contains q; thus C, D are disjoint open connected sets, and Fr(C)CFr(X>).
We shall show that Fr(C) is connected.
For if not, we have Fr(C) = M\JN where M, N are disjoint nonempty closed sets. The set CKJNKJD is a connected set containing both p and q, and disjoint from M; hence M does not separate p and q. Similarly, neither does N. Hence, from (v), neither does Fr(C), which is absurd. As a connected subset of A, Fr(C) is contained in some component K of A. Clearly K separates p, q, as required.
(vi)->-(i). Suppose A and B are closed connected sets such that A^JB = S and Ai\B is not connected;
thus Ai~\B=H\JK, where 77, K are disjoint, closed and nonempty.
We have: (1) There exists a component D of Co(.4) such that Fr (7)) is not connected.
For otherwise we have, for every component D\ of Co(yl), either Fr(7?)C77 or Fr(7>x)C7:. Define 77* = 77UU{7>X| Fr(7»x)C77}, K* = K UU{7)x| Fr(Z?x) C7Í}. It is easy to verify that 77*, K* are disjoint closed sets such that H*\JK*=B, contrary to the assumption that B is connected. As a component of a nonseparating set, D is simple--that is, Co(7>) is connected. It now follows, by a repetition of the argument used to prove (1) , that there exists a component C of Co(T>) such that Fr(C) is not connected. Clearly C and D are open connected sets, and Fr(C) CFr(7?). Pick any points p€LC, qÇLD. From (vi), a component K of Fr(C) must separate p and q. Pick x£Fr(C) -K; the connected set CW(jc)W7) contains both p and q, and is disjoint from K-giving the desired contradiction.
3.3. Sufficient conditions. The properties just considered are not often easy to apply in deciding whether a given space is unicoherent.
However, the more powerful criteria given by Borsuk and Cech, though not directly applicable to spaces of the present generality, can readily be generalized: Theorem 2. Let S be a connected and locally arcwise connected nonempty Hausdorff space isatisfying the T2 axiom of [2] ). Then each of the following conditions is sufficient for S to be unicoherent :
(a) Given any simple closed curve J in S, there exists a set T such that (a) SD TZ)J, iß) T is normal, and (7) T cannot be retracted on J.
(b) The 1-dimensional Belli number of S, in the sense of finite continuous cycles with rational coefficients, is zero.
(c) Every simple closed curve in S is contractible.
Remarks. If S is normal, the condition (a) is also necessary for unicoherence, and the theorem in this case reduces to that of Borsuk [4, p. 184] . Similarly, for polytopes at any rate, condition (b) is also necessary and reduces to a theorem of Borsuk and Cech ([5] , [7] ; cf. also [22] ). Condition (c) can be regarded as generalizing an argument of Wilson, and is not necessary for unicoherence (failing, for example, for the projective plane) (10) .
The proof for (a) is a straightforward generalization of that of Borsuk [4, pp. 184-187] , except that 3.2 (iii)' furnishes a more convenient startingpoint; and the sufficiency of (b) and (c) follows easily.
3.4. Examples. From condition (c) of 3.3, we see at once that any convex subset of a linear topological space will be unicoherent.
In particular, the Cartesian product Rm of m open intervals (m being any cardinal number) and the product 7m of m closed intervals are unicoherent.
If tn^^o, this is well known; but if m>No the "classical" methods will not apply to these spaces, as Rm is then not normal, and 7m, though normal, is not completely normal (see [21] and [23] ).
Again, it is easy to see that the deformation required in 3.3(c) can be made to avoid any sufficiently "thin" set. For example, if T is a linear topological space of (linear) dimension not less than 3, then the complement in T of any countable subset is connected, locally arcwise connected and unicoherent. The same holds for the complement of any separable subset of Rm if m>c (11) .
A deeper result in this direction is the following: If X is any subset of Rn (3^ra<oo) which contains no compact subset of dimension greater than ra -3 (for example, X of dimension not greater than ra -3, or X totally imperfect), then Rn -X is unicoherent. If X is closed, this follows from a theorem of Alexandroff (12) ; and the general case can be reduced to this one on using property (iv) of 3.2.
Finally, a more "pathological" example, which will be useful for constructing counterexamples later, is the transfinite line, or a-arc, L", obtained from the ordinal numbers not exceeding a given ordinal a by intercalating intervals between successive ordinals and imposing the order-topology (cf. [33, p. 491] One would expect this notion to coincide with unicoherence for normal spaces; the surprising thing is that this coincidence holds without any separation axioms. We have: 
2(iv). That is, unicoherence
implies open-unicoherence. The converse implication is more delicate (in the absence of normality). We prove it in a number of stages, after first discussing a generalization of the notion of connectedness.
4.3. Normal connectedness. We shall say that two sets 77, K are "normally separated" (relative to the containing space S) if they are separated by some closed set-that is, if there exist disjoint open sets U, F in S such that TO 77 and VZ)K. A set A is "normally connected"iu) (relative to S) if it is not expressible as the union of two non-empty normally separated sets. Thus a connected set is always normally connected, while conversely if A is normally connected and either (i) S is completely normal, or (ii) A is closed and S is normal, or (iii) A is open (and S is arbitrary), then A is connected. That normally connected sets need not be connected, even if S is normal, compact, connected, locally connected and unicoherent, is shown by the following example. Take S to be the product 71 XLW (cf. 3.4), where o> is the first uncountable ordinal, and 71 can be regarded as the closed interval (0, 1). Let p denote the point (1, u), and define H=ilXLw)~ip), K=iI1Xu)~ip).
It is easy to see that H and K, though separated, are not normally separated relative to S. Since clearly they are connected, the set HKJK is normally connected (reí. S) but not connected.
Many of the elementary properties of connected sets can be generalized immediately to normally connected sets (15) . In particular, one readily verifies (") This term has been used before, with a different meaning [30] ; however, no confusion is likely to result.
(16) In fact, "normal separation" makes 5 a "separation space" in the sense of [25] .
the following two properties (the first of which holds even if S is not locally connected).
(1) A necessary and sufficient condition that A be normally connected is that, whenever A meets both X and Co(X), A also meets Fr(X).
(2) A necessary and sufficient condition that A be normally connected is that, given any open set UZDA, there exists a connected set B such that ACBCU. 4 Proof. Let {Cx} be the components of CoiAVJB); they are simple, so and (b) and (d) fail a fortiori. However, for non-normal S, it is worth remarking that none of the properties considered in this section (except, of course, open-unicoherence) is equivalent to unicoherence, in general. This is shown by the following example. Let S be any infinite set of points, and select any two infinite subsets X, Y such that X\JY = S and XC\Y consists of exactly two points. S is topologized by taking the closed sets to be all sets of the form 7", X*UF, YKJF, S, where F runs over all finite sets (including 0). It is easy to see that S is a compact, connected, locally connected 7\ space and that (a) and (d) hold in it-so that (b) and (c) must hold too. But clearly S is not unicoherent.
The same example shows the need for normality (or at least for some separation axiom stronger than 7"i) in the theorem of Wallace stated above.
The hypothesis of local connectedness is, as usual, essential for the theorems just considered; for example, it is easy to construct plane continua which are open-unicoherent but not unicoherent. It would, however, be interesting to know whether the implication "unicoherence->-open-unicoherence" holds without local connectedness.
4.10. Convention. Throughout the rest of the paper, the space S will be assumed to be unicoherent, as well as nonempty, connected, and locally connected.
5. Intersections of two connected sets and their frontiers. The proof is divided into two cases, depending on whether boiAC\B) is finite or not; curiously enough, it is the infinite case which gives the more trouble. We recall that the space S is henceforth assumed unicoherent. On the other hand, b0iEC\B)= oo. For otherwise E could meet only a finite number, say m, of components of A(~\B. From 2.2(1) we can write AC\B = H\\JH2^J ■ ■ • W77m+i where the sets 77,-are closed, nonempty and pairwise disjoint; and, for some j, Hj would be disjoint from E-contradicting the fact that iAC\B)\JE is connected. Thus for some i we have boiEiC\B) = oo , Ei being a component of E and therefore of Fr(4). Accordingly we can write, for every k, £!P\73 = 7?iU72'2U • • • UTf*, a union of k closed, nonempty, pairwise disjoint sets. Since £,■ is connected, there exists for each P il^púk) a point xpÇzKpr^CliEi-Kp); and it readily follows that XpGFr(73). Thus the sets Kpr\¥riB) are nonempty; and it follows that bo{Eii\¥riB)}=k-l. A fortiori, &0{Fr(^l)PiFr(73)} ^k-1 for every k; and so, finally, è0{Fr(^)nFr(73)} = oo.
5.6. Conversely, Theorem 5 implies unicoherence, at least for normal 7\ spaces. In fact, if 7? is a nonempty connected, locally connected, normal 7\ space which is not unicoherent, it is easy to construct two open connected subsets A, B of 7? such that (i) Fr(.4)OFr (73) consists of a single point, (ii) Ar\B has at least two components. But for nonnormal spaces Theorem 5 may hold without the space being unicoherent, as is shown by the example given in 4.9.
6. Sets with disjoint frontiers. 6.1. We return now to the consideration of sets with disjoint frontiers. The main results (stated in 6.7 below) will be easy consequences of the following theorem, which is analogous to the Meyer-Vietoris addition theorem.
Theorem 6. If A and B are any sets such that Fr(.4)P.Fr(73) =0, then boiAnB)+boiA\JB)=boiA)+boiB)i").
(The space S, of course, is assumed to be unicoherent.) We first show that this holds with a: replacing =, under much more general circumstances; the proof of the reverse inequality will then be carried out in several steps, starting with the special case (which contains the main difficulties of the proof) in which A and 73 are connected. Let m, n be any integers such that boiA) >.m = Q and Z>o(73)=ra^O. (We can clearly assume that neither A nor 73 is empty.) It will suffice to prove that boiAC\B)+boiA\JB)^m+n.
We can write ,4=114; (l=¿ = raz + l) and 73 = U73;-(l^j = ra + l), where every two of the sets Ai, and every two of the sets 73y, are separated, and (") This generalizes both Theorem 1 (iv) (3.2) and a theorem of Knaster [13, Lemma 4] .
(18) This is a slight generalization of a theorem announced by Whyburn [27] ; the case in which AVJB and A(~\B are connected is given in [14, p. 211] . The condition that A -B and B -A be separated was introduced by Wallace [25] .
where Ai^O^Bj.
It is easy to verify that Ai -B¡ and Bj-A, are separated, for every i and j; hence Ai and Bj are separated whenever they are disjoint.
Form a linear graph G by taking m+n+2 vertices a¿, b¡ il-iúm + 1, 1 Ssj=« + 1) and joining a¿, bj by a 1-cell if and only if the "corresponding" sets Ai, B¡ intersect. (That is, G is the 1-dimensional skeleton of the nerve of the sets At, Bj.) Let G have k components G" il=s^k), and define Cs = union of those sets Ai, Bj whose corresponding vertices are in G". It readily follows that the sets C, are pairwise separated; thus, since UCS=AKJB, we have boiA\JB)=k-l.
But, by the Euler-Poincaré theorem for graphs, G has at least im+n + 2)-k edges, each of which corresponds to a distinct nonempty intersection of the form AiC\Bj = Dt, say (1 =t = m+n + 2-k). Two distinct sets Dt are clearly separated, and U7>¡ =AC\B\ hence boiA(~\B) = raz+ra + l-¿, and the result follows. (4)). Thus C cannot be connected, and again we have a contradiction. 6.5. Proof of Theorem 6. Let A and 73 be any sets with disjoint frontiers.
In view of 6.2, it will suffice to prove that boiAW73)+Z>0(-4O73) =b0iA) +6o(73), and we may clearly assume that the right-hand side is finite. Let boiA)=m -1, ôo(73)=ra -1; the proof will go by double induction over the non-negative integers m, ra. The desired result is trivial if m or ra is 0, and has been proved in 6.3 if raz = ra = l; thus we may assume ra^2, and that the theorem holds for all m'■-m and ra'<w.
(") We shall say that X "'disconnects" P and Q if no connected subset of Co(X) can meet both P and Q.
Let the components of A and 73 be Ai il^i^m) and 73y il^j = n) respectively, and define B' = B-B". The hypothesis of induction then gives.
boiA U 73') + boiA r\ 73') = m + ra -3. On combining these results, we obtain boiAKJB)+boiAr\B) = w+ra -2, as desired.
6.6. A modification. Ii the sets A and 73 are closed, the hypothesis that Fr(^4)OFr(73) =0 can be weakened; and as this result will be useful later, we state it.
Theorem
6a. If A and B are closed sets such that Fr(^4)OFr (73) nFrG4VJ73)=0, then b0iAr\B)+boiAVJB) =boiA)+boiB).
The proof of this is very similar to that of Theorem 6. The first step is to establish it when the sets A and 73 are connected (cf. 6.3) ; and here this follows immediately from Theorem 4 (4.8). The analogue of the lemma in 6.4 goes as before, under the (harmless) extra hypothesis that boiA)<&; and the extension to the general case requires only trivial changes in the argument of 6.5.
Corollary.
For any set X, 60(Fr(Z)) =&0(Cl(Z))+&0(Cl(Co(X))). This follows by a straightforward induction over ra, the results considered previously corresponding to the case ra = 2. The first part of the theorem (cf. 6.2) holds in an arbitrary topological space.
7. Index formulae for arbitrary sets.
7.1. Notation. Let ^4i, ^42, • • • , An be any subsets of S, not necessarily distinct. As in 6.7 we define XT (1 braira) to be the set of those points which belong to A ¿ for r or more values of i. Where it is necessary to emphasize its dependence on the sets Ai, we write Xr as XriAi, • ■ ■ , An). We write
provided all the numbers on the right are finite. To deal with sets having infinitely many components, we make the convention that statements (of equality or inequality)
involving the /¿-function are to be regarded as statements about bo in which negative terms are transposed to the opposite sides. With this convention, for example, the first part of Theorem 6b (6.7) is completely equivalent to: As an immediate consequence of (2), we have identically Fr(£")} is not defined either, so that (in accordance with the convention introduced in 7.1) the corollary asserts merely that some quantity is not greater than oo, and so holds in all cases.
Ina sense, the above corollary to Theorem 7 is a generalization of Theorem 5 (5.1). In fact, if we apply it with ra = 2 to sets Ei, £2 which have connected closures and intersecting frontiers (so that &0{Fr(7ii)VJFr(7i2)} ^¿>0(Fr(72i)) +èo(Fr(7i2))),
we readily obtain the assertion of Theorem 5-boiEiC\E\) Sb0{¥riEOr\¥riEi)}-provided that 60(Cl(Co(7i;1)))+&o(Cl(Co(7i2))) m finite. Unfortunately, this proviso is not easy to remove. If &o(Co(£].)) +&o(Co(£2)) < oo, this follows readily from the case ra = 2 of Theorem 7a; the general case can be reduced to this one.
8. Systems of connected sets and their frontiers.
Theorem
8. Let Ai, -42, • • • , A" be ra connected sets, every ra -1 of which, but not all of which, have a point in common; and suppose n^3. Then at least 2ra -3 pairs of their frontiers meet. iMore precisely, there will be at least 2n -3 pairs of numbers i, j, with 1 -i<jún, suchthat ¥riAi)í\¥riA,) t^QÍ?1) .)
Remark. It is easy to see that the number 2ra -3 is "best possible" for each n, even if the sets Ai are open (or closed) and simple and S is the plane. (Of course, the space S is assumed to be unicoherent.)
Further, the case ra =3 of the theorem is already characteristic of unicoherence, for normal spaces at least; this is an immediate consequence of the theorem of Wallace quoted in 4.9.
The proof requires a graph-theoretical lemma, which we proceed to derive. 8.2. Let p be any vertex of a (finite) linear graph G. A vertex q is said to be "adjacent" top if p and q are the end points of a 1-cell (edge) of G. It will be assumed that G is "proper"-that is, that no vertex is adjacent to itself. The "shell" of a vertex p in G is defined to be the subgraph of G consisting of (i) all vertices adjacent to p, and (ii) all 1-cells of G both of whose end points are adjacent to p.
We write «o(G) and «i(G) for the numbers of vertices and 1-cells of G, respectively.
Lemma. If G is connected, and if the shells of all its vertices are connected,
This is proved by induction over «o(G). We can assume G has a vertex p By construction, no component of any 73,-can be contained in U{73y|J9^i\. And since n^4« = 0, while every ra -1 of the sets Ai have a common point, we see that S is the union of all ra, but of no ra -1, of the sets 73,. Thus the sets 73 < certainly have the following properties: and no component of any 73¡ is contained in any 73,-ij^i).
We shall deduce from (2) alone that at least 2ra -3 of the sets Fr(73,) OFr(73j) are nonempty; from (1) this will prove the theorem. It may happen that a vertex of G, say by, has a shell which is not connected and which therefore falls into two disjoint nonempty subgraphs, say 77 and K. Gi is derived from G by splitting the vertex bi into two vertices.) If the vertices of Gi do not all have connected shells, we repeat the argument; and so on, obtaining a sequence of graphs Gr with «i(Gr) ^ai(Gr_i) and o¡o(Gr) >0!o(Gr_i). But, as in (3) above, each Gr is connected.
Hence the process terminates,
and we obtain a Gr (taking G = Go) all of whose shells are connected. The lemma of 8.2 then gives «i(G) â«i(Gr) =2a0(Gr) -3^2a0(G) -3.
Thus there are at least 2ra -3 pairs (i, j), with l=i<j^n, such that 73,071, ¿¿0; and, from 8.4 and 8.3(1), we have ¥riAi)C\¥riA j) ¿¿O for these pairs. The proof of Theorem 8 is thus complete.
8.6. Theorem 8 suggests the following more general problem: Given integers h, k, ra, such that 2 f¿h<k^n, and given ra connected sets such that every h of them, but no k of them, have a common point: how many pairs of their frontiers must intersect (22) ?
The determination of the exact bound seems to be difficult (and probably not worth while) ; but it is easy to obtain a lower bound and an asymptotic formula. We need the following lemmas: Lemma 1. Let A and B be any connected sets, and let {d} be the collection of those components of CoiA) which meet 73. Define G = U Fr(Cx). Then (^4073)WG is connected. This is substantially the same as the lemma in 5.4, and is proved by the same argument. (a) The case h = 1 is trivial, and so is excluded.
