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Abstract
Nonperturbative lattice field theory simulations provide a systematic framework to investigate properties of conformal
systems at strong couplings. These simulations can be performed using different lattice discretizations. Here we present
numerical results for the step scaling beta function in SU(3) gauge theories with ten and twelve fundamental flavors.
We calculate the renormalized β function in the finite volume gradient flow renormalization scheme. Using Mo¨bius
domain wall fermions with Symanzik gauge action, Zeuthen gradient flow, and perturbative tree-level improvement, we
implement a fully O(a2) Symanzik improved set-up and demonstrate its advantages. We compare our findings to existing
results in the literature. For the ten flavor system we observe excellent agreement with the domain wall step-scaling
function calculated by Chiu for the range in g2c where our data overlap. In the case of the twelve flavor system, our O(a
2)
Symanzik improved set-up predicts a conformal infrared fixed point around g2c ∼ 5.5 in the c = 0.25 scheme, which is
presently in tension with staggered fermion results in the literature. We consider possible reasons for the discrepancy.
Keywords: Renormalized β function, conformal fixed point, Zeuthen gradient flow.
1. Introduction
The Higgs sector and electroweak symmetry breaking in
the Standard Model could be described by models based
on a strongly coupled gauge theory which is close to a
conformal fixed point (FP) [1–6]. Such a gauge theory
is governed by an infrared fixed-point (IRFP) where the
gauge coupling becomes irrelevant and the mass is the only
relevant operator. Conformal systems allow to define two
different continuum limits on the m = 0 critical surface:
1) If the gauge coupling is tuned to zero, the continuum
limit is governed by the Gaussian fixed point (GFP). The
renormalized coupling can be kept fixed at any finite value
up to the IRFP. This is very similar to the 3-dimensional
scalar model when the quartic coupling is tuned to zero,
describing a tricritical system. 2) Alternatively, it is pos-
sible to define a continuum limit by not tuning the gauge
coupling. In the IR limit, the gauge coupling runs to the
IRFP, its renormalized value is finite and independent of
the bare coupling at the cut-off. This is similar to the 3-
dimensional scalar model when only the mass is tuned to
the critical surface and the quartic coupling is allowed to
run to the Wilson-Fisher fixed point (WFFP).
Establishing the presence of an IRFP in 4-dimensional
gauge-fermion systems is a challenging problem. Perturba-
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tive calculations are justified near the GFP at g2 = 0 but
become unreliable at stronger couplings where an IRFP
might occur. Numerical lattice field theory simulations al-
low to explore the strong coupling domain. The basis of
lattice investigations is the concept of universality which
ensures that in the infinite cut-off “continuum” limit the
details of the lattice discretization (action) are irrelevant,
as long as the continuum symmetries of the system are
preserved or restored. Universality is well understood in
asymptotically free QCD-like systems where the contin-
uum limit is defined around g2 = 0 [7, 8]. We also expect
universality to be preserved along the renormalized trajec-
tory (RT) emerging from the GFP to g2 > 0 which corre-
sponds to a “perfect” lattice action without any artifacts
[9–11]. The conformal IRFP sits on the RT and therefore
also exhibits correct continuum symmetries without lattice
artifacts. This, however, does not exclude the possibility
of other FPs at non-vanishing gauge couplings. Therefore,
the continuum limit of numerical simulations has to be
taken with care to ensure it is in the basin of attraction
of the FPs and thus approaches the RT. By numerically
determining the renormalization group (RG) β function,
we aim to explore the nature and, if possible, the existence
of an IRFP for SU(3) gauge systems with ten and twelve
flavors.
The RG β-function depends on the details of the regu-
larization and renormalization prescription. By fixing the
renormalization scheme, the β-function of a renormalized
coupling becomes independent of the regularization. For
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example, the finite volume gradient flow (GF) step scal-
ing function, the lattice analogue of the continuum RG
β-function, depends only on the renormalization scheme,
but not on the lattice discretization.
In the case of the SU(3) gauge system with twelve fun-
damental flavors, several groups investigated the GF step
scaling function using different discretizations of staggered
fermions but arrived at different conclusion about the IR
properties [12–15]. To understand these discrepancies, we
calculate the finite volume GF step scaling function of the
10 and 12 flavor SU(3) gauge systems with domain wall
(DW) fermions. Using the fully O(a2) Symanzik improved
combination of tree-level improved Symanzik gauge action,
Zeuthen gradient flow, and tree-level improved Symanzik
operator [16, 17], we significantly reduce discretization ef-
fects. The effectiveness of the perturbative improvements
imply that our simulations are close to the GFP, support-
ing the reliability of our continuum limit extrapolations.
These extrapolations are performed with up to five lattice
volume pairs and lattice volumes up to 324.
The main objective of this paper is to study the Nf = 12
flavor system with domain wall fermions. In the c = 0.25
renormalization scheme, our preferred set-up predicts the
step scaling function up to g2c . 6.25, and an IRFP at g2c ∼
5.5. Since this is the first DW calculation of this system,
we have complemented our study by investigating a system
with 10 flavors in a limited coupling range. Our 10 flavor
result agrees well with the DW prediction of Refs. [18–20],
boosting confidence in our results.
The remainder of this paper is organized as follows: In
Sec. 2 we define the gradient flow discrete β function and
how it is calculated on the lattice. We provide details
of our numerical simulations in Sec. 3 and present our
analysis in Sec. 4. First we demonstrate our analysis and
present results for the twelve flavor discrete β-function be-
fore showing results for Nf = 10. Subsequently we dis-
cuss our findings in Sec. 4.3 and compare them to non-
perturbative and perturbative results published in the lit-
erature. Preliminary results of this work were presented
at Lattice 2017, 2018, and 2019 [21–23].
2. Gradient flow discrete β function
The continuum step scaling function, or discrete β func-
tion is the infinite volume (a/L) → 0 limit of the finite
volume discrete β function corresponding to a change of
scale by a factor s
βc,s(g
2
c ;L) =
g2c (sL; a)− g2c (L; a)
log(s2)
, (1)
where g2c (L; a) is a renormalized coupling at the energy
scale set by the volume µ = (cL)−1, and c is a parameter
that defines the renormalization scheme. Gradient flow
can be used to define g2c (L) [24–28] as
g2c (L) =
128pi2
3(N2 − 1)
1
C(c, L)
〈
t2E(t)
〉
(2)
where the flow time t is related to the energy scale as
µ = 1/
√
8t, E(t) is the energy density at t, and C(c, L)
denotes a normalization factor that removes tree-level dis-
cretization effects [29]. The continuum limit extrapolated
discrete β-function βc,s(g
2
c ) = lim(a/L)→0 βc,s(g
2
c , L) de-
pends only on the renormalized coupling g2c . Therefore
it is expected to be independent of irrelevant operators in-
troduced by the lattice regularization and depends only on
the renormalization parameters such as c and s.
Cut-off effects on g2c (L; a) and βc,s(g
2
c ;L) originate from
the discretization of the lattice action, the gradient flow
transformation, and the operator used for measuring
〈E(t)〉. Full O(a2) Symanzik improvement is possible by
using the Lu¨scher-Weisz tree-level improved gauge action,
also referred to as Symanzik action, the Zeuthen gradi-
ent flow, and the Lu¨scher-Weisz (or Symanzik) operator
to measure the energy density [16, 17].
In our simulations we generated gauge configurations
at the same set of bare gauge couplings {β} on all vol-
umes. Hence we can calculate βc,s(g
2
c ;L) directly at every
β. Since we take the difference of two independently pre-
dicted g2c (sL; a) and g
2
c (L; a) values, the errors can be reli-
ably estimated. We interpolate the resulting finite volume
step scaling function βc,s(g
2
c ;L) polynomially as
βc,s(g
2
c ;L) =
n∑
i=0
big
2i
c , (3)
which is motivated by the perturbative expansion. We
find that n = 3 provides a good interpolation form. When
the finite volume step scaling functions have small cut-off
effects, as is the case with Zeuthen flow and tree-level nor-
malized Symanzik operator, we find that b0 = 0 within
errors and hence implement that as constraint. The con-
tinuum (a/L)2 → 0 extrapolation is performed on these
fitted functional forms.
3. Numerical simulations
To determine the β-function nonperturbatively, we gen-
erate ensembles of gauge field configurations with either
ten or twelve dynamical flavors using Mo¨bius domain
wall fermions [30] with three levels of stout smearing [31]
in combination with tree-level Symanzik (Lu¨scher-Weisz
(LW)) gauge action [32, 33].1 The gauge fields are gener-
ated using the Grid code [36, 37] with trajectory length
τ = 2 Molecular Dynamics Time Units (MDTU) and we
choose periodic boundary conditions (BC) for the gauge
field and anti-periodic BC for the fermion fields in all four
space-time directions.
Chiral DW-fermions are simulated with an additional
fifth dimension of extent Ls separating the physical modes
1Properties of this combination of gauge and fermion actions have
been explored for QCD simulations in Refs. [34, 35].
2
of the four dimensional space-time. In practice Ls is neces-
sarily finite which leads to residual chiral symmetry break-
ing parametrized by an additive mass amres. For our sim-
ulations we set the bare fermion mass to zero and moni-
tor the residual chiral symmetry breaking by determining
mres numerically from the midpoint-pseudoscalar correla-
tor. By increasing Ls at the strongest couplings, we ensure
that amres is sufficiently small, 5 · 10−6 or less, to be neg-
ligible for our analysis. Details are reported in Appendix
A.
Our ensembles are symmetric L4 volumes with L/a
ranging from 8 to 32. For each ensemble we typically col-
lected 3-5k MDTU for Nf = 10 and 7-10k MDTU for
Nf = 12, but only 2-4k MDTU on the largest 28
4 and 324
volumes. We identified a first order bulk phase transition
for both Nf = 10 and 12 around β = 4.00. When we ap-
proach this phase transition, the residual mass increases
rapidly, limiting the range of couplings we can simulate.
Measurements of the gradient flow are performed using
qlua [38, 39] on configurations separated by 10 MDTU. In
addition to Zeuthen flow [16, 17] we also compute Wilson
(W) and Symanzik (S) flows to estimate systematic effects.
In all cases we estimate the energy density by measuring
the Wilson-plaquette (W), clover (C), and Symanzik (S)
operators. Our data are analyzed using the Γ-method [40]
to estimate and account for autocorrelation times which
mostly are around 20 MDTU but always less than 100
MDTU.
4. Analysis of the step scaling function
As mentioned in Section 2, our preferred analysis is
based on the Zeuthen flow combined with the S operator.
Combined with the Symanzik gauge action of our simu-
lation, this choice is fully O(a2) Symanzik improved [16].
Further we include the tree-level normalization factor in
the gradient flow coupling to reduce remaining cut-off ef-
fects. We refer to this analysis as “nZS” and compare our
results to alternative determinations.2 For Nf = 12 we
compare our results to determinations based on Symanzik
flow with clover operator (without tree-level normaliza-
tion), abbreviated by “SC” and the choice in Ref. [15],
tree-level normalized Wilson flow with clover operator
“nWC”, used in Ref. [13] together with the Wilson gauge
action, and also to “ZS” without tree-level normalization.
For Nf = 10 we base the alternative determination on
“nWC” to match the choice in Refs. [18–20] which how-
ever uses a different gauge action.
With respect to our preliminary results [21], we have
extended our data set to include larger volumes and, for
Nf = 12, have increased statistics and performed simula-
tions at stronger couplings. In addition, the use of tree-
2Our shorthand for the different analyses denotes with a capital
letter the gradient flow (S,W,Z) followed by the operator (C,S,W).
When using tree-level normalization, we prefix a lower case ’n’.
level normalization considerably reduces discretization ar-
tifacts. Preliminary results were presented in Refs. [21–23].
4.1. Step-scaling function for Nf = 12
Motivated by the published results based on staggered
fermions [13, 15], we use c = 0.25 in our analysis. Choosing
the scale factor s = 2, we pair the lattice volumes 8→ 16,
10→ 20, 12→ 24, 14→ 28, and 16→ 32 to calculate the
discrete βc,s-function according to Eq. (1). Based on g
2
c de-
termined from Zeuthen flow, Symanzik operator, and tree-
level improvement (nZS), we obtain the five sets of colored
data points in the top panel of Fig. 1. Using a third order
polynomial in g2c , we interpolate these data points and ob-
serve that the discretization effects are too small to resolve
the intercept at g2c = 0. Hence we constrain the intercept
to be zero and show the resulting, interpolating curves by
the dashed lines with shaded error bands in the same color
as the data points. The quality of the interpolating fits is
reflected by these bands passing through almost all data
points. In the weak coupling limit the perturbative im-
provement works perfectly, the data points sit on top of
each other, i.e. (a/L)2, and even most of the higher order
effects, are removed. For stronger couplings, the improve-
ment still reduces artifacts, but in particular the small
lattice volumes exhibit increasing discretization effects. In
a final step, we obtain the continuum limit βc,s-function
by extrapolating these interpolated step-scaling functions
in (a/L)2 at fixed g2c . We consider three different contin-
uum limit extrapolations: quadratic ansatz in (a/L)2 to
fit all five lattice volume pairs (dashed-dotted gray line),
linear fit in (a/L)2 using only the three largest lattice vol-
ume pairs (solid black line with gray error band), and a
constant fit to the three largest lattice volume pairs (gray
dotted line). All three extrapolations are consistent at the
1σ level and exhibit good p-values, mostly far greater than
10%, throughout the g2c range covered.
The second panel of Fig. 1 shows the result of the same
analysis with Symanzik flow and clover operator without
tree-level normalization (SC). The SC combination covers
a smaller range in g2c and has larger discretization effects.
We therefore consider only a quadratic interpolation in
(a/L)2 for g2c < 3.6 and a linear extrapolation for g
2
c . 4.8.
For selected values of g2c , we present details on the con-
tinuum extrapolation in the lower three panels of Fig. 1
where we compare up to five different extrapolations: con-
stant, linear, and quadratic extrapolations of our preferred
nZS data are contrasted with the alternative SC combi-
nation. Since the SC data covers a narrower g2c range,
the quadratic extrapolation of SC is missing in the last
panel. The comparison reveals that our nZS data exhibit
extremely small discretization effects which result in a very
flat continuum extrapolation. In fact, extrapolating the
three largest lattice volumes by just fitting a constant has
excellent p-values. Since nZS is fully O(a2) improved, the
small cut-off effects also imply that the simulations are
performed close to the perturbative regime.
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Figure 1: Step scaling functions for degenerate 12 flavors analyzed
in the renormalization scheme c = 0.25. Colored symbols and bands
correspond to individual lattice volume-pairs; the black line with
gray band shows the continuum-limit discrete β-functions obtained
from a linear extrapolation of the three larges lattice volume pairs.
Alternative extrapolations are indicated by gray dash-dotted or dot-
ted lines. The top two panels show nZS and SC data, while details of
the continuum extrapolations are presented in the three lower pan-
els for g2c = 1.5, 3.0, 4.5 with p-values in percent given in brackets.
(Error bars and bands reflect only statistical uncertainties.)
In contrast to nZS, SC data exhibit significantly larger
discretization effects which grow substantially for stronger
couplings. These discretization effects pull the different
lattice volume pairs further apart and force the continuum
extrapolation to cover a much larger range. While for weak
couplings, linear and quadratic continuum extrapolations
of SC data are consistent, they differ for g2c & 3.0. This
indicates that in case of the SC analysis, the present data
set is insufficient to take a reliable continuum limit which
also explains why the continuum limit of nZS and SC data
differs beyond the 2σ level for stronger couplings. The SC
data demonstrate that discretization effects of the GF cou-
pling can differ significantly on the same set of ensembles.
For our set of ensembles, the shown SC data are a worst-
case example for the total of 18 different determinations3
we consider. Linear and quadratic continuum extrapola-
tions of our SC data are inconsistent for g2c & 3.0, render-
ing the SC extrapolations to be untrustworthy. Reducing
discretization effects by applying tree-level improvement
(i.e. nSC analysis), the predicted β function approaches
our preferred nZS determination and becomes consistent
at the ∼ 1.5σ level [23].
In addition we consider nWC and observe discretization
effects which are of similar size as for nZS. The predicted
nWC continuum limit is consistent at the ∼ 1σ level with
our nZS determination. Corresponding plots for the nWC
analysis are shown in Fig. B.6 in Appendix B.
4.2. Step-scaling function for Nf = 10
We analyze the Nf = 10 system following the steps de-
tailed for twelve flavors. Our goal here is to verify the
simulation and analysis by comparing to published DW re-
sults of [18–20] in the weak coupling regime. At present we
have four lattice volume pairs, 8→ 16, 10→ 20, 12→ 24
and 16→ 32, with the largest lattice volume pair covering
only a limited range, g2c . 6.0. Motivated by the choice of
Refs. [18–20], we chose c = 0.3 in this analysis and compare
our preferred nZS combination to tree-level improved Wil-
son flow with clover operator (nWC). The outcomes of our
analysis are the four sets of colored data points in the top
two panels of Fig. 2. Again, we first interpolate the indi-
vidual lattice volume-pairs with a third order polynomial,
then extrapolate to the (a/L)2 → 0 continuum limit which
we restrict to the range of our largest 16 → 32 data set.
We extrapolate to the continuum using a linear ansatz for
the two largest lattice volume pairs (black solid line with
gray error band) or use a quadratic ansatz to extrapolate
all four lattice volume pairs (gray dash-dotted line)4.
3As mentioned before we have determined renormalized coupling
for Zeuthen, Symanzik, and Wilson flow using the Wilson-plaquette,
clover, and Symanzik operator with or without tree-level normaliza-
tion.
4Both nZS and nWC data can be perfectly well extrapolated for
g2c < 4.0 by fitting the two largest lattice volumes using only a con-
stant term. At stronger couplings a slope in (a/L)2 is required and
well resolved. Hence we do not show the constant fit for Nf = 10.
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Figure 2: Ten flavor finite volume step-scaling functions for a scale
change of s = 2 at the renormalization scheme c = 0.3. Colored
symbols and bands correspond to individual lattice volume pairs;
the black line with gray band shows the continuum-limit discrete
β-function obtained from a linear extrapolation of the three largest
lattice volume pairs. An alternative extrapolation using a quadratic
ansatz to fit all four lattice volume pairs is indicated by the dash-
dotted line. The top panels show nZS and nWC data, while details
of the continuum extrapolations are shown in the lower panels for
g2c = 1.5, 3.5, 5.5 with p-values in percent given in brackets. (Error
bars and bands reflect only statistical uncertainties.)
For selected values of g2c , we present details on the con-
tinuum extrapolation in the lower panels of Fig. 2 showing
in total four different extrapolations: linear and quadratic
for our preferred nZS data, and for the nWC data favored
in Refs. [18–20]. The simulations differ however in their
choice of gauge action, we choose Symanzik whereas [18–
20] uses Wilson gauge action. Again we observe that nZS
data exhibit small discretization effects but nWC is quite
similar, as predicted by the small perturbative O((a/L)2)
corrections. All extrapolations agree within statistical un-
certainties in the continuum.
4.3. Discussion
As demonstrated above, our preferred nZS data exhibit
small cut-off effects and the continuum-limit results are
consistent between different continuum extrapolations and
also agree with determinations based e.g. on WW, nWC,
nSC, which all have relatively small discretization effects
[23]. In Fig. 3 we show our preferred nZS continuum
limit results (gray error band) in comparison to other non-
perturbative determinations as well as to perturbative MS
2, 3, 4, or 5-loop predictions [41, 42]. For both Nf = 10
and Nf = 12 we observe that our DW result lies mostly
below the 3-loop prediction (pink dashed line).
Focusing on the results for Nf = 10 shown in the plot
on the left, we compare our findings for nZS and nWC to
the nonperturbative determination by Chiu using optimal
domain-wall fermions [18–20]. Our nZS and nWC contin-
uum limit predictions closely overlap and for g2c . 5.7 are
in excellent agreement with Chiu’s 2016 result and within
2σ of the g2c = 5.25 data point of his 2018 analysis. We
refrain from speculating about the trend at stronger cou-
plings because our data on the largest lattice volume-pair
reach only to about g2c ∼ 6. Hence we cannot comment
on any downward trend and the possibility of an IRFP
suggested by Chiu’s results nor on the steady increase ob-
served by the LatHC collaboration [15, 43]. We are in-
vestigating the strong coupling region and will report our
findings in a future publication. Nevertheless observing
perfect agreement of two entirely independent determina-
tions of βc,s over a wide range in g
2
c boosts confidence in
our calculation.
Results for twelve flavors are shown in the right panel
of Fig. 3. In addition to the perturbative MS predictions
we also show the results obtained with staggered fermions
from Ref. [13] and Refs. [14, 15]. While at weaker couplings
the staggered step scaling function is consistent among
staggered calculations [12–14, 44], there is discrepancy be-
tween Refs. [14, 15] and [13] at strong couplings, g2c & 6.5.
References [14, 15] predict a flat β function with value
around 0.14, whereas Ref. [13] observes an IRFP around
g2c ∼ 7.3. Our findings based on the preferred nZS anal-
ysis identify an IRFP around g2c ∼ 5.5 and seems to be
in tension with both staggered predictions. In Fig. 4, we
demonstrate that the step scaling function changes its sign
by comparing continuum extrapolations before/after the
fixed point using both the nZS and ZS analysis.
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Figure 3: Comparison of our continuum limit results (with statistical uncertainties only) for Nf = 10 (left) and Nf = 12 (right) to other
non-perturbative [13–15, 18–20] and perturbative predictions [41, 42]. In addition to our preferred nZS determination, we show determinations
using nWC and, in case of Nf = 12, also SC. The latter has large discretization errors rendering its continuum limit extrapolations unreliable.
In addition to the continuum limit obtained from our
preferred nZS analysis, we show in Fig. 3 the continuum
limit of the alternative SC and nWC analysis to match the
flow/operator choices used in the staggered calculations.
As mentioned before, the SC data exhibit large discretiza-
tion effects, cover only a smaller range in g2c < 5.0, and the
extrapolation is less reliable because linear and quadratic
fits differ by several sigma. Incidentally, the SC data ex-
trapolate to a β function which is close to the staggered
prediction of Ref. [13] and similar in magnitude to the
result of Refs. [14, 15] obtained for g2c > 6.0. While Ref-
erences [14, 15] also use SC with Symanzik gauge action,
the determination of Hasenfratz and Schaich [13] is based
on nWC with Wilson gauge gauge action. Considering the
nWC data with relatively small discretization effects, we
find a continuum limit prediction which is consistent with
our preferred nZS analysis at the ∼ 1σ level.
By comparing our three different continuum limit pre-
dictions, the right plot in Fig. 3 demonstrates how signif-
icant discretization effects can be and that using a fully
O(a2) improved set-up is advantageous. Note however
that so far no staggered determination uses a fully O(a2)
improved set-up. Additional investigations including esti-
mates for systematic effects due to flow/operator choices
as well as the dependence on the scheme c are required to
resolve the discrepancy between the present results.
To gain further insight into this discrepancy, we point
out that discretization effects in data from DW simula-
tions can be successfully reduced by taking advantage of
the perturbative tree-level normalization. For simulations
with staggered fermions and Symanzik gauge action the
perturbatively preferred combinations are nSS or nZS [29].
Reference [15], however, finds that the perturbatively poor
SC combination shows smaller cut-off effects. A priori
there is no expectation for a perturbative improvement
to work in a nonperturbative system; observing its success
for one type of fermions and its failure for a different type
may signal that one of the simulations is (much) closer to
the perturbative FP than the other. It is further interest-
ing to consider the expectation value of the plaquette. The
plaquette, the smallest Wilson loop, is a good indicator of
UV fluctuations. For the range of bare couplings covered
in our DW simulations, we find an average plaquette (nor-
malized to 1) in the range 0.6 − 0.8, in contrast to the
range 0.3 − 0.6 of the staggered simulations of Ref. [13].
A QCD simulation with an average plaquette of 0.3 would
lie outside the scaling window of the Gaussian FP and
continuum extrapolations would at least be difficult.
If even after resolving systematic effects due to differ-
ent flow/operator choices predictions based on DW and
staggered fermions disagree, this might suggest that ei-
ther they are not governed by the same fixed point or that
one or both of the simulations are not in the basin of at-
traction of the perturbative Gaussian and/or the emerging
infrared fixed point. The continuum limit extrapolation
should force the simulations close to the Gaussian FP, but
due to the slowly running gauge coupling of the Nf = 12
system that might not be the case in practice.
The DW data for Nf = 12 deviate from the perturba-
tive 2-loop prediction for g2c > 1.5 and stays significantly
below the perturbative predictions. It is worth pointing
out that the finite volume step scaling function is only 1-
loop universal and βc,s also depends on the scheme c and
the scale change s. Thus deviations from the perturba-
tive MS curves have no significance to the reliability of
the numerical results.
5. Conclusion
Universality of DW, Wilson, and staggered fermions at
the Gaussian g2 = 0 fixed point is subtle, but can be
proven perturbatively. Universality of a conformal system
requires that taste symmetry of staggered fermions stays
restored even at finite gauge coupling along the renor-
malized trajectory connecting the Gaussian and confor-
mal FPs, and that the simulations are done in the vicinity
6
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Figure 4: Continuum extrapolations of Nf = 12 ZS data with (blue
stars) and without (red crosses) tree-level normalization before/after
the fixed point. (Error bars and bands reflect only statistical uncer-
tainties.)
(basin of attraction) of this renormalized trajectory.
Motivated by these observations and the importance
of conformal and near-conformal models for BSM phe-
nomenology, we have studied the gradient flow step scal-
ing function of Nf = 10 and 12 fundamental flavors with
domain wall fermions. The gradient flow step scaling func-
tion depends on the renormalization condition but should
not depend on the regularization. Our analysis features
the fully O(a2) improved set-up based on Symanzik gauge
action, Zeuthen flow, and Symanzik operator, combined
with tree-level normalization. Indeed we find that this
combination has very small cut-off effects. Our ten flavor
results are consistent with the independent DW calcula-
tion by Chiu [18–20] for g2c . 5.7, validating our approach.
In case of Nf = 12, our preferred nZS analysis differs
from staggered predictions. Taking advantage of alterna-
tive determinations based on different flow/operator com-
binations (SC and nWC), we demonstrate that in partic-
ular SC exhibits large discretization effects, whereas nWC
agrees with nZS at roughly the 1σ level. To understand the
difference between results based on domain wall and stag-
gered fermions, it is hence important to estimate system-
atic effects due to flow/operator choices. We emphasize
that the “true” continuum limit should be independent of
the choices for flow, operator, or action.
If significant differences persist even after properly ac-
counting for all systematic effects, this may imply that at
least one of the simulations is not in the basin of attrac-
tion of the fixed point. DW simulations exhibit the correct
flavor symmetry, have smaller cut-off effects/UV fluctua-
tions, and feature successful perturbative improvement a`
la Symanzik, increasing our confidence in the result pre-
sented here.
Our simulation of the Nf = 12 system predicts an in-
frared fixed point around g2c ∼ 5.5 in the c = 0.25 scheme
where the step scaling function changes sign. We do not
have sufficient strong gauge coupling data in the Nf = 10
system to comment on the possible existence of an IRFP.
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Appendix A. Residual chiral symmetry breaking
The residual chiral symmetry breaking is parametrized
by mres which we estimate using the ratio of the midpoint-
pseudoscalar over the pseudoscalar-pseudoscalar correla-
tor. In Fig. A.5 we show amres as the function of the bare
gauge coupling β both for ten and twelve flavors on lattice
volumes with L/a = 24 and 32. Most ensembles are gener-
ated with Ls = 12, shown by the circles in the plot. First of
all, we observe that amres grows rapidly for stronger cou-
plings/decreasing values of β and within our (statistical)
uncertainties amres is independent of the lattice volume.
Secondly and more interesting, we observe that amres does
not exhibit a noticeable dependence on the number of fla-
vors used to generate the dynamical gauge field ensembles.
As can be seen in Fig. A.5, for β ≥ 4.4 the residual
mass is smaller than 10−6 i.e. it is zero within the limits
of single precision. For simulations at stronger coupling,
we increase Ls from 12 up to 32 at β = 4.15 and maintain
a residual mass of 5 · 10−6.
Furthermore, we explicitly check for effects due to a fi-
nite residual mass by generating selected ensembles using
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Figure A.5: Measured residual chiral symmetry breaking
parametrized by amres for simulations with Nf = 10 and 12 fla-
vors on L/a = 24 and 32 volumes with Ls = 12, 16, 24, and 32.
Data for Nf = 12 are shown with a small horizontal offset to the
right for better visibility and the range 4.1 ≤ β ≤ 4.35 is enlarged in
the top right corner. Only statistical uncertainties are shown.
different values of Ls. At our strongest coupling (β = 4.15)
for Nf = 12 simulations, we generated e.g. L/a = 8 ensem-
bles with Ls = 12, 16, 32 and L/a = 16 ensembles with
Ls = 12, 24, 32. Using nZS data we obtain βc,s values at
c = 0.25 for all nine combinations for the lattice volume
pair 8→ 16 in Eq. (A.1) and use the L/a = 16 ensembles
together with L/a = 32, Ls = 32 in Eq. (A.2) to determine
βc,s for 16→ 32.
L/a = 8
Ls 12 16 32
L
/a
=
16 12 0.184(16) 0.176(12) 0.174(12)
24 0.222(16) 0.214(11) 0.212(12)
32 0.230(17) 0.222(12) 0.220(13)
(A.1)
L
/a
=
32 L/a = 16
Ls 12 24 32
32 −0.070(33) −0.108(33) −0.116(33)
(A.2)
Equation (A.1) demonstrates that our preferred choice
of Ls = 16 for L/a = 8 and Ls = 24 for L/a = 16 is
sufficient at β = 4.15 because βc,s values are consistent
with values corresponding to ensembles with larger Ls.
Likewise we cannot resolve a difference for L/a = 16 with
Ls = 24 or 32 for the 16 → 32 pair in Eq. (A.2) and take
that as guidance to keep amres . 10−5. This also ensures
the residual mass is much smaller than the energy scale
introduced by the volume, mres  L−1, i.e. the configu-
rations are guaranteed to be volume squeezed instead of
finite-mass deformed.
Appendix B. nWC Nf = 12 step-scaling function
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Figure B.6: Step scaling functions for degenerate 12 flavors analyzed
in the renormalization scheme c = 0.25 using the nWC combination.
Conventions are the same as in Figs. 1 and 2.
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