Association for Information Systems

AIS Electronic Library (AISeL)
PACIS 2004 Proceedings

Pacific Asia Conference on Information Systems
(PACIS)

December 2004

A Concept Map of the Organisational Size
Construct in Information Systems Research
Sigi Goode
Australian National University

Follow this and additional works at: http://aisel.aisnet.org/pacis2004
Recommended Citation
Goode, Sigi, "A Concept Map of the Organisational Size Construct in Information Systems Research" (2004). PACIS 2004 Proceedings.
127.
http://aisel.aisnet.org/pacis2004/127

This material is brought to you by the Pacific Asia Conference on Information Systems (PACIS) at AIS Electronic Library (AISeL). It has been
accepted for inclusion in PACIS 2004 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please
contact elibrary@aisnet.org.

A Concept Map of the Organisational Size Construct in Information
Systems Research
Sigi Goode
School of Business and Information Management
Faculty of Economics and Commerce
Australian National University
sigi.goode@anu.edu.au
Abstract
Many disciplines pursue research into organisations. Organisational size, as a frequent
research variable in the IS literature, has received considerable application but little critical
examination. This paper examines the content and construct validity of the organisational
size construct. A survey of research papers published in six leading IS journals over an
eleven year period finds 21 factors supporting the organisational size construct. The results
show a large number of factors in scholarly use, however multi-dimensional scaling analysis
suggests that these can be divided into three principal groups. Additionally, many studies
offer little or no supportive analysis or justification for their use of organisational size. The
findings raise a number of issues which merit further research.
Keywords: Organisational Size, Construct Validity, Content Validity

1. Introduction
The research based on organisational size has yielded inconsistent or indifferent results. For
instance, Grover and Teng (1992) observed similar technology adoption characteristics
regardless of firm size. Sampler and Short (1994) and Ewusi-Mensah (1997) note similar
findings with regard to project and system development failure respectively. Brynjolfsson et
al. (1994) delivered inconclusive results with respect to size and technology use; Ettlie et al.
(1984) argue that only extremely large organisational size is a useful predictor of adoption or
behaviour. Ultimately, the evidence suggests that organisational size appears to be an
unreliable independent research variable, yet it is one of the most commonly used. This issue
remains unresolved.
This paper is concerned with better understanding organisational size in IS research and is
motivated by several issues. First, whereas many theoretical constructs, such as IS success,
have received considerable analytical attention in the literature, organisational size has
received relatively little rigourous scholarly concern. Despite this, organisational size
continues to receive critical application in many studies, which suggests an a priori need to
better understand its nature. Second, while some studies using organisational size have
presented significant findings, other studies have delivered inconclusive results, prompting
some researchers to call for a reassessment of the construct (Duncan 1995). Third, many
practitioner models (such as those concerning productivity assessments) make judgments
based on organisational size. However, models developed using “large” companies may have
tenuous application in “small” organisation environments (Fayad and Laitinen 1997). These
discrepancies coupled with the popularity of the construct suggests that the sober
re-assessment of the situation makes fertile ground for research. To quote Rogers (1995),
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“Size is probably a surrogate measure of several dimensions…these
unidentified variables have not been clearly understood, or adequately
measured in most researches”.
This paper explores Rogers’ contention with regard to organisational size. A study such as
this represents a significant undertaking, but it is important for several reasons. First,
organisational size continues to receive critical application in many studies. The frequent
application of organisational size suggests an a priori need to better understand its nature and
address this unanswered call in the research literature (as in Rogers 1995). Second, while
some studies using organisational size have successfully presented significant findings, other
studies have delivered inconclusive results. Authors have variously proposed different
reasons for this, including measurement problems, construct disagreement or research
misunderstanding. This disagreement has prompted some researchers to call for a
reassessment of the phenomenon (Blau et al. 1976, Duncan 1995).
This paper documents the third stage of an ongoing study into the use and determinants of
organisational size. The first two stages of this study examined what researchers in the IS
literature thought organisational size means, and how the construct is justified in the literature.
This leads to this paper’s central research question:
1. What factors underpin the organisational size construct?
2. How are these factors related?
This paper is structured as follows. First, the paper discusses the importance of content and
construct validity and presents a model of organisational size in that context. The research
approach, method and results are then detailed. Limitations and future directions are then
considered.

2. Theoretical Constructs in Research
IS research is often concerned with the relationships between phenomena. Some phenomena
are clearly measurable, such as age (in years) or distance (in metres). However, phenomena
such as user satisfaction (Bailey and Pearson 1983) or IS success (Delone and McLean 1992),
have no readily available measure. Researchers must usually develop a method for measuring
these conditions through the establishment of a research pedigree. Accordingly, much
research in social science can be represented using the diagram in Figure 1.
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Figure 1: The Use of Theory in Information Systems (adapted from Mason 1989)

This diagram shows that researchers often deal with abstractions of the real world rather than
the real world itself. Such abstraction may be directly observable or it may require
representation through another form, such as a proxy measure (Neuman 1994). Ideally there
should be a sound mapping between the abstraction and the real world: poor mapping may
result in substantial error variance (Cote and Buckley 1987), false acceptance of null
hypotheses (Nunnally 1978), validity and reliability error (Bagozzi et al. 1991) and improper
inference (Iacobucci et al. 1999), among others. Ultimately, such error means that science
will be unable to build on reliable research (Youngner 1998). To this end, Cote and Buckley
(1987) argue, “in the future, researchers must be more resolute in their desire to develop
construct measures that are valid and free of measurement error”.
Many social scientists consider reliability and validity to be the most important aspects of
research (London 1975). Reliability deals with a measure’s dependability and consistency.
That is, the measure should return the same results upon repeated application. Validity
describes whether a given item is “measuring what it purports to measure” (London 1975).
While the exact number of validity classifications is undecided (Kianiford 1994), content and
construct validity are often seen as salient in social science environments (London 1975).
This study focuses on these two aspects of validity.
Construct validity is “the extent to which [a] test may be said to measure a theoretical
construct” (Anastasi 1982), and describes the suitability of the relationship between a
construct and the method used to measure that construct (Schwab 1980). Neuman (1994)
argues that this is especially important “for measures with multiple indicators” because it
describes the degree to which these multiple indicators measure the same construct. As such,
the relevance of construct validity to this study in particular is marked: organisational size
measures should ideally have high construct validity if they are to be used reliably to quantify
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size. To this end, Churchill (1979) argued, “Construct validity, which lies at the very heart of
the scientific process, is most directly related to the question of what the instrument is in fact
measuring - what construct, trait, or concept underlies a person's performance or score on a
measure?”.
Content validity describes the extent to which an instrument measures those qualities that it
purports to measure (Thorndike and Hagen 1971). If organisational size is a ‘conceptual
space’ that describes a group of underlying factors, then content validity describes the degree
to which organisational size, “should sample or represent all ideas or areas in that conceptual
space” (Neuman 1994). Hence, the phenomenon should be adequately analysed in order to
make sure that all aspects are adequately covered in the construct’s definition (Neuman 1994).
Additionally, if the item is multi-dimensional, then each dimension should be measured in the
correct proportions (Anastasi 1982).

3. Research Method
The IS researcher has a range of research methods available. These methods include
laboratory experiments, archival research, field studies, case studies, action research and
survey methods (Galliers 1992). Each of these methods exhibits strengths and weaknesses
with respect to a given theatre of application.
3.1 Approach
London (1975) argues that any study assessing construct validity requires a thorough
understanding of measurement, research design and the philosophy of scientific enquiry. A
goal of this research is to better understand the nature of the organisational size construct in
an effort to develop a measure of construct validity. Specifically, this stage of the study aims
to explore researchers’ understanding of the size construct. To this end, Mumford (1999)
argues, “a variety of techniques can and should be used to rule out competing explanations
and demonstrate that the measure is indeed ‘measuring what we think it is’”.
This study examines a series of research papers in the IS literature in order to ascertain the
underlying theoretical constructs of organisational size in these studies. Obvious difficulties
arise when attempting to determine intention from reported behaviour: supporting discussion
regarding organisational size may extend to just a few paragraphs, and this affords the
researcher little tangible discussion. Accordingly, a robust scientific approach is of high
importance. Researchers in the psychology literature often use a method of coding in order to
determine intention or belief from a given piece of text. Miles and Huberman (1984) argue
that codes are, “retrieval and organising devices that allow the analyst to spot quickly, pull
out, then cluster all the segments relating to a particular question, hypothesis, concept or
theme”. When undertaken correctly, the approach of axial post-coding can deliver significant
and generally reliable insight into behaviour.
The approach of post-coding text will assist in specifying salient areas of interest, however, it
generally won’t afford any mathematically reliable indication of the relationship between
each of these areas. This is of distinct importance, as this study requires not only an analysis
of areas of theory but also some measure of the comparability and relationship between these
areas of theory. Accordingly, the study also makes use of the concept map method (after
Trochim 1989) to depict the relationship between factors.
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3.2 Data Collection
A core group of six important IS journals was selected: MIS Quarterly, Information Systems
Research, Information and Management, Information Systems Management, Journal of
Management Information Systems and Communications of the ACM. It was felt that this
selection would give a healthy indication of the factors in use and was similar to other studies
such as Delone and McLean (1992), Straub (1989), and Holsapple and Johnson (1994).
The author and a research assistant collated all theoretical and empirical papers that referred
to organisational size. For the purposes of this study, organisations were included if they
constituted separate commercial entities (organisations such as hospitals and educational
institutions fell into a grey area, and were admitted to the study on a case by case basis).
Studies had to make use of the term, “size”, “larger” or “smaller” in an organisational context.
Papers that examined some facet of an organisation as opposed to using that facet as a proxy
for size were disallowed. For example, studies that examined total assets as a proxy for size
were admitted to the study; those that simply examined a firm’s total assets were not. As
Delone and McLean (1992) argue, cases of ambiguity and imprecision inevitably arise when
conducting taxonomic analysis of this kind. In cases of ambiguity, the opinion of a second
senior academic staff member was sought (MacQueen and Milstein 1999).
The time interval for the search was restricted to eleven years: expressly, the period 1989 –
2000. Research from this (relatively short) period encompasses more traditional firms in
addition to those that have not followed “classical” growth patterns (such as electronic
commerce organisations) and those that are subject to unconventional technology-enabled
operating environments (such as virtual offices and telecommuting).
3.3 Method
This study’s method comprises two sections. First, Neuman’s (1994) program of textual
post-coding was used to extract size factors. First, each research paper was open coded. This
constituted a “first pass” over the research papers in an attempt to identify the major theories
behind what IS researchers believe “size” to mean. This pass generated a substantial, but not
exhaustive, list of factors from the literature works. The second stage, axial coding, involved
more clearly specifying the research factors developed in the previous stage. Specifically, this
stage allowed for the linking between concepts within studies. For instance, some authors had
several reasons for using organisational size. At first, glance, these reasons appeared to be
closely related. However, during axial coding and in deeper analysis, it was found that these
relationships were only superficial. The third stage, selective coding, the individual selection
items extracted in the previous stage were used to re-evaluate the literature works. A second
senior staff member checked the groupings upon conclusion of the coding process.
The second stage of the method involved grouping these factors into appropriate categories.
To do this, a process similar to concept mapping was used (Trochim 1989). First, each factor
was written on a rectangular piece of card, with an example of the factor in context (listed in
Table 2) and an identification number. Then, on the advice of Malhotra (1981) and Trochim
(1989), the cards were individually distributed to nine IS research academics. Each academic
was asked to group the factors into categories that they believed to be appropriate. Finally,
each respondent’s categories were entered into an individual similarity matrix which were
later aggregated into a group similarity matrix in order to show areas of similarity.

4. Factor Results
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In total, some 2,000 papers were analysed, yielding 21 factors. Table 1 shows each
organisational size factor, the studies, and the area of the application. For brevity, only those
studies that made used organisational size as a research variable are shown. Full
bibliographical references for these papers are available from the author.
Table 1: Relationship Between Organisational Size Constructs and Areas of Application
Construct
1. Co-ordination

2. Resources

3. Competitiveness

4. Communication Need

5. Organisational Levels

6. Expertise

7. Control

8. Organisational Slack

Citation
Pavri and Ang (1995)
Yap (1990)
Teo et al. (1995)
Chau and Tam (2000)
Iacovou and Benbasat (1995)
Kivijarvi and Saarinen (1995)
Palvia et al. (1994)
Karimi and Gupta (1996)
Grover et al. (1994)
Yap (1990)
Al-Khaldi and Wallace (1999)
Lind et al. (1989)
Choe (1996)
Grover and Teng (1992)
Palvia and Palvia (1999)
Riemenschneider and Mykytyn (2000)
Teo et al. (1995)
Thong (1999)
Shao (1999)
Straub and Nance (1990)
Choudhury (1997)
Teo et al. (1995)
Thong (1999)
Kivijarvi and Saarinen (1995)
Al-Khaldi and Wallace (1999)
Harrison and Farn (1990)
Kivijarvi and Saarinen (1995)
Mitra and Chayam (1996)
Truman (2000)
Harris and Katz (1991)
Yap (1990)
Hitt (1999)
Palvia and Palvia (1999)
Ryan and Harrison (2000)
Thong (1999)
Torkzadeh and Xia (1992)
Kivijarvi and Saarinen (1995)
Palvia et al. (1994)
Mitra and Chayam (1996)
Yap (1990)
Law and Gorla (1996)
Conrath and Mignen (1990)
Mitra and Chayam (1996)
Pick (1991)
Chau and Tam (2000)
Grover and Goslar (1993)
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Area of Application
Strategic planning practices
Firm use of IT
EDI benefits
IT adoption
EDI adoption
IS investment and firm performance
Computing in small business
Competitive strategy
IS outsourcing
Firm use of IT
Attitude towards PC use
IT adoption
AIS performance and evolution
DBMS adoption
IT satisfaction
IT management knowledge
EDI benefits
IS adoption in small business
Expert system diffusion
Computer abuse
IOS Development
EDI benefits
IS adoption in small business
IS investment and firm performance
Attitude towards PC use
IS management issues
IS investment and firm performance
IT spending cost-effectiveness
Electronic exchange integration
IT investment intensity
Firm use of IT
IT and firm boundaries
IT satisfaction
IT Investments and firm performance
IS adoption in small business
Telecommunications management
IS investment and firm performance
Computing in small business
IT spending cost-effectiveness
Firm use of IT
IS effectiveness
User satisfaction
IT spending cost-effectiveness
IS in non-profit organisations
IT adoption
IT initiation and adoption

9. Risk Aversion
10. Risk Tolerance

11. Scale

12. Flexibility

13. Economies of Scale

14. Expenditure

15. Capability
16. Investment

17. Structure

18. Complexity

19. Market Power
20. Distribution
21. Employment
22. No Justification

Thong (1999)
Ang and Straub (1998)
Chau and Tam (2000)
Chengular-Smith and Duchessi (1999)
Lind et al. (1989)
Shao (1999)
Straub and Nance (1990)
Karimi and Gupta (1996)
Truman (2000)
Lind et al. (1989)
Riemenschneider and Mykytyn (2000)
Thong (1999)
Grover and Goslar (1993)
Lind et al. (1989)
Grover and Teng (1992)
Li and Ye (1999)
Karimi and Gupta (1996)
Mitra and Chayam (1996)
Grover and Goslar (1993)
Yap (1990)
Mendelson and Pillai (1998)
Li and Ye (1999)
Ang and Straub (1998)
Chengular-Smith and Duchessi (1999)
Teo et al. (1997)
Harris and Katz (1991)
Li and Ye (1999)
Riemenschneider and Mykytyn (2000)
Pick (1991)
Pick (1991)
Kivijarvi and Saarinen (1995)
Karimi and Gupta (1996)
Harris and Katz (1991)
Hitt (1999)
Ryan and Harrison (2000)
Torkzadeh and Xia (1992)
Premkumar and King (1994)
Harris and Katz (1991)
Lind et al. (1989)
Thong (1999)
Beauclair and Straub (1990)
Talmor and Wallace (1998)
Mitra and Chayam (1996)
Premkumar and King (1994)
Yap (1990)
Torkzadeh and Xia (1992)
Choudhury (1997)
Harris and Katz (1991)
Ahituv et al. (1989)
Coakes and Merchant (1996)
Post et al. (1999)
Anandarajan and Arinze (1998)
Wang (1994)
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IS adoption in small business
IS outsourcing
IT adoption
Client-server adoption
IT adoption
Expert system diffusion
Computer abuse
Competitive strategy
Electronic exchange integration
IT adoption
IT management knowledge
IS adoption in small business
IT initiation and adoption
IT adoption
DBMS adoption
IT and firm performance
Competitive strategy
IT spending cost-effectiveness
IT initiation and adoption
Firm use of IT
Businesses and IT use
IT and firm performance
IS outsourcing
Client-server adoption
IS strategic planning
IT investment intensity
IT and firm performance
IT management knowledge
IS in non-profit organisations
IS in non-profit organisations
IS investment and firm performance
Competitive strategy
IT investment intensity
IT and firm boundaries
IT Investment and firm performance
Telecommunications management
IS planning
IT investment intensity
IT adoption
IS adoption in small business
GDSS utilisation
CEO salary
IT spending cost-effectiveness
IS planning
Firm use of IT
Telecommunications management
IOS Development
IT investment intensity
Distributed computing policy
Expert system use
CASE Tools
Client/Server processing architecture
IS management issues

Meyer (1997)
Yang (1996)
Lai (1994)
Li and Rogers (1991)
Katz (1993)
Ahituv et al. (1998)
McLean et al. (1993)
Zeffane (1992)
Swanson and Dans (2000)
Poon and Swatman (1999)
Maansaari and Iivari (1999)
Nabali (1991)
He et al. (1998)
Udo and Davis (1992)

Visual information acceptance
Information management issues
Computing in small business
IS profile of US firms
IT and business value
IS and new product introduction
End-user computing
Structural control in organisations
System life expectancy
Small business Internet issues
CASE usage
IS in hospitals
IS in manufacturing
DSS Benefits

The analysis presented above suggests a number of underlying factors at play. Figure 1 shows
that 21 factors were discovered. In addition to these factors, however, a number of studies
offered no identifiable justification for their use of organisational size. The number of such
studies warrants its inclusion as an indicator of how authors perceive organisational size.
Authors appear to lack an accepted view of the factors behind organisational size. For
instance, papers examining IS adoption feature in almost all of the factor categories presented
in Table 1.
Table 2: Card Factor Labels
Card

Factor

Example

1

Co-ordination need

“Larger firms have greater requirement for co-ordination”

2

Resources

“Larger firms have greater resources”

3

Competitiveness

“larger firms are more competitive”

4

Communication need

“Larger firms have greater need for communication”

5

Organisational levels

“Larger firms have more levels”

6

Expertise

“Smaller firms have less expertise”

7

Control requirement

“Larger firms have greater need for control”

8

Slack resources

“Smaller firms have fewer slack resources”

9

Risk aversion

“Smaller firms are more averse to risk”

10

Risk tolerance

“Larger firms are more risk tolerant”

11

Scale

“Larger firms have greater scale”

12

Flexibility

“Smaller firms are more flexible”

13

Economies of scale

“Larger firms have greater economies of scale”

14

Expenditure

“Larger firms have greater expenditure”

15

Capability

“Larger firms have greater capability”

16

Investment

“Larger firms have greater investment”

17

Structure

“Larger firms have greater structure”

18

Complexity

“Larger firms are more complex”

19

Market power

“Smaller firms have less market power”

20

Distribution

“Larger firms have greater geographical distribution”

21

Employment

“Larger firms have greater employment”
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5. Analysis of Factor Relationships
Multidimensional scaling was selected as the most appropriate method for statistically
analyzing the factor groupings. The method allows the researcher to analyse groups of factors
in terms of proximity: its “primary purpose is a parsimonious spatial representation of
objects” (Dunn-Rankin 1983:190). The method makes few assumptions about the underlying
factors and the data set. This contrasts with the requirements placed on data by factor analysis
and other approaches (Kruskal 1964a). Also, the method has a rich field of prior use in the
research literature (Davison 1983). The method has been used in studies of historical
sociology and marriage (Kendall 1971), literature analysis (Wainer and Berg 1972),
marketing and consumer preference (Cooper 1973) and others.
This paper uses theory developed by Kruskal and Wish (1978), Kruskal (1964a), Kruskal
(1964b) and Dunn-Rankin (1983) in particular. The scaling process proceeds in five steps as
follows. First, the researcher gathers a set of n items for analysis. These items describe a
factor, concept, or construct, and will have some degree of similarity. The items may be
obtained through a literature search, survey method or other data gathering process.
The second stage requires the researcher to gather “some measure or function of proximity”
(Dunn-Rankin 1983:190) for each pair of items. In other words, the researcher requires a
measure of the similarity or distance between each two items, possibly by way of a
correlation matrix. It is understood that if two items are conceptually similar, then they will
have a smaller distance between them than two items that are conceptually different. If items
e and f are similar (s), and items g and h are different (d), then in Dunn-Rankin’s terms:
def < dgh
and sef > sgh
The third stage requires the researcher to select the number of dimensions in which the data
will be represented. The selection of dimensions is usually determined by the researcher’s
best guess (Dunn-Rankin 1983). Davison (1983) recommends using an a priori theoretical
approach to determine K, but then advocates also exploring K±3 dimensions. Once the
number of dimensions has been determined, the items are placed randomly into the
dimensional space.
The fourth step in the process is to move the items into the dimensional space such that the
distance between pairs of objects in the plot are related to their measure of proximity. Kruskal
(1964a) proposes a method of stepwise refinement whereby items are moved inside the
dimensional space until the principle of monotonicity is compromised. Distance measures
between items are taken before and after they are moved. Deviations are taken between these
two measurements for each item, and then squared. In an ideal scale model, the sum of
squared deviations will be minimized (Dunn-Rankin 1983).
The final step is to interpret the resultant scale diagram. The literature argues that this step
should be conducted with reference to the research literature or analytical argument. Figure 2
shows the results of multidimensional analysis scaling, a method for determining the optimal
distance between candidate factor points. The reader is directed to Kruskal and Wish (1978)
for further discussion of the mechanics of these statistical methods.
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Figure 2: Two Dimensional Euclidean Distance Model
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Bearing in mind the early stage of this research, the results tentatively suggest several
clustered factor groupings. The first group, including expenditure, investment and
employment, could be described as ‘descriptive factors’. This group appears to contain
factors which are directly observable based on physical characteristics (or organisational
structure). For this group, metrics such as “number of employees” and “total assets” appear
appropriate.
The second group, including control and communication need, could be described as
“behavioural factors”. This group may reflect the managerial or behavioural requirements
necessary to maintain the first factor group. For instance, increased resources requires
increased co-ordination and control.
The third group, containing capability and flexibility, could be described as “resultant
factors”. This group reflects those factors that consequently result from the combination of
the first two groups.

6. Discussion and Conclusions
The research has made a number of findings. First, and arguably most importantly, the results
show that while many studies are employing organisational size in their analysis, the
justification behind that employment varies widely. Researchers appear to lack agreement as
to the meaning and nature of organisational size. Further, many researchers fail to disclose
any argument as to organisational size whatsoever. This finding comes despite (or perhaps
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because of) an apparent tacit or perhaps implicit understanding of the term, “organisational
size”.
Second, there appears to be some convincing weight behind the contention that organisational
size is a multi-dimensional construct. The results presented herein support three main groups
underpinning the organisational size construct. This has further implications for how
organisational size and its underlying factors are measured: each of the three factors
presented here should be measured in different ways. However, under the “surrogate” (Yap
1990) of organisational size, they could be measured in the same way, possibly resulting in
incorrect findings. To paraphrase Delone and McLean (1992), “It is unlikely that any single,
overarching measure of [organisational size] will emerge, and so multiple measures will be
necessary, at least in the foreseeable future”.
The study is subject to a number of limitations. First, it is possible that the search method did
not capture every paper that used organisational size. While every effort was made to reduce
the number of missed papers, the researchers cannot rule out the possibility of missed papers
due to human or technical error. Triangulation and confirmation procedures were used to
minimise this, however the magnitude and effect of the error is, unfortunately, unknown.
A second source of potential error lies in the selection of journals. Only six journals were
selected from the hundreds that are available to the IS researcher and practitioner. Given the
human and technology resources available to the researcher, it would have been unfeasible to
pursue a substantially larger number of journals. Also, in this regard, most of the journals are
North American. There is no guarantee that these journals provide a representative (or even
indicative) sample of the research involving organisational size. Additionally, a degree of
inconsistency was found between the print and online versions of some papers: the effect of
this, while unknown, should be borne in mind by scholars in this area. The effect of this error
has hopefully been alleviated somewhat through the careful traversal of journal references
and the sheer number of journal articles examined (over 2,000). The inclusion of a wider
selection of journals in future iterations of this study should at least partially address this
issue.
A third area of research limitation lies in the timeframe selected. Eleven years represents but
a small portion of the total life of the IS discipline, the advent of which is estimated by some
to be during the mid sixties (Holsapple and Johnson 1994). While focusing on such a small
timeframe does allow for more microscopic analysis, the study misses a substantial amount of
previous IS research. The study would no doubt benefit from the inclusion of this sizeable
period: it is anticipated that future work should bring this to fruition.
The findings, while moderated to some degree by the limitations discussed above, have
several implications. The differing interpretations of the size construct jeopardise its
application in research environments. In particular, this disagreement undermines the validity
and reliability of the studies that use the construct. The term appears to be a convenient
“handle”, an umbrella that in fact masks several supporting factors. However, studies appear
to give scant consideration to these foundational concepts. This calls into question the use of
organisational size metrics thus far. Studies could benefit from applying greater scrutiny to
their use of the term.
Of concern is that number of studies that offer no justification or discussion with regard to
their use of the organisational size construct. It is unclear whether this is a cause or an effect
1623

of the confusion surrounding organisational size. This somewhat reckless approach severely
limits the usefulness of the studies in question. Ultimately, such an approach erodes the IS
research pedigree.
The findings present several fertile avenues for further research. First, the study beckons
deeper analysis of the factor groupings. Determining appropriate measures for these
groupings would constitute useful research. Second, the study would welcome the
examination of a larger time period: the formative years of the late 1970s and early 1980s
(Robey 1981), when computer technology was moving into the realms of widespread
affordability, would provide valuable insights into the use of organisational size. These
extensions constitute part of the next stage of this study.
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