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Modern proteomics is mainly based on the analysis of proteins by mass spectrometry. With the increasing use of multidimensional peptide separation coupled to tandem mass spectrometry as an alternative to gel-based approaches for protein expression analysis and high throughput protein identification, there is a growing interest in the development of scoring systems for automated, large scale peptide identification.
SEQUEST (1) (2) (3) , one of the first and most popular scoring schemes, measures the degree of correlation between the experimentally observed and the theoretical MS/MS spectra of peptides present in protein databases and determines the peptide sequence yielding the best correlation score, or Xcorr. Another related SEQUEST parameter is the delta score, or ⌬C n , which measures the difference between the best and second best scores (1) (2) (3) . SEQUEST results must be further processed to determine whether the peptide identification is correct or not. Filtering of SEQUEST outputs has traditionally been done using the parameters Xcorr and ⌬C n by establishing empirically a set of criteria (4 -8) . Because it has been described that these criteria do not usually provide enough discriminative power to be used universally on any data set (9 -11) , alternative filtering criteria have been developed based on the distribution of SEQUEST scores and/or machine learning algorithms to achieve better separation between correct and incorrect assignments (9, (12) (13) (14) (15) (16) (17) . A common approach to evaluate the significance of peptide identification is to construct the distribution of SEQUEST scores after searching large collections of MS/MS spectra against protein sequence databases and subject these distributions to statistical analysis to estimate the probability of finding a true peptide sequence from the scores or the proportion of false positive assignations (9, 12, 13, 16, 17) . For this end several statistical models have been used (9, 12, 16, 17) . The proportion of false positive assignations among the tentative peptide identifications, also called false discovery rate (FDR) 1 (17) (18) (19) , can be estimated by using decoy databases constructed from the target databases (20) . Other scores have also been proposed based on the correlation between observed and theo-retical spectra (21) and on machine learning algorithms, taking into account the intensity pattern of peaks in MS/MS spectra (22) .
Other scoring schemes are based on a different conceptual approach. Instead of considering large collections of MS/MS spectra, they consider individually each one of the spectra and try to determine the probability that the best sequence match is produced by a random event (the null hypothesis). Some algorithms are based on theoretical probability models (11, (23) (24) (25) (26) , whereas others consider the frequency distribution of scores obtained while a search is performed against peptide candidates within a protein sequence database and can hence be applied to determine statistical significance associated to empirical scoring schemes (27) . A common measure of statistical significance is given by the so-called p value, which assesses the chance of validly rejecting the null hypothesis (11, 25, 28) . A related value is the expectation or E value (11, 25, 27) , a parameter that reflects the number of hits in a database expected to happen by chance with a given or better score.
Despite these efforts, the calculation of exact confidence of peptide identification is still considered an open problem. The lack of an appropriate confidence indicator is particularly problematic when large data sets are analyzed (29) because it is impossible to manually validate all the matches between tandem mass spectra and tentative peptide sequences. It has been acknowledged recently that universally accepted and widely available computational tools for validation of the published results are not yet available (29, 30) . Besides a significant but undefined number of the proteins being reported as "identified" in proteomics studies are likely to be false positives (13) .
In this work we will refer to the (best) score distributions constructed from large collection of different MS/MS spectra as average score distributions, whereas score distributions associated to a particular spectrum, such as these used to calculate E values, will be referred to here as single-spectrum score distributions. Despite their widespread use, the properties and behavior of average score distributions, such as dependence on database size, and particularly those related to SEQUEST scores, are still poorly understood. Besides it is a surprisingly common procedure to extrapolate statistical parameters and distributions obtained using particular data sets and databases to very different conditions where it is not clear whether error rates of peptide identification can be fully predicted using the same criteria. There is also some confusion with the use of the best score and the delta score. The delta score has been used either as a "threshold discriminator" so that only those spectra having a minimum delta score are considered as potential positives (4 -8) or as an additional, independent score parameter that is evaluated together with the best score to determine the statistical matching significance (9, 16, 17) . Although they are obviously interrelated, the theoretical relation existing between the best score and the delta score (or the second best score) has not been analyzed yet. Besides the relation between average score distributions and single-spectrum distributions, using the same scoring scheme, and the relative performance of peptide identification in large scale experiments have not been explored.
In this work we perform a mathematical analysis of SEQUEST average score distributions and analyze the behavior and properties of these distributions. For this end, we introduce the concept of spectrum quality and express the average score distributions as quality-weighted averages of single-spectrum distributions. Using this mathematical framework we make inferences about the dependence of these distributions on database size and use the concept of probability ratio as a statistical indicator to take into account the information provided by the best and second best scores. All the properties predicted by the mathematical analysis are tested in the practice by using large collections of MS/MS spectra. Finally the performance of peptide identification by SEQUEST using the probability ratio indicator is compared with that obtained using other approaches based on empirical modeling of average score distributions or the construction of single-spectrum score distributions. Our results facilitate understanding the properties and behavior of average score distributions as well as their practical limitations, provide a theoretical framework to relate them with single-spectrum distributions, and demonstrate the utility in the practice of the probability ratio concept as a very simple, robust, and accurate method to evaluate peptide identification confidence using SEQUEST in large scale experiments.
EXPERIMENTAL PROCEDURES
Two MS/MS spectra data sets were taken from a previous work (17); they were obtained by analyzing trypsin-digested whole cell extracts by ion exchange chromatography followed by reverse phase chromatography on line with ion trap mass spectrometry using either an LCQ Deca XP or an LTQ machine (Thermo Fisher) as described previously (17) . One of the proteomes, analyzed using the Deca XP machine, was composed of nuclear proteins from Jurkat cells (17) , and its analysis produced a collection of more than 40,000 MS/MS spectra. The other proteome, analyzed using the LTQ machine, was composed of total cell extracts from mesenchymal stem cells prepared from human bone marrow samples as described previously (31) and produced a data set containing more than 150,000 MS/MS spectra. In addition, a third collection, containing 13,000 MS/MS spectra, obtained from the analysis of an Escherichia coli proteome by using a hybrid LTQ-Orbitrap machine (Thermo Fisher) and kindly provided by Michaela Scigelova, was used to test the performance of the method in conditions of high accuracy mass determination of precursor ions.
Database searches using SEQUEST were performed as described previously (17) . Single-spectrum probability score distributions were constructed by performing extensive searches against large collections of random tryptic peptide sequences generated by Monte Carlo, taking into account the natural amino acid frequency in the nr.fasta database, or taken from reversed databases. Average score distributions for the first, second, . . . jth best SEQUEST scores were constructed from the whole collection of spectra by considering these scores separately and independently from the spectra from which they were derived; this was accomplished by ranking each one of the sets in decreasing order of score and by expressing the average probability associated to the score as its relative rank position (rank/E where E is the total number of spectra). Scores obtained from the same spectra assuming different charge states were analyzed as if they were produced from different spectra. Data were produced by rejecting for fragmentation precursor ions with charge lower than 2 or higher than 3; hence only doubly and triply charged peptides were analyzed in this work. Probability ratios were calculated as illustrated in Fig. 1 and explained in the legend using a program written in C# (freely available upon request). This program uses as input the result files (in srf format) obtained from the separate search of raw files from one or more proteome fractions against the target and decoy databases; decoy databases were constructed by reversing the amino acid sequence of each one of the proteins. The probability ratio program analyzes as a whole all the results obtained from a large scale experiment, allowing the simultaneous analysis of hundreds of srf files. The output is made in PepXML format. Further details about the program and raw file collections to test the method can be obtained upon request. Probability ratios were corrected by charge and length by a simple numerical correction of SEQUEST Xcorr scores. Charge is adjusted by considering that the amount of fragment information in an MS/MS spectrum that can randomly match doubly and triply charged theoretical fragments is approximately half and a third, respectively, of the information that can match singly charged fragments. Therefore, assuming a spectrum to come from a triply charged precursor ion increases the potential for random matching by a factor of 11/9 ϭ 1.22 with respect to the doubly charged precursor hypothesis; hence correlation scores for triply charged ions were just divided by this factor, and no correction was applied to doubly charged precursor ions. Peptide length was accounted for by using the formula log(x)/log(2L), where x is the chargecorrected first, second, . . . , or jth best SEQUEST score and L is the peptide length, in a manner similar to those proposed by other authors (9, 32) . FDRs (17, 18, 19) , defined as the proportion of expected false positives within the population of identified peptides, were calculated by counting up the number of peptides identified in the decoy and in the target databases as illustrated in Fig. 1 .
RESULTS

Properties of SEQUEST Average Score Distributions: the Probability Ratio Concept-
In this work we analyze two different kinds of distributions of SEQUEST scores. The first are distributions that are characteristic of each one of the MS/MS spectra. The single-spectrum distribution for a best score x after searching N sequence candidates is a function that measures the probability that the MS/MS spectrum produces a best score equal to or better than x by chance. The mathematical properties of this kind of distributions are analyzed in the supplemental information where these properties are also tested in the practice using some examples obtained with real MS/MS spectra. The second kind of score distributions, characteristic of a compilation of spectra, are the average distributions of the best score I N (x) that are obtained when a large collection of MS/MS spectra is searched against a decoy sequence database. We also analyze the distributions that are obtained by considering the second best scores instead of the best ones, the average probability distributions of the second best score, or H N (x), and, in general, those of the jth best score.
The mathematical properties of SEQUEST average distributions are analyzed in the supplemental information; these distributions were mathematically treated as the superimposition of the single-spectrum best score distributions from all MS/MS spectra in the data set. Spectra were conceptually classified according to a parameter called quality, whose interpretation in the practice is that spectra with higher quality tend to give better best scores by chance alone (see "Discussion" and supplemental information for further details). Two main properties with relevant implications in the practice were derived from the analysis. One is that the values taken by average probability distributions tend to be proportional to the number of sequence candidates when the probabilities are sufficiently low, i.e. when the best scores take high values, and positive peptide identifications are expected to occur. This means that the average probabilities become proportional to database size. The second property is that the value taken by the average distribution at the best score produced by a given spectrum is a very accurate estimation of the fraction of spectra in the collection whose quality is equal or higher. The average distribution of the second best score has the same properties. Because the second best score obtained when a spectrum data set is searched against a target database may be reasonably assumed to be random (a point that is further discussed below), the value taken by the average score distribution at the second best score may be used as an accurate estimator of the relative ranking position of the spectrum, according to its quality, within the collection.
On the basis of this mathematical framework, we have analyzed how the information provided by the first and second best scores should be treated to make statistical inferences about peptide identification in a large scale experiment. We arrived to the conclusion that the conditional probability of getting a first score equal to or better than x F when a second best score equal to or better than x S is obtained may be estimated by the ratio of the average probability of the first score to the average probability of the second best score, that is by I N (x F )/I N (x S ) (Equation 14 from the supplemental information). The conditional probability may also be estimated by using the average distribution of the second best score in the denominator, i.e. H N (x S ), instead (see Equation 13 from the supplemental information).
Properties of the Probability Ratio-The probability ratio is easily computed in the practice as schematized in Fig. 1 . Briefly the spectra collection is searched against a decoy database, and the set of best (Xcorr) scores is used to construct the average probability distribution for the best score I N (x); this is done by ranking the scores in decreasing order and plotting the normalized ranking position as a function of the score. The curve is used to determine, by direct interpolation, the average probability values for the best and second best scores, I N (x F ) and I N (x S ), which are used to compute the probability ratio. The same curve is also used to compute the probability ratio from the scores determined after searching the target database. When the best score from the target database search is better than the highest score in the distribution (as it happens when there is a very clear match between the mass spectrum and the correct peptide sequence), the probability was not computed but just assumed to be lower than that of the best decoy score (Fig. 1, arrow in left  panel) . The probability ratios obtained with the decoy and target databases are then used to compute the FDR (18, 19) at any probability ratio threshold as the proportion of peptides identified in the decoy database among the population of peptides identified in the target database (Fig. 1, right panel) .
As explained in the preceding section, the average probability of the second best score is a good estimator of the relative ranking position of the spectrum in the collection according to its quality. Hence the probability ratio may be conceived as a score with an internal correction that, taking into account spectrum quality, compensates for the fact that the collection of MS/MS spectra is heterogeneous and that there are large differences from one spectrum to another in terms of the scores obtained against random peptide sequences.
The probability ratio may also be computed as the ratio I N (x F )/H N (x S ) by constructing separately the curves for the first and the second best scores from the decoy database search. As exemplified in Fig. 2A , showing results obtained from the analysis of a proteome from Jurkat nuclei, there is no appreciable difference between this indicator and that calculated as depicted in Fig. 1 regarding the performance of peptide identification in terms of FDR. Similarly the probability ratio may, in general, be calculated by using the jth best score and the average probability distribution corresponding to FIG. 1. Determination of the probability ratio and the FDR. The average probability distribution of the best score, I N (x), is obtained by searching the collection of MS/MS spectra against a decoy database and determining the normalized rank position of each score (left panel, thick line; E is the total number of spectra). Spectra are then searched against the target database, and the average probabilities of the first (I N (x F )) and second best (I N (x S )) scores are determined by direct interpolation in the curve. When the score is higher than the best score obtained after searching the decoy database (arrow in left panel), the probability is not computed by extrapolation but just assumed to be lower than 1/E. The probability ratio (p R ) is then calculated as indicated by the formula in the left panel. FDRs are calculated by determining the number of spectra identified at a given p R after separate searches against the decoy and target databases as illustrated in the right panel.
FIG. 2.
Effect of the method used to compute the probability ratio on the performance of peptide identification. A large collection containing more than 40,000 MS/MS spectra obtained from the analysis of the proteome of Jurkat cells was searched against a target and decoy database, the search results were then analyzed, and the performance of peptide identification was assessed by plotting the number of peptides identified against the FDR. In A the probability ratio was computed as described in Fig. 1 as the ratio I N (x F )/I N (x S ) (black line), and the performance was compared with that obtained using the ratio I N (x F )/H N (x S ) instead (gray line) or by selecting only for FDR calculation the charge state yielding the lowest probability ratio for each one of the MS/MS spectra (discontinuous line). In B the probability ratio was computed as in Fig. 1 (PR; gray line) by classifying the spectra according to charge state and determining FDR in each group separately (PR charge sep; discontinuous gray line), after a correction for charge and length as described under "Experimental Procedures" (PR corr; black line), or after the correction for charge and length and spectra classification according to charge state (PR corr charge sep; discontinuous black line).
this jth best score; the FDR curves are also indistinguishable from those obtained using the original method (not shown). This behavior of the probability ratio is justified by the properties of these score distributions as explained in the supplemental information.
Because the probability ratio introduces an intrinsic correction for spectrum quality, factors known to influence distribution of SEQUEST scores have little effect, if any, and may be ignored. These include the uncertainty in charge state assignation by which spectra are usually searched two or more times assuming different charge states, i.e. as if they were in the practice two or more different spectra; this may affect the correct determination of FDRs by increasing the search space. This effect was tested by comparing the probability ratios obtained when the same spectra in different charge states are considered as if they were different spectra with the probability ratios obtained by selecting only the charge state associated with lower (i.e. more significant) values. As exemplified in Fig. 2A , selection of the best charge state was found not to alter the FDR curve at values lower than 0.05 and was only appreciable at FDR values above 0.2 (not shown). Hence a correct peptide charge assignation is not a critical factor for peptide identification when the probability ratio is used as indicator.
Charge state and peptide length are also known to affect Xcorr scores; as shown in Fig. 3 , A and D, there was an appreciable shift toward higher values as peptide length or charge state increased as observed by other authors (9, 32) . In clear contrast, when spectra were classified according to these factors, no appreciable shift was observed in the distribution of probability ratios (Fig. 3, B and E) . This behavior is expected for random matches where the same quality (estimated by ranking position) is determined from the first and from the second best scores in their respective distributions. It should be noted that as peptide length or charge state increased, the ranking positions of SEQUEST scores tended to decrease, and hence their ratios, computed from smaller numbers, showed a significantly higher dispersion (Fig. 3, B and E). This numerical effect altered differentially the tail of the probability ratio distributions; as a consequence of this asymmetry a better performance of peptide identification was observed when FDRs were calculated separately in spectra subgroups classified by charge state (Fig. 2B) . Because this effect is purely numerical, it was easily accounted for by a simple transformation of SEQUEST scores that corrected the bias imposed by charge and length (see "Experimental Procedures"). The distributions of "corrected" probability ratios for different charge states and peptide lengths were almost in- , and 1800 -2300 Da (discontinuous lines). Spectra in the lower panels (D-F) were classified according to charge state: z ϭ 2 (black lines) and z ϭ 3 (discontinuous lines). The probability ratio was uncorrected (B and E) or corrected for charge and length as described under "Experimental Procedures" (C and F). distinguishable (Fig. 3, C and F) , and the FDR curves obtained without any kind of spectra classification showed an even better performance (Fig. 2B) . As expected, separating the spectra according to charge state did not result in a significant improvement in comparison with the results obtained analyzing all the spectra together when the corrected probability ratio was used as indicator (Fig. 2B) . Similar comparative results were obtained when the proteome from mesenchymal stem cells was analyzed (not shown).
To determine whether the particular quality distribution of spectra in the collection used to compute the probability ratio may affect the statistical significance, the probability ratios of spectra belonging to a collection were calculated using the average distribution of the best score obtained from the analysis of a different spectra collection of larger size, and vice versa the probability ratios of the latter were determined from the average distribution of the former. As shown in Fig. 4, A and B, the number of identified peptides did not change appreciably as a function of the FDR when a different average distribution was used to determine the probability ratio. The best score distributions of these two spectra collections are compared in Fig. 4 , C and inset. These results further illustrate the robustness of the quality correction introduced by the probability ratio, which makes the final results tolerant towards the distribution of the MS/MS data set used to construct the average score distribution. Note that although different score distributions may be used to calculate the probability ratio, the error rates must always be calculated using the probability ratios obtained by searching the same data set against the corresponding decoy database and interpolating into the same score distribution.
Comparative Performance of the Probability Ratio Indicator-The results obtained using the probability ratio as indicator were compared with those obtained by a previously published empirical approach describing the behavior of the best score and the delta score on the basis of a two-variable Gaussian model (17) . This served as an appropriate test of the method because the performance of that empirical method in comparison with other known methods, such as PeptideProphet, using the same data sets used in this work has already been analyzed, and it showed a better performance at FDRs lower than 0.05 (17) . As shown in Fig. 5A , even without any correction for charge and length the probability ratio had a performance similar to that of the two-variable Gaussian model (which uses separate distributions for spectra with different charge states), whereas the performance of the corrected probability ratio indicator was clearly superior. Hence the results obtained by the probability ratio method, developed on the basis of purely analytical considerations, despite its conceptual and computational simplicity and the absence of adjustable functions, fitting parameters, and spectra classifications, are superior to those obtained by empirical methods specifically designed to deal with SEQUEST score parameters.
FIG. 4.
Effect of the average score distribution used to calculate the probability ratio on the performance of the method. The black lines represent the FDR curves obtained from the analysis of tryptic peptides from the human Jurkat nuclei proteome (A) and from the human mesenchymal stem cells proteome (B) by the conventional probability ratio method. The gray lines are the FDR curves obtained when the probability ratios from the peptides of the former proteome are calculated by interpolating in the average score distribution of best decoy scores obtained from the analysis of the latter proteome (A) and vice versa (B). The score distributions from the nuclear proteome (gray points) and the stem cell proteome (black points) are shown using a normalized frequency plot (C) or using a normalized rank plot in a logarithmic scale (C, inset).
Although statistical methods used to validate peptide identifications using SEQUEST scores are based on average score distributions constructed with the results obtained from a collection of spectra, there are other scoring methods based on the analysis of single-spectrum score distributions, which may hence be applied to the MS/MS spectrum considered individually. For instance, survival functions constructed from frequency histograms of peptide scores obtained during the database search have been used to calculate the expectation or E value of peptide identification (27) . This approach has been applied to scores, like Sonar (21), for which a stochastic probability distribution is not available in a general, parameterized form (24) . As noted before, these survival functions are equivalent to what we call here single-spectrum score distributions. A question that remains unanswered is whether by using single-spectrum distributions with SEQUEST, instead of average score distributions, a better performance of peptide identification may be achieved. To address this point, we made a computationally exhaustive determination of the single-spectrum score distributions of each one of the spectra derived from the two model proteomes used in this study as in supplemental Fig. 1 . The probabilities associated to the observed SEQUEST Xcorr scores were then directly computed from these score distributions and the number N of sequence candidates. Although this approach was too timeconsuming for routine use in the practice, the results were very informative in the context of this work. The comparative performance of peptide identification obtained by this approach was compared with that of the probability ratio and the two-variable empirical model in Fig. 5A . As shown, the FDR curves obtained using this method are similar but not better than those obtained by the empirical model and the uncorrected probability ratio method but clearly worse than that obtained by using the corrected probability ratio. This finding indicates that, although the method based on the empirical calculation of single-spectrum distributions allows the determination of peptide identification confidence (i.e. the probability associated to the best score) in spectra considered individually, it does not produce significant improvements in comparison with the probability ratio when it comes to the validation of positive peptide identification on the basis of the error rate of the experiment considered as a whole.
Finally the performance of peptide identification obtained with the probability ratio was also compared with that obtained by using fixed thresholds for both Xcorr and ⌬C n that FIG. 5 . Comparative performance of the probability ratio method and other empirical statistical methods. In A FDR curves were obtained by analyzing SEQUEST scores by using the twovariable Gaussian model (17) (2VGM; gray line) , the single-spectrum distributions (SSD; thin black line), and the probability ratio calculated as described in Fig. 1 
(PR; discontinuous thick black line) or after correcting for charge and length (PR corr; continuous thick black line).
In B the FDR curve obtained using the corrected probability ratio (PR corr; thick black line) was compared with those obtained by applying discrete Xcorr and ⌬C n thresholds, which were iteratively optimized to obtain the maximum number of identified peptides at fixed FDRs, calculated by using composite databases as described previously (20) . Spectra were classified in separate groups according to charge state, and score thresholds were optimized at FDRs of 0.005 (discontinuous line), 0.01 (gray line), and 0.07 (thin black line) or at an FDR of 0.07 without previous charge classification (without charge sep; discontinuous thin line); lines were drawn by fixing the ⌬C n threshold optimized in each case and varying the Xcorr threshold. In C the FDR values obtained by using separate database searches were compared with those obtained by searching against a concatenated database for either the fixed, optimized SEQUEST score thresholds method (FT; black points) or the probability ratio method (PR; white points). The numbers indicate the slope of the lines.
are dynamically adjusted to obtain a desired FDR (20) . This was accomplished by searching the same data set against a concatenated database constructed with the target and decoy databases and calculating the rate of false positives by doubling up the number of decoy matches above the threshold as suggested previously (20) . The two SEQUEST scores were iteratively varied until an optimum performance was obtained at FDRs of 0.005, 0.01, and 0.07; this was performed separately in spectra subsets classified according to charge state, adding up the number of identified peptides at each FDR. Fig. 5B shows the curves obtained by fixing optimum ⌬C n thresholds for each charge state and FDR value and varying the Xcorr threshold. As shown, although the curves approached that obtained by using the probability ratio at the selected FDRs, the performance of peptide identification was worse in the rest of the curves. Note that with this procedure spectra classification into different categories such as charge state is critical to obtain the best performance (compare for instance the FDR curves obtained with and without spectra classification according to charge state in Fig. 5 ). In clear contrast, only one parameter without spectra classification was needed to construct the entire FDR curve using the probability ratio method, and it allowed a superior performance of peptide identification. In addition, by sorting the identified peptides in increasing order of probability ratio, as schematized in Fig. 1 , it is possible to assign an FDR value to each one of the tentative peptide identifications, indicating the error rate in the population of peptides that have an equal or better probability ratio score. This allows very practical outputs where FDR cutoffs can be relaxed to inspect lower confidence identifications without losing the error information associated to good peptide identifications.
In a recent work, it was suggested that estimations of FDRs using decoy and target databases should be performed by a single search against a concatenated database and not by searching separately target and decoy databases (20) . The concatenated approach allows a direct competition between decoy and target sequences for the best scores, and thus the relatively high scores that are typically produced in decoy databases by MS/MS spectra corresponding to true peptides are not taken into account (20) . In other words, the concatenated database strategy avoids the quality effect produced by this subset of MS/MS spectra. In the case of the probability ratio, although searches are performed separately against the target and decoy databases (Fig. 1, right panel) , spectrum quality is intrinsically taken into account by the indicator, and hence the quality effect becomes negligible. To illustrate this property, FDRs obtained by using the competition strategy in a composite database were compared with those obtained by searching separately against the target and decoy databases with both the conventional method based on discrete Xcorr/ ⌬C n thresholds and the probability ratio method. As shown in Fig. 5C , when adjustable thresholds of SEQUEST parameters are used according to the conventional method, FDRs increased by 40% when the separate search method was compared with the concatenated search strategy in good agreement with results published previously (20) . In clear contrast, no differences in FDRs were appreciable when the two search methods were compared using the probability ratio. Hence this indicator also displays a robust behavior in relation to the strategy used to determine error rates using decoy databases.
Similar results have been consistently obtained when analyzing other factors that influence search space, like variable modifications, maximum number of missed cleavages, and precursor mass tolerance. In general, factors that increase the number of sequence candidates make more reliable the probability ratio as indicator. The performance of the indicator was also tested in situations where the search space is very small. For this end, we applied the corrected probability ratio method to a collection of more than 10,000 MS/MS spectra obtained from an E. coli protein extract using an LTQ-Orbitrap machine; the data set was searched against a protein database containing only entries from this species with a precursor mass tolerance of 10 ppm, no variable modifications, and no missing cleavages. The performance of peptide identification in terms of FDR curves remained superior to the other empirical methods tested here (not shown).
DISCUSSION
Almost all methods described to make statistical inferences for peptide identification using SEQUEST are based on the analysis of the set of best scores (Xcorr scores) obtained after searching sequence databases with a large collection of MS/MS spectra (9, 12, 13, 16, 17) . The best scores are grouped together, ranked, and used to construct a cumulative distribution of scores, which is used to determine the statistical significance of peptide identification and also the FDR. These cumulative distributions may be conceived as statistical estimates of the average probability distribution of the best score, a function that evaluates the probability of obtaining a spectrum yielding an equal or better best score in the collection. In this work we perform an analytical study of these average score distributions. For this end, we analyzed the properties of the single-spectrum distributions, which are functions characteristic of each one of the spectra, and expressed the average distribution as a combination of single-spectrum distributions. There is a conceptual relation between the single-spectrum distributions and the p and E values, which are common parameters used by database searching algorithms (11, 25, 27, 28) ; this relation is explained in the supplemental information. The fundamental reason to express the average distributions as a function of the underlying single-spectrum distributions is that the latter may be markedly dissimilar in different spectra, and hence large collections of spectra cannot be expected to have a homogeneous statistical behavior.
Our analysis takes into account the fact that the number of sequence candidates against which MS/MS spectra are searched in databases is usually a large number. This has relevant consequences on the properties of average score distributions, depending on the magnitude of the probability. In the low probability region where positive peptide identifications are expected to occur, the average probability is proportional to the number of sequence candidates and therefore to database size. This property was demonstrated in the practice by using model average SEQUEST score distributions constructed by single-spectrum distributions from real MS/MS spectra. Another fundamental property, also validated in the practice, is that the value taken by the average distribution for a given score reflects very accurately the fraction of spectra in the collection that have higher quality, i.e. that tend to produce a better score by chance alone. The term quality has been applied previously to MS/MS spectra referring to the spectra features that make them more likely to be derived from the fragmentation of a peptide (33, 34) . In our study quality is introduced as a mathematical concept whose practical interpretation is that spectra having higher quality are those that tend to produce higher scores when they are searched against a random sequence database. The relation between quality and score ranking position may appear quite obvious because the average distribution is constructed by ranking the spectra according to their best score, and hence the relative ranking position is just the fraction of spectra that have a higher score. However, it should be noted that the cumulative score distribution constructed in the practice from a decoy database search is but an estimation of the underlying average distribution of the collection of MS/MS spectra (which is unknown) and that the ranking position of a spectrum may only be used to estimate its also unknown quality in the same sense that a finite number of determinations of a normally distributed variable may only be used to estimate its hidden normal distribution. Because the number of spectra used in large scale identification experiments is usually very large, the cumulative score distributions obtained from a database search may be considered reliable estimations of the underlying average score distributions. This is supported in the practice by the fact that when the same data set is searched against different decoy databases having equivalent distributions of random peptide sequences (for instance, reversed and pseudoreversed databases (20) ), the same number of random matches are obtained above discrete score thresholds (20) . However, the same conclusion concerning estimation of quality from the ranking position of a given spectrum cannot be reached unless the behavior (i.e. the dispersion) of the random best scores produced by this particular spectrum is analyzed; this information is contained within the single-spectrum score distributions. Our analysis shows that the single-spectrum distributions for the best score rapidly become steep functions as the number N of sequence candidates increase, making the density distributions of the best score very narrow, hence having a very small dispersion. It is only after these properties are analyzed that we can conclude that the quality of a spectrum may be reliably estimated from the ranking position of the spectrum, according to its score, within the collection.
Because the average score distributions reflect mainly the quality distribution, they should be different when different samples are analyzed and would be affected only by factors altering the quality distribution of the sample. For instance, increasing peptide concentration in the sample is expected to increase the proportion of spectra having a good fragmentation and hence the proportion of spectra tending to produce high scores by chance alone; the quality distribution among the spectra observed would then be shifted toward higher values. Changing database size, on the other hand, by altering the number of sequence candidates presented to each one of the spectra will also affect the distribution of scores; this would produce some displacement in the bulk of the distribution but not significantly changing their shape as described in other works (17) . However, this effect will be particularly important in the tail corresponding to the low probability region where probabilities will tend to be proportional to database size. To our knowledge these effects have not been treated before from a purely analytical viewpoint.
Our results once more highlight the fact that the relation between average probabilities or score thresholds and error rates is strongly dependent on the experiment, database size, and searching conditions used and cannot be directly extrapolated from data obtained with different spectra data sets or different databases. Therefore, it is impossible to establish fixed peptide identification criteria of universal validity. Surprisingly using fixed SEQUEST peptide identification thresholds, estimating error rates using databases with a size very different than that used to analyze the data, and extrapolating results obtained previously using a different data set are still common practices. Another important concern is the extrapolation of curves, such as Gaussian or ␥ functions, used to fit average score distributions to estimate peptide identification probability. As shown in this work, average score distributions are in a completely different regime in the low probability region, and therefore no extrapolations of any kind from the bulk of the distribution should be performed.
When SEQUEST scores are statistically analyzed in large scale experiments, the two parameters usually considered are Xcorr (or the best score) and the delta score ⌬C n (or the relative difference between the best and second best scores) (1-3); these two parameters are assumed to contain the most relevant information about the tentative peptide identification (9, 12, 16, 17) . These two parameters are usually treated as independent indicators, and different approaches have been empirically proposed to take them together in the form of a single statistical score (9, 12, 16, 17) . However, it is still unclear whether or not these algorithms are optimal, and this issue remains largely unexplored from the analytical viewpoint. In this work we have analyzed how to treat the information obtained from a database search of a large collection of MS/MS spectra when only the information provided by the best and the second best scores from each hit is available. The mathematical analysis led us to derive a new indicator, the probability ratio, which efficiently takes into account the information provided by SEQUEST database searches using large collections of MS/MS spectra from which only the best and second best scores are considered. Although the derivation of the probability ratio expression is not trivial, its meaning is easy to understand on the basis of the properties of average distributions noted in the preceding paragraph. The average probability of the first score I N (x F ) measures how likely it is to obtain a best score equal to or better than x F by chance in the collection of MS/MS spectra; however, a low average probability does not necessarily indicate that the identification is correct (a non-random match) because it may also indicate that spectrum quality is very high. For instance, if the collection contains 100,000 MS/MS spectra, an average probability of 10 Ϫ5 for a best score x F may occur just by chance if this score is reached by the spectrum with highest quality in the data set. Hence using the best score as the only confidence indicator may underestimate the confidence of identification in the population of spectra having high quality; this may produce false positives. This effect is corrected by taking into account the quality of the spectrum, which, as noted in preceding sections, may be estimated from the average probability of the second best score. Hence the denominator in the probability ratio may be viewed as a factor that exactly compensates for the quality effect. Following the example above, the average probability of the second best score would also be in the order of 10 Ϫ5 ; hence the probability ratio would yield a value near 1, indicating that this match could have been produced by chance. Although this effect may be evaluated, in a certain sense, by calculating the relative difference between the first and the second best scores, i.e. the delta score ⌬C n , until now it has remained unclear how to analyze statistically this parameter in conjunction with the best score; the mathematical analysis of this work gives for the first time a conceptual framework to analyze statistically the information provided by these two parameters.
The probability ratio can be calculated by a simple and non-parametric approach, which avoids using adjustable fitting parameters or performing any kind of assumptions or extrapolations in the tail of the random average distribution. Hence no inaccuracies of any kind are introduced in the calculation of average probabilities, and the FDRs can be straightforwardly calculated for each one of the potentially identified peptides. The probability ratio concept is completely new, is derived on the basis of purely analytical considerations, and is much simpler to apply in the practice than other empirical approaches. Despite its simplicity, the probability ratio yields a performance superior to other previously published empirical statistical methods, and it has additional advantages. By introducing an internal quality correction for each one of the spectra, this method makes it unnecessary to classify spectra according to parameters such as peptide length or charge state (9, 17) , and predefined mathematical functions and adjustable parameters do not need to be chosen to fit the data (9, 17, 24, 35) . Besides the quality correction introduced in the method makes it very robust with respect to the particular quality distribution used and with respect to the method used to estimate FDR using decoy databases.
Although in the most general case the second best score may be considered the consequence of a random match, in some situations it can be expected that a significant proportion of second best matches may be derived from sequences having high homology with correct peptide sequences. This is the case for searches against unfiltered, whole protein databases where the peptides identified may belong to proteins from a variety of different organisms. In these cases it may be useful to take advantage of the theoretical prediction that the quality fraction may also be calculated from average score distributions constructed from the third, fourth, . . . best scores. Hence it is possible to calculate a probability ratio using for instance the best and fourth best scores instead of the second or even an averaged quality obtained from the distributions of the second, third, and fourth best scores. This option is included in the program.
A result with relevant implications in the practice is that determining statistical significance of peptide hits by constructing the single-spectrum best score distributions for each one of the MS/MS spectra did not improve the results obtained using the probability ratio and the first and second best scores only in terms of performance of peptide identification as a function of the error rate in a large scale identification experiment. This suggest that the information provided by the first and second best SEQUEST scores may in the practice be sufficient to establish near optimal confidence values, and no practical improvements will be obtained from the analysis of large collections of scores produced by random matching. The comparative performance of the probability ratio method in comparison with other published methods together with the simplicity and robustness of the conceptual approach and the non-parametric nature of the probability ratio makes this method particularly attractive for automatic, unattended calculation of error rates in large scale peptide identification experiments. 
