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EUCLIDEAN DISTANCE BETWEEN HAAR ORTHOGONAL
AND GAUSSIAN MATRICES
C. E. GONZA´LEZ-GUILLE´N, C. PALAZUELOS, AND I. VILLANUEVA
Abstract. In this work we study a version of the general question of how
well a Haar distributed orthogonal matrix can be approximated by a random
Gaussian matrix. Here, we consider a Gaussian random matrix Yn of order n
and apply to it the Gram-Schmidt orthonormalization procedure by columns
to obtain a Haar distributed orthogonal matrix Un. If F
m
i denotes the vector
formed by the first m-coordinates of the ith row of Yn −
√
nUn and α =
m
n
, our
main result shows that the Euclidean norm of Fmi converges exponentially fast
to
√(
2− 43 (1−(1−α)
3/2)
α
)
m, up to negligible terms.
To show the extent of this result, we use it to study the convergence of the
supremum norm ǫn(m) = sup1≤i≤n,1≤j≤m |yi,j −
√
nui,j | and we find a coupling
that improves by a factor
√
2 the recently proved best known upper bound of
ǫn(m). Our main result has also applications in Quantum Information Theory.
1. Introduction
One of the classical problems in random matrix theory is to compare a ran-
dom Gaussian matrix Yn = (yi,j)
n
i,j=1 with a Haar distributed random matrix
Un = (ui,j)
n
i,j=1 in the orthogonal group O(n). This problem dates back to the
famous work [2], where Borel showed that the distribution of one single coordinate
of Un converges to the distribution of one single coordinate of Yn, when prop-
erly normalized. That is, for a fixed pair (i, j) we have that
√
nui,j converges in
distribution to a standard normal. Since then, many authors have studied the
problem of how many entries of
√
nUn can be simultaneously well approximated
by the corresponding entries of Yn; that is, by independent standard normal dis-
tributions. Indeed, a number of papers in the 1980’s made further progress in
this direction (see for instance [10], [11], [18], [20]). The reader can find a more
complete introduction to this problem in [8, Section 6.3] and the references therein.
Some of the previous works focused on the variation distance. More precisely,
in [18] the authors proved that the joint distribution of the first ln coordinates of
the first column of Yn −
√
nUn converges to 0 in variation distance as n grows to
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infinity, provided that ln = o(
√
n). Later, the order was improved to ln = o(n)
([10]). More recently, in [9], it was proven that the joint distribution of the upper
left ln×mn block of Yn−
√
nUn converges to 0 in variation distance provided that
ln, mn are both o(n
1
3 ). Later, in [3], this order was improved to O(n
1
3 ).
The latest major achievement in this direction came from [14, 15]. In those
papers the author showed that the joint distribution of the upper left ln × mn
block of Yn −
√
nUn converges to 0 in variation distance if and only if ln, mn are
both o(n
1
2 ). This settled the long standing open problem of finding the best ratio
in the variation distance case (see [8, Section 6.3]). In the same paper Jiang also
showed [14, Theorem 3] the existence of a coupling between Yn and Un such that
ǫn(m) = sup
1≤i≤n,1≤j≤m
|yi,j −
√
nui,j|
converges to 0 in probability if and only if m = o( n
logn
). Moreover, if m = βn
logn
then the previous supremum converges in probability to 2
√
β. These results have
been applied in [19] to study the eigenvector distribution of a wide class of Wigner
ensembles. For further history and applications of these results, see [14, 15, 19].
Recent different generalizations of Borel’s theorem can be seen in [4, 5].
Given the relevance of the Euclidean norm in many contexts, and motivated
by these previous works, in this paper we study the behavior of the Euclidean
norm of blocks of Yn −
√
nUn. We are interested not only in the order needed for
convergence to 0, but in the general value of the norm. To show the extent of our
main result, we show later how to recover from it one of the main results of [14].
We have also applied it to solve a question in Quantum Information Theory [12].
Let us define the notation needed to state our main result. Our probability
spaces will be Rn
2
with the Gaussian measure. For every n ∈ N, Yn = (yi,j)ni,j=1
will be a Gaussian random matrix; that is, the variables (yi,j)
n
i,j=1 are independent
standard normal variables. For every 1 ≤ j ≤ n we consider the column vector
yj = (yi,j)
n
i=1. With probability 1, they form a basis of R
n. Following [14], we
apply the Gram-Schmidt orthonormalization procedure to (y1, . . . ,yn) to obtain
an orthonormal basis (νj)
n
j=1. We call Un the matrix (νi,j)
n
i,j=1. We recall that Un
is Haar distributed.
For every 1 ≤ m ≤ n and for every 1 ≤ i ≤ n, let Fmi be the vector formed
by the the first m-coordinates of the ith row of Yn −
√
nUn. We describe the
asymptotic generic behavior of ‖Fmi ‖, where ‖ · ‖ is the Euclidean norm. Let [x]
denote the integer part of x.
Theorem 1.1. Let n ∈ N, let 0 < α ≤ 1 be fixed and let m = [αn]. Let Yn, Un,
Fmi be as above. Then, there exists 0 < δ <
1
2
such that,
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sup
i
‖Fmi ‖ ≤
√(
2− 4
3
(1− (1− α)3/2)
α
)
m+O(mδ)
and
inf
i
‖Fmi ‖ ≥
√(
2− 4
3
(1− (1− α)3/2)
α
)
m−O(mδ),
both with probability exponentially close to 1 as n grows to infinity.
We have chosen this presentation of the main theorem for the sake of clarity. The
actual proof shows further insight into the result. Specifically, we want to mention
that there is a trade off between the rate of the concentration and the order δ
appearing in Theorem 1.1. In our proof we show how to make δ = 2
5
keeping a
very fast concentration rate. Nevertheless, the parameters can be changed easily
to obtain a different value for δ, at the cost of modifying the rate of the exponential
convergence of the probability.
We clarify next some aspects of our result. The coupling is given by the Gram-
Schmidt procedure performed columnwise. It is simple to see that the expectation
of the norms of the columns of Yn−
√
nUn increases with the index of the column.
Our main result says that the norms of the truncated rows will all concentrate
exponentially around the same value. This “flatness” phenomenon is very relevant
in our applications.
Therefore, our main contribution can be seen as a “block-delocalization” result.
We show that the Euclidean norm of the whole block( ∑
1≤i≤n,1≤j≤m
|yi,j −
√
nui,j|2
) 1
2
is well delocalized among the Euclidean norm of the rows. The lack of indepen-
dence is the main difficulty in this case and we need to deal with different technical-
ities to overcome this and prove our result. Our main tools are standard versions
of the concentration of measure phenomenon and the Gram-Schmidt procedure.
Theorem 1.1 considers the case of constant α = m
n
. We describe in the following
corollary the behaviour of the euclidean norm of the rows in the case α→ 0.
Corollary 1.2. For every n ∈ N, choose m ∈ N with 0 ≤ m ≤ n so that the
sequence αn =
m
n
verifies lim
n→∞
αn = 0. Let Yn, Un, F
m
i be as above. Then,
sup
i
‖Fmi ‖ ≤
m√
2n
+ o
(
m√
n
)
,
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and, similarly,
inf
i
‖Fmi ‖ ≥
m√
2n
− o
(
m√
n
)
,
both with probability greater than 1−Cne−mk for certain positive constants k and
C.
In particular, lim
n→∞
sup
i
‖Fmi ‖ → 0 if and only if m = o(
√
n).
As a consequence of Theorem 1.1 we prove in Section 4 a result about the
supremum norm ǫn(m).
Theorem 1.3. For each n ≥ 2, there exist matrices Y ′n = (y′ij)ni,j=1 and U ′n =
(u′i,j)
n
i,j=1 whose 2n
2 entries are real random variables defined on the same proba-
bility space such that
(i) the law of U ′n is the normalized Haar measure on the orthogonal group
O(n);
(ii) {y′i,j; 1 ≤ i, j ≤ n} are independent standard normals;
(iii) set
ǫn(m) = max
1≤i≤n, 1≤j≤m
|√nu′i,j − y′i,j|
for m = 1, 2, · · · , n. Then, there exists 0 < δ < 1
2
such that for any ε > 0
we have
ǫn(m) ≥ (1− ε)(
√
ϕ(α)−O(m−δ))
√
2 logn and
ǫn(m) ≤ (1 + ε)(
√
ϕ(α) +O(m−δ))
√
2 log(nm)
with probability 1− o(1), where we consider 0 < α ≤ 1 fixed, m = [αn] and
ϕ(α) = 2− 4
3
(1−(1−α)3/2)
α
is the function appearing in Theorem 1.1.
If we let α change with n in Theorem 1.3 so that mn = o(
n
logn
) we recover
the convergence to 0 already obtained in [14, Theorem 3] (see Corollary 4.2).
Furthermore, if we pick mn =
βn
logn
we get that√
β ≤ ǫn(m) ≤
√
2β.
Note that in [14, Theorem 3] the author obtained for this case ǫn(m) → 2
√
β.
Therefore, we improve the upper bound by a factor
√
2. The key point is that
our Theorem 1.1 allows us to modify the coupling. The price we pay is that we
do not obtain an explicit coupling, but a randomized one (with high probability).
Also, we have not been able to show that this bound is tight. Details are given in
Section 4.
The fact that Theorem 1.3 follows from Theorem 1.1 provides a better under-
standing of the order n
logn
needed for the convergence of the supremum norm of the
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block. Roughly, each of the row vectors of the difference, when multiplied from the
right by a random unitary, distributes uniformly on the unit sphere. Therefore,
the distance between its supremum and Euclidean norms is of the order logm.
One of our original motivations to study this problem was to solve a question in
Quantum Information Theory. In that context, one is interested in the matrices
Γ = G1G
T
2 , where G1 and G2 are two independent n×m real Gaussian matrices,
whose rows are normalized in the Euclidean norm. This definition of Γ guaran-
tees that it belongs to the set of the so called quantum correlation matrices. An
interesting question in the context of Bell inequalities is to study whether these
matrices belong to the set of local correlation matrices, which can be mathemati-
cally expressed by the fact that Γ belongs to the unit ball of ℓn∞ ⊗π ℓn∞, where π
denotes the projective tensor norm. The main result in [12] states that for a cer-
tain constant α0 ∈ (0, 1) one has that Γ is nonlocal with probability tending to one
as n tends to infinity, provided that m
n
≤ α0. The key point in the proof is that a
similar result can be obtained from the recent work [1] if one replaces the Gaussian
matrices G1 and G2 above with two truncated matrices independently distributed
in the orthogonal group of order n. Hence, Theorem 1.1 is the right “tool” to pass
from orthogonal to Gaussian matrices, at the cost of a slight modification in the
constant α0. We refer to [12] for details.
The rest of the paper is organized as follows. In Section 2 we define our notation
and we recall several known facts about the Gaussian distribution that will be
repeatedly used later on. Then, in Section 3 we prove our main result Theorem
1.1. At the end of that section we show how simple modifications of the same
techniques prove Corollary 1.2. In Section 4 we apply Theorem 1.1 to the study
of the supremum norm of the n×m blocks of Yn −
√
nUn and we prove Theorem
1.3. Next, we obtain as a corollary a slight improvement of [14, Theorem 3].
2. Preliminaries
In this section we define our notation and for the sake of completeness we recall
several known facts about the Gaussian measure on Rn that will be used several
times in the rest of the paper. We say that a real function f(n) is O(g(n)) if there
exist constants C > 0 and n0 such that for all n > n0 we have that |f(n)| ≤ Cg(n).
We say that f(n) is o(g(n)) if lim
n→∞
f(n)
g(n)
= 0. We will use O(g(x)) and o(g(x))
to denote functions on these sets. We will say that a sequence of events En
holds with probability exponentially small (respectively exponentially close to 1)
if there exists α > 0, independent of n such that Pr(En) ≤ O(e−nα) (respectively
Pr(En) ≥ 1− O(e−nα)).
We recall the following well known bounds of the tail of a normal random vari-
able.
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Lemma 2.1. Let Z be a standard normal random variable. Then, for every t > 0,
t
(1 + t2)
√
2π
e−
t2
2 ≤ Pr(Z > t) ≤ 1
t
√
2π
e−
t2
2 .
Hence, for t ≥ 1,
Pr(Z2 > t2) ≤ e− t
2
2 .
We will later choose t = m
ǫ
2 to get
Pr(Z2 > mǫ) ≤ e−m
ǫ
2 .
We will denote the standard Gaussian probability measure (Gaussian measure
in short) in Rn by Gn. We will refer to a Gaussian vector (matrix) as a random
vector whose coordinates are independent standard normal random variables in R.
The following bound of the norm of a Gaussian vector is well known. It can be
easily deduced, for instance, from [16, Lemma 1].
Proposition 2.2. For every 0 < ǫ < 1,
Gn{x ∈ Rn : ‖x‖2 ≥
√
n√
1− ǫ} ≤ e
−ǫ2n
4
and
Gn{x ∈ Rn : ‖x‖2 ≤
√
n
√
1− ǫ} ≤ e−ǫ
2n
4 .
We will use several times along the paper the well known fact that both the
Gaussian measure Gn in the space of vectors Rn and the Gaussian measure Gn2 in
the space of square matrices of order n are biunitarily invariant under the action
of the orthogonal group O(n). Using this, it is very easy to see that the projection
PL(x) of a random Gaussian vector x onto a fixed subspace L of dimension k is a
Gaussian vector of this subspace.
One can see the rotationally invariant (uniform) measure µn in S
n−1 as the
pushforward measure of Gn given by the map f(x) = x‖x‖ . That is, given a set
A ⊂ Sn−1 we have that µn(A) = Gn(f−1(A)).
Similarly, one can consider the pushforward measure of Gn2 induced by the map
that takes the first k n-dimensional vectors x1, ...,xk ∈ Rn to the span{x1, ...,xk},
the linear subspace generated by them. This measure is the only one invariant
under the action of O(n) and therefore we call it the Haar measure in the Grass-
mannian of the k-dimensional subspaces of Rn.
The following proposition follows immediately from the previous explanation.
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Proposition 2.3. Let L ⊂ Rn be a Haar distributed k-dimensional subspace and
let x ∈ Rn be a Gaussian vector independent from L. Then, for any 0 < ǫ < 1,
Pr
(
‖PL(x)‖2 ≥
√
k√
1− ǫ
)
≤ e−ǫ
2k
4
and
Pr
(
‖PL(x)‖2 ≤
√
k
√
1− ǫ
)
≤ e−ǫ
2k
4 .
If we replace the Gaussian vector by a fixed unitary vector we obtain the fol-
lowing estimates.
Proposition 2.4. Let L ⊂ Rn be a Haar distributed k-dimensional subspace and
let y ∈ Rn be a fixed unitary vector. Then, for any 0 < ρ < 1 we have
Pr
(
‖PL(y)‖ ≥ 1
1− ρ
√
k
n
)
≤ e− ρ
2k
4 ,
and
Pr
(
‖PL(y)‖ ≤ (1− ρ)
√
k
n
)
≤ e− ρ
2k
4 .
For t > 1 we also have
Pr
(
‖PL(y)‖ ≥ t
√
k
n
)
≤ e− k4 (t2−2).
Proof. One can consider a Haar distributed k-dimensional subspace L as a Haar
distributed orthogonal matrix U acting on a fixed k-dimensional subspace M .
Hence, PL(y) = PM(Uy). Now, the vector Uy is a random uniform vector on the
unit sphere of Rn and, according to our explanation above, it is x¯ = x‖x‖ for a
Gaussian vector x. Thus, PL(y) has the same distribution as PM(x¯). Then, the
result can be easily deduced from the known estimates on PM(x¯), for example,
from [6, Lemma 2.2]. Also, note that a version of this proposition with slightly
worse constants of the first two bounds can be easily deduced from Proposition
2.2 and Proposition 2.3. 
3. Proof of Theorem 1.1
We briefly recall our notation: Yn = (yi,j)
n
i,j=1 will be a normal Gaussian random
matrix. We consider the column vectors yj = (yi,j)
n
i=1. With probability 1, they
form a basis of Rn and, in that case, we can apply the Gram-Schmidt orthonor-
malization procedure to (y1, . . . ,yn) and we obtain an orthonormal basis (νj)
n
j=1.
We call Un the matrix (νi,j)
n
i,j=1. For every 1 ≤ m ≤ n and for every 1 ≤ i ≤ n, Fmi
is the vector formed by the the first m-coordinates of the ith row of Yn −
√
nUn.
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We start the proof of Theorem 1.1 with some observations about the Gram-
Schmidt orthonormalization process. Let us examine the situation in step j. The
Gaussian vectors y1, . . . ,yj−1 have been chosen independently. Associated to them
we have the orthonormal vectors ν1, . . . ,νj−1. Both sets of vectors span the same
j − 1 dimensional subspace Lj−1. This subspace is distributed according to the
Haar measure in the Grassmanian of the j − 1 dimensional subspaces of Rn.
We consider the column vectors
∆j =
j−1∑
k=1
〈yj ,νk〉νk = PLj−1(yj),
where PLj−1 is the orthogonal projection onto Lj−1, and we write
yj −
√
nνj = ∆j + (yj −∆j)−
√
nνj.
Let us call ∆′j = (yj − ∆j) −
√
nνj and let us note that (yj −∆j) has the same
direction as νj (by definition of νj) so that
∆′j = (‖yj −∆j‖ −
√
n)νj = (‖PL⊥j−1(yj)‖ −
√
n)νj,
where PL⊥j−1 is the projection onto the subspace orthogonal to Lj−1. Note that ∆j
and ∆′j are orthogonal to each other.
Associated to the ∆j ’s and ∆
′
j’s, for every 1 ≤ i ≤ n and for every 1 ≤ m ≤ n
we have the (truncated) row vectors
Gmi = (∆j(i))
m
j=1 =
(
j−1∑
k=1
〈yj,νk〉〈νk, ei〉
)m
j=1
=
(〈
PLj−1(yj), ei
〉)m
j=1
and
Hmi = (∆
′
j(i))
m
j=1 =
(
(‖yj −∆j‖ −
√
n)〈νj, ei〉
)m
j=1
=
(
(‖PL⊥j−1(yj)‖ −
√
n)〈νj, ei〉
)m
j=1
.
Then,
‖Fmi ‖2 = 〈Gmi +Hmi , Gmi +Hmi 〉 = ‖Gmi ‖2 + ‖Hmi ‖2 + 2〈Gmi , Hmi 〉.
We will upper and lower bound ‖Gmi ‖ and ‖Hmi ‖ outside of a set of exponentially
small probability. Moreover, we show that the leading terms of supi ‖Gmi ‖ and
inf i ‖Gmi ‖ are equal (and the same happens for ‖Hmi ‖) and thus the bounds are
sharp. After that, we will see that 〈Gmi , Hmi 〉 is negligible when compared with
those bounds outside of a set of probability exponentially small. Finally we will
get that ‖Fmi ‖ is upper and lower bounded by the bounds of
√‖Gmi ‖2 + ‖Hmi ‖2.
First, we bound ‖Gmi ‖.
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Proposition 3.1. With the notation of Theorem 1.1,
sup
i
‖Gmi ‖ ≤
√
α
2
m+O(mδ)
and
inf
i
‖Gmi ‖ ≥
√
α
2
m−O(mδ)
with probability exponentially close to 1.
Proof. We note that
Gmi,j =
j−1∑
k=1
〈ei,νk〉〈νk,yj〉 =
〈
j−1∑
k=1
〈ei,νk〉νk,yj
〉
.
Therefore, to obtain the j-th coordinate of Gmi we consider the Haar distributed
j − 1 dimensional subspace Lj−1 = span{ν1, . . . ,νj−1} = span{y1, . . . ,yj−1}. We
project ei onto it and we obtain the vector
∑j−1
k=1〈ei,νk〉νk. Independently, we
consider a random Gaussian vector yj and calculate the inner product〈
j−1∑
k=1
〈ei,νk〉νk,yj
〉
=
〈
PLj−1(ei),yj
〉
.
The independence of yj with respect to y1, . . . ,yj−1 guarantees that
(3.1)
Gmi,j =
〈
PLj−1(ei),yj
〉
is distributed like ‖PLj−1(ei)‖gj =
(
j−1∑
k=1
〈νk, ei〉2
) 1
2
gj,
where gj is a standard normal variable, independent of ν1, . . . ,νj−1, and, therefore,
independent also of all of the previous gj′, j
′ < j.
Hence, with the notation 〈νk, ei〉 = νk,i we have that ‖Gmi ‖2 has the same
distribution as
∑m
j=2
∑j−1
k=1 ν
2
k,ig
2
j .
The fact that the factors
∑j−1
k=1 ν
2
k,i multiplying each of the gj’s are not constant
and depend on the previous gj′’s makes it impossible to apply a concentration
bound directly. We circumvent this difficulty by grouping the sum in blocks with
a constant factor. This increases the total sum by a very small amount.
We partition the set {2, . . . , m} in N blocks of size h = m−1
N
. Then, we have
(3.2)
m∑
j=2
j−1∑
k=1
ν2k,ig
2
j =
N∑
l=1
lh+1∑
j=(l−1)h+2
j−1∑
k=1
ν2k,ig
2
j ≤
N∑
l=1

 lh+1∑
j=(l−1)h+2
g2j


(
lh∑
k=1
ν2k,i
)
.
10 C. E. GONZA´LEZ-GUILLE´N, C. PALAZUELOS, AND I. VILLANUEVA
Note that (νk,i)
lh
k=1 can be seen as the projection of the vector ei onto a random
Haar distributed subspace of dimension lh. Now we can apply Proposition 2.2,
Proposition 2.4 and the union bound, and we get that, for every 0 < ρ < 1,
Gn2
{
‖Gmi ‖2 ≥
N∑
l=1
(
1
(1− ρ)h
)(
1
(1− ρ)2
lh
n
)}
≤ 2Ne− ρ
2h
4 .
Then, using the union bound on the i’s and the definitions of α and N we have
that, with probability greater than 1− 2nm
h
e−
ρ2h
4 ,
(3.3) sup
i
‖Gmi ‖2 ≤
1
(1− ρ)3
h2
n
N(N + 1)
2
≤ 1
(1− ρ)3
α
2
(m+ h) .
Different choices of h, ρ yield now different versions of our result. For instance,
we can choose h = m1/2, ρ = m−1/5 and we have ‖Gmi ‖2 ≤ α2m + O(m4/5) with
probability 1 − 2n√me−m1/104 . Easy computations show that ‖Gmi ‖2 ≤ α2m +
O(m2/3+ǫ) with probability tending to 0 exponentially in mǫ.
We can also choose h = ǫ
2
m and ρ = ǫ
8
and, using the Taylor expansion of 1
(1−ρ)3 ,
we get that
‖Gmi ‖2 ≤ (1 + ǫ)
α
2
m,
with probability greater than 1− 4n
ǫ
e−
ǫ3m
29 .
For the sake of clarity, we have written Equation (3.2) as if N and h were always
integers. If they were not, we can take N ′ = [N ] + 1 and h′ = [h] + 1. This adds
at most [N ] + [h] + 1 terms to the previous sum. It is very easy to see that this
extra terms do not change the above estimates.
This upper bounds ‖Gmi ‖.
Similar reasonings prove the lower bound. To do this, one replaces Equation
(3.2) by
m∑
j=2
j−1∑
k=1
ν2k,ig
2
j ≥
N∑
l=2
lh+1∑
j=(l−1)h+2
(l−1)h+1∑
k=1
ν2k,ig
2
j ,
and proceeds similarly as with the upper bound. 
We proceed now to bound ‖Hmi ‖.
Proposition 3.2. With the notation of Theorem 1.1,
sup
i
‖Hmi ‖ ≤
√(
2− α/2− 4
3
(1− (1− α)3/2)
α
)
m+O(mδ)
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and
inf
i
‖Hmi ‖ ≥
√(
2− α/2− 4
3
(1− (1− α)3/2)
α
)
m−O(mδ),
with probability exponentially close to 1.
Proof. Recall that
Hmi =
(
(‖yj −∆j‖ −
√
n)νj,i
)m
j=1
,
where yj − ∆j is the projection of yj onto the n − (j − 1) dimensional subspace
orthogonal to the subspace Lj−1 = span{y1, . . . ,yj−1}. We will first bound the
term (‖yj − ∆j‖ −
√
n)2 =
(
‖PL⊥j−1yj‖ −
√
n
)2
. For that, we need an auxiliar
Lemma which we will also use later.
Lemma 3.3. With the notation above, we have
(i) For every 0 < ρ < 1 and for every m < n(√
n− ‖PL⊥j−1yj‖
)2
≤
(√
n− (1− ρ) 12
√
n− j + 1
)2
for 1 ≤ j ≤ m,
except for a set Z1 with Gn2(Z1) ≤ m
(
e−
ρ2(n−m+1)
4 + e−
ρ2(n−m+1)
16
)
.
(ii) Let 0 < ρ0 < 1 and j0 ∈ N such that (1− ρ0)−1(n− j0 + 1) ≤ n. Then, for
every m < n(√
n− ‖PL⊥j−1yj‖
)2
≥
(√
n− (1− ρ0)− 12
√
n− j + 1
)2
for j0 < j ≤ m,
except for a set Z2 with Gn2(Z2) ≤ (m− j0)e−
ρ20(n−m+1)
4 .
Proof. First we prove (i). We choose ǫ = ρ/2 in Equation (2.3) and ǫ = ρ in
Equation (2.3) and we get
(1− ρ) 12
√
n− j + 1−√n ≤ ‖PL⊥j−1yj‖ −
√
n ≤
(
1− ρ
2
)− 1
2
√
n− j + 1−√n
except for a set of measure e
−ρ2(n−j+1)
4 +e
−ρ2(n−j+1)
16 . Using the fact that for 0 < ρ < 1
1− (1− ρ) 12 ≥ (1− ρ
2
)
−1
2 − 1 we have∣∣∣(1− ρ
2
)
−1
2
√
n− j + 1−√n
∣∣∣ ≤ ∣∣∣(1− ρ) 12√n− j + 1−√n∣∣∣ .
Then, taking squares and applying a union bound we get (i).
The proof of (ii) follows from Equation (2.3), the extra condition on ρ0 and j0
and the union bound. 
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Now, in order to upper bound ‖Hmi ‖2 we first consider the case α < 1. As in the
proof of Theorem 3.1, we partition the set {1, . . . , m} in N blocks of size h = m
N
.
Then, using Lemma 3.3.(i), we write
‖Hmi ‖2 =
m∑
j=1
(‖yj −∆j‖ −√n)2 ν2j,i(3.4)
≤
N∑
l=1
lh∑
j=(l−1)h+1
(√
n− (1− ρ) 12
√
n− lh+ 1
)2
ν2j,i
=
N∑
l=1
(√
n− (1− ρ) 12
√
n− lh
)2 lh∑
j=(l−1)h+1
ν2j,i,
outside of Z1.
On the other hand, considering (νk,i)
lh
i=(l−1)h+1 as the projection of ei onto a
random subspace of dimension lh, Proposition 2.4 tells us that, for every 1 ≤ i ≤ n
and 1 ≤ l ≤ N ,
lh∑
j=(l−1)h+1
ν2j,i ≤
1
(1− ρ′)2
h
n
except for a set Z ′1 with Gn2(Z ′1) ≤ nNe−
ρ′2h
4 .
So, we have that, outside of Z1 ∪ Z ′1,
‖Hmi ‖2 ≤
1
(1− ρ′)2
h
n
N∑
l=1
(√
n− (1− ρ) 12√n− lh
)2
=
1
(1− ρ′)2
h
n
[
nN + (1− ρ)
(
nN − hN(N + 1)
2
)
− 2(1− ρ) 12√n
N∑
l=1
√
n− lh
]
.
We can bound
N∑
l=1
√
n− lh ≥
∫ N
1
√
n− xhdx = 2
3h
(
(n− h)3/2 − (n−Nh)3/2) .
Then, putting this together with the definitions of α and N , we get that
‖Hmi ‖2 ≤
1
(1− ρ′)2m
[
1 + (1− ρ)
(
1− α
2
− αh
2m
)
−(1− ρ) 12 4
3α
((
1− αh
m
)3/2
− (1− α)3/2
)]
,
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with probability greater than
(3.5) 1− m
2
αh
e−
ρ2h
4 −m
(
e−
ρ2(n−m)
4 + e−
ρ2(n−m)
16
)
.
Again, different choices of h, ρ, ρ′ yield now different versions of our result. For
instance, taking h = m1/2, ρ = ρ′ = m−1/5 we get
‖Hmi ‖2 ≤
(
2− α/2− 4
3
(1− (1− α)3/2)
α
)
m+O(m4/5),
with probability tending to one exponentially in m1/10. Easy computations also
show that ‖Gmi ‖2 ≤ α2m + O(m2/3+ǫ) with probability tending to 0 exponentially
in mǫ.
The reasonings above do not apply directly to the case α = 1, as the bound of
the probability in Equation (3.5) becomes trivial in that case. To overcome this
issue, in case α = 1 we consider h = n−
√
n
N
and rewrite Equation (3.4) as
‖Hmi ‖2 ≤
n∑
j=1
(‖yj −∆j‖ − √n)2ν2j,i
=
n−√n∑
j=1
(‖yj −∆j‖ −√n)2ν2j,i + n∑
j=n−√n+1
(‖yj −∆j‖ − √n)2ν2j,i
≤
N∑
l=1
lh∑
j=(l−1)h+1
(√
n− (1− ρ)−12
√
n− lh+ 1
)2
ν2j,i +
n∑
j=n−√n+1
nν2j,i,
outside of the set Z1 defined in Lemma 3.3 in the case m = n−
√
n.
The first summand is treated as previously where now m = n − √n. We note
that, using Proposition 2.4 and the union bound once again, the second summand
verifies, with probability greater than 1− ne− ρ
2√n
4 ,
n
n∑
j=n−√n+1
ν2j,i ≤ n
1
(1− ρ2)√n =
√
n
(1− ρ2) .
This only adds an O(
√
n) term which does not modify the result. This finishes
the proof of the upper bound.
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For the lower bound we reason similarly. Consider j0, ρ0 as in Lemma 3.3.(ii).
Then, with probability 1− n(m− j0)e−
ρ20(n−m+1)
4 , for every 1 ≤ i ≤ n we have that
(3.6)
‖Hmi ‖2 ≥
m∑
j=j0+1
(‖yj −∆j‖ − √n)2 ν2j,i
≥
m∑
j=j0+1
(√
n− (1− ρ0)−1/2
√
n− j + 1
)2
ν2j,i.
Partitioning the set {j0 + 1, . . . , m} in N blocks of size h = m−j0N and using
similar reasonings to those used for the upper bound in the case α < 1 we obtain
inf
i
‖Hmi ‖2 ≥ (1− ρ′)2(m− j0)
[
1 + (1− ρ0)
(
1− α
2
+
α(j0 + h)
2m
)
−4(1− ρ0)
1
2
3(α− αj0
m
)
((
1 +
αh
m
)3/2
−
(
1− α+ αj0
m
)3/2)]
,
with probability higher than 1− m
α
(m− j0)e−
ρ20(n−m+1)
4 − h
α
e−
ρ′2h
4 . As in expressions
(3.3) and (3.5) different values of j0, ρ0, ρ and h give different bounds.
The case α = 1 can be treated as in the upper bound. The terms in (3.6), where
n−√n + 1 ≤ j ≤ n can only add up to O(√n) and the rest of the terms can be
bounded as before.
Note that, as in the proof of Proposition 3.1, we are assuming that N , h and
√
n
are integers. If this is not the case we can consider N ′ = [N ] + 1 and h′ = [h] + 1
for the upper estimates (N ′ = [N ] and h′ = [h] for the lower estimates) and [
√
n]
for the case α = 1. Adding or subtracting these extra terms will give negligible
quantities compared with the sums. This finishes the proof. 
We now need to prove that 〈Gmi , Hmi 〉 is negligible when compared with ‖Gmi ‖2
and ‖Hmi ‖2. More precisely, we will use similar techniques to show that 〈Gmi , Hmi 〉
is, with probability exponentially close to 1, of smaller order in m than ‖Gmi ‖2 and
‖Hmi ‖2. As shown in Proposition 3.1 and Proposition 3.2 above, each of them is
Θ(m). That is, there exist constants k1, k2 and m0 such that for all m > m0, we
have that k1m ≤ ‖Gmi ‖2 ≤ k2m and analogously for ‖Hmi ‖2.
Proposition 3.4. With the notation of Theorem 1.1, given ǫ > 0 we have
〈Gmi , Hmi 〉 = O(m
1
2
+ǫ),
with probability exponentially close to 1.
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This proposition, together with Propositions 3.1 and 3.2, finishes the proof of
Theorem 1.1.
For the sake of clarity we will first show the following technical lemma that will
be used in the proof of Proposition 3.4.
Lemma 3.5. Let yj be a Gaussian vector and Lj−1 a Haar distributed subspace
of dimension j − 1, then
Pr
(
〈PLj−1(yj), ei〉2 >
j − 1
n
mǫ
)
≤ 2e−m
ǫ/2−2
4 .
Proof. First of all note that 〈PLj−1(yj), ei〉 = 〈PLj−1(ei),yj〉. We have already
shown in Equation (3.1) that 〈PLj−1(ei),yj〉2 has the same distribution as the
term ‖PLj−1(ei)‖2g2j , where gj is a standard normal variable. Putting together
Lemma 2.1, Proposition 2.4 and the union bound, we get
Pr
(
〈PLj−1(ei),yj〉2 >
j − 1
n
mǫ
)
≤ e− j−14 (mǫ/2−2) + e−m
ǫ/2
2 ≤ 2e−m
ǫ/2−2
4 .

We will also need Hoeffding’s inequality [13].
Proposition 3.6 (Hoeffding’s inequality). Let (Xi)
n
i=1 be a family of independent
random variables such that ai ≤ Xi ≤ bi for i = 1, ..., n. Let S =
∑n
i=1Xi. Then,
for every a > 0,
Pr(|S − E(S)| > a) ≤ 2e−
2a2∑
i(bi−ai)2 .
Proof of Proposition 3.4. Recall that we have
Gmi =
(
j−1∑
k=1
〈yj ,νk〉〈νk, ei〉
)m
j=1
=
(〈PLj−1(yj), ei〉)mj=1
and
Hmi =
(
(‖yj −∆j‖ −
√
n)〈νj, ei〉
)m
j=1
=
(
(‖PL⊥j−1(yj)‖ −
√
n)〈νj , ei〉
)m
j=1
.
Therefore,
〈Gmi , Hmi 〉 =
m∑
j=1
〈PLj−1(yj), ei〉
(‖PL⊥j−1(yj)‖ −√n)〈νj , ei〉
(3.7)
=
m∑
j=1
∣∣〈PLj−1(yj), ei〉∣∣ (‖PL⊥j−1(yj)‖ − √n)〈νj , ei〉 sign (〈PLj−1(yj), ei〉) .
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We claim that the probability distribution of the previous expression is the same
as the probability distribution of
m∑
j=1
∣∣〈PL˜j−1(y˜j), ei〉∣∣(‖PL˜⊥j−1(y˜j)‖ − √n)〈ν˜j , ei〉ǫj,(3.8)
where y˜1, · · · , y˜n are independent Gaussian vectors, ν˜1, · · · , ν˜n are the correspon-
ding vectors obtained from the Gram-Schmidt orthonormalization procedure and
ǫ1, · · · , ǫn are independent and identically distributed Bernoulli variables taking
values in an independent probability space.
In order to see this, let us consider the space Rn× (n)· · · ×Rn with the Gaussian
measure Gn on each Rn. For each j we denote by zj = (zk,j)nk=1 the Gaussian
vector in the corresponding copy of Rn. For each j ≥ 2 we consider in Rn the
equivalence relation z ∼j z′ if and only if (z1, . . . , zj−1) = ±(z′1, . . . , z′j−1) and
(zj , . . . , zn) = (z
′
j, . . . , z
′
n). Then, R
n = (Rn/ ∼j)×{−1, 1}, with the identification
zj = ([zj ], σj), with σj ∈ {−1, 1}. We define the probability measure G ′n on Rn/ ∼j
by the density f ′([zj]) = 2f(zj), where f is the density of Gn, and we call µ the
uniform probability on {−1, 1}. We clearly have Gn = G ′n ⊗ µ.
Let us now consider a family of independent Gaussian vectors (z1, · · · , zn) in
the previous probability space. For j = 1 there is no equivalence relation, and
we define y˜1 = z1, which is clearly a Gaussian vector. Consequently, we define
ν˜1 =
1
‖y˜1‖ y˜1.
Now, for each 2 ≤ j ≤ m, we consider L˜j−1, the random (j − 1)-dimensional
subspace spanned by y˜1, . . . , y˜j−1. The vectors ν˜1, . . . , ν˜j−1 form an orthonor-
mal basis of L˜j−1. Hence, we can complete this set to obtain a basis of Rn,
{ν˜1, . . . , ν˜j−1,ν∗j , . . . ,ν∗n}. The added vectors needed to complete the orthonor-
mal basis can be chosen at will. In general they will change as j changes.
Let us denote by Uj the orthogonal matrix whose columns are the vectors of the
previous basis. Then, given zj, we define y˜j = Ujzj. Since the orthogonal matrix
Uj is independent of the Gaussian vector zj, we immediately deduce that y˜j is a
Gaussian vector independent of y˜1, · · · , y˜j−1.
From the Gram-Schmidt orthonormalization procedure we have that
ν˜j =
y˜j −
∑j−1
k=1〈y˜j, ν˜k〉ν˜k
‖y˜j −
∑j−1
k=1〈y˜j, ν˜k〉ν˜k‖
.
It follows immediately that
PL˜j−1(y˜j) =
j−1∑
k=1
zk,jν˜k and PL˜⊥j−1(y˜j) =
n∑
k=j
zk,jν
∗
k,
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where we recall that zj = (zk,j)
n
k=1.
With the identification zj = ([zj], σj), it is easy to see that
∣∣〈PL˜j−1(y˜j), ei〉∣∣ and(‖PL˜⊥j−1(y˜j)‖−√n)〈ν˜j, ei〉 do not depend on σ2, . . . , σn (or, equivalently, they only
depend on the variables [zj]). Indeed, to see this we note first that it follows from
the definitions that the vectors ν˜j are independent of σ2, · · · , σn. Next, we note
that the dependence of 〈PL˜j−1(y˜j), ei〉 with respect to σ2, . . . , σn is cancelled out
by the absolute value.
Hence, expression (3.7) applied to the independent Gaussian vectors y˜1, · · · , y˜n
has the form
m∑
j=1
∣∣〈PL˜j−1(y˜j), ei〉∣∣(‖PL˜⊥j−1(y˜j)‖ −√n)〈ν˜j , ei〉ǫj ,
where y˜1, · · · , y˜n are Gaussian vectors independent of σ2, . . . , σn and ǫj = ǫj(σj)
are independent identically distributed Bernoulli variables.
Equation (3.8) will allow us to apply Proposition 3.6: For fixed (z1, [z2], . . . , [zn])
we can consider the independent random variables (function of (σ2, · · · , σn))(∣∣〈PL˜j−1(y˜j), ei〉∣∣(‖PL˜⊥j−1(y˜j)‖ − √n)〈ν˜j, ei〉ǫj(σj)
)m
j=1
,
Then, Proposition 3.6 gives us that, for fixed (z1, [z2], . . . , [zn]).
(3.9) µ⊗m
(
|〈Gmi , Hmi 〉| ≥ a
)
≤ 2e
− a2
2
∑m
j=1
〈P
L˜j−1
(y˜j ),ei〉2(‖PL˜⊥
j−1
(y˜j)‖−
√
n)2〈ν˜j,ei〉2
.
We consider first the case α < 1.
It follows from Lemma 3.5, Proposition 2.4, Lemma 3.3 and a union bound
argument that
2
m∑
j=1
〈PL˜j−1(y˜j), ei〉2
(‖PL˜⊥j−1(y˜j)‖ −√n)2〈ν˜j, ei〉2 ≤(3.10)
≤ 2
m∑
j=1
mǫ
j − 1
n
(√
n− (1− ρ) 12
√
n− j + 1)2mǫ
n
≤ m2ǫ+1
with probability larger than
1−C(m, ρ, ǫ) := 1−2me−(m
ǫ
2 −2
4
)+m
(
e−
ρ2((1/α−1)m+1)
4 + e−
ρ2((1/α−1)m+1)
16
)
+
√
eme
1
4
m2ǫ .
(The second inequality in the second line of (3.10) follows from easy calculations).
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We note now that Pr
(
|〈Gmi , Hmi 〉| ≥ a
)
is upper bounded by
Pr
(
|〈Gmi , Hmi 〉| ≥ a
∣∣∣ 2 m∑
j=1
〈PL˜j−1(y˜j), ei〉2
(‖PL˜⊥j−1(y˜j)‖ −√n)2〈ν˜j, ei〉2 ≤ m2ǫ+1
)
+Pr
(
2
m∑
j=1
〈PL˜j−1(y˜j), ei〉2
(‖PL˜⊥j−1(y˜j)‖ − √n)2〈ν˜j , ei〉2 > m2ǫ+1
)
,
where we denote by Pr(A|B) the probability of the event A conditioned to B.
We pick ǫ′ > ǫ and we fix a = m
1
2
+ǫ′. Then, Equations (3.9) and (3.10) imply
that
Pr
(
|〈Gmi , Hmi 〉| ≥ m
1
2
+ǫ′
)
≤ 2e−m
1+2ǫ′
m2ǫ+1 + C(m, ρ, ǫ) = 2em
−2(ǫ′−ǫ)
+ C(m, ρ, ǫ),
which tends exponentially fast to zero as n grows to infinity.
The case α = 1 has to be considered separately as the bound in the concentration
of Lemma 3.3 becomes trivial. In order to overcome this issue we reason as in the
proof of Proposition 3.2. We can divide the sum in (3.10) in two terms
2
n−√n∑
j=1
〈PLj−1(yj), ei〉2
(
‖PL⊥j−1(yj)‖ −
√
n
)2
〈νj , ei〉2
+2
n∑
j=n−√n+1
〈PLj−1(yj), ei〉2
(
‖PL⊥j−1(yj)‖ −
√
n
)2
〈νj, ei〉2,
where the first summand is treated as previously giving an upper bound of (n −√
n)2ǫ+1 and the second is O(n1/2+2ǫ), which is negligible compared with the first.
Proceeding as in the case α < 1 the result follows. 
We prove now Corollary 1.2. Before writing the actual proof, we note that
considering the Taylor expansion of the expression in Theorem 1.1 we obtain
2− 4
3
(1− (1− α)3/2)
α
=
α
2
+
α2
12
+O(α3),
so that for α close enough to 0 we would expect
‖Fmi ‖ ≈
√(
2− 4
3
(1− (1− α)3/2)
α
)
m ≈
√
αm
2
=
√
m2
2n
,
as it is indeed the case.
Proof of Corollary 1.2: As in the proof of Theorem 1.1 we consider the decom-
position Fmi = G
m
i +H
m
i and we treat separately the norms of G
m
i and H
m
i .
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We start with ‖Gmi ‖. Recall that Equation (3.3) says that, with probability
greater than 1− 2nm
h
e−
ρ2h
4 ,
sup
i
‖Gmi ‖2 ≤
1
(1− ρ)3
m
2n
(m+ h) .
If we make, for instance, the choices ρ = m−
1
6 , h = m
1
2 , and take into account
that 1
(1−ρ)3 ≤ 1 + 4ρ for ρ small enough, we get that
sup
i
‖Gmi ‖2 ≤
m2
2n
+O
(
m
11
6
n
)
,
with probability greater than 1− 2nm 12 e−m
1
6
4 .
Similar reasonings show that
inf
i
‖Gmi ‖2 ≥
m2
2n
− O
(
m
11
6
n
)
,
with probability greater than 1− 2nm 12 e−m
1
6
4 .
Now we bound the norm of Hmi . It follows from the proof of Proposition 3.2
(see Equation (3.4) and Lemma 3.3) that
‖Hmi ‖2 =
m∑
j=1
(‖yj −∆j‖ − √n)2 ν2j,i
≤
m∑
j=1
(√
n− (1− ρ) 12
√
n− j + 1
)2
ν2j,i
holds for every i = 1, . . . , n, outside of a set Z1 with Gn2(Z1) ≤ nm
(
e−
ρ2(n−m+1)
4 + e−
ρ2(n−m+1)
16
)
,
where we have applied a union bound argument in i.
For every 1 ≤ j ≤ m, we have(√
n− (1− ρ) 12
√
n− j + 1
)2
≤
(√
n− (1− ρ) 12√n−m
)2
.
Using this and Proposition 2.4 as in the proof of Proposition 3.2, we get that
‖Hmi ‖2 ≤
(√
n− (1− ρ) 12√n−m
)2 m∑
j=1
ν2j,i
≤ 1
(1− ρ′)2
m
n
(√
n− (1− ρ) 12√n−m
)2
,
outside of the sets Z1 and Z
′
1, where Z1 is as above and Gn2(Z ′1) ≤ ne−
ρ′2m
4 .
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We multiply and divide by the conjugate and lower bound the denominator by
n, and we get
sup
i
‖Hmi ‖2 ≤
1
(1− ρ′)2
m2
n
(
ρ2
n
m
+ 2ρ+
m
n
)
.
If we choose now, for instance, ρ = m
1
3
n
1
2
, ρ′ = m−
1
3 and using that m
n
→ 0, we
have that
sup
i
‖Hmi ‖2 = o
(
m2
n
)
with probability exponentially small inm. Thus, in this regime ‖Hmi ‖ is negligeable
compared to ‖Gmi ‖.
Since
‖Gmi ‖ − ‖Hmi ‖ ≤ ‖Fmi ‖ ≤ ‖Gmi ‖+ ‖Hmi ‖,
this finishes the proof. 
4. The supremum norm
In this section we use Theorem 1.1 to prove Theorem 1.3, that describes the
asymptotic probabilistic behaviour of ǫn(m) = sup1≤i≤n,1≤j≤m |yi,j −
√
nui,j|.
If we choose mn =
βn
logn
or mn = o
(
n
logn
)
we immediately obtain Corollary
4.2. This result should be compared with [14, Theorem 3]: In it, Jiang showed
that if Yn is a Gaussian random matrix and Un is the result of its Gram-Schmidt
orthonormalization, then ǫn(m) converges to 0 in probability if and only if mn =
o
(
n
logn
)
, and he also showed that if mn =
βn
logn
then ǫn(m) converges in probability
to 2
√
β. Our Corollary 4.2 shows the existence of couplings between a Gaussian
matrix Yn and a Haar distributed orthogonal matrix Un such that ǫn(m) also
converges to 0 in probability if and only ifmn = o
(
n
logn
)
but now, whenmn =
βn
logn
,
the upper bound for ǫn(m) converges in probability to
√
2β.
Before we start our reasonings, we state and prove for completeness a lemma
which is well known, but for which we have not found an explicit reference.
Lemma 4.1. Let {wj = (wij)ni=1}mj=1 be m unitary vectors each of which is uni-
formly distributed in the sphere of Rn. Then, for any ǫ > 0 we have
Pr
(
sup
i,j
|wi,j| > (1 + ǫ)
√
2 log(nm)√
n
)
n−→ 0,
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independently of the number of vectors m. On the other hand, if m ≤ αn for some
fixed number α we have
Pr
(
sup
i=1,...,n
|wi,j| ≥ (1− ǫ)
√
2 logn√
n
for all j ∈ {1, ..., m}
)
n−→ 1.
Proof. In order to prove the first expression, we consider the function that projects
a unitary vector in Rn onto its ith coordinate. This function has Lipschitz constant
1 and its median is 0. Thus, a straightforward consequence of Levy’s lemma [17]
shows that, for 1 ≤ i ≤ n and 1 ≤ j ≤ m,
Pr (|wi,j| > t) ≤
√
π
2
e−(n−1)t
2/2.
Taking t = (1 + ǫ)
√
2 log(nm)√
n
and applying a union bound we get
Pr
(
sup
i,j
|wi,j| > (1 + ǫ)
√
2 log(nm)√
n
)
≤
√
π
2
(nm)−2ǫ−ǫ
2+ (1+ǫ)
2
n
n−→ 0.
For the second part of the statement we first consider an arbitrary Gaussian vector
g = (g1, ..., gn) ∈ Rn. It follows from the independence of the coordinates of g and
the lower bound in Lemma 2.1 that, for any t > 0,
(4.1) Pr
(
sup
i=1,...,n
|gi| < t
)
= (Pr (|g1| < t))n ≤
(
1− 2√
2π
t
1 + t2
e−t
2/2
)n
.
Using the fact that a uniform unitary vector distributes like a normalized Gauss-
ian vector together with a union bound, we deduce that for every t, s > 0 we have
Pr
(
∃j ∈ {1, ..., m} : sup
i
|wi,j| < t
)
≤ mPr
(
sup
i
|wi,1| < t
)
= mPr
(
supi |gi|
‖g‖ < t
)
≤ mPr
({
sup
i
|gi| < ts
} ∩ {‖g‖ ≤ s})+mPr (‖g‖ > s)
≤ mPr
(
sup
i
|gi| < ts
)
+mPr (‖g‖ > s) .
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We fix t = (1− ǫ)
√
2 logn√
n
, s =
√
n√
1−δ and we apply Proposition 2.2 to get that, for
0 < δ < 1, 0 < ǫ < 1, with (1−ǫ)√
1−δ < 1,
Pr
(
∃j ∈ {1, ..., m} : sup
i
|wi,j| < (1− ǫ)
√
2 logn√
n
)
≤ mPr
(
sup
i
|gi| < (1− ǫ)√
1− δ
√
2 logn
)
+me−δ
2n/4.
Using Equation (4.1) we easily conclude that
Pr
(
∃j ∈ {1, ..., m} : sup
i=1,...,n
|wi,j| < (1− ρ)
√
2 logn√
n
)
n−→ 0,
provided that m grows as in the statement. Considering the complementary event
we obtain the desired result. 
Theorem 1.1 gives us control over the Euclidean norm of the rows Fmi of Yn −√
nUn. We will use these estimates to obtain information about the supremum
ǫn(m) = sup
1≤i≤n,1≤j≤m
|yi,j −
√
nui,j|.
First of all we note that Un is the Gram-Schmidt orthonormalization of Yn.
Therefore, the columns of Yn −
√
nUn are not equally distributed. For instance,
it is very easy to see that, with very high probability, their Euclidean norm is
strictly increasing. In turn, this implies that the coordinates of each of the Fmi are
not equally distributed. To avoid this problem, we will randomly choose a slightly
better coupling than the one given by the Gram-Schmidt orthonormalization pro-
cedure.
Proof of Theorem 1.3: Let Yn, Un be as in Theorem 1.1. We consider a Haar
distributed orthogonal random matrix Vm ∈ O(m). We define the orthogonal
matrix V = (vi,j)
n
i,j=1 ∈ O(n) by
V =
(
Vm 0
0 In−m
)
.
We now define Y ′ = Y V , U ′ = UV . Due to the orthogonal invariance of both
the Gaussian distribution and the Haar distribution, we have that Y ′ is a random
Gaussian matrix and U ′ is Haar distributed in the orthogonal group. Note that
U ′ is not the Gram-Schmidt orthonormalization of Y ′.
We have now that Y ′n −
√
nU ′n = (Yn −
√
nUn)V . Call Fi,j to the j
th coordinate
of the vector Fmi defined as in Theorem 1.1. Then the first m coordinates of the
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ith row of Y ′n −
√
nU ′n form the vector xi = (xi,j)
m
j=1, where
xi,j =
m∑
k=1
Fi,kvk,j.
Therefore xi ∈ Rm is a vector whose direction is uniformly distributed and it
verifies ‖xi‖ = ‖Fmi ‖. That is, for every 1 ≤ i ≤ n, xi‖Fmi ‖ is a unitary vector
uniformly distributed.
We will first prove the upper bound of ǫn(m). It follows from the first part of
Lemma 4.1 that, for every t > 0,
Pr
(
sup
i,j
|xi,j|
‖Fmi ‖
> (1 + ε)
√
2 log(nm)√
m
)
n−→ 0.
We have that
(4.2) Pr
(
ǫn(m) > (1 + ε) sup
i
‖Fmi ‖
√
2 log(nm)√
m
)
n−→ 0.
We recall that, according to Theorem 1.1, there exists 0 < δ < 1
2
such that
sup
i
‖Fmi ‖ ≤
√(
2− 4
3
(1− (1− α)3/2)
α
)
m+O(m
1
2
−δ) :=
√
ϕ(α)m+O(m
1
2
−δ)
with probability exponentially close to 1. Putting this together with Equation
(4.2) we get the upper bound.
For the lower bound, we will consider the column vectors x˜j = (xi,j)
n
i=1, with
j = 1, · · · , m, corresponding to the matrix Y ′n −
√
nU ′n. We first note that the
normalized vectors
x˜j
‖x˜j‖ can be assumed to be uniformly distributed for every
j. Indeed, this follows from the fact that the initial coupling defined via the
Schmidt orthonormalization procedure is invariant under left multiplication by an
orthogonal matrix. Since left and right multiplication are commutative operations,
the invariance under left multiplication by an orthogonal matrix also holds for the
random matrix Y ′n −
√
nU ′n. Then, according to Lemma 4.1 we have
Pr
(
sup
i=1,...,n
|xi,j | ≥ (1− ǫ)‖x˜j‖
√
2 logn√
n
for all j ∈ {1, ..., m}
)
n−→ 1.
Now, we will use the trivial fact that
∑m
j=1 ‖x˜j‖2 =
∑n
i=1 ‖xi‖2 =
∑n
i=1 ‖Fmi ‖2
and the lower bound provided in Theorem 1.1 to conclude that
∑m
j=1 ‖x˜j‖2 ≥
n
(√
ϕ(α)m−O(mδ))2, so
sup
j=1,··· ,m
‖x˜j‖ ≥
√
n
(√
ϕ(α)−O(mδ− 12 )),
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with probability exponentially close to 1 as n grows to infinity. Putting the two
previous estimates together we easily deduce that
Pr
(
ǫn(m) ≥ (1− ε)
(√
ϕ(α)− O(mδ− 12 )
)√
2 logn
)
n−→ 1,
which finishes the proof. 
Remark 4.1. We expect the lower bound of Theorem 1.3 to be
√
ϕ(α)
√
2 log(nm).
To prove that, one needs to overcome the lack of independence of the rows Fmi .
In our previous results, α = m
n
was a constant number. One can easily check
that the proof of Theorem 1.3 works in a more general context. In particular, the
same argument works if one considers mn = [β
n
lnn
] for any constant β > 0. Note
that in this case αn =
β
lnn
n→ 0. With this at hand, we can state and prove the
announced improvement of [14, Theorem 3].
Corollary 4.2. For each n ≥ 2, there exist matrices Y ′n = (y′ij)ni,j=1 and U ′n =
(u′i,j)
n
i,j=1 whose 2n
2 entries are real random variables defined on the same proba-
bility space such that
(i) the law of U ′n is the normalized Haar measure on the orthogonal group
O(n);
(ii) {y′i,j; 1 ≤ i, j ≤ n} are independent standard normals;
(iii) set
ǫn(m) = max
1≤i≤n, 1≤j≤m
|√nu′i,j − y′i,j|
for m = 1, 2, · · · , n. Then, for any constant β > 0 and mn = [ βnlogn ], for
any ε > 0, ǫn(m) belongs to the interval
(
√
β − ε,
√
2β + ε)
with probability 1− o(1). Moreover, if we make mn = o( nlnn), then we have
that ǫn(m)→ 0 in probability as n→∞.
Proof. Let Y ′n, U
′
n be as in Theorem 1.3. As previously discussed, Theorem 1.3
also holds for mn = [
βn
lnn
] with β > 0 and in this case αn =
β
lnn
. Then, there exists
0 < δ < 1
2
such that for any ε′, ε′′ > 0 and for n large enough we have
ǫn(m) ≤ (1 + ε′)
(√
αn
2
+ α2n +O(m
−δ
n )
)√
2 log(nmn) ≤ (1 + ε′)(
√
2β + ε′′)
with probability tending to 1. Here, we have used that for any 0 < α ≤ 1 the
function ϕ(α) =
(
2− 4
3
(1−(1−α)3/2)
α
)
is upper bounded by α
2
+ α2. This proves
the upper bound in the first part of the [ βn
logn
] statement. For the lower bound
we reason similarly using the lower bound in Theorem 1.3. The statement about
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mn = o(
n
lnn
) follows straightforward by considering a sequence bn → 0 and the
previous estimate. 
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