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In this paper we introduce new necessary and sufﬁcient conditions
for an Euclidean distance matrix to be multispherical. The class of
multispherical distance matrices studied in this paper contains not
only most of the matrices studied by Hayden et al. (1996) [2], but
also many other multispherical structures that do not satisfy the
conditions in Hayden et al. (1996) [2].
We also study the information provided by the origin of coordinates
when it is placed at the center of the spheres and the origin rep-
resentation property is satisﬁed. These vectors associated with the
origin of coordinates generate a number of supporting hyperplanes
for a family of multispherical matrices and also describe part of the
null space of the corresponding distance matrices.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
We begin by introducing basic notation and deﬁnitions. The set of symmetric matrices of order n
will be denoted by Sn, and by Ωn we indicate the set of symmetric positive semideﬁnite matrices. It
is important to recall that Ωn is a closed convex cone. A linear subspace generated by the vectors
v1, . . . , vk will be denoted by span{v1, . . . , vk}. The vector with all ones is denoted by e, and M is the
orthogonal complement of span{e} in n.
A predistance matrix is a symmetric and nonnegative matrix with zero diagonal entries. An n ×
n predistance matrix D = (dij) is called a Euclidean Distance Matrix (EDM), if there exist n points
x1, . . . , xn ∈ r for some r such that
dij = ∥∥xi − xj∥∥22 .
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Observe that the entries of D are squared inter-point distances. We say that a distance matrix D is
spherical if the points generating D lie on the surface of a sphere. If the points lie on k(< n) spheres
each centered at the origin, then the EDM is said to bemultispherical.
Let Λn be the set of all EDMs of order n, which forms a convex cone. As shown in Gower [1] and
Johnson and Tarazaga [3], the setΛn is the image under a linear function deﬁned on the coneΩn. More
precisely, by deﬁning the linear function
κ(B) = bet + ebt − 2B, B ∈ Ωn,
where b is the vector consisting of the diagonal entries of B, we have κ(Ωn) = Λn. Let s be an n × 1
vector. A maximal face of the set Ωn is deﬁned by
Ωn (s) = {X ∈ Ωn|Xs = 0}.
Let us consider maximal faces Ωn(s) with s satisfying s
te /= 0. When κ is restricted to such maximal
faces, it becomes one-to-one, and the inverse function is given by
τs (D) = −1
2
(
I − est
)
D
(
I − set
)
.
Note that this is a family of right inverses for the application κ . Every face Ωn(s) with s
te = 1 corre-
sponds to a ﬁxed location of the origin of coordinates. Changes of faces represent translations of the
origin of coordinates (for more information, see Section 2 of [3]).
If X is a coordinate matrix for D in the system of coordinates s, then XXts = 0 and Xts = 0 hold.
Here, the condition ste = 1 means that the origin of coordinates is in the afﬁne variety generated by
the columnsofXt . An important case is the one inwhich s = e/n. In this casewewill denote τe/n just by
τ , and τ and κ are inverse to each other betweenΛn andΩn(e). Matrices inΩn(e) are called centered
positive semideﬁnite matrices and the origin of coordinates is set at the centroid of the conﬁguration
points.
Let us denote byN the set of the ﬁrst nnatural numbers:N = {1, 2, . . . , n}, and consider a partition
ofN into k(< n)nonempty subsets,which is denotedbyNi with cardinalityni (i = 1, . . . , k). Note that∑k
i=1 ni = n. We assume without loss of generality that N1 = {1, . . . , n1},N2 = {n1 + 1, . . . , n1 +
n2}, and so on. Given a vector x ∈ n, let xNi or xi denote the restriction of the vector x to Ni. Given
a coordinate matrix X , let XNi denote the submatrix of X whose row vectors have indexes in Ni.
We say that a vector x has block structure (or it is a blocked vector) with respect to the partition
Ni (i = 1, . . . , k), if xNi is a constant vector for each i = 1, . . . , k.
With the above partition Ni (i = 1, . . . , k), let s be an n × 1 vector such that
ste = n and stiei = ni (i = 1, . . . , k), (1.1)
where the vectors si ∈ ni and ei ∈ ni are the restrictions of s and e, respectively
si = sNi and ei = eNi . (1.2)
The equalities s = (st1, . . . , stk)t and e = (et1, . . . , etk)t are clear. We ﬁx the vector s and the partition
Ni (i = 1, . . . , k) throughout this paper.
By using the vectors s, si and ei, we deﬁne the n × k matrices S and E by
S=
⎛⎜⎜⎝
s1 0
. . .
0 sk
⎞⎟⎟⎠ = blockdiag{s1, . . . , sk}, (1.3)
E=
⎛⎜⎜⎝
e1 0
. . .
0 ek
⎞⎟⎟⎠ = blockdiag{e1, . . . , ek},
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respectively. Corresponding to S, we denote by S the n × n diagonal matrix whose diagonal entries
are s:
S = diag(s). (1.4)
The following relation is easy to obtain:
S = SE. (1.5)
As is deﬁned in [2], for given s in (1.1), an n × n symmetric matrix D has s-block structure if there
exists a k × k matrix A = (aij) such that
Dijsj = aijei (i, j = 1, . . . , k), (1.6)
where Dij : ni × nj is the (i, j)th block of D. This condition can be restated in matrix form as
DS = EA. (1.7)
The expression can be compared with that of a spherical EDM. As is shown in Tarazaga et al. [5], an
EDM D : n × n is spherical if and only if it admits the expression
Ds = ae
for some real number a ∈  and some s ∈ n such that ste /= 0.
The following theorem was established in [2].
Theorem 1 (Theorem 4.1 of [2]). Let D be an EDM. The followings are equivalent:
(a) There exists a vector x ∈ n such that xte = 1 and Dx has block structure, that is,
Dx = (v1, . . . , v1, v2, . . . , v2, . . . , vk, . . . , vk)t ,
the blocks having length n1, . . . , nk, respectively, and n1 + · · · + nk = n (k < n).
(b) There exist n generating points p1, . . . , pn for D that lie on k spheres S1, . . . ,Sk each centered at
the origin. The sphere S1 has radius R1 and contains p1, . . . , pn1; S2 has radius R2 and contains
pn1+1, . . . , pn1+n2 , etc.
It is worthy to mention that this is a quite general theorem that links general multispherical
conﬁgurations [the part (b) of the theorem] with the existence of system of coordinate x such that
Dx is a blocked vector [the part (a)]. The equality in (a) can be rewritten as
Dx = Ev with v =
⎛⎜⎜⎝
v1
...
vk
⎞⎟⎟⎠ ∈ k.
An important special case of the Theorem 1 is discussed in [2], where the matrix D has s-block
structure and the associated matrix A = (aij) satisﬁes
aij
nj
= aji
ni
= aii
2ni
+ ajj
2nj
(i, j = 1, . . . , k). (1.8)
Note that the vector s is assumed to be nonnegative, which is an important restriction. The result is as
follows.
Theorem 2 (Theorem 4.2 of [2]). Let D be an EDM, and suppose that s1, . . . , sk are nonnegative. The
following are equivalent:
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(a) There exists a k × k matrix A = (aij) such that (1.6) and (1.8) hold.
(b) There exist n generating points p1, . . . , pn for D that lie on k spheres S1, . . . ,Sk each centered at
the origin. The sphereS1 contains p1, . . . , pn1; S2 contains pn1+1, . . . , pn1+n2 , etc., and each of the
separate spherical conﬁgurations has the origin in its convex hull.
(c) The matrix DS has k block eigenvectors that belong to the null space of BS.
2. Conditions for block structure
Let s ∈ n andNi (i = 1, . . . , k) be as in (1.1) and ﬁx them throughout this section. In this section,
we derive two conditions for an EDM D to have s-block structure for the vector s ∈ n. Recall that ei
is the ni × 1 vector of all ones, and let Fi be any ni × (ni − 1) matrix satisfying
Fti ei = 0 and Fti Fi = I.
Set
F =
⎛⎜⎜⎝
F1
. . .
Fk
⎞⎟⎟⎠ = blockdiag{F1, . . . , Fk} : n × (n − k). (2.1)
Clearly, the matrix F satisﬁes
F
t
E = 0 and rankF = n − k, (2.2)
whichshows that the linear subspacespannedby thecolumnvectorsofF is theorthogonal complement
of the subspace spanned by the column vectors of E.
The following matrix result is well known in the context of linear statistical inference. For detail,
see, for example, Theorem 8.2.1 and Corollary 3 of Rao and Mitra [4].
Lemma 1. Let H be an n × n positive semideﬁnite matrix, and let Y be an n × k matrix of rank k. Fix an
n × (n − k) matrix Z satisfying
YtZ = 0 and rank(Z) = n − k.
Then the following conditions are equivalent:
(1) HY = YA holds for some A : k × k.
(2) H is of the form H = YKYt + ZLZt for some K ∈ Ωk and some L ∈ Ωn−k.
Now a necessary condition for an EDM to have s-block structure is derived. Deﬁne the subvectors
s1, . . . , sk of s as in Section 1, and suppose that the vectors s1, . . . , sk do not contain zero components,
which implies that the matrix S in (1.4) is non-singular.
Theorem 3. Suppose that D ∈ Λn has s-block structure for a vector swith no zero components. Then there
exists a positive semideﬁnite matrix B = (bij) ∈ Ωn(s) such that D = κ(B) and
B = EKEt + S−1FLFtS−1 for some K ∈ Ωk() and L ∈ Ωn−k, (2.3)
where  = (n1, n2, . . . , nk)t ∈ k. Furthermore, the vector b = (b11, b22, . . . , bnn)t ∈ n is blocked.
Proof. By assumption, D is an EDM satisfying
DS = EA for some A : n × k, (2.4)
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from which it follows that
DS = EA with  =
⎛⎜⎜⎜⎝
1
1
...
1
⎞⎟⎟⎟⎠ ∈ k.
We can see that the above equality is equivalent toDx = Ev by letting x = S/n and v = A/n. Hence
the condition (a) of Theorem 1 is satisﬁed, and the vector b is blocked.
Choose B ∈ Ωn(s) such that D = κ(B). Then the equality (2.4) can be rewritten as
(ebt + bet − 2B)S = EA. (2.5)
Since the vector b is blocked, it can be written as
b =
⎛⎜⎜⎜⎝
β1e1
β2e2
...
βkek
⎞⎟⎟⎟⎠ = E for some  =
⎛⎜⎜⎜⎝
β1
β2
...
βk
⎞⎟⎟⎟⎠ ∈ k. (2.6)
Similarly, the vector e can be rewritten as
e = E with  =
⎛⎜⎜⎜⎝
1
1
...
1
⎞⎟⎟⎟⎠ ∈ k. (2.7)
By substituting (2.6) and (2.7) into (2.5), we can restate (2.5) as
E(t + t)EtS − 2BS = EA,
which implies that
BS = EA,
where A = {(t + t)EtS − A}/2. Multiplying the above equality by S1/2 and using the relation
S = SE (see (1.5)) yield
S1/2BSE = S1/2EA.
By letting H = S1/2BS1/2 and Y = S1/2E, we have
HY = YA. (2.8)
Since H is positive semideﬁnite, Lemma 1 applies and hence (2.8) can be rewritten as
H = YKYt + ZLZt for some K ∈ Ωk and L ∈ Ωn−k, (2.9)
where Z is an n × (n − k)matrix satisfying ZtY = 0 and rankZ = n − k. Since Y = S1/2E and FtE = 0
(see (2.2)), we can choose
Z = S−1/2F.
Hence the equality (2.9) is expressed in the original notation as
B = EKEt + S−1FLFtS−1 with K ∈ Ωk and L ∈ Ωn−k.
It remains to show that K ∈ Ωk(). Since the matrix B is in Ωn(s), it satisﬁes
0 = Bs.
Hence we have
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0 =
[
EKE
t + S−1FLFtS−1
]
s
=
[
EKE
t + S−1FLFtS−1
]
SE (since s = SE)
= EKEtSE (since FtE = 0)
= EK (since EtSE = ),
which implies K = 0 since E is of full rank. Thus K ∈ Ωk() is obtained. 
The next theorem derives a sufﬁcient condition for D = κ(B) to have s-block structure. Since the
vector b is assumed to be blocked, the theorem is slightly different from the converse of Theorem 3.
Theorem 4. Suppose that B ∈ Ωn(s) is of the form
B = EKEt + S−1FLFtS−1 for some K ∈ Ωk() and L ∈ Ωn−k, (2.10)
where  = (n1, n2, . . . , nk). If b is a block vector, that is, b can be written as
b = E for some  ∈ k,
then D = κ(B) is an EDM having s-block structure. More speciﬁcally,
DS = EA with A = (t + t − 2K)EtSE. (2.11)
Proof. Clearly D = κ(B) is an EDM. The matrix B satisﬁes
BS =
[
EKE
t + S−1FLFtS−1
]
SE
= EKEtSE (since FtE = 0). (2.12)
Hence we have
DS = κ(B)S
= [ebt + bet − 2B]S
= ebtS + bet − 2EKEtSE, (2.13)
where (2.12) is used. Since b = E and e = E hold, the equality (2.13) is further rewritten as
DSE = EtEtSE + EtEtSE − 2EKEtSE
= E(t + t − 2K)EtSE.
Since S = SE, this completes the proof. 
The condition (1.8) is closely related to (2.11), since (1.8) can be rewritten as
A = (xt + xt)EtSE for some x ∈ k.
3. Examples
Nowwe showa couple of examples that illustrate the decomposition of thematrix B in the previous
theorems.
Example 1. Consider the case in which L = 0 in (2.10) in Theorem 4. That is, let K = (xij) be a k × k
matrix such that K ∈ Ωk(), and let
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B = EKEt .
Then B = (bij) ∈ Ωn(s). The (i, j)th block of B is given by
Bij = xijeietj (i, j = 1, . . . , k).
In this example, we show that the EDM D = κ(B) has s-block structure. Since the vector b = (b11,
. . . , bnn)
t is calculated as
b =
⎛⎜⎜⎝
x11e1
...
xkkek
⎞⎟⎟⎠ = E with  =
⎛⎜⎜⎝
x11
...
xkk
⎞⎟⎟⎠ ,
the EDM D = κ(B) is obtained as
D = (Dij) with Dij = (xii + xjj − 2xij)eietj : ni × nj.
Then the direct calculation shows that
Dijsj = (xii + xjj − 2xij)njei (i, j = 1, . . . , k),
or equivalently,
DS = EA with A = (t + t − 2K)EtSE.
Hence D is an EDM having s-block structure. 
By using the following lemma, we can construct an example of B in (2.3) such that b is a block
vector.
Lemma 2. Let H and Z be m × m diagonal matrices
H =
⎛⎜⎜⎝
h1 0
. . .
0 hm
⎞⎟⎟⎠ and W =
⎛⎜⎜⎝
w1 0
. . .
0 wm
⎞⎟⎟⎠ ,
where h1, . . . , hm /= 0 and hence H is non-singular. Let
M = Im − (1/m)eet , h2 = (h21, . . . , h2m)t , w = (w1, . . . , wm)t .
Then the following two statements are equivalent:
(a) The following equality holds for some c > 0:
w = cn
n − 2
[
Im − 1
m(m − 1)ee
t
]
h2; (3.14)
(b) All the diagonal elements of H−1MWMH−1 are equal to c.
Proof. First we derive a condition for these diagonal elements to be equal to 1. Next we move on to
the general case.
Since the ith diagonal element of H−1MWMH−1 is given by⎧⎨⎩wi − 2wi/m + (1/m2)
m∑
j=1
wj
⎫⎬⎭
/
h2i , (3.15)
all the diagonal elements are equal to 1 if and only if⎧⎨⎩wi − 2wi/m + (1/m2)
m∑
j=1
wj
⎫⎬⎭ = h2i (i = 1, . . . , m),
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which can be rewritten as[(
1 − 2
m
)
In + 1
m2
eet
]
w = h2.
Since [(
1 − 2
m
)
Im + 1
m2
eet
]−1
= m
m − 2
[
Im − 1
m(m − 1)ee
t
]
,
we have
w = m
m − 2
[
Im − 1
m(m − 1)ee
t
]
h2. (3.16)
Hencewe can see that the diagonal elements ofH−1MWMH−1 are equal to 1 if and only if the diagonal
elements of W are given by w in (3.16). From this, it readily follows that the diagonal elements of
H−1MWMH−1 are identical to c > 0 if and only if the diagonal elements ofW are given byw in (3.14).

Example 2. Next we consider the case where K and L in (2.10) are of simple structure. More precisely,
let K = 0 and let B be of the form
B = S−1FLFtS−1 with L = FtWF, (3.17)
whereW is an n × n diagonal matrix. DecomposeW according to S as
W =
⎛⎜⎜⎝
W1 0
. . .
0 Wk
⎞⎟⎟⎠ , S =
⎛⎜⎜⎝
S1 0
. . .
0 Sk
⎞⎟⎟⎠ withWi, Si : ni × ni.
Then the matrix L is written as the following block diagonal matrix:
L =
⎛⎜⎜⎝
Ft1W1F1 0
. . .
0 FtkWkFk
⎞⎟⎟⎠ .
Hence the matrix B is also a block diagonal matrix:
B =
⎛⎜⎜⎝
S
−1
1 F1F
t
1W1F1F
t
1S
−1
1 0
. . .
0 S
−1
k FkF
t
kWkFkF
t
kS
−1
k
⎞⎟⎟⎠ .
Since FiF
t
i = Ini − (1/ni)eieti = Mi (say), each diagonal block Bii of B is of the form
Bii = S−1i FiFti WiFiFti S−1i = S−1i MiWiMiS−1i ,
and hence we can apply Lemma 2 to Bii. For each i, let wi and s
2
i be the ni × 1 vectors that consist of
the diagonal elements ofWi and Si, respectively. Suppose thatwi and s
2
i satisfy
wi = cini
ni − 2
[
Ini −
1
ni(ni − 1)eie
t
i
]
s2i for some ci > 0 (i = 1, . . . , k).
Then, by Lemma 2, each Bii has equal diagonal elements ci. Thus we see that the vector b = (b11,
. . . , bnn)
t is a block vector:
b =
⎛⎜⎜⎝
c1e1
...
ckek
⎞⎟⎟⎠ = E with  =
⎛⎜⎜⎝
c1
...
ck
⎞⎟⎟⎠ .
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Hence by Theorem 4, the EDM D = κ(B) has s-block structure: More speciﬁcally, we can see
DS = EA with A = (t + t)EtSE. 
Now we will provide our last example for this section.
Example 3. A more general case can be easily obtained by combining the above two examples. Let L
be the matrix given in Example 2 and let K = (xij) be any matrix inΩk(). Then from Examples 1 and
2, the matrix B given below
B = EKEt + S−1FLFtS−1
satisﬁes the condition of Theorem 4. Hence the EDM D = κ(B) has s-block structure. In fact, it readily
follows from Examples 1 and 2 that
b =
⎛⎜⎜⎝
(x11 + c1)e1
...
(xkk + ck)ek
⎞⎟⎟⎠ = E with  =
⎛⎜⎜⎝
x11 + c1
...
xkk + ck
⎞⎟⎟⎠ ,
which implies that
DS = EA with A = (t + t − K)EtSE.
3.1. A numerical example
At this point a numerical examplewill show the reason of the decomposition of thematrix B, which
implies a decomposition of the matrix D = κ(B) since the application κ is linear.
We will build the conﬁguration by pieces to show how the decomposition appears. The values are
standard Matlab outputs. We will generate a conﬁguration in 2 by deﬁning the following matrices:
X1 =
⎛⎝ 0.8000 0.6000−0.8000 0.6000
0 −1.0000
⎞⎠ , X2 =
⎛⎝ 0.4000 1.95960.4000 −1.9596
−2.0000 0
⎞⎠ ,
X3 =
(
1 1
−1 −1
)
.
Now we imbed them in the three dimensional space as follows:
X̂1 =
⎛⎝ 0.8000 0.6000 1−0.8000 0.6000 1
0 −1.0000 1
⎞⎠ , X̂2 =
⎛⎝ 0.4000 1.9596 20.4000 −1.9596 2
−2.0000 0 2
⎞⎠ ,
X̂3 =
(
1 1 −3
−1 −1 −3
)
.
These last three conﬁgurations are translations of the previous ones along the “z” axis.
Now we form the coordinate matrix X
X =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.8000 0.6000
−0.8000 0.6000
0 −1.0000
0.4000 1.9596
0.4000 −1.9596
−2.0000 0
1 1
−1 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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which satisfy the condition (b) of Theorem 2.
We also form the corresponding matrix for the conﬁgurations in the three dimensional space.
X̂ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.8000 0.6000 1
−0.8000 0.6000 1
0 −1.0000 1
0.4000 1.9596 2
0.4000 −1.9596 2
−2.0000 0 2
1 1 −3
−1 −1 −3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The vector s for the conﬁguration X is
s = (st1, st2, st3)t = (0.3125, 0.3125, 0.3750; 0.4167, 0.4167, 0.1667; 0.5000, 0.5000)t ,
where s1 is the vector with the ﬁrst three components of s and s2 the following three components and
s3 the last two. This vector also works for X̂ .
But X̂ does not satisfy the condition (b) of Theorem 2. In fact, for example, X̂1s1 is not zero. Hence
X̂ does not have the origin representation property.
If we deﬁne by X̂12 the matrix that has the ﬁrst two columns of X̂ and by X̂3 the matrix that has the
third column of X̂ , then
X̂X̂t = X̂3X̂t3 + X̂12X̂t12.
Now it is clear that the ﬁrst term correspond to the ﬁrst term in in the decomposition of Theorem 2.3
and the second term to the second.
Note that in Theorem 2.3, the ﬁrst term is a block matrix, that in this example is coming from the
coordinate of the centers of the spheres in the planes z = 1, z = 2 and z = −3. They are not anymore
the origin of coordinates.
In other words, this work as if you think of every spherical conﬁguration with all the points in the
center of that sphere, this way you have repeated points that give you the block structure.
Following the theoretical description, the X matrix in Theorem 2.3 is X = WWt for
W =
⎛⎝0 0 10 0 2
0 0 −3
⎞⎠ .
The decomposition split the structure of the conﬁguration in two. One corresponds to the centers of
eachsubconﬁgurationand the rest to thestructureof all the subconﬁgurations inacommonembedding
dimension.
It is clear that in this example we located the centers in a one dimensional conﬁguration, but is
possible to locate the center in any allowed dimension.
4. Multispherical structure and faces
In this sectionweconsiderhowthemultispherical structureof a conﬁgurationprovides information
about the location of the corresponding distance matrix in the cone of Euclidean distance matrices.
For those matrices that are always located in the boundary of Λn, we can determine a number of
supporting hyperplanes that are associated with the multispherical structure of the matrix.
We will start with a set of n points whose coordinates are the rows of the coordinate matrix X . The
matrix Dwill denote the corresponding distance matrix: D = κ(XXt).
A multispherical conﬁguration with k spheres, generates a partition of the setN = {1, . . . , n}with
k subsetsNj . Each of these subsets contain the indexes corresponding to the points in each sphere. We
denote their cardinality by nj for j = 1, . . . , k.
We also assume here that the points in each sphere can generate the origin of the system of
coordinates. Technically this means that there are k vectors sj ∈ nj which satisfy
XtNjsj = 0
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with etj sj = 1, where ej is deﬁned in (1.2). If we deﬁne st = (st1, . . . , stk), we have that ste = k, and
1
k
s = 1 is a system of coordinates, where e = (et1, . . . , etk)t . We will refer to this property as origin
multiple representation. In other words the origin of coordinates is a linear combination of the points
in each sphere.
We can deﬁne now the vector s¯j ∈ n, j = 1, . . . , k as follows:
(s¯j)Nm =
{
sj if m = j,
0 otherwise.
It is clear that s¯j , j = 1, . . . , k belong to the null space of Xt , and s¯tje = 1, then they are systems of
coordinates. Note by the way that these vectors are orthogonal, s = ∑ki=1 s¯j and s is in the N(τs(D)).
From [6] we know that LGS(D) = N(D) ⊕ 〈x〉 where x solves the system Dx = e. Remember that
LGS(D) ⊂ M and then it is orthogonal to e. Hence we need look for vectors in N(τs(D)) that are
orthogonal to e.
Let us deﬁne vectors ui for i = 1, . . . , k − 1 as ui = s¯i − αis¯k , where αi is determined in such a
way that the vectors ui for i = 1, . . . , k − 1 are orthogonal to e. In other words
etui = et(s¯i − αis¯k) = et s¯i − αiet s¯k = 0.
Then
ui = s¯i − e
t s¯i
etsk
s¯k.
For our next result we need to use the Frobenius inner product in the space of matrices that is deﬁned
by 〈A, B〉F = trace(AtB).
Theorem 5. The vectors
ui = s¯i − e
t s¯i
etsk
s¯k.
belong to LGS(D) and the hyperplanes
〈Z, uiuti 〉F = 0 for i = 1, . . . , k − 1
are supporting hyperplanes for D.
Proof. It is clear from construction that the vector ui, i = 1, . . . , k − 1 are orthogonal to the vector
e, and included in N(τs(D)). Using Lemma 2 in [6] (see the proof) if we show that the vectors ui, i =
1, . . . , k − 1 are in N(τe(D)), then they are in LGD(D).
Using [3], it is easy to see that Be =
(
I − eet
n
)
Bs
(
I − eet
n
)
then computing Beui, we obtain(
I − ee
t
n
)
Bs
(
I − ee
t
n
)
ui =
(
I − ee
t
n
)
Bs
(
ui − e
tui
n
e
)
=
(
I − ee
t
n
)
Bsui = 0.
The second part of the theorem is a consequence of the fact that the vectors ui belong to the LGS(D).
See [6] for details. 
Remark. It is important to point out that these vectors ui, i = 1, . . . , k − 1, which are linear combina-
tions of the vectors s¯i, are connected with the multispherical structure, better than that to the origin
multiple representation property. Perturbations in D that preserve the origin multiple representation
property will keep these vector associated with the perturbed matrix.
Let us consider a class of perturbations of the coordinate matrix X and of course the corresponding
matrixD. Consider a positive constant block vectorw = (w1, . . . , wn)t ∈ n respect to the partitionN
given above. This says that wi = ωj for i ∈ Nj , where the vector = (ω1, . . . ,ωk)t ∈ k . We denote
by W the diagonal matrix whose diagonal entries are given by the vector w. Then we consider the
family of coordinate matrices Xw = WX , and distance matrices Dw where Dw = κ(XwXtw).
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Corollary 1. The hyperplanes
〈Z, uiuti 〉F = 0 for i = 1, . . . , k − 1
are supporting hyperplanes for any matrix in the family Dw.
Proof. This is the result of the following simple computation:
Xtw s¯j = XNjωjsj = ωjXNjsj = 0,
which means that the vector ui, i = 1, . . . , k − 1 are also in the null space of Bw = XwXtw . 
Weemphasize here that all themember of the family are in the face determined by the intersection
of the supporting hyperplanes.
Also it is worthy to note that if rj, j = 1, . . . , k are the radii of the spheres of the multispherical
conﬁguration, then the conﬁguration WX with ωj = 1rj , j = 1, . . . , k is spherical. This fact point out
the importance of the partition with the origin multiple representations property in the generation of
multispherical conﬁgurations.
Finally, we show that this multispherical structure allows us to built vector in the null space of D.
Since this relays in the vectors s˜′j j = 1, . . . , k and uj , j = 1, . . . , k − 1 the result are true for the family
Dw .
To simplify the notation let us denote by B̂ the matrix τ(D) and by bˆ the vector that contain
the diagonal entries of B̂. Now Let us deﬁne the vectors yj , j = 1, . . . k − 2 given by the following
expression:
yj = uj − bˆ
tuj
bˆtuk−1
uk−1, j = 1, . . . , k − 2.
Note that this orthogonalization process can be avoided for the vectors uj that are already orthogonal
to bˆ.
Theorem 6. The vectors yj , j = 1, . . . k − 2 are in N(D).
Proof. The following computation shows that the vectors yj are in N(D):
Dyj = (ebt + bet − 2B̂)yj = (btyj)e + (etyj)b − 2B̂yj
since the vectors yj are orthogonal to e because they are linear combination of the vectors ui and
orthogonal to bˆ for construction. Note also that the vectors yj are in the null space of B̂. 
It is straightforward that the vectors yi, i = 1, . . . , k − 2 are combination of three of the s¯j , j =
1, . . . , k, which means that a good part of the structure of Dw is coming from the multispherical
structure with the multiple origin representation property.
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