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Systems such as digital computers, telephone central
offices, etco are commonly constructed so that they operate
with signals which only take on two valueso The circuits
used in building such systems are called switching circuits
and are described mathematically by means of a two-valued
algebra° In designing switching circuits the circuit re-
,quirements are reduced to algebraic expressions and then
these expressions are simplified by means of the theorems
of Boolean Algebrao The aim of algebra'c simplification is
to reduce the amount of equipment needed in the circuit0
The first part of this thesis presents a systematic
procedure for writing a Boolean function in the simplest
sum of products form. This form corresponds directly to
the two-stage, single-butput diode logic circuit using
the fewest possible diodeso The procedure developed can be
programmed on a digital computer in order to handle func-
tions of large numbers of variableso
In carrying out the procedure of part one it is help-
ful to know if the function being simplified remains un-
changed when some of its variables are permuted (or compli-
mented)o A method for the detection of such invariance
(called group invariance) has therefore been developed and
is presented in Appendix Ao An extension of this method for
determining if a function is totally symmetric (invariant
under any permutation of its variables) is also presented0
It is important to know whether a function possesses in-
variance properties since special design methods may then
be applicable.
ii
In part two of the thesis a method is developed for
designing a two-terminal contact network° For relay
switching circuits, contact networks must be designed to
control the operation of the circuit relays and to pro-
vide output signals. Existing methods of contact network
design are all unsatisfactory either because they are un-
systematic or because they restrict the form of the net-
work being designed. The method developed here uses the
algebraic expression derived by the procedure of part one
as a starting point and consists of directly providing a
path through the network for each term of the algebraic
expressiono Methods are presented for determining how to
form each path economically.
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INTRODUCTION
Digital computer circuits, automatic telephone ex-
change circuits, and automatic traffic control circuits are
examples of switching circuitso The distinguishing feature
of these circuits is that they operate with binary signals;
that is, signals which have only two stable values (off or
oi, high or low, ground or no ground, etco). Such circuits
can be constructed with relays, diodes, vacuum tubes, tran-
sistors, magnetic amplifiers, etco Te theory to be develop-
ed here deals with general properties of switching circuits
which are independent of their particular physical components.
A combinational circuit is one in which the outputs
at a given instant of time are determined only by the inputs
at the same instant of time; when the outputs depend also on
previous inputs, the circuit is called sequential. The prob-
lem of reducing the specifications for a sequential circuit
to specifications for several combinational circuits has ef-
"fectively been solved [Hl]o
In 1938, Shannon CS1] showed that Boolean Algebra
could be used to design combinational switching circuits
(contact networks). In general form, the design procedure
consists of: (1) writing the contact-network requirements
as an algebraic expression, (2) simplifying this expression
by use of the theorems of Boolean Algebra, (3) determining
a contact network whose transmission equals the simplified
algebraic expression
A systematic method for writing an algebraic ex-
pression which corresponds to a given set of circuit require-
ments was presented by Montgornerie ~t1lo He introduced the
idea of a table of combinations (called a truth table by
logicians).
Methods for simplifying algebraic expressions were
published by Aiken [SCL1], Veitch VI], Quine Q1], and
Karnaugh EK1]o These methods are similar in that they all
result in the same type of expression (the simplest sum of
-products form) and they all fail when the expression to be
--simplified becomes sufficiently complex. Karnaugh's method
is a chart method which is a refinement of the methods of
Veitch and Aikeno It is very effective for functions involv-
ing few variables but becomes very difficult and unsystematic
as the number of variables becomes largeo Quine's method is
an algebraic procedure which is rather unwieldy but which is
sometimes useful for functions of many variables. The method
to be presented in Part 1 of this thesis has certain similari-
ties with both the chart and algebraic methods0 However, it
is usually simpler than either method for fuhctions of more
than six variables and can always be systematically carried
to completion. In addition it appears that the method to be
presented here can be programmed on a digital computer without
requiring excessively large storage capacity or computing time0
In connection with this method for simplifying algebraic ex-
pression- a method for determining group invariance rS2 or
total symmetry C21 has been determined. This method is pre-
sented in Appendix A,
In Shannon's original paper CS1], the design pro-
cedure actually consisted of writing the simplest algebraic
expression (in the sense that there are the fewest possible
variable appearances) corresponding to the circuit require-
merits and then drawing the corresponding contact network direct-
lyo This procedure has two defects. There is no systematic
method for obtaining the simplest algebraic expression and
.only series-parallel networks will result. Numerous examples
exist of nonplanar or bridge-type networks which use signi-
ficantly fewer contacts than the corresponding series-parallel
network. In a second paper ES2], Shannon presented another
method for designing a contact network. The success of this
method, called the Shannon MN synthesis, depends on the de-
signer's aility to recognize permissible circuit modifica-
tions which very frequently destroy the series-parallel charac-
ter of the network while at the same time reducing the number
of contacts included, While this method can result in non-
planar or bridge-type networks, it is not truly general since
the structure of the resulting network is arbitrarily assumed
to be of a certain general form. A matrix method of design
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has also been presented HS1]. This method does not place
any restrictions on the form of the final network, but it
lacks any systematic procedure and in addition is cumber-
some to actually carry out. The method for designing contact
networks which is presented in Part 2 of this thesis is es-
sentially different from any of the previous methods. The
required algebraic expression is that obtained by the method
of Part 1. Since no restriction is placed on the form of
the final network, this is a general method. A systematic
approach is given and all algebraic manipulations are cor-
related with the corresponding effects on the actual network.
1.1 PART' 1
ALGEBRAIC MINIMIZATION
1.1 Algebraic Symbolism For Relay Contact Networks
Each relay will be denoted by a symbol such as X1, Y2,
etc. Contacts belonging to the X1 relay will be designated
by x1 if normally open and by xl if normally closed. It is
common practice to interpret these contact designators as
transmissions by setting x = O, xl = 1 when relay X1 is
unoperated and xl = 1, x 0 when relay X1 is operated.
The symbols 0 and 1 represent open and closed circuits re-
spectively.
A series connection of contacts xl and x2 has the trans-
mission xlX2: This function equals one only when both xl and
x2 equal ones and the series connection of xl and x2 is a
closed circuit only when both x and x2 are closed circuits.
Similarly, the transmission of a parallel connection of con-
tacts x1 and x2 can be written as xl + x2, if it is postulated
that 1+1=1. This postulate is a statement of the fact that
two closed circuits in parallel are indistinguishable from
a single closed circuit.
The over-all transmission of any planar, nonbridge
(series-parallel) network can be written directly. See
Fig. 1.1-1. First, transmissions are written for all series
or parallel connections of contacts, then each such connec-
tion is replaced by a single contact designated by the appro-
priate transmission. This process is repeated until only one
contact remains. The associated designator is the desired
over-all transmission.
- 5-
- 6 -
x3
X1 X2 x1x2 X3+X4 xIx2 (x3+x4)HI F- o- - H-- t - -i- °-o
x4
(a) T = xx 2 (x3 + x4)
X1 x 2 Xx 2 XlX2
3 XI5 , I I I
X4 X2 -X3+X4 X2+X1XH
X3 +x4 X2
x'IxX1X
X1 2 + x3 + x4)(x2+x 5)
(x3+x4 )(x2+xix5)
(b) T xlx 2 + (x 3 + x4) (x + xlx5)
Figure 1.1-1
Determination of Overall Transmission for
Series-Parallel Networks.
1.1
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This method is not directly applicable to nonseries-
parallel networks. Another method, which works for all net-
works, consists of tracing all paths from input to output,
writing the transmission of each path, and then forming the
over-all transmission as the sum of the individual path trans-
missions. See Fig. 1.1-2. Each path transmission will be
a product of literals, where a literal is defined as a vari-
able with or without the associated prime (x1, x are literals).
The input and output terminals are connected together only
when all contacts of at least one of the paths through the
network are closed. The over-all transmission can equal one
only when at least one of the product terms equals one; that
is, when all literals of at least one product terms are equal
to one.
It has been specifically postulated that 1+1=1. Other
postulates which have been implicitly assumed are: 0+1=1+0=1,
0+0=0, OtO=O, 01=1.0=0, 1.1=1, 0'=1, 1'=0, and xl = 0 if xl/l,
x1 = 1 if xlOo Since these postulates are identical with the
postulates of Boolean algebra, the switching algebra developed
here is actually a Boolean Algebra and all the Boolean Algebra
theorems apply. This was pointed out by Shannon in a paper
which discusses the theorems in detail [S1]. Table 11-1 is
a list of the Boolean Algebra theorems commonly used.
1.1
8X3
0 .-__. 1I
O 10 - --2
(a) Series-Parallel Network
0
T = x 1 x2 + xx 3 x5 + xx 3 x2 + xx 5
(1) (2) (3) (4)
(b) Bridge Network
Figure 11-2
Determination of Overall Transmission by
Path Tracing.
T = x 1X2 X3+
(1)
xlx2 x4
(2)
0
r
._ _ _ 1.AI ... __ s.... 
I 
I - -
I
I
1.1
TABLE 1.1-1 Boolean Algebra Theorems
(1) 0 + X1 = x1
(1') 1
(2) 1 + x 1
(2') 0
* - = 1. x 1
X1 + X1 = X1
'1 1 
*i. __ _~~z
1..
(4) (Xl) = X1
(,..') (Xj ) ' = 
_ _~= X, 
1: .
0) (o')
(7) xI + XlX2 (e}) ( x + X ) X2 = X1 X2
(7') x1 (x1 + x2 ) = x I
(9) x1 x + X1 X2 =12 ~2 X1
(8') x 1 X + X2 = x 1 + X2
(10) (x1 + x2 ) + x3 = x1 + (x2
(9') (XL + x.) (x + X ) I1 xI 2-t x3=
= x1
(10') 1 (x 2 x 3 ) = (X 1 X,),1...
X X + X X - X1 2 1 
(11') (X 1 + X2 ) (X1 + x3 )
( x + X3 )
x 12 3
=XL X2
(12) (x1 + x2 ) (x I
(12r) x1 x 2 + x i x3
(13) (x 1 + x 2 ) ( i
(14) (x1 + 2 + ...
(14') (x 1 X2
+ x3 ) (x2 + x3 ) = (x1 + x2 ) ( 
+ X2 X3 = 1 X2 + x31 
+ x3) = xl x3 + x x2
+ X )' = xI X2n 1 2
.'.Xn) = x + + ...
n
+ XI
n
(15) f(x i X2 ... ' xn ) f(1, X2, **e xn)
Xn )
(15') f(x 1 , x2, = [X1 + f(O0 x2,
+ f(1,
(16) f(xl, +
.. Xn 1]
X2
, )' = f(X i, X, +~~~~ 
= 1
= 0
(3)
(5r)
( 5') x: x =
2 2 1
I 2 2 1
(11)
+ 3 )
x3
x3
+ x3
+ XI1 ° f(O, X2
11 -11 .. I I I~~~~~~~~~~~~~~~~f
- -
( [- )
)
°, +). . ) I n9X ) . . , 
10 -
x 1 x 2 X3 T
1 0 0 1 1 xI x2 X3
2 0 1 0 1 x x2 x
3 0 1 i 1 xl x2 X3
, 1 o o 1 X1 x x
5 1 0 1 1 x1 x2 x3
61 1 X1 x 2 X3
7 1 1 1 0 x 1 X2 X3
(a) (b)
Table of Combinations p-terms
1 2 3 + X2X3 XX 2X3 + XX 3 + X1X2X 3
(c)
Standard Sum
Figure 11-3 Circuit Specifications
For each row of the table of combinations a transmission
can be written which equals "one" only when the variables have
the values listed in that row of the table. These transmissions
will be called elementary product terms (or more simply, p-
terms) since any transmission can always be written as a sum
of these p-terms° Figure 10l-3b lists the p-terms for Fig.
1.1-3ao Note that every variable appears in each p-term
1l1 - 11 -
The p-term corresponding to a given row of a table of com-
binations is formed by priming any variables which have a
"zero" entry in that row of the table and by leaving unprimed
those variables which have oney" entries. It is possible to
write an algebraic expression for the over-all circuit trans-
mission directly from the table of combinations0 This over-
all transmission, T, is the sum of the p-terms corresponding
to those rows of the table of combinations for which T is to
have the value "one." See Fig. ll-3co Any transmission
which is a sum of p-terms is called a standard sum [C1].
The decimal numbers in the first column of Fig° lol-3a
are the decimal equivalents of the binary numbers formed by
the entries of the table of combinations0 A concise method
for specifying a transmission function is to list the deci-
mal numbers of those rows of the table of combinations for
which the function is to have the value one. Thus the func-
tion of Fig. 11-3 can be specified as (1,2,3,4,5,b6)
1 2 12 -
1,2 The Minimum Sum
By use of the theorem xlx2 + xl x2 = x2 it is possible
to obtain from the standard sum other equivalent sum functions;
that is, other sum functions which correspond to the same
table of combinationso These functions are still sums of
products of literals but not all of the variables appear in
each term. For example, the transmission of Fig. 11-3,
T x xlxx3 + xjx2x + xx 2 x 3 + x x2x3+ X1 X2X 3 + x2 x3 =
131 2(xxl2x 3 + X{X2X3 ) + (X{X2X +X x2xv) + ( x 1xx3 + X1X2X 3 ) =
(xxk3 1 2 3 1 2 x1 x2 x3 ) + x x2x3 + x1x x)
can be written as either T = xX 3 +X 2 X + x2x or T =
x x 3 + ix2 + x1xy
The sum functions which have the fewest terms of all
equivalent sum functions will be called minimum sums unless
these functions having fewest terms do not all involve the
same number of iiterals. In such cases, only those functions
which involve the fewest literals will be called minimum
sums. For example, the function T = (0,l,3,4,6,7,9,ll,l13,27)
can be written as either T= xxllxx + xxlx3 + x5xx 2x l +
x xxxlX + x xx2xl or as T xxx 2x + xxx3x 2 + xx4xx +
X4 X3X2X 1 + xxx 1 Only the second expression is a minimum
sum since it involves 19 literals while the first expression
involves. 20 literals 
1o2 13 
In principle it is possible to obtain a minimum sum for
any given transmission by enumerating all possible equivalent
sum functions then selecting those functions which have the
fewest terms, and finally selecting from these the functions
which contain fewest literalso Since the number of equivalent
sum functions may be quite large, this procedure is not
generally practicalo The following sections present a practi-
cal method for obtaining a minimum sum without resorting to
an enumeration of all equivalent sum functions.
- 4 -
1o3 Prime Implicants
When the theorem xlx2 + x 1 - x1 is used to replace by
a single term, two p-terms, which correspond to rows i and j
of a table of combinations, the resulting term will equal "one"
when the variables have values corresponding to either row i
or row j of the table. Similarly, when this theorem is used
to replace, by a single term, a term which equals "one" for
rows i and j and a term which equals "one" for rows k and m,
the resulting term will equal "one" for rows i, Jj, k and m of
the table of combinationso A method for obtaining a minimum
sum by repeated application of this theorem (xlx1 + xlX2 = x1 )
was first presented by Quine Q11,. In this method, the theo-
rem is applied to all possible pairs of p-terms, then to all
possible pairs of the terms obtained from the p-terms, and so
on, until no further applications of the theorem are possible.
It may be necessary to pair one term with several other terms
in applying this theorem0 In Example 1o3-2 the theorem is
applied to the terms labeled 5 and 7 and also to the terms
labeled 5 and 139 All terms paired with other terms in ap-
plying the theorem are then discarded,; The remaining terms
are called rime ime plicants [Q1]. Finally a minimum sum is
formed as the sum of the fewest prime implicants which when
taken together will equal "one" for all required rows of
the table of combinations0 The terms in the minimum sum
will be called minimum sum terms or ms-terms0
1 3
1.3 - 15 -
Example 1.3-1
T = (3,7,8,9,12,13)
Standard Sum:
T = xx2x + xlx2 3 x + xlxx~ + x1 xlx3 + x x2x3xL+ x1x2xIx4
F0o 0 1 1 10 1 1 . 1 1 1L 7 l 8 9 L JL 13 j
Note: The bracketed binary and decimal numbers below the sum
terms indicate the rows of the table of combinations for which
the corresponding term will equal "one". A binary character
in which a dash appears represents the two binary numbers
which are formed by replacing the dash by a "0" and then by
a "1". Similarly a binary character in which two dashes ap-
pear represents the four binary numbers formed by replacing
the dashes by "0" and "1" entries, etc.
XlX23X4 + XX2X XlX2 t XX1 2 3 4 1 2 3 4 1 34
XX2X3X + X 1 XX2 3 4 1 2 3
1 00 L 0 l 100 0
8 I 9 8 ,9 
- 16 -
X1X2 x>x, + X1X2X = xlx 2x
[1°] ii°] 21 0. 11 1 0
12 13 12113
X1X2x3 +X1X 2x x 1 x310 I - r1 i 1 -fo0 
8g9 12,13 L89,12,3
Prime Implicants: 1 X3 X X X41 3 4
9,120-8,91213 L
Minimum Sum: T = XX + XX X 4x
Example 13-2
Standard Sum: T XX 2X xX 4 + X2X3X 4 + XX 2 X1X2 3X1 2 34 +2 4 1 3423
(0 1
XjX 2XX 4 + XX2X3X 4 = xlx2 x4
K .J .-1i J1 0 1 1 1 1 - 1 
5 7 5,7 7L- J L.-~~ j
1.3
1 1
3,7 
T 2-(5,7,12,13)
1 00 10 
- 17 -
Xx2X3X4 + XlX2XX4 X2X3x
X1 2X 3X 4 1 2 3 4 XlX 2X 3
1 0 1 0 1 0 l 1o
12 13 12,13
Prime Implicants: xjx2 x x2x xx 
O1- Il O 1 0 -1 
5,7 5,13 12,13
Minimum Sum: T x= xx 4 + x x2x3T x2x4 + XX2 3
Quine's method, as illustrated inExamples 1l3-1 and 1l3-2,
becomes unwieldly for transmissions involving either many
variables or many p-terms° This difficulty is overcome by
simplifying the notation and making the procedure more sys-
tematico The notation is simplified by discarding the expres-
sions involving literals and using only the binary characters.
This is permissible because the expressions in terms of literals
can always be regained from the binary characters. The theorem
being used to combine terms can be stated in terms of the bin-
ary characters as follows: If two binary characters are
1.3
1.3 - 18 -
identical in all positions except one, and if neither charac-
ter has a dash in the position in which they differ, then the
two characters can be replaced by a single character. which
has a dash in the position in which the original characters
differ and which is identical with the original characters
in all other positions.
The first step in the revised method for determining
prime implicants is to list in a column, such as that shown
in Fig° 13-la, the binary equivalents of the decimal num-
bers which specify -the function° It is expedient to order
these binary numbers so that any numbers which contain no
1's come f il.rci, followed by any numbers containing a single
1, etc. Lilnes sould be drawn to divide the column into
groups of Sbiary umbers which cntain a iven number of 1'sO
The th.eorernm stateu above is applied to these binary numbers
by comparing each number ith all the numbers of the next
lower gro up0 Other pairs of numbers need not be considered
since any two numbers which are not from adjacent groups must
differ in more than on; binary igito For each number which
has 's -WlreerevEr the nu.,be-r (from the next upper grqup) with
which it is being compared has s, a new character is formed
according to the theorem A check mark is placed next to each
number which is used in forming a new character. The new
characters are placed in a separate column, such as Fig lo 3-lb,
1.3
I
X5 X4 X3 X2 X1
0 0 00 o / 0 2
2 00010' 04
4 00100Z 8
8 o0 ooo 0 16
16 1 0000 / 2 6
6 ooo/ 210 001 1 0 2 10
10 0 10 1 0 / 2 18
12 O io /O 4 6
18 1 o0 1 4 29 '2/ 8 10
7 0 08 1 1 8 12
11 0 1 0 1 1 / 16 18
13 0 1 0 1
14 0 1 1 0 1 16 729 01110 6 10 7
10 11
30 1 11 1 0 12 13
(a) 12 14
18 19
13 29
14 30
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II
X5X4X3X2x 1
O O - 0/00-00
0 - 0O O /
-000 O 0
0 -oo 1 o
O - O 1 0/'
- 0 O1 01
O 0 1 - /
0 - 1 0 0 
0 1 0o- o
oo1 -o O \/
'1 In rl n /
11 - -
0110-
011-0
00 1 1 
-1101
-0 11100 1 1 -O
(b)
IV
02 4
0.2." 8
0 2 16
04 '8
2 6 10
4 6 12
8 1012
III
x 5x 4 x3 x 2 x 1
60 0 - - O %/
lo - O - O /
18 - 0 0 - 0
12 0 - - 0 0 
14 0 - 1 0 
14 0 - 1 - 0 %
14 0 1 - - 0 
(C)
/
v
' X5 X4 X3 X2 X1
0 2 4 6 8 10 12 14 O - O
(d)
Figure 1.3-1
Determination'of Prime Implicants for Transmission
T = (0,2,46,7,8,10,11 1213 ,14,16,18, 19,29,30)
-
v
103 - 20 -
which is again divided into groups of characters which have
the same number of l'so The characters in this new column will
each contain one dash.
After each number in the first column has been considered,
a similar process is carried out for the characters of column
two. Two characters from adjacent groups can be combined if
they both have their dashes in the same position and if the
character from the lower group has l's wherever the upper charac-
ter has l'so If any combinations are possible the resulting
characters are placed in a third column such as Fig. lo3-1c,
and the Column II characters from which the new characters are
formed are checked° All the characters in this third column
will have two dashes. This procedure is repeated and new
columns are formed (Fig. 1,;3ld) until no further combinations
are possible. The unchecked characters which have not entered
into any combinations, represent the prime implicantso
Each binary character is labeled with the decimal equiva-
lents of the binary numbers which it represents (see note in
Example 1l3-1)o These decimal numbers are arranged in increas-
ing arithmetic order. For a character having one dash this
corresponds to the order of its formation: When two binary
numbers combine, the second number always contains all the l's
of the first number and one additional 1 so that the second
number is always greater than the first0 Characters having
- 21-
two dashes can be formed in two ayso For example, the charac-
ter (12,13,14,15) can be formed either by combining (12,13) and
(14,15) or by combining (12,14) and (13,15) as shown in Fig, 13-2
0 0000 0 2 00 0 0 246 0--0 O
2 0 0 1 o 4 o o o (O 4 2 6 0 -o0)
4 01 0 0 2 6 0- 1 0
6 0 1 1 0 6 1 0
Figure 1,3-2
Example of the Two Ways of
Forming a Character Having Two Dashes
Similarly, there are three ways in which a character having
three dashes can be formed (in Fig. 1i3-1 the ,2,4 6,8,10,1214
character can be formed from the 0,2,4,6, and 8,10,12,14 charac-
ters or the 02,g,109 and 4,6,129'14. characters or the 0,4,8 12
and 26,10,14 characters), four ways in which a character having
four dashes can be formed, etco
In general, any character can be formed by combining two
characters whose labels form an increasing sequence of decimal
numbers when placed together, It is possible to shorten the
process of determining prime implicants by not considering the
combination of any characters whose labels do not satisfy this
requirement° For example, in Fig. 13-l3b the possibility of
103
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combining the (0,4) character with either the (2,6) or the
(2,10) character need not be considered. If the process is
so shortened, it is not sufficient to place check marks next
to the two characters from which a new character is formed;
each member of all pairs of characters which would produce the
same new character when combined must also receive check marks.
More simply, when a new character is formed a check mark is
placed next to all characters whose labels contain only deci-
mal numbers which occur in the label of the new character.
In Fig. 1.3-1, when the (0,2,4,6) character is formed by
combining the (0,2) and (4,6) characters, check marks must be
placed next to the (0,4) and (2,6) characters as well as the
(0,2) and (4,6) characters. If the process is not shortened
as just described, the fact that a character can be formed in
several ways can serve as a check on the accuracy of the process.
- 23 
1.4 Prime Implicant Tables
The minimum sum is formed by picking the fewest prime im-
plicants whose sum will equal one for all rows of the table of
combinations for which the transmission is to equal one In
terms of the characters used in Section 1l3 this means that
each number in the decimal specification of the function must
appear in the label of at least one character which corresponds
to a ms-term (term of the minimum sum).
The ms-terms are selected from the prime implicants by
means of a prime implicant table' (Fig. l4-1)o Each column
of the prime implicant table corresponds to a row of the table
0 2 4 8 16 6 10 12 18 7 11 13 1 19 29 30
1 XXxx x x x x *
2 X x x *
3 x x *
6 x x
7 x x *
8 x x 
Figure lo4-1
Prime Implicant Table for the Transmission
of Fig. lo3-1
This table was first discussed by Quine Q11. However, no
systematic procedure for obtaining a minimum sum from the
prime imnlic-nt table was resented.
1.4
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of combinations for which the transmission is to have the
value one. The decimal number at the top of each column speci-
fies the corresponding row of the table of combinations. Thus
the numbers which appear at the tops of the columns are the
same as those which specify the transmission. Each row of the
prime implicant table represents a prime implicanto If a prime
implicant equals "one" for a given row of the table of combina-
tions, a cross is placed at the intersection of the correspond-
ing row and column of the prime implicant table0 All other
positions are left blank. The table can be written directly
from the characters obtained in Section 1.3 by identifying each
row of the table with a character and then placing a cross in
each column whose number appears in the label of the character0
It is convenient to arrange the rows in the order of the
number of crosses they contain, with those rows containing the
most crosses at the top of the table. Also, horizontal lines
should be drawn partitioning the table into groups of rows which
contain the same number of crosses (Fig0 14-1)o If, in select-
ing the rows which are to correspond to ms-terms, a choice be-
tween two equally appropriate rows is required, the row having
more crosses should be selected. The row with more crosses has
fewer literals in the corresponding prime implicanto This
choice is more obvious when the table is partitioned as suggested
above.
1o4
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A minimum sum is determined from the prime implicant
table by selecting the fewest rows such that each column has
a cross in at least one selected row. The selected rows are
called basis rows, and the prime implicants corresponding to
the basis rows are the ms-terms. If any column has only one
entry, the row in which this entry occurs must be a basis row.
Therefore the first step in selecting the basis rows is to
place an asterisk next to each row which contains the sole en-
try of any column (rows 1,2,3,4,5,7,8, in Fig. 14-1). A
line is then drawn through all rows marked with an asterisk
and through all columns in which these rows have entries.
This is done because the requirement that these columns have
entries in at least one basis row is satisfied by selecting
the rows marked with an asterisk as basis rows. When this is
done for the table of Fig. 1.4-1 all columns are lined out
and therefore the rows marked with asterisks are the basis
rows for this table. Since no alternative choice of basis
rows is possible, there is only one minimum sum form for the
transmission described in this table.
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1.5 Row Covering
In general, after the appropriate rows have been marked
with asterisks and the corresponding columns have been lined
out, there may remain some columns which are not lined out;
for example, column 7 in the table of Figo lo5-lb. When this
happens, additional rows must be selected and the columns in
which these rows have entries must be lined out until all
columns of the table are lined out. For the table of Fig.
l-5-lb, the selection of either row 2 or row 6 as a basis row
will cause column 7 to be lined out. However, row 2 is the
correct choice since it has more crosses than row 6 This is
an example of the situation which was described earlier in
connection with the partitioning of prime implicant tables.
Row 2 is marked with two asterisks to indicate that it is a
basis row even though it does not contain the sole entry of
any column.
The choice of basis rows to supplement the single as-
terisk rows becomes more complicated when several columns
(such as columns 2,3, and 6 in Fig. lo5-2a) remain to be lined
out. The first step in choosing these supplementary basis
rows is to determine whether any pairs of rows exist such that
one row has crosses only in columns in which the other member
of the pair has crosseso Crosses in lined-out columns are
not considered, In Fig. 1o5-2a, rows 1 and 2 and rows 2 and 3
- 27 -
T = (0,1,2,3 ,7,14,1522,23 9,29,31)
x 5 X 4 X3 2 1 '5 x x 3
O O O O O o0 0 1 0
1 0 0 0 ;0 1i 0 2 0
2 0 0 0 1 oI 1 3 0
X2 x 1
o o o -/
O O - /
0 0
x 5 x4 x 3 x 2 X1
012 3 0 0 0 - -
7 15 23 31 - 1 1 1
- 1"
3 0 0 0 1 1/ 2 3 0
7 0 0 1 1 1/ 3 7 0
14 0 1 1 1 0/ 7 15 0
22 1 0 1 1 0/ 7 23 -
15 0 1 1 1 1/14 15 0
23 1 0 1 1 1/22 23 1
29 1 1 1 0 1i 15 31 -
31 1 1 1 1 1/ 23 31 1
0 0 1 -V
0 - 1
- 1 1 1
0 1 1 1 
1 1 1
0 1 1
- -- A 1 \
1 1. 1 1 
- 1 1
(7,15,23,31), (29,31),
(22,23), (14,15)]
29 31 1 1 1 - 1
(a) Determination of Prime Implicants
T = xx¥x' + x3x2x +X5 4 3 3 2 1
x x x x + XXtxx +5 43 1 5 43 2
n 1 9 X 7 1J, 9 '' 9G 1 I XIX 3x 2xy4x3x
(c) Minimum Sum
* *
*
(b) First Step in Selection of Basis Rows
Figure l o5-1
Determination of the Minimum Sum for
T = (0,1,2,3,7,14,15,22,23,29,31)
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(a) Prime Implicant Table with Single Asterisk Rows
and Corresponding Columns Lined Out
n 1 2 1, q Cs q 7 11. 9 fn 71 7 q A A -V rL v~ v JI V rr3 Cu 1*jV (1 /V VV Vk
= | X --I =__ __ __ __
.. ~~~~~~~~~~~~~t I i 
-A --- -_ _ _ - - - _ _ _ - -- Ix x x I I I.- x -_ __ _ _ _ __4 }  I .
=____ ' ' __ ' ' __ - __.I______ 4i __
i 1~ ~~~~~~~~~~~~~~~ ' ] 1
1~~~~~~~~~~~~~~~~~ r
(t) Prime Implicant Table with Rows Which are Covered
by Other Rows Lined Out
Figure 15-2
Prime Implicant Tables for
T = ;(0,123 6 ,7,1L.223033 62 ,6 47178~86)
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6
7
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are such pairs of rows since row 2 has crosses in columns
2,3, and 6 and row 1 has a cross in column 6 and row 3 has
crosses in columns 2 and 3 A convenient way to describe
this situation is to say that row 2 covers rows 1 and 3,
and to write 21, 230 If row i is selected as a supplemen-
tary basis row and row i is covered by row j, which has the
same total number of crosses as row i, then it is possible
to choose row j as a basis row instead of row i since row j
has a cross in. each column in which row i has a cross.
The next step is to line out any rows which are covered
by other rows in the same partition of the table (rows 1 and 3
in Fig. 15-2a)o If any column now contains only one cross
which is not lined out (columns 2 and 3, and 6 in Fig. 15-2b),
two asterisks are placed next to the row in which this cross
occurs (row 2 in Fig. 15-2b) and this row and all columns in
which this row has crosses are lined outo The process of draw-
ing a line through any row which is covered by another row and
selecting each row which contains the only cross in a column
is continued until it terminates. Either all columns will be
lined out in which case the rows marked with one or two asterisks
are the basis rows, or each column will contain more than one
cross and no row will cover another row. The latter situa-
tion is discussed in the following section.
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1.6 Prime Implicant Tables in Cyclic Form
If the rows and columns of a table which are not lined
out are such that eve'ry column has more than one cross and no
row covers another row (Fig. 1.6-lb), the table will be said
to be in cyclic form, or, in short, to b cyclic. If any
column has rosses in only two rows (in Fig. 16-lb, column 0
has crosses in rows 1 and 2) at least one of these rows must
be included in any set of basis rows. Therefore, the basis
rows for a cyclic table can be discovered by first determining
whether any column contains only two crosses and if such a
column exists, by then selecting as a trial basis row one of
the rows in which the crosses of this column occur0 If no
column contains only two crosses, then a column which contains
three crosses is selected, etco All columns in which the
trial basis row has crosses are lined out and the process of
lining out rows which are covered by other rows and selecting
each row which contains the only cross of some column is
carried out as described above. Either all columns will be
lined out or another cyclic table will result. Whenever a
cyclic table occurs, another trial row must be selected0
Eventually all columns will be'lined out. However, there
is no guarantee that the selected rows are actually basis.
rows. The possibility exixts that a different choice of
trial rows would have resulted in fewer selected rows In
7---
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general, it is necessary to carry out the procedure of select-
ing rows several times, choosing different trial rows each
time, so that all possible combinations of trial rows are con-
sideredo The set of fewest selected rows is the actual set
of basis rows.
Figure 16-1 illustrates the process of determining
basis rows for a cyclic prime implicant table. After rows 7
and 10 have been selected a cyclic table results (Fig. 106-lb)o
Rows 1 and 2 are then chosen as a pair of trial basis rows
since column 0 has crosses in only these two rows. The selec-
tion of row 1 leads to the selection of rows 4 and 5 as shown
in Fig. lo6-lco Row 1 is marked with three asterisks to indi-
cate that it is a trial basis row. Figure 1l6-ld illustrates
the fact that the selection of rows 3 and 6 is brought about
by the selection of row 2 Since both sets of selected rows
have the same number of rows (5) they are both sets of basis
rows. Each set of basis rows corresponds to a different
minimum sum so that there are two minimum sum forms for this
function.
Sometimes it is not necessary to determine all minimum
sum forms for the transmission being considered. In such
cases, it may be possible to shorten the process of determining
basis rows. Since each column must have a cross-in some basis
row, the total number of crosses in all of the basis rows is
1.6 - 33 -
equal to or greater than the number of columns. Therefore,
the number of columns divided by the greatest number of cros-
ses in any row (or the next highest integer if this ratio is
not an integer) is equal to the fewest possible basis rows.
For example, in the table of Fig.lo6-1 there are ten columns
and two crosses in each row. Therefore, there must be at
least 10 divided by 2 or 5 rows in any set of basis rows.
The fact that there are only five rows selected in Fig l o6-1c
guarantees that the selected rows are basis rows and therefore
Fig. l.6-ld is unnecessary if only one minimum sum is required.
In general, the process of trying different combinations of
trial rows can be stopped as soon as a set of selected rows
which contains the fewest possible number of basis rows has
been found (providing that it is not necessary to discover
all minimum sum forms), It should be pointed out that more
than the minimum number of basis rows may be required in some
cases and in these cases all combinations of trial rows must
be considered. A more accurate lower bound on the numberi of
basis rows can be obtained by considering the number of rows
which have the most crosses. For example, in the table of
Fig. 1.5-2 there are 15 columns and 4 crosses, at most, in any
row. A lower bound of 4 (15/4 = 3 3/4) is a little too opti-
mistic since there are only three rows which contain four cros-
ses. A more realistic lower bound of 5 is obtained by noting
that the rows which have 4 crosses can provide crosses in at
most 12 columns and that at least two additional rows containing
two crosses are necessary to provide crosses in the three remain-
ing columns.
..
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1.7 Cyclic Prime Implicant Tables and Group Invariance
It is not always necessary to resort to enumeration in
order to determine all minimum sum forms for a cyclic prime
implicant table. Often there is a simple relation among the
various minimum sums for a transmission so that they can all
be determined directly from any single minimum sum by simple
interchanges of variables. The process of selecting basis
rows for a cyclic table can be shortened by detecting before-
hand that the minimum sums are so related.
An example of a transmission for which this is true is
shown in Fig. 1.7-1. If the variables x and x2 are inter-
changed, one of the minimum sums is changed into the other.
In the prime implicant table the interchange of x1 and x2
leads to the interchange of columns 1 and 2, 5 and 6, 9 and
10, 13 and 14, and rows 1 and 2, 3 and 4, 5 and 6, 7 and 8.
The transmission itself remains the same after the interchange.
In determining the basis rows for the prime implicant
table (Fig. 1.7-1(d)) either row 1 or row 2 can be chosen as
a trial basis row. If row 1 is selected the i-set of basis
rows will result and if row 2 is selected the ii-set of basis
rows will result. It is unnecessary to carry out the procedure
of determining both sets of basis rows. Once the i-set of basis
rows is known, the ii-set can be determined directly by inter-
changing the x and x2 variables in the i-set. Thus no enumera-
tion is necessary in order to determine all inimum sums.
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x 4 x3 x2 1
0 00 00
1 0 0 0 1
2 00 1 0
5 0 1 0 1
6 0 1 1 0
9 1 0 1
10 1 0 1 0
7 0 1 1 1
11 1 0 1 1
13 1 1 0 1
14 1 1 1 0
15 1 1 1 1
0, 1
0, 2
1, 5
1, 9
2, 6
2,10
5, 7
5,13
6, 7
6,14
9,11
9,13
10,11
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11,15
13,15
14,15
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1 Ti = xIxx + 2xl + X3xl + X4xi
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Figure 17-1
Determination of the Minimum Sums for
T = E (0,1,2,5,6,7,9,10,11,13,14,15)
(b)
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In general, the procedure for a complex prime implicant
table is to determine whether there are any pairs of variables
which can be interchanged without effecting the transmission.
If such pairs of variables exist, the corresponding interchanges
of pairs of rows are determined. A trial basis row is then
selected from a pair of rows which contain the only two crosses
of a column and which are interchanged when the variables are
permutedo After the set of basis rows has been determined,
the other set of basis rows can be obtained by replacing each
basis row by the row with which it is interchanged when vari-
ables are permutedo If any step of this procedure is not pssi-
ble, it is necessary to resort to enumeration0
In the preceding discussion only simple interchanges of
variables have been mentioned0 Actually all possible permu-
tations of the contact variables should be considered It
is also possible that priming variables or both priming and
permuting them will leave the transmission unchanged0 For
example, if T = x x x2 xi + x x x X priming all
the variables leaves the function unchanged. Also, priming
x4 and x3 and then interchanging x and x3 does not change the
transmission0 The general name for this property is group
invarianceo This was discussed by Shannon in [S21] A method
for determining the group invariance for a specified transmission
will be presented in Appendix A.
107
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1. 8 -Terms
In section 1.1 the possibility of having -entries in a
table of combinations was mentioned. Whenever there are com-
binations of the relay conditions for which the transmission
is not specified, -entries are placed in the T-column of the
corresponding rows of'the table of combinations. The actual
values (0 or 1) of these -entries are chosen so as to simplify
the form of the transmission. This section will describe how
to modify the method for obtaining a minimum sum when the
table of combinations contains -entrieso
The p-terms which correspond to Q-entries in the table
of combinations will be called -termso These -terms should
be included in the list of p-terms which are used to form the
prime implicantso See Fig. 1.8-lao However, in forming the
prime implicant table, columns corresponding to the -terms
should not be included (Fig l8-lb)o The Misterms are used
in forming the prime implicants in order to obtain prime im-
plicants containing the fewest possible literalso If columns
corresponding to the -terms were included in forming the prime
implicant table this would correspond to setting all the 4-
entries in the table of combinations equal to 1o This does
not necessarily lead to the simplest minimum sum0 In the
procedure just described, the -entries will automatically be
set equal to either O or 1 so as to produce the simplest mini-
mum sum. For the transmission of Fig0 18-1 the 14 -entry has
been set equal to 1 and the 9 )-entry has been set equal to 00
V-
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x x4 3 x2 x1 x4 x3 x2 x1
5 0 1 0 1 5, 13 - 1 0 1
6 0 1 1 0 6, 14 - 1 1 0
() 9 1 0 0 1 ! 9, 13 1 - 0 1
13 1 1 0 1 /
(cp)14 1 1 1 0
(a) Determination of Prime Implicants
5 6 13
*x l
x
(b) Prime Implicant Table
(c) Basis rows: (5,13), (6,14) (d) T = x 3 xIx 1 + X 3 X 2 X1
Fig. lo8-1 Determination of the Minimum Sum for the Transmission
T = S(5,6,13) + (9,14) where 9 and 14 are the -termso
This section concludes Part 1o A method has been pre-
sented for determining the minimum sums which correspond to
any transmission specified by a table of combinations. The
possibility that the transmission may not be specified for
certain rows of the table of combinations has been taken into
account. The minimum sum will be used as the starting point
for the design procedure for contact networks to be presented
in Part 2.
PART 2
THE DESIGN OF TWO-TERMINAL CONTACT NETWORKS
2l1 History of the Problem
Usually9 the first step in designing a two-terminal con-
tact network is to express the desired transmission as a mini-
mum sum° This can always be done by means of the procedure
presented in Part lo A contact network whose transmission
equals this minimum sum can then be designed by applying
backwards the method given in Section ll for analyzing series-
parallel networks. This will always result in a network which
consists of several branches in parallel, Each branch will
correspond to a ms-term (term of the minimum sum) and will be
a series connection of contactso For example9 the minimum
sum for the transmission T = (01213 9 14) is T = xxlx +
xVxvx{ + x4 X3X1l which corresponds to the network shown in
Fig 2o1-lao
A network designed directly from a minimum sum is not
generally desirable since such a network usually contains more
contacts than necessaryo It is very often possible to factor
a minimum sum before designing the network and thereby obtain
a network with fewer contacts. Fig 2-lb shows the network
which results when the transmission of Fig 2la is factored
(note that two contacts are saved)0 One difficulty with the
method of factorization is that no definite rules can be given
for how to proceedo For example the transmission T =(011293
4,11), is written as the minimum sum, T = xx + x¥xx + XX2X14 3 4 2-3 2x 1
- 39 
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and factored as follows: T = x1x3 + xx + x4 3 4 2x+X 3X 2X 1
x4 (cx + x x) + X2X 1XI + X2XXX =2 x (xj + xx i ) +
x2x1 (x + x2x1) = (xI + x2x) (x + X'X'). The second diffi-
culty with the method of factorization is that it restricts
the final network to be a series-parallel network. Very fre-
quently, bridge or non-planar networks use many fewer contacts
than any series-parallel network having the same transmission.
Any method which designs only series-parallel networks must
be rejected if economy of contacts is important.
In 1949, Shannon [S2] presented a design method which
does not necessarily result in a series-parallel network. In
this method, the desired two-terminal network is formed by
connecting together two multi-terminal networks. See Fig. 21-2.
One of these multi-terminal networks, called the M-network, is
always a contact tree [C1], [KRW1]. (A contact tree on n-
variables is a network which has one input and 2n outputs; the
transmission between the input and each output is equal to
one of the p-terms of the n-variables.) The second multi-
terminal network, called the N-network, is not of any-special
form.
One difficulty with this design method is the fact that
it is usually not clear which variables should be included in
the M-network. Several possibilities must usually be tested.
Another difficulty is that the economy of the design often
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depends on the way in which the N-network is modified to
eliminate contacts. No general rules for these modifications
have yet been formulated. The major difficulty with the M-N
design is the fact that it assumes that part of the network
will be a contact tree. Many transmissions can be realized
most economically by networks which do not contain contact
trees and hence the M-iN design procedure must be rejected as
a general method for designing economical contact networks.
Finally, the matrix method of Hohn and Schissler [HS11
is truly general since no special form of network is assumed.
However, no definite rules of procedure are given so that the
success of the method depends on the skill of the designer.
All existing methods of contact network design are un-
satisfactory either because they restrict the network to be
of some special form or else because they depend on the skill
of the designer.
i
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2.2 General Principles - Essential Contacts
The design method which is to be presented in the fol-
lowing sections is completely general in the sense that no
special form of network is assumed. Moreover, this method is
more systematic than the only other general design method
available, the matrix method.
The desired transmission is first written as a minimum
sum. The network is then formed by providing paths which
correspond to the ms-terms between the external terminals.
A path between the external terminals of a network will be
called a total path. The transmission of each total path is
made equal to one of the ms-terms. This design procedure
corresponds to the second analysis method (path tracing) which
was presented in Section 1.1
It is not necessary that the total paths correspond to
ms-terms. In certain situations, it will be desirable to sub-
stitute different product terms for some of the ms-terms
(Fig. 22-lb). These substitutions are discussed in Section
2.9° However, the minimum sum is the most reasonable starting
point since it requires the fewest paths (each additional path
usually necessitates the addition of at least one contact).
Also, it is easier to go from a minimum sum to a non-minimum
sum than it is to go from one non-minimum sum to a different
non-minimum sum. Until it is possible to know beforehand when
a non-minimum sum is appropriate and just which non-minimum
sum should be used, a minimum sum will be the best form to
start with.
i
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Each literal which appears in a minimum sum must also
occur as a contact designator in any network which has a trans-
mission equivalent to the minimum sum. (In forming the mini-
mum sum, all literals which-could possibly be eliminated were
eliminated.) The literals which occur in the minimum sum will
be called essential literals, and the remaining literals will
be called non-essential literals.
Any network in which each essential literal appears as
the designator of only one contact and no non-essential literal
appears as a contact designator is optimum in the sense that
it contains the fewest possible contacts. Such a network is
not always possible. At present, the use of transfer contacts
to reduce the total number of springs will not be considered,
See [Cl], Section 4.10.
Any contact which has a non-essential literal as its
designator will be called a non-essential contact (xL contact
in Fig. 22-lb). Contacts designated by essential literals
will be called essential contacts0 If more than one contact
is designated by the same literal it will be said that there
are duplicate contacts presento It is not possible to specify
which of the contacts are thexduplicate contacts; all that
can be done is to count the total number (k) of contacts desig-
nated by the same literal (x ) subtract one from this number
(k-l), and then say that there are k-l duplicate x contacts.
For example, in the network of Fig. 22-la there is one dupli-
cate x3 contacto The network of Figo 22-1b, which contains
one non-essential contact, has been proven to contain the
fewest possible contacts and springs [Ml]o
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2.3 Outline of Design Procedure
The first step in the design procedure discussed here is
to form a network whose transmission equals the sum of two
ms-terms of the desired transmission. Contacts are then added
to this network so as to form a total path (a path between
the input and output terminals) which corresponds to another
ms-term of the desired transmission. The process of adding
contacts is repeated until a network whose transmission
equals the desired transmission is formed.
A transmission which is the sum of two ms-terms can al-
ways be realized by a network which contains no non-essential
or duplicate contacts. Such a transmission can always be
written in the form: T = XlX2 . .xi (xjx+l .co xs +
XkXk+l . xt ) where xl, x2, . xi represent the literals
which are common to both ms-terms. Fig. 2.3-1 shows the
general form of such a network.
The design procedure is completely specified when the
method of adding contacts to form a path corresponding to a
ms-term is described and a rule is given for determining the
order in which the ms-terms are to be selected. The question
of order is considered in Section 2.10. The formation of
paths corresponding to ms-terms will be discussed next.
8j -2.3
X* x* x*
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Figure 2.3-1
General Form of Network whose Transmission is
the Sum of Two ms-terms
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2.4 The Addition of Paths to a Network - Definition of
"Equal Add T"
In order to obtain a network which uses as few contacts
as possible, it is necessary to avoid adding any non-essential
or duplicate contacts when forming total paths. This means
that an attempt should be made to include in the path being
formed any contacts in the network whose designators are the
same as literals in the ms-term corresponding to this path.
It will be necessary to add a contact for each literal of the
ms-term which does not occur as a contact designator.
The first step in adding a ms-term path is to circle
all designators which are the same as literals in the ms-term.
A contact whose designator is circled will be called a desired
contact and a series connection of desired contacts will be
called a desired path. In Fig. 2.4-la, the x3 and x contacts
form a desired path. The procedure for a single desired path
will be described next. Multiple desired paths and parallel
comnetions of desired contacts will be considered in Sections
2.8 and 29.
Denote the input and output nodes of the network by 1
and 2, respectively, and the first and last nodes of the de-
sired path by 3 and 4 See Fig. 24-la. Let Mi be the ms-
term for which a path is to be added, and T the transmission
for which the network is to be designed (T i, Mi) T12 will
2°4
50 -
'X3
i X24 .--.4f2
(a) Network for Transmission x5x4x3x2+ x5 X 2X 1
with designators which occur in x'xx x circled43x21 
(V,r \
x2
1
G24
(b) Network having transmission x x x x2 + x XI x +5 4 32 5 42 1
xIx3x2x I formed by adding contacts (xj and x ) to
the network of (a)
x 2 X3
II
x
_'A.
x2A2
. |
II
2
I- I-
(c) Network of (b) redrawn
Figure 2.4-1
Design of a contact network having transmission
T (4,19,20,23,3o,31) X5X4X3 x 2 I x3x2 + X , X
i
-r
2.4
x4
x
)1
1
r I
-I ! I ILI . .. 
I
-
-
I
4j.
7 I
II
'A
.
v ...~~-
I
J
4- 1
I.Xi
r 4
I
I
24 - 51 -
represent the total transmission between terminals 1 and 2
(the sum of the transmissions of all paths joining terminals
1 and 2), T34 will represent the total transmission between
nodes 3 and 4, etc0
Contacts are to be added to the network so that a path
between terminals 1 and 2 having transmission M i is formed.
In order to avoid duplicate contacts, it is necessary to in-
clude the contacts of the desired path in this path. This is
done by adding a series connection of contacts having transmission
G13 (G14 ) between terminals 1 and 3 (1 and 4) and a series con-
nection of contacts having transmission G24 (G23 ) between ter-
minals 2 and 4 (2 and 3)o The transmissions G13 and G24 (or
G14 and G23) must be chosen so that:
(i) G1 3 G24 T34 = Mi G14 G23 T34 =Mi
(iia) G13 T23 =0 or G14 T24 =0
(iib) G2 4 T1 4 0 G2 3 T1 3 0
Equation (i) requires that the path formed by adding G1 3 and
G24 (or G14 and G23 ) has a transmission equal to Mi and equa-
tions (ii) require that no unwanted (or "sneak") paths are
formed0 For the network in Fig 0 24-la, T23 = X2x3
T14 = X5 1 T34 = XlX4 + x 3X If x2 and x are chosen as
G13 and G24, respectively, the circuit of Fig0 24-lb results
and equations (i) and (ii) become:
(i) G13 24 T34 = X2 xi (X1X4 + X3x4) = X1XX 3 X4 = M3
(iia) G13 T23 = x (X2X 3) = 0
(iib) G24 T14 = Xl (x5x1 ) = 0
as required.
Fig. 24-2 shows another example of a network designed
by adding G14 and G2 3 transmissions. For this network
T13 = X3X 4 T24 X T3 4 = X1X 2 + x2x3 9 3 XsX3X2X ,
G14 Xi, G2 3 = x5, and:
(i) G14 G23 T34 = xlx 5 (x1x2 + x x3 ) = xxx 3x 5 = M3
(iia) G14 T42 = () (x1 ) = 0
(iib) G23 T31 = (x5) (x3 x4 ) = (28,29,30,31)
Even though equation (iib) is not satisfied, the network does
have the desired transmission since the "sneak" path has trans-
mission X 5sXx 3 = E(28,29'30,31) which equals one only when
the desired transmission, T = (9,13, 14,l,15,20,92528,29,30931),
equals one.
This example points out the fact that equations (i) and
(ii) are more restrictive than necessary. As stated,
these equations do not allow any "'sneak" paths. Actually,
only "tsneak"'-paths which have transmissions which equal one
Wthen the desired over-all transmission equals zero must be
excluded. If such paths were present, they would connect the
external terminals together in circuit conditions for which
it is desired to have the external terminals separated.
2o - 52 
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Equatiens (i) and (ii) an be made less restrictive by
allowing "sneak" paths whose transmissions equal one only;
when the desired transmission equals one. Algebraica'lly, this
means that the left-hand side of (i) can be Mi plus any p-terms
contained in T and the left-hand sides of equations (ii) can
be O plus any p-terms contained in To This will be written
symbolically as:
(i') G13 G24 T34 = Mi (aT) G14 G23 T34 = M i (aT)
(iia) G1 3 T23 = O (aT) or G14 T24 = O (aT)
(iib') G24 T1 4 0 (aT) G23 T13 = O (aT)
In general, if F1 , F2 and T are functions of the same
variables xl, x2, ." xn, then F1 = F2 if F1 and F2 have the
same decimal specifications and F1 = F2 (aT), (F1 is equal to
F2 add T), if the decimal specification of F1 contains some
(or all or none) f the numbers in the decimal specification
of T in addition to all of the numbers in the decimal speci-
fication of F 2 o
The transmissions T13, T34, etc. which appear in equations
(iv) and (ii') dd, not actually have to be total transmissionso
The equations are still valid if T34 represents the sum of the
transmissions of only those paths which do not touch either
of nodes 1 or 2 and T1 j (T2 ) represents the sum of the trans-
missions of only those paths which 4do not touch node 2 (1).
The proof of this statement is given in Appendix Bo
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In the networks of Figs. 2.4-1 and 24-2, the additional
paths were formed without introducing any duplicate contacts.
In general, it is not always possible to avoid duplicate con-
tacts. The following section discusses the addition of dupli-
cate contacts.
It is possible for one of the external terminals of the
circuit (node 1 or 2) to be an end terminal of a desired path
(node 3 or 4). The preceeding discussion still applies in
such a situation, but one of the equations (ii') does not ap-
ply since only one Gij is to be added. See Fig. 2.4-3.
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2,5 The Addition of Duplicate Contacts
As will be shown in Section 206, it is always possible
to add any desired path to a network. However, it may be
necessary to add duplicate contacts in order to insure that
equations (i') and (ii') are satisfied. For example, in Fig.
2.5-la, T34 = xlx3 + xx' and the transmission of the path to34 1 X1 X 3
be added is x'x XxXIx There is in parallel with the desired
path a path through which transmissionis not desired. In or-
der to prevent the formation of an unwanted sneak path, an
xI or x contact must be included in either G14 or G23 . (Fig.
2.5-lb.) This contact blocks transmission through the parallel
path xx 3
It is not always possible to block unwanted sneak paths
by adding duplicate contacts. However, an unwanted sneak
path can always either be blocked or converted into an allow-
able sneak path by adding duplicate contacts. This statement
is proved in Section 2.6. Figure 25-2 shows a network in
which a duplicate contact is used to form a desirable sneak
path.
A path having transmission xxx 3xI is to be added to
the network of Fig. 25-2a. This can be done by choosing
G13 = and G2= x5 as in Fig. 25-2b. However, the re-
sulting network contains a sneak path having transmission
x3xtxl = (5,13,21,29). This is a non-permissible path since
I.
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(a) Network for Transmission x x(X X + xx 3 )
with Designators which Occur in x x3x"x circled
G- /
(b) Network Having Transmission xlx'(xlxI + x x) +
XX4 x2 xXl Formed by Adding GL 2 ad G23 Xx 4543214 25d 23 3
to the Network of (a)
Figure 2.5-1
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transmission is not allowed for the condition represented by
the (21) term in the decimal specification. By adding a non-
essential x contact as in Fig. 2.5-2c, the sneak path trans-
mission is changed to xx3x t x1 = (5,13) which is permissible
and, moreover, eliminates the necessity of adding another path
to provide transmission for the circuit condition represented
by (13).
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2.6 A Formal Method for Determining the Gij
Equations (i') and (ii') specify the conditions which
the Gij must satisfy. In order to add a desired path to a
network, it is necessary to determine somehow those Gij
which actually do satisfy (i') and (ii'). Moreover, what is
actually wanted is those G which while satisfying (i')
and (ii') involve the fewest literals and therefore require
the fewest contacts in the network. It is possible to devise
a formal, turn the crank", procedure for determining the re-
quired Gij from T34, T14 T23, T M and T.
For a given T34, Mi, and T, it is necessary to determine
a transmission G13 G2a (or G14 G23) such that G13 G T
Mi (aT)-. Thus, G13 G24 is an implicit function of Mi, T341 34
and To The explicit dependence of G13 G24 on Mi, T34, and T
will be determined next. Since a similar relation holds for
other sets of transmissions, the discussion will be carried
out in terms of general transmissions P Q, t and T, where
P corresponds to G13 G24, Q to 3 4 tI to M. and T to T It
.3 2, Q 34' 1. .. 1
is assumed that Q is given as a sum of products of literals
(not necessarily a standard or minimum sum), Q = qi; and
that t1 is one of the terms in a similar sum expression,
r
1 ti, for T. The transmissions Q, tl, and T are specified,i=l 1
and the transmission P which contains the fewest variables of
all transmissions satisfying PQ = tl (aT) is to be found.
- 62 -
J This dependence of P on Q, t1 and T will be signified by
writing P = tl/Q (aT).
The qi are divided into three classes:
(1) Those qi for which qi°tl = tl
(2) Those qi for which qi'tl 1tl and qi t I
(3) Those qi for which qi°tl = 0
If there are no qi in class (1) then tl/Q (aT) is not defined.
This corresponds roughly t ;the situation in ordinary arith-
metic where 14 0o is undefined;. If there are no qi in class
(1), it is not possible to find a P such that PQ = t (aT).
This will never happen when Q corresponds to a T34o In this
case, there will always be some qi which is the transmission
of the contact series and which was chosen so that qi Mi =
qi ti ' Mi = tl°
Except in the case where P tl/Q (aT) is not defined,
it is always possible to find some P such that PQ = t (aT).
If P is chosen as tl, then Pqi - tl qi = t for all qi in
class (1), Pqi - tl qi tl'z for all qi in class (2) where
z is a product of literals since tl qiO and tl qitl, and
Pqi = tl qi = 0 for all qi in class (3). Thus, PQ = t Q -
1t I + 1 .o. + t0 * l O tl = tl (aT) as required
It is not usually necessary to include all of the literals
of t in P. In fact, what is desired is the form of P which
contains fewest literals. This P is determined as a product
2.6
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of three transmissions pl p2, and P3 where Pi is derived from
those qi in class (1), P2 is derived from those qi in class
(2), etc. In pi will.,be put only those literals of t which
are necessary to make pi qi = tl for all qi in class (1)o
In P2 will be put only those literals of t1 which are neces-
sary so that P2 qi will equal one only when T equals one
(P2 qi will be included in T) for all qi in class (2)° Those
literals of t1 which are necessary so that either P3 qi is
included in T or P3 qi = 0 for all q in class (3) will be
put in p3
Specifically let pi = P11P 12 °°' Pls where li 1 if
qi is in class (2) or (3) and Pii equals t with the literals
which appear in qi removed if qi is in class (1)o If qi = tl
then Pli is set equal to 1o This definition of li guanantees
that Ploqi = t for all qi in class (1) and that P1 will con-
tain the fewest possible literals. This can be stated formally:
if t X1X 2 0 xn qi = X x Xa
11X 2 - a1 a2 ak
then Pli = Xb xb2 . xb
wherelbl, b2 0o bnkI = Cj,2, 00 nJ {al1 a2, 00 aJ
for those qi in class (1).
Example 1: T = X2X 3 +X xx23 t= xlx2x3
Q = x1 + x 2x1 ' q1 = xl' q2 = x2x3
ql tl = X°XlX2X3 = XlX2X3 = tl ql in class (1)
q2 tl = X2X °XlX2X3 = 0 q2 in class (3).~ q 1 ) 
2°6
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P12 =1, Pll = X 2x3 X= 2 x3
(b19 b2) = {2,3 - (13 = {2,3)
Example 2 T = xlx2x 3 + x=xxv t1 XX2X
= XX2X3 + x2x q = l1X 2X 35 q2 = x 2 x3
ql tl 1= XlX2X3XlX2X3 = XlX2X3 = tl ql in class (1)
q2 tl = X2X?xlx 2 x3 = 0 q2 in class (3)
Pll = 1i P1 2 = 1
Example 3 T = xlx2x 3 + x? xx3 x 
Q = X 2x+ 2 X3 q1 = xlx2, q2 = x2x3
q1 tl = XlX2X3 = t q in class (1) Pll = x 3 x 3
q2 tl = X1 X2X3 = t19 q2 in class (1) P12 = Xl'xk = X
Example 4: T = lX2X3 + XVX t = lX1 2 3 2 3 1 1 2
Q = x2X + 1X 2X 4 q = XlX2 X 3 q2 XX 2X 4
q tl XlX X3 x l x 2 x 3 = 0, q is in class (3)
q2 tl XlX2 X4 XlX2 X3 = x1x2x3 x4 , q2 is in class (2)
There is no qi in class (1), therefore, tl/Q (aT) is not defined.
Similarly let P2 = P2 1 °° P2 s with 2i 1 if qi is in
class (1) or class (3)o If qi is in class (2), P2i is set equal
to (t 1 or t or . or tju) with the literals which appear in
qi removed from each t The symbols t 000 t. represent
those t for which (1) qi t O and (2) the only literals of
t. which do not occur in . re literals which do occur in t-
-j -i 1
(tj for which tjqitl = qi tl)° Requirement (2) is necessary
26
so that Pqi = p p2 P3 qi will equal t for those qi in class
(1)o The choice of which of the pgp should be used must be
made so as to have P contain the fewest possible literalso
This definition of P2i insures that Pqi will be included in
T (Pqi = qi tj) for all qi in class (2)0 This can be stated
formally by making use of the definition already given for
P1 and setting P2i = t qi/qi (a
or .. o or tju qi/q i (a tu qi )
Example 5: T = X X2X 3 + XX 2X4'
Q X3 + q1 = x3 q2 = 4
q t - x \ - x x x - 9ql tl 3 lx2x3 =X 2 3 =
Pll = XX 2, P21 = 1
q2 tl = x 4 XiX2X 3 = XX2X3X4 q2
t1 qi) r t jli-qi/qi (a t J
t1 = X1X 2 X3
ql is in class (1)
is in class (2) P1 2 = 1
q2 t2 = x4axlx2x4 = t2 ;t2 q2 t = X1X 2X 3X4 = q2 tl
P22 = tl q2/q2 (a t q2) or t2 q2/q2 (a t2 q2 )
P22 = XlX2X 3X 4/X4 (a x x2x3 x4 ) = XlX2X3 or
l1x2 x4/x4 (a XlX2X 4 ) = X1 X2 P22 = XlX2
The qi in class (3) must have the form qi = xc Xcooo Xc°since t qi =0 
X X
Cm +l 000 XcJ since t q = 03 ei ~O (Recall that t1 = x1x2 000
xj)o Thus, it is possible to make Pqi = 0 by setting P3i =
xc or xc or ooo or x where p3 = P31 P32 oo P3so However,
if there are any t for which qi tO it may be more economical
65 
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in certain cases to have p3 (t ort or tj with the
literals which occur in qi removed from each t Again the
tjl o t represent those t for which (1) qi tO and (2)
the only literals of t which do not occur in qi are literals
J
which do occur in t1 O In general p3i will equal xcl or x
C2
or 0.0 or or t. o t or o t. with the literals which
Cm J1 J2 Ju
occur in qi removed from each to The reasons for the require-
ments on t jl tj29 etc., and for choosing one of the possible
P3i are the same as were given in the discussion of P21i This
definition of p3i insures that Pqi will equal zero or be includ-
ed in T for all qi in class (3)o
Example 6 T XlX2 X + X + x2X 4 t = X 1XX 31 2 3 1 243 1 123
t 2 = XlX4 t3 = 2X4
Q = x + x +x q2x 9x q3 2
ql tl = x3 xlx2x3 = tl9 ql is in class (1) Pll = xlx 2 , P2 1 =
P31 - 1
q2 tl = 4 Oxlx 2 x3 q2 is in class (2) P1 2 P3 2 = 1
q2 t2 = x4xlx4 = t2 , t1 q2 t2 = XX 2 X3 X 1 X4 = XX 2 X 3X 4 = q2 tl
q3 t3 = x 2 4 t t q2 t3 = X1 X2 X3 °X2 X X1 X2X 3 X = q2 tl
P22 = tl q2/q2 (a tlq 2 ) or t 2 q2 /q2 (a t 2 q2) or t 3 q2/q 2 (a t 3q2 )
Xlx2 x3 x4 /x4 (a XlX2X3X4 ) or Xlx4 /x4 (a xl x ) or
x2x4 /x 4 (a x2x 4 )
P22 = Xlx2X3 or x or x 2 = x I or x2 = P22
q3 t = (x1 x2)(X 1X2X 3 ) = 0 q3 is in class (3) p13 = P2 3.. . . . .
= 1
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q3 t 2 = (x X)(x x4 ) =xxx~ 1l q3 t2- X 2 x 3 XXx-
O/q3 t 2
q3 t 3 = (X1X ) (x2x4 ) = 0
P33 = x2 Pl = P P1 2 P1 3
P2 = P21 P22 P2 3
P3 = P3 1 P3 2 P33
= XlX 2 1o1 = X1X2
= xl or x 2 o = x1 or x 2
= lolox 2
P = P1 P2 P3 = X 2 = X1X 2X3 /(x3 + x4 + Xl1 2)(a 1X 2X 3 +
X1X4 + x2x4 )
206
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TABLE 26-1 SUMMARY OF NOTATION
(1) P = tl/Q (aT) if PQ = t1 (aT)
S
(2) Q = qi
i=l
r
(3) T = ti, t = XlX2 ' xni=l i1
(4) qi is in class (1) if qitl = tl
(5) qi is in class (2) if qiotl/tl and qi.tl/O
(6) qi is in class (3) if qiotl = 0
(7) P = P 1 P2 P3
(8) Pl = Pll P2 Pls
(9 ) P2 =P21 P22 °°' P2s
(10) p3 = P3 1 P3 2 P3 s
F
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TABLE 2.6-2 EXPRESSIONS FOR Pli, P2i AND P3i
Pli - class (1)
Pli = 1 if qi is in class (2) or (3)
Pli = tl with the literals of qi removed if qi is in class (1)
tl/qi (a t1)
P2i - class (2)
P2i = 1 if qi is in class (1) or (3)
P2i = tlqi/qi (a t qi) or tjl i/qi (a t q) r 
t. ju qi/q i (a t qi)
Ju J u
if qi is in class (2) where t. , too t.
Ju represent
those t. for which qi tj O and tj qi tl = qi tl
P3i - class (3)
P3i = 1 if qi is in class (1) or (2)
P3i =c or xc or x or tj qi (a t or qi/ i a  l )  o
tJ qi/qi (a t qi )
where qi = X2 x x l x and t t
are def m Cm+ined as for P2i 
are defined as for P2i'
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2.7 Determination of the G..1j
When a path is being added to a network, the transmissions
T3 4, T12, T13, T23, T24, Mi and T are known and it is desired
to find transmissions G13 and G24 or G14 and G23 which satisfy
the equations:
(i') G13 G24 T34 = Mi (aT) G14 G23 T34 = Mi (aT)
(iia?) G1 3 T23 = 0 (aT) or G14 T24 = 0 (aT)
(iib') G24 T14 = 0 (aT) G2 3 T1 3 = 0 (aT)
The first step in doing this is to compute:
(G13 G24)1 = (G23 G14)1 = Mi/T34 (aT). This will insure that
a path having transmission Mi is formed. Then (G13)2
Mi/(M i + T23)(aT), (G14)2 = Mi/(Mi + T24)(aT), (G24)2
Mi/(M i + T14)(aT), (G23)2 = Mi/(M i + T13)(aT) are computed.
It might be assumed from equations (ii') that (G13 )2 = 0/T23
(aT), (G14)2 = /T2 (aT) etc., but this is not correct. The
symbol tl/Q (aT) = 0/Q (aT) is not properly defined. For all
qi' tl'qi = Oqi = = tl so that all qi are in class (1) and
P = pl. However, Pli = 0 and P = 0 when t I = 0. If (G 1 3 )2 =
M i(Mi + T23)(aT), then (G13 )2 (Mi + T23) = Mi (aT); but
(G13)2 by definition contains only literals of M i so that
(G132 Mi = Mi and Mi + (G13 )2 T23 = Mi(aT). This means that
This is done by replacing P by (G13 G 2 ) 1, t i by Mi and Q
by T34 in the expressions of Section 2.6.
I~ ~ ~ 3
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(G13)2 T23 = 0 (aT) or M i (aT), but having (G1 3)2 T2 3 = Mi
(aT) is equivalent to having (G13 )2 T23 = 0 (aT) as required.
Moreover, if (G13 )2 is set equal to Mi/(M i + T23)(aT), then
(G13)2 will contain only literals of M i as required.
There is no guarantee that (G13 G24 )1 a (G13 )2 (G24 )2 or
that (G14 G2 3 )1 = (G 1 4 )2 (G23 )2 ° It may be necessary to add
literals to some of these transmissions to make the equations
true. For example, if (G13)2 = X1l (G24 )2 = x2 and (G13 G24 )
Xlx2x3 then it is necessary to either set G13 equal to xlx 3 and
G24 = X2 or G13 = x1 and G24 = x 2 X3 o Similarly, if (G13) 2 =
X1X2' (G 2 4 )2 = x3 and (G13 G24 ) = Xlx 3 it is necessary to set
G13 G24 = XlX2X 3.
All four transmissions G13 , G14 , G23 , and G2, should usually
be computed and the decision as to which should actually be
used made so as to add the fewest (if any) duplicate literalso
Figure 27-1 shows an example where G13 G2& turns out to equal13 24 tun out to equal
Xl Xx while G14 G23 equals x l x 0 For this network, G14 apd
G23 would be the obvious choice.
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x44
3
( k4 2
H 0 4i--S~----
(a) Network or T = x (x3xv + Xx2 ) with literals which oc-
cur in M i = x xxx circledo
T13 =1xx9 T14 = Xi4 T23 = x2 T 34 x T x + x2x?1  14 34 34 24
T = xPx 3 ·X1+ x1x xlx 4 M = x 1x xjX41 xg + ( 1 42 )4 + 2 3 4 4
13 G2 1 (G1G23 1 i/T34 (aT) 3/ ( x3 x + x2X) ( aT)
(Gi3) 2
= (xlxI ) (x? or x )
= Mi/M i + T23 (aT)
= 1x = 4
(G24 )2 = Mi/Mi + T14
(G 14) 2 = Mi/Mi + T24
(G23 )2 = Mi/Mi + T13
G13 2 4 XlX2X4
= X lX1 2
= X2X3X /(XX2xv + X)(aT)1 2' 4/(xlxxx 4aT
(aT) = X1x3X 4/(xlX2x3x4 + xx )(aT) = x
(aT) x1x x~x4 /Iyl xx 3 X4 + x) (aT) = 
( aT ) x1xx 3x4/ 1x2XX + xx) (aT) =x1
G1 4 G2 3 = X 1X2
(b) Calculations
Figure 27-1
Example of the determination of the Gij
for a network
xj
-. a
1 2
207
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2.8 Multiple Desired Paths
In the preceding sections it has been assumed that the de-
sired contacts only occur so that they form a single desired
path. In general, this will not be true. The method of
handling single desired paths must be extended to the situation
where the desired contacts form an arbitrary subnetwork of the
total network. The procedure when several desired paths exist
is discussed in this section. The following section presents
a method to be used when the desired contacts form loops or
stars, etco
When several desired paths exist as in Fig. 2.8-la, the
method of Section 2.7 is used to form a total path which con-
tains only one of the desired paths (Fig. 28-lb). It may
then be possible to eliminate some of the contacts in the G2&
(or G13) network by replacing the G24 (or G13) network by
two networks G46 (G4 5 ) and G2 5 (G26 ) as in Fig. 2.8-lc. This
is done to avoid duplicating the contacts of T56 in G24 . The
transmissions G4 6 (G4 5 ) and G2 5 (G2 6 ) must be chosen so that
the total path which includes G46 and G2 5 (G4 5 and G26 ) has a
transmission which includes the required transmission Mi, and
so that no unwanted sneak paths are formed through G4 6 (G4 5)
or G25 (G26). These requirements can be stated formally as:
i~ ~ ~ 5 2
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44
I
(a) Network Having Two
M, - 3
j
Desired Paths
5
^ I
-
I TT1 o
(b) Total Path Formed by Including Only T3 4
2
(c) Total Path Formed Which Includes Both Desired Paths
Figure 2.8-1
Addition of a Total Path to a Network when Two Desired
Paths are Present. (Only Desired Contacts are Shown)
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(iii) G46 G2 5 T56 T1i = Mi (aT)
G45 G26 T56 T14 = M i (aT)
(iv) G2 5 T1 5 0 (aT)
G26 T16 = 0 (aT)
(v) G4 6 (T14 T26 + T16 T24) = (aT)
G4 5 (T14 T26 + T1 5 T24 ) = 0 (aT)
In these equations the Tij are to be calculated for the network
which includes G1 3 but not G24 sirce G24 is being replaced by
G4 6 and G2 5 (or G4 5 and G26).
These equations are correct if Tij represents the sum of
the transmissions of all paths between nodes i and j. However,
the equations are also correct if instead of all paths between
i and j only paths between i and j which do not touch any node
whose number occurs as a subscript in the same equation as T
are considered. For example, T56 can be written as the sum of
the transmissions of all paths between nodes 5 and 6 which do
not touch any of nodes 4,2, or 1 since 4,2, and 1 occur as
subscripts in equation (iii). It should be noted that the
T 4 computed for equation (iii) will not be the same as that
computed for equation (v) since paths touching node 5 must be
considered for equatiop (v) but nQt for equation (iii). Since
it is always possible to write Tij as the sum of the transmission
of all paths between nodes i and j this discussion will not be
continued here but will be the subject of Appendix B.
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Since equations (iii), (iv) and (v) have the same form
as equations (i') and (ii'), the procedure for expressing
G4 6, G2 5, etc. in terms of T56, T14 etc. is essentially the
same as that presented in Sction 2.7. Thus:
(G4 6 G2 5) = (G4 5 G26 ) = Mi/(T 56 T1 4)(aT)
(G2 5) = /( i T15)(aT), (G26) = Mi/(Mi + T1 6)(aT),
(G46 ) = Mi/(M i + T14 T26 + T16 T24 )(aT), and
(G45) = Mi/(Mi + T14 T25 + T1 5 T24)(aT) where
the modifications described in Section 27 may be necessary
to make (G4 6 G25) = (G46 )(G2 5) or (G45 G26) = (G 5)(G26)
An example of a network in which two desired paths exist
is shown in Fig. 2.8-2a. The symbols t,u,Y,w,x,y,z are used
instead of x,x 7 ,x6,X 5,X, X3,X3 x2, 1 in order to avoid confusion
because of numerous subscripts. The first step in forming the
required total path is to form a total path which only includes
the desired path between nodes 3 and 4. For such a path:
(G13 G24 ) = (G14 G23) = Mi/(T 34 )(aT)
= stu'v'w'xyz'/(x + x'w + t'ys' + ty'zs')(aT)
(G13 G24) = (G14 G23) = stu'v'w'yz'
(G13) = Mi/(M i + T23)(aT)
= stu'v'wxyz'/(stu'tvw'xyz ' +
v[y't' + zyt + zs'x + zs'wx'])(aT)
(G13 ) = v or t'z or t's' or yz
(G24) = Mi/(Mi + T14)(aT)
= stu'v'w'xyz'/(stu'v'w'xyz +
u[w + x't'ys' + x't'y'zs'])(aT)
= u or wx or w't
(G14) = i/(Mi + T24 )(aT)
- stuvVw'xyz /(stu v vy 14~ ~~~ V2 W Xy) + v[ZS ? + zyt'x + zyt'x Tw +
y tt'x + ytwiw)(aT)
= or Vy or z t or St
(G23 ) Mi/(M i + T13 )(aT)
= StU'V wV xyz /(stu Vv? w txyz + U[X' + wx + ws yt 
ws zy t ]) (aT)
= U? or wx
In Figo 2.8-2b the choices G13 = v' and G24
have been made. It is reasonable to
= stu'w'yz'
place in G24 all literals
which can go in either G13 or G24 since this will allow more
freedom in replacing G21 b
The other possibility of G
but it will not be shown here.
y G4 6 and G2 5
14 and G2 3 sh
(or G45 and G26 ).
ould also be tried,
Next the expressions for G4 6,
etc. are calculatedo
( G46 G2 5 ) = (G4 5 G2 6 ) = Mi/(T 56 T14
= stu'lv'wxyz'/(y + yz)(wu + wx'v + xv')·(aT)
(G4 6 G2 5 ) = (G4 5 G2 6 ) = tuw'ZV
+ T15 )(aT)
= stu'lv'wxyz /(stu'vlwlxyz + t' Iv'+ XTu + xwu]
s' [y + yzl[xv? + wu + wxv'J)(aT)
(G24 )
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or WVS
(G1 4
(G2 3 )
+
G2 5
)(aT)
(G25) = Mi/(M i
+
, . .
I I I I I II
)
(a) Network to Which a Path
Having Transmission stu'v'w'xyz'
is to be Added
2 1
(C) Network of (b) with G24
Replaced by G25 =st and
G46 - u'wz'
46
2
-24
(b) Network of (a) with
stu'v'w'xyz' Path Includ-
ing Only 34 Desired Path
v'
'2
s t
(d) Network of (b) with
G2 ' Replaced by G2 6 st
and G45 u'w'Z'
Figure 2.8-2
Example of the Addition of a Total Path to a Network when
Two Desired Paths are Present. (Only Desired Contacts are
Shown)
L
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2.8 - 79
(G 2 5) = st
(G26) = Mi/(Mi + T1 6 ) (aT)
= stu'vtw'xyzt/(stulvVwxyzT + sCWU + wxs[ + xv'v +
EY + y'zl[t'][v' + xu + xwu)(aT)
(G 2 6 ) = St
(G46) = Mi/(Mi + T14 T26 + T16 T24 ) (aT)
= stuv'wTxyz/(stuvwVxyz + vz UW + vz [uw + +
vy't'z v' + xu][x + x'wl)(aT)
(G6) = v or z'
(G4 5) = Mi/(M i + T14 T25 + T1 5 T24 )(aT)
= stu'vVwtxyzt/(stu'vVwlxyz? +
[uv(wy' + wz + s't'x'z)])(aT)
(G4 5) = u' or v' or w's or w't or w'x or w'z' or yz'
The networks which result from the choices G25 = st and G46 =
uw'z' or G26 = t and G45 = u'w'z' are shown in Figs. 2.8-2c
and 2.8-2d respectively.
If more than two desired paths are present, the procedure
just described is used to form a total path involving two de-
sired paths. The form of the resulting network is shown in
Fig. 2.8-3a. It may now be possible to replace G24 by G25
and G46 as in Fig. 2.8-3b, thereby including all.three desired
paths in the total path. The method for doing this is exactly
I
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(a) Network Having Three Desired
Path Includes Two Desired Paths
Paths for which the Total
(b) Network of (a) with G24 replaced by G25 and G46 so
that all Thi
I
1. Path
*L68
8 6
(c) Network of (a) with G38 Replaced by G68 and G35 so
that all Three Desired Paths are Included in the Total Path
Figure 2.8-3
The Addition of a Total Path to a Network when Three Desired
Paths are Present. (Only Desired Contacts are Shown)
I
I
the same as that which was used to replace G2 8 by G38 and
G24; no special consideration need be given to nodes 3,7,or 8.
Another possibility is the replacement of G38 by G68 and
G35 (or G58 and G3 6) as shown in Fig. 2.8-3c. The equations
relating G3 5 and G68 to the Tij are:
(vi) G3 5 (T1 5 T2 3 + T1 3 T2 5) = 0 (aT)
(vii) G68 (T1 8 T26 + T16 T28) = 0 (aT)
(viii) G68 G3 5 T 18 (T36 T25 + T56 T23) + T16 (T38 T2 5 + T58 T2 3)
+ T15 (T3 6 T28 + T3 8 T26 ) + T13 (T58 T26 + T56 T2 8)]
= Mi (aT)
When solved for G35 and GO8 these become:
(vi') G35 = Mi/(M i + T1 5 T23 + T1 3 T2 5)(aT)
(vii') G68 = Mi/(M i + T18 T2 6 + T1 6 T28)(aT)
(viii) G6 8 G3 5 = Mi/(T18 CT36 T2 5 + T56 T23] + T16 CT38 T2 5 +
T58 T23] + T1 5 [T36 T28 T26 ] + T13 CT58 T2 6 +
T56 T2 8])(aT)
If more than three desired paths are present, the procedure
just described is used to form a total path which includes
three of the desired paths. The procedure for then modifying
the network so that four paths are included in the total path
is exactly the same as that which was used to go from a network
in which two desired paths are included in the total path to
a network in which three desired paths are included in the to-
tal path. By repeating this procedure, any number of desired
paths can be included in the total path.
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2.9 General Desired Contact Subnetworks
In the preceding sections, methods have been presented
for forming a total path when separated series connections of
desired contacts occur. This section extends these methods
to the situations in which the desired contacts occur in any
configuration whatsoever. A procedure will be described for
modifying a network so that the desired contacts only occur
in separate desired paths. Once this has been done, the to-
tal path can be formed by the methods of Sections 2.7 and 2.8.
First, the situation where there are loops (closed paths)
of contacts as in Fig. 2.9-la will be considered. A procedure
will be developed for adding contacts to the original network
so that the over-all transmission is not changed, and there
are no longer any desired contact loops. k(Vig. e.-Ic).
The problem to be considered here is that of determining
just which contacts can be added to a network without changing
the transmission between the external terminals. Fig. 2.9-2
shows the general form of a network in which a wire has been
cut open and a contact network of transmission h placed be-
tween the ends so formed. (Nodes 3 and 4 in the figure.) In
order for the transmission between nodes 1 and 2 to remain un-
changed after the insertion of the h-network, it is necessary
that T12 = T12 (h=l) since T12 (h=l) is the transmission of
the network before insertion of h. By writing T12 as a function
I
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(a) Network to which a Path
Having Transmission su'v'wxtyz
is to be Added
· i
1 l ' l' 'l 2 10--
1Ic iIL1 .IfWI U
(b) Network of (a) with
Desired-Contact Loop
Broken
X U1
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(c) Network of (a) with v
Contact Added to Break
Desired-Contact Loop
(d) Network of (a) with
su'v'wx'yz Path Added
Figure 2.9-1
Example of the Addition of a Total Path to a Network when
the Desired Contacts Form a Loop
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of t12 , t 1 3 , etc., where tij represents the sum of the tranS-
missions of all paths between nodes i and j which do not
touich any other numbered node, it is possible to determine the
relation between h and the tijo
Table 2.9-1 is a table of combinations for T12 and T12
(h-l)o From this table it is clear that the only requirement
onh is that h equal one when t=O, 9:t3 4-0 and either t3 1,
t24 =1, t23 =0 and tl4 0 or t1 3=0, t2 =0, t23=1 and t14 =1
Algebraically, this means that h must include K (bfl) where
K is defined as t12 t3 (t12 t2 4 t3 t 4 + t 3 t24 t23 14 ).
In general, K can be expressed as a product of factors and h
can be set equal to any single factor or the product of any
number of factors. To minimize the number of contacts required,
h will usually be set equal to a ingle factor.
t2 13 t23 t14 t24 34 12 T12 (h=l)
1 - - - -1 1
- 1- -1 1 - - 1
- - - 1 - 1
0 1 0 0 1 0 h 1
0 0 1 1 0 0 h 1
T12 t12 + t13 t23 + tl4-t21 + (t13 t24 + t14 t23 (t3 + h)
T12 (h=1) = t12 + t13 t23 + t14 t24 + t13 t24 + t14 t23
Note: A dash (-) in the table means that the values of T12
· __ v m .u ............ L.... __: 1 _ _ _w
ana r12 tn=l are inaepenaen oI wnenther nere s
a zero or a one in that position in the table.
Table 2.9-1 Table of combinations for T12 and T1 2 (h=l)
L
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For the network of Fig. 2.9-lb the calculation of K is
as follows:
t12 = w's (U+zx) t3 4 t wsyz
t13 1= v 4wy tl4 = 0
t23 Sy (+xz) t24 = w (x+uz)
ti2 ti 3 = S+W (y'+z') + wu? (z'+x')
t13 t24 t 3 t{4= vw (x+uz) (y'+x'+u'Ex?+z'])
t13 t24 t23 t14 = 0A = VW X+uz) tx'+y'+u'z)
The most economical choice for h is v since w is a trivial
possibility and the other factors involve several variables.
It is not necessarily true that the most economical choice for
h will lead to a network having fewest contacts; however, in
this case the choice of v does lead to the best network as
shown in Fig. 2.9-1d. The network of Fig. 2.9-ld is obtained
from that of Fig. 2.9-lc by means of the procedure of Section
2.7. In general, it may be necessary to try several possibili-
ties for h in order to determine which leads to the most eco-
nomical network.
The transmission of the total paths which pass through
the w-contact in the network of Fig. 29-la is w v(x+uz).
From this it is clear that placing a network having transmission
w or v or x+uz in series with the contact will leave the
2.9
over-all transmission unchanged. It is not directly evident
that the insertion of a network with transmission s'+y'+u'z
will also not change the over-all transmission. In this case
the transmission of the total paths through w is changed, but
the over-all transmission is not. For each state of the net-
work for which the inserted network interrupts transmission
through the w-contact there will be tranSmission through some
other total path. For example, when all make contacts are
closed (s=u=v=w=x=y=z=l), the network having transmission
s'+y'+u z' would block transmission through the w-contact,
but there would still be transmission through the vysu path.
This is an example of a situation where it might be expedient
to modify a network so that the total paths do not correspond
directly to terms of the minimum sum.
Before calculating h it is necessary to decide at what
points in the network h-subnetworks are to be placed. When
only a single desired contact loop exists it is obvious that
h must be placed somewhere in this loop. It may be necessary
to calculate h for several locations in the desired contact
loop to determine which location requires the fewest contact
to be added. When more than one loop exists the possible lo-
cations for the h-subnetworks are not so obvious.
It is convenient to introduce the idea of the graph of a
network in order to discuss the problem of locating the
- 87 -
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h-subnetworks when several desired contact loops exist In
the graph of a network, each contact of the network is repre-
sented by a line, called a branch, and the contact terminals
are represented by' large dots, called nodes, which are placed
at the ends of the branches0 If several contact terminals 'are
connected together in the network 9 they will be represented by
a single node in the graph. Figo 29-3b shows the graph of
the desired contact subnetwork of the network of Figo 209-3a.
Placing an hsubnetwork in a desired contact loop corres-
ponds to breaking the corresponding loop in the graph of the
desired contact subnetworko (See Figso 209-3c and 29-3do)
The problem of where to place the h-subnetworks can thus be
studied by considering the graph of the desired contact sub-
networK. it has been proven Lu, Unapter , section J3; KG I
Chapter 4, Section 2, Theorem 13] that the number of places
where .loops must be broken to obtain a graph with no loops is
L b - nt + p where b is the number of branches, nt is the
number of nodes, and p is the number of unconnected subgraphs
of the graph. A graph is called connected if between each
pair of its nodes there exists a path. Conversely, two graphs
are called unconnected if no path exists from any node of one
graph to any node of the other graph0 A graph which contains
no loops is usually called a "tree". This theorem of graph
theory shows that there is a definite minimum to the number of
h-subnetworks which must be added to break all desired contact
loops 
rrr  A · L· ·ee 
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(a) A Contact Network to which a
Path Having Transmission
bx9sx7x6x 5 x~x3xx{ is to be Added
(b) Graph of
Desired-Contact
Subnetwork of (a)
2
(c) Network of (a) with x3 and x2
Added to Break Desired-Contact
Loops
(d) Graph of
Desired-Contact
Subnetwork of (c)
X2 (X X2 4- 4
(e) Network of (a) with x 2 and x 3
Contacts Added so that Only One
Desired-Contact Path Remains
(f) Graph of
Desired-Contact
Subnetwork of (e)
Figure 2.9-3
Example of the Modification of a Network Containing Two
Desired-Contact Loops so that Only One Desired-Contact Path
Remains
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Final Network for the Example of Fig. 2.9-3
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It is not true that all locations of the h-subnetworks
are equally ppropriate° There is a single desired contact
path in the network of Fig. 2.9-3e and therefore, all desired
contacts can be included in the total path being formed. For
the network of Fig. 29-3c this is not true, and either the
network must be further modified or the formation of the total
path must be carried out without including all of the desired
contactso
It is possible to show that there is at least one arrange-
ment of the h-subnetworks which modifies the network so that
only desired contact paths remain0 Moreover, the number of h-
subnetworks required to do this can be specified (this is not
the same number as that required to just break the loops -
see Fig. 29-5).
It is first necessary to define the degree of a node as
the number of branches which touch the node0 For example, in
Fig0 29-5a node i has degree 2 and node j has degree 30 If
a connected graph has 2q nodes of odd degree then the fewest
paths into which the graph can be broken is qo Furthermore,
each end node of a path will be a node of odd degree0 Theorem
3 in Chapter 2 of KG 1] states that any connected graph contains
an even number of nodes of odd degree and the preceeding state-
ment regarding the number of paths is proved a's Theorem 4 of
the same chaptero For each connected graph, the number of
209
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(a) Graph Containing Three Loops
47 !
(b) Graph of (a) with Loops Broken - Three Breaks are
Required
(c) Graph of (a) with Loops Broken so that Only
Paths Remain - Four Breaks are Required
Figure 2.9-5
An Example of the Breaking of Branches in a Graph so
that Only Paths Remain
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places in which branches must be broken is L' = b-nt + q if
there exists nodes of uneven degree and L = b-nt + 1 otherwiseo
This follows directly from the fact that a graph having q
separate paths has exactly q disconnected parts. For the graph
of Fig. 29-5a there are 2q=4 nodes of odd degree (circled in
the Figure), b=10, nt=8 and L = 10-8+2 = 4 breaks are re-
quired as in Fig. 29-5c. To summarize, if the graph corres-
ponding to a given desired contact subnetwork has b branches,
nt nodes and 2q nodes of odd degree; then L = b-nt + q h-
subnetworks must be added so that q desired paths are formed.
The determination of the appropriate h-subnetworks is carried
out as described above once the location is determined It
should be noted that not all of the h-subnetworks are used to
break loops - some are used to separate paths. However, the
discussion of the determination of h-subnetworks was completely
general and applies directly in such cases.
It is not claimed that there do not exist networks for
which it is not desirable to have all the desired contacts
occur in paths. This must be decided on an individual basis.
In general, it is advisable to break loops, since otherwise
none of the contacts in the' loop can be used in forming the
total path. If neither loops nor separate paths exist (for
.example, when there are "stars") it is still possible to in-
sert h-subnetworks to form separate paths and the formula for
the number of h-subnetworks required (L' = b-nt + q) still holds.
2.9
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It is sometimes economical to insert an h-subnetwork
even when only a single desired contact path exists. For ex-
ample, in the network of Fig. 2.9-6, a single desired contact
path exists and three contacts must be added to form the re-
quired total path. By inserting an h-subnetwork (a y' contact)
the required total path can be formed with only two additional
contacts. In this case it is more economical to block the
"sneak" path through the y contact by means of an added y'
contact than it is to convert the "sneak" path to a permitted
path by adding v' and z' contacts. Whenever several extra
contacts must be added so that a "sneak" path has a permitted
transmission, the possibility of adding an h-subnetwork to
block the sneak path should be considered.
The discussion of how to add a total path of any specified
transmission to a given contact network is now complete. The
following section will consider the question of how to decide
in which order to form the paths.
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(a) First Step in Designing a Network to HIave Transmission
T = uwv'z' + uwy + xv'z'; t 23- Y + v1z ; G3 = XVtZ
V I ZI
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2
(b) Insertion of h-Subnetwork
= t3 - t1334 13 = O, t14 =uw, t23 = v'z', t24
K 11 (O + ly"v'z'*uw ) = uv'wy'zt
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( ) Final' Network
Figure 2.9-6
Example of the Use of an h-Subnetwork when a Single
Desired-Contact Path Exists
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2.10 The Order of Forming Paths
In order to design a contact network to have a specified
transmission it is necessary to: (1) write the transmission
as a sum of product terms, (2) decide upon the order in which
terms will be used, (3) form a network whose transmission
equals that of the first two terms, (4) add contacts to the
network so that a path having transmission equal to the next
term is formed, and (5) repeat step 4 until a path is formed
for each term of the transmission. With the exception of (2),
(selecting the order in which to use the terms) each of these
procedures has been already discussed. The problem of deciding
in which order to use the terms of the transmission will be
considered in this section.
In general, a given transmission can be realized by many
different contact networks. The possibility exists that the
order in which the design is carried out may limit the form
of the final network. If this is true, the choice of the
order is very critical because one order might lead to a more
economical network than could be obtained by any other order.
Fortunately, it is possible to determine just when the order
does limit the form of the network being designed and also
what type of limitation is imposed.
A network in which each path contains at least one con-
tact which is not in any other path will be called a distin-
guished network. An example of a distinguished network is
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shown in Fig. 2.10-1 in which the contacts which occur in only
one path are shown in boxes. The order of design does not
restrict the form of a distinguished network. This will be
proved by assuming the existence of a counter-example and then
showing that the counter-example is not possible. If the
statement underlined above is not true, there must exist some
distinguished network for which at least one order of design
is not possible. Specifically, let the transmissions of the
paths through the network be Pl, P2 °°' Pr and let the im-
possible order of formation be Pl, P2 ., Ptr (The i may
or may not be terms of a minimum sum and it is assumed that
the terms have been numbered to correspond to the impossible
order.) In order to disprove the counter-example, a method
for determining how to design the network in the "impossible"
order will be described. First, contacts will be removed from
the network so that the path with transmission Pr is removed
and a network with transmission T = P + P2 + ' + Pr-1 re-
mains. (Fig. 2.10-2a shows the network which results when the
p4 path is removed from the network of Fig. 2.10-1). This
procedure is repeated for Pr1' Pr-2' °°, P3 until a network
for only P2 and Pl remains.
By carrying out this procedure backwards, it is possible
to design the given network.in the order pl,2,'"'Pr? To ob-
tain the network for + P2 + '' + Pj from that for +
P2+ '* + Pj1 it is merely necessary to compare the two
2.10
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Figure 2.10-1
An Example of a Distinguished Network with the Contacts
which are Only in One Path Shown in Boxes
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(a) Network of Fig. 2.10 with p4 Path Removed
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I'
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(b) Network of Fig. 2.10-1 with p3 and p4 Paths
Removed
Figure 2.10-2
The Network of Fig. 2.10-1 with the p or p and p3
Paths Removed
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corresponding networks obtained in the decomposition process
described and make the necessary additions to the Pj1l network
to form the pj network° This demonstrates the existence of a
procedure for forming the network in the given order and thus
disproves the counter-example
A proof has been given for the statement that the form of
a distinguished network is not restricted by the order of design.
Since the form of the final network is not known when a design
is started, this result is only useful if the form of the final
network can be related to its transmission. A transmission in
which each term contains at least one literal which does not
occur in any other term will be called a distinguished trans-
mission0 A distinguished transmission can only be realized
by means of a distinguished network. Corresponding to each
literal which only occurs in one term of a transmission there
must be a contact which occurs in only one path of the network
realization of that transmission0 Since a distinguished
transmission has in each term a literal which only occurs in
that term, any network realization of a distinguished trans-
mission must have in each path a contact which only occurs
in that path. Therefore any network which has a distinguished
transmission must be a distinguished network. The converse
statement that any distinguished network must have a dis-
tinguished transmission is not true. This can easily be seen
2.10
by considering the network of Fig. 210-l. The p4-term of
the transmission does not contain any literal which does not
occur in some other term of the transmission. Therefore this
is not a distinguished transmission. The network is a dis-
tinguished network since the v contact in the p4 path is not
shared with the v' contact in the Pi and P2 paths.
An example of the design of a non-distinguished network
is shown in Figo 2.10-3. In the network of Fig. 2.10-3b each
contact is in two pathso It is not possible to remove paths
from the network in an arbitrary order since the removal of
any contact will remove not one but two paths0 Fig. 2.10-3
illustrates the characteristic feature of the design of a
non-distinguished network: In the process of forming a path,
a useful "sneak" path is also formed. This can never happen
with a distinguished transmission since each path requires at
least one contact which would not be in the network if the
path were not present. For a non-distinguished transmission,
the possibility of a useful "sneak" path being formed depends
on the order in which paths are added. For the transmission
of Fig. 2.10-1, it is possible that p4 may occur as a "sneak"
path, but only if Pi and p3 are already in the network so
that all contacts required for p4 will be present. Fig 2.10-4
shows a network which has the same transmission as the net-
work of Fig. 2.10-1, but which is not a distinguished network.
101 
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(a) Step 1 - A Network of Transmission x(w + yz)
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y z
(b) Step 2 - The Addition of a w-Contact to Form a
wz Path. A "sneak" Path of Transmission wy is also
Formed
Figure 2.10-3
An Example of the Design of a Non-Distinguished Network
Having Transmission wx + wy + wz + xyz
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Figure 2.10-4
A Non-Distinguished Network Realization for the
Transmission T = v'w'x'yz + v'wxyz' + vw'xy tz' +
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Even though the p4 path in the network of Fig. 2.10-4 uses
only contacts which occur in other paths, the total number of
contacts is the same as in the distinguished network of Fig.
2.10-1. This illustrates the fact that a non-distinguished
network is not necessarily more economical than a distinguished
network for the same transmission.
To summarize, it has been shown that:
(1) the order of design does not restrict the final
form of a distinguished network,
(2) a distinguished transmission must be realized
with a distinguished network and a non-distinguished
transmission may or may not lead to a distinguished
network.
(3) the characteristic of non-distinguished networks
is the presence of useful "sneak" paths, and
(4) a non-distinguished network is not necessarily
more economical than the equivalent distinguished
network.
For a non-distinguished transmission it would be possi-
ble in principle to try each of the orders of design which
could possibly lead to useful "sneak" paths. While this
might be reasonable for networks in which economy is extremely
important, in general it is not practical because of the large
number of trials necessary. In the following discussion it
2.10
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will be assumed that the loss of generality involved in not
considering all orders which might lead to useful "sneak"
paths can be tolerated and therefore an arbitrary order of
design can be followed.
In the preceding discussion, it has been assumed that
each path will be formed by adding the fewest possible con-
tacts to the existing network. It is not necessarily true
that this procedure will lead to a network having the minimum
number of contacts. By using more than the fewest contacts
required to form a path, it may be possible to form subsequent
paths so that the final network contains fewer contacts than
if the minimum number of contacts had been used to add each
path. Since there is no way of knowing beforehand when more
than the minimum number of contacts should be used or just
which "extra" contacts should be inserted, this is not a
practical procedure.
There is always at least one order in which a network
having a minimum number of contacts can be obtained by using
the fewest contacts at each step. Actually, if using an
"extra" contact would lead to economics as described, some
other order must exist in which the same network would be
designed without using any "extra" contacts. This would in-
volve adding the path with the extra contact at a later stage
of the designo These considerations seem to imply--that the
number of contacts may depend on the order of design if no
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"extra" contacts are usedo However, experience in using this
method indicates that generally several different networks
involving the same number of contacts may exist for a trans-
mission. Thus for any selected order, there probably is an
economical network which does not require the use of "extra"
contacts in the design.
A more serious consideration arises from the fact that
there are frequently several ways in which the same number of
contacts can be used to add a specified patho For example,
as shown in Figs0 210-5b and 5c, there are two ways to add
an xy'z path to the network of Fig0 210-5ao At this stage
of the design there is no way to tell which of these ways will
lead to a more economical final network0 In this case, both
procedures have been tried and the final networks (which both
use eight contacts) are shown in Figso2o10-5d and 5eo
In general, it is not practical to try all the methods
which require the same number of contacts, for adding a given
path. It is possible that each of these methods would again
lead to a situation where a given path could be added in
several ways and that a large number of networks would have
to be designed. A practical procedure is to postpone adding
any paths for which there are several equally economical
possibilities and to instead only form paths for which there
is only one choice0 For the networks of Fig0 2.10-5 this
would mean adding the wyt z path before the xy'z path.
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(a) Network for Transmission w'y'z' + x'yz' to which a
Path of Transmission x'y'z is to be Added
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(b) Network with x'y'z Path
Added so that Only the Circled
xt' ontact is Used
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(c) Network with xy'z
Path Added so that both
the Circled x' and y'
Contacts are Used
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(d) Network of (b) with
wy'z Path Added
(e) Network of (c)
with xy'z Path Added
Figure 2.10-5
An Example of a Network Design in which a Given Path
can be Added by Means of Two Methods - Both of which
Require the Same Number of Contacts
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The question of which order should be used in forming
the paths of a network was considered in this section It
was concluded that in practice only one restriction should
be placed on the order: An attempt should be made to arrange
the order so that in forming a path it is never necessary to
choose between two or more methods which require the same
number of contacts. The networks designed with only this
restriction on the order may not contain the fewest possible
contacts. This is because it was decided to add the fewest
possible contacts at each step and to ignore the possibility
that certain orders might lead to the formation of useful
"sneak" paths. These decisions were made solely on the basis
of practicality.
These effect of these arbitrary decisions can be avoided
by carrying out the design using several orders and then choos-
ing the most economical network. The additional work involved
would probably be justified only when economy is extremely im-
portanto However, even if several orders of design are used,
it is still not possible to guarantee that the resulting net-
work will contain a minimum number of contacts. This is be-
cause it was arbitrarily assumed that the transmission of each
path through the network was equal to a term of the minimum
sum0 This will be discussed further in the Summary and Con-
clusions Section0
2o10
SUEARY AND ONCLUSIONS
In the first part of his thesis a method was presented.
for writing any transmission as a minimum sum. This method
is similar to that of Quine; however, several significant
improvements have been madeo The notation has been simpli-
fied by using the symbols 0, 1 and - instead of primed and
un:primed variables° While it is not completely new in itself9
this notation is especially appropriate for the arrangement
of terms used in determining the prime implicants. Listing
the terms in a column which is partitioned so as to place
terms containing the same number of ls in the same partition
reduces materially the labor involved in determining the prime
implicantso Such a list retains some of the advantage of
the arrangement of squares in the Karnaugh Chart without re-
quiring a geometrical representation of an n-dimensional
hypercube. Since the procedure for determining the prime
impiicants is completely systematic it is capable of being
programmed on a digital computero The arrangement of terms
introduced here then results in a considerable saving in
both time and storage space over previous methods, making it
possible to solve larger problems on a given computer It
should be pointed out that this procedure can be programmed
on a decimal machine by using the decimal labels instead of
- i. -
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the binary charac;crs introduced in Part 1. It is hoped that
one of the outgrowths of this thesis will be a digital com-
puter program for determining prime implicants.
A method was presented for choosing the minimum sum terms
from the list of prime implicants by means of a Table of Prime
Implicants. This is again similar to a method presented by
Quine. However, Quine did not give any systematic procedure
for handling cyclic prime implicant tables; that is, tables
with more than one cross in each column. In Part 1 of this
thesis a procedure is given for obtaining a minimum sum from
a cyclic prime implicant table. In general, this procedure
requires enumeration of several possible minimum sums. If a
transmission has any nontrivial group invariances it may be
mrnCir7o Atr, rT n=lmc ir-rr Ao n- tom -- A,, - nC; A-1,1 l 1 Who
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amount of enumeration necessary. A method for doing this is
given. Since there was no satisfactory method known for deter-
mining the group invariances of a transmission, it was neces-
sary to develop a procedure for doing this. This is presen-
ted in Appendix A. A modification of this method for detecting
* After this was done it was brought to the author's attention
that a similar method had been developed independently by
Ashenhurst. This was presented in an unpublished report
from the Harvard-University Computation Laboratory to the
Bell Telephone Laboratories.
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totally symmetric transmissions is also presented in Appendix
A. This method is more systematic than Caldwell's method
[C2] and applies for transmissions of any number of variables.
The process of enumeration used for selecting the terms
of the minimum sum from a cyclic prime implicant table is
not completely satisfactory since it can be quite lengthy.
In seeking a procedure which does not require enumeration,
the method involving the group invariances of a transmission
was.discovered. This method is an improvement over complete
enumeration, but still has two shortcomings. There are trans-
mi ;ai nnq whi h hav n nnin.tri vial rrmiin nvarinncz hiut whi h
give rise to cyclic prime implicant tables. For such trans-
missions it is still necessary to resort to enumeration.
Other transmissions which do possess nontrivial group in-
variances still require enumeration after the invariances
have been used to simplify the process of selecting minimum
sum terms. More research is necessary to determine some pro-
cedure which will not require any enumeration for cyclic
prime implicant tables. Perhaps the concept of group in-
variance can be generalized so as to apply to all transmissions
which result in cyclic prime implicant tables.
In the second part of this thesis a method for designing
two terminal contact networks is presented. This method is
different from any of the methods proposed previously. It
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consists of successively providing paths between the two ex-
ternal terminals which correspond to the individual minimum
sum terms. An algebraic procedure is presented for deter-
mining which contacts should be added to the existing network
in order to provide the required path. Also there are pro-
cedures given for determining where the contacts should be
added. By use of this method it is possible for the first
time to systematically design complex bridge and nonplanar
contact networks'.
It is not possible to guarantee that every network de-
signed using this method will contain the minimum possible
number of contacts. One reason for this is the fact that it
has been arbitrarily assumed that each path through the network
will correspond to a term of the minimum sum. This will not
always hold true for networks having a minimum number of con-
tacts. The method presented here will sometimes require modi-
fication of the network so that the paths no longer corres-
pond to minimum sum terms. Althodgh this modification is a
systematic result of this method, it is not sufficiently
general to lead to all possible networks having a minimum
number of contacts. A procedure for avoiding any restriction
on the final network is to carry out the design not only for
the minimum sum but also for all other sum forms. This is
not in general practical. Perhaps after more experience with
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these networks it will be possible to determine a method
for specifying which form of a transmission will lead to a
minimum-contact network.
There is the possibility that the orde in which the
paths are--added to the network may influence the number of
contacts in the final network. Again this difficulty can
be overcome by trying all orders. Unless economy of contacts
is extremely important this does not appear practical. Cer-
tain restrictions on the order have been developed; however,
it is not yet possible to specify which order will lead to a
minimum-contact network. It has been shown that there is a
certain amount of freedom in selecting the order to be used.
Different orders of formation seem to usually lead to dif-
ferent networks which contain the same number of contacts.
A practical procedure for selecting an order of formation is
given.
Since there is no known method for determining whether
a given network contains the minimum possible number of con-
tacts, it is quite difficult to demonstrate whether minimum
networks are being designed. The method presented here should
always lead to a minimum network if sufficient enumeration is
used. If the absolute minimum number of contacts is not re-
quired, a direct application of the method should suffice.
This method should lead to the design of networks which ould
not be designed by any previously known systematic procedure.
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The minimum sum which is obtained by the method of
Part 1 is required for the contact design procedure given in
Part 2 In connection with diode logic circuits the minimum
sum leads directly to the minimum two stage circuit. The
design procedure given in Part 2 is used for designing relay
contact networks. It may also be useful for certain types
of direct coupled transistor logic circuits.
APPENDIX A
A METHOD FOR DETERMINING THE GROUP INVARIANCES
OF A TRANSMISSION
In Section 1.7 it was pointed out that for some trans-
missions it is possible to permute the variables, or prime
some of the variables, or both permute and prime variables
without changing the transmission. The following material
presents a method for determining for any given transmission
which of these operations (if any) can be carried out without
changing the transmission.
The permutation operations will be represented symboli-
cally as follows:
S123...n T will represent the transmission T with no
variables permuted
S213...n T will represent the transmission T with the
x I and x2 variables interchanged, etc.
Thus S1432 T (Xl1 ,x2X 3X 4) = T (Xl ,*4,x3,x2)
The symbolic notation for the priming operation will be
as follows:
N0 000OOO 0 T will represent the transmission T with no
variables primed
N0 110ollo. 0 T will represent the transmission T with the
X2 and x3 variables primed, etc.
Thus N 0 T (x1,x2 9x3,x4) = T (xl,x2,xIx 4).
The notation for the priming operator can be shortened
by replacing the binary subscript on N by its decimal equiva-
lent. Thus N9T is equivalent to No1 T° The permutation
- 115 -
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and priming operators can be combined. For example,
S2134 N3 T (Xl1, 2,X 3,X 4 ) = T ( 2 x1 ,x3 ,xx).. The symbols
S i Nj form a mathematical group BM11, hence the term group
invariance.
The problem considered here is that of determining which
N i and Sj satisfy the relation NiSjT = T for a given trans-
mission T Since there are only a finite number of different
N i and Sj operators it is possible in principle to compute
Ni Sj T for all possible Ni Sj and then select those N i Sj
for which NiSjT = T. If T is a function of n variables,
there are n possible S j operators and 2 N i operators so
that there are n 2n possible combinations of Ni Sj. Actually,
if NiSjT = T then N. T must equal S T [S2] so that it is only
necessary to compute all N i T and all Sj T. For n = 4, n! = 24
and 2n = 16 so that the number of possibilities to be considered
is quite large even for functions of only four variables. It
is possible to avoid enumerating all Ni T and Sj T by taking
into account certain characteristics of the transmission
being corsidered.
The first step in determining the group invariances of
a transmission is the same as' that for finding the prime im-
plicants. The binary equivalents of the decimal numbers
which specify the transmission are listed as in Fig. A-la.
This list of binary numbers will be called the transmission
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x 1 x 2 X3 X4
O0 0 0 0
1 0 0 0 1
2 0 0 1 0
9 1 0 0 1
10 1 0 1 0
11 1 0 1 1
0
2
x I , XI X)x 2 x 4
0 0 0 0
O 0 1 0
0 0 0 1
10 1 0 .1 0
9 1 0 0 1
11 1 0 1 1
(a) Transmission
Matrix
(b) Transmission Matrix
with x3 and x4 columns
interchanged
X1 X2 3 
3 0 0 1 1
2 0 O 1 0
1 0 0 0 1
10 1 0 1 0
9 1 0 0 1
8 1 0 0 0
(c) Transmission Matrix
with entries of the
x3 and x 4 columns
primed.
Figure A-1
Transmission matrices showing effect of
interchanging or priming variables
I
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matrix. When two variables are interchanged, the correspond-
ing columns of the transmission matrix are also interchanged.
(Fig. A-lb.) When a variable is primed, the entries in the
corresponding column of the transmission matrix are also
primed (O replaced by 1 and 1 replaced by 0, Fig. A-lc).
If a Ni Sj operation leaves a transmission unchanged
then the corresponding matrix operations will not change the
transmission matrix aside from possibly reordering the rows.
In other words, it should be possible to reorder the rows of
the modified transmission matrix to regain the original trans-
mission matrix. For example, the matrices of Figs. A-la and
A-lb are identical except for the interchange of the 1 and 2
and the 9 and 10 rows. It is not possible to make the matrix
of Fig. A-lc identical with that of Fig. A-la by reordering
rows; therefore the operation of priming the x3 and x vari-
ables does not leave the transmission T = (0,1,2,9,10,11)
unchanged.
If interchanging two columns of a matrix does not change
the matrix aside from rearranging the rows, then the columns
which were interchanged must both contain the same number of
I's (and 0's). This must be true since rearranging the rows
of a matrix does not change the total number of l's in each
column. Similarly, if priming some columns of a matrix leaves
the rows unchanged, either each column must have an equal
I
i
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number of l's and O's or else for each primed column which
has an unequal number of O's and l's there must be a second
primed column which has as many l's as the first primed column
has O's and vice versa. Such pairs of columns must also be
interchanged to keep the total number of l's in each column
invariant. For the matrix of Fig. A-2a the only operations
which need be considered are either interchanging x1 and x2
or x3 and x or priming and interchanging x5 and x6.
For the present it will be assumed that no columns of
the matrix have an equal number of O's and l's. It is possible
to determine all permuting and priming operations which leave
such a matrix unchanged by considering only permutation opera-
tions on a related matrix. This related matrix, called the
standard matrix, if formed by priming all the columns of the
original matrix which have more l's than O's (the x6 column
in the matrix of Fig. A-2a). Each column of a standard ma-
trix must contain more O's than l's (Fig. A-2b). The Ni Sj
operations which leave the original matrix unchanged can be
determined directly from the operations which leave the cor-
responding standard matrix unchanged. It is therefore only
necessary to consider standard matrices.
Since no columns of a standard matrix have an equal
number of l's and O's and no columns have more l's than O's
it is only necessary to consider permuting operations. The
A
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x1 X2 x3x 4 X5 X6
4 0 0 0 1 0 0 4
x1 x2x 3 x4 x5 x Weight
0 0
8 0 0 1 0 0 0 8 0 0
0 0 1 0 0 1
1 0 0 0 0 1
0 0 0 1 1 1
0 0 1 0 1 1
1 1 0 0 0 1
32 1 0
5
6
9
10
0 0
0 0
0 0
0 0
1 1
30 0 1 1 1 1 0 31 0 1
Number of O's
Number of l's
7 7 5 5 6 3
2 2 4
7 7
2 24 3 6
O
1
0
1
0
0
0 1
0 1
1 0
1 0
0 0
1 1
5 5
4
0 0 1
0 0 1
00 1i
0 1 2
1 0 2
0 1 2
1 0 2
0 0 2
1 5
6 6
3 3
(a) Transmission Matrix (b) Standard Matrix for
(a) Matrix
X1 X2 x 3 x4x 5 xg
0 0
0 0
1 0
0 0
0 0
0 0
0 0
1 1
0 1
0 11
1 0
0 0
0 1
0 1
1 0
1 0
__O 
1 1
0
0
0
0
x x2 x3 x x 5 xg112 3 4 6
0
0
0 0
0 1
1 0
0 1
1 0
0 0
1
(c) Second Partitioning
of rows for (b) matrix
1
0 I
0
0
0
1
0
0
0
0
0
0
0O0
I1 
0 1
1 0
0 0
0 1
0 1
1 0
1 0
0 0
1 1
(d) Final Partitioning
for (b) matrix
Figure A-2
Partitioning of the standard matrix for
T = ,(4,5,7,,9,11,30,33,49)
5
9
33
7
11
49
0 0
0 0
0 0
0 1
1 0
0 1
1 0
0 0
1 1
I
A
1
I
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number of 1's in a column (or row) will be called the weight
of the column (or row). Only columns or rows which have the
same weights can be interchanged. The matrix should be parti-
tioned so that all columns (or rows) in the same partition
have the same weight (Fig. A-2b). It is now possible to
interchange columns in the same column partition and check
whether pairs of rows from the same row partition can then be
interchanged to regain the original matrix. This can usually
be done by inspection. For example, in Fig. A-2b if columns
x4 and x3 are interchanged, then interchanging rows 4 and 8,
5 and 9, and 6 and 10 will regain the original matrix.
The process of inspection can be simplified by carrying
the partitioning further. In the matrix of Fig. A-2b, row 32
cannot be interchanged with either row 8 or row 4. This is
because it is not possible to make row 32 identical with
either row 8 or row 4 by interchanging columns x and x2. Row
32 has weight 1 in these columns while rows 8 and 14 both have
weight 0. In general, only rows which have the same weight
in each submatrix can be interchanged. Permuting columns of
the same partition does not change the weight of the rows in
the corresponding submatrices. The matrix can therefore be
further partitioned by separating the rows into groups of
rows which have the same weight in every column partition
(Fig. A-2c). Similar remarks hold for the columns so that
it may then be necessary to partition the columns again so
A
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that each column in a partition has the same weight in each
submatrix (Fig. A-2d). Partitioning the columns may make it
necessary to again partition the rows, which in turn may make
more column partitioning necessary. This process should be
carried out until a matrix results in which each row (column)
of each submatrix has the same weight. Inspection is then
used to determine which row and column permutations will
leave the matrix unchanged. Only permutations among rows or
columns in the same partition need be considered.
From the matrix of Fig. A-2d it can be seen that permuting
either columns x3 and x4 or columns x5 and x will not change
the matrix aside from reordering certain rows. This means
that interchanging x3 and x4 or priming and interchanging
x5 and x6 in the original transmission will leave the trans-
mission unchanged. Interchanging x and x5 means replacing
x5 by x and x6 by x5 which is the same as interchanging x5
and x6 and then priming both x5 and x6. Thus for the trans-
mission of Fig. A-2 S123456 T = T and NO0 001 S123465 T
N3 S123465 T = T.
A procedure has been presented for determining the
group invariance of any transmission matrix which does not
have an equal number of l's and O's in any column. This must
now be extended to matrices which do have equal numbers of
O's and l's in some columns (Fig. A-3a). For such matrices
I
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the procedure is to prime appropriate columns so that there
are either more O's than l's or the same number of O's and
1's in each column (Fig. A-3aj. This matrix is then parti-
tioned as described above and the permutations which leave the
matrix unchanged are determined. The matrix of Fig. A-3a is
X1
0 0
6 0
9 1
12 1
Number of O's 2
Number of l's 2
(a) Transmission
0
1
O
1
X2 X3
0
x4
0
1 0
0 1
2 3
2 1
Matrix
0
10
5
120
3
1
(b)
xi
0
2 X3
0
1 0
0 1
1 1
O
x4
0
1 0
0 1
O O
2 2 3 3
2 2 1 1
Transmission Matrix
with xl and x2 primed
Figure A-3
Transmission matrices for T =(0,6,9,12)
so partitioned. Interchanging both x and x2, and x3 and x4
leave this matrix unchanged so that 2143 T = T. The possi-
bility of priming different combinations of the columns which
have an equal number of O's and l's must now be considered.
Certain of the possible combinations can be excluded beforehand.
A
O
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In Fig° A-3a the only possibility which must be considered is
that of priming both x and x2 If only xl or x 2 is primed,
there will be no: row which has all zeros. No permutation of
the columns of this matrix (with x1 or x2 primed) can produce
a row with all zeros. Therefore this matrix cannot possibly
be made equal to the original matrix by rearranging rows
and columns. Priming both x1 and x2 must be considered since
the 12-row will be converted into a row with all zeroso The
operation of priming x and x2 is written symbolically as
N11 00 = N12. In general, if the matrix has a row consisting
of all zeros, only those Ni operations for which i is the
number of some row in the matrix need be considered. If the
row does not have an all-zero row only those N i for which i
is not the number of some row need be considered. Similarly,
if the matrix has a row consisting of all l's, only those Ni
for which there is some row of the matrix which will be con-
verted into an all-one row need be considered. This is equiva-
lent to considering only those Ni for which some row has a
number k = 2-l-i* where n is the number of columns, If the
matrix does not have an all-one row, only those N for which
no row has a number k = 2n-1-i should be considered.
The number of the row which has all ones is 2n-1. If N.
operating on some row, k, is to produce the all-one row
i must have l's wherever k has O's and vice versa. This
means that
i + k = 2n_1 or k = 2-l-io
A
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Each priming operation which is not excluded by these
rules is applied to the transmission matrix. The matrices
so formed are then partitioned as described previously. Any
of these matrices that have the same partitioning as the origi-
nal matrix are then inspected to see if any row and column
permutations will convert them to the original matrix. For
the matrix of Fig. A-3a the operation of priming both x and
2 was not excluded. The matrix which results when these
columns are primed is shown in Fig. A-3b. Inspection of this
figure shows that interchange of either x3 and x or x and
x2 will convert the matrix back to the matrix of Fig. A-3a.
Therefore, for the transmission of this figure S1 243 N11 00
T = T and S2 1 3 4 Nll T = T.
There are certain transmissions whose value depends not
on which relays are operated but only on how many relays are
operated. For example, the transmission of Fig. A-4a equals
1 whenever two or three relays are operated. For such trans-
missions any permutation of the variables leaves the trans-
mission unchanged. These transmissions are called totally
symmetric S1]. They are usually written in the form,
al' a2 ... am (Xl, x2 ' ... Xn) where the transmission
is to equal 1 only when exactly a or a2 or *.. or am of the
variables xl, x2 ... xn are equal to one. The transmission
of Fig. A-4a can be written as S2,3 (x1, x2, x3 ). This
A
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definition of symmetric transmissions can be genera1ized y
allowing some of the variables (x x 2 x) to be . ile&.
Thus the transmission S3 (x, xiY X3) will equal only WheIi
x1 = x = x = 1 or x = 3 and x2 = It is useful to
know when a transmission is totally symmetric since special
design techniques exist for such functions [C1,KWlJ]
x3 X2 x1
3 0 1 1
5 1 0 1
6 1 1 0
7 1 1 1
Figure A-4
Transmission matrix for
T = (3,5,6,7) = S2, 3 (x1 x2, x3 )
It is possible to determine whether a transmission is
totally symmetric from its matrix. Unless all columns of
the standard matrix derived from the transmission matrix have
the same weight, the transmission cannot possibly be totally
symmetric. If all columns do have equal weights, the rows
should be partitioned into groups of rows. which all have the
same weighte Whether the transmission is totally symmetric
can now be determined by inspection, If there is a row of
A
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weight k; that is, a row which contains k 's, then e very
possible row of weight k must also be included in the matri£i. ,
This means that there must be nCk rows of weight k where n is
the number of columns (variables), If any possible row of
weight k was not included then the corresponding k literals
could be set equal to 1 without the transmission being equal
to 1 This contradicts the definition of a totally symmetric
transmission. In Fig. A-5b there are 4 rows of weight 1 and
1 row of weight 4. Since 4C1 = 4 and C = 1 this transmission
is totally symmetric and can be written as S1 (X1l x x3, xi).
The number of rows of weight 1 in Fig. A-5d is 2 and since
4C1 = 4 this transmission is not totally symmetric.
nC k is the binomial coefficient (n-k)-k!
A
.. i ,. ~
. b -
x x X X
1 0 0 0 1
4 0 1 0 0
10 1 0 1 0
7 0 1 1 1
13 1 1 0 1
Li Ii 3
xI AJ 3 x?
2 0 0 1
4 o 1 
8 1 0 0 0
15 1 1 1
Number of O's
Number of 's
3 2 3 2
2 3 2 3
3 3 3 3
2 2 2 2
(a) Transmission
Matrix for
(b; Standard Matrix for
T _(1,4,7,10,13)
T = -(1,4,7,10,13) showing that T = S1,4
(X1, X, x3, xI)
x 1 X2 x3 x4
3 0 0 1 1
5 0 1 1
10 1 0 1 0
12 1. 1 0 0
13 1 1 0 1
XI Xi X x 10 0 0 0 '
O O O O'
1 0 0 0 1
8 1 0 0 0
7 0 1 --1 1
14 1 1 1 0
Number of O's
Number of l's
2 2 3 2
3 3 2 3
3 3 3 3
2 2 2 2
(c) Tranamission
Matrix for
(d) Standard Matrix for
T =-(3,5,10,12,13)
T = (3,5,10,12,13) showing that it is not
totally symmetric
Figure A-5
Determination of totally symmetric transmissions
0
0
1
_ _. . i
APPENDIX B
JUSTIFICATION FOR SIMPLIFICATION OF TRANSMISSION
EXPRESSIONS IN SECTIONS 24 AND 2.8
In section 2.4 it was state4 that total transmissions
for Tij were not required in the equations:
(i') G13G24T34 Mi(aT) G14G23T34 = Mi(aT)
(iia) G13T23 = O(aT) or G14T24 = O(aT)
(iib) G24T14 = O(aT) G23T 13 = O(aT)
This statement will now be proved. T3 can be written as
T34 t + t13t14 + t23 t24 + t23t 2 t 4 + t13t12t 24 here
tij represents the sum of the transmissions of all paths be-
tween nodes i and 'j which do not touch any other numbered
nodes. In terms of the tij, equation (i') becomes G13G24
(t34 + t 13t 14 + t23t24 + t23t12tl4 + t13t12t14)= Mi(aT').
Since t 2 O(aT), G13 G2 4(t23 tl1 + t13 t14 )t12 = O(aT)
so that the t2 3t12t14 and t13t 2t 4 terms can be dropped
from this expression. Equations (ii') require that G13t23 -
O(aT) and G24 t14 = O(aT) so that G24 (G13 t23 )t24 O(aT) and
G13 (G24 t14 )t13 = O(aT) and the t13 t14 and t23t24 terms can
be dropped from (i'). All that remains is G13 G24t3 4 - Mi(aT)
as stated in Section 1.4.
T23 can be written as T23 = t2 3 + t12t 13 + t2 4 t34 +
tl2t24t34 + t2 4 tl4t3 4 Equation (iia') becomes G13 (t2 3 +
t12t13 + t2 4t3 4 + t1 2 t14t3 4 + t 2 4 tl 4 tl3) = O(aT). Again
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t12 = O(aT) so that (t13 + t14t34 )(t12 ) = O(aT) and the
t12t13 and t 2 t24t34 terms can be dropped from (iia'). The
transmission tt24 is included in T12. Since T12 = O(aT)
then t14 t24 = O(aT) and therefore t13 (t14 t2 4 ) = O(aT) so
that the t2 4t14 t13 term can be removed from (iia'). Equa-
tion (iia') has been reduced from G13T23 = O(aT) to G13(t23 +
t2 4t34 ) = O(aT) or T23 has been replaced with the transmis-
sion of only those paths between nodes 2 and 3 which do not
touch node I. If the numbers 1 and 2 interchanged through-
out this proof, the corresponding statement for equation (iib')
is proved.
In Section 2.8 it was stated that the Tij for equations
(iii), (iv) and (v) could be set equal to the sum of the
transmissions of all paths between nodes i and j which do
not touch any node whose number appears as a subscript, in
the equations in which Tij appears.
These equations in question are:
(iii) G4 6G2 5T 56T 14 = M i(aT)
(iv) G2 5 T15 = O(aT)
(v) G4 6 (T14T26 + T1 6T 24) O(aT)
Let tij be the sum of the transmissions of all paths between
nodes i and j which do not touch any other nodes whose num-
bers appear as subscript in equation (iii). Thus t 6 is the
sum of the transmission of all paths between nodes 5 and 6
B
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which do not touch any of nodes 1, 2, or 4. The symbols
to. and tY. will have the same definition as t except
1j 1j ij xcept
that tij will refer to equation (iv) and t j will refer to
equation (v). It is possible to write the T56 in equation
(iii) as:
T56 - t56 + A + B + C where:
a [t a a 'a a
A = t15 t 6 + t12(t26 + t24 t46) ]
a t a atC a a
B = t25 Et26 + t 2 (l 6 + t14 t46)]
C = t45 t 6 + t24(t26 + tl2 tl6 )]'
Equation (iii) requires that:
(iii) G 46 G 25T56 Tll = G 6G2 5 T14 (t56 + A + B + C) = Mi(aT)
Since T12 includes only terms of T, T12 = O(aT). It is also
true that tl2 = O(aT) since tl2 is included in T2 Thus
all the termswhich contain t 2 can be dropped from equation
(iii') which then simplifies to:
(iii") G4 6G2 5T14 [t5 6 + tl5 t 6 + t25 t26 +
4 5 t 4 6 + t45 t 2 4 t26] = Mi(aT)
Equation (iv) requires that G4 6T 14(G 25t;5,) - O(aT) so that
this term can be dropped from (iii"). Equation (v) requires
that G2 5(t + t ) (6T126 O(aT) so that the
25t26 and a5 t 4t26 terms can also be dropped from equation
(iii"). Since T1 5 includes t5 tal, equation (iv) requires
B
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that G2tmSt m -- O(aT) so that the ttc 6 term can be drop-25 445 45 1
ped from (iii')o The equation (iii'v) has thus been reduced
to G4 6G2 5T14t56 = Mi(aT).o A similar expansion of T14 in
ci a
terms of tij shows that T1 can be replaced by t4 Equa-
tion (iii) is thus shown to be equivalent to G4 6 G2 tL 4t 5646 25tl4t56-
Mi (aT) as was stated in Section 2.8.
In terms of tij equation (iv) becomes G2 5 (t5 +
t 2t 5 ) = O(aT)o For the same reasons that t12 = O(aT),
t2 O(aT) so that t12 25 can be dropped from this equation
which then reduces to G25tl5 = O(aT) a required.
Equation.. (v) can be written in terms of t j as:
G6T26(t4 + 2 t2g4 + t2Y6t6] + t 6[t 6 + t6t2Y4]) + T16
(t2Y4 + t 2[t14 + t 6 t46 ] + t 6 [t46 + t 6t 41)] = O(aT).
Again all t2 terms can be dropped because of the reason
given for dropping t 2 terms from (iii")o Also T26t[6 and
T16tY6 are both included in T1 2 so that T2 6t{6 = O(aT) and
T16t2Y6 = O(aT) and all terms containing T2 6tr6 or T16t 6 can
be dropped. Thus it is possible to reduce equation (v) to
G4 6 [T26t• + T16t 4 ] = O(aT). Expansion of T26 and T16 in
terms of tj shows that they can be replaced by t~6 and t16
in equation (v). Therefore equation (v) can be written in
terms of only t26, t 4, t[6 and t 4 as stated in Section 2.8.
B
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