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Résumé Cet article est consacré à la classification des données de grande dimen-
sion. Supposant que de telles données vivent dans des sous-espaces de dimensions
intrinsèques inférieures à la dimension de l’espace original, nous proposons une re-
paramétrisation du modèle de mélange gaussien. En forçant certains paramètres à
être communs dans une même classe ou entre les classes, nous exhibons une famille de
modèles adaptés aux données de grande dimension, allant du modèle le plus général
au plus parcimonieux. Ces modèles gaussiens sont ensuite utilisés pour la classifica-
tion supervisée ou non-supervisée. La nature de notre re-paramétrisation permet aux
méthodes ainsi construites de ne pas être perturbées par le mauvais conditionnement
ou la singularité des matrices de covariance empiriques des classes et d’être efficaces
en terme de temps de calcul.
Mots-clefs : Classification supervisée et non supervisée, fléau de la dimension, mo-
dèle de mélange gaussien, modèle parcimonieux.
1 Introduction
La classification de données situées dans un espace de grande dimension est un pro-
blème délicat qui apparaît dans de nombreuses sciences telles que l’analyse d’images.
Dans cet article, nous focalisons notre attention sur les modèles probabilistes [12]. Parmi
ceux-ci, le modèle de mélange gaussien est le plus populaire [33] bien que son comporte-
ment dans la pratique soit décevant lorsque la taille de l’échantillon est faible en regard
du nombre de paramètres à estimer. Ce phénomène bien connu est appelé « fléau de la
dimension » ou curse of dimensionality depuis les travaux de Bellman [3]. On pourra
consulter [36, 37] pour une étude théorique de l’effet de la dimension en classification
supervisée (ou discrimination).
Pour éviter le sur-ajustement des modèles, il est nécessaire de trouver un compromis
entre le nombre de paramètres à estimer et la généricité du modèle. Nous proposons ici
un modèle de mélange gaussien parcimonieux permettant de représenter le sous-espace
propre à chacune des classes. Les paramètres de ce modèle sont estimés par maximum de
vraisemblance ou par l’algorithme EM [20] selon que l’on soit confronté à un problème de
classification supervisée ou non-supervisée. Les méthodes de classification ainsi construites
sont baptisées respectivement HDDA pour High Dimensional Discriminant Analysis et
HDDC pour High Dimensional Data Clustering. Notons qu’il est possible de contraindre
le modèle afin de limiter davantage le nombre de paramètres à estimer. Ainsi, il sera
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possible de supposer que les classes sont sphériques dans leur sous-espace propre ou de
supposer que certaines de leurs caractéristiques sont communes à toutes les classes. La
nature de notre modèle donne lieu à des méthodes HDDA et HDDC robustes aux mauvais
conditionnements ou aux singularités éventuelles des matrices de covariance empiriques.
Elles sont de plus très performantes en termes de temps de calcul.
La suite de cet article est organisée en quatre parties. Nous présentons dans le pa-
ragraphe 2 un état de l’art lié à la classification en grande dimension. Notre modèle de
mélange gaussien est décrit au paragraphe 3. L’estimation de ses paramètres et donc
la mise en œuvre des méthodes HDDA et HDDC fait l’objet du paragraphe 4. Enfin,
quelques résultats expérimentaux obtenus sur données réelles et simulées sont présentés
paragraphe 5.
2 Etat de l’art
Les méthodes classiques pour s’affranchir du fléau de la dimension consistent à réduire
la dimension des données et/ou à utiliser un modèle de mélange gaussien parcimonieux.
Quelques méthodes basées sur des modèles par sous-espaces ont également été introduites
plus récemment. Nous proposons ci-dessous un tour d’horizon de ces trois familles de
méthodes.
2.1 Réduction de dimension
De nombreuses méthodes utilisent une réduction de dimension globale pour s’affranchir
du fléau de la dimension. Les plus simples d’entre elles consistent à réduire la dimension
préalablement à une classification classique. A ce titre, l’analyse en composantes prin-
cipales (ACP) [29] est très souvent utilisée en analyse d’images. L’ACP ne prenant en
compte que les dépendances linéaires entre les variables, de nombreuses alternatives ont
été proposées telles que l’ACP par noyaux [42], ACP par variétés [26, 28], ou réseaux de
neuronnes [19, 30, 40, 46]. Cependant, déconnecter les phases de réduction de dimension
et de classification ne semble pas judicieux. L’introduction d’une réduction de dimension
dans l’analyse discriminante quadratique est étudiée dans [43]. La sélection de variables
peut également être considérée comme une méthode de réduction de dimension. Il s’agit
alors de choisir un sous-ensemble des variables représentatives des données, voir [27] pour
une introduction plus complète. Une approche récemment introduite [39] consiste à com-
biner une sélection globale de variables dans le cadre d’un modèle de mélange gaussien.
En règle générale, la réduction de dimension globale offre souvent de bonnes performances
mais au prix d’une perte d’information qui aurait pu être discriminante. En effet, lorsque
les classes sont localisées dans des sous-espaces différents, toute approche globale est in-
adaptée.
2.2 Modèles parcimonieux
Une solution altenative consiste à utiliser des modèles nécessitant l’estimation de peu
de paramètres. Ainsi, il est possible de re-paramétrer les matrices de covariance des classes
à partir de leur décomposition en éléments propres [2, 17] et, en contraignant certains pa-
ramètres à être commun à toutes les classes, on obtient alors des modèles parcimonieux.
-2-
D’autres modèles parcimonieux gaussiens sont introduits dans [25]. Ils forment une hié-
rarchie du plus complexe (une matrice de covariance pleine affectée à chaque groupe) au
plus simple (une matrice de covariance identité commune à tous les groupes - modèle de
l’algorithme des moyennes mobiles). Cependant, ces modèles ne peuvent rendre compte
de l’existence d’un sous-espace propre spécifique à chaque classe.
2.3 Modélisation par sous-espaces
On distingue deux types de modélisation par sous-espaces. D’une part, les méthodes
de poursuite de projection en classification [11, 18] supposent que les centres des classes
sont situées dans un même sous-espace inconnu. A l’inverse, les méthodes de classifica-
tion sur composantes principales (voir par exemple [10], Chapitre 17 ou [6]) reposent
sur l’hypothèse que chaque classe est localisée dans un sous-espace qui lui est spécifique.
Ainsi, l’analyse factorielle typologique [22] est basée sur un algorithme itératif semblable
à celui des moyennes mobiles, alors que d’autres méthodes utilisent des techniques de
recherche heuristiques [1]. Une synthèse de ce type de méthodes est dressée dans [35], la
plupart d’entre elles étant fondées sur des considérations géométriques plus que sur des
modèles probabilistes. La régression par classes (aussi connue sous le nom de switching
regression) constitue une alternative intéressante et basée sur un modèle probabiliste. Les
travaux [21, 38] en sont deux exemples, l’idée originale étant introduite dans [9]. Il a ce-
pendant été remarqué que la suppression de certaines directions est source d’instabilité en
présence de données aberrantes ou de petits échantillons. Pour cette raison, les méthodes
HDDA et HDDC que nous préconisons ne reposent pas sur l’élimination de directions
prétendument inutiles mais modélisent les faibles variance par un unique paramètre. Les
méthodes de mélanges d’analyses factorielles [34, 47] combinent un modèle à variables
latentes avec un algorithme de type EM pour classer les données de grande dimension ou
de dissimilarité [8]. Le nombre de paramètres du modèle de mélange gaussien est contrôlé
par la dimension de la variable latente. Ce type de modèle permet de rendre compte des
corrélations entre variables sans pour autant estimer des matrices de covariances pleines
ou réduire leur dimension.
Le modèle introduit ci-dessous permet d’unifier certaines de ces approches par sous-
espaces au sein d’un modèle de mélange gaussien tout en permettant l’introduction de
contraintes de types modèles parcimonieux. Par ailleurs, une comparaison précise entre
notre approche et les mélanges d’analyses factorielles est proposée dans [13].
3 Modèles gaussiens pour les grandes dimensions
La classification supervisée vise à associer chacune des n observations {x1, ..., xn} à
l’une des k classes connues a priori tandis que la classification non supervisée a pour
but de regrouper ces données en k groupes homogènes. Le lecteur pourra trouver de plus
amples détails sur ces deux approches dans [31] et [32]. L’approche la plus populaire
dans ces deux situations est celle du modèle de mélange gaussien qui fait l’hypothèse que
chaque classe est représentée par une densité de probabilité gaussienne. Cette approche
suppose que les observations {x1, ..., xn} sont des réalisations indépendantes d’un vecteur
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aléatoire X à valeurs dans Rp de densité :
f(x, θ) =
k∑
i=1
piiφ(x, θi), (1)
où φ est la densité de la loi normale multivariée de paramètres θi = {µi,Σi} et pii est la
probabilité a priori de la ième classe. Un tel modèle requiert l’estimation de matrices de
covariance pleines et cela implique que le nombre de paramètres à estimer croît avec le
carré de la dimension p. Cependant, le phénomène de « l’espace vide » [45] nous permet
de conjecturer que la classification est une tâche plus aisée à réaliser dans des espaces de
grande dimension. Nous allons par conséquent proposer une paramétrisation du modèle
de mélange gaussien qui permette d’exploiter cette caractéristique des espaces de grande
dimension. Notre idée est d’utiliser le fait que les données de grande dimension vivent
dans des sous-espaces dont les dimensions intrinsèques sont faibles pour limiter le nombre
de paramètres du modèle et régulariser l’estimation des matrices de covariance des classes.
3.1 Le modèle [aijbiQidi]
Nous nous plaçons dans le cadre classique du modèle de mélange gaussien et nous
supposons que les densités conditionnelles des k classes sont gaussiennes Np(µi,Σi) de
moyennes µi et de matrices de covariance Σi, pour i = 1, ..., k. Soit Qi la matrice ortho-
gonale composée des vecteurs propres de Σi, alors la matrice de covariance ∆i est définie
de la manière suivante dans l’espace propre de Σi :
∆i = Q
t
i ΣiQi. (2)
La matrice ∆i est par construction une matrice diagonale contenant les valeurs propres
de Σi. Nous supposons en outre que ∆i n’a que di+1 valeurs propres différentes et a donc
la forme suivante :
∆i =


ai1 0
. . .
0 aidi
0
0
bi 0
. . .
. . .
0 bi



 di

 (p − di)
(3)
avec aij > bi, j = 1, ..., di, et où di ∈ {1, . . . , p−1} est inconnu. Le sous-espace spécifique Ei
de la ième classe est défini comme étant l’espace affine engendré par les di vecteurs propres
associés aux valeurs propres aij et tel que µi ∈ Ei. De manière similaire, le sous-espace
affine E⊥i est tel que Ei⊕E
⊥
i = R
p et µi ∈ E⊥i . Dans le sous-espace E
⊥
i , la variance est donc
modélisée par l’unique paramètre bi. Nous définissons également Pi(x) = Q˜iQ˜i
t
(x−µi)+µi
et P⊥i (x) = Q¯iQ¯
t
i(x − µi) + µi les projections respectives de x sur Ei et E
⊥
i , où Q˜i est
composée des di premières colonnes de Qi complétées par (p − di) colonnes de zéros et
Q¯i = (Qi − Q˜i). Ainsi, la dimension di du sous-espace Ei peut être considérée comme la
dimension intrinsèque de la ième classe, i.e. le nombre de dimensions nécessaires pour une
description satisfaisante de la ième classe. La Figure 1 résume ces notations. En suivant
le système de notation de [17], le modèle gaussien présenté dans ce paragraphe sera noté
[aijbiQidi] dans la suite.
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Fig. 1 – Les sous-espaces Ei et E
⊥
i de la ième composante du mélange gaussien.
3.2 Le modèle [aijbiQidi] et ses paramètres
La paramétrisation introduite ci-dessus permet de contrôler les caractéristiques de la
ième composante du mélange gaussien grâce à quatre types de paramètres : le vecteur
(ai1, ..., aidi), le scalaire bi, la matrice Qi et la dimension di. Les paramètres ai1, ..., aidi
et bi, contenus dans la matrice diagonale ∆i, contrôlent la forme de la classe Ci. Plus
particulièrement, les di valeurs ai1, ..., aidi paramètrent la forme de la densité dans le
sous-espace Ei où vivent les données de la classe. Ces di paramètres représentent donc la
dispersion réelle des données de la ième classe. Le paramètre bi modélise quant à lui la
variance en dehors du sous-espace Ei qui est par conséquent supposée être isotropique. Ce
paramètre représente donc la variance qui n’est pas due aux données de la classe et qui
pourrait être due au bruit. La matrice orthogonale Qi contrôle quant à elle l’orientation
de la classe Ci par rapport au système des axes originaux. En particulier, les di premières
colonnes de la matrice Qi engendrent le sous-espace Ei où les données de la classe Ci
sont sensées vivre. Enfin, le paramètre di, qui représente la dimension intrinsèque du
sous-espace de la ième classe, joue un rôle clé dans la paramétrisation que nous avons
présentée. Nous verrons en effet au paragraphe 3.4 que c’est l’ensemble des paramètres di
qui contrôle la complexité du modèle [aijbiQidi].
3.3 Les sous-modèles du modèle [aijbiQidi]
En imposant certains paramètres à être communs entre les classes ou dans un même
classe, nous obtenons des modèles particuliers qui correspondent à différentes régularisa-
tions du modèle [aijbiQidi]. Dans la suite, « Qi libres » signifiera que chaque classe Ci a
une matrice Qi spécifique et « Qi communes » traduira le fait que pour tout i = 1, ..., k,
Qi = Q et donc que l’orientation des classes est la même. La famille du modèle [aijbiQidi]
compte 28 modèles et peut ainsi être divisée en trois catégories de modèles : les modèles
à orientations libres (Qi libres), les modèles à orientations communes (Qi communes) et
les modèles à matrices de covariance communes. La figure 2 permet d’observer l’influence
de ces contraintes sur la forme des densités des classes. La représentation étant faite en
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modèle [aibiQid] modèle [aibiQd] modèle [aibiI2d]
modèle [abiQid] modèle [abiQd] modèle [abiI2d]
modèle [aibQid] modèle [aibQd] modèle [aibI2d]
modèle [abQid] modèle [abQd] modèle [abI2d]
Fig. 2 – Influence des paramètres aij , bi et Qi sur les densités des classes. La représen-
tation étant faite en dimension 2, les dimensions intrinsèques di des classes sont fixées et
égales à 1.
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dimension 2, les dimensions intrinsèques di des classes sont fixées et égales à 1. Les mo-
dèles de la première ligne font l’hypothèse que les variances dans et en dehors de leur
sous-espace spécifique sont propres pour chacune des deux classes. A la seconde ligne,
les modèles supposent que les variances dans les sous-espaces spécifiques sont égales. A
l’inverse, les modèles de la troisième ligne supposent que la variance en dehors des sous-
espaces des classes est commune. Enfin, la dernière ligne de la figure présente les modèles
faisant l’hypothèse que les variances dans et en dehors des sous-espaces sont communes
entre les classes.
Modèles à orientations libres Ces modèles supposent que les classes vivent dans
des sous-espaces d’orientations différentes, i.e. les matrices Qi sont spécifiques à chaque
classe. Le modèle général [aijbiQidi] appartient naturellement à cette catégorie. Notons
tout d’abord qu’il est possible de supposer que di = (p − 1) pour tout i = 1, ..., k et,
dans ce cas, le modèle [aijbiQidi] est en fait le modèle gaussien classique avec des ma-
trices de covariances pleines pour chaque classe. Ce modèle donne naissance dans le cadre
supervisé à la populaire méthode de l’Analyse Discriminante Quadratique (QDA), voir
par exemple [41], paragraphe 18.5.1. D’autre part, en contraignant les dimensions di à
être communes entre les classes, le modèle général donne naissance au modèle [aijbiQid]
qui correspond au modèle proposé dans [47]. De ce fait, notre approche inclut le modèle
de mélange d’analyses en composantes principales probabilistes (Probabilistic Principal
Component Analyzers) introduit dans [47] et étendu dans [34]. Dans notre modélisation,
di dépend de la classe et cela permet de modéliser une dépendance entre le nombre de
facteurs principaux et les classes. De plus, notre approche peut être combinée avec une
stratégie de modèles parcimonieux pour limiter encore le nombre de paramètres à estimer.
En imposant aux di premières valeurs propres à être égales pour chaque classe, nous ob-
tenons le modèle contraint [aibiQidi]. Nous avons noté que, en pratique, ce modèle donne
souvent des résultats satisfaisants, i.e. l’hypothèse que chaque matrice ∆i ne contient que
deux valeurs propres différentes, ai et bi, semble être un moyen efficace de régulariser
l’estimation de ∆i. Un autre moyen de régularisation est de fixer les paramètres bi à être
communs entre les classes. Cette hypothèse donne naissance au modèle [aibQidi] qui sup-
pose que la variance en dehors des sous-espaces spécifiques est commune. Cela peut être
interprété comme la modélisation du bruit dans E⊥i par un unique paramètre b, ce qui
est plutôt naturel si les données ont été acquises selon le même protocole. Cette catégorie
contient également les modèles [abiQidi], [abQidi] et tous les modèles avec Qi libre et di
commun.
Modèles à orientations communes Il est également possible de supposer que l’orien-
tation des classes est commune, i.e. Qi = Q pour tout i = 1, ..., k. Cependant, Il est
important de remarquer que cette hypothèse n’implique pas que les sous-espaces spéci-
fiques soient les mêmes. En effet, les moyennes des classes étant différentes pour chaque
classe, les sous-espaces sont au plus parallèles. Cette hypothèse peut s’avérer intéres-
sante pour modéliser des classes ayant des propriétés communes tout en gardant certaines
spécificités. Plusieurs modèles de cette catégorie nécessitent l’utilisation de l’algorithme
itératif FG [23] et ne seront donc pas considérés dans la suite de l’article. Par conséquent,
seulement les modèles [aibiQd], [abiQd] et [aibQd] seront dorénavant considérés car leurs
paramètres peuvent être estimés grâce à une procédure itérative simple. Remarquons au
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passage qu’un modèle similaire au modèle [aijbQd] a été considéré par Flury et al. [24]
dans le contexte supervisé avec des hypothèses supplémentaires sur les moyennes.
Modèles à matrices de covariance commune Cette branche de la famille ne com-
porte que deux modèles : les modèles [ajbQd] et [abQd]. Ces deux modèles supposent en
effet que les k classes ont même matrice de covariance Σ = Q∆Qt. En particulier, si l’on
fixe d = (p− 1), le modèle [ajbQd] revient au modèle gaussien, noté Com-GMM dans la
suite, qui donne naissance dans le cadre supervisé à la méthode bien connue de l’Ana-
lyse Discriminante Linéaire (LDA, [41], paragraphe 18.5.1). Remarquons également que
si d < (p − 1), le modèle [ajbQd] peut être vu comme une combinaison d’une méthode
de réduction de dimension avec un modèle de mélange gaussien à matrices de covariance
communes, mais cela sans perte d’information puisque l’information portée par les plus
petites valeurs propres est conservée.
3.4 Complexité des différents modèles
La famille de modèles présentée dans les paragraphes précédents ne requiert que l’es-
timation de sous-espaces de dimension di et, de ce fait, les différents modèles de cette
famille sont significativement plus parcimonieux que les modèles gaussiens classiques si
di ≪ p. Considérons en particulier le cas de données vivant dans un espace de dimension
100, composées de 4 classes de dimensions intrinsèques di égales à 10. Dans un tel cas,
le modèle [aijbiQidi] ne requiert l’estimation que de 4.231 paramètres là où le modèle
gaussien plein et le modèle gaussien à matrices de covariance égales nécessitent respec-
tivement l’estimation de 20.603 et 5.453 paramètres. En outre, le modèle [aijbiQidi], qui
donne naissance à une règle de décision quadratique, requiert l’estimation de moins de
paramètres que le modèle gaussien à matrices de covariance égales qui donne, lui, une
règle de décision linéaire.
4 Estimation des paramètres
Nous allons à présent considérer l’estimation des différents paramètres de modèles
gaussiens pour la grandes dimension présentés précédemment. Nous traiterons les cas
supervisé et non supervisé puisque ces modèles sont utilisables dans les deux contextes.
Cependant, dans un souci de clarté, nous présenterons uniquement les estimateurs des
modèles à orientations libres.
4.1 Le cas supervisé : la méthode HDDA
L’utilisation dans le cadre de la classification supervisée des modèles gaussiens pour
la grande dimension a donné naissance à la méthode High-Dimensional Discriminant
Analysis (HDDA) [14]. Dans ce contexte, les données d’apprentissage étant complètes,
i.e. un label z indiquant la classe d’appartenance est associé à chaque observation x,
l’estimation des paramètres du modèle par maximum de vraisemblance est directe et
conduit aux estimateurs suivants. Les proportions du mélange ainsi que les moyennes
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sont respectivement estimées par :
pˆii =
ni
n
, µˆi =
1
ni
∑
j/zj=i
xj ,
où ni est le nombre d’individus dans la ième classe et zj indique le numéro de la classe de
l’observation xj . Nous introduisons de plus Wi, la matrice de covariance empirique de la
ième classe, définie par :
Wi =
1
ni
∑
j/zj=i
(xj − µˆi)(xj − µˆi)
t.
L’estimation des paramètres spécifiques du modèle introduit précédemment est détaillée
ci-après. Le détail des calculs et les estimateurs pour les autres modèles sont donnés
dans [14]. Les estimateurs du maximum de vraisemblance des paramètres des modèles à
orientations libres sont explicites et donnés par :
– Matrice d’orientation Qi : les di premières colonnes de Qi sont estimées par les
vecteurs propres associés aux di plus grandes valeurs propres λij de Wi.
– Modèle [aijbiQidi] : l’estimateur de aij est aˆij = λij et l’estimateur de bi est la
moyenne des (p − di) plus petites valeurs propres de Wi. Il peut être écrit comme
suit :
bˆi =
1
(p− di)
(
tr(Wi)−
di∑
j=1
λij
)
, (4)
où tr(Wi) est la trace de la matrice Wi.
– Modèle [aijbQidi] : l’estimateur de aij est aˆij = λij et l’estimateur de b est :
bˆ =
1
(p− ξ)
(
tr(W )−
k∑
i=1
pˆii
di∑
j=1
λij
)
, (5)
où ξ =
∑k
i=1 pˆiidi et W =
∑k
i=1 pˆiiWi est la matrice de covariance intra-classe.
– Modèle [aibiQidi] : l’estimateur de bi est donné par (4) et l’estimateur de ai est :
aˆi =
1
di
di∑
j=1
λij. (6)
– Modèle [abiQidi] : l’estimateur de bi est donné par (4) et l’estimateur de a est :
aˆ =
1
ξ
k∑
i=1
pˆii
di∑
j=1
λij. (7)
– Modèle [aibQidi] : les estimateurs de ai et b sont respectivement donnés par (6)
et (5).
– Modèle [abQidi] : les estimateurs de a and b sont respectivement donnés par (7)
et (5).
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De façon classique, la classification d’un nouvelle observation x ∈ Rp se fait grâce à
la règle du maximum a posteriori (MAP) qui affecte l’observation x à la classe la plus
probable a posteriori. Ainsi, l’étape de classification consiste principalement à calculer
P(Z = i|X = x) pour chaque classe i = 1, ..., k :
P(Z = i|X = x) = 1
/
k∑
ℓ=1
exp
(
1
2
(Ki(xj)−Kℓ(xj))
)
,
où Ki(x) = −2 log(piiφ(x, θi)) a la forme suivante dans le cas du modèle [aibiQidi] :
Ki(x) =
1
ai
‖µi − Pi(x)‖
2 +
1
bi
‖x− Pi(x)‖
2 +
di∑
j=1
log(aij) + (p− di) log(bi)− 2 log(pii).
Remarquons que Ki(x) est principalement basée sur deux distances (illustrées Figure 1) :
la distance entre la projection de x sur Ei et la moyenne de la classe et la distance
entre l’observation et le sous-espace Ei. Cette fonction de coût favorise l’affectation d’une
nouvelle observation à la classe pour laquelle il est à la fois proche du sous-espace et
pour laquelle sa projection sur le sous-espace de la classe est proche de la moyenne de
la classe. Les termes de variance ai et bi pondèrent l’importance de ces deux distances.
Par exemple, si les données sont très bruitées, i.e. bi grand, il est naturel de pondérer la
distance ‖x− Pi(x)‖
2 par 1/bi afin de tenir compte de la grande variance dans E
⊥
i .
4.2 Le cas non supervisé : la méthode HDDC
L’utilisation dans le cadre de la classification non supervisée des modèles gaussiens
pour la grande dimension a donné naissance à la méthode High-Dimensional Data Clus-
tering (HDDC) [13]. Dans ce contexte, les données d’apprentissage n’étant pas complètes,
i.e. le label z indiquant la classe d’appartenance est manquant pour chaque observation x,
l’estimation des paramètres du modèle par maximum de vraisemblance n’est pas directe
et nécessite l’utilisation d’un algorithme itératif : l’algorithme EM [20]. Le lecteur pourra
consulter [32] pour plus de détails sur l’algorithme EM et ses extensions. En particulier, les
modèles présentés dans cet article peuvent également être combinés avec les algorithmes
Classification EM et Stochastic EM [16]. Avec les hypothèses et notations des modèles à
orientations libres, l’algorithme EM prend la forme suivante :
Etape E : Cette étape calcule à l’itération q et pour chaque i = 1, ..., k et j = 1, ..., n,
la probabilité conditionnelle t
(q)
ij = P(xj ∈ C
(q−1)
i |xj) qui peut s’écrire à partir de (1) et
en utilisant la règle de Bayes comme suit :
t
(q)
ij = 1
/
k∑
ℓ=1
exp
(
1
2
(K
(q−1)
i (xj)−K
(q−1)
ℓ (xj))
)
,
avec K
(q−1)
i (x) = −2 log(pi
(q−1)
i φ(x, θ
(q−1)
i )) et où pi
(q−1)
i et θ
(q−1)
i sont les paramètres du
mélange estimés dans l’étape M à l’itération (q − 1).
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Fig. 3 – Estimation des dimensions intrinsèques di en utilisant le scree-test de Cattell :
éboulis des valeurs propres de Wi (gauche) et différences entre les valeurs propres consé-
cutives (droite). Les points sont reliés pour une plus grande lisibilité.
Etape M : Cette étape maximise à l’itération q la vraisemblance conditionnellement
aux t
(q)
ij . Les estimateurs des proportions du mélange et des moyennes sont :
pˆi
(q)
i =
n
(q)
i
n
, µˆ
(q)
i =
1
n
(q)
i
n∑
j=1
t
(q)
ij xj ,
où n
(q)
i =
∑n
j=1 t
(q)
ij . Nous introduisons de plus W
(q)
i , la matrice de covariance empirique
du ième groupe, définie par :
W
(q)
i =
1
n
(q)
i
n∑
j=1
t
(q)
ij (xj − µˆ
(q)
i )(xj − µˆ
(q)
i )
t.
A l’itération q, les estimateurs des paramètres aij , bi et Qi, spécifiques aux modèles gaus-
siens pour les grandes dimensions, sont les mêmes que dans le cas supervisé.
4.3 Estimations des hyper-paramètres
L’estimation des paramètres, que ce soit dans le cadre supervisé ou non supervisé,
requiert la connaissance de la dimension intrinsèque de chaque classe. L’estimation des
dimensions intrinsèques est un problème difficile pour lequel il n’y a pas de solution
universelle. L’approche que nous proposons est basée sur les valeurs propres de la matrice
de covariance empirique Wi de chacune des classes. En effet, la jème valeur propre de
Wi correspond à la part de la variance totale portée par le jème vecteur propre de Wi.
Nous proposons d’estimer la dimension intrinsèque di, i = 1, ..., k grâce au scree-test
de Cattell [15] qui recherche un coude dans l’éboulis des valeurs propres. La dimension
sélectionnée est la dimension pour laquelle les différences entre les valeurs propres sont
plus petites qu’un seuil. La Figure 3 illustre le principe de la méthode. Dans cet exemple,
quatre dimensions seront sélectionnées et cela correspond bien à un coude dans l’éboulis
des valeurs propres. En pratique, nous recommandons de fixer le seuil à 0.2 fois la valeur
de la plus grande différence. Dans le cas non supervisé, il est également nécessaire de
déterminer le nombre k de composantes du mélange et cela peut être fait grâce au critère
BIC [44].
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4.4 Considérations numériques
Il est tout d’abord important de remarquer que la paramétrisation des modèles gaus-
siens présentés dans cet article fournit une expression explicite de Σ−1i alors que les
méthodes classiques doivent inverser numériquement la matrice Σi et échouent géné-
ralement du fait de la singularité de la matrice. De plus, en observant l’expression de
Ki(x) = −2 log(piiφ(x, θi)), on remarque que le calcul des probabilités a posteriori n’uti-
lise pas la projection sur E⊥i et par conséquent ne nécessite pas le calcul des (p − di)
dernières colonnes de la matrice d’orientation Qi. Les méthodes HDDA et HDDC ne dé-
pendent donc pas de la détermination de ces axes associés aux plus petites valeurs propres
dont l’estimation en grande dimension est généralement instable. Ainsi, les méthodes de
classification HDDA et HDDC ne sont pas perturbées par le mauvais conditionnement
ou la singularité des matrices de covariance empiriques des classes. En outre, le fait de
n’avoir qu’à déterminer les di plus grandes valeurs propres ainsi que leur vecteur propre
associé se révèle être d’un intérêt crucial quand le nombre d’observations est plus petit
que la dimension de l’espace original. Dans ce cas, il est préférable d’un point de vue nu-
mérique de calculer les valeurs propres et les vecteurs propres de la matrice ΥiΥ
t
i au lieu
de calculer ceux de la matrice de covariance empirique Wi = Υ
t
iΥi, où Υi est la matrice
ni× p contenant les ni observations centrées de la ième classe vivant dans Rp. En effet, la
matriceWi étant de dimension p×p, la détermination des vecteurs propres associés aux di
plus grandes valeurs propres de Wi est beaucoup plus longue et instable numériquement
que la détermination des vecteurs propres associés aux di plus grandes valeurs propres de
la matrice ΥiΥ
t
i si ni < p. Le vecteur propre de la matrice Wi = Υ
t
iΥi associé à la valeur
propre λij s’obtient à partir du vecteur propre vij de ΥiΥ
t
i associé à λij en le multipliant à
gauche par Υti. Typiquement, dans le cas de données où chacune des classes est représentée
par 13 observations en dimension 1024 dans le jeu d’apprentissage, la détermination des
vecteurs propres associés aux di plus grandes valeurs propres de ΥiΥ
t
i s’avère être 500 fois
plus rapide que la détermination des vecteurs propres associés aux di plus grandes valeurs
propres de Wi.
4.5 Les modèles gaussiens HD dans le logiciel MixMod
Parmi les modèles gaussiens pour la grande dimension (modèles HD ci-après), 8 mo-
dèles ont été sélectionnés pour être implantés dans le logiciel MixMod (disponible à
l’adresse http ://www-math.univ-fcomte.fr/mixmod/ ) qui permet de traiter des problé-
matiques d’estimation de densités, de classification ou d’analyse discriminante. Il propose
notamment un large choix d’algorithmes d’estimation, dont EM et ses versions stochas-
tique (SEM) ou de classification (CEM) afin de maximiser la vraisemblance ou la vraisem-
blance complétée. MIXMOD peut être utilisé sur des données quantitatives (grâce aux
modèles de mélanges gaussiens multidimensionnels) ou qualitatives (grâce aux modèles de
mélanges multinomiaux multidimensionnels). De plus, différents critères (BIC, ICL, NEC,
CV) permettent de sélectionner le meilleur modèle parmi plusieurs modèles parcimonieux
proposés : 22 modèles dans le cadre quantitatif (dont 8 sont spécifiques aux données de
haute dimension) et 5 dans le cadre qualitatif. Ecrit en C++, MIXMOD est interfacé avec
Scilab et Matlab et distribué sous la licence GNU (GPL). Les 8 modèles HD disponibles
dans MixMod comportent :
– deux modèles à dimensions di libres :
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– le modèle [aijbiQidi]
– le modèle [aibiQidi]
– six modèles à dimensions di communes :
– le modèle [aijbiQid]
– le modèle [ajbiQid]
– le modèle [aijbQid]
– le modèle [ajbQid]
– le modèle [aibiQid]
– le modèle [aibQid]
Pour une première utilisation des modèles HD dans MixMod, nous recommandons l’utili-
sation de l’interface graphique. L’utilisateur intéressé par une utilisation plus avancée en
ligne de commande dans Matlab ou Scilab pourra exécuter Mixmod avec les fichiers de
configuration HD_USPS_358_M.test et HD_USPS_358_MAP.test disponibles dans le dossier
MIXMOD/TEST.
5 Résultats expérimentaux et applications
Dans ce paragraphe, nous présentons une évaluation numérique des méthodes HDDA
et HDDC, sur des jeux de données artificielles et réelles, illustrant les principales carac-
téristiques de ces deux méthodes. Dans la suite des expériences, HDDA et HDDC seront
comparées à différents modèles classiques de mélange gaussien : modèle gaussien avec une
matrice de covariance pleine pour chaque classe (QDA ou Full-GMM), avec une matrice de
covariance commune pour toutes les classes (LDA ou Comm-GMM), avec des matrices de
covariance diagonales (Diag-GMM) et avec des matrices de covariance sphériques (Sphe-
GMM).
5.1 Influence de la dimension
Cette première expérience vise à mettre en lumière l’effet de la dimension sur diffé-
rents modèles gaussiens dans le cadre de la classification supervisée. Pour cela, nous avons
simulé trois classes modélisées par des densités gaussiennes dans Rp, p = 15, ..., 100, selon
le modèle [aibiQidi] avec les paramètres suivants : {d1, d2, d3} = {2, 5, 10}, {pi1, pi2, pi3} =
{0.4, 0.3, 0.3}, {a1, a2, a3} = {150, 75, 50}, {b1, b2, b3} = {10, 10, 10} et avec des moyennes
relativement proches et des matrices d’orientations Qi aléatoires. Les jeux de données
d’apprentissage et de test sont respectivement composés de 250 et 1000 points. La perfor-
mance des différentes méthodes étudiées a été mesurée par le taux moyen de classification
correcte pour le jeu de test et calculée sur 50 répétitions de la simulation. La Figure 4 pré-
sente les taux moyens de classification correcte sur le jeu de test pour les méthodes HDDA
(modèle gaussien [aibiQidi]), QDA, LDA, PCA+LDA, EDDA [4] et le classifieur optimal
de Bayes (paramètres du modèle connus et non estimés). Nous pouvons tout d’abord
observer que l’augmentation de la dimension des données n’affecte pas la performance
de HDDA et que ses résultats sont très proches du classifieur optimal. De plus, HDDA
fournit un taux de classification correcte similaire à celui de QDA en dimension faible et
cela montre bien l’aspect quadratique de HDDA. La méthode QDA, qui est connue pour
être particulièrement sensible à la dimension des données, donne en effet des résultats très
décevant dès que la dimension augmente. La méthode LDA apparaît être moins sensible
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Fig. 4 – Influence de la dimension sur le taux de classification correcte sur un jeu de test
et pour différents modèles gaussiens.
Modèle Variables Tx de classif. correcte
Sphe-GMM Originales 0.605
VS-GMM Originales 0.925
Sphe-GMM Composantes principales 0.605
VS-GMM Composantes principales 0.935
HDDC [aibiQidi] Originales 0.950
Tab. 1 – Taux de classification correcte pour le jeu de données « Crabes » pour différents
modèles dans le cadre non supervisé.
à l’augmentation de la dimension mais fournit des résultats toujours décevants face à
ces données complexes. Alors que LDA est fortement pénalisée pour des dimensions plus
grandes que 60, une étape de réduction de dimension par ACP permet à PCA+LDA de
fournir des résultats constants mais sans améliorer la performance initiale de LDA. Enfin,
la méthode EDDA, et son modèle parcimonieux [λkBk] recommandé par les auteurs, ne
semble pas souffrir du fléau de la dimension, mais fournit des résultats moins bons que
ceux de l’HDDA. Pour résumer, cette expérience confirme bien que la méthode HDDA
(modèle gaussien [aibiQidi]) n’est pas sensible à la grande dimension des données et fournit
de bons résultats aussi bien en dimension faible qu’en grande dimension.
5.2 Comparaison à la sélection de variables
Dans cette expérience, nous allons comparer l’utilisation de modèles gaussiens dans
des sous-espaces à la sélection de variables dans le cadre de la classification non supervisée.
-14-
20 30 40 50 60 70 80
−2
−1
0
1
2
3
4
5
1er axe principal
2è
m
e 
ax
e 
pr
in
cip
al
Groupes originaux
Mâle orange 
Femelle orange
Mâle bleu
Femelle bleue
20 30 40 50 60 70 80 90
−2
−1
0
1
2
3
4
5
Groupes formés par l’HDDC
1er axe principal
2è
m
e 
ax
e 
pr
in
cip
al
Fig. 5 – Classification non supervisée grâce à l’HDDC des données « Crabes » : à gauche,
données projetées sur le premier plan principal et, à droite, segmentation obtenue avec le
modèle [aibiQidi] de l’HDDC ainsi que les sous-espaces spécifiques estimés (lignes bleues).
Les données « crabes », utilisées dans cette mise en pratique de l’algorithme de type EM
qu’est l’HDDC, sont composées de 5 mesures faites sur 200 individus équi-répartis dans
4 classes : les crabes mâles et femelles à carapace orange, les crabes mâles et femelles
à carapace bleue. Pour chacun des sujets, 5 variables ont été observées : largeur de la
lèvre frontale, largeur arrière, longueur de la carapace, largeur maximale de la carapace
et profondeur du corps de l’animal. La Figure 5 présente les données sur le premier plan
principal. Les données que nous considérons ici présentent l’intérêt que les dimensions
intrinsèques des sous-espaces spécifiques des groupes sont égales à 1. Cette spécificité
des données permettra donc une visualisation aisée de la recherche des sous-espaces des
classes par l’HDDC. La figure 6 montre les 12 étapes de l’algorithme d’estimation des
paramètres du modèle [aijbiQidi] sur les données « crabes ». Les données sont projetées
sur les deux premiers axes principaux pour la visualisation uniquement. Nous rappelons
que l’HDDC, comme l’HDDA, ne réduit jamais la dimension des données mais le modèle
gaussien sous-jacent tient compte du fait que la dimension intrinsèque des données de
chaque classe est plus petite que p. Les sous-espaces spécifiques des composantes du
mélange sont représentés sur la figure par des lignes bleues et les moyennes des classes
floues sont symbolisées par des disques de couleurs.
Nous nous proposons ici de comparer notre approche à la sélection de variables. Une
récente approche, appelée VS-GMM dans la suite, proposée par Raftery et Dean [39] per-
met de combiner la sélection de variables à l’étape de classification dans le cadre du modèle
de mélange gaussien. Pour ce faire, les auteurs considèrent le problème de la sélection de
variables comme un problème de choix de modèles. Le tableau 1 présente les résultats de
classification obtenus avec l’HDDC et les méthodes usuelles de classification non supervi-
sée. Nous y avons également reporté le résultat de VS-GMM donné par [39]. Il apparaît
tout d’abord que ces données, qui ne sont certes pas de grande dimension, s’avèrent très
difficiles à classer avec les méthodes classiques. En effet, le meilleur résultat obtenu avec
une méthode classique est 0.64 en utilisant le modèle gaussien général full-GMM. On re-
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Fig. 6 – Les étapes de l’algorithme EM de l’HDDC sur les données « Crabes » ainsi que
les sous-espaces spécifiques estimés (lignes bleues).
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Fig. 7 – Catégorisation de la composition de la surface de Mars grâce à l’HDDC : à
gauche, image de la zone étudiée et, à droite, segmentation par HDDC des données hyper-
spectrales de dimension 256 associées à l’image.
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Fig. 8 – Moyennes spectrales des 5 classes minéralogiques trouvées grâce à l’HDDC.
marque que la classification sur composantes principales n’améliore pas les résultats des
méthodes classiques. En revanche, on peut noter que la réduction de dimension permet
d’améliorer significativement le résultat de classification du modèle full-GMM. La mé-
thode de sélection de variables VS-GMM obtient un taux de classification correcte égal à
0.925 sur variables originales et à 0.935 sur composantes principales et devance ainsi les
méthodes classiques. Enfin, l’HDDC domine cette étude en obtenant un taux de classifica-
tion correcte égal à 0.95 sur variables originales et sur composantes principales. On peut
déduire de la comparaison des résultats de l’HDDC avec ceux de VS-GMM que le fait de
ne pas supprimer de variables et de modéliser chaque groupe dans son espace propre est
la meilleure approche pour la classification. Notons au passage que l’HDDC est également
capable de surclasser les méthodes existantes sur des jeux de données dont la dimension
est plutôt faible.
-17-
5.3 Application à la caractérisation de la surface de Mars
Nous nous intéressons à présent au problème de la catégorisation d’images hyper-
spectrales du sol de la planète Mars pour lequel les données sont à la fois de grande
dimension et en très grand nombre. L’imagerie hyper-spectrale visible et infrarouge est
une technique de télé-détection clef pour l’étude et le suivi des planètes du système so-
laire. Les spectromètres imageurs intégrés dans un nombre croissant de satellites génèrent
des images hyper-spectrales à trois composantes (deux composantes spatiales et une spec-
trale). Les données, mises à notre disposition par le laboratoire de Planétologie de Gre-
noble, ont été acquises par l’imageur OMEGA. Cet imageur a observé le sol de la planète
Mars avec une résolution spatiale variant entre 300 et 3000 mètres en fonction de l’altitude
du satellite. Il a acquis pour chaque pixel observé les spectres dont les longueurs d’ondes
vont de 0.36 à 5.2 µm et stocké ces informations dans un vecteur de 256 dimensions [5]. Le
but de cette étude préliminaire est de caractériser la composition de la surface du sol mar-
tien en affectant chacun des pixels observés à une des 5 classes minéralogiques indiquées
par les experts. Pour cette expérimentation, visant à vérifier l’aptitude de nos méthodes de
classification à traiter de telles données, nous avons considéré une image de taille 300×128
pixels de la surface de la planète Mars dont chacun des 38 400 pixels est décrit par 256
variables. L’image de gauche de la Figure 7 représente la zone étudiée. L’image de droite
de la Figure 7 montre la segmentation obtenue avec le modèle [aibiQidi] de l’HDDC. On
peut tout d’abord observer que la segmentation fournie par l’HDDC est très satisfaisante
sur une grande partie de l’image. Les résultats insuffisants de la partie supérieure droite
de l’image sont dus à la courbure de la planète et peuvent être corrigés. Les experts du
laboratoire de Planétologie de Grenoble ont particulièrement apprécié que notre méthode
soit capable de détecter le mélange de glace et de carbonate (liseré noir) présent autour
des zone de glaces (zones claires de l’image). La Figure 8 présente les moyennes spectrales
des 5 classes. A partir de cette information, les experts peuvent déterminer avec précision
la composition minéralogique de chacune des classes. Cette étude a démontré que notre
méthode de clustering HDDC est capable de traiter efficacement des bases de données
réelles de grande dimension et de grande taille. De plus, cette étude préliminaire a été
réalisé sans prendre en compte les relations spatiales existantes entre les pixels et gageons
que la prise en compte de ces relations améliore encore la segmentation. Nous envisageons
de prendre en compte ces relations spatiales en utilisant l’approche qui combine l’HDDC
à la modélisation par champs de Markov cachés et qui a donné des résultats prometteurs
en reconnaissance de textures [7].
6 Conclusion
Nous avons, dans cet article, présenté une famille de modèles gaussiens pour les don-
nées de grande dimension. Ces modèles font l’hypothèse que les données de grande dimen-
sion vivent dans des sous-espaces de dimensions intrinsèques inférieures à la dimension
de l’espace original et que les données de classes différentes vivent dans des sous-espaces
différents dont les dimensions intrinsèques peuvent être aussi différentes. En forçant cer-
tains paramètres à être communs dans une même classe ou entre les classes, une famille
de 28 modèles gaussiens adaptés aux données de grande dimension a été présentée, al-
lant du modèle le plus général au modèle le plus parcimonieux. Ces modèles gaussiens
ont été ensuite utilisés pour la discrimination et la classification automatique de données
-18-
de grande dimension. Les classifieurs associés à ces modèles sont baptisés respectivement
High Dimensional Discriminant Analysis (HDDA) et High Dimensional Data Clustering
(HDDC) et leur construction se base sur l’estimation des paramètres du modèle par la
méthode du maximum de vraisemblance ou par l’algorithme EM. La nature des modèles
présentés permet aux méthodes HDDA et HDDC de ne pas être perturbées par le mau-
vais conditionnement ou la singularité des matrices de covariance empiriques des classes
et d’être efficaces en terme de temps de calcul. Des expériences numériques sur données
simulées et réelles ont montré que les méthodes HDDA et HDDC sont aussi performantes
en grande dimension qu’en dimension faible. Huit des modèles présentés dans cet article
sont implantés dans le logiciel de classification MixMod et peuvent donc être mis en œuvre
aisément sur tous types de données quantitatives.
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