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Sensor Selection With Cost Constraints for
Dynamically Relevant Bases
Emily Clark, J. Nathan Kutz, Member, IEEE, Steven L. Brunton, Senior Member, IEEE
Abstract—We consider cost-constrained sparse sensor selection
for full-state reconstruction, applying a well-known greedy algo-
rithm to dynamical systems for which the usual singular value
decomposition (SVD) basis may not be available or preferred.
We apply the cost-modified, column-pivoted QR decomposition
to a physically relevant basis—the pivots correspond to sensor
locations, and these locations are penalized with a heterogeneous
cost function. In considering different bases, we are able to
account for the dynamics of the particular system, yielding
sensor arrays that are nearly Pareto optimal in sensor cost and
performance in the chosen basis. This flexibility extends our
framework to include actuation and dynamic estimation, and to
select sensors without training data. We provide three examples
from the physical and engineering sciences and evaluate sensor
selection in three dynamically relevant bases: truncated balanced
modes for control systems, dynamic mode decomposition (DMD)
modes, and a basis of analytic modes. We find that these bases
all yield effective sensor arrays and reconstructions for their
respective systems. When possible, we compare to results using
an SVD basis and evaluate tradeoffs between methods.
I. INTRODUCTION
MODAL decompositions and model reduction are funda-mental to many fields of science and engineering [1]–
[3]. Historically, such decompositions were based on special
functions, such as Fourier modes, Legendre polynomials, and
Bessel functions. The development in the late 1960s [4] of
an efficient numerical procedure for computing the singular
value decomposition (SVD) allowed for data-driven modal
decompositions that far outperformed generalized functional
techniques. The SVD is now the dominant paradigm for model
reduction in many applications, and for good reason—for a
given number of modes, it is guaranteed to capture the great-
est amount of the system’s energy (variance) [5]. However,
ordering modes based on energy does not result in the most
effective basis for every task. For control systems, modes
obtained via balanced truncation [6] are often more effective
than SVD modes. Similarly, the dynamic mode decomposition
(DMD) [7]–[10] provides an alternative basis that simulta-
neously captures spatial correlation and evolution in time.
Sparse sensor optimization is often based on SVD modes [11],
[12], although this approach has been previously extended to
include these alternative bases [13], [14]. The goal of this
work is to develop a greedy sensor selection algorithm that
incorporates a heterogeneous cost on sensor location and apply
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it to these alternative bases. Accounting for a heterogeneous
cost on sensor location is a critical practical aspect of sensor
selection, and our unified framework results in sensor arrays
that are approximately Pareto optimal in cost and performance.
The full state-space of a high-dimensional, spatio-temporal
system may be prohibitively expensive to measure, thus re-
quiring significant measurement downsampling. Sparse sensor
selection provides a mathematical framework for how to best
downsample in many applications, including reduced order
modeling [15], scientific experiments [16], control theory [17],
climate science [18], and industry [19], [20]. We formulate
sensor selection as an interpolation problem, allowing us to
adopt methods from nonlinear model order reduction, such
as the empirical and discrete empirical interpolation methods
(DEIM) [21], [22] and Q-DEIM [23]. Manohar et al [11]
thoroughly demonstrate the use of column-pivoted QR for
sensor selection for reconstruction in an SVD basis, and in [12]
the authors expand upon this, applying it to a randomized
reduced basis [24], [25] and modifying the QR algorithm to
account for a heterogeneous cost on sensor location.
There are other sensor selection paradigms, most notably
methods that exploit the submodular structure of certain per-
formance metrics to develop greedy algorithms with perfor-
mance guarantees, e.g. [26], [27]. Some of these algorithms
can also be adapted to account for a non-heterogeneous sensor
cost [28]–[31]. However, the greedy approximate determinant
maximization provided by column-pivoted QR yields good sta-
bility and performance guarantees, and is easy to implement.
Therefore, we choose the QR-based sensor selection method,
even though the determinant is not necessarily submodular.
The main contribution of this work is applying the cost-
constrained column-pivoted QR algorithm to new, dynamically
relevant bases. This extension of the method increases the
practicality of sensor selection by both accounting for sensor
cost and using a basis that is matched to the task at hand (i.e.,
reconstruction, estimation, or control). First, we demonstrate
balanced sensor and actuator selection for control systems,
following the method of Manohar et al. [14], which we modify
to include a cost function. Next, we perform sensor selection
on a dynamic mode decomposition (DMD) basis [7]. The
DMD gives approximate equations of motion for the system,
allowing us to construct a Kalman filter that outperforms
interpolative reconstructions in the presence of noise. Finally,
we apply our method to universal basis modes, such as Fourier
modes, Bessel functions, or a polynomial basis. This is useful
for systems that admit a universal basis and for which the
equations of motion are known and solvable for a modal
decomposition. In this way, it is possible to perform principled
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sensor selection without training data. In all three applications,
we show that the modified column-pivoted QR decomposition
yields sensor (and actuator) arrays with accurate reconstruc-
tions, while accounting for costs on sensor (and actuator)
location. For the DMD and analytic mode examples, we also
provide comparisons with sensors selected using an SVD
basis. We find that the SVD basis and sensors often lead to
better reconstructions, but the dynamically relevant bases have
other advantages—information about the dynamics in the case
of DMD modes, and no need for high-fidelity training data
with analytically calculated modes.
The remainder of the paper is organized as follows: In
Section II, we present QR pivoting for sensor selection and
the modification to incorporate a cost function. In Section III,
we describe sensor and actuator selection for control systems,
including an example from physics. Section IV considers cost-
constrained sensor selection for DMD modes, with an example
from climate science. Section V explores sensor selection
with cost for universal basis modes, demonstrated on another
example from physics. We present conclusions in Section VI.
II. PRINCIPLED SPARSE SENSOR SELECTION
A. Problem Formulation
We consider a high-dimensional system, such as the dis-
cretization of a PDE or a set of high-definition photographs.
We wish to sparsely sample the state of the system and then
reconstruct the full state from these sparse measurements. The
goal is to determine the optimal sampling points that yield the
best reconstructions for a given number of sensors. We will
train these sensor configurations based on a set of m full-state
snapshots xi ∈ Rn, which we gather into a data matrix
X =
[
x1 x2 · · · xm
]
. (1)
We select a basis Ψ ∈ Rn×r in which to represent the
snapshots, such that
x = Ψa, (2)
where a ∈ Rr. Though it is not a requirement, usually r  n,
so that Ψ is a reduced basis.
The goal of sensor selection is to learn a selection operator
C that extracts p n point measurements:
Y = CX, (3)
where Y ∈ Rp×m are the measurements. The rows of
C ∈ Rp×n are unit vectors, picking out rows of X (which
correspond to locations in space) to measure.
In the Ψ basis, Eq. 3 becomes
Y = CΨa = Θa. (4)
We obtain the full-state reconstructions by taking the
minimum-norm, least squares solution,
aˆ = Θ†Y (5)
Xˆ = Ψaˆ, (6)
with Θ† being the pseudoinverse of Θ.
The fractional reconstruction error is:
E =
||X− Xˆ||F
||X||F , (7)
where || · ||F denotes the Frobenius norm.
The sensor selection problem is to determine the optimal
set of indices {J} ∈ [1, n], |J | = p, at which to measure the
system, so as to minimize the reconstruction error. In other
words, we build C by setting its rows to eT{J}, where ej is
the unit vector in the jth direction. This is a combinatorially
hard problem, but as described in the introduction and below
in subsection II-B, there are greedy and heuristic methods that
yield near-optimal solutions.
We further extend the problem to include a heterogeneous
cost function η on the set of candidate sensor locations. We
then wish to determine the set of indices {J} that is Pareto
optimal in reconstruction error and total sensor cost c, where
c =
∑
j∈{J}
ηj . (8)
Since Θ = CΨ, the sensor selection problem is equivalent
to choosing the most informative rows of Ψ, and as such,
the performance of the sensor selection algorithms and the
reconstructions depends greatly on the choice of Ψ. The basis
could be derived from full-state training data, e.g., Ψ is usually
taken to be the first r left singular vectors of X [11]. This basis
choice often gives excellent results, but it is not always optimal
for the task at hand. For a control system, the SVD provides no
information about controllability and observability. Similarly,
the SVD does not provide a model for how modes evolve in
time, and thus does not admit Kalman filtering as an alternative
reconstruction method. Finally, the SVD requires full-state
training data, which may not be available. Accordingly, the
main contribution of this paper will be to extend a previously
developed cost-constrained sensor selection algorithm [12] to
new bases tailored for several kinds of dynamical systems.
B. Column-pivoted QR
Following [23], we use the QR decomposition with column
pivoting for sensor selection. The QR decomposition is a
greedy method for approximate determinant maximization.
The pivoted QR decomposition was introduced by Businger
and Golub [32] as a method of solving least squares problems,
and it was first employed for sensor selection by Drmacˇ and
Gugercin [23], who showed that it provides improved error
bounds over the discrete empirical interpolation method.
The pivoted QR decomposition for some matrix V ∈ Rr×n,
r ≤ n is given by:
VP = QR, (9)
where Q ∈ Rr×r is unitary, R ∈ Rr×n is upper triangular,
and P ∈ Rn×n is a column permutation matrix.
To perform the decomposition, we first initialize the permu-
tation matrix to P0 = In. Then we select the column vj of
V with the largest norm and swap it with the first column of
V via the permutation matrix:
P1 =
(
ej e2 · · · ej−1 e1 ej+1 · · · en
)
. (10)
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Next we apply a Householder transformation Q1 such that
Q1VP1 =

||vj || ∗ ∗ · · ·
0
0 V′
...
 . (11)
We repeat the process on the submatrix V′, i.e. identify the
column j′ with the largest norm, swap it with the first column
of V′, and transform it so that its subdiagonal elements are
zero:
Q2Q1VP2 =

||vj || ? ? · · ·
0 ||v′j′ || ? · · ·
0 0
V′′...
...
 . (12)
We continue to iterate until the right-hand side is upper
triangular and the decomposition is achieved:
Qr · · ·Q1VPr = R. (13)
Thus P from Eq. 9 is Pr, and Q = Q∗1 · · ·Q∗r .
Note that the kth Householder transformation is acting on a
vector of length r − k + 1, and so Qk is augmented by the
appropriate identity matrix. Also see Algorithm 1.
This algorithm leads to a diagonal dominance structure in
R:
|rii|2 ≥
k∑
j=1
|rjk|2, 1 ≤ i ≤ k ≤ r. (14)
Because the Householder transformations are unitary, at ev-
ery step this method greedily maximizes the determinant of
R1:k,1:k, the k × k submatrix that has been made upper
triangular at the kth step:
|detR1:k,1:k| =
k∏
i=1
|rii| =
k∏
i=1
σi, (15)
or equivalently, it maximizes the volume of the submatrix.
For sensor selection, we perform column-pivoted QR on
Ψ∗, and for p sensors, take CT = P:,1:p, where P:,1:p are the
first p columns of P. Thus we select sensors to approximately
maximize the determinant of the measurement matrix Θ, a
method also known as D-optimal experiment design.
Algorithm 1 QR pivoting.
Input: matrix V ∈ Rr×n, number of sensors p ≤ r
Output: Partial permutation matrix P
1: P ← In
2: for k = 1, . . . , p do
3: jk ← argmax
j≥k
||Vk:r,j ||
4: Swap(P:,k,P:,jk).
5: Calculate Householder reflection Qk such
that Qk
(
Vk,jk Vk+1,jk · · · Vr,jk
)T
=( ||Vk:r,jk || 0 · · · 0 )T .
6: V ← diag(Ik−1,Qk)VP
return P:,1:p
Notice that our problem setup and Algorithm 1 do not
require Ψ to be orthogonal, which is what allows us to apply
QR pivoting to any appropriate basis for sensor selection.
C. Cost-constrained sensor selection
We make a straightforward modification to Algorithm 1 to
account for an additional cost on sensor location. Doing so
allows us to select informative sensors at cheaper locations,
albeit at some loss of reconstruction accuracy. It is possible to
tune the weighting on the cost function to achieve the desired
balance between sensor cost and performance.
Assume there is some non-negative cost function η ∈ Rn
and select a scalar weighting γ. Then perform a modified
version of the column-pivoted QR decomposition on Ψ∗,
where at every iteration, select as a pivot the column that
maximizes the following quantity [12]:
|| (Ψ∗)(k)j || − γηj . (16)
Also see Algorithm 2.
Although the determinant maximization guarantees of
column-pivoted QR no longer apply to this modified version,
cost-constrained QR balances determinant maximization with
cost savings. The weighting γ can be varied to trace out
a cost versus error curve, with γ = 0 being identical to
Algorithm 1 and a very large value of γ relative to the
given system and cost function approaching the minimum-
cost sensor array. We will show in the following sections that
this method often approximately traces out the Pareto curve
of simultaneously minimum reconstruction error (or maximum
performance metric, where applicable) and minimum cost,
when compared to random sensor arrays.
Note that in the case of completely inaccessible locations
(equivalent to infinite cost), the unmodified QR decomposition
can be performed on the subset of allowed sensor locations.
III. BALANCED SENSOR AND ACTUATOR SELECTION FOR
CONTROL SYSTEMS
There is a large body of work regarding optimal sensor
and actuator selection for control. Some, including [33], [34],
pose sensor and actuator selection as a convex optimization
Algorithm 2 QR pivoting with cost function.
Input: matrix V ∈ Rr×n, cost function η ∈ Rn, weighting
γ, number of sensors p ≤ r
Output: Partial permutation matrix P
1: P ← In
2: for k = 1, . . . , p do
3: jk ← argmax
j≥k
||Vk:r,j || − γηj
4: Swap(P:,k,P:,jk).
5: Calculate Householder reflection Qk such
that Qk
(
Vk,jk Vk+1,jk · · · Vr,jk
)T
=( ||Vk:r,jk || 0 · · · 0 )T .
6: V ← diag(Ik−1,Qk)VP
7: η ← Pη
return P:,1:p
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problem. Many take advantage of submodular or supermodular
performance metrics to design greedy algorithms, for exam-
ple [35]–[38]. Nestorovic´ and Trajkov [39] design a sensor
and actuator selection method for flexible structures such as
cantilever beams based on balanced truncation and the H2 and
H∞ norms, which is similar to the framework considered here.
We follow the method of Manohar et al. [14] and perform
the cost-constrained column-pivoted QR decomposition on
truncated balanced modes for sensor and actuator selection.
An outline of this method follows, [3], [14] contain full details.
Consider the control system
x˙ = Ax + Bu (17a)
y = Cx. (17b)
We seek a suitable basis to place sensors (select rows of the
identity matrix to form C) and actuators (select columns of the
identity matrix to form B). We employ balanced truncation [6],
[40], [41], which uses the controllability and observability
Gramians to construct a basis in which the system is simulta-
neously maximally controllable and observable.
The controllability and observability Gramians Wc and Wo
are given by
Wc =
∫ ∞
0
eAtBB∗eA
∗tdt (18)
Wo =
∫ ∞
0
eA
∗tC∗CeAtdt. (19)
Their eigenvectors define the directions in which the system is
most controllable and observable, ranked by the magnitude of
the corresponding eigenvalues. The balancing transformation
makes the controllability and observability Gramians equal to
each other and diagonal:
W˜c = W˜o = Σ, (20)
where
W˜c = Φ
∗WcΦ, (21)
W˜o = Ψ
∗WoΨ, (22)
Φ∗ = Ψ−1, and Σ is diagonal. The transformation matrix can
be calculated by solving an eigenvalue problem:
WcWoΨ = ΨΣ
2. (23)
With the eigenvalues ranked in decreasing order, the first r
modes of Ψ and Φ define the r most jointly observable and
controllable directions for the system.
We use these modes to perform a rank-reduced change of
basis, such that the new control system is written as:
a˙r = Φ
∗
rAΨrar + Φ
∗
rBu (24a)
y = CΨrar, (24b)
where Ψr and Φr are the first r columns of Ψ and Φ.
To select sensors and actuators with a cost function, we
initialize B and C to identity matrices, calculate the Gramians
and the truncated balancing modes, and perform the cost-
constrained column-pivoted QR decomposition of Algorithm
2 on Ψ∗r for sensor selection and on Φ
∗
r for actuator selection.
As a performance metric, take the H2 norm,
tr (CWcC∗) = tr (B∗WoB) , (25)
which is a system’s output energy, or the root mean square
of its impulse response. A small output energy indicates that
the sensor and actuator arrays are able to quickly stabilize
the system after an input is applied, and therefore we wish to
minimize the H2 norm. However, we calculate a proxy:
log detCWcC
∗ = log detB∗WoB. (26)
As shown in Summers [37], maximizing Eq. 26 is equivalent
to minimizing the H2 norm. Furthermore, Manohar [14]
demonstrates that argmaxC log detCWcC∗ simplifies to
argmaxC |detCΨr|, hence why the greedy determinant
maximization of the QR algorithm is desirable.
Our modification of adding a cost function during sensor
and actuator selection removes any performance guarantees,
but as will be shown in the next section, it is possible to
effectively select sensors and actuators while accounting for a
nonuniform cost on location.
A. Example
We demonstrate balanced sensor and actuator selection on
a system of N identical masses with mass m, connected by
identical damped springs, with spring constant k and damping
b [33], as illustrated in Fig. 1. This is a simple benchmark sys-
tem, and by choosing N = 16 masses, it is possible to compare
the principled sensor and actuator selections to a brute force
search over every possible sensor/actuator configuration.
The equation of motion for the ith mass is given by
mx¨i = k(xi−1 + xi+1 − 2xi) + b(x˙i−1 + x˙i+1 − 2x˙i) + fi,
where xi is the displacement of the ith mass from
equilibrium and fi is an external forcing. The full
state is x =
(
x1 · · · xN x˙i · · · x˙N
)T
, and we let
m = k = b = 1. Thus, the system with full actuation and
sensing is given by
x˙ =
(
0N IN
T T
)
x +
(
0N
IN
)
f (27a)
y = I2Nx, (27b)
where 0N is an N ×N matrix of zeros and T is an N ×N
Toeplitz matrix with −2 along the diagonal and 1 along the
first super- and subdiagonals.
We take N = 16 masses and place six sensors and four
actuators. We choose a Gaussian cost function for the sensors,
Fig. 1. A one-dimensional system of N identical masses with mass m,
connected by springs with spring constant k, and damped by a factor of b.
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Fig. 2. Sensor performance results and locations for the spring-mass system,
placing 6 out of 32 possible sensors. The left plot shows cost versus
performance metric log det CWcC∗. The large colored data points show
the modified-QR-selected sensors as the cost function weighting is increased,
with red representing γ = 0 and blue representing γ = 10. The gray points
give the cost and performance metric for every possible configuration of sensor
selection. On the right are the sensor locations at three values of γ, shown
in the same colors as the corresponding points on the left. The Gaussian cost
function is shown on the bottom right. The gray bar indicates the separation
between position and velocity variables in x.
Fig. 3. Actuator performance results and locations, placing 4 out of 16
possible actuators for the spring-mass system. Plotted on the left are cost
versus performance metric log det B∗WoB. As in Fig. 2, the large colored
data points show the results with principled actuator selections, shaded from
red to blue as the cost function weighting is increased from zero to ten,
while the gray points give the cost and performance metric for every possible
configuration of actuator selection. The black symbols show the cost and
performance using four to seven balanced modes with γ = 0. The right plots
show three sets of actuator locations with colors corresponding to the plot on
the left. The inverted Gaussian cost function is shown on the bottom right.
so is most expensive to place both position and velocity sen-
sors in the center of the array. We select an inverted Gaussian
as the actuator cost function, making it more expensive to
place actuators at the edges of the array. The cost functions
are shown in the lower right-hand panels of Fig. 2 and 3.
Because the actuation takes the form of an externally
applied force f , which causes a change in the velocity of the
masses, the actuators are restricted to acting on the velocity
coordinates, which can be seen in Eq. 27a. Therefore, after
calculating the truncated balanced and adjoint modes, we
perform the cost-modified column-pivoted QR decomposition
only on the final N rows of the adjoint mode matrix for
actuator selection. Equivalently, we could set the first N rows
to zero before performing the QR decomposition, or assign
those coordinates an infinite cost. Because this cuts the domain
of possible actuators in half, we find that we require twice the
number of modes to achieve good performance, i.e. to place
four actuators, truncate at eight balanced adjoint modes before
performing the QR decomposition.
Results in terms of the H2-norm metric substitute are shown
in Fig. 2 and 3, which plot cost versus log det CWcC∗ and
log det B∗WoB for the sensor and actuator arrays, respec-
tively. The large colored data points are the results from
the arrays chosen by QR pivoting, with red corresponding
to γ = 0, and blue indicating a large value of γ. The
gray points show the results from every other combination
of choosing 6 out of 32 sensors or 4 out of 16 actuators.
The principled sensors approximately follow the curve of
simultaneously maximal H2 proxy and minimal cost. The best-
performing configuration (cost function weighting set to zero)
outperforms 99.8% of all other arrays, and with a high cost
function weighting, the algorithm identifies the configuration
with the lowest possible cost. Similarly, when the cost function
weighting is set to zero, the selected actuators outperform all
but three of the possible actuator selection permutations, and
with a high value of γ, the algorithm again selects the lowest-
cost permutation.
The plots on the right-hand sides of Fig. 2 and 3 show the
sensor and actuator configurations for three different values of
γ, in colors corresponding to those in the left panels. As the
cost function weighting is increased, the sensors and actuators
are pushed out of regions of high cost. The cost functions are
also shown in green for reference. Finally, the left plot of Fig.
3 also shows the performance of QR-selected actuators with
γ = 0 and a number of balanced modes increasing from four
to seven (shown in black, with symbols indicating the number
of modes). Using eight modes yields the best results in terms
of log det B∗WoB.
We also test sensor and actuator performance by evolving
the system in time and applying linear-quadratic-Gaussian
(LQG) control. To evaluate sensor performance, we add in
a small amount of system disturbance and noise, both with
covariance 0.005, and construct a Kalman filter to obtain a
state estimation xˆ(t). We integrate the system from time t = 0
to t = 50 and stack the true states and their estimations into
the columns of data matrices as shown:
X =
[
x(0) x(t1) · · · x(50)
]
(28a)
Xˆ =
[
xˆ(0) xˆ(t1) · · · xˆ(50)
]
. (28b)
The reconstruction error is then given by Eq. 7. Better sensor
arrays will provide more informative measurements, and will
therefore have lower reconstruction errors.
At every time step, the state estimate is passed to a linear-
quadratic regulator (LQR), designed to drive the entire system
towards x = 0. The performance of the actuator array is
evaluated by calculating the LQR cost over the full timespan,
J =
∫ 50
0
(
xTQx + uTRu
)
dt, (29)
where Q and R are identity matrices. Good actuator configu-
rations will be able to bring the system to equilibrium quickly,
and will have lower values of J .
ARXIV SUBMISSION 6
Fig. 4. Sensor and actuator results using LQG control and state estimation
for an example time series of the spring-mass system. The state is initialized
at x(0) = 0, except for x8(0) = 1. The upper left plot shows sensor cost
versus full-state reconstruction error. Red indicates γ = 0, blue corresponds to
γ = 10, and gray shows results from 1820 random permutations of selecting 6
out of 32 possible sensors. The plot on the upper right similarly shows actuator
cost versus the LQR actuation cost J . The gray dots show all 1820 possible
configurations of placing 4 out of 16 actuators. Finally, we plot the trajectory
x10(t) for the various sensor/actuator selections, with the black reference
trajectory using no control and having no additive system or measurement
noise.
We test two different initial conditions, one with all posi-
tions and velocities set to zero except for the eighth mass,
which has position x8(0) = 1, and the other where x1(0) = 1
with all other variables set to zero. Results are given in Fig.
4 and 5. The figures have the same format, with the upper
left subplot showing sensor cost versus reconstruction error,
the upper right plot showing actuator price as a function of
actuation cost J , and the lower subplot plotting the trajectory
of one of the masses over time (x10(t) in Fig. 4 and x3(t)
in Fig. 5). The colored dots and lines show the results with
the principled sensor and actuator arrays, with the usual color
scheme of red indicating γ = 0, shading through to blue for
large values of γ. The gray points and lines are results from all
1820 permutations for placing 4 out of 16 actuators, each using
a random array of sensors. The results for the upper plots are
averaged over 25 realizations of noise, while the trajectories
were all generated with the same noise vectors.
For both sets of initial conditions, the sensor configurations
with γ = 0 provide effective, but not optimal, reconstructions
compared to the randomly-selected arrays. As γ is increased,
the cost decreases and the reconstruction error goes up by
about 4% total. This can be seen qualitatively on the trajectory
plots, where after t ≈ 20, the red lines cluster more tightly
about zero, while the blue lines have more variation.
As for the actuators, in the case of x1(0) = 1, the QR-
selected actuators are surprisingly far from optimal, though
the performance decreases with the actuator cost, as expected.
However, when x8(0) = 1, the actuator array chosen with the
largest value of γ leads not only to the lowest actuator cost
but also to the optimum value of J . This seems counterin-
tuitive, but because the center mass was given a large initial
displacement, actuators placed in the center of the array are
best suited to driving the entire system to zero in this case.
Fig. 5. Sensor and actuator results for the spring-mass system using LQG
control, with the inital condition x(0) = 0, except for x1(0) = 1. As in
Fig. 4, the upper left plot shows sensor cost versus reconstruction error, the
upper right plot gives actuator cost versus J , and the lower plot gives an
example time series, in this case x3(t). Red points and lines indicate a cost
function weighting of zero, blue indicates a high value of γ, and gray gives
non-principled sensor and actuator selections. The black line in the lower plot
shows x3(t) with no control or noise.
This example demonstrates that the column-pivoted QR
decomposition on balanced modes for control systems can be
modified to include a cost function on sensors and actuators.
The method will select sensors and actuators to approximately
simultaneously minimize cost and maximize performance,
though the actual performance of the controller designed with
the selected actuators may depend on the initial conditions.
IV. SENSOR SELECTION IN A DMD BASIS
Dynamic mode decomposition (DMD) was introduced in
the fluid dynamics community as a method of dimensionality
reduction [7]. Conceptually, DMD is comparable to a spatial
SVD combined with a temporal Fourier decomposition, in that
it extracts spatially coherent modes that exhibit oscillatory
or growth/decay behavior in time. This provides a highly
effective reduced order model that can be used for short-
time prediction, and can be adapted for applications such
as control [42] and regime identification [43]. Furthermore,
DMD has strong connections to the Koopman operator [8],
[44]: DMD approximates the Koopman operator advancing
the state forward in time. Systems are often sparse in a DMD
basis [45], and DMD has been paired with compressed sensing
in both space [46], [47] and time [48]. Sparse sensing for
multiresolution DMD was formulated by Manohar et al. [13].
Here we provide a sparse sensing method for DMD modes
allowing for a heterogeneous cost on sensor location.
We calculate the dynamic mode decomposition as fol-
lows [9]: We begin by collecting a set of m full-state snap-
shots, spaced equidistant in time (an alternative formulation
does not require snapshots to be spaced equally in time [49]),
X =
[
x(t1) x(t2) · · · x(tm)
]
. (30)
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We then organize the snapshots into two matrices offset from
each other by one time step:
X1 =
[
x(t1) x(t2) · · · x(tm−1)
]
(31a)
X2 =
[
x(t2) x(t3) · · · x(tm)
]
. (31b)
The goal of DMD is to find the best-fit matrix A such that
X2 ≈ AX1, (32)
i.e. the matrix A that advances the system forward by one
time step. We take the r-mode truncated SVD of X1:
X1 = UrΣrV
∗
r . (33)
The full least squares solution of Eq. 32 is given by
A = X2X
†
1 = X2VrΣ
−1
r U
∗
r , (34)
but since a primary goal of DMD is rank truncation, only the
leading r eigenvalues and eigenvectors of A are of interest
here. Therefore, we calculate the projection A˜ of A onto the
leading r spatial SVD modes,
A˜ = U∗rAUr (35a)
= U∗rX2VrΣ
−1
r . (35b)
We take the eigenvalue decomposition:
A˜W = WΛ. (36)
The eigenvalues along the diagonal of Λ are identical to the
leading r eigenvalues of the full matrix A, and the leading
eigenvectors are given by
Ψ = X2VrΣ
−1
r W. (37)
The kth state xk = x(tk) can then be expressed in terms of
these eigenmodes and eigenvalues:
xk = ΨΛ
k−1b, (38)
or the continuous-time equivalent
x(t) = ΨeΩtb, (39)
where b is the vector of amplitudes b = Ψ†x1, and Ω is
a diagonal matrix whose diagonal entries are the continuous-
time eigenvalues ωj = log λj/dt.
Thus, the eigenvectors Ψ are coherent spatial modes that
form a reduced basis for the system of interest. We use this
basis for sensor selection by performing the cost-modified
column-pivoted QR decomposition on Ψ∗.
A. Example
As an example system, consider the NOAA weekly sea
surface temperature measurements from 1990–2016 [50]–[52].
This comprises 1455 temporal snapshots of sea surface temper-
ature on a 360×180 spatial grid. The system is approximately
periodic due to seasonal variations, so we expect DMD to give
a reasonably good description of its behavior. To simulate a
realistic sensor selection scenario, we use a cost function that
uniformly penalizes placing sensors more than two grid points
from land. An example sea surface temperature snapshot and
the cost function are shown in Fig. 6.
Fig. 6. An example sea surface temperature snapshot (upper) and the cost
function used (lower), where gray indicates regions of uniformly low cost and
white denotes uniformly high cost.
We provide two performance metrics for the sensor arrays,
interpolative error and extrapolative error:
Eint =
||Xtr − Xˆtr||F
||Xtr||F (40a)
Eext =
||Xte − Xˆte||F
||Xte||F , (40b)
where the columns of Xtr are the training set, the first 80%
of snapshots, which are used to train the DMD modes. The
columns of Xˆtr are their reconstructions. Xte and Xˆte are
the test set, the remaining 291 snapshots and reconstructions
sequentially following the training set.
The sea surface temperature data set has a slow singular
value decay with a Gavish-Donoho cutoff [53] around 400
modes. Thus we test our sensor selection method with both
a small number of sensors (5) and a large number of sensors
(200), though both cases represent significant downsampling
from the original snapshots with dimension ∼ 105. Our
results are shown in Fig. 7. Red data points have a cost
function weighting of zero, while blue points have a large
weighting, γ = 1. As the cost function is weighted more
heavily, the sensor array cost decreases to zero, leading to
a small increase in reconstruction error, though remarkably
this increase is by less than 1%. Results from 500 random
sensor arrays are also shown for comparison in gray. The QR-
based algorithm places most of the sensors close to land even
without incorporating the cost function, so not only do the
random sensors generally lead to higher reconstruction errors,
they also have higher costs. As expected, interpolation errors
are lower than extrapolation errors. Unexpectedly, there is little
improvement in increasing from 5 to 200 sensors, and in fact
extrapolation errors are higher with more sensors. This is most
likely related to overfitting and noise amplification, see [54]
for more details. We plot interpolation and extrapolation error
with no cost function for r between 1 and 200 in Fig. 8.
It is apparent that while interpolation error decreases slightly
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Fig. 7. Cost versus reconstruction error for the sea surface temperature system
using DMD modes as the cost function weighting is increased from zero (red)
to one (blue). Results are shown for 5 sensors on the top row and for 200
sensors on the bottom row. The small gray points are results from 500 random
sensor arrays.
Fig. 8. Error as a function of the number of DMD modes (equal to the
number of sensors) for the sea surface temperature data set. Interpolation
error is shown on the left and extrapolation error is on the right. No cost
function is used.
as the number of modes is increased, the extrapolation error
increases significantly, as suggested by Fig. 7.
We also provide a comparison to other basis choices in
Fig. 9. We test randomized rank reduction as described in [25],
and take twice the number of modes as sensors for greatly
improved performance. These results are plotted as open
circles. Results with an SVD basis are shown as crosses, and
we follow the guidelines of [54], performing the modified QR
decomposition on the first p/2 SVD modes and placing the
remaining p/2 sensors randomly to avoid noise amplification.
Both of these basis choices lead to lower reconstruction errors
at 200 sensors than the DMD basis, shown as closed circles,
though the random sensors used with the SVD basis lead to
higher costs. However, the benefit of DMD is the information
it provides about the system’s dynamics, which allows us to
construct a Kalman estimator for the DMD amplitudes. From
Eq. 39, the time-varying amplitudes are given by
b(t) = eΩtb(0). (41)
Fig. 9. Cost versus reconstruction error for the sea surface temperature system,
using DMD, randomized, and SVD modes with p = 5 and 200 sensors. For
the DMD modes, we test both the usual linear algebra reconstruction method
of Eq. 5 and a Kalman estimator (filled circles).
We can then evolve the system forward in time according to
d
dt
b = Ωb. (42)
We include added sensor noise with 2% variance (this noise
is applied to all of the sensor arrays for Fig. 9). The Kalman
estimator, results plotted as triangles, significantly outperforms
the other three methods, suggesting that sensors and recon-
struction methods that account for the dynamics of a system
are preferable when possible.
V. SENSOR SELECTION IN AN ANALYTIC BASIS
In many physical systems, a tailored data-driven basis is not
necessary because the system is well-described by a universal
basis, or because its equations of motion are known and
can be solved analytically to yield a modal decomposition.
It is then possible to write the state according to Eq. 2,
where a are Fourier coefficients and Ψ is a DFT matrix
with r = n. Then the sparse sensing problem is similar
to compressed sensing [55], in which a universal basis with
random measurements is used to reconstruct a signal. Here,
however, the signal is not required to be sparse in Ψ, since
we use least squares, rather than L1-regularized reconstruction.
Other examples of Eq. 2 include polynomial interpolation and
Gaussian quadrature.
Alternatively, the system can be time-varying:
x(t) = Ψa(t). (43)
This is mathematically similar to the DMD formulation of Eq.
39, the main differences being that the spatial modes are here
assumed to be found analytically, rather than through data-
driven methods, and we make no assumptions about the form
of the time dependence.
ARXIV SUBMISSION 9
As in previous sections, once Ψ is calculated, Algorithm 2
can be applied to Ψ∗ for cost-constrained sensor selection.
A. Example
We test the performance of an analytic basis for sensor
selection on a vibrating two-dimensional circular membrane,
since the equations of motion for this system are known and
can be solved for a modal decomposition. The membrane
satisfies the following partial differential equation:
∂2u
∂t2
= c2
(
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂θ2
)
, (44)
with θ ∈ (−pi, pi], r ∈ [0, a]. We take the boundary and initial
conditions
u(a, θ, t) = 0 (45a)
u(r, θ, 0) = α(r, θ) (45b)
∂u
∂t
(r, θ, 0) = 0. (45c)
This system can be solved analytically through separation
of variables. The solution is a Bessel series in r and a Fourier
series in θ and t:
u(r, θ, t) =
∞∑
n=1
A0nJ0
(√
λ0nr
)
cos
(
c
√
λ0nt
)
+
∞∑
m=1
∞∑
n=1
(Amn cosmθ +Bmn sinmθ) Jm
(√
λmnr
)
× cos
(
c
√
λmnt
)
, (46)
where λmn = (zmn/a)2, with zmn the nth zero of the mth
Bessel function.
Thus, the basis modes of the system are
cos(mθ)Jm
(√
λmnr
)
and sin(mθ)Jm
(√
λmnr
)
, forming
the columns of the basis. Practically, the basis matrix must
be finite, so we truncate at m =M , n = N modes:
ΨMN =
(
J0
(√
λ01r
) · · · J0 (√λ0Nr) cos(θ)
×J1
(√
λ11r
)
sin(θ)J1
(√
λ11r
) · · · cos(θ)J1 (√λ1Nr)
sin(θ)J1
(√
λ1Nr
) · · · sin(Mθ)JM (√λMNr) ). (47)
The entire system evolves as
u(t) = ΨMN cos
(
c
√
ΛMN t
)
bMN , (48)
where ΛMN is a diagonal matrix with entries
λ01, . . . , λ0N , λ11, λ11, λ12, λ12, . . . , λ1N , λ1N , . . . , λMN , λMN ,
and the cosine is taken elementwise on the diagonal entries.
The vector bMN gives the coefficients:
bMN =
(
A01 · · · A0N A11 B11 · · · A1N B1N
· · · AMN BMN
)T
. (49)
Our goal is to sparsely sample in space and then estimate the
time-varying coefficients cos
(
c
√
ΛMN t
)
bMN , subsequently
obtaining a reconstruction of the full state uˆ(t). We select
Fig. 10. Results for sensor selection with a cost function for the vibrating
drum system with 55 Bessel function basis modes. The number of sensors
increases moving down the rows. The first column shows the cost versus
reconstruction error as the cost function weighting is increased (red points
indicate γ = 0, blue points have high values of γ, gray points show 100
random sensor arrays). Note that all plots in the first column have the same
x- and y-axis scales. The remaining three columns show reconstructions of
an example snapshot with the indicated number of sensors and value of γ.
The sensor locations are given as well, with color corresponding to that on
the cost versus error plots. The true state and the cost function are shown on
the bottom row, in both a surface and a pcolor plot.
sensors by performing the cost-constrained column-pivoted
QR decomposition on ΨTMN .
For this experiment, we take a = 10, c = 1, and a grid
of 101 points each in r and θ. We also truncate the modes
at M = 6 and N = 5 for a total of 55 basis modes.
The system is initialized with random coefficients, with lower
modes weighted more heavily, i.e.
Amn, Bmn ∝ 1.5
n(m+ 1)
. (50)
Not only does this lead to more accurate reconstructions when
undersampling, it is also often the case in physical systems that
the lower modes are the most active. We choose a radially
symmetric cost function with a maximum in the center and a
minimum at r = 13/2, f(r) = 0.6 + 0.5 cos
(
2pir
13
)
, pictured
in the lower right panel of Fig. 10.
We take γ ∈ [0, 20], and evaluate sensor performance
by propagating the initial conditions forward in time steps
of 0.1 up to t = 10. The true states are stacked into the
columns of a snapshot matrix U, and the error is given by
||U − Uˆ||F /||U||F , where Uˆ is the reconstruction obtained
with the chosen sensor array. We calculate this error with
50 different sets of random initial conditions and take the
average, plotted in the first column of Fig. 10, which shows
sensor cost plotted against this average error as γ is increased
(red data points correspond to γ = 0, blue show γ = 20).
The remaining panels in the figure show reconstructions of
an example state with the sensor arrays chosen with various
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Fig. 11. Cost versus reconstruction error for the vibrating drum system, using
the analytic Fourier/Bessel modes of Eq. 47 and SVD modes calculated from
snapshots. As in Fig. 10, results are shown for different numbers of sensors
and multiple cost function weightings, with the usual color scheme of red
indicating γ = 0 shading through to blue representing a large value of γ.
numbers of sensors and values of γ. The true state is shown
on the bottom left of the figure. Even with just 10 sensors,
when γ = 0, the reconstruction is imperfect but retains some
main features of the true state. With 55 sensors, the state
can be reconstructed exactly. As the cost function weighting
increases, the reconstruction quality degrades, even with 55
sensors. A large jump in reconstruction error occurs when
there are no longer any sensors close to the center of the
domain. The figure also shows results from 100 random sensor
arrays, which suggest that the principled sensors follow the
curve of minimum cost and reconstruction error quite well.
We also compare reconstruction results with sensors se-
lected using an SVD basis, shown in Fig. 11, which plots
cost versus reconstruction error for 10, 25, 40, and 55 sensors.
Sensors selected with analytic Fourier/Bessel modes are shown
as circles, with SVD results shown as crosses. In both cases,
red indicates a cost function weighting of zero and blue
corresponds to a large cost function weighting. To calculate
the SVD basis, we initialize a random system with coefficients
as in Eq. 50 and evolve it forward for 1000 time steps to
obtain snapshots. We then randomly place 700 snapshots into
a training matrix and perform the SVD to obtain a basis.
After using this basis and Algorithm 2 to select sensors, we
test them on the remaining 300 snapshots, and compare to
reconstructions of the same snapshots using sensors from the
analytic basis. We take the same number of SVD modes as
sensors since there is no noise in the system, and take the
average cost and error over 50 random training and test sets.
As demonstrated in Fig. 11, while the SVD and analytic
modes have comparable performance at a small number of sen-
sors, the SVD basis is able to reconstruct the system perfectly
to machine precision at 40 sensors. With the SVD basis, the
active modes are mixed together, which is more beneficial for
Fig. 12. Error versus the number of sensors for the vibrating drum system,
using both analytic Fourier/Bessel modes and data-driven SVD modes. Prin-
cipled sensors selected by the QR algorithm are shown in red, compared to
random sensors with both bases in gray. No cost function is used.
rank reduction—with sensors selected using analytic modes,
even with 54 sensors there may be little information about
the 55th mode. This can be seen clearly in Fig. 12, which
shows error versus the number of sensors using both bases
and no cost function. The SVD basis consistently outperforms
the analytic basis, requiring just 30 sensors to reconstruct the
full state perfectly, whereas the analytic modes need the full
55. However, the SVD requires data to calculate the basis, so
in cases where high-fidelity full state data is not available, we
have shown that analytically calculated modes are a viable
alternative. Furthermore, the figure shows comparisons to
random sensors using both bases for reconstruction. In the
analytic basis, principled sensors have lower reconstruction
errors than random sensors, and random sensors perform
very poorly in an SVD basis, highlighting the importance of
choosing the right method for the application at hand.
The results in this work indicate that if a dynamical system
may be represented as the evolution of a superposition of
known basis modes, these modes can be used for sparse
sensor selection, even with a cost function on sensor location.
Though a data-driven SVD basis leads to better sensor arrays,
analytic modes often give comparable reconstructions. In a
more complex signal, such as a sound signal being represented
in a Fourier basis, where both high and low frequencies can
be equally present and it is unknown which frequencies will
be dominant, it is difficult to effectively downsample using
this method. The problem is similar to that of compressed
sensing, where in most real-world examples, the number of
sensors required to reconstruct the signal with high probability
is large and leads to a computationally prohibitive reconstruc-
tion problem. These examples demonstrate how data-driven
methods are usually more efficient at extracting patterns from
a system than historical analytic-function-based methods.
VI. CONCLUSIONS
In this work, we explore cost-constrained QR pivoting for
sensor selection, applying the algorithm to three new types of
basis modes: balanced modes for sensor and actuator selection
for control systems, DMD modes for dynamical systems, and
universal or analytic modes. We find that all three types of
modes make effective bases for sensor selection for their
respective systems, and that the cost-constrained algorithm
selects sensors that are nearly Pareto optimal in cost and
performance. The new bases do not necessarily outperform
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a standard SVD basis, but they can still be beneficial. Sen-
sors placed using a DMD basis can be used to construct a
Kalman estimator, which does perform better than the SVD
or randomized bases when measurement noise is present. And
when no full-state data is available, analytic modes can be a
good substitute for a data-driven basis.
These results suggest that sensor selection methods must ac-
count for real-world restrictions. A researcher or engineer can
improve their full state estimations by selecting an appropriate
basis, but they must also consider practicalities like a sensor
cost landscape, hence the cost-constrained QR algorithm.
There are also other practical considerations, such as noise
and the cost of the sensors themselves. In this paper we
added measurement noise only when constructing a Kalman
filter, but physical sensors always have noise. Future work
will examine sensor placement with multiple types of sensors,
where expensive sensors have low noise levels and cheap
sensors have higher measurement noise.
It will also be interesting to apply the cost-constrained
QR algorithm to more complex systems, in particular fluid
flows, such as the flow near a turbulent jet [56], flow near
an adjustable flap [57], and control of the flow over an open
cavity [58], [59]. Many interesting systems are multiscale in
space or time, and we could consider sensor selection for such
systems, similar to [13]. It is clear that sensor selection is a
complex topic, and despite continual advances, it is still open
to further practical refinement for real-world applications.
ACKNOWLEDGMENT
E. Clark and S. L. Brunton acknowledge support from the
Boeing Company (664755). J. N. Kutz acknowledges support
from the Air Force Office of Scientific Research (FA9550-19-
1-0011). S. L. Brunton acknowledges support from the Air
Force Office of Scientific Research (FA9550-18-1-0200).
REFERENCES
[1] K. Taira, S. L. Brunton, S. Dawson, C. W. Rowley, T. Colonius, B. J.
McKeon, O. T. Schmidt, S. Gordeyev, V. Theofilis, and L. S. Ukeiley,
“Modal analysis of fluid flows: An overview,” AIAA Journal, vol. 55,
no. 12, pp. 4013–4041, 2017.
[2] K. Taira, M. S. Hemati, S. L. Brunton, Y. Sun, K. Duraisamy, S. Bagheri,
S. Dawson, and C.-A. Yeh, “Modal analysis of fluid flows: Applications
and outlook,” arXiv preprint arXiv:1903.05750, 2019.
[3] S. L. Brunton and J. N. Kutz, Data-Driven Science and Engineering:
Machine Learning, Dynamical Systems, and Control. Cambridge
University Press, 2019.
[4] G. H. Golub and C. Reinsch, “Singular value decomposition and least
squares solutions,” in Linear Algebra. Springer, 1971, pp. 134–151.
[5] C. Eckart and G. Young, “The approximation of one matrix by another
of lower rank,” Psychometrika, vol. 1, no. 3, pp. 211–218, 1936.
[6] B. Moore, “Principal component analysis in linear systems: Control-
lability, observability, and model reduction,” IEEE Transactions on
Automatic Control, vol. 26, no. 1, pp. 17–32, 1981.
[7] P. J. Schmid, “Dynamic mode decomposition of numerical and experi-
mental data,” Journal of Fluid Mechanics, vol. 656, pp. 5–28, 2010.
[8] C. W. Rowley, I. Mezic´, S. Bagheri, P. Schlatter, and D. S. Henningson,
“Spectral analysis of nonlinear flows,” Journal of Fluid Mechanics, vol.
641, pp. 115–127, 2009.
[9] J. H. Tu, C. W. Rowley, D. M. Luchtenburg, S. L. Brunton, and J. N.
Kutz, “On dynamic mode decomposition: Theory and applications,”
Journal of Computational Dynamics, vol. 1, no. 2, pp. 391–421, 2014.
[10] J. N. Kutz, S. L. Brunton, B. W. Brunton, and J. L. Proctor, Dynamic
Mode Decomposition: Data-Driven Modeling of Complex Systems.
SIAM, 2016.
[11] K. Manohar, B. W. Brunton, J. N. Kutz, and S. L. Brunton, “Data-driven
sparse sensor placement for reconstruction: Demonstrating the benefits
of exploiting known patterns,” IEEE Control Systems, vol. 38, no. 3, pp.
63–86, 2018.
[12] E. Clark, T. Askham, S. L. Brunton, and J. N. Kutz, “Greedy sensor
placement with cost constraints,” IEEE Sensors Journal, vol. 19, no. 7,
pp. 2642–2656, 2018.
[13] K. Manohar, E. Kaiser, S. L. Brunton, and J. N. Kutz, “Optimized
sampling for multiscale dynamics,” Multiscale Modeling & Simulation,
vol. 17, no. 1, pp. 117–136, 2019.
[14] K. Manohar, J. N. Kutz, and S. L. Brunton, “Optimal sensor and
actuator placement using balanced model reduction,” arXiv preprint
arXiv:1812.01574, 2018.
[15] K. Willcox, “Unsteady flow sensing and estimation via the gappy proper
orthogonal decomposition,” Computers & Fluids, vol. 35, no. 2, pp. 208–
226, 2006.
[16] G. Antchev, P. Aspell, I. Atanassov, V. Avati, V. Berardi, M. Berretti,
M. Bozzo, E. Brucken, A. Buzzo, F. Cafagna et al., “The TOTEM
detector at LHC,” Nuclear Instruments and Methods in Physics Re-
search Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment, vol. 617, no. 1-3, pp. 62–66, 2010.
[17] K. Lim, “Method for optimal actuator and sensor placement for large
flexible structures,” Journal of Guidance, Control, and Dynamics,
vol. 15, no. 1, pp. 49–57, 1992.
[18] X. Yang, D. Venturi, C. Chen, C. Chryssostomidis, and G. E. Karni-
adakis, “EOF-based constrained sensor placement and field reconstruc-
tion from noisy ocean measurements: Application to Nantucket Sound,”
Journal of Geophysical Research: Oceans, vol. 115, no. C12, 2010.
[19] L. Liu, S. Wang, D. Liu, Y. Zhang, and Y. Peng, “Entropy-based sensor
selection for condition monitoring and prognostics of aircraft engine,”
Microelectronics Reliability, vol. 55, no. 9-10, pp. 2092–2096, 2015.
[20] K. Manohar, T. Hogan, J. Buttrick, A. G. Banerjee, J. N. Kutz, and
S. L. Brunton, “Predicting shim gaps in aircraft assembly with machine
learning and sparse sensing,” Journal of Manufacturing Systems, vol. 48,
pp. 87–95, 2018.
[21] M. Barrault, Y. Maday, N. C. Nguyen, and A. T. Patera, “An “empirical
interpolation’ method: application to efficient reduced-basis discretiza-
tion of partial differential equations,” Comptes Rendus Mathematique,
vol. 339, no. 9, pp. 667–672, 2004.
[22] S. Chaturantabut and D. C. Sorensen, “Nonlinear model reduction via
discrete empirical interpolation,” SIAM Journal on Scientific Computing,
vol. 32, no. 5, pp. 2737–2764, 2010.
[23] Z. Drmacˇ and S. Gugercin, “A new selection operator for the discrete
empirical interpolation method—improved a priori error bound and
extensions,” SIAM Journal on Scientific Computing, vol. 38, no. 2, pp.
A631–A648, 2016.
[24] E. Liberty, F. Woolfe, P.-G. Martinsson, V. Rokhlin, and M. Tygert,
“Randomized algorithms for the low-rank approximation of matrices,”
Proceedings of the National Academy of Sciences, vol. 104, no. 51, pp.
20 167–20 172, 2007.
[25] N. Halko, P.-G. Martinsson, and J. A. Tropp, “Finding structure with
randomness: Probabilistic algorithms for constructing approximate ma-
trix decompositions,” SIAM Review, vol. 53, no. 2, pp. 217–288, 2011.
[26] A. Krause, A. Singh, and C. Guestrin, “Near-optimal sensor placements
in Gaussian processes: Theory, efficient algorithms and empirical stud-
ies,” Journal of Machine Learning Research, vol. 9, no. Feb, pp. 235–
284, 2008.
[27] J. Ranieri, A. Chebira, and M. Vetterli, “Near-optimal sensor placement
for linear inverse problems,” IEEE Transactions on Signal Processing,
vol. 62, no. 5, pp. 1135–1146, 2014.
[28] A. Krause, C. Guestrin, A. Gupta, and J. Kleinberg, “Near-optimal
sensor placements: Maximizing information while minimizing commu-
nication cost,” in Proceedings of the 5th International Conference on
Information Processing in Sensor Networks. ACM, 2006, pp. 2–10.
[29] A. Krause and C. Guestrin, “Near-optimal observation selection using
submodular functions,” in AAAI, vol. 7, 2007, pp. 1650–1654.
[30] A. Krause, H. B. McMahan, C. Guestrin, and A. Gupta, “Robust sub-
modular observation selection,” Journal of Machine Learning Research,
vol. 9, no. Dec, pp. 2761–2801, 2008.
[31] A. Krause and D. Golovin, “Submodular function maximization.” 2014.
[32] P. Businger and G. H. Golub, “Linear least squares solutions by
Householder transformations,” Numerische Mathematik, vol. 7, no. 3,
pp. 269–276, 1965.
[33] N. K. Dhingra, M. R. Jovanovic´, and Z.-Q. Luo, “An ADMM algorithm
for optimal sensor and actuator selection,” in 53rd IEEE Conference on
Decision and Control. IEEE, 2014, pp. 4039–4044.
ARXIV SUBMISSION 12
[34] U. Mu¨nz, M. Pfister, and P. Wolfrum, “Sensor and actuator placement for
linear systems based on H2 and H∞ optimization,” IEEE Transactions
on Automatic Control, vol. 59, no. 11, pp. 2984–2989, 2014.
[35] T. H. Summers and J. Lygeros, “Optimal sensor and actuator placement
in complex dynamical networks,” IFAC Proceedings Volumes, vol. 47,
no. 3, pp. 3784–3789, 2014.
[36] F. L. Cortesi, T. H. Summers, and J. Lygeros, “Submodularity of energy
related controllability metrics,” in 53rd IEEE Conference on Decision
and Control. IEEE, 2014, pp. 2883–2888.
[37] T. H. Summers, F. L. Cortesi, and J. Lygeros, “On submodularity and
controllability in complex dynamical networks,” IEEE Transactions on
Control of Network Systems, vol. 3, no. 1, pp. 91–101, 2015.
[38] V. Tzoumas, M. A. Rahimian, G. J. Pappas, and A. Jadbabaie, “Minimal
actuator placement with bounds on control effort,” IEEE Transactions
on Control of Network Systems, vol. 3, no. 1, pp. 67–78, 2015.
[39] T. Nestorovic´ and M. Trajkov, “Optimal actuator and sensor placement
based on balanced reduced models,” Mechanical Systems and Signal
Processing, vol. 36, no. 2, pp. 271–289, 2013.
[40] K. Willcox and J. Peraire, “Balanced model reduction via the proper
orthogonal decomposition,” AIAA journal, vol. 40, no. 11, pp. 2323–
2330, 2002.
[41] C. W. Rowley, “Model reduction for fluids, using balanced proper
orthogonal decomposition,” International Journal of Bifurcation and
Chaos, vol. 15, no. 03, pp. 997–1013, 2005.
[42] J. L. Proctor, S. L. Brunton, and J. N. Kutz, “Dynamic mode decom-
position with control,” SIAM Journal on Applied Dynamical Systems,
vol. 15, no. 1, pp. 142–161, 2016.
[43] B. Kramer, P. Grover, P. Boufounos, S. Nabi, and M. Benosman, “Sparse
sensing and dmd-based identification of flow regimes and bifurcations in
complex flows,” SIAM Journal on Applied Dynamical Systems, vol. 16,
no. 2, pp. 1164–1196, 2017.
[44] I. Mezic, “Analysis of fluid flows via spectral properties of the Koopman
operator,” Annual Review of Fluid Mechanics, vol. 45, pp. 357–378,
2013.
[45] M. R. Jovanovic´, P. J. Schmid, and J. W. Nichols, “Sparsity-promoting
dynamic mode decomposition,” Physics of Fluids, vol. 26, no. 2, p.
024103, 2014.
[46] S. L. Brunton, J. L. Proctor, J. H. Tu, and J. N. Kutz, “Compressed
sensing and dynamic mode decomposition.” Journal of Computational
Dynamics, vol. 2, no. 2, 2015.
[47] F. Gue´niat, L. Mathelin, and L. R. Pastur, “A dynamic mode decompo-
sition approach for large and arbitrarily sampled systems,” Physics of
Fluids, vol. 27, no. 2, p. 025113, 2015.
[48] J. H. Tu, C. W. Rowley, J. N. Kutz, and J. K. Shang, “Spectral analysis
of fluid flows using sub-nyquist-rate PIV data,” Experiments in Fluids,
vol. 55, no. 9, p. 1805, 2014.
[49] T. Askham and J. N. Kutz, “Variable projection methods for an
optimized dynamic mode decomposition,” SIAM Journal on Applied
Dynamical Systems, vol. 17, no. 1, pp. 380–416, 2018.
[50] “NOAA optimal interpolation (OI) sea surface temperature (SST) v2.”
[Online]. Available: https://www.esrl.noaa.gov/psd/
[51] V. Banzon, T. M. Smith, T. M. Chin, C. Liu, and W. Hankins, “A long-
term record of blended satellite and in situ sea-surface temperature for
climate monitoring, modeling and environmental studies,” Earth System
Science Data, vol. 8, no. 1, pp. 165–176, 2016. [Online]. Available:
http://www.earth-syst-sci-data.net/8/165/2016/
[52] R. W. Reynolds, T. M. Smith, C. Liu, D. B. Chelton, K. S. Casey, and
M. G. Schlax, “Daily high-resolution-blended analyses for sea surface
temperature,” Journal of Climate, vol. 20, no. 22, pp. 5473–5496, 2007.
[53] M. Gavish and D. L. Donoho, “The optimal hard threshold for singular
values is 4/
√
3,” IEEE Transactions on Information Theory, vol. 60,
no. 8, pp. 5040–5053, 2014.
[54] B. Peherstorfer, Z. Drmacˇ, and S. Gugercin, “Stabilizing discrete empiri-
cal interpolation via randomized and deterministic oversampling,” arXiv
preprint arXiv:1808.10473, 2018.
[55] E. J. Cande`s, J. Romberg, and T. Tao, “Robust uncertainty principles:
Exact signal reconstruction from highly incomplete frequency informa-
tion,” IEEE Transactions on Information Theory, vol. 52, no. 2, pp.
489–509, 2006.
[56] R. E. Arndt, D. Long, and M. N. Glauser, “The proper orthogonal
decomposition of pressure fluctuations surrounding a turbulent jet,”
Journal of Fluid Mechanics, vol. 340, pp. 1–33, 1997.
[57] J. Taylor and M. N. Glauser, “Towards practical flow sensing and
control via pod and lse based low-dimensional tools,” Journal of Fluids
Engineering, vol. 126, no. 3, pp. 337–345, 2004.
[58] L. Cattafesta, F. Alvi, D. Williams, and C. Rowley, “Review of active
control of flow-induced cavity oscillations,” in 33rd AIAA Fluid Dynam-
ics Conference and Exhibit, 2003, p. 3567.
[59] C. W. Rowley and D. R. Williams, “Dynamics and control of high-
reynolds-number flow over open cavities,” Annual Review of Fluid
Mechanics, vol. 38, pp. 251–276, 2006.
Emily Clark received the B.S. degree in physics
from Bates College, Lewiston, ME, in 2015. She is
a Ph.D. candidate of physics at the University of
Washington.
J. Nathan Kutz (Member, IEEE) received the
B.S. degrees in physics and mathematics from the
University of Washington, Seattle, WA, in 1990,
and the Ph.D. degree in applied mathematics from
Northwestern University, Evanston, IL, in 1994. He
is currently a Professor of applied mathematics, ad-
junct professor of physics and electrical engineering,
and a senior data science fellow with the eScience
institute at the University of Washington.
Steven L. Brunton (Senior Member, IEEE) received
the B.S. degree in mathematics with a minor in
control and dynamical systems from the California
Institute of Technology, Pasadena, CA, in 2006,
and the Ph.D. degree in mechanical and aerospace
engineering from Princeton University, Princeton,
NJ, in 2012. He is an Associate Professor of mechan-
ical engineering and a data science fellow with the
eScience institute at the University of Washington.
