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Abstract—In this study, we analyze index modulation (IM)
based on circularly-shifted chirps (CSCs) for dual-function radar
& communication (DFRC) systems. We develop a maximum like-
lihood (ML) range estimator that considers multiple scatters. To
improve the correlation properties of the transmitted waveform
and estimation accuracy, we propose index separation (IS) which
separates the CSCs apart in time. We theoretically show that the
separation can be large under certain conditions without losing
the spectral efficiency (SE). Our numerical results show that
the IS combined ML and linear minimum mean square error
(LMMSE)-based estimators can provide approximately 3 dB
signal-to-noise ratio (SNR) gain in some cases while improving
estimation accuracy substantially without causing any bit-error
ratio (BER) degradation at the communication receiver.
Index Terms—Chirps, DFRC, DFT-spread OFDM, PMEPR
I. INTRODUCTION
The convergence of communication and radar functionalities
within one wireless system addresses the under-utilized radar
spectrum and the co-existence between radars and commu-
nication networks [1]. It also offers a new framework for
wireless sensing applications such as gesture recognition and
behavior prediction [2], [3]. On the other hand, it causes a
trade-off between communications and radar as the resources
may need to be shared between two applications. One way
to circumvent this issue is to exploit communication signals
for radar. However, the communication signals can deteriorate
the accuracy of the estimation algorithms since their time and
frequency characteristics are functions of the information bits
[1]. In this study, we address this issue through circularly-
shifted chirps (CSCs) and index modulation (IM).
In the literature, various techniques have been investigated
to successfully employ communication signals for radar ap-
plications. For example, in [4], orthogonal frequency division
multiplexing (OFDM) is considered for simultaneous radar
and communications, and several range profiles are demon-
strated. In [5] and [6], maximum likelihood (ML)-based range
and velocity estimators for a single target are developed
to achieve a finer resolution with OFDM-based radar with
arbitrary phase-shift keying (PSK)-symbols and its implemen-
tation aspects are discussed. In [7], a generalized multicarrier
model is investigated for radar, and time/frequency diversity
techniques are evaluated. The issue of high peak-to-mean
envelope power ratio (PMEPR) of multicarrier waveforms is
also mentioned. An iterative algorithm based on filtering and
clipping [8] is investigated in [9] to reduce the PMEPR at
a cost of the distorted correlation function of the transmitted
waveform. In [10], arbitrary sequences are sent through the
unused subcarriers in an OFDM system for radar functionality.
In [11], the coexistence of frequency-modulated continuous-
wave (FMCW) radars and communication systems are ana-
lyzed and a distributed networking protocol for interference
mitigation is proposed. In [12], FMCW and OFDM waveform
are transmitted simultaneously (i.e., transmit power is shared)
and the fixed FMCW is utilized as a reference symbol to
estimate velocity and range. IM, originally proposed in [13]
for energy-efficient communications, has been considered and
extended to multiple antennas in several works, e.g., [14]–
[16] for dual-function radar & communication (DFRC) ap-
plications. In [15] and [16], IM is utilized with a multi-input
multi-output (MIMO) radar by selecting a subset of subcarriers
and/or transmit antennas. In [16], a minimal degradation at
the radar receiver (RXr) with IM is emphasized by comparing
it with OFDM. In [17], complementary sequences (CSs) in
IEEE 802.11ad single carrier preamble are utilized for wireless
sensing. To the best of our knowledge, CSCs with IM have
not been investigated rigorously for DFRC in the literature.
In this study, we consider the scheme proposed in [18],
which limits the PMEPR theoretically and allows to one gener-
ate arbitrary CSCs by introducing a special frequency-domain
spectral shaping (FDSS) to discrete Fourier transform-spread
orthogonal frequency division multiplexing (DFT-s-OFDM)
adopted in 3GPP Fifth Generation (5G) New Radio (NR)
[19]. We first develop an ML range estimator that considers
multiple targets. We then discuss how to remove the impact
of the waveform for accurate range estimation. To eliminate
the spikes due to the multiple-chirp transmission within the
estimation range, we propose index separation (IS) that ensures
that the chirps are well-separated in time. We theoretically
obtain the limit of separation that does not reduce the spectral
efficiency (SE). We show that IS not only improves the
estimation accuracy but also improves the performance at the
communication receiver (RXc) through numerical analyses.
The rest of the paper is organized as follows. In Section
II, we outline our system model. In Section III, we discuss
estimation algorithms and the IS. In Section IV, we provide
our numerical results. We conclude the paper in Section V.
Notation: The sets of complex numbers, real numbers, and
positive integers are denoted by C, R, and Z+, respectively.
Complex conjugation is denoted by (·)∗. The constants j and
e denote
√−1 and Euler number, respectively.
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Figure 1. DFRC scenario and the corresponding timing diagram for the
transmitted signal and the radar return for two targets.
II. SYSTEM MODEL
A. Scenario
Consider a DFRC scenario where a base station (BS) broad-
casts p information bits to users while utilizing the same signal
for radar functionality as illustrated in Figure 1. To resolve the
angle information of the reflected paths while broadcasting
information, we assume that the BS utilizes a wider antenna
aperture θTX at the transmitter (TX) as compared to the RXr
antenna aperture θRX and sweeps the RXr beam to different
directions [20]. In this study, we assume that the BS operates
in full-duplex mode [21] and the TX and RXr at the BS are
synchronized in time, i.e., the RXr knows when the TX starts
transmission.
Let αi ∈ R and ri ∈ R be the path gain of the path TX-
to-ith target-to-RXr and the distance between the ith target
and BS, respectively. By assuming a low-velocity environment
(e.g., an indoor environment) as compared to the duration
of the transmitted waveforms, we express the time-invariant
impulse response of the channel as
h (τ) =
R∑
i=1
αiδ (τ − τi) , (1)
where τi = 2ri/c and τi ≤ τi+1, R is the number of
reflections, and c is the speed of light. Our goal is to estimate
{ri} while using the same signal for broadcasting information.
We assume that the maximum number of detectable targets is
known at the receiver.
B. Modulation and Waveform
In this study, we utilize the scheme proposed in [18] as
DFRC waveform. In this scheme, p information bits are first
grouped into two parts: p1 selector bits to choose L distinct
chirps from a set W = {Bm(t)|m = 0, 1, . . .,M − 1} and p2
bits for L differentH-PSK symbols. Let I = {i0, i1, . . ., iL−1}
and S = {s0, s1, . . ., sL−1} be the sets of indices of selected
chirps and the corresponding H-PSK symbols, respectively.
The complex baseband signal p (t) can then be expressed as
p (t) =
1√
L
L−1∑
ℓ=0
sℓBiℓ(t) , (2)
where Bm(t) = ejψm(t) is the mth circular translation of an
arbitrary band-limited function with the duration Tchirp, where
τm = m/M × Tchirp is the amount of circular shift for m =
{0, 1, . . .,M − 1} and the maximum frequency deviation of
Bm(t) around the carrier frequency is D/2Tchirp. Since L
indices can be chosen from M indices in
(
M
L
)
ways and L
H-PSK symbols are utilized, the scheme allows p = p1 + p2
information bits to be transmitted, where p1 = ⌊log2
((
M
L
))⌋
and p2 = L log2(H).
By using Fourier series, we can approximately express
Bm(t) as
Bm(t) ≈
Lu∑
k=Ld
cke
j2πk t−τm
Tchirp , (3)
where Ld < 0 and Lu > 0, and ck is the kth Fourier coefficient
of B0(t). The approximation in (3) is accurate for Ld < −D/2
and Lu > D/2 since Bτm(t) is a band-limited function. By
sampling p (t) with the period of Tsample = 1/fsample =
Tchirp/N , (2) can be approximately expressed in discrete time
as [19]
p [n] =
1√
L
Lu∑
k=Ld
ck
M−1∑
m=0
dme
−j2πkm
M
︸ ︷︷ ︸
M-point DFT︸ ︷︷ ︸
Frequency-domain spectral shaping
ej2πk
n
N
︸ ︷︷ ︸
N -point IDFT with zero-padding
, (4)
where diℓ = sℓ, di/∈I = 0, and N > M = Lu −Ld + 1 > D.
Therefore, (2) can be implemented with a DFT-s-OFDM trans-
mitter with an FDSS that leads to chirps and demodulated with
a typical DFT-s-OFDM receiver as shown in Figure 2. To fa-
cilitate the equalization at the RXc, we prepend a cyclic prefix
(CP) to the symbol with the duration of TCP = NCPTsample,
where NCP is the number of samples in the CP duration.
Note that this scheme results in a signal where its PMEPR is
always equal or less than 10 log10(L) dB and leads to CSs for
L = 2 [18]. Also, ck is given in closed-form by using Fresnel
integrals and Bessel functions for linear and sinusoidal chirps
in [19], respectively.
At the RXr, we assume τR ≤ TCP and an ideal
phase/frequency synchronization between the TX and RXr
carriers (e.g., fed through the same oscillator). After removing
the CP and applying discrete Fourier transform (DFT), the
received signal can be expressed as
bk = Hkck
M−1∑
m=0
dme
−j2πkm
M ej2πk
n
N + ηn , (5)
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Figure 2. Transmitter and receiver block diagrams, and an signal synthesized with the transmitter for L = 4 chirps.
where ηn is zero-mean additive white Gaussian noise (AWGN)
with the variance of σ2n and Hk is the channel frequency
response (CFR) given by
Hk =
∫
h (τ) e−j2πfτdτ
∣∣∣
f=fc+
k
Tchirp
(6)
=
R∑
i=1
αie
−j2πfcτie
−j2πk
τi
Tchirp , (7)
Based on our system model, the maximum range is equal to
c× TCP/2 meters.
III. RANGE ESTIMATION WITH INDEX-MODULATED CSCS
The received symbols in (5) can be re-expressed as
b = diag{c}diag{DMd}︸ ︷︷ ︸
W,diag{w}
h+ n , (8)
where bT = [bLd , . . ., bLu], c
T = [cLd , . . ., cLu], DM is
the M -point DFT matrix, dT = [dLd , . . ., dLu ], n
T =
[ηLd , ηLd+1, . . ., ηLu ], w
T = [wLd , . . ., wLu ] is the response
of the waveform in the frequency, and hT = [HLd , . . ., HLu ]
which can be expressed as
h = Ta , (9)
where T = [tτ1 tτ2 · · · tτR ] ∈ CM×R is the delay matrix
and tτi = e
−j2πfcτi × [e−j2πLd
τi
Tchirp , · · · , e−j2πLu
τi
Tchirp ], and
a = [α1, α2, . . ., αR]. For our DFRC scenario, the sets S and
I are available at the RXr. Therefore, the symbols on the
subcarriers, i.e., w, can be used as reference symbols. Hence,
in AWGN channel, the ML-based delay estimation problem
can be expressed as
{τ˜i, α˜i} = arg min
{τ˙i,α˙i}
i=1,. . .,R
‖b−WT˙a˙‖22
= arg min
{τ˙i,α˙i}
i=1,. . .,R
‖WT˙a˙‖22 − 2ℜ{a˙HT˙HWHb} .
(10)
For a single target, (10) can be reduced to
τ˜1 = argmax
τ˙1
|ℜ{tτ˙1HWHb}| , (11)
where α˜1 = ℜ{tτ˜1HWHb}/(wHw) by equating the deriva-
tive of cost function with respect to τ˙1 and α˙1 to zeros. The
absolute value in (11) is due to the fact that α1 can be negative
or positive. The solution of (11) corresponds to the optimum
matched filter (MF) and the objective function can be evaluated
via a computer search. Note that tτ˜i is a function of the
carrier frequency. Thus, the search should consider narrow
enough steps to obtain the maximum. In this study, we utilize a
refinement procure that increases the number of points around
the coarse estimate point.
The solution of (10) is not trivial for R > 1. Therefore, we
utilize (11) and consider an iterative procedure by subtracting
the information related to (n− 1)th target from the signal as
b
(n) = b(n−1) − α˜n−1Wtτ˜n−1 , (12)
where b(1) = b. After τ˜i is estimated, the corresponding range
can be obtained as r˜i = τ˜i × c/2.
The reward function in (11) is a function of the waveform.
Since we transmit multiple CSCs in our scheme, additional
spikes occur in the auto-correlation function of the wave-
form depending on the indices of selected chirps. Hence,
the reward function in (11) can be high at different values
of τ˙1 for L > 1 although there is a single target. On the
other hand, the successful cancellation of the (n-1)th reflected
signal in (12) relies on the accurate estimate of the reflection
coefficient. Where there are multiple targets, this issue can
cause an inaccurate estimation of the reflection coefficient. In
addition, remaining spikes under inaccurate cancellation can
also degrade the accuracy of the delay estimation for the next
target. To address this problem, we investigate two solutions:
the IS unique to the investigated scheme and the utilization
of the linear minimum mean square error (LMMSE)-based
channel estimate for the range estimation.
A. Solution 1: Index Separation
The IS mitigates the impact of waveform on the range
estimation by constraining the scheme in [18] such that
CSCs are sufficiently separated apart in time. Let D(ii, ij) ,
min(|ii−ij|,M−|ii−ij|) be the distance between two indices.
As discussed in Section II, the maximum detection range
depends on NCP. Therefore, if D(ii, ij) > NCP×M/N holds
true for any combination, no spike due to the simultaneous
transmission of chirps occurs within the duration of CP.
Let C denote the cardinality of the set consisting of all index
combinations where D(ii, ij) ≥ S for i, j ∈ 1, 2, . . ., L where
S is the minimum distance between two selected indices.
Theorem 1. For L = 2, C = (M2 )−M(S − 1) .
Proof. D(ii, ij) ≥ S implies that S ≤ |ii − ij | ≤ (M − S).
On the other hand, the number of {ii, ij} combinations
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Figure 3. Smax versus M . The distance between two indices can be as large
as M/4 without losing SE.
for |ii − ij| = a is M − a. Hence, the total number of
{ii, ij} combinations for D(ii, ij) ≥ S is then equal to
C =∑M−Sa=S (M − a) = (M2 )−M(S − 1).
We do not have a closed-form solution of C for L > 2. Note
that the number of spikes in the auto-correlation function of
the transmitter waveform and the PMEPR of p (t) increase
with L. With this concern in mind, we limit our focus on
L = {2} for the IS in this study.
For a given S, the SE of the investigated scheme can be
calculated as ρ = ⌊log2(C ×HL)⌋/M . Hence, one interesting
question is that what is the largest S such that the SE still
remains at the maximum for S = 1 and L = 2? Theorem 1
provides insight into the largest S as follows:
Corollary 2. Let ⌊log2
(
M
2
)⌋ = ⌊log2 C⌋. For L = 2, S ≤
Smax , ⌊1 + (
M
2 )−2
⌊log2(M2 )⌋
M ⌋ .
Proof. If ⌊log2
(
M
2
)⌋ = ⌊log2 C⌋, log2 C ≥ ⌊log2 (M2 )⌋ must
hold. Hence, C ≥ 2⌊log2 (M2 )⌋. By using Theorem 1, it can be
written as
C =
(
M
2
)
−M(S − 1) ≥ 2⌊log2 (M2 )⌋ . (13)
The inequality (13) can be rearranged as S ≤ 1 +
(M2 )−2
⌊log2 (M2 )⌋
M , which implies that S ≤ Smax.
In Figure 3, we plot Smax for a given M . The surprising
result is that the distance between indices can be as large as
M/4 without losing SE. For instance, for M = 2k, where
k ∈ Z+, Smax reaches its maximum value, i.e., Smax = M/4.
On the other hand, we observe abrupt changes in Smax for
different values of M . For example, Smax becomes minimum,
i.e., Smax = 1, for M = 2k + 1. This behavior is due to the
fact that the number of bits that can be transmitted through
the chirp indices increases by 1 if M = 2k increases by 1.
The IS guarantees a zone where the auto-correlation of the
transmitted waveform is low, which improves the accuracy of
the reflection coefficient estimation. The duration of the zone
can be equal to a typical CP size, e.g., N/4, for certain values
of M as Smax/M = NCP/N can be maintained.
The IS can also improve the RXr performance since it
restricts the valid index combinations and reduce the inter-
ference between chirps when the MF is employed at the
receiver. Assuming that FDSS is available at the RXr, the
received symbols in the frequency are first multiplied with
the conjugate of the composite response (i.e., {H∗kc∗k}). The
inverse DFT (IDFT) of the processed vector is then calculated.
Let (d˜0, d˜1, . . ., d˜M−1) be the modulation symbols after IDFT.
The ML detector exploiting the IS for L = 2 can be given by
{{mˆ, nˆ}, sˆ1, sˆ2} = arg max
{m,n},s˙1,s˙2
D(m,n)≥S
ℜ
{
d˜ms˙
∗
1 + d˜ns˙
∗
2
}
, (14)
where D(m,n) ≥ S reduces the search space. A low-
complexity implementation of (14) can be done as follows:
1) Obtain {i, k} that maximizes ℜ{d˜ie−j2πk/H} for i ∈
{0, 1, . . .,M − 1} and k ∈ {0, 1, . . ., H − 1} for the first index
and the corresponding PSK symbol. 2) Evaluate the same
function all other indices such that D(i, n) ≥ S for detecting
the second index and the PSK symbol.
B. Solution 2: LMMSE-Based Channel Estimation
Another solution is to remove the impact of the waveform
by using the LMMSE estimate of h, i.e., h˜ = WH(WWH+
σ2nI)
−1
b in the range estimation, rather than the vector WHb.
For a single target, the ML estimate of τ˜1 can then be obtained
as
τ˜1 = argmax
τ˙1
|ℜ{tτ˙1HWH(WWH + σ2nI)−1b}| , (15)
where α˜1 = ℜ{tτ˜1HWHb}/(wHw+σ2n). For multiple targets,
we also consider the iterative procedure in (12).
The main disadvantage of this method is the signal-to-noise
ratio (SNR) degradation as compared to ML as demonstrated
in the numerical results in Section IV. This solution has no
impact on DFRC waveform design. On the other hand, it can
also be utilized with IS to improve the estimation accuracy.
IV. NUMERICAL RESULTS
In this section, we consider IEEE 802.11ay OFDM mode
with 4 channels, where the center frequency is fc = 64.8 GHz,
fsample = 10.56 Gsps, N = 2048, NCP = 512, which lead to
Tchirp ≈ 194 ns and TCP ≈ 48.48 ns. We assume that M =
1448, Lu = 724, Ld = −723, and D = 1300. Therefore, the
bandwidth of the signal is approximately 6.7 GHz and Smax
is equal to 362. The maximum range of the radar is 7.27 m.
We set H = 2. Therefore, p = 11, 21, and 41 information bits
are transmitted for L = 1, 2, and 4 chirps, respectively.
A. Radar Performance
We consider two scenarios for evaluating RXr performance.
In the first scenario, a single target is assumed. Its location is
drawn from a uniform distribution between 0.5 m and 6.5 m
and the reflection coefficient is set to −1 considering the phase
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Figure 4. Impact of IS and MMSE on the RMSE versus SNR curves for different cases with CSCs.
change for the reflected signal [22]. For the second scenario,
we consider two targets. While the first target is located at
between 1.3 m and 3.3 m with the reflection coefficient of
-1, the second target is between 3.6 m and 5.6 m with the
reflection coefficient of -0.5.
In Figure 4, we provide the root-mean-square error (RMSE)
versus SNR curves with linear and sinusoidal chirps for
L = {2, 4}. In Figure 4(a)-4(c), we observe substantial im-
provements in both SNR and/or accuracy when ML estimation
is combined with IS. Since the IS eliminates the combinations
where two indices are closed to each other, it avoids the spikes
due to the waveform within the desired range. For Scenario
1, as shown in Figure 4(a), it provides approximately 3 dB
SNR gain at low SNRs. Since there is only one target in this
scenario, the cancellation in (12) does not occur. Therefore,
there is no difference in terms of accuracy at high SNR among
the methods. IS also provides SNR gain when it is utilized with
LMMSE-based method. For Scenario 2, as in Figure 4(b), the
IS improves the accuracy as the reflection coefficients are esti-
mated more accurately. LMMSE also improves the accuracy at
the expense of a large SNR loss. In Figure 4(c), we repeat the
simulation for sinusoidal chirps. Without removing the impact
of the waveform, the RMSE increases dramatically. However,
the accuracy improves with LMMSE-based estimation or IS.
In Figure 4(d), we analyze the impact of L = 4 chirps on
RMSE without IS. LMMSE-based estimation is superior to
the one with ML in terms of accuracy for Scenario 2 while it
causes 2-3 dB SNR loss for Scenario 1.
B. Communication Performance
In Figure 5, the impact of IS on error-rate is analyzed for
linear and sinusoidal chirps under AWGN channel and fading
channel (i.e., three paths where the power delay profile is 0 dB,
-10 dB, -20 dB at 0 ns, 10 ns, and 20 ns with Rician factors of
10, 0, and 0, respectively). In both configurations, block-error
rate (BLER) and bit-error ratio (BER) improve slightly (i.e.,
0.3 dB) when IS is employed.
We also measurement maximum PMEPR for linear and
sinusoidal chirps for L = {1, 2, 4}. While the maximum
PMEPRs are 2.7, 4.6, and 6.6 dB for linear chirps, they are 0,
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Figure 5. RXc performance with and without the IS.
3 and 6 dB for sinusoidal chirps for L = {1, 2, 4}, respectively.
The reason why linear chirp diverges from the theoretical limit
is the heavy truncation of FDSS in the frequency domain [18].
V. CONCLUSION
In this study, we analyze CSCs for DFRC systems and
develop various range estimators for multiple targets. As the
main contribution, we propose IS which separates the CSCs
apart in time. We theoretically obtain the maximum separation
for L = 2 without sacrificing SE. The limit indicates that the
separation can be large under certain conditions. With numer-
ical results, we show that the IS combined ML and LMMSE
can provide approximately 3 dB SNR gain while improving
estimation accuracy substantially. Also, we demonstrate that IS
can slightly improve the BER performance. As future work,
the study will be extended by considering the mobility in the
environment with a realistic reflection model and multiple TX
and RXrs into account through a bi-static radar configuration.
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