Abstract. In this paper, we show that lattice reduction is a very powerful tool to nd collision in knapsack based compression-functions and hash-functions. In particular, it can be used to break the knapsack based hash-function that was introduced by Damgard 3] 
Introduction
The knapsack problem, is a well-know NP-complete problem that can quite easily be used to construct cryptosystems or hash-functions. Thus many cryptographic functions have been based on this problem, however, lattice reduction is a very powerful tool to break knapsack-based cryptosystems. This was shown by Lagarias and Odlyzko 5] , and their result was improved by Coster and al in 2] .
In this article, we show that lattice reduction can also be used to nd collisions in knapsack-based compression-functions. And we apply this tool to Damgard's hash-function based on such a knapsack compression function. A completely di erent kind of attack was already presented by P. Camion and J. Patarin in 1], however, it was not implemented, and it permitted to nd collisions in the compression function rather than in the full hash function.
Throughout this paper, in order to simplify the analysis of the problem, we suppose that we are granted access to a lattice reduction oracle, that given any lattice produces a shortest vector in this lattice. In practice, this oracle will be replaced either by the LLL algorithm 6] or a blockwise Korkine-Zolatarev algorithm 7]. This approach, which enables us to focus on the reduction of collision search to lattice reduction, without needing to worry about the state of the art in lattice reduction algorithms, is also used in 2].
First approach to the reduction technique
In this section, we de ne a lattice associated to a given knapsack-based compressionfunction in such a way that collisions correspond to short vectors.
Let us now make a few notations precise, before describing the reduction technique. Given any set of n integers, a 1 , : : :, a n , we can de ne a integer valued function which given any vector x in f0; 1g n computes S(x) = P n i=1 a i x i . We can also de ne the density of S, d = n maxi ai . Then = 1=d is the compression rate of the compression function S, since S transform n bits into n + log 2 (n) bits. In the sequel, in order to simplify the analysis, we want to ignore the log 2 (n) term, thus we will work with modular knapsacks instead of usual knapsacks. However, similar results can be obtained in the non-modular case, as will be shown in the full paper. In this paper, we use the same approach as in Coster's analysis of the Lagarias-Odlyzko attack, more precisely, we x a value for we let m = b ne and choose for the a i random values lower than 2 m . As n tends toward in nity, this generating process models random knapsacks of compression rate . These knapsack are then considered modulo 2 m .
In order to search collisions in such a modular knapsack, we reduce the following lattice: In general, we cannot show that the shortest vector will be of the proper type, we actually expect that the probability for such a vector to occur, tends exponentially fast towards 0. However, we show in the next section, that using a lattice reduction oracle, we can nd collisions in a knapsack compression function, must faster than by exhaustive search or a birthday paradox attack. We also show that in small dimensions, the na ve algorithm works in practice by giving experimental result on the success rate of the non-modular na ve algorithm using LLL, or a blockwise Korkine-Zolotarev reduction algorithm in place of the lattice reduction oracle.
In this section, we show how to compute the average size of a collision for the kind of knapsacks we are looking at. Let us consider random knapsacks of n elements and xed compression rate , we have: A collision is expected for N > 2 n , thus leading to the above lemma. This proof can be made precise, and will be presented in 4].
Finding collisions using a lattice reduction oracle
Given a random knapsack of size n and compression rate , we know that almost surely it contains a collision of size (L( ) + )n. Suppose now, that we can guess n non zero elements of such a collision, then we can form another random modular knapsack by replacing the n elements involved in the guess by their ponderated sum modulo 2 m . We thus obtain a modular knapsack containing Transposing the main argument from Lagarias-Odlyzko, we can show that with a probability tending exponentially fast towards 1, this vector is the shortest existing in the lattice B 0 , as soon as the density of the new knapsack is smaller than a function of the relative size of the short vector in the new knapsack. This relative size is:
; and the density is:
Since the condition from Lagarias-Odlyzko involves complicated functions, we can't give a close form for the solution. However, we have computed the graph of as a function of , see gure 4 for the curve corresponding to the limiting case = 0.
We can now derive an semi-exhaustive search algorithm,where we try random subsets of size n, and all partitions of these subsets into 1s and ?1s. The probability for a random subset to be part of a xed collision of size L( )n (we are still considering the case = 0) is roughly 2 n , where is a function of (see gure 4). Thus this semi-exhaustive algorithme costs O(2 ( + )n ) steps, where each step is a call to the lattice reduction oracle. In the worst case, when = 1, this yields a running time of approximately O(2 n=1000 ) steps. This proves that in the general case, searching a collision in a knapsack problem is much more e cient using lattice reduction than using a birthday paradox attack (O(2 n=2 ) steps). On the other hand, this is still an exponential time algorithm.
Practical results in small size
Looking at the results of the previous section, it is tempting to forget that we are dealing with asymptotic results, and to look what happen if we substitute nite values for n in the formulaes. Moreover, as long as n stays below 1, we can argue that there is no need to guess the missing bit and hope that a single lattice reduction will nd a collision.
In this section we give a table of practical results, using the worst case compression rate 1, and various lattice reduction algorithms, namely LLL and Blockwise Korkine-Zolotarev reduction with blocs of size 10 and 20. These results concern non-modular knapsacks, and thus use the following lattice: The tables in gures 5, 5 and 5 contain success rate and average user running times on a Sun sparcstation for knapsacks with compression rate 1, i.e. for worst case compression knapsacks. For each choice of dimension and algorithm, the success rate and running are averaged over 10 random knapsacks. These tables show that using LLL, we can nd collisions with non-negligible success rate up to dimension 60, with BKZ10 up to dimension 90 and with BKZ20 up to dimension 105. In 3], Damgard proposed to base an hash function on a knapsack compression function using 256 non modular numbers of size 120 bits. This roughly corresponds to a compression rate of 1=2. However, in general, nding collisions for a hash function is harder than in for the corresponding compression function, because the rst half of the data entering the compression function is either a xed initialisation value or the result of previous rounds of the hash functions. Luckily, here we can get rid of this problem, by removing the rst half of the knapsack. We thus get a compression function with compression rate roughly 1. However, according to our analysis, it is still possible to nd collision in a compression function involving 128 numbers of 120 bits.
The main problem in order to implement this attack against Damgard hash- function is to nd a suitable lattice reduction algorithm. We know from the previous section that BKZ20 is not strong enough in this case, and BKZ reduction with larger blocks is too slow. Luckily, C.P. Schnorr and M. Euchner have presented in their paper 7], a very e cient lattice reduction algorithm called pruned blockwise Korkine-Zolotarev reduction. We have slightly modi ed the algorithm in order to tune it for the lattices we are dealing with, and we also introduced a limit on the running time of the program. Tests were performed both on the Sun sparcstation 10 and on an IBM RS6000 model 590 which is roughly 1:7 times faster. We used time limit 1h and 4h on the IBM and 24h on the sparcstation (this correspond roughly to 14h on the IBM). We obtained the following success rates: Time limit # trials # success rate 1h 100 3 0.03 4h 100 10 0.10 14h 30 8 0.27 This clearly that collisions can be found in Damgard's hash-function.
