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1 Introduction

Cooperative learning is ecient. It is well-known
that when students help each other by studying in
(well-organized and well-monitored) small groups, then
they learn faster and more eciently than when they
study in a (more traditional) individual manner. Cooperative learning is widely spread in Japan, and it has
been re-invented and actively used in the USA (see,
e.g., 4, 5] and references therein).

In spite of empirical success of cooperative
learning, there are few theoretical explanations.
There is a lot of literature on cooperative learning. The
corresponding statistics shows that cooperative learning (if properly administered) is indeed better, and provides the empirical recommendations on how to choose
the optimal parameters of cooperative learning. For
example:
the optimal group size is around 2 or 3, and
the optimal percentage of class time spent on cooperative mode of learning is around 60%.
There are, however, no theoretical models which would
explain this empirical data.

Our results. We show that the combination of

fuzzy and non-fuzzy techniques can design such models.
Namely, we do the following:
rst, we use the dynamical system model to provide a simple explanation of why cooperative
learning is more ecient

second, we use the ideas from a fuzzy explanation
of golden proportion 8] to explain why allocating
60% of class time to cooperative learning is the
optimal strategy
nally, we use the general geometric symmetry
approach developed in 11] (approach that explains the most frequently used fuzzy and neural
heuristics) to nd the optimal student placement
and thus, to show that groups of 2 or 3 are indeed
optimal.

2 Dynamical system model explains why
cooperative learning is more ecient
At rst glance, it may seem that cooperative learning, in which students learn from each other as they
study, is not necessarily a good idea: it is better to
learn from a knowledgeable professor than from a fellow student who is approximately at the same level of
knowledge (and who denitely knows much less than
a professor). However, experiments show that when
implemented appropriately, cooperative learning does
help. Why?
In this section, we will show that even the simplest dynamical system models explain why cooperative learning is more ecient. We will start with an oversimplied linear model, and then show that in a more realistic
model, cooperative learning is indeed more ecient.

Learning as a dynamical system. Before we start

the explanations, let us describe why dynamical system
models are indeed a good description of the learning
process.
A dynamical system is a general mathematical description of systems which change in time. Learning, by definition, means changing the state of student's knowledge, so it is very natural to use dynamical systems to
describe learning.
Learning means changing the original state s0 of the
learner's mind into a desired \learned" state s = f(s0 ).
Learning consists of several \elementary steps" such a
memorizing, testing, listening, etc. There is only so
much that can be achieved via one \learning step": we
can learn a simple fact or a simple algorithm in one
step, but most frequently, we need a sequence of steps
to learn.
First, we describe the class F of functions which can
be achieved in a single learning step. Functions f belonging to this class can be learned in a single step. If
the desired function f does not belong to the class F ,
but we can try to learn this function in two steps. If
we choose a rst step which corresponds to a function
g, and a second step which corresponds to a function
h, then:
the original state s(0) = s0 is transformed rst
into state s(1) = g(s0 ), and
then into a state s(2) = h(s(1)) = h(g(s0 )) which
corresponds to the function f(s) = g(h(s)).
Thus, in two steps, we can implement all functions
which can be represented as compositions of two onestep functions. Similarly, in three steps, we can implement all functions which can be represented as compositions of three one-step functions, etc.

Cooperative learning as a dynamical system.

How can we represent cooperative learning in this
framework? Cooperative learning means that the next
step of each learner depends not only on the previous
state of this particular learner, but also on the previous
state of all other learners. Thus, if we have p cooperating learners, and we want to describe how their states
s1  : : : sp change in time, from the states si (t) at the
moment of time t to the states si (t + 1) at the next
moment of time t + 1, we must describe p functions of
p variables: si (t + 1) = fi (s1 (t) : : : sp (t)). So, to analyze the possibilities of cooperative learning, we must
describe the class Fp of functions of p state variables
(as opposed to functions of one state variable for noncooperative learning).
We will show that this cooperation can indeed improve
the learning ability, even if we want all the learners to
learn the same material (or the same skills), i.e., if we
want them to learn the same transformation s0 ! s.

Choosing the simplest model. To determine the

state of a dynamical system, we must undertake some
measurements. As a result of these measurements, we
get the values of the measured quantities which characterize the current state. In other words, from the
mathematical viewpoint, a state s can be represented
by a nite sequence q1 : : : qm of real numbers (values
of the measured quantities). Therefore, in the following text, we will identify a state s with such a sequence
q1 : : : qm. Correspondingly, functions from states to
states are transformations from Rm to Rm .
Which transformations should we choose? The simplest possible transformations are linear transformations, so it may seem natural to choose, as F , the class
of all linear transformations from Rm to Rm . However,
this model is oversimplied: since the composition of
linear transformations is always linear, in this model,
whatever we can learn in two, three, etc. learning steps,
we can also learn in a single learning step as well.
Thus, if we want a more realistic model, in which in
two learning steps, we can potentially learn more than
in a single learning step, then we must choose a more
complicated set of one-step transformations F. After
linear functions, the next natural class is the class of
all bilinear transformations, i.e., transformations which
are linear in each of its variables. For bilinear transformations, in two steps, we can already get more than
in a single step: e.g., for m = 2, the transformation
f : R2 ! R2 dened as f1 (q1 q2) = f2 (q1 q2) = q12 is
not itself bilinear and therefore, cannot be learned in a
single step, but it can be learned in two steps:
rst, we apply a bilinear transformation
g : (q1 q2) ! (q1 q1)
then, we apply another bilinear transformation
h : (q1 q2) ! (q1  q2 q1  q2 ):
After these two transformations, we get
q1 (t + 1) = q2(t + 1) = q1(t)
and
q2(t + 1) = q2(t + 1) = q1(t + 1)  q2(t + 1) = q12 (t)
i.e., the desired transformation f.
Therefore, as the simplest model of learning, we will
take the class F of all bilinear transformations.
Similarly, to describe cooperative learning, we will consider, for every p, the set of all p-tuples of quadratic
functions of Rm  : : :  Rm (p times) ! Rm .

Cooperative learning is indeed more ecient: a
proof. Of course, whatever we can learn individually,
we can always learn cooperatively within the same time
period if we simply do not cooperate.

Let us show that, within the above model, for each m,
cooperative learning is indeed more ecient: namely,
we will show that there exist tasks (i.e., functions)
which can be learned in two learning steps if we use
cooperative learning, but which require more learning
steps if we do not use cooperation.
It is sucient to show this result for p = 2, because if it
is true for p = 2 (i.e., for groups of two), then to prove
that cooperative learning is ecient for p > 2, we can
divide all p learners into groups of two, and let each
pair learn more eciently (if p is odd, we can add the
remaining learner to one of the pairs). In view of this
comment, in the following text, we will assume that
p = 2.
Without cooperation, since each of the transformations

is bilinear (hence quadratic), in two steps, we can only
get quartic transformations, i.e., transformations which
are expressed by polynomials of  4-th order.

With cooperation, we can get, in two steps, the following higher order transformation: (q1 q2 : : :) !
(q14  q24  0 : : : 0). Indeed, to get this 8-th order transformations, we can, on the rst step, use, for both learners
with initial states s1 (0) = s2 (0) = (q1 q2 : : :), a noncooperative bilinear transformation

g1 (q1 q2 : : :) = : : : = gm (q1 q2 : : :) = q1  q2
(which does not depend on the state of the other learner
at all), and then, on the second step, use, for each
learner, a bilinear transformation s = h1(s1  s2) =
h2 (s1  s2 ) which is dened as follows: for s1 =
(q11 q12 : : : q1m) and s2 = (q21 q22 : : : q2m), we dene the resulting state sr = (qr1 : : : qrm ) as q1r =
q11  q12  q21  q22 and qir = 0 for all i  2. In this case,
if we start with the state si (t) = (q1 q2 : : :) of both
learners, after the rst learning step, both learners get
into the state si (t + 1) = (q1  q2 q1  q2 : : : q1  q2),
and after the second learning step, they both get into
the desired state si (t + 2) = (q14  q24  0 : : : 0). The
statement is proven.
Comment. Our proof does not depend on whether we

have human or robotic learners. Thus, it not only
shows that cooperative learning is better for human
learners, it also shows that it is more ecient for automated intelligent agents as well.

3 Fuzzy logic explains why allocating 60% of
class time to cooperative learning is the
optimal strategy
Cooperation is advantageous, but some learning is best
done individually. What portion x of class time should
be allocated to cooperative learning and what portion
to individual learning? If we start with 0 portion x = 0
(no collaboration at all), and gradually increase it (i.e.,
add some cooperation), we will make the learning more
ecient. However, after a certain value x, we will get
a decrease in eciency. The optimal portion allocated
for cooperative learning can be described by the following condition: further increase in this degree leads
to an opposite eect. We can rewrite this condition as
follows:
\very" x = \not" x:
To formalize \very" and \not", it is natural to use fuzzy
logic 6, 12], where:
\very" x is typically interpreted as x2 and
\not" x is usually interpreted as 1 ; x:
Historical comment. The interpretation of \very"
as x2 was originally proposed by L.A. Zadeh in
his pioneer paper 15] the experimental results
of 7] turned out to be consistent with this interpretation of \very".
If we use these interpretations in the above formula,
we get the equation x2 = 1 ; x whose only solution
ofpthe interval 0 1] is the golden proportion number
( 5 ; 1)=2 = 0:618 : : :  0:6. This portion is consistent
with the experimental results according to which the
optimal portion is  60%. Thus, fuzzy logic indeed
explains this experimental result.

4 General geometric symmetry approach
explains why groups of 2 or 3 students are
optimal
In order to answer the question of what is the optimal
class size, let us consider a related important question:
what is the optimal student placement? This question
is very important because the whole idea of cooperative
learning is that students collaborate with each other,
so their seating should promote this collaboration.

Optimal in what sense? The main idea. We are
looking for the best (optimal) placements of students
within a group.

Normally, the word \best" is understood in the sense
of some numerical optimality criterion. However, in
our case, it is dicult to formulate the exact numerical
criterion. What should we do?

Let us borrow from the experience of modern
physics and use symmetries. In modern physics,

symmetry groups are a tool that enables to compress
complicated dierential equations into compact form
(see, e.g., 14]). Moreover, the very dierential equations themselves can be uniquely deduced from the corresponding symmetry requirements (see, e.g., 3, 2]).
It turns out that in many cases, there are reasonable
symmetries, and it is natural to assume that the (ordinal) optimality criterion is invariant with respect to
these symmetries. Then, we are able to describe all
choices that are optimal with respect to some invariant
ordinal optimality criteria.
This general approach was described and used in
1, 9, 10, 11, 13], in particular, for fuzzy control: to nd
optimal membership functions, optimal t-norms and tconorms, and optimal defuzzication procedures. In
this section, we will show that this approach is applicable to student placement as well.

We must choose a family of placements. For a
given number g of students in a group, we must select a placement P = (~x1 : : :~xg ), i.e., positions of
each student on a planar oor. Of course, the eciency of a placement depends only on the students'
placement with respect to each other, and it should
not change if we simply shift or rotate the entire group
without changing their relative positions. So, for every
placement P = (~x1 : : :~xg ), and for every planar motion (rotation + shift) T , the transformed placement
T P = (T (~x1 ) : : : T(~xg )) has the exact same learning
eciency. Thus, based on the learning eciency, we
cannot choose a single optimal placement P , we can
only choose a family of all placements fTP gT which
correspond to dierent transformations T.
What is a criterion for choosing a family of
placements? We want to select the best family of
placements. It means that we have some criterion that
enables us to choose between the two families.

Traditionally, optimality criteria are numerical, i.e., to
every family F , we assign some value J(F ) expressing
its quality, and choose a family for which this value
is maximal (i.e., when J(F)  J(G) for every other
alternative G). However, it is not necessary to restrict
ourselves to such numeric criteria only.
For example, if we have several dierent families F that
have the same learning ability A(F), we can choose
between them the one which leads to the largest class
capacity C(F). In this case, the actual criterion that
we use to compare two families is not numeric, but
more complicated:

A family F1 is better than the family F2 if and
only if
{ either A(F1) > A(F2),
{ or A(F1) = A(F2) and C(F1) > C(F2).
A criterion can be even more complicated.
The only thing that a criterion must do is to allow us,
for every pair of families (F1 F2), to make one of the
following conclusions:
the rst family is better with respect to this criterion (we'll denote it by F1 F2, or F2 F1 )
with respect to the given criterion, the second
family is better (F2 F1 )
with respect to this criterion, the two families
have the same quality (we'll denote it by
F1 F2)
this criterion does not allow us to compare the
two families.
Of course, it is necessary to demand that these choices
be consistent.
For example, if F1 F2 and F2 F3 then
F1 F3.

The criterion must be nal, i.e., it must pick the
unique family as the best one. A natural demand is

that this criterion must choose a unique optimal family
(i.e., a family that is better with respect to this criterion than any other family).
The reason for this demand is very simple: If a criterion
does not choose any family at all, then it is of no use. If
several dierent families are the best according to this
criterion, then we still have the problem of choosing the
best among them. Therefore we need some additional
criterion for that choice, like in the above example:
If several families F1 F2 : : : turn out to have the
same learning ability (A(F1) = A(F2) = : : :),
we can choose among them a family with largest
class capacity (C(Fi) ! max).
So what we actually do in this case is abandon that
criterion for which there were several \best" families,
and consider a new \composite" criterion instead: F1 is
better than F2 according to this new criterion if either
it was better according to the old criterion, or they had
the same quality according to the old criterion and F1
is better than F2 according to the additional criterion.
In other words, if a criterion does not allow us to choose
a unique best family, it means that this criterion is not
nal, we'll have to modify it until we come to a nal
criterion that will have that property.

The criterion should not depend on the enumeration of students. The exact mathematical form of a
placement P depends on the exact ordering of students.
In principle, we could apply an arbitrary permutation 
of the number set f1 : : : gg, and rename the students
according to this new permutation, so that a student
who was originally assigned # i will now be assigned a
new number (i).

It is reasonable to assume that the relative quality of
dierent families should not change under such a permutation, i.e., if the family F is better than a family
G, then the transformed family F~ should also be better
~
than the family G.
We are now ready for the formal denitions.

Denition 1. Let g > 0 be a positive integer.

By a placement, we mean a tuple P =
(~x1  : : :~xg ) of g vectors from R2 .
By a family F , we mean a set fT P gT of all the tuples which can be obtained from some xed placement P by applying rotations and shifts.
Denotation. Let's denote the set of all possible families by ". The set of all pairs (F1 F2) of elements
F1 2 ", F2 2 ", is usually denoted by "  ".

Denition 2. An arbitrary subset R of a set of pairs
"  " is called a relation on the set ". If (F1  F2) 2 R,
it is said that F1 and F2 are in relation R this fact is
denoted by F1RF2.

Denition 3. A pair of relations (  ) on a set " is

called consistent if it satises the following conditions,
for every F G H 2 ":
(1) if F G and G H then F H
(2) F F
(3) if F G then G F
(4) if F G and G H then F H
(5) if F G and G H then F H
(6) if F G and G H then F H
(7) if F G then it is not true that G F, and it
is not true that F G.
Denition 4. Assume a set " is given. Its elements
will be called alternatives.
By an optimality criterion, we mean a consistent
pair (  ) of relations on the set " of all alternatives.
{ If F G we say that F is better than G
{ if F G we say that the alternatives F
and G are equivalent with respect to this
criterion.
We say that an alternative F is optimal (or best)
with respect to a criterion (  ) if for every other
alternative G either F G or F G.

Comment. In this paper, we will consider optimality

criteria on the set " of all families.

Denition 5. We say that a criterion is nal if there

exists an optimal alternative, and this optimal alternative is unique.

Denition 6. Let  : f1 : : : gg ! f1 : : : gg be a

permutation.
By a permutation (P) of a placement
P = (~x1 : : :~xg )
we mean a placement
(P ) = (~x(1)  : : :~x(g) ):
By a permutation (F) of a family of placements
F we mean the family consisting of permutations
of all placements from F.
Denition 7. We say that an optimality criterion on
" is permutation-invariant if for every two families F
and G and for every permutation , the following two
conditions are true:
i) if F is better than G in the sense of this criterion
(i.e., F G), then (F ) (G)
ii) if F is equivalent to G in the sense of this criterion
(i.e., F G), then (F ) (G).
Comment. The demands that the optimality criterion
is nal and permutation-invariant are quite reasonable.
At rst glance they may seem rather trivial and therefore weak, because these demands do not specify the
exact optimality criterion. However, these demands
are strong enough, as the following theorem shows:

Theorem. If a family F is optimal in the sense of

some optimality criterion that is nal and permutationinvariant, then every placement P from this family F is
either a pair (g = 2), or an equilateral triangle (g = 3).
Comment. Thus, our general approach provides a pre-

cise mathematical justication for the empirical fact
that groups of 2 and 3 students are the most ecient.

Proof. This proof is based on the following lemma:
Lemma. If an optimality criterion is nal and

permutation-invariant, then the optimal family Fopt is
also permutation-invariant, i.e., (Fopt ) = Fopt for every permutation .

Proof of the Lemma. Since the optimality criterion

is nal, there exists a unique family Fopt that is optimal
with respect to this criterion, i.e., for every other F:
either Fopt F
or Fopt F.
To prove that Fopt = (Fopt ), we will rst show that
the permuted family (Fopt ) is also optimal, i.e., that
for every family F :

either (Fopt ) F
or (Fopt ) F .
If we prove this optimality, then the desired equality
will follow from the fact that our optimality criterion is
nal and therefore, there is only one optimal family (so,
since the families Fopt and (Fopt ) are both optimal,
they must be the same family).
Let us show that (Fopt ) is indeed optimal. How can
we, e.g., prove that (Fopt ) F ? Since the optimality
criterion is permutation-invariant, the desired relation
is equivalent to Fopt ;1 (F ), where ;1 is the inverse
permutation. Similarly, the relation (Fopt ) F is
equivalent to Fopt ;1 (F ).
These two equivalences allow us to complete the proof
of the proposition. Indeed, since Fopt is optimal, we
have one of the two possibilities:
either Fopt ;1 (F ),
or Fopt ;1 (F ).
In the rst case, we have (Fopt ) F  in the second
case, we have (Fopt ) F .
Thus, whatever family F we take, we always have either
(Fopt ) F, or (Fopt ) F. Hence, (Fopt ) is indeed
optimal and thence, (Fopt ) = Fopt . The lemma is
proven.
Let us now prove the theorem. Since the criterion is
nal, there exists an optimal family Fopt = fTP gT .
Due to the Lemma, the optimal family is permutationinvariant. Thus, for every placement P from the optimal family, and for every permutation , the permutation (P) of this placement also belongs to this optimal
family, i.e., (P) = TP for some planar motion T.
Since the distance d(a b) between the two points does
not change under a motion, we can therefore conclude
that for every two point ~xi and ~xj from the optimal
placement P, we have d~xi~xj ) = d(~x(i) ~x(j )): In particular, this is true if we pick three dierent integers
i j k from 1 to g, and take as  a permutation which
permutes i and j and leaves all other integers k unchanged. For this permutation, the above formula leads
to d(~xi~xk ) = d(~xj ~xk ). Thus, for every i < j, we have:
d(~xi~xj ) = d(~x1~xj ) and
d(~x1 ~xj ) = d(~x1 ~x2).
Hence,
d(~xi ~xj ) = d(~x1~xj ) = d(~x1~x2):
So, the distance between every two points from the
placement is the same. Therefore:

If there are three points, we have a unilateral triangle, and
more than 3 points are (in the plane) impossible
(because if three points ~x1 , ~x2 and ~x3 form a
unilateral triangle with a side d, then there
is only one point ~x4 which is dierent from
~x) 3 and which has the same distance d from
both ~x1 and ~x2 , and the distance from this
point to ~x3 is dierent from d).
The theorem is proven.
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