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Abstract. We study the equivalent condition for the closure of one par-
ticular family of cutting-planes being polyhedral, from the perspective
of convex geometry. Based on this result we propose a new method to
show the polyhedrality of a general closure. We further use it to prove
one of the problems left in [4], namely the polyhedrality of aggregation
closure for general covering polyhedron. This method also enables us to
show some results about the Chva´tal-Gomory closure for some type of
unbounded irrational polyhedron, and general convex set. We believe this
general approach can also be used to tackle the polyhedrality of many
other different closures.
Keywords: Closure · Polyhedral · Convex Cone · Cutting-planes.
1 Introduction
Cutting-plane method is one of the central areas of mixed integer programming.
In general, a cutting plane for a polyhedron P is an inequality that is satisfied by
all integer points in P and, when added to the polyhedron P , typically yields a
stronger relaxation of its integer hull. In theory or practice there are usually in-
finitely many cutting-planes generated from one specific cut generation method,
e.g., Chva`tal-Gomory cuts, split cuts etc. Researchers in integer programming
are always interested in the feasible region given by all possible cutting-planes of
one type, the structural property of that corresponding region can usually reveal
important information about that specific family of cuts. In the terminology of
the cutting-plane theory, such region is usually referred as closure [2]. We give
its formal definition in the following:
Definition 1. For a family of half-spaces {Hi}i∈I in Rn, each of those half-
space Hi is given by an inequality (αi)T · x ≤ βi, then the closure for that
family of half-spaces is:
I :=
⋂
i∈I
Hi =
⋂
i∈I
{x ∈ Rn | (αi)T · x ≤ βi}.
For the ease of notation, we would normally use upper index to refer vectors,
and lower index to refer numbers, e.g., αi ∈ Rn for some n, βi ∈ R. We would
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also skip the transpose symbol in an inequality, and use αx ≤ β rather than
αT · x ≤ β.
Later for any A ⊆ Rn+1, we would refer “a family of cuts given by A” to
the family of cuts given by αx ≤ β, for all (α, β) ∈ A. Here α ∈ Rn, β ∈ R. We
would also denote the corresponding closure to be:
I (A) :=
⋂
(α,β)∈A
{x ∈ Rn | αx ≤ β}. (1)
Clearly this closure is convex and closed, but whenever A is an infinite set,
this closure is obtained by intersecting infinitely many half-spaces. One natural
question then arises: what is the necessary and (or) sufficient condition for that
closure also being polyhedral? In this paper we are going to answer that gen-
eral question. People have been looking at such polyhedrality of many different
specific closures in literature, see [1,9,8,19] e.t.c. But as far as we were aware,
our work is the first attempt trying to derive characterization for totally general
closures. Our equivalent characterization is the following:
Theorem 1. Given A ⊆ Rn+1 which contains (0, . . . , 0, 1). If I (A) is full-
dimensional, then I (A) is polyhedral iff cl coneA has finitely many different
extreme rays.
Here for any set K, coneK is the conical hull of K, which is defined as the set
of all conical combination of finitely many points in K : coneK := {
∑k
i=1 αix
i |
xi ∈ K,αi ≥ 0, i, k ∈ N}. For any set S, we use clS to denote the the smallest
closed set containing S, which is also called closure in topology. To avoid con-
fusion, we would only use clS to refer the topological closure, and whenever we
say closure in this paper, it refers to Definition 1, or (1).
Moreover, in Theorem 1, all the extreme rays of cl coneA can be charac-
terized by points in A, see Lemma 6 for details. Due to the lack of specificity
of cutting-planes in A, this result seems rather intuitive and can hardly be of
any use. But with this result in hand, in order to show the polyhedrality of any
closure, we can now start the argument by assuming for contradiction: I (A)
is non-polyhedral. In mathematics, proof by contradiction is a really powerful
tool. Often times coupled with the celebrated Bolzano-Weierstrass theorem, we
can derive contradiction during the argument of proof. We would be able to see
this more clearly in later context. Originally without such equivalent character-
ization, assuming the closure is non-polyhedral would usually go nowhere.
In order to explore the power of this characterization, we show the polyhe-
drality of aggregation closure for general covering polyhedron, proposed by [4].
We were informed that recently this problem was independently proved by [14],
and the more general version of its counterpart problem was proved in [21]. We
contain the detailed definition of this closure and covering polyhedron in Sect. 3.
Theorem 2. For a covering polyhedron Q, it’s aggregation closure A(Q) is also
a covering polyhedron.
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The other result we showed is the Chva´tal-Gomory(CG) closure for some general
polyhedron. A series of work have been done in showing the polyhedrality of
CG closure for many different sets, even non-polyhedral sets. See [17,11,7,10,5]
e.t.c. One of the most important results among these work is about showing
the CG closure for irrational polytope is also a rational polytope. This question
was proposed by [17] in 1980, and solved by independent work of [11,7], and a
follow-up short proof by [5]. All those current results do not include the case of
unbounded irrational polyhedron. In fact, it’s a consensus that for unbounded
irrational polyhedron, its CG closure cannot always be expected to be rational
polyhedron. Here we showed that for some special irrational polyhedron, its CG
closure is still polyhedral:
Theorem 3. Given a polyhedron P = {x ∈ Rn |Mx ≤ d} with full-dimensional
integer hull, M ∈ Rm×n, d ∈ (Z \ {0})m. If each row vector Mi satisfies at least
one of the following:
1. There exists r ∈ R such that rMi ∈ Qn;
2. MTi · x = 1 has no rational solution;
3. There exists v ∈ VMi such that vx < 0 is valid to {x ∈ P |Mix = di}.
Furthermore, if facet {x ∈ P | Mix = di} is unbounded, there exists r ∈ R such
that rMi ∈ Qn. Then, PCG is a rational polyhedron.
The VMi in this theorem is a linear subspace of R
n uniquely defined by vector
Mi, which we would introduce in Sect. 4.
Also for the CG closure of general convex set, the following result can be
immediately derived from Theorem 1:
Theorem 4. For any convex set S, if SCG does not meet the boundary of S,
then SCG is polyhedral.
This paper is organized as follows: In Sect. 2 we show Theorem 1, give the
characterization for extreme rays of cl coneA, and introduced a special class
of valid inequalities for general convex set, which is a generalization for facet
defining inequality of polyhedron. We also showed the one-to-one correspondence
between such inequality to the extreme ray of cl coneA. As applications to those
general statements in Sect. 2, we contained the proof of Theorem 2, Theorem 3
and Theorem 4 in Sect. 3 and Sect. 4.
2 Equivalent Condition for the Polyhedrality of Closure
First, from our definition in (1), We notice the following chain of equations:
I (A) =
⋂
(α,β)∈A
{x ∈ Rn | αx ≤ β}
= {x ∈ Rn | (α, β)(x,−1) ≤ 0, ∀(α, β) ∈ A}
= {x ∈ Rn | (α, β)(x,−1) ≤ 0, ∀(α, β) ∈ coneA}
= proj[n]
(
(coneA)◦ ∩ {x ∈ Rn+1 | xn+1 = −1}
)
= proj[n]
(
(cl coneA)◦ ∩ {x ∈ Rn+1 | xn+1 = −1}
)
.
(2)
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Here for a non-empty cone K ⊆ Rn, K◦ denotes the polar cone of K : K◦ :=
{x∗ ∈ Rn | ∀x ∈ K, 〈x, x∗〉 ≤ 0}; [n] denotes the set {1, . . . , n}, x[n] :=
(x1, . . . , xn), and proj[n] denotes the orthogonal projection onto components in
x[n].
Before showing the main result Theorem 1, we would need the following
intermediate result:
Proposition 1. Given A ⊆ Rn containing (0, . . . , 0, 1). Closure I (A) is poly-
hedral iff cl coneA is polyhedral cone.
We should remark that, in order to utilize this result to show the polyhedrality
of I (A), we have to obtain a good understanding about when a closed convex
cone is also a polyhedral cone. Normally inner description (finite extreme points,
extreme rays) and outer description (finite facet defining inequalities) are two
characterizations for a polyhedron. Obviously given the way this convex cone
cl coneA is defined, inner description is much more preferable. As simple as this
proposition seems, the main reason for us focusing on our main Theorem 1 is
that, when I (A) is full-dimensional, those extreme rays of cl coneA can be
exactly characterized by points in A as we would see later. On the other hand,
cl coneA itself being a polyhedral cone does not even guarantee the existence of
extreme rays, which would make this characterization result in Proposition 1 be
of little practical use.
Now we are going to show this Proposition 1. Observe from (2), one sufficient
condition for I (A) being polyhedral is (cl coneA)◦ being polyhedral cone, and
one sufficient condition for (cl coneA)◦ being polyhedral cone is cl coneA being
polyhedral cone [16]. Therefore it suffices to show cl coneA being polyhedral
cone is also a necessary condition for I (A) being polyhedral. The next lemma
would be crucial to show this necessary condition, and would also be helpful for
later discussion in this section.
Lemma 1. For any set K in Rn+1 containing (0, . . . , 0, 1), and K◦∩{x ∈ Rn+1 |
xn+1 < 0} 6= ∅, there is cl cone
(
K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}
)
= K◦.
Proof. First we prove the following equation:
cl(K◦ ∩ {x ∈ Rn+1 | xn+1 < 0}) = K
◦. (3)
By assumption, (0, . . . , 0, 1) ∈ K, which means for any x ∈ K◦, there is xn+1 ≤ 0.
Hence K◦ ⊆ {x ∈ Rn+1 | xn+1 ≤ 0}. We have:
cl(K◦ ∩ {x ∈ Rn+1 | xn+1 < 0}) ⊆ cl(K
◦ ∩ {x ∈ Rn+1 | xn+1 ≤ 0})
= cl(K◦)
= K◦.
(4)
Also, since K◦∩{x ∈ Rn+1 | xn+1 < 0} is non-empty, we knowK◦∩{x ∈ Rn+1 |
xn+1 = −1} is also non-empty. Pick x∗ ∈ K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}, and
arbitrarily pick x ∈ K◦, denote xi := x + 1
i
x∗. Because x ∈ K◦ ⊆ {x ∈ Rn+1 |
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xn+1 ≤ 0}, x∗ ∈ K◦, x∗n+1 = −1, we know x
i ∈ K◦ ∩ {x ∈ Rn+1 | xn+1 < 0}.
Hence we obtain that, for any x ∈ K◦, there exists {xi} ⊆ K◦ ∩ {x ∈ Rn+1 |
xn+1 < 0} such that x
i → x, which implies K◦ ⊆ cl(K◦ ∩ {x ∈ Rn+1 | xn+1 <
0}), and we conclude the proof of equation 3.
Therefore, we have:
K◦ = cl cone(K◦)
⊇ cl cone(K◦ ∩ {x ∈ Rn+1 | xn+1 = −1})
⊇ cl
( ⋃
λ>0
λ
(
K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}
))
= cl
( ⋃
λ>0
λK◦ ∩ {x ∈ Rn+1 | xn+1 = −λ}
)
= cl
(
K◦ ∩
⋃
λ>0
{x ∈ Rn+1 | xn+1 = −λ}
)
= cl(K◦ ∩ {x ∈ Rn+1 | xn+1 < 0})
= K◦.
(5)
The first equation is because the polar cone of any cone is a closed, convex cone;
The last equation is from (3). Hence every terms in (5) are equal to each other,
and we complete the proof. ⊓⊔
Now we are proceeding to the proof of Proposition 1.
Proof (Proof of Proposition 1). As we analyzed above, we only have to show:
If I (A) is polyhedral, then cl coneA is a polyhedral cone. W.l.o.g. assuming
I (A) 6= ∅, and denote cl coneA := K, a closed convex cone.
From equation (2), we know I (A)×{−1} = K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}.
I (A) being polyhedral would imply that K◦ ∩ {x ∈ Rn+1 | xn+1 = −1} is also
a non-empty polyhedron. Hence cl cone
(
K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}
)
is a
polyhedral cone. From Lemma 1, we know K◦ is also a polyhedral cone, which
further implies K◦◦ is also a polyhedral cone. Moreover, from convex analysis
we know that K◦◦ = K for any non-empty closed convex cone K, therefore we
obtain that K is a polyhedral cone, which is just cl coneA. ⊓⊔
We should note that the assumption of (0, . . . , 0, 1) ∈ A can be made w.l.o.g.,
because the inequality associated with this vector is 0T · x ≤ 1, which trivially
holds.
As we remarked above, a polyhedral cone may not even have any extreme
ray. Recall that a ray 0 6= r ∈ K is called an extreme ray, if r can be written
as the conical combination of r1, . . . , rk for ri ∈ K, i ∈ [k], k ∈ N with non-zero
coefficients would imply that ri ∈ cone({r}) for all i ∈ [k]. In fact, when a convex
cone is not pointed, which we would define later, such convex cone must have
no extreme ray, no matter it’s polyhedral or not. So in that case cl coneA being
polyhedral cone would be really hard to characterize by inner description. For
that reason, we focus ourselves on the pointed case: Given a closed convex cone
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K, we say K is pointed if K ∩ (−K) = {0}. It is well-known that when K 6= {0}
is pointed, it must have extreme rays, and the number of these extreme rays is
finite if and only if K is a pointed polyhedral cone. We state them formally as
the follows:
Lemma 2 ([18]). A closed convex cone K has extreme rays if and only if it is
pointed and contains a non-zero vector 0 6= x ∈ K.
Lemma 3 ([18]). A pointed closed convex cone is a polyhedral cone if and only
if it has finitely many different extreme rays.
Here we say two extreme rays r1 and r2 are different, if r1 /∈ cone({r2}). For
the ease of notation we denote cone(r), instead of cone({r}), to represent the
set {λr | λ ≥ 0}. It is therefore an immediate consequence to obtain the next
corollary, from Lemma 3 and Proposition 1.
Corollary 1. Given A ⊆ Rn+1 containing (0, . . . , 0, 1). If cl coneA is pointed,
then I (A) is polyhedral iff cl coneA has finitely many different extreme rays.
2.1 Finitely-irredundant inequality of Convex Set
In this section we want to introduce a new concept for general convex set, namely
the finitely-irredundant inequality, which can be seen as a natural generalization
of facet defining inequality for polyhedron. Before giving the formal definition,
we want to first look at the relationship between valid inequalities of I (A) and
points in cl coneA.
Lemma 4. Given A ⊆ Rn+1 containing (0, . . . , 0, 1). Then αx ≤ β is a valid
inequality to I (A) if and only if (α, β) ∈ cl coneA.
Proof. Denote K := cl coneA. First we show the “if” direction. Given (α, β) ∈
K, we want to show αx ≤ β is a valid inequality to I (A). Arbitrarily pick
x¯ ∈ I (A), from equation (2), we know I (A) × {−1} = K◦ ∩ {x ∈ Rn+1 |
xn+1 = −1}, then (x¯,−1) ∈ K◦ ∩ {x ∈ Rn+1 | xn+1 = −1}, so (x¯,−1) ∈ K◦.
From the definition of polar cone, and (α, β) ∈ K, then we get: (α, β)(x¯,−1) ≤ 0.
Since here x¯ ∈ I (A) is arbitrary, we know αx ≤ β would be a valid inequality
to I (A).
Next we show the “only if” direction. Assume αx ≤ β is valid to I (A), which
means I (A) ⊆ {x ∈ Rn | (α, β)(x,−1) ≤ 0}. Hence I (A)×{−1} ⊆ {x ∈ Rn+1 |
(α, β)x ≤ 0}. By equation (2), I (A) × {−1} = K◦ ∩ {x ∈ Rn+1 | xn+1 = −1},
so we have K◦ ∩ {x ∈ Rn+1 | xn+1 = −1} ⊆ {x ∈ Rn+1 | (α, β)x ≤ 0}. Taking
cl(·) and conic hull operator cone(·) on both sides, we have: cl cone(K◦ ∩ {x ∈
Rn+1 | xn+1 = −1}) ⊆ {x ∈ Rn+1 | (α, β)x ≤ 0}. By Proposition 1, we obtain:
K◦ ⊆ {x ∈ Rn+1 | (α, β)x ≤ 0}. Taking the polar cone of both sides, we obtain:
{(α, β)} ⊆ K◦◦ = K, which is just saying (α, β) ∈ K. ⊓⊔
From this lemma, we can simply obtain the following corollary:
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Corollary 2. Given A ⊆ Rn+1 containing (0, . . . , 0, 1). I (A) is full-dimensional
iff cl cone(A) is a pointed closed convex cone.
Proof. Denote K := cl cone(A), first we assume I (A) is full-dimensional, we
want to show K is pointed. Assume for contradiction, which means K∩ (−K) ⊃
{0}. We arbitrarily pick 0 6= (α∗, β∗) ∈ K ∩ (−K). From equation (2), we have:
I (A) = {x ∈ Rn | (α, β)(x,−1) ≤ 0, ∀(α, β) ∈ K}
⊆ {x ∈ Rn | (α∗, β∗)(x,−1) ≤ 0, (−α∗,−β∗)(x,−1) ≤ 0}
= {x ∈ Rn | α∗x = β∗}.
Hence I (A) is contained in a hyperplane, contradict to the assumption.
Next we are going to show, if I (A) is not full-dimensional, then K would
be non-pointed. Since I (A) is not full-dimensional, we know that it could be
contained in a hyperplane, say I (A) ⊆ {x ∈ Rn | α∗x = β∗}. In particular, we
know α∗x ≤ β∗ and −α∗x ≤ −β∗ would both be valid inequality to I (A). From
Lemma 4, we get: (α∗, β∗) ∈ K ∩ (−K), which means K is non-pointed. ⊓⊔
Therefore, Theorem 1 automatically follows from Corollary 2 and Corollary 1.
Now, for general convex set S, we define the class of finitely-irredundant
inequalities to S as:
Definition 2. Given a convex set S ⊆ Rn, and a valid inequality αx ≤ β. If any
finitely many valid inequalities which are different from αx ≤ β: αix ≤ βi, i ∈
[k], k ∈ N, we always have:
⋂
i∈[k]
{x ∈ Rn | αix ≤ βi} * {x ∈ R
n | αx ≤ β}. (6)
Then we say αx ≤ β is a finitely-irredundant inequality (FII) of S.
Note that FII is defined for any convex set, and for S being a polyhedron, it
degenerates to facet defining inequality. There are also cases where there’s no
facet, but any supporting half-space is a FII. One simple example is a ball:
S = {(x, y) ∈ R2 | x2 + y2 ≤ 1}, any FII of S has the form x∗ · x + y∗ · y ≤ 1
where (x∗)2 + (y∗)2 = 1.
As we have shown before, all valid inequalities to I (A) corresponding to
some points in cl cone(A). The next lemma further shows, all FII corresponding
to the extreme rays in cl cone(A).
Lemma 5. Given a full-dimensional I (A) for some A ⊆ Rn+1 which contains
(0, . . . , 0, 1), and a valid inequality αx ≤ β to I (A). Then αx ≤ β is a FII iff
(α, β) is an extreme ray of cl coneA.
Proof. Denote K := cl coneA. First we are showing: if αx ≤ β is not a FII to
I (A), then (α, β) is not an extreme ray of K. By the definition of FII, we know
there must exists finitely many valid inequalities of I (A) which are different
from αx ≤ β: αix ≤ βi, i ∈ [k], k < ∞, such that
⋂
i∈[k]{x ∈ R
n | αix ≤
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βi} ⊆ {x ∈ Rn | αx ≤ β}. In other words, αx ≤ β is a valid inequality to
I (A¯) where A¯ := {(αi, βi)}i∈[k] ∪ {(0, . . . , 0, 1)} ⊆ K. From Lemma 4 we know
(α, β) ∈ cl cone A¯ = cone A¯, here the equation is because A¯ is a finite set. Since
(α, β) is an extreme ray of K, and it can be written as the conical combination
of finitely many points A¯ in K, by the definition of extreme ray, we know there
must exist some vector among A¯ being the same extreme ray as (α, β), meaning
some inequality αix ≤ βi is the same as αx ≤ β, which gives the contradiction.
Next we are going to show: if (α, β) is not an extreme ray of K, then αx ≤ β
is not a FII to I (A). Since (α, β) is not an extreme ray of K, then we can
find {(αi, βi)}i∈[k] ⊆ K, k ∈ N all different from ray (α, β), such that (α, β) ∈
cone({(αi, βi)}i∈[k] ∪ {(0, . . . , 0, 1)}). By Lemma 4, we know αx ≤ β is a valid
inequality to I ({(αi, βi)}i∈[k]∪{(0, . . . , 0, 1)}), meaning:
⋂
i∈[k]{x ∈ R
n | αix ≤
βi} ⊆ {x ∈ Rn | αx ≤ β}. Since each αix ≤ βi is valid inequality to I (A) and
all different from αx ≤ β, we obtain that αx ≤ β is not a FII to I (A). ⊓⊔
In Theorem 4 of [3], the authors wrote:
“Assume PQ is full-dimensional. The inequality αx ≥ β defines a facet
of PQ if and only if (α, β) is an extreme ray of the cone P
∗
Q.”
Here PQ is the convex hull of a disjunctive set, and P
∗
Q is the reverse polar cone
of PQ. Easy to observe this theorem can be treated as a special case of our
Lemma 5.
So far, we have obtained that, when I (A) is full-dimensional, it is poly-
hedral if and only if it has finitely many FIIs, and each FII corresponding to
some extreme ray of cl coneA. In the next section we are going to give a full
characterization for those extreme rays, using points in A.
2.2 Characterization of Extreme Rays for cl coneA
Definition 3. Given {αi} ⊆ Rn, α∗ ∈ Rn, if there exists {λi} > 0 such that
limi→∞ λiα
i = α∗, then we say {αi} conically converges to α∗, or αi
c
−→ α∗.
For any extreme ray r ∈ K, there are simply two cases: r ∈ coneA, or r ∈
cl coneA \ coneA. For the first case, as we would see later, it is equivalent to
r ∈ cone(a) for some a ∈ A. While for the second case, we know r can be
expressed as the limit of a convergent sequence in coneA, using the definition of
conical convergence, we know there exists {ri} ⊆ convA such that ri
c
−→ r. One
of the main results in this subsection is saying, this sequence {ri} can be further
picked from A instead of convA. We state them as the following lemma:
Lemma 6. Given A ⊆ Rn with cl coneA being a pointed closed convex cone,
(0, . . . , 0, 1) ∈ A and 0 /∈ A. For any extreme ray r ∈ cl coneA, at least one of
the following is true:
1. r ∈ cone(a) for some a ∈ A;
2. There exists {ri} ⊆ A such that ri
c
−→ r.
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Before we proceeding to the proof, the following results and definitions would
be needed. In convex geometry, a point p ∈ K(closed convex set) is called an
exposed point if there is an n−1 dimensional hyperplane whose intersection with
K is p alone.
Lemma 7 (Strasziewicz [12]). Let K ⊂ Rn be a closed convex set. Then the
set of exposed points is dense in the set of extreme points.
Now we present the analogous version of Lemma 6 for extreme points in convex
hull:
Lemma 8. Given S ⊆ Rn and α∗ ∈ cl convS being its extreme point. If α∗ /∈ S,
then there exists {αi} ⊆ S such that αi → α∗.
Note that cl(·) and conv(·) are not commutative, and it would be trivial if we
switch cl(·) and conv(·) by each other.
Proof. We discuss according to whether or not α∗ is an exposed point of the
closed convex set cl convS. In the following proof, we denote Bǫ(x
∗) := {x ∈
Rn | ‖x− x∗‖2 ≤ ǫ} for x∗ ∈ Rn.
– If α∗ is an exposed point of cl convS: According to the definition of exposed
point, we know there exists h ∈ Rn, such that cl convS ∩ {x ∈ Rn | hx =
1} = {α∗}. Here w.l.o.g. we assume the hyperplane doesn’t pass through the
origin. Clearly this hyperplane hx = 1 is also a supporting hyperplane, and
we assume cl convS ⊆ {x ∈ Rn | hx ≤ 1}.
Claim. For any ǫ > 0, there exists δ > 0, such that {x ∈ cl convS | hx ≥
1− δ} ⊆ Bǫ(α∗).
Proof (Proof of Claim). Assuming for contradiction: there exists ǫ > 0, such
that for all δ > 0, there is xδ ∈ {x ∈ cl convS | hx ≥ 1 − δ} and ‖xδ −
α∗‖2 > ǫ. Then within the line segment between α∗ and xδ, we can find
one point yδ such that yδ ∈ {x ∈ cl convS | hx ≥ 1 − δ} while ‖yδ −
α∗‖2 = ǫ. Pick δ =
1
N
, N ∈ N. Then we consider y 1
N
, it satisfies: y 1
N
∈
cl convS, 1− 1
N
≤ hy 1
N
≤ 1, and ‖y 1
N
−α∗‖2 = ǫ. Since Bǫ(α∗) is a compact
set, by Bolzano-Weierstrass theorem we know in this sequence {y 1
N
}N∈N,
there exists a convergent subsequence, the limit point y∗ must also satisfy
‖y∗ − α∗‖2 = ǫ and y∗ ∈ cl convS. W.l.o.g we still assume the convergent
subsequence to be {y 1
N
}N∈N, since 1−
1
N
≤ hy 1
N
≤ 1, then the limit point y∗
must satisfy: hy∗ = 1. Hence we get a point y∗ satisfy ‖y∗ − α∗‖2 = ǫ, y∗ ∈
cl convS and hy∗ = 1, which contradicts to the assumption at the beginning:
cl convS ∩ {x ∈ Rn | hx = 1} = {α∗}. ⋄
Claim. For any δ > 0, there exists αδ ∈ S such that hαδ ≥ 1− δ.
Proof (Proof of Claim). Assuming for contradiction: there exists δ > 0, such
that for all α ∈ S, hα < 1− δ. Then clearly we would have cl convS ⊆ {x ∈
Rn | hx ≤ 1−δ}, which contradicts to the fact that hx ≤ 1 is the supporting
hyperplane of cl convS. ⋄
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Now we proceed to the proof of this lemma in this case. For any ǫ > 0,
by Claim 2.2 we know there exists δ > 0 such that {x ∈ cl convS | hx ≥
1 − δ} ⊆ Bǫ(α
∗). Also by Claim 2.2, we know there exists αδ ∈ S such
that αδ ∈ {x ∈ cl convS | hx ≥ 1 − δ}. Therefore αδ ∈ Bǫ(α∗), meaning
‖αδ −α∗‖2 ≤ ǫ. Here each αδ 6= α∗, because α∗ /∈ S. Since this is argued for
any ǫ > 0, and αδ ∈ S, we obtain a sequence in S which converges to α∗.
– If α∗ is not the exposed point of cl convS: Since α∗ is an extreme point of
cl convS, and by Lemma 7 we know α∗ can be approached by a sequence of
exposed points in cl convS. Together with the result from the last bullet we
know the statement of the lemma also holds in this case.
⊓⊔
The next result would be used as a bridge to derive Lemma 6 from Lemma 8.
Lemma 9 (A Supporting Hyperplane Theorem for Pointed Cones).
Let K ⊆ Rn be a non-degenerate closed, convex, pointed cone. Then it is strictly
supported at the origin: there is h ∈ Rn such that if k ∈ K and k 6= 0 then
hk > 0.
We are now ready to prove the main Lemma 6.
Proof (Proof of Lemma 6). We want to show: If r /∈ {λa | a ∈ A, λ ≥ 0}, then
there exists {ri} ⊆ A such that ri
c
−→ r. Denote K := cl coneA.
For the pointed closed convex cone K, from Lemma 9, we can find a sup-
porting hyperplane hx = 0 such that for all 0 6= a ∈ K,ha > 0. We denote
A¯ := { a
ha
| a ∈ A}, which is well defined since 0 /∈ A and for all 0 6= a ∈ A there
is always ha > 0.
Claim. {x ∈ Rn | hx = 1} ∩K = cl conv A¯.
Proof (Proof of Claim). First we show {x ∈ Rn | hx = 1} ∩ K ⊆ cl conv A¯.
Arbitrarily pick α∗ ∈ {x ∈ Rn | hx = 1} ∩K, we have hα∗ = 1, and there exists
{αi} ⊆ coneA such that αi → α∗. Denote βi = α
i
hαi
. Since αi → α∗, and hα∗ = 1,
we know hαi → 1. Hence we also have βi → α∗, and here βi ∈ {x ∈ Rn | hx =
1} ∩ coneA. In the following, we show: {x ∈ Rn | hx = 1} ∩ coneA ⊆ conv A¯,
which would imply that α∗ ∈ cl conv A¯.
Pick β ∈ {x ∈ Rn | hx = 1} ∩ coneA, we can write it as: β =
∑k
i=1 λib
i for
some λi > 0, b
i ∈ A, i ∈ [k], k ∈ N. Here because β ∈ {x ∈ Rn | hx = 1}, we
know
∑k
i=1 λihb
i = 1. Therefore, we can also write β as:
β =
k∑
i=1
(λihb
i) ·
bi
hbi
, here
bi
hbi
∈ A¯,
k∑
i=1
λihb
i = 1.
we get β ∈ conv(A¯), which concludes {x ∈ Rn | hx = 1} ∩ coneA ⊆ conv A¯.
Next, we show {x ∈ Rn | hx = 1} ∩K ⊇ cl conv A¯. By definition, A¯ ⊆ {x ∈
Rn | hx = 1}, which implies cl conv A¯ ⊆ {x ∈ Rn | hx = 1}. On the other hand,
clearly A¯ ⊆ coneA, so cl conv A¯ ⊆ cl coneA, and we complete the proof. ⋄
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Given an extreme ray r ∈ K, w.l.o.g. we assume hr = 1. From the above
claim, we know r ∈ cl conv A¯. Next we show r is an extreme point of cl conv A¯.
If not, then we can write r as: r =
∑k
i=1 λia
i,
∑k
i=1 λi = 1, λi > 0, r 6= a
i ∈
cl conv A¯. From the definition of A¯ we also have hai = 1, ai ∈ K. Since r is
the extreme ray of K, while it can be written as conical combination (convex
combination is also conical combination) of other points in K, hence we know
there exists γi > 0 such that a
i = γir. So ha
i = γihr, which implies that
γi = 1, meaning a
i = r for all i ∈ [k], contradicting the assumption that ai 6= r.
Hence we conclude that r is an extreme point of cl conv A¯. Also by assumption
r /∈ {λa | a ∈ A, λ ≥ 0}, we have r /∈ A¯, together with Lemma 8, we know there
exists {ri} ⊆ A¯ such that ri → r. According to the definition of A¯ and conical
convergence, we complete the proof. ⊓⊔
As applications of the above characterization, in the next two sections we are
going to show the polyhedrality of two different closures.
3 Aggregation Closure for Covering Polyhedron
A packing polyhedron is of the form {x ∈ Rn+ | Mx ≤ d} where M ∈ R
m×n
+ , d ∈
Rm+ for some m,n ∈ N. Similarly a covering polyhedron is a polyhedron of the
form {x ∈ Rn+ |Mx ≥ d} where all the data (M,d) are also non-negative.
We also define integer packing set in Rn to be the set S ⊆ Nn with the
property: ∀x ∈ S, if N ∋ x′ ≤ x component-wisely, then x′ ∈ S. See [21] for
detailed discussion.
In [4] the authors present a new class of closure, namely aggregation closure,
which is defined particularly for the pure integer hull of packing and covering
polyhedron. For a covering polyhedron Q = {x ∈ Rn+ |Mx ≥ d}, its aggregation
closure is defined as:
A(Q) :=
⋂
λ∈Rm+
conv({x ∈ Nn | λMx ≥ λd}).
This can be easily seen to be a tighter relaxation for conv({x ∈ Nn |Mx ≥ d})
than the classic Chvata´l-Gomory closure. For a packing polyhedron Q = {x ∈
Rn+ | Mx ≤ d} its aggregation closure can be defined through almost identical
way. Given such closure is obtained by intersecting infinitely many polyhedra,
people wondering whether this closure is still polyhedral or not. The authors of
[4] showed that if the matrixM is fully dense then the closure is still polyhedral.
For general case they state this question as an open problem.
As our recent paper [21] showed, the polyhedrality of the aggregation clo-
sure on packing polyhedron can be automatically derived from the structural
study of general integer packing sets, which is not possessed by covering case.
Therefore it’s our goal to prove the other counterpart in this section, namely the
aggregation closure is still polyhedral for covering polyhedron, as stated in The-
orem 2. Note that we were recently informed that an independent and almost
simultaneous proof was given by [14] through induction.
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3.1 Outline of the Proof
For each λ ∈ Rm+ , denote Q
I
λ := conv({x ∈ N
n | λMx ≥ λd}). It turns out that
this polyhedron is also a covering polyhedron, as stated next:
Lemma 10. For any λ ∈ Rm+ , Q
I
λ is a full-dimensional covering polyhedron with
integer extreme points.
We would make use of the well-known Gordan-Dickson Lemma for its proof.
Note that the ≤ between vectors are component-wisely.
Lemma 11 (Gordan-Dickson lemma). For any X ⊆ Nn, there exists X ′ ⊆
X with |X ′| <∞, such that every x ∈ X satisfies x′ ≤ x for some x′ ∈ X ′.
Proof (Proof of Lemma 10). Denote Cλ := {x ∈ Nn | λMx ≥ λd}. Note that
QIλ = conv(Cλ). Since Cλ ⊆ N
n, by Gordan-Dickson lemma, we know there
exists C′λ ⊆ Cλ with |C
′
λ| < ∞, such that every x ∈ Cλ satisfies x
′ ≤ x for
some x′ ∈ C′λ. Next we show: conv(C
′
λ) + R
n
+ = conv(Cλ) = Q
I
λ, then from the
finiteness of C′λ and C
′
λ ⊆ N
n, we would finish the proof.
Since C′λ ⊆ Cλ ⊆ Q
I
λ, we know conv(C
′
λ) + R
n
+ ⊆ Q
I
λ + R
n
+ = Q
I
λ. On the
other hand, for any x ∈ QIλ, it can be written as the convex combination of
points in Cλ, meaning there exists tj ≥ 0, yj ∈ Cλ, j ∈ J,
∑
j∈J tj = 1, such that
x =
∑
j∈J tj · yj . From the property of C
′
λ we know for each yj ∈ Cλ, j ∈ J , we
have y′j ≤ yj for some y
′
j ∈ C
′
λ. So:
∑
j∈J tj ·y
′
j ≤
∑
j∈J tj ·yj = x, here
∑
j∈J tj ·
y′j ∈ conv(C
′
λ). Hence x ∈ conv(C
′
λ) + R
n
+, which implies Q
I
λ ⊆ conv(C
′
λ) + R
n
+,
and we conclude the proof. ⊓⊔
Following the same idea as we discussed in previous sections, first thing we want
to do is defining the corresponding “family of cuts” A. From the definition of
aggregation closure, we observe that all it’s inequalities come from the facet
defining inequalities of every QIλ, and the trivial inequalities xi ≥ 0, i ∈ [n]. And
as we’ve shown in Lemma 10, every facet defining inequality αx ≥ β would have
(α, β) ≥ 0. For that reason, we define Fλ := {a ∈ Rn+ | ax ≥ 1}, denote the
family of cuts A := {(−ei, 0)}i∈[n] ∪ {(−a,−1)}a∈∪λ∈Rm
+
Fλ ∪ {(0, . . . , 0, 1)}, and
we have the following:
A(Q) = Rn+
⋂
a∈∪λ∈Rm
+
Fλ
{x ∈ Rn | ax ≥ 1} = I (A). (7)
As in our previous discussion, we also denote K := cl coneA. Since it’s clear
to see A(Q) is full-dimensional (as a matter of fact it’s recession cone is Rn+),
therefore K here is a pointed closed convex cone (Corollary 2), and it’s our goal
here to showK having only finitely many different extreme rays. W.l.o.g. we can
assume (−r,−1) being the extreme ray, where r ≥ 0. From Lemma 6 we know
that r has to satisfy one of the following:
1. r ∈ Fλ for some λ ∈ Rm+ ;
2. ri → r for ri ∈ QI
λi
, λi ∈ Rm+ , i ∈ N.
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In the following two subsections, the first step is to show r has to satisfy (1):
Proposition 2. For K defined as above, if (−r,−1) is an extreme ray of K,
then r ∈ Fλ for some λ ∈ Rm+ .
And the second step is proving the number of r satisfying (1) is finite:
Proposition 3. For K defined as above, the number of different r ∈
⋃
λ∈Rm+
Fλ
with (−r,−1) being extreme ray of K is finite.
In the end, Theorem 2 would follow from Theorem 1, and these two propositions.
3.2 The First Step
For α ∈ Rn, denote supp(α) to be the support of this vector α; For polyhedron
P, rec(P ) refers to its recession cone; For M ∈ Rm×n, I ⊆ [n], denote MI to be
the column matrix of M with indices in I.
Proof (Proof of Proposition 2). We prove by induction on dimension. For one-
dimensional case the result can be trivially verified. Next we assume the state-
ment of this proposition is true when dimension is at most n−1, and we consider
the case of dimension equals n.
Assuming (−r,−1) ∈ K is an extreme ray, and r /∈ Fλ for any λ ∈ Rm+ . By
Lemma 6, we know there exists ri → r for different ri ∈ QI
λi
, λi ∈ Rm+ . Next we
argue by two cases, depending on whether or not supp(r) = [n]. In either case
we want to form the contradiction. Recall that r ≥ 0.
1. supp(r) = [n]: In this case, we observe that {x ∈ Rn+ | rx ∈ [
1
2 ,
3
2 ]} is a
bounded set, so {x ∈ Nn | rx ∈ [ 12 ,
3
2 ]} is a finite set. Since r
i → r, we know
there exists N ∈ N, such that when i ≥ N, {x ∈ Nn | rix = 1} ⊆ {x ∈
Nn | rx ∈ [ 12 ,
3
2 ]}, and {x ∈ R
n
+ | r
ix = 1} also being a bounded set. By
the Pigeonhole Principle, we know there must exist infinitely many different
ri with the same {x ∈ Nn | rix = 1}. Since {x ∈ Rn | rix = 1} ∩ QI
λi
defines a bounded facet of QI
λi
, which is a full-dimensional polyhedron with
integral extreme points, therefore, we can find n linearly independent integer
points from {x ∈ Nn | rix = 1}. We compose them as row vectors to
get a non-singular square matrix, we get a linear equation with that non-
singular square matrix being the coefficient matrix, and the right hand side
vector being (1, . . . , 1)T . Then, all those infinitely many different ri would
be solutions to this linear equation, which is impossible.
2. supp(r) ⊂ [n]: W.l.o.g. we assume supp(r) = [k] for k < n.
Claim. For covering polyhedron Q in Rn+ and k < n, k ∈ N, there exists
another covering polyhedron Q′ in Rk+ such that proj[k]A(Q) = A(Q
′). Fur-
thermore, for any Q′Iγ , there exists Q
I
λ such that Q
′I
γ = proj[k]Q
I
λ.
Proof (Proof of Claim). First, we show for any P,Q ⊆ Rn+ with rec(P ) =
rec(Q) = Rn+, there is
proj[k](P ∩Q) = proj[k] P ∩ proj[k]Q. (8)
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The first ⊆ direction is well-known, we only nee to show: ∀x ∈ proj[k] P ∩
proj[k]Q, there is x ∈ proj[k](P ∩ Q). By assumption, we know there exists
y, z ∈ Rn−k+ , such that (x, y) ∈ P, (x, z) ∈ Q. Since rec(P ) = R
n
+, z ∈ R
n−k
+ ,
we get: (x, y+ z) ∈ P . Similarly we also get (x, z+ y) ∈ Q. Thus (x, y+ z) ∈
P ∩Q, which implies x ∈ proj[k](P ∩Q).
Since for any λ ∈ Rm+ , Q
I
λ has rec(Q
I
λ) = R
n
+, then from equation (8), we get:
proj[k]A(Q) =
⋂
λ∈Rm+
proj[k]Q
I
λ. (9)
Also, because QIλ = conv({x ∈ N
n | λMx ≥ λd}), and for any set S ⊆ Rn,
proj[k]
(
convS
)
= conv(proj[k] S), we can get proj[k]Q
I
λ = conv(proj[k]{x ∈
Nn | λMx ≥ λd}). If λM[n]\[k] = 0, then proj[k]{x ∈ N
n | λMx ≥ λd} =
{x ∈ Nk | λM[k]x ≥ λd}; If λM[n]\[k] 6= 0, then proj[k]{x ∈ N
n | λMx ≥
λd} = Nk. Denote Λ := {λ ∈ Rm+ | λM[n]\[k] = 0}, then from the above
analysis we would have:
proj[k]A(Q) =
⋂
λ∈Rm+
proj[k]Q
I
λ
=
⋂
λ∈Λ
proj[k]Q
I
λ
=
⋂
λ∈Λ
conv({x ∈ Nk | λM[k]x ≥ λd}). (10)
Here Λ is a cone in Qm+ , from Minkowski-Weyl theorem we can express
Λ = {γR | γ ∈ Rt+}, here R ∈ Q
t×m
+ is the matrix constructed by the
extreme rays of Λ. Hence:
⋂
λ∈Λ
conv({x ∈ Nk | λM[k]x ≥ λd}) =
⋂
γ∈Rt+
conv({x ∈ Nk | γRM[k]x ≥ γRd})
=
⋂
γ∈Rt+
conv({x ∈ Nk | γM ′x ≥ γd′})
= A(Q′). (11)
Where M ′ := RM[k], d
′ = Rd, and Q′ := {x ∈ Rk+ |M
′x ≥ d′}. Easy to ver-
ify such Q′ is also a rational covering polyhedron. Combining equation (10)
and (11) we have proj[k]A(Q) = A(Q
′).
Moreover, for each γ ∈ Rt+, Q
′I
γ = conv({x ∈ N
k | γRM[k]x ≥ γRd}), denote
λ = γR, then we would have Q′Iγ = proj[k]Q
I
λ. ⋄
Since (−r,−1) is an extreme ray of K, by Lemma 5, we know that rx ≥ 1
is a FII of A(Q). Because supp(r) = [k], it’s easy to see that r[k]x ≥ 1 is
also a FII to proj[k]A(Q), since otherwise we can find finitely different valid
inequalities to proj[k]A(Q) which dominate r[k]x ≥ 1, then the extension of
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these inequalities to Rn would also dominate rx ≥ 1, and this contradicts
to the FII assumption. By Claim 2, we have r[k]x ≥ 1 is a FII to A(Q
′) for
some covering polyhedron Q′ in Rk. By inductive hypothesis, we know there
exists γ∗ such that r[k]x ≥ 1 is a facet defining inequality of Q
′I
γ∗ . Still from
Claim 2, there exists λ∗ ∈ Rm+ with Q
′I
γ∗ = proj[k]Q
I
λ∗ , so r[k]x ≥ 1 is valid
to proj[k]Q
I
λ∗ . Since r = (r[k], 0, . . . , 0), we further have rx ≥ 1 is valid to
QIλ∗ . Together with the assumption that rx ≥ 1 is a FII to A(Q), we know
rx ≥ 1 must be a facet defining inequality to QIλ∗ , which contradicts to the
uppermost assumption r /∈ Fλ for any λ ∈ Rm+ .
Therefore, when the dimension is n, the statement of this proposition also holds.
By induction we conclude the proof. ⊓⊔
3.3 The Second Step
In order theory, given a poset O with order , the downset of a subset S ⊆ O
is defined to be:
D(S) := {x ∈ O | ∃s ∈ S, s.t. x  s}.
Downsets are defined with respect to a specific poset. Here for the ease of il-
lustration, without further mentioning we would refer D(S) as {x ∈ Nn | ∃s ∈
S, s.t. x ≤ s} for some n ∈ N, S ⊆ Nn, which is the downset with respect
to (Nn,≤). And when it’s clear from the context, we do not distinguish them
between different dimension n.
Given a valid inequality to A(Q), next we give a sufficient condition for that
valid inequality not being a FII to A(Q), this would be a crucial tool for our
later proof to lead to contradiction. Here for polyhedron P, we use ext(P ) to
denote the set of all extreme points of P.
Lemma 12. For λ1, λ2 ∈ Rm+ , and a
1 ∈ Fλ1 , a
2 ∈ Fλ2 with supp(a
1) =
supp(a2) := I, a1 6= a2. If D(projI ext(F
1)) ⊆ D(projI ext(F
2)), where F i =
{x ∈ Rn | aix = 1} ∩QI
λi
for i ∈ [2]. Then a1x ≥ 1 is not a FII to A(Q).
Proof. Since A(Q) ⊆ QI
λ1
∩ QI
λ2
, it’s sufficient for us to show: a1x ≥ 1 is not a
facet defining inequality to QIλ1 ∩Q
I
λ2 . It’s equivalent to showing: dim({x ∈ R
n |
a1x = 1} ∩ (QIλ1 ∩Q
I
λ2)) < n− 1, where:
{x ∈ Rn | a1x = 1} ∩ (QIλ1 ∩Q
I
λ2) = ({x ∈ R
n | a1x = 1} ∩QIλ1) ∩Q
I
λ2
= F 1 ∩QIλ2
⊆ F 1 ∩ {x ∈ Rn | a2x ≥ 1}.
(12)
Easy to see: for i ∈ [2], F i = conv(ext(F i)) + cone({ei}i∈[n]\I), where I =
supp(a1) = supp(a2). We arbitrarily pick f1 ∈ ext(F 1), from D(projI ext(F
1)) ⊆
D(projI ext(F
2)), we know there exists f2 ∈ F 2 such that projI f
1 ≤ projI f
2.
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x2
x1
f1
g1
f2
g2
a1x = 1
a2x = 1
QI
λ2
QI
λ1
Fig. 1. In this case D({f1, g1}) ⊆ D({f2, g2}), and a
ix = 1 are facet defining inequality
of QI
λi
for i = 1, 2. Here a1x ≥ 1 cannot be a FII to A(Q).
Since supp(a2) = I, we know for any x ∈ Rn, a2x = projI a
2 · projI x. Therefore:
a2 · f1 = projI a
2 · projI f
1
≤ projI a
2 · projI f
2
= a2f2
= 1.
(13)
Here the first ≤ is because a2 ∈ Rn+ and projI f
1 ≤ projI f
2, the last equation
is because f2 ∈ F 2.
Notice that for any i /∈ I, a2ei = 0, also because F
1 = conv(ext(F 1)) +
cone({ei}i∈[n]\I), and for any f
1 ∈ ext(F 1), there is a2 · f1 ≤ 1. So for any
f ∈ F 1, we always have a2f ≤ 1, which implies
F 1 ∩ {x ∈ Rn | a2x ≥ 1} = F 1 ∩ {x ∈ Rn | a2x = 1}. (14)
Together with (12), we would get: {x ∈ Rn | a1x = 1}∩ (QI
λ1
∩QI
λ2
) ⊆ F 1∩{x ∈
Rn | a2x = 1}, which is further contained in {x ∈ Rn | a1x = 1} ∩ {x ∈ Rn |
a2x = 1}, with dimension n− 2 because a1 6= a2. Hence we complete the proof.
⊓⊔
The last pieces of results we would need are from [21]. Recall that an antichain
is a subset of a poset where no two elements are comparable.
Proposition 4 (Proposition 2 [21]). For any n ∈ N, there is no infinite
antichain in poset given by all integer packing sets in Rn, ordered by inclusion.
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Lemma 13 (Lemma 8 [21]). Let (O,) be a poset with no infinite-sized an-
tichain. Let I be a set with |I| = ∞ and k ∈ N, let aij ∈ O for each i ∈ I and
j ∈ [k]. Assume that, for every i ∈ I and j ∈ [k], the downset D({aij}) in the
poset (O,) has finite size. Then there exist t1, t2 ∈ I such that a
t1
j  a
t2
j for
every j ∈ [k].
Now we are ready to prove Proposition 3.
Proof (Proof of Proposition 3). Assume for contradiction: aix ≥ 1, i ∈ N to be
a sequence of infinitely many FIIs of A(Q), here ai ∈ Fλi for some λ
i ∈ Rm+ .
Claim. ‖ai‖∞ ≤ 1 for all i ∈ N.
Proof (Proof of Claim). We know QI
λi
is a full-dimensional polyhedron, with
integral extreme points and rec(QI
λi
) = Rn+. Therefore, for each facet defining
inequality which doesn’t pass the origin, we can find n linearly independent
integer points on that corresponding facet. If for some i ∈ N, j ∈ [n], aij > 1,
then: QI
λi
∩ {x ∈ Rn | aix = 1} ∩ Zn ⊆ {x ∈ Nn | ax = 1} ⊆ {x ∈ Nn | xj = 0},
so we cannot find n linearly independent integer points on facet QI
λi
∩{x ∈ Rn |
aix = 1}, which gives the contradiction. ⋄
Since the ∞-norm unit ball is a compact set, by Bolzano-Weierstrass theorem,
now we know there must exist a convergent subsequence of {ai}i≥1. W.l.o.g. we
still assume this convergent subsequence to be {ai}i≥1, and ai → α. As our proof
in Proposition 2, here we also discuss according to supp(α):
1. supp(α) = [n]: The proof in this case is exact the same as the corresponding
part in Proposition 2, and we omit it here.
2. supp(α) ⊂ [n]: W.l.o.g. we assume supp(α) = [k], k < n. Since ai → α, we
know there exists N1, such that for any i ≥ N1, we have
[k] = supp(α) ⊆ supp(ai) ⊆ [n].
Since here [n] is a finite set, and there are infinitely many {ai}i≥N1 , we
know there must exist infinitely many vectors among {ai}i≥N1 with the same
support. W.l.o.g. we still denote this infinitely many vectors to be {ai}i≥1,
and the support of those vectors to be [t], t ≥ k. Hence we have:
For any i ∈ N, [k] = supp(α) ⊆ supp(ai) = [t].
Here we denote T := proj[k]{x ∈ N
n | αx ≤ 32}, T
i := proj[k]{x ∈ N
n |
aix = 1}. Because ai → α, supp(ai) = [t] ⊇ [k] = supp(α), we know there
exists N2, such that for all i ≥ N2, T i ⊆ T . Clearly here T is a finite set,
and because T i ⊆ T for all i ≥ N2, by the Pigeonhole principle, we know
there are infinitely many ai with the same T i. W.l.o.g we still assume this
infinitely many ai to be {ai}i≥1, and denote T ∗ = T i for all i ∈ N. Here
T ∗ ⊆ T .
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Recall what we have established so far: For any i ∈ N, there is
[k] = supp(α) ⊆ supp(ai) = [t], T i = T ∗. (15)
Now we denote F i to be the corresponding facet in QI
λi
for facet defining
inequality aix ≥ 1, namely, F i := QI
λi
∩ {x ∈ Rn | aix = 1}. Also for each
j ∈ T ∗, i ∈ N, we denote Aij := proj[t]\[k]{f | f ∈ ext(F
i) with proj[k] f =
j} ⊆ Nt−k (it’s defined to be ∅ if t = k). Here Aij is a finite set.
Claim. For any i ∈ N, proj[t] ext(F
i) =
⋃
j∈T∗
(
{j} ×Aij
)
.
Proof (Proof of Claim). First, from the definition of Aij , we clearly have
{j}×Aij ⊆ proj[t] ext(F
i), for any j ∈ T ∗, i ∈ N. So we have proj[t] ext(F
i) ⊇⋃
j∈T∗
(
{j} ×Aij
)
.
On the other hand, for any point f ∈ ext(F i), denote j := f[k], which belongs
to T i = T ∗. Obviously f[t]\[k] ∈ A
i
j , so f ∈
⋃
j∈T∗
(
{j} ×Aij
)
. ⋄
Next, the goal is to find p, q ∈ N with D(proj[t] ext(F
p)) ⊆ D(proj[t] ext(F
q)).
Then by Lemma 12 we would imply that apx ≥ 1 is not a FII of A(Q), which
gives us the contradiction to our initial assumption.
We are going to apply Lemma 13 here. Pick the poset of all integer packing
sets in Rt−k with partial order ⊆ to be the poset (O,) in Lemma 13, I is
picked to be N, j ∈ [k] in Lemma 13 is picked to be j ∈ T ∗, and aij ∈ O in
Lemma 13 is picked to be D(Aij), which is an integer packing set in R
t−k.
Here the downset D(·) is with respect to poset (Nt−k,≤). Since Aij has finite
size, we know D(Aij) is a finite set in N
t−k. Denote D˜(·) to be the downset
with respect to the poset (O,⊆). Hence D˜(D(Aij)) represents the collection
of all possible integer packing sets in Rt−k which are also subset of D(Aij).
Since D(Aij) is a finite set, therefore the number of its subsets is also finite.
Thus the conditions in Lemma 13 are all satisfied, and this gives us: there
exists p, q ∈ N with D(Apj ) ⊆ D(A
q
j ) for all j ∈ T
∗.
Note that
D(proj[t] ext(F
p)) = D(
⋃
j∈T∗
(
{j} ×Apj
)
) =
⋃
j∈T∗
(
D({j})×D(Apj )
)
Here the first equation is from the last claim, the second equation is from
the definition of downsets. Since D(Apj ) ⊆ D(A
q
j ) for each j ∈ T
∗, we obtain:
D(proj[t] ext(F
p)) ⊆ D(proj[t] ext(F
q)), and this concludes the proof, as we
remarked before.
All in all, there are at most finitely many FIIs ax ≥ 1 with a ∈ ∪λ∈Rm+ Fλ. ⊓⊔
From Proposition 2, Proposition 3, and Theorem 1, we concluded the proof
of Theorem 2.
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4 CG closure of some unbounded irrational polyhedron
A Chva´tal-Gomory cut (CG cut) for a polyhedron P is an inequality of the form
cx ≤ ⌊δ⌋, where c is an integer vector and cx ≤ δ is valid for P . Then the CG
closure of P is the intersection of all half-spaces defined by such inequalities.
Schrijver [17] showed that for a rational polyhedron, the CG closure is again a
rational polyhedron, and asking whether the CG closure of an arbitrary polytope
is a rational polytope. This longstanding open problem was proved by [11,7]
individually. Among their 20 pages and 28 pages proof, they shared similar idea
and both were using the induction argument on dimension. Even though CG
cuts were originally introduced for polyhedra, they have lately been applied to
other convex sets as well. In this general setting, a series of studies have been
conducted to the polyhedrality of CG closure of many different convex sets. In
[10], the authors showed that, the CG closure of a bounded full-dimensional
ellipsoid, described by rational data, is a rational polytope; In [6], they showed
the CG closure of a set obtained as an intersection of a strictly convex body
and a rational polyhedron is a polyhedron; In [7], they extend the same result
to compact convex set.
The first result we can obtain from our general characterization Theorem 1
and Lemma 6 is Theorem 4. We present its proof in the following:
Proof (Proof of Theorem 4). For a ∈ Rn, we denote σS(a) := supx∈S〈a, x〉, and
C := {c ∈ Zn | σS(c) < ∞}. Define A := {(c, ⌊σS(c))}c∈C ∪ {(0, . . . , 0, 1)}, and
K := cl coneA. Then the CG closure SCG is the same as the closure I (A).
From Theorem 1 we want to show K has only finitely many different extreme
rays. From Lemma 6, we know any extreme ray of K is either in A, or can be
conically converged by elements in A. We discuss by these two cases.
1. First, we want to show there are at most finitely many different extreme ray
(r, 1) of K which does not belong to {λa | λ ≥ 0, a ∈ A}. By Lemma 6,
we know there exists {(ci, ⌊σP (ci)⌋)} ⊆ A such that (ci, ⌊σS(ci)⌋)
c
−→ (r, r0):
there exists γi · (ci, ⌊σS(ci)⌋) → (r, r0) for γi > 0. Since ci ∈ Zn, we know
‖ci‖2 → ∞. So γi → 0. Also because γi⌊σS(c
i)⌋ → 1, and γi(σS(c
i) − 1) <
γi⌊σS(ci)⌋ ≤ γiσS(ci), we know that γiσS(ci) → r0. Due to the smooth-
ness of linear programming objective value with respect to objective vector,
for γic
i → r, we have σS(r) = σS(limi γici) = limi σS(γici), which is just
limi γiσS(c
i) = r0. Hence extreme ray (r, r0) of K just corresponding to a
valid inequality of P , which has finitely many facet defining inequalities.
2. Then, we are showing there are at most finitely many different extreme
ray of K which also belong to A. Assume for contradiction: there exists
rix ≤ ⌊σS(r
i)⌋, ri ∈ C, i ∈ N, which are all FIIs to SCG. Here (ri, ⌊σS(ri)⌋)
are all extreme rays of K. By Bolzano-Weierstrass theorem, any infinite
sequence contains a conically convergent subsequence to a non-zero point
(scaling those infinitely vectors to a unit 1-norm ball, for example). We still
denote this subsequence to be i ∈ N : γi(ri, ⌊σS(ri)⌋) → (r, r0). From the
same discussion as in the last case, here we have γi⌊σS(ri)⌋ → σS(r). By
condition, SCG doesn’t meet any face of S, and strictly contained in S, so for
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any r ∈ Rn with σS(r) < ∞, σS(r) > σSCG(r). If there are infinitely many
i ∈ N with γi⌊σS(ri)⌋ ≤ σSCG(γir
i), then taking the limit, we would get
σS(r) ≤ σSCG(r), which is not true. Therefore, we have infinitly many i ∈ N
with γi⌊σS(ri)⌋ > σSCG(γir
i) = γiσSCG(r
i). Notice that rix ≤ σSCG(r
i) is
valid to SCG, which is I (A). By Lemma 4, we know (ri, σSCG(r
i)) ∈ K.
However, σSCG(r
i) < ⌊σS(ri)⌋, and (0, . . . , 0, 1) ∈ K, we know (ri, ⌊σS(ri)⌋)
can be written as the conical combination of (0, . . . , 0, 1) and (ri, σSCG(r
i)),
giving contradiction to the assumption that (ri, ⌊σS(ri)⌋) is an extreme ray
of K.
⊓⊔
All current results about CG closure so far were essentially based on assumption
of either compactness or rational data. In fact, for unbounded irrational poly-
hedron it’s believed the CG closure is not necessarily still polyhedral. Bear that
in mind, we want to further understand what can be a more general sufficient
condition to guarantee such polyhedrality, rather than rational data? It is our
goal to partially answer this question in this section.
We would need the following well-known simultaneous diophantine approx-
imation theorem due to Kronecker. Note that the version we used here is very
similar to the one used by [5].
Lemma 14 ([13,20,5]). Let n,N0 ∈ N and π ∈ Rn with π 6= 0. Then Zn −
πZ>N0 contains a dense subset of a linear subspace V of R
n.
In fact, as shown in the proof of Lemma 2 [5], we can construct such linear space
V for each π ∈ Rn: assume {1, πi for i ∈ I} is a linear basis of {1, π1, . . . , πn}
over Q, here I ⊆ [n]. For j /∈ I, we can find positive integer m and integers
nj,i, i ∈ {0}∪I, such that mπj = nj,0+
∑
i∈I nj,iπi, for j /∈ I. Then V is defined
by: mxj =
∑
i∈I nj,ixi, j /∈ I. Easy to see, for different basis of {1, π1, . . . , πn}
over Q, the constructed linear subspace would always be the same. Hence we
can denote such liner subspace of vector π to be Vπ . For π 6= 0, from this above
construction of Vπ , we note that if π ∈ Vπ , then for any q ∈ Qn, πq can never be
non-zero rational number. In fact the reverse is also true. We state this a little
differently in the following:
Lemma 15. For 0 6= π ∈ Rn, π ∈ Vπ iff πx = 1 has no rational solution.
Proof. First, we show: if π ∈ Vπ, then πx = 1 has no rational solution. Arbitrarily
pick a set of linear basis {1, πi for i ∈ I} of {1, π1, . . . , πn} over Q. Since π ∈ Vπ ,
from the construction of Vπ , we know there exists positive integerm and integers
nj,i, i ∈ I for j /∈ I, such that mπj =
∑
i∈I nj,iπi. Therefore, π
T ·x = πTI ·Tx for
some T ∈ Q|I|×n. Because here {1, πi for i ∈ I} are linearly independent over
Q, we know there does not exist x ∈ Qn such that πTI · Tx ∈ Q, which is saying
πx /∈ Q for x ∈ Qn, and it’s equivalent to saying πx = 1 has no rational solution.
Next, we show that: if π /∈ Vπ , then we can find x ∈ Qn with πx = 1.
Arbitrarily pick a set of linear basis {1, πi for i ∈ I} of {1, π1, . . . , πn} over Q.
From assumption π /∈ Vπ, we know there exists some j /∈ I, such that πj =
qj +
∑
i∈I qj,iπi for some 0 6= qj ∈ Q, qj,i ∈ Q, i ∈ I. Then, define x to be:
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xi = −
qj,i
qj
for each i ∈ I;xj =
1
qj
; and xk = 0 for k /∈ I ∪ {j}. Easy to check
x ∈ Qn, and πx = 1. Hence we complete the proof. ⊓⊔
The next lemma shows some facet defining inequality with “good” property,
which would be important for our later analysis.
Lemma 16. Given a polyhedron P = {x ∈ Rn | Mx ≤ d}, M ∈ Rm×n, d ∈
(Z \ {0})m, and one bounded facet {x ∈ P | Mix = di}. If Mi satisfies at least
one of the following:
1. MTi · x = 1 has no rational solution;
2. There exists v ∈ VMi such that vx < 0 is valid to {x ∈ P |Mix = di}.
Then, for any extreme point p on facet {x ∈ P | Mix = di}, there exists
{ci}i∈[k] ⊆ Z
n, {τi}i∈[k] ⊆ R+ for some k ∈ N, such that Mi =
∑
i∈[k] τic
i,
and
∑
i∈[k] τi(c
ip− ⌊max{cix | x ∈ P}⌋) > 0.
Before giving the proof to this lemma, we would also need the following result:
Lemma 17 (Sticky face lemma [15]). If P is a polyhedron in Rn, x∗0 is a
point of Rn and F is the set of maximizers of 〈x∗0, ·〉 on P (a face of P ). Then for
any x∗ close enough to x∗0, the maximizers of 〈x
∗, ·〉 on P are just its maximizers
on F .
This lemma can be seen as the polyhedral version of Lemma 1 in [5].
Proof (Proof of Lemma 16). Denote F := {x ∈ P | Mix = di}, E to be the
set of extreme points on F , and U := max{1, ‖e‖2 for all e ∈ E}. Since F is a
bounded facet, there is F = convE. Easy to see, for any q ∈ Q, Mi satisfying
any one of those two conditions if and only if qMi satisfying the same condition.
Therefore w.l.o.g. we assume di = 1. From Lemma 17, we know there exists
ǫ > 0, such that when ‖c−Mi‖2 ≤ ǫ, there is max{cx | x ∈ P} = max{cx | x ∈
F} = max{cx | x ∈ E}. Pick N0 ∈ N and N0 > 1ǫ .
1. IfMix = 1 has no rational solution, by Lemma 15, we knowMi ∈ VMi . Since
Mi
2 ∈ VMi , we can find a small simplex in VMi containing
Mi
2 in its relative
interior. From Lemma 14, we have Zn −MiN>N0 containing a dense subset
in VMi , so we can also find {c
i}i∈[k] ⊆ Zn, {ni}i∈[k] ⊆ N>N0 , k ∈ N, such
that
Mi
2
=
∑
i∈[k]
λi(c
i − niMi), ‖c
i − (ni +
1
2
)Mi‖2 <
1
2U
.
Here λi > 0,
∑
i∈[k] λi = 1, i ∈ [k]. So we have: Mi =
∑
i∈[k]
λi∑
j∈[k] λjnj+
1
2
ci,
and we denote τi :=
λi∑
j∈[k] λjnj+
1
2
∈ R+. From ‖ci − (ni + 12 )Mi‖2 <
1
2U ,
here ni > N0 =
1
ǫ
, clearly we have ‖ c
i
ni+
1
2
−Mi‖2 < ǫ, therefore we also have
max{cix | x ∈ P} = max{cix | x ∈ E}. Now, for any p ∈ E, notice that
|cip − (ni +
1
2 )| = |c
ip − (ni +
1
2 )Mip| ≤ U‖c
i − (ni +
1
2 )Mi‖2 <
1
2 , hence:
⌊max{cix | x ∈ P}⌋ = ⌊max{cix | x ∈ E}⌋ = ni, and cip > ni, for p ∈ E.
Therefore, we also obtained:
∑
i∈[k] τi(c
ip− ⌊max{cix | x ∈ P}⌋) > 0.
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2. Now assuming there exists v ∈ VMi such that vx < 0 is valid to facet F .
Since VMi is a linear space, and for any ǫ > 0, ǫv · x < 0 is still valid to
F , so here we assume ‖v‖2 <
1
U
. Since v,−v ∈ VMi , and Z
n − MiN>N0
contains a dense subset in VMi , we can find points in Z
n −MiN>N0, and
sufficiently close to v,−v, such that 0 is contained in its relative interior.
Namely, there exists {ci}i∈[k] ⊆ Zn, {ni}i∈[k] ⊆ N>N0 , 1 ≤ t < k ∈ N, such
that: 0 =
∑
i∈[k] λi(c
i−niMi), (ci−niMi)x > 0 valid to F for all i ∈ [t], (cj−
njMi)x < 0 valid to F for all j ∈ [k]\[t], and ‖ci−niMi‖ <
1
U
for all i ∈ [k].
This gives us Mi =
∑
i∈[k]
λi∑
j∈[k] λjnj
ci, and we denote τi =
λi∑
j∈[k] λjnj
> 0.
For i ∈ [t], we have (ci − niMi)p > 0, which means cip > ni. Also, for any
p′ ∈ E, we also have |cip′−ni| = |(ci−niMi)p′| ≤ U‖ci−niMi‖ < 1, which
implies cip′ < ni + 1 for all p
′ ∈ E. Also since ‖ c
i
ni
− Mi‖ <
1
ni
< ǫ, we
know max{cix | x ∈ P} = max{cix | x ∈ F} = max{cix | x ∈ E}. Hence:
cip−⌊max{cix | x ∈ P}⌋ = cip−ni > 0. Similarly, for j ∈ [k]\ [t], we can do
the same discussion, and obtain: cjp−⌊max{cjx | x ∈ P}⌋ = 1+cjp−nj > 0.
Therefore, we also have
∑
i∈[k] τi(c
ip− ⌊max{cix | x ∈ P}⌋) > 0.
⊓⊔
We should remark that, without any assumption onMi, we can still derive almost
the same result, except now we can only guarantee
∑
i∈[k] τi(c
ip − ⌊max{cix |
x ∈ P}⌋) ≥ 0. It turns out the strictly positivity is the key for our later proof.
Now we are ready to prove our Theorem 3. We reiterate it in the following:
Theorem 3 1 Given a polyhedron P = {x ∈ Rn |Mx ≤ d} with full-dimensional
integer hull, M ∈ Rm×n, d ∈ (Z \ {0})m. If each row vector Mi satisfies at least
one of the following:
1. There exists r ∈ R such that rMi ∈ Qn;
2. MTi · x = 1 has no rational solution;
3. There exists v ∈ VMi such that vx < 0 is valid to {x ∈ P |Mix = di}.
Furthermore, if facet {x ∈ P | Mix = di} is unbounded, there exists r ∈ R such
that rMi ∈ Qn. Then, PCG is a rational polyhedron.
Proof (Proof of Theorem 3). For a ∈ Rn, denote σP (a) := supx∈P 〈a, x〉, and C :=
{c ∈ Zn | σP (c) <∞}. All CG cut are given by cx ≤ ⌊σP (c)⌋ for c ∈ C. Denote
A := {(c, ⌊σP (c)⌋)}c∈C ∪ {(0, . . . , 0, 1)}, and K := cl coneA. So PCG = I (A).
Since P has full-dimensional integer hull, then PCG is also full-dimensional. By
Theorem 1, it suffices for us to show K only have finitely many extreme rays.
From Lemma 6, we know any extreme ray of K is either in A, or can be conically
converged by elements in A. Follows the exact same argument as in the proof of
case 1 in Theorem 4, it suffices for us to assume all extreme rays of K belong to
A, and we want to show there are at most finitely many of them.
Assume for contradiction: there exists rix ≤ ⌊σP (ri)⌋, ri ∈ C, i ∈ N, which
are all FIIs to PCG. Here σP (r
i) = ripi for some extreme point pi of P . Since
P only have finitely many extreme points, by Pigeonhole principle we know
there must be infinitely many ri with σP (r
i) = rip for one specific extreme
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point p. W.l.o.g. we assuming for all i ∈ N, σP (ri) = rip. Because of the strong
duality of linear programming and Farkas Lemma, it’s well-known that cx ≤
cp is a valid inequality to P if and only c ∈ cone(M1, . . . ,Mt), here for each
i ∈ [t],Mix ≤ Mip is a facet defining inequality of P which is also active at
extreme point p. According to the condition of this theorem, assuming β1 :=
κ1M1, . . . , β
t1 := κt1Mt1 ∈ Z
n, here t1 ≤ t, κ1, . . . , κt1 ∈ R+, and for i ∈ [t]\ [t1],
by Lemma 16, we can find {ci,j}j∈[ki] ⊆ Z
n, {τi,j}j∈[ki] ⊆ R+, ki ∈ N, such that
Mi =
∑
j∈[ki]
τi,jc
i,j , and
∑
j∈[ki]
τi,j(c
i,jp−⌊σP (ci,j)⌋) > 0. Therefore, for each
ri, there exists γi,j ≥ 0 for j ∈ [t] such that
ri =
t∑
j=1
γi,jMj =
t1∑
j=1
γi,j
κj
βj +
t∑
j=t1+1
γi,j
∑
l∈[kj ]
τj,lc
j,l. (16)
Here βj , cj,l ∈ Zn, γi,j , κj , τj,l ≥ 0.
Claim. For each j ∈ [t] \ [t1], {γi,j}i∈N is a bounded set.
Proof (Proof of Claim). Consider these CG cuts: βjx ≤ ⌊βjp⌋ for j ∈ [t1],
cj,lx ≤ ⌊σP (cj,l)⌋ for j ∈ [t] \ [t1], l ∈ [kj ]. Hence, from equation (16), the
following is a valid inequality to PCG:
rix ≤
t1∑
j=1
γi,j
κj
⌊βjp⌋+
t∑
j=t1+1
γi,j
∑
l∈[kj ]
τj,l⌊σP (c
j,l)⌋.
For any j ∈ [t] \ [t1], we have γi,j
∑
l∈[kj ]
τj,l⌊σP (cj,l)⌋ < γi,j
∑
l∈[kj ]
τj,lc
i,jp− 1
as long as γi,j >
1∑
l∈[kj ]
τj,l(cj,lp−⌊σP (cj,l)⌋)
. In that case, rix ≤ rip − 1 is also
valid to PCG, which contradicts to the assumption that rix ≤ ⌊rip⌋ is a FII to
PCG. ⋄
For each ri, it can be splitted into two parts: ri = r¯i + ri, where:
r¯i :=
t1∑
j=1
⌊
γi,j
κj
⌋βj +
t∑
j=t1+1
∑
l∈[kj ]
⌊γi,jτj,l⌋c
j,l, (17)
ri :=
t1∑
j=1
(
γi,j
κj
− ⌊
γi,j
κj
⌋)βj +
t∑
j=t1+1
∑
l∈[kj ]
(γi,jτj,l − ⌊γi,jτj,l⌋)c
j,l. (18)
Because all βj and cj,l are integer vectors, we know r¯i is integer vector, therefore
ri is also an integer vector. Notice that the coefficients of all βj and cj,l in ri
is bounded in [0, 1), so ri can only have finitely many possibilities. Therefore
there exists infinitely many ri with the same ri. We still assuming this infinite
sequence to be {ri}i∈N.
Now, we take a look at the coefficients of r¯i, which are all non-negative integer
numbers. For r¯i, we denote (ui, vi) to represent the coefficients of r¯i in (17), here
ui := (⌊γi,1
κ1
⌋, . . . , ⌊
γi,t1
κt1
⌋), and vi := (⌊γi,t1+1τt1+1,1⌋, . . . , ⌊γi,tτt,kt⌋).
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From the last claim, {vi}i∈N is a bounded set. Since each vi is an integer
vector, we know there must exists infinitely many i ∈ N with the same vi vector.
We still assuming all i ∈ N have the same vi. In this infinite set {ui}i∈N, which
is a subset of Nt1 , by Gordan-Dickson lemma 11, we know there exists a, b ∈ N,
such that ua ≤ ub. Therefore, we find a, b ∈ N, satisfying the following:
ra = rb, va = vb, ua ≤ ub.
Consider vector rb − ra. It can be written as:
rb − ra = (r¯b − r¯a) + (rb − ra)
= r¯b − r¯a
=
t1∑
j=1
(ubj − u
a
j )β
j +
t∑
j=t1+1
∑
l∈[kj ]
(vbj,l − v
a
j,l)c
j,l
=
t1∑
j=1
(ubj − u
a
j )β
j
Since ua ≤ ub, which means rb − ra can be written as the conical combination
of {βj}j∈[t1]. Because for each β
j , βjx ≤ βjp is valid to P , we have (rb − ra)x ≤
(rb − ra)p is also valid to P . Therefore (rb − ra)x ≤ ⌊(rb − ra)p⌋ is also a CG
cut. Note that ⌊(rb− ra)p⌋+ ⌊rap⌋ ≤ ⌊rbp⌋, so CG cut rbx ≤ ⌊rbp⌋ is dominated
by (rb − ra)x ≤ ⌊(rb − ra)p⌋ and rax ≤ ⌊rap⌋, which contradicts to the FII
assumption. ⊓⊔
5 Epilogue
In this paper we propose a novel way of showing the polyhedrality of general
cutting-plane closures, by characterizing the number of extreme rays in one of its
related closed convex cone. Due to the lack of specificity, this is not a one-size-
fits-all approach, in most cases further necessary argument is needed. Because
of that, the sufficient condition we provided in Theorem 3 for CG closure is
nowhere near being complete, for instance. Meanwhile our proof of Theorem 4 is
rather neat, and is very representative for proofs using Theorem 1 and Lemma 6.
That being said, we do believe this approach can enable us to tackle most poly-
hedrality problems from a different angle, and further investigation might be of
independent interest.
References
1. Kent Andersen, Quentin Louveaux, and Robert Weismantel. An analysis of mixed
integer linear sets based on lattice point free convex sets. Mathematics of Opera-
tions Research, 35(1):233–256, 2010.
2. Gennadiy Averkov. On finitely generated closures in the theory of cutting planes.
Discrete Optimization, 9(4):209–215, 2012.
On the Polyhedrality of Cutting-plane Closure 25
3. Egon Balas and Michael Perregaard. Lift-and-project for mixed 0–1 programming:
recent progress. Discrete Applied Mathematics, 123(1-3):129–154, 2002.
4. Merve Bodur, Alberto Del Pia, Santanu S Dey, Marco Molinaro, and Sebastian
Pokutta. Aggregation-based cutting-planes for packing and covering integer pro-
grams. Mathematical Programming, pages 1–29, 2017.
5. Ga´bor Braun and Sebastian Pokutta. A short proof for the polyhedrality of the
chva´tal–gomory closure of a compact convex set. Operations Research Letters,
42(5):307–310, 2014.
6. Daniel Dadush, Santanu S Dey, and Juan Pablo Vielma. The chva´tal-gomory
closure of a strictly convex body. Mathematics of Operations Research, 36(2):227–
239, 2011.
7. Daniel Dadush, Santanu S Dey, and Juan Pablo Vielma. On the chva´tal–gomory
closure of a compact convex set. Mathematical Programming, 145(1-2):327–348,
2014.
8. Sanjeeb Dash, Oktay Gu¨nlu¨k, et al. On the polyhedrality of cross and quadrilateral
closures. Mathematical Programming, 160(1-2):245–270, 2016.
9. Sanjeeb Dash, Oktay Gnlk, and Diego A Morn R. On the polyhedrality of clo-
sures of multibranch split sets and other polyhedra with bounded max-facet-width.
SIAM Journal on Optimization, 27(3):1340–1361, 2017.
10. Santanu S Dey and Juan Pablo Vielma. The chva´tal-gomory closure of an ellip-
soid is a polyhedron. In International Conference on Integer Programming and
Combinatorial Optimization, pages 327–340. Springer, 2010.
11. Juliane Dunkel and Andreas S Schulz. The gomory-chva´tal closure of a nonrational
polytope is a rational polytope. Mathematics of Operations Research, 38(1):63–91,
2013.
12. Branko Gru¨nbaum, Victor Klee, Micha A Perles, and Geoffrey Colin Shephard.
Convex polytopes. 1967.
13. Leopold Kronecker. Na¨herungsweise ganzzahlige auflo¨sung linearer gleichungen.
1884.
14. K. Pashkovich, L. Poirrier, and H. Pulyassary. The aggregation closure is polyhe-
dral for packing and covering integer programs. arXiv preprint, 2019.
15. Stephen M Robinson. A short proof of the sticky face lemma. Mathematical
Programming, 168(1-2):5–9, 2018.
16. Ralph Tyrell Rockafellar. Convex analysis. Princeton university press, 2015.
17. Alexander Schrijver. On cutting planes. Combinatorics, 79:291–296, 1980.
18. Milan Studeny. Probabilistic conditional independence structures. Springer Science
& Business Media, 2006.
19. Juan Pablo Vielma. A constructive characterization of the split closure of a mixed
integer linear program. Operations Research Letters, 35(1):29–35, 2007.
20. Hermann Weyl. U¨ber die gleichverteilung von zahlen mod. eins. Mathematische
Annalen, 77(3):313–352, 1916.
21. Haoran Zhu, Alberto Del Pia, and Jeff Linderoth. Integer packing sets form a
well-quasi-ordering. arXiv preprint, 2019.
