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ABSTRACT 
NUMBER THEORETIC TRANSFORM IMPLEMENTATION USING MICROPROCESSORS 
Sean C. Martin 
Since 1974 considerable interest has been shown in the l i t e r a t u r e 
in the topic of number theoret ic transforms. These transforms provide 
an e f f i c i e n t i n t e g e r p r o c e s s i n g t e c h n i q u e f o r c o n v o l u t i o n . 
Microprocessors are su i t ed to in t ege r processing p a r t i c u l a r l y f o r 
a p p l i c a t i o n s where the r equ i red processing load i s s m a l l . I t was 
therefore a natural step to investigate and t a i l o r the properties of 
number theoret ic transforms to the capab i l i t i e s of microprocessors to 
provide cheap and compact processors using e f f i c i e n t signal processing 
algorithms. 
I t was found that e f f i c i e n t number theoretic transforms could be 
defined using the Modulus M = 65521 and th i s is especially convenient 
f o r a microprocessor implementa t ion . Relevant aspects of modular 
ari thmetic are investigated. The techniques developed are extended to 
allow f o r complex signal processing. 
In conclusion i t is shown that number theoretic transforms can be 
used to encode and decode Reed-Soloman error correct ing codes. 
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CHAPTER 1 
INTRODUCTION 
With recent advances i n s o l i d s ta te technology d i g i t a l s ignal 
processing i s becoming more and more impor tant as a s u b s t i t u t e f o r 
analogue processing i n various areas of communications, c o n t r o l 
engineering and general signal processing. Dig i t a l components are more 
r e l i a b l e , have a lower f a i l u r e rate, can achieve arbi tary accuracy and 
in cer ta in applications consume less power and occupy less space than 
analogue components. But , i n order to take f u l l advantage of t h i s , 
e f f i c i e n t signal processing algorithms must be developed to sui t the 
c a p a b i l i t i e s of the a v a i l a b l e hardware. Microprocessors combine a l l 
the assets described t o provide cheap compact processors f o r 
applications where computation speed is not c r i t i c a l . The aim of t h i s 
work has been to adapt recently developed signal processing algorithms 
to the capab i l i t i e s of microprocessors. 
Convolution is the basic operation of signal processing; however 
a d i r e c t implementa t ion of c o n v o l u t i o n i s i n e f f i c i e n t . The Four ie r 
transform possesses a special property known as the cycl ic convolution 
property (CCP). This a t t r i bu t e i d e n t i f i e s m u l t i p l i c a t i o n of frequency 
domain signals wi th the convolution of signals in the t ime domain. I t 
i s well known that the convolution of two signals may be achieved by 
t a k i n g the Four ie r t r a n s f o r m of both s igna ls and then t a k i n g the 
inverse Four ie r t r a n s f o r m of the product of the frequency domain 
s igna l s . With the advent of the f a s t Four ier t r a n s f o r m (FFT) 
a l g o r i t h m , c o n v o l u t i o n may now be performed cons iderably more 
e f f i c i e n t l y by Fourier transform techniques. 
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The Four ie r t r a n s f o r m is de f ined over the complex domain and 
dur ing i t s computat ion i t requi res m u l t i p l i c a t i o n s by complex 
i r r a t i o n a l r o o t s of u n i t y . W i t h any f i n i t e p r e c i s i o n these 
c o e f f i c i e n t s cannot be represented accura te ly and so the Four ier 
t r a n s f o r m i s subject to accumulat ive round o f f e r r o r . In s ignal 
processing a p p l i c a t i o n s data i s o f t e n sampled using analogue to 
d i g i t a l conver tors and t h e r e f o r e wi thou t loss of g e n e r a l i t y such 
s igna ls can be considered to be in t ege r w i t h some upper bound and 
scale fac tor applied. One may therefore consider signals appertaining 
to the real world to be essent ia l ly integer in character. I t fo l lows 
that in p r inc ip le , i f convolutional signal processing is computed via 
the Fourier transform then complex ari thmetic has to be employed even 
when the data i s o f t e n pure ly i n t ege r i n nature . I t i s t h e r e f o r e a 
natural step to consider performing s ignal processing by an in teger 
technique. 
Algebra ic s tudies of the Four ie r t ransform reveal that cer ta in 
s t r u c t u r a l a t t r i b u t e s are respons ib le f o r i t possessing the c y c l i c 
convolution property. I t is possible to define transforms wi th these 
a t t r i b u t e s over f i n i t e r ings of i n t ege r s . These t r ans fo rms are 
c o l l e c t i v e l y known as number theoretic transforms (NTTs), and i t w i l l 
be seen t h a t these t r ans fo rms have some advantages over the Four ie r 
transform. Modular integer ar i thmetic is more a t t r ac t ive than complex 
f l o a t i n g po in t a r i t h m e t i c f o r s imple computers. This a r i t h m e t i c i s 
also exact since no round o f f error occurs during the computation of 
the t ransform, and i t is f o r these reasons that much interest has been 
shown in number theoretic transforms. 
Of l a te microprocessors have become available providing small and 
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cheap processors. These processors do not o f f e r the s o p h i s t i c a t e d 
f a c i l i t i e s associated w i t h more expensi ve machines and so i t seems 
that they are more suited to integer ari thmetic rather than complex 
a r i t h m e t i c . I t was t h e r e f o r e considered w o r t h w h i l e to t r y and 
implement number theoret ic transforms using microprocessor systems. 
There are many e x c e l l e n t r e f e r e n c e s on number t h e o r e t i c 
t r ans fo rms e.g. ( l ) - ( 5 ) , which in t roduce the fundamental concepts of 
the t o p i c . However one may f i n d an i n t r o d u c t i o n to number theory 
e n l i g h t e n i n g , f o r example Ore (68). The reader's a t t e n t i o n i s drawn 
p a r t i c u l a r l y t o a f a i r l y recent p u b l i c a t i o n by McClel lan and Rader 
(122) e n t i t l e d 'Number theory in D ig i t a l Signal Processing'. This book 
provides a thorough overview of the t o p i c of number t h e o r e t i c 
t r a n s f o r m s . Although not a l l of the references have been d i r e c t l y 
r e f e r r e d to i n the t e x t they have been inc luded to provide a f a i r l y 
comprehensive l i s t of related work. 
Agarwal and Burrus (3) , (5) have shown tha t i n order t ha t the 
transform support the cycl ic convolution property cer ta in s t ructural 
constraints l i m i t pract ical choices of number theoretic transform. A 
f i n i t e f i e l d of M elements ( Z M ) w i l l support only c e r t a i n values of 
t r a n s f o r m leng th (N), and f o r a given M and N an element a of order N 
must be found i n Z^. The transform and i t s inverse are defined by the 
fo l lowing re la t ions : 
N-l u 
X ( j ) = Z x(1) a I J mod M j e (O.N-l) 
i=0 
(1.1) 
, N-l 
x ( i ) = N z X ( j ) a " 1 J mod M i e (O.N-l) 
j=0 
The par t icu lar choices of M, N and a a f f ec t the ease of computation of 
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the transform. These constraints are summarized as fo l lows : 
(a) N must d i v i d e 0(M), where 0(M) i s de f ined t o be the greates t 
common d iv isor of the set of prime divisors (p^- 1) of M 
i . e . where 0(M) = g.c.d. (p. - 1) 
(b ) a must be an element of order N i . e . a N = 1 mod M and 
a r i 1 mod M r e ( 1 , N - l ) . 
(c) N ~ \ a m u l t i p l i c a t i v e inverse of N must exist i n the r ing Z^. 
(d) N should be well factored f o r fas t transform algorithms to exis t . 
(e) To f a c i l i t a t e f a s t and s imple a r i t h m e t i c mod M, M must have a 
s i m p l e b i n a r y r e p r e s e n t a t i o n , and t o f a c i l i t a t e f a s t 
m u l t i p l i c a t i o n by powers of a, a must also have a simple binary 
representation. 
Agarwal and Burrus have shown that constraint (a) is equivalent 
to c o n s t r a i n t s (b) and (c ) . Cons t ra in t (a) i s i n a use fu l form f o r 
f i n d i n g a s u i t a b l e modulus f o r a given t r a n s f o r m l e n g t h , w h i l e 
c o n s t r a i n t s (b) and (c) s t a t e the c o n d i t i o n s which the t r a n s f o r m 
parameters a and N - ' ' ' must s a t i s f y once M and N have been determined. 
For t h i s reason both sets of constraints are presented. 
k 
Let us consider M = 2 . This modulus does have a s imple b inary 
p a t t e r n but obv ious ly i t has a prime f a c t o r of two and so 0(2 ) = 1 
and hence the maximum transform length is also one. 
k 
For M = 2 -1 where k i s composi te , then l e t k = PQ where P i s 
P PO 
prime. I t can be seen that 2 - 1 divides 2 ^ - 1 and hence the maximum 
t r a n s f o r m leng th w i l l be governed by the maximum poss ib le f o r 
p 
M = 2 - 1. Therefore only the primes P need be considered and such 
p 
numbers M = 2 - 1 are known as Mersenne numbers. I t is t h i s property 
that gives r i se to the study of Mersenne number transforms. 
8 
For M =2 + 1 where k i s odd, then 3 d iv ides 2 + 1 and so the 
maximum transform length i s 2; therefore we need only consider even k. 
Let k be s 2 t where s i s odd, then 2 2 + 1 d iv ides 2 s 2 + 1 and the 
length of the poss ib le t r a n s f o r m w i l l be governed by the length 
2 t 
poss ib le f o r M = 2" + 1. Numbers of t h i s form are known as Fermat 
numbers and th i s gives r i se to the study of Fermat number transforms. 
Both these t r ans fo rms have moduli and a w i t h s imple b inary 
representations which f a c i l i t a t e fas t and simple a r i thmet ic . 
However the Mersenne number t r ans fo rms do not support h igh ly 
factored transform lengths and so fas t transform algorithms are not 
available f o r th i s class of number theoretic transform. 
The Fermat number t r a n s f o r m does however support r a d i x 2 FFT 
algorithms and hence t h i s appears to be an a t t r ac t i ve transform. The 
nature of t h i s transform is examined in more deta i l in chapter 2 where 
i t i s shown that the transform does su f fe r from cer ta in l i m i t a t i o n s 
which make i t unsuitable f o r a microprocessor implementation. I t is 
also poss ib le t o perform complex convolu t ions using Fermat number 
t r ans fo rms using a technique presented by Nussbaumer. In order t o 
define the nomenclature t h i s technique is presented in chapter 2 as i t 
w i l l l a t e r be generalized and used widely in l a t e r chapters. 
Number theoretic transforms are a l ike in structure to the Fourier 
t ransform, and hence in p r inc ip le any fas t Fourier transform algorithm 
can be appl ied t o number t h e o r e t i c t r a n s f o r m s . Therefore number 
t h e o r e t i c t r ans fo rms can be computed using standard f a s t Four ie r 
t r a n s f o r m (FFT) a l g o r i t h m s , which are most e f f i c i e n t f o r t r a n s f o r m 
lengths which are a power of 2. In 1976 Winograd (113),(114) and (101) 
proposed a new class of Fourier transform algorithms (WFTA) and these 
too may be adapted to der ive comparable f a s t a l go r i t hms f o r number 
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t h e o r e t i c t r an s fo rms . Winograd appl ied f i e l d theory to derive short 
t r a n s f o r m leng th a lgo r i thms i n the range 2 t o 16. He has proposed a 
technique f o r combining these a lgor i thms i n a nested s t r u c t u r e to 
der ive e f f i c i e n t a lgo r i thms f o r greater t r a n s f o r m lengths . By 
employing t h i s technique i t is possible to derive transform algorithms 
f o r a wider variety of transform lengths than would be available wi th 
standard radix 2 FFT algorithms. 
In a comparison between the Winograd algorithm and the FFT, one 
f i n d s t h a t the number of m u l t i p l i c a t i o n s r equ i red to compute the 
transform by the Winograd algorithm is reduced below that required f o r 
the FFT w h i l e the number of add i t i ons r equ i red i s comparable. This 
reduction of ari thmetic load is gained at the s a c r i f i c e of algorithm 
compl e x i t y . 
There i s d i spute i n the l i t e r a t u r e as to the r e l a t i v e mer i t s of 
the WFTA and the FFT (101),(49). However i t i s c e r t a i n t h a t the WFTA 
does provide a lgo r i thms which are as e f f i c i e n t as comparable FFT 
algorithms wi th the primary advantage that algorithms f o r a greater 
v a r i e t y of t r a n s f o r m lengths are ob ta inab le . I t i s t h i s l a s t po in t 
which enabled the development of number theoret ic transforms which are 
suited to a microprocessor implementation and t h i s work is covered i n 
chapter 3. 
P r e l i m i n a r y i n v e s t i g a t i o n s showed tha t the Fermat number 
transform, which is best implemented using a radix 2 FFT algori thm, 
was not p a r t i c u l a r l y s u i t e d t o a microprocessor system. Since t h i s 
class of transform was the optimum choice f o r the FFT other classes of 
transform were considered wi th a view to u t i l i z i n g the greater variety 
of t r a n s f o r m a v a i l a b l e w i t h Winograd t r a n s f o r m a l g o r i t h m s . I t was 
found t ha t the m u l t i p l i c a t i o n c o e f f i c i e n t s r equ i red f o r these 
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algorithms do not have simple binary patterns unlike the corresponding 
coe f f i c i en t s f o r Fermat number transforms. However microprocessors are 
becoming available wi th fas t mul t ip ly ins t ruct ions and f o r those that 
do not , hardware m u l t i p l y chips are a v a i l a b l e , and t h i s a l lows f a s t 
general in tege r m u l t i p l i c a t i o n s . This proper ty can be seen to r e l ax 
constraint (e) that the m u l t i p l i c a t i o n coe f f i c i en t s required f o r the 
t r a n s f o r m computat ion need have a s imple b inary p a t t e r n . For such 
processors the fac t that the Winograd m u l t i p l i c a t i o n coe f f i c i en t s do 
not have simple binary patterns is not a serious l i m i t a t i o n and th i s 
allows wider classes of number theoretic transforms. 
A search was made f o r choices of modulus which would be suited to 
Winograd a l g o r i t h m s . Since most microprocessors can e f f i c i e n t l y 
accomodate only 16 b i t a r i t h m e t i c , w i t h o u t excessive so f tware 
16 
penalt ies, the search was conducted below 2 . I t was found that the 
choice of M = 65521 i s optimum. 
The technique proposed by Nussbaumer was adapted to allow complex 
convolutions to be performed using these number theoretic transforms. 
In some cases a given modulus w i l l provide i n s u f f i c i e n t dynamic range 
and a larger modulus should be chosen. A direct implementation of such 
a scheme would r equ i r e a r i t h m e t i c w i t h greater p r e c i s i o n and t h i s 
seems unat t ract ive. The Chinese remainder theorem may be employed to 
circumvent th i s problem. I f the results of an ar i thmetic operation are 
evaluated wi th respect to two or more r e l a t i v e l y prime moduli then the 
r e s u l t may be determined w i t h respect t o the modulus which is the 
product of those modu l i . This approach i s p a r t i c u l a r l y su i t ed to a 
paral le l processing technique. A search was made f o r moduli which w i l l 
combine with M = 65521 over speci f ic Winograd transform lengths. The 
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material r e la t ing to deriving number theoretic transforms suited to a 
microprocessor implementation is outl ined in chapter 3. 
In chapter 4 cer ta in aspects of modular ar i thmetic are discussed. 
The technique of f i l t e r design f o r f i n i t e f i e l d ar i thmetic is examined 
more closely. As has been previously noted, in cases when the dynamic 
range of a given modulus i s i n s u f f i c i e n t to meet the f i l t e r design 
constraints , then a larger modulus should be chosen. The mechanism by 
which the Chinese remainder theorem allows recombination of results 
wirh respect to two sub moduli is examined. Preliminary investigations 
showed that modular integer a r i t h m e t i c i s cons iderab ly slower than 
normal in teger a r i t h m e t i c and a hardware modular m u l t i p l i e r was 
designed in order to reduce the computational load upon the processor. 
Reed, Truong et al have considered d e f i n i n g t r ans fo rms over 
quadrat ic f i n i t e f i e l d s . A r i t h m e t i c over these f i e l d s resembles 
a r i t h m e t i c de f ined i n the complex domain and using t h i s type of 
t r a n s f o r m i t i s poss ib le t o con vol ve compl ex sequences d i r e c t l y . In 
the manner previously out l ined f o r simple number theoret ic transforms, 
a search was conducted f o r a s u i t a b l e modulus to support Winograd 
a lgo r i t hms f o r complex t r a n s f o r m s . I t was found t ha t the modulus 
M = 65519 is an optimum choice. 
I t was observed that the two optimum choices f o r modulus, 65521 
and 65519, fo rm a prime p a i r . This r e s u l t was i n v e s t i g a t e d more 
c l o s e l y and general ized f o r other b i t l eng ths . Aspects of complex 
transforms relevant to a microprocessor implementation are discussed 
in chapter 5. 
Recent i n t e r e s t has been shown i n employing number t h e o r e t i c 
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t r ans forms to encode and decode a specia l c lass of e r r o r c o r r e c t i n g 
code, known as a Reed-Soloman code. This technique was adapted to use 
the algorithms derived e a r l i e r . This work is discussed in chapter 6. 
F i n a l l y i n chapter 7 some areas of f u r t h e r i n v e s t i g a t i o n are 
suggested which did not receive enough at tent ion in th i s thes is . 
I t i s shown that microprocessor systems can be used e f f e c t i v e l y 
to provide the" hardware f o r small scale convolution requirements and 
t h e r e f o r e such systems can be used wherever d i g i t a l convo lu t i on i s 
required. The range of possible applications is broad, covering many 
areas, f rom the computat ion of auto and cross c o r r e l a t i o n and power 
spectra, and non recursive and recursive d i g i t a l signal processing; to 
obtaining the solut ion of d i f ference equations. 
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CHAPTER 2 
FERMAT NUMBER TRANSFORMS 
Agarwal and Burrus (1) have shown that exact cyc l ic convolution 
can be performed by using number t h e o r e t i c t r ans fo rms def ined over 
rings of integers modulo Fermat numbers F^ given by F^  = 2 + L Such 
transforms can be computed without requir ing any mul t ip l i ca t ions to be 
performed but r e q u i r i n g only repeated b i t s h i f t s , add i t ions and 
subtractions. 
These transforms also support radix 2 FFT algorithms and hence at 
f i r s t sight they would appear to be a t t r ac t i ve f o r signal processing 
by transform techniques. 
The Fermat number transform is examined i n more detai l in t h i s 
chapter, and when t h i s transform is considered f o r a microprocessor 
implementa t ion two l i m i t a t i o n s become apparent. I t i s found t ha t a 
binary representation problem exists and i t is f e l t that an e f f i c i e n t 
microprocessor implementa t ion would generate computational errors 
which would be l i k e l y to seriously a f f ec t complete data blocks. I t i s 
p r i m a r i l y f o r t h i s reason t h a t Fermat numbers were considered 
unsuitable moduli f o r a microprocessor implementation. 
I t i s also shown tha t the t rans forms lengths a v a i l a b l e w i t h 
Fermat number transforms are l i m i t e d and therefore other classes of 
number t h e o r e t i c t r a n s f o r m were considered f o r a microprocessor 
implementation. 
The c h a p t e r conc ludes w i t h a s e c t i o n desc r ib ing work by 
Nussbaumer (51) which enables complex convolutions to be computed via 
Fermat t r a n s f o r m s . I t was f e l t necessary to inc lude t h i s ma te r i a l 
inorder to define the nomenclature and to express the subleties of t h i s 
technique in a manner which aids fu r the r development in chapter 3. 
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2.1 FERMAT NUMBER TRANSFORMS (FNTs) 
Numbers of the form F^ = 2 b + 1, b = 2* are known as Fermat 
t h 
numbers and F is known as the t Fermat number. Transforms of length 
N can be defined using Fermat moduli provided an element a of order N 
and an element can be found. The choice of the modulus F^ leads to 
the observation that 
2 b = -1 mod F t where b = 2l 
or 2 2 b = 1 mod F t 
and i t can be seen that the element 2 i s of order 2 t + * in the r ing F^. 
For prime Fermat numbers i t can be seen that 
0 (F t ) = 1C (2.1.1) 
and so these moduli are p a r t i c u l a r l y suited to radix 2 FFT algorithms, 
f o r which the element 2 provides a s u i t a b l e a w i t h a s imple b inary 
pattern, supporting a transform length which is proportional to the 
wordlength employed. 
Having found t h a t the f i r s t f o u r Fermat numbers were pr ime, 
Fermat conjectured that a l l such numbers would be l ikewise , however no 
known Fermat prime above F^ exis ts . I t i s now well known (1) that any 
t+2 
prime factors of composite Fermat numbers are of the form (k2 + 1) 
and therefore ( 2 t + 2 ) divides 0(F t ) . In par t icu la r 0(F t ) = 2 t + 2 f o r the 
Fermat numbers Fg and Fg. I t can therefore be seen that Fermat numbers 
larger than F^ are also suited to radix 2 FFT algorithms. 
In the l i g h t of t h i s discussion i t can be seen that FNTs support 
r a d i x 2 FFT a lgo r i thms w i t h the choice of a = 2 and t h i s i s a 
desirable s i tua t ion . For Fermat moduli the element 2 is of order 2 t + * 
and so the transform length f o r such simple transform algorithms is 
proportional to the wordlength employed. This is a l i m i t a t i o n of such 
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t r a n s f o r m sc 
t + 2 
The e lemen t 72 i s o f o r d e r 2 where t h e symbol 72 denotes t h e 
element f o r which (72) = 2. With the choice o f a = 72 the t r ans fo rm 
leng th can be doubled over t h a t a v a i l a b l e w i t h a = 2. M u l t i p l i c a t i o n 
by odd powers o f 72 a re r e q u i r e d i n o n l y one h a l f o f one pass o f t h e 
f a s t a l g o r i t h m and i n most cases t h i s i s not too ser ious a pena l ty . 
A s e l e c t i o n of Fermat modu l i , p e r m i s s i b l e t r a n s f o r m lengths and 
corresponding as are shown i n t a b l e 2 . 1 . 
In c o m p u t i n g t h e FNT a r i t h m e t i c i s pe r fomed modulo 2^ + 1 . I n 
t h i s a r i t h m e t i c t h e a l l o w e d i n t e g e r s a r e 0 . . . . 2^ . However u s i n g b 
b i t a r i t h m e t i c o n l y i n t e g e r s i n t h e r a n g e 0 . . . . 2 - 1 can 
unambigously be represented. Therefore t he re e x i s t s a problem i n the 
rep resen ta t i on of the element 2^ which i s i t s e l f congruent t o - 1 . For 
example c o n s i d e r t h e case o f F^ = 65537. 17 b i t s a re r e q u i r e d f o r 
unambigous rep resen ta t i on o f a l l the v a l i d elements o f Z P . However 
4 
t h e most s i g n i f i c a n t b i t i s r e q u i r e d o n l y t o r e p r e s e n t t h e e l emen t 
( - 1 ) . T h e r e f o r e g r e a t redundancy i s i n c u r r e d i n t h e use o f 17 b i t 
a r i t h m e t i c w h i l e 16 b i t a r i t h m e t i c i s j u s t inadequate. 
Using b b i t a r i t h m e t i c t r u n c a t i o n e r r o r s w i l l occur whenever the 
e l e m e n t - 1 i s r e q u i r e d t o be r e p r e s e n t e d . I t i s w o r t h w h i l e t o 
d i s t i n g u i s h between t w o c l e a r l y d i s t i n c t o c c a s i o n s when t h i s 
r e p r e s e n t a t i o n e r r o r may o c c u r . D u r i n g i n i t i a l ana logue t o d i g i t a l 
c o n v e r s i o n t h e e lemen t - 1 may be r e q u i r e d and t h e t r u n c a t i o n w i l l 
gene ra te t h e r e p r e s e n t a t i o n -2 o r 0. T h i s case i s not s e r i o u s s i n c e 
t h i s can be seen t o be j u s t an abnormal ly l a rge q u a n t i s a t i o n e r r o r and 
i n any case t h i s s i t u a t i o n can be a v o i d e d by c a r e f u l c h o i c e o f t h e 
i n p u t q u a n t i s a t i o n l e v e l s . S e r i o u s e r r o r s w i l l a r i s e , i f d u r i n g 
process ing the r e p r e s e n t a t i o n e r r o r occu res when da ta va lues do no t 
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TABLE 2.1 
PARAMETERS FOR A SELECTION OF FNTs 
t b F . N N N 
t a=2 a=72 m 3 X N 
m i 
3 8 2 8+ 1 16 32 256 3 
4 16 2 1 6+ 1 32 64 65536 3 
5 32 2 3 2+ 1 64 128 128 2 
6 64 2 6 4+ 1 128 256 256 2 
TABLE 2.2 
PROBABILITY OF ERROR FOR A LENGTH N FNT CONVOLUTION 
t b F N P 
t o e 
4 16 2 1 6 + 1 32 8.3.10" 3 
5 32 2 3 2+ 1 64 2.9.10" 7 
6 64 2 6 4 + 1 128 1.6.10"1 
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have t h e i r usual p h y s i c a l s i g n i f i c a n c e ; but r a t h e r t h e y r e p r e s e n t 
e l e m e n t s o f Z F , and i n such cases a s i n g l e e r r o r i n any data va lue 
•"4 
can s e r i o u s l y a f f e c t t h e e n t i r e da ta b l o c k . T h i s i s p o t e n t i a l l y an 
area of concern. 
D u r i n g p r o c e s s i n g i t s e l f t h e c a r r y f l a g can be used t o p r o v i d e 
the ex t ra b i t and so the r e s u l t of each a r i t h m e t i c opera t ion would be 
exac t , however unless some p r o v i s i o n were made f o r (b + 1) b i t memory 
then the p o s s i b i l i t y of erroneous r e s u l t s i s i n t roduced . 
I f the data are uncor re la ted then the p r o b a b i l i t y of t h i s e r r o r 
occu r r i ng i s app rox ima t l y 2 ^ per memory w r i t e ope ra t i on . Based upon 
t h i s a s s u m p t i o n t h e p r o b a b i l i t y o f any e r r o r ( p g ) o c c u r i n g i n a 
l eng th N FNT c o n v o l u t i o n has been es t imated and i s shown i n t a b l e 2.2. 
For Fj. and Fg t h i s p r o b a b i l i t y i s s m a l l and may be a c c e p t a b l e , 
however f o r F^ t h e p r o b a b i l i t y o f e r r r o r i s u n a c c e p t a b l y h i g h . T h i s 
l i m i t a t i o n i s a ser ious shor tcoming of FNTs p a r t i c u l a r l y f o r F^ which 
i s t h e Fermat modulus perhaps bes t s u i t e d f o r a m i c r o p r o c e s s o r 
imp lementa t ion . 
Agarwal and Burrus (1) have compared the performance and hardware 
requi rements of t he FNT w i t h a f i x e d p o i n t DFT technique w i t h a view 
f o r an imp lementa t ion on an IBM 370. They observe t h a t the b i t l eng th 
requ i red t o o b t a i n an accurate r e s u l t us ing the FNT i s roughly t w i c e 
t h a t r e q u i r e d f o r t h e DFT. However f o r t h e DFT eve ry da ta p o i n t 
requ i res a rea l and an imaginary word t o represent the complex values 
and so the hardware requi rement i s comparable f o r the two techn iques. 
They have shown t h a t t h e c o m p l e x i t y o f c o r r e s p o n d i n g a d d i t i o n and 
s u b t r a c t i o n opera t ions f o r the two techniques i s a lso comparable. The 
DFT employs m u l t i p l i c a t i o n s by powers o f W = e " ^ 1 ^ and t h i s i s a 
compara t i ve ly slow opera t ion and they observe t h a t the b i t s h i f t and 
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s u b t r a c t i n c a r r y p rocedu re f o r t h e FNT i s f a s t e r f o r an IBM 370 
machine. FNT a lgo r i t hms have two o ther advantages; they do not r e q u i r e 
s torage of powers of W as i s necessary f o r an e f f i c i e n t DFT a l g o r i t h m , 
and secondly they are not sub jec t t o accumulat ive round o f f e r r o r and 
so produce exact r e s u l t s . The on ly source of e r r o r i s the i n i t i a l A/D 
q u a n t i s a t i o n . They repo r t t h a t f o r the IBM 370 the FNT i s f a s t e r than 
a corresponding DFT by a f a c t o r of up t o 5 . 
As has p rev ious l y been observed the maximum t r a n s f o r m leng ths f o r 
e f f i c i e n t FNTs are l i m i t e d and f o r l o n g e r c o n v o l u t i o n l e n g t h s 
m u l t i d i m e n s i o n a l t e c h n i q u e s have t o be emp loyed . For t h e s e l o n g 
c o n v o l u t i o n leng ths the mu l t i d imens iona l techniques (2) a v a i l a b l e at 
t h e t i m e o f t h i s c o m p a r i s o n (1974) were not e f f i c i e n t and so t h e 
c o m p a r i s o n was degraded . Agarwa l and Cooley have s u b s e q u e n t l y 
p u b l i s h e d more e f f i c i e n t t e c h n n i q u e s s p e c i f i c a l l y f o r t h i s 
a p p l i c a t i o n ( 7 ) . 
M c C l e l l a n has c o n s t r u c t e d a ha rdware r e a l i z a t i o n o f an FNT 
processor f o r radar s igna l processing (47). For rea l s igna l process ing 
and p a r t i c u l a r l y w i t h modest c o n v o l u t i o n l e n g t h s (e .g . 64) he has 
shown t h a t the FNT requ i res less hardware than the cor responding DFT 
p i p e l i n e p r o c e s s o r . I t can r e a d i l y be seen t h a t such a ha rdware 
r e a l i z a t i o n o f a Fermat number t r ans fo rm would be most e f f i c i e n t i f 
implemented w i t h a r a d i x 2 FFT a l g o r i t h m and the cho ice a=2. This i s 
enhanced by the use of sub t rac t i n c a r r y hardware. However p r e l i m i n a r y 
i n v e s i t g a t i o n s showed t h a t such an approach would not be e f f i c i e n t f o r 
a microprocessor imp lementa t ion . 
Melhuish (48) has used a min icomputer t o per form FNTs i n a s ignal 
p r o c e s s i n g a p p l i c a t i o n , w i t h r e s u l t s , wh ich a l t h o u g h p r o m i s i n g 
i n d i c a t e t h a t t h e op t imum t r a n s f o r m l e n g t h r e l a t i o n w i t h t h e 
19 
wordlength i s a l i m i t a t i o n of such t r ans fo rms . 
I t has been t h e purpose o f t h i s s e c t i o n t o p r e s e n t t h e Fermat 
number t r ans fo rm as a convo lu t i ona l technique which i s p a r t i c u l a r l y 
s u i t e d t o r a d i x 2 FFT a l g o r i t h m r e q u i r i n g o n l y b i t s h i f t s and 
add i t i ons f o r i t s computa t ion . When compared w i t h the DFT techniques 
the FNT provides a f a s t and p o t e n t i a l l y e f f i c i e n t scheme p a r t i c u l a r l y 
as t h e gene ra l c o m p l e x m u l t i p l i c a t i o n s r e q u i r e d f o r t h e DFT a re no 
longer needed. 
However two l i m i t a t i o n s have become a p p a r e n t . The op t imum 
t r a n s f o r m leng th i s r e s t r i c t e d and t he re i s a problem o f unambiguous 
r e p r e s e n t a t i o n o f d a t a . The l a t t e r can l e a d t o s e r i o u s e r r o r s 
a f f e c t i n g an e n t i r e data b lock . This i s a g rea te r problem w i t h shor t 
w o r d l e n g t h s and t h i s has been c o n s i d e r e d t o be an u n n a c e p t a b l e 
technique f o r the word length o f 16 b i t s which i s t h a t best s u i t e d t o 
an e f f i c i e n t microprocessor imp lementa t ion . 
2.2 COMPLEX CONVOLUTION VIA FERMAT NUMBER TRANSFORMS 
Nussbaumer has proposed a novel techn ique f o r per fo rming complex 
convo lu t i ons over r i n g s modulo Fermat numbers. The s t r u c t u r e o f such 
r i ngs does not a l l ow the concepts of ' r e a l ' , ' imag inary ' and 'complex' 
t o be d e f i n e d i n t h e normal way and hence t h i s i s an i n t r u i g i n g 
techn ique . 
He observed t h a t w i t h a r i t h m e t i c over such r ings one may f i n d an 
2 
element j f o r which j = - 1 . I t i s t h i s p roper ty which gives a s t rong 
s t r u c t u r a l r e l a t i o n w i t h the f a m i l i a r complex f i e l d and by u t i l i z i n g 
t h i s p roper ty one may impar t some complex nature t o such r i n g s , and by 
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so doing i t becomes poss ib le t o per form complex convo lu t i ons by Fermat 
number t r ans fo rms . 
I n s e c t i o n 3.4 t h i s t e c h n i q u e i s l a t e r g e n e r a l i z e d f o r modu l i 
o ther than Fermat number moduli and t h i s permi ts complex convo lu t i ons 
t o be performed w i t h t he number t h e o r e t i c t rans fo rms which are der ived 
i n chapter 3 f o r a microprocessor imp lementa t ion . 
For Fermat number moduli i t has a l ready been observed t h a t 
2 b = - 1 mod F 
and so ( 2 b / 2 ) 2 = - 1 mod F t 
K / 0 
The e l emen t 2 we w i l l deno te as t h e e l e m e n t ' j ' s i n c e i t can 
2 
be seen t h a t j = - 1 . T h e r e f o r e t h i s e lemen t has t h e m a t h e m a t i c a l 
p rope r t i es o f the element j i n the complex domain. I t i s t h i s r e l a t i o n 
w h i c h a l l o w s comp lex c o n v o l u t i o n s t o be performed e f f i c i e n t l y w i t h 
Fermat number t r a n s f o r m s . The m a t h e m a t i c a l n a t u r e o f t h e number 
t h e o r e t i c ' j ' w i l l be examined i n sec t ion 3.4. 
Let a i = a! + j aV ( 2 . 2 . 1 ) 
Where a i s a complex sequence 
aj = rea l par t o f a. 
a'l = imaginary pa r t of a^ 
j i s an element such t h a t j = - 1 mod M 
Cons ide r p e r f o r m i n g t h e c o n v o l u t i o n y^ = x. * h . by a d i r e c t 
techn ique 
y ! = x! * h! - x" * hV 
1 1 1 1 1 ( 2 . 2 . 2 ) 
y'l = x! * hV + xV * h! 
and t h i s can be seen t o r e q u i r e 4 l e n g t h N c o n v o l u t i o n s and 2N 
a d d i t i o n s . By u s i n g Go lub 's a l g o r i t h m (57) t h i s may be reduced t o 3 
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l eng th N convo lu t i ons and 5N a d d i t i o n s . 
Nussbaumer (57) has p roposed a new t e c h n i q u e f o r f i n i t e f i e l d 
a r i t h m e t i c . F i r s t f o r m inphase and q u a d r a t u r e components o f t h e 
sequences x and h: 
a x . = x! + j xV, a M = hj + j hV mod M (2 .2 .3 ) 
b x i = x i ~ j x i ' b h i = h i • j h i m o d M ( 2 ' 2 ° 4 ) 
and i t f o l l ows t h a t 
y i + j y i = a x i * a h i m o d M ( 2 ° 2 ' 5 ) 
y i " j y i = b x i * b h i m o d M ( 2 ' 2 ' 6 ) 
and so 
y ! = 2 " 1 [ a . * a. . + b . * b. . ] 
1 i X 1 M X 1 h l ( 2 . 2 . 7 ) 
y- = ( 2 j ) [ a . * a . . - b . * b. . ] 3 i v J ' L x i h i xi h i J 
T h i s t e c h n i q u e can be seen t o r e q u i r e o n l y t w o l e n g t h N 
convo lu t i ons 4N m u l t i p l i c a t i o n s and 6N a d d i t i o n s . Therefore the number 
o f c o n v o l u t i o n s r e q u i r e d has been reduced f r o m 3 t o 2 , and s i n c e t h e 
bulk of the computat iona l load i s i ncu r red by t he convo lu t i on opera tor 
i t can be seen t h a t t h i s techn ique p r o f f e r s computat iona l advantages. 
These convo lu t i ons may of course be computed by t r a n s f o r m techn iques. 
For FNTs the elements 2~* and ( 2 j ) " * can be expressed as p o s i t i v e 
powers o f the element 2 and so f a s t m u l t i p l i c a t i o n techniques can be 
a p p l i e d . 
I t has been t h e purpose o f t h i s s e c t i o n t o i n t r o d u c e t h e 
techn ique whereby complex convo lu t i ons can be e f f i c i e n t l y performed by 
number t h e o r e t i c t r a n s f o r m t e c h n i q u e s by u t i l i z i n g a s t r u c t u r a l 
p roper ty of the r i ngs over which the t ransforms are d e f i n e d . 
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CHAPTER 3 
MICROPROCESSOR IMPLEMEMTATION OF NUMBER THEORETIC TRANSFORMS 
Number t h e o r e t i c t rans fo rms can be computed r e q u i r i n g on ly b i t 
s h i f t s and a d d i t i o n s , however i t has been f ound t h a t such number 
t h e o r e t i c t rans fo rms are not p a r t i c u l a r l y su i t ed t o a microprocessor 
imp lementa t ion . 
Fast m u l t i p l y i n s t r u c t i o n s a v a i l a b l e on some microprocessors or 
t h e use o f e x t e r n a l m u l t i p l i e r s r e l a x t h e bas i c c o n s t r a i n t s on t h e 
c h o i c e o f a p a r t i c u l a r number t h e o r e t i c t r a n s f o r m , and so o t h e r 
c lasses o f NTT become p r a c t i c a b l e . 
A search was t h e r e f o r e conducted f o r s u i t a b l e modul i and i t was 
found t h a t t h e c h o i c e o f M = 65521 seemed o p t i m a l . I t i s shown how 
comp lex c o n v o l u t i o n s may be p e r f o r m e d by a d a p t i n g Nussbaumer 's 
techn ique. The chapter concludes w i t h a sec t i on desc r i b i ng a s e l e c t i o n 
of modul i which w i l l combine us ing the Chinese remainder theorem w i t h 
M = 65521 over s p e c i f i c t r a n s f o r m leng ths t o ob ta in increased dynamic 
range. 
3.1 A REVIEW OF NUMBER THEORETIC TRANSFORMS 
A g a r w a l , B u r r u s , Rader and o t h e r s have shown t h a t e r r o r f r e e 
exact convo lu t i ons can be performed using number t h e o r e t i c t r ans fo rms . 
I t i s p o s s i b l e f o r such t r a n s f o r m s t o be d e f i n e d so t h a t few o r no 
genera l i zed m u l t i p l i c a t i o n s are requ i red f o r t h e i r computa t ion . These 
t rans fo rms can be performed r e q u i r i n g on ly b i t s h i f t s and a d d i t i o n s . 
Both the Fermat number t r ans fo rm and the Mersenne number t r a n s f o r m are 
such t r a n s f o r m s . However t h e t r a n s f o r m l e n g t h s c o r r e s p o n d i n g t o 
Mersenne number t rans fo rms are not we l l f a c t o r e d , and as can r e a d i l y 
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be seen i t i s des i rab le f o r the t rans fo rm lengths which are supported 
t o be w e l l f a c t o r e d f o r f a s t t r a n s f o r m a l g o r i t h m s t o e x i s t . Agarwal 
and Bur rus (3) have shown t h a t t h e f o l l o w i n g c o n s t r a i n t s l i m i t 
p r a c t i c a l choices of number t h e o r e t i c t r ans fo rms : 
(a) N must d i v i d e 0 ( M ) , where 0(M) i s d e f i n e d t o be t h e g r e a t e s t 
common d i v i s o r o f the set of pr ime d i v i s o r s (p,.- 1) o f M 
i . e . where 0(M) = g .c .d . (p^ - 1) 
(b) a must be an e l emen t o f o r d e r N i . e . = 1 mod M and 
a r + 1 mod M r e ( 1 , N - l ) . 
(c ) N ~ \ a m u l t i p l i c a t i v e inverse of N must e x i s t in t he r i n g Z^. 
(d) N should be we l l f a c t o r e d f o r f a s t t r a n s f o r m a lgo r i t hms t o e x i s t . 
(e) To f a c i l i t a t e f a s t and s i m p l e a r i t h m e t i c mod M, M must have a 
s i m p l e b i n a r y r e p r e s e n t a t i o n , and t o f a c i l i t a t e f a s t 
m u l t i p l i c a t i o n by powers o f a, a must a lso have a s imp le b inary 
r e p r e s e n t a t i o n . 
Agarwal and Burrus have shown t h a t c o n s t r a i n t (a) i s equ iva len t 
t o c o n s t r a i n t s (b) and ( c ) . C o n s t r a i n t (a) i s i n a u s e f u l f o r m f o r 
f i n d i n g a s u i t a b l e modulus f o r a g i v e n t r a n s f o r m l e n g t h , w h i l e 
c o n s t r a i n t s (b) and (c) s t a t e t h e c o n d i t i o n s w h i c h t h e t r a n s f o r m 
parameters a and N - * must s a t i s f y once M and N have been determined. 
For t h i s reason both sets o f c o n s t r a i n t s are presented. 
From a l l these aspects the Fermat number t r ans fo rm provides an 
optimum number t h e o r e t i c t r ans fo rm but as p rev i ous l y discussed t h i s 
t r a n s f o r m s u f f e r s f r o m two l i m i t a t i o n s . For a s i m p l e Fermat number 
t h e o r e t i c t r a n s f o r m t h e t r a n s f o r m l e n g t h i s p r o p o r t i o n a l t o t h e 
wordlength employed. For a microprocessor imp lementa t ion the optimum 
w o r d l e n g t h i s 16 b i t s and as has been seen t h e c o r r e s p o n d i n g Fermat 
number t r a n s f o r m s u f f e r s f r o m a r e p r e s e n t a t i o n p rob lem w h i c h i s 
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p o t e n t i a l l y ser ious f o r t h i s cho ice o f word length . 
I n c o n c l u s i o n i t can be s a i d t h a t f o r a m i c r o p r o c e s s o r 
imp lementa t ion the re i s no s i n g l e c l ass of e f f i c i e n t e r r o r f r e e number 
t h e o r e t i c t r a n s f o r m which can be computed r e q u i r i n g only b i t s h i f t s 
and a d d i t i o n s . 
3.2 A SEARCH FOR NUMBER THEORETIC TRANSFORMS SUITABLE FOR 
A SIMPLE MICROPROCESSOR IMPLEMENTATION 
The concept of the Winograd Fou r ie r t r a n s f o r m a l g o r i t h m has been 
i n t r o d u c e d . U n l i k e t h e Fermat number t r a n s f o r m t h e m u l t i p l i c a t i o n 
c o e f f i c i e n t s f o r t h i s c l a s s o f t r a n s f o r m a l g o r i t h m do not have a 
s imp le b inary r e p r e s e n t a t i o n . Therefore the Winograd a lgo r i t hms would 
not appear t o be a t t r a c t i v e f o r a m i c r o p r o c e s s o r i m p l e m e n t a t i o n . 
However m i c r o p r o c e s s o r s a re becoming a v a i l a b l e w i t h f a s t m u l t i p l y 
i n s t r u c t i o n s and f o r t h o s e t h a t do not have t h i s f a c i l i t y , f a s t 
hardware m u l t i p l i e r ch ips are a v a i l a b l e (117). These t rends a l l o w f a s t 
genera l i zed m u l t i p l i c a t i o n s and make such opera t ions compete t ive w i t h 
r e p e a t e d b i t s h i f t and s u b t r a c t i n c a r r y o p e r a t i o n s such as a r e 
requ i red w i t h Fermat number t r ans fo rms . Therefore f o r a microprocessor 
imp lementa t ion c o n s t r a i n t (e) may be waived a l l o w i n g b inary non-s imp le 
modu l i and as and so many more number t h e o r e t i c t r a n s f o r m s become 
p r a c t i c a b l e. 
There a re two main p a r t s f o r a sea rch f o r number t h e o r e t i c 
t r a n s f o r m s s u i t a b l e f o r a m i c r o p r o c e s s o r i m p l e m e n t a t i o n . Hav ing 
decided upon a t r ans fo rm l e n g t h , a s u i t a b l e modulus must be found t o 
s a t i s f y N | 0(M) and s e c o n d l y an e lemen t a i n o f o r d e r N must be 
f o u n d . Work by B a i l e y (9) based upon t h e s e ideas was p e r f o r m e d 
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c o n c u r r e n t l y . 
I t was t h e r e f o r e d e c i d e d t o i m p l e m e n t a compu te r search f o r 
s u i t a b l e combinat ions o f N, M, and a. I t i s apparent t h a t r a d i x 2 FFT 
a lgo r i t hms have a l ready been we l l dea l t w i t h i n the l i t e r a t u r e i n t h i s 
c o n t e x t and so W i n o g r a d t r a n s f o r m l e n g t h s w e r e c o n s i d e r e d . 
Si lverman (101) has p r e s e n t e d s m a l l - N Winograd a l g o r i t h m s f o r t h e 
f o l l o w i n g t r a n s f o r m l e n g t h s ( 2 , 4 , 8 , 1 6 ) , ( 3 , 9 ) , 5 and 7. I n 
p r i n c i p l e i t i s poss ib le f o r such a lgo r i t hms t o be der i ved f o r o ther 
t r ans fo rm lengths e.g. 11 and 13 however these do not promise t o be as 
e f f i c i e n t and a d d i t i o n a l l y t h e y have not y e t been d e s c r i b e d i n t h e 
l i t e r a t u r e . Therefore f o r the e x i s t i n g t r a n s f o r m a lgo r i t hms i t can be 
seen t h a t any composi te t r ans fo rm leng th w i l l d i v i d e 5040 ( which i s 
t h e p r o d u c t o f 16 x 9 x 5 x 7 ) . Hence any modulus w h i c h s u p p o r t s a 
t r ans fo rm leng th o f 5040 w i l l a lso support any o f the o ther Winograd 
t r ans fo rm lengths composed of S i lverman's a l g o r i t h m s . 
Ba i l ey (9) suggested search ing over pr ime p u n t i l t he c o n d i t i o n 
N | (p - 1) was s a t i s f i e d . However the approach which was adopted was 
t o search ove r odd va lues o f M u n t i l t h e c o n d i t i o n N | 0(M) was met . 
This i s a more general c o n d i t i o n a l l o w i n g composi te modul i t o be used. 
Since data i s handled most e f f i c i e n t l y i n f u l l bytes t h i s search was 
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c o n d u c t e d f r o m 2 downwards f o r m o d u l i w h i c h wou ld s u p p o r t a 
t r ans fo rm leng th of 5040. 
Th is search q u i c k l y revea led t h a t the cho ice of modulus M = 65521 
was optimum f o r two reasons: 
(a) 0(65521) = 13 x 5040 and so t h i s m o d u l u s w i l l s u p p o r t any 
Winograd t r ans fo rm a lgo r i t hm 
(b) 65521 i s very c l o s e t o 2 ^ and so l i t t l e redundancy i s i n c u r r e d 
i n the use o f 16 b i t a r i t h m e t i c . (The redundancy i s 0.023%). 
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By way of i n t e r e s t i t may be noted t h a t 65521 i s t he f i r s t pr ime 
below 2 1 6 . 
In o r d e r t o i m p l e m e n t number t h e o r e t i c t r a n s f o r m s w i t h t h i s 
c h o i c e o f modulus an e l e m e n t o f o r d e r 5040 must be d e t e r m i n e d . 
E lemen ts o f o r d e r s wh i ch d i v i d e 5040 can e a s i l y be d e t e r m i n e d f r o m 
such an element. Ba i l ey (9) suggests a technique whereby i f an element 
of order N i s requ i red then a search over the elements of should be 
conducted u n t i l an element i s found of an order which i s equal t o N or 
a m u l t i p l e of N. However a search procedure w i l l be o u t l i n e d t o f i n d a 
p r i m i t i v e e l emen t i n Z^ . The o r d e r o f such an e lemen t i s g i v e n by 
E u l e r ' s f u n c t i o n 0(M) ( see (68) ). Much more i n f o r m a t i o n i s ga ined 
f rom a p r i m i t i v e element than f rom an element of a r b i t a r y o rde r , s ince 
elements o f any order which d i v i d e 0(M) can q u i c k l y be der ived f rom 
the p r i m i t i v e element. 
E u l e r ' s t heo rem (68) s t a t e s t h a t f o r eve ry e lemen t b i n t h e 
r i n g Z^ which i s r e l a t i v e l y pr ime t o M the f o l l o w i n g r e l a t i o n ho lds : 
b 0 ( M ) = 1 mod M ( 3 . 2 . 1 ) 
I t i s e a s i l y shown t h a t the order of b must d i v i d e 0(M) and i t i s 
t h i s po in t which gives the key t o an e f f i c i e n t search techn ique. F i r s t 
f i n d 0(M) and reduce i t t o i t s prime f ac to red fo rm. 
0(M) f p [ l . p!J2. P 3 3 . . . . p^ 1 ( 3 . 2 . 2 ) 
Then f o r any non p r i m i t i v e element b, the order of b must d i v i d e 
one of the f o l l o w i n g : 
0(M) , 0 M , 0(M1 ,, £M 
Pi P2 P3 p l 
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Therefore i f f o r an element b the f o l l o w i n g r e l a t i o n s ho ld 
b 0 ( M ) / p i = 1 mod M i e (1 ,1 ) ( 3 . 2 . 3 ) 
and p r o v i d e d b i s c o p r i m e w i t h M t h e n b must be a p r i m i t i v e e lemen t 
of Z^. From such an element bp an element o f order N can q u i c k l y be 
found by: 
« N - b / < H " N (3.2.4) 
T h i s m e t h o d i s i n p r i n c i p l e s i m i l a r t o t h a t p r e s e n t e d i n 
re fe rence (122 ) . 
The elements of Z M can be scanned f rom 2 > M-2 f o r a s u i t a b l e 
p r i m i t i v e element. The computer search t i m e f o r f i n d i n g a p r i m i t i v e 
1 c 
element i n Z M where M i s of the order of 2 i s not p r o h i b i t i v e l y long 
by c o n v e n t i o n a l t e c h n i q u e s . However as w i l l be shown i n a l a t e r 
c h a p t e r t h e c o r r e s p o n d i n g sea rch t i m e f o r a s u i t a b l e e lemen t f o r 
complex t rans fo rms i s p r o h i b i t i v e l y long and i n such cases use must be 
made of an e f f i c i e n t technique such as t h a t descr ibed. 
I n summary, t h i s s e c t i o n p r e s e n t s t h e i deas b e h i n d t r y i n g t o 
d e r i v e number t h e o r e t i c t r a n s f o r m s s u i t a b l e f o r a m i c r o p r o c e s s o r 
imp lemen ta t i on . The a v a i l a b i l i t y o f f a s t m u l t i p l y i n s t r u c t i o n s on some 
m i c r o p r o c e s s o r s r e l a x t h e bas i c c o n s t r a i n t s upon t h e c h o i c e o f a 
p a r t i c u l a r number t h e o r e t i c t r a n s f o r m . S ince r a d i x 2 FFT a l g o r i t h m s 
have a l r e a d y been w e l l e x p l o i t e d , and i t has been shown t h a t t h e s e 
tend t o p re fe r Fermat number t r a n s f o r m s , which f o r the purposes o f a 
microprocessor are i m p r a c t i b l e ; Winograd t r ans fo rm a lgo r i t hms were i n 
p r i n c i p l e adopted f o r a proposed t r ans fo rm techn ique . 
I t was f o u n d t h a t t h e c h o i c e o f M = 65521 was op t imum and t h e 
corresponding t r a n s f o r m a l g o r i t h m development w i l l be descr ibed i n the 
next s e c t i o n . 
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3.3 WINOGRAD ALGORITHM DEVELOPMENT 
A l g o r i t h m deve lopment was c o n d u c t e d i n FORTRAN on an IBM 370 
where the mainframe support f a c i l i t i e s were found t o be b e n i f i c i a l . 
Before any s p e c i f i c a l g o r i t h m development cou ld be a t tempted , c e r t a i n 
s imple modular a r i t h m e t i c r ou t i nes had t o be de f ined . A s e l e c t i o n o f 
these are shown i n Appendix A. 
In t h e sea rch f o r a s u i t a b l e modulus t o s a t i s f y t h e c o n d i t i o n 
5040 | 0(M) a r o u t i n e had t o be d e f i n e d t o d e r i v e t h e va lue o f 0(M) . 
This f u n c t i o n 0H(M) employs an e f f i c i e n t f a c t o r i n g subrou t ine FACTOR 
and these two a l lowed the basic modulus search t o be conducted. Having 
f ound a s u i t a b l e m o d u l u s , modu la r a r i t h m e t i c f u n c t i o n s had t o be 
de f ined . The f u n c t i o n M0D0 reduces an a r i t h m e t i c value mod M, where M 
has p rev ious l y been dec lared by the use of subrout ine MSET. 
I t was found i n many cases t h a t expressions of the form a b mod M 
were r e q u i r e d t o be e v a l u a t e d . D i r e c t e v a l u a t i o n o f t h e e x p r e s s i o n 
would o f t e n cause i n t ege r ove r f l ow and so a d i f f e r e n t technique was 
implemented. Let b be represented by 
l i m • i im+1 
b = T. b .2 1 b. e (0 ,1 ) 0 < b < 2 n m 1 ( 3 . 3 . 1 ) 
i=0 1 1 
and evaluate the expressions 
P i = ( R i - l ) 2 m o d M ' P o = l j 1 e ( 1 ' l i m ) ( 3 . 3 . 2 ) 
then 
h ^ ™ 
a = E E ( b . P . ) mod M ( 3 . 3 . 3 ) 
i=0 1 1 
where E(0) = 1 and E(x) = x o t h e r w i s e . 
These r e l a t i o n s prov ide an e f f i c i e n t procedure f o r eva lua t i ng a b 
mod M and the f u n c t i o n EXPM achieves t h i s r e s u l t . 
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A procedure named INV was w r i t t e n t o de r i ve the m u l t i p l i c a t i v e 
inverse of a number x by an a p p l i c a t i o n o f E u l e r ' s theorem: 
x - 1 - x 0 ^ - 1 ( 3 . 3 . 4 ) 
and t h i s f u n c t i o n employs the r o u t i n e EXPM. 
The shor t N a lgo r i t hms presented by Si lverman (101) express t he 
m u l t i p l i c a t i o n c o e f f i c i e n t s i n terms of t he t r i g o n o m e t r i c a l f u n c t i o n s 
COSINE and SINE. In modular a r i t h m e t i c the concepts o f magnitude and 
phase are not de f ined and so the meaning o f these f u n c t i o n s has t o be 
r e i n t e r p r e t e d . 
u = cos u + j s i n u ( 3 . 3 . 5 ) 
u * = cos u - j s i n u ( 3 , 3 . 6 ) 
and so 
cos u = 2 " 1 (u + u " 1 ) ( 3 . 3 . 7 ) 
s i n u = ( 2 j ) - 1 (u - u " 1 ) ( 3 . 3 . 8 ) 
These r e l a t i o n s a l l o w t h e COSINE and SINE f u n c t i o n s t o be 
i n t e r p r e t e d i n the number t h e o r e t i c sense. The f u n c t i o n MCOS generates 
e x p r e s s i o n s f o r cos i u and s i n i u 5 i e ( 1 , 4) and t h i s a l l o w s t h e 
Winograd a l go r i t hms t o be developed. 
Since any s p e c i f i c - N t r a n s f o r m a l g o r i t h m would be c o m p u t a t i o n a l l y 
more e f f i c i e n t t h a n a gene ra l N a l g o r i t h m , v a r i o u s a l g o r i t h m s were 
d e r i v e d f o r s p e c i f i c t r a n s f o r m l e n g t h s . However i t was f o u n d t h a t a 
g e n e r a l N p rogram was an i n v a l u a b l e t o o l f o r such a l g o r i t h m 
deve lopment s i n c e d u r i n g i t s e x e c u t i o n t h i s p rogram d e r i v e s t h e 
m u l t i p l i c a t i o n c o e f f i c i e n t s , the p o i n t e r s i n t o workspace a r r a y s and 
the permutat ion sequences requ i red f o r s p e c i f i c N a l g o r i t h m s . 
A mod i f i ed vers ion of the program was w r i t t e n which when executed 
would a u t o m a t i c a l l y de r i ve and p r i n t out a l l such useful parameters. 
A l t h o u g h not as p o w e r f u l , t h i s t e c h n i q u e i s based on t h e same 
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p r i n c i p l e of t h e ' a u t o g e n ' s o f t w a r e deve loped by M o r r i s (49) f o r h i s 
c o m p a r i s o n between t h e WFTA and FFT a l g o r i t h m s . W i th more d e s i g n 
e f f o r t t h e genera l N program c o u l d have been made c o m p l e t e l y 
au togenera t i ve. 
Ce r ta in po in ts are of i n t e r e s t concern ing the general N program 
and the subsequent s p e c i f i c N a l g o r i t h m s . 
(a) S i n c e t h e u l t i m a t e a i m i s t o d e r i v e a l g o r i t h m s f o r a 
m i c r o p r o c e s s o r e n v i r o n m e n t where memory workspace s h o u l d be 
m in im ized , the suggest ions given by Si lverman (101) f o r reduc ing 
memory requirement were heeded. 
(b) A r i t h m e t i c f o r the Four ie r t r ans fo rm would genera l l y be complex 
because the Four ie r t r a n s f o r m i s de f ined i n the complex domain. 
However the a l go r i t hms presented by S i lverman (101) i nvo l ve only 
pure ly rea l or pu re ly imaginary da ta , and so i n t he inner stages 
o f t h e i r computa t ion , c e r t a i n savings are made by keeping f l a g s 
t o deno te t h e da ta t y p e . The c o n c e p t s o f r e a l , i m a g i n a r y and 
complex do not s t r i c t l y apply i n the number t h e o r e t i c sense, and 
so i t was not necessary f o r such f l a g s t o be kep t . 
(c ) We have a l ready shown how Si lverman's t r i g o n o m e t r i c a l expressions 
may be i n t e r p r e t e d i n the number t h e o r e t i c sense. For the inverse 
t r ans fo rm the no rma l i z i ng f a c t o r N~* may be inco rpo ra ted i n t o the 
m u l t i p l i c a t i o n c o e f f i c i e n t s and by so d o i n g t h e f o r w a r d and 
inverse t rans fo rms are made equa l l y e f f i c i e n t . These two po in ts 
have a lso been made by Ba i l ey ( 9 ) . 
The genera l N p rogram was run on an IBM 370 and t h e r e s u l t s o f 
c o n v o l u t i o n s p e r f o r m e d by such number t h e o r e t i c t r a n s f o r m s w i t h 
modulus M = 65521 were compared w i t h re ference techn iques. For shor t 
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c o n v o l u t i o n lengths the reference technique was a d i r e c t i n t ege r 
procedure and f o r longer lengths a Four ie r t r a n s f o r m technique was 
employed- The Four ie r t r a n s f o r m subrout ine used was f rom the NAG 
1ibrary. 
The test convolutions were of two types. Preliminary tests were 
taken wi th cross convolutions of simple sequences of sinusiods, square 
waves and exponential funct ions. The l a t e r tests involved sampling a 
l a b o r a t o r y s igna l and convol ving i t w i t h the impluse response of a 
band stop f i l t e r . In a l l cases the NTT convo lu t ions gave r e s u l t s i n 
exact agreement w i t h the d i r e c t c o n v o l u t i o n technique. The Four ie r 
transform technique produces ' rea l ' resul ts subject to round o f f error 
and wi th in the l i m i t s of accuracy of such a technique the results of 
the NTT convolutions were also in exact agreement. 
S p e c i f i c t r a n s f o r m a lgo r i thms were w r i t t e n using the autogen 
technique described above f o r the t r a n s f o r m lengths of 60 and 240. 
These a lgo r i t hms f o r M = 65521 are presented i n Appendix B. The 
length 60 a l g o r i t h m was t r a n s c r i b e d i n t o assembler code f o r an 
In te l 8080 microprocessor using the FORTH programming technique (118). 
The source code is presented in Appendix C. 
The a lgo r i thms have been designed f o r implementa t ion on a 
microprocessor wi th ei ther a fas t mu l t ip ly ins t ruc t ion or wi th added 
hardware m u l t i p l i e r s . However the development system available f o r the 
I n t e l 8080 had ne i the r f a c i l i t y and the subsequent execut ion speed 
could not be expected to be p a r t i c u l a r l y f a s t . However t h i s prototype 
algorithm gave resul ts i n exact agreement wi th the mainframe computer. 
This algorithm was employed in a band stop f i l t e r i n g appl ica t ion . 
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3.4 EXTENSION TO COMPLEX FILTERING 
Vanwormhoudt (109) has shown that there exist two main classes of 
prime modu l i . Since a l l moduli t h a t are use fu l f o r number t h e o r e t i c 
t r ans fo rms are odd the two main classes are those f o r which M = 1 
mod 4 (type A) and those f o r which M = 3 mod 4 (type B) . 
Let us consider a prime modulus (M^) of type A. Then by Euler 's 
theorem 
0(MA) = MA - 1 = 0 mod 4 (3.4.1) 
and so 4 | 0(MA) 
This i m p l i e s t h a t an element of order 4 e x i s t s and such an 
p 
element ( j ) w i l l s a t i s f y j = -1 mod M^. 
For a modulus (M g) of type B we see that 
0(M B) = MA - 1 = 2 mod 4 (3.4.2) 
and so 4 \ 0(MA) 
and t h i s implies that no such element of order 4 exists in ZM . 
n B 
I t i s t h i s po in t which provides a basic s t r u c t u r a l d i f f e r e n c e 
between these two classes of moduli. I t is well known that (109) the 
Chinese remainder theorem provides a r ing isomorphism between a set of 
type A moduli and the r ing where M is the product of these moduli, 
and so we may genera l ize these r e s u l t s f o r composite modul i . A 
composite modulus whose prime f a c t o r s are a l l of type A w i l l also 
2 
possess an element j such t h a t j = -1 mod M, whereas i f any one 
fac tor is of type B then no such element w i l l exis t . 
In chapter 2 i t was shown how the approach developed by 
Nussbaumer (57) a l lowed complexconvol u t ions to be performed using 
Fermat number t r ans fo rms using the element j = 2 ^ ^ f o r which 
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j = -1 mod F^. Reddy and Reddy (83) have adapted t h i s idea and shown 
that a s i m i l a r procedure allows t h i s technique to be used wi th other 
moduli. 
I t is proposed that Nussbaumer's algorithm may be employed wi th 
a l l moduli f o r which an element ' j ' e x i s t s , and as has been shown, 
such an element w i l l e x i s t when the modulus i s e i t h e r prime and of 
type A, or when composite a l l the prime f a c t o r s are of type A. the 
procedure by which complex convolutions may be performed using number 
theoretic transforms is presented: 
Let a. = a^ . + j a^ ' (3.4.3) 
Where a is a complex sequence 
a^  = real part of a.. 
aV = imaginary part of a. 
j is an element such that j = -1 mod M 
Two r e a l c o n v o l u t i o n s are r e q u i r e d t o compute y where 
y . = x. * h. and these are shown in equations (4) and (5 ) . 
y\ + J y- = a x i * a h . mod M (3.4.4) 
y\ - J y- = b x i * b h . mod M (3.4.5) 
Where the fo l lowing are defined 
a x i = x i + J x i > a h i = h i + j h i m o d M ( 3 o 4 ' 6 ) 
b x . = x! - j x j , b h i = hi - j h '^ mod M (3.4.7) 
Two methods are presented f o r f i n d i n g an element j such that 
2 
j = -1 i n the r i n g Z M . I f a p r i m i t i v e element a i s known ( an 
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element of order 0(M) ) then an element of order 4 can e a s i l y be 
found by: 
j = a p 0 ( M ) / 4 mod M (3.4.8) 
I t can be seen t h a t t h i s element of order 4 w i l l s a t i s f y 
2 
j = -1 mod M. An e f f i c i e n t technique has already been presented f o r 
f i n d i n g a suitable p r imi t ive element. 
Ore (68) presents an a l t e r n a t i v e procedure f o r f i n d i n g such an 
element j f o r prime moduli. The solution he presents i s 
j = ± [ ^ y - ^ ] ! mod M (3.4.9) 
Much interest is shown in t h i s chapter in the modulus M = 65521 
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f o r which j = 24297 sa t i s f i e s j = -1 mod M. 
A discussion on the operation counts required by t h i s technique 
f o r complex convolutions w i l l be presented in section 5.4 
I t has been the purpose of t h i s sec t ion t o extend Nussbaumer's 
a l g o r i t h m f o r pe r fo rming complex convo lu t ions by number t h e o r e t i c 
tranform techniques to classes of moduli other than Fermat moduli. 
3.5 EXTENSION TO OTHER MODULI 
For a given modulus the output must be l i m i t e d to avoid overflow; 
hence a compromise exists between the data amplitude and the f i l t e r 
impulse d i g i t i s a t i o n . The nature of th i s compromise is studied more 
c l o s e l y i n chapter 4. In general the d i g i t i s a t i o n w i l l degrade the 
f i l t e r response, and so f o r a given choice of modulus there may be 
i n s u f f i c i e n t dynamic range f o r the f i l t e r design to achieve the l i m i t s 
set. In such cases, a larger modulus should be chosen; however, direct 
implementation of such a scheme would involve performing ari thmetic 
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with greater wordlength. This problem may be circumvented by use of 
the Chinese remainder theorem. 
This theorem states t ha t i f an in teger x is such tha t x = a., 
mod m. , where a set of moduli m^  i s r e l a t i v e l y pr ime, then x may be 
determined wi th respect to the modulus which is the product of these 
r e l a t i v e l y prime moduli. An in te rp re ta t ion of th i s theorem shows that 
i f calculat ions are performed with respect to two or more r e l a t i v e l y 
prime moduli (m^ and m^) then by using the CRT the r e s u l t s may be 
determined mod (m^m^). 
Therefore a search was made f o r other moduli that would combine 
wi th 65521 over speci f ic transform lengths. The search was conducted 
f o r various t r a n s f o r m lengths by scanning f rom 2 * 6 downwards f o r 
m o d u l i , o ther than 65521, f o r which c o n s t r a i n t s (a) t o (d) would be 
s a t i s f i e d . These results are shown in table 3.1 
I t can be seen f rom the l a s t two e n t r i e s i n t a b l e 3.1 t h a t the 
highest s u i t a b l e modulus below 2 1 6 t h a t w i l l d i r e c t l y support a 
t r a n s f o r m leng th of 5040 i s M = 55441. The choice of such a low 
modulus i s undes i rab le , since a great loss occurs of the poss ib le 
16 
dynamic range of 2 . 
Agarwal and Cooley (7) have described how the Chinese remainder 
theorem may also be employed t o convert a one dimensional c y c l i c 
convolution to a multidimensional convolution which i s cyc l ic i n a l l 
d i m e n s i o n s . Th i s may be a p p l i e d t o cases where a g i v e n l o n g 
convolution length is a product of shorter mutually prime convolution 
leng ths . They c i t e an example whereby a number t h e o r e t i c t r a n s f o r m 
technique can be used f o r c o n v o l u t i o n of lengths N and by using the 
Chinese remainder theorem i n t h i s manner convolu t ions of l eng th 
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TABLE 3.1 
TABLE OF DUAL MODULI TO PAIR WITH M=65521 USING C.R.T. 
CONVOLUTION DUAL PRIMARY WINOGRAD MULTIDIMENSIONAL 
LENGTH MODULUS TRANSFORM LENGTH FACTOR REQUIRED 
6 65497 6 -
10 65381 10 -
12 65497 12 -
14 65437 14 -
15 65101 15 -
18 65449 18 -
20 65381 20 -
21 65437 21 -
24 65497 24 -
28 65437 28 -
30 65101 30 -
35 65381 35 -
36 65449 36 -
40 64921 40 -
40 65497 8 5 
42 65437 42 -
45 64621 45 -
45 65449 9 5 
48 65281 48 -
56 65353 56 -
60 65101 60 -
63 65269 63 -
70 65381 70 -
72 65449 72 -
80 64081 80 -
80 65393 16 5 
84 65437 84 -
90 64621 90 -
90 65449 18 5 
105 65101 105 -
112 64849 112 --
112 65393 16 7 
120 64921 120 -
120 65497 24 5 
126 65269 126 -
140 65381 140 _ 
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TABLE 3.1 (CONTINUED) 
TABLE OF DUAL MODULI TO PAIR WITH M=65521 USING C.R.T. 
CONVOLUTION DUAL PRIMARY WINOGRAD MULTIDIMENSIONAL 
LENGTH MODULUS TRANSFORM LENGTH FACTOR REQUIRED 
144 65089 144 -
168 65353 168 -
180 64621 180 -
180 65449 36 5 
210 65101 210 -
240 64081 240 -
240 65281 48 5 
252 65269 252 -
280 63841 280 
280 65381 35 8 
315 59221 315 -
315 65381 35 9 
336 64849 336 -
336 65281 48 7 
360 64081 360 -
360 65449 72 5 
420 65101 420 -
504 64513 504 -
504 65449 72 7 
560 63841 560 -
560 65281 16 5*7 
630 59221 630 -
630 65381 70 9 
720 64081 720 -
720 65089 144 5 
840 63841 840 -
840 65353 168 5 
1008 64513 1008 -
1008 65089 144 7 
1260 59221 1260 -
1260 65381 140 9 
1680 63841 1680 -
1680 65281 48 5*7 
2520 55441 2520 -
2520 65449 72 5*7 
5040 55441 5040 -
5040 65089 144 5*7 
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(N . p^ . p,, . Pg . . . P j ) may be computed provided N, p^, p^, >>Pj 
be mutually prime. 
E f f i c i e n t a lgor i thms are described i n (7) f o r convolu t ions of 
lengths 5, 7, (2, 4, 8) and (3, 9). Using such a scheme i t is possible 
t o p e r f o r m NTT c o n v o l u t i o n s o f l e n g t h 144 and u s i n g t h e 
multidimensional mapping technique to der ive convo lu t ions of l eng th 
144 x 5 x 7 (=5040). Constraints upon the choice of modulus arise only 
f rom the NTT leng th used and not f rom the mul t id imens iona l f a c t o r s 
employed. Therefore modulus M = 65089 ( this is the choice f o r a length 
144 t r a n s f o r m ) may be used f o r convo lu t ions of l eng th 5040, even 
though t h i s modulus does not support such a transform length d i r e c t l y ; 
by t a k i n g NTT convo lu t ions of l eng th 144 and using the CRT mapping 
technique to compute the 5040 length convolutions. 
This technique can be used to f a c t o r t r a n s f o r m lengths w i t h 
i n e f f i c i e n t moduli to lengths wi th more e f f i c i e n t moduli and the other 
entries i n the table have been derived in s imi l a r manner. The Winograd 
transform algorithms and the Agarwal and Cooley convolution algorithms 
are designed f o r lengths which are a product of short f a c t o r s . I t i s 
worthwhile pointing out that since only r e l a t i v e l y prime algorithms 
can be combined w i t h the Chinese remainder theorem the range o f 
p o s s i b l e c o m b i n a t i o n s i s r e s t r i c t e d t o cases where t he 
mu l t i d imens iona l f a c t o r s are r e l a t i v e l y prime to the t r a n s f o r m 
1engths. 
I t i s advantageous i f the two moduli to be combined are used wi th 
the same transform lengths, since the same permutation sequences and 
essent ia l ly the same algorithms are used f o r both moduli, leading to 
economy in memory u t i l i s a t i o n . 
Figure 3.1 shows a scheme where 120 po in t convolu t ions may be 
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FIGURE 3.1 CONVOLUTION VIA SIMULTANEOUS MODULI 
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performed mod (65521 x 65497). The convo lu t i on mod 65521 can be 
performed d i r e c t l y using a 120 point Winograd transform. The sequences 
mod 65497 are mapped to (5 by 24) sequences and a two dimensional 
convolution is used. This requires ten 24-point convolutions which may 
be c a l c u l a t e d by a d i r e c t Winograd t r a n s f o r m method. The r e s u l t s of 
the two dimensional convolution are mapped back to a one dimensional 
sequence. F i n a l l y the r e s u l t s (mod m^ and mod m^) are i n t e r p r e t e d 
mod M by the use of the Chinese remainder theorem. 
The complex convolution procedure outl ined i n section 3.4 and the 
Chinese remainder combina t ion procedure f o r the moduli shown in 
table 3.1 have both been compared w i t h reference tecniques i n the 
manner described previously i n section 3.3. 
41 
CHAPTER 4 
ASPECTS OF MODULAR ARITHMETIC 
Number t h e o r e t i c t r ans fo rms provide an in teger processing 
technique f o r s ignal processing. I t is t h e r e f o r e prudent to examine 
the consequences of using such in t ege r techniques. With f i x e d and 
f l o a t i n g po in t a r i t h m e t i c r o u n d - o f f e r r o r i s of concern, however 
in teger techniques are e n t i r e l y accurate provided overflow does not 
occur. The c r i t e r i a f o r t h i s c o n d i t i o n are examined and r e l i a b l e 
design techniques are presented to prevent integer overflow. 
In cer ta in cases there is i n s u f f i c i e n t dynamic range provided by 
a given modulus f o r the design c r i t e r i a to be met without overflow. In 
such cases a l a r g e r modulus should be chosen. The Chinese remainder 
theorem provides a technique which achieves t h i s w i thou t r e q u i r i n g 
a r i t h m e t i c w i t h increased wordlength . The consequences of t h i s 
approach are examined in more d e t a i l . 
Microprocessors handle most e f f i c i e n t l y integer data and so i t is 
r e l a t i v e l y easy to program microprocessors to perform modular integer 
ar i thmet ic . The general classes of ari thmetic are studied in order to 
provide e f f i c i e n t programming procedures. 
However i t has been found that modular mul t ip ly by software even 
w i t h advanced microprocessors i s slow and so a hardware modular 
m u l t i p l i e r i s d e s c r i b e d which w i l l e a s i l y i n t e r f a c e to most 
microprocessors. 
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4.1 FILTER DESIGN FOR MODULAR ARITHMETIC 
In any p r a c t i c a l s i t u a t i o n when working w i t h d i g i t a l machines 
sampled data is available only wi th some f i n i t e precision. Therefore 
w i thou t any loss of g e n e r a l i t y input data can be considered to be 
in t ege r w i t h some upper bound and a scale f a c t o r app l i ed . I f the 
results of a d i g i t a l f i l t e r i n g operation are conveyed back to the real 
world then the output is also presented in integer form, since i t too 
is conveyed wi th a f i n i t e precision. I t is therefore a logical step to 
adopt an in t ege r technique f o r s igna l processing, and as discussed 
previously number theoretic transforms provide such a technique. 
For a given maximum output of a f i l t e r there exists a compromise 
between the input data amplitude and the f i l t e r impulse d i g i t i s a t i o n . 
The purpose of t h i s sec t ion i s t o examine more c l o s e l y the c r i t e r i a 
which govern t h i s compromise. 
NTTs produce exact results reduced mod M. However, numbers mod M 
do not necessarily have any physical s i g n i f i c a n c e since the mapping 
from to Z, the i n f i n i t e set of integers, is a one to many mapping. 
For t h i s reason we must apply bounds to the output of the convolution 
operator. 
The maximum output of a convolution, Y m a x > is governed by: 
I f |y I is bounded by '•'max1 J 
| y m a x l < M/2 (4.1.3) 
then the f u l l dynamic range of M can be u t i l i z e d without overflow. 
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Let 
*max • 1 l h i l < M / 2 ( 4 ' 1 ' 4 ) 
Thus given an input data ampl i tude , c o n s t r a i n t s l i m i t the absolute 
summation of the impulse response. 
Let f . be a real f i l t e r impulse response derived by conventional 
techniques and l e t 
N-l 
F = E | f . | (4.1.5) 
i=0 1 
We require to d i g i t i s e the f i l t e r coe f f i c i en t s but with as f i n e a 
r e s o l u t i o n as poss ib le . I f a scale f a c t o r ( k , k > l ) i s app l ied to f . 
before d i g i t i s a t i o n , then the r e s o l u t i o n w i t h which the f i l t e r 
c o e f f i c i e n t s are d i g i t i s e d has been increased. Let D denote the 
operation of d i g i t i s a t i o n then i f we choose k^ such that 
x m a v D (kmF) = M/2 (4.1.6) max m ' ' 
we have optimised the r e s o l u t i o n w h i l s t guaranteeing tha t o v e r f l o w 
should not occur, k must be less than k^ i n p r a c t i c e s ince s l i g h t 
rounding up may occur in the d i g i t i s a t i o n operation. 
Therefore the best f i l t e r impulse response can be found by: 
h. = D ( k f . ) i e (O.N-l) such that k < M (4.1.7) 
1 1 N- l 
2 x s I f . I 
m a x i = 0 1 
The input data amplitude, x m g x , plays an important role in t h i s 
r e l a t i o n and the f i l t e r d i g i t i s a t i o n can loose ly be sa id to be 
inversely proportional to the input data amplitude. 
By way o f example a ser ies of f i l t e r frequency responses are 
shown in f i g u r e 4 .1 . The curves are der ived by t a k i n g the Four ie r 
t r a n s f o r m o f v a r i o u s d i g i t i s a t i o n s o f a set of t i m e domain 
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FIGURE d ' l FILTER OEGRRDRTION WITH QUANTISATION 
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c o e f f i c i e n t s . The more deviant curves r e s u l t f rom the coarser 
d i g i t i s a t i o n which would be asscocaited w i t h l a rge r input data 
ampl i tudes. 
As can r e a d i l y be seen f rom f i g u r e 4.1 the d i g i t i s a t i o n of the 
f i l t e r coe f f i c i en t s tends to degrade the f i l t e r response and so fo r a 
given input data ampl i tude and f o r a given modulus there may be 
i n s u f f i c i e n t dynamic range to represent the f i l t e r response wi th in the 
l i m i t s set. 
Conventially only the convolution length l i m i t s the accuracy wi th 
which the desired f i l t e r response can be achieved. However when using 
modular ar i thmetic there exists t h i s additional compromise between the 
input data amplitude and the f i l t e r response. For f i l t e r designs these 
two e f fec t s must be considered together. 
I t may be that i n s u f f i c i e n t dynamic range is provided by a given 
modulus and in such cases a larger modulus should be chosen. However a 
d i r e c t implementa t ion of such a scheme would i nvo lve pe r fo rming 
ar i thmetic wi th greater wordlength. This would neccessarily slow the 
processor down. There are two techniques which are s u i t a b l e f o r 
p a r a l l e l processing and i n such cases the o v e r a l l speed may not be 
impaired i f mul t ip le processors are used. 
Agarwal and Burrus (1) have described a technique which they have 
termed segmentation. This involves t a k i n g the input sequences and 
segmenting them into shorter blocks and convolving these separatly. 
Let x(1) = x 2 ( i ) + x 1 ( i ) 2 k (4.1.8) 
h ( i ) = h 2 (1) + h 1 ( i ) 2 k (4.1.9) 
where 0 < | x ( i ) | , | h ( i ) | < 2 2 k and 0 < | x 2 ( i ) | , | h 2 ( 1 ) | < 2 k 
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Then 
y = x * h 
= x * h 1 2 2 k + ( X j * h 2 + x 2 * h 1 ) 2 k + x 2 * h ? (4.1.10) 
Now since X p h^, x^ and h^ have roughly ha l f the number of b i t s 
i t i s poss ib le t o convolve them w i t h ap rox ima t ly h a l f the number of 
b i t s . In equation (10) the l a s t term i s small compared to the f i r s t 
and i n most cases t h i s term can be neglected. We need to take two 
forward transforms fo r x and two f o r h. The summation i n brackets can 
be performed in the transform domain. Final ly two inverse transforms 
are requ i red one f o r x^ * h^ and one f o r (x^ * ^2 + XZ * 
An a l t e r n a t i v e s o l u t i o n t o t h i s problem i s provided by the 
Chinese remainder theorem and i t is the purpose of the next section t o 
study th i s solut ion more c lose ly . 
4.2 CHINESE REMAINDER THEOREM 
I f the resul t of an ar i thmetic operation i s known re l a t ive to a 
set of coprime moduli then by using the Chinese remainder theorem 
(CRT) t h i s result may be determined with respect to the modulus which 
i s the product of these c o p r i me modul i . Therefore i f con vol ut ion i s 
simultaneously performed with respect to two or more such moduli then 
the Chinese remainder theorem can be employed to obtain the results 
wi th increased accuracy. I t is t h i s property which allows increased 
precision to be achieved using a processor structure which is i t s e l f 
well suited to a para l le l technique. 
The Chinese remainder theorem states that i f an integer x is such 
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t h a t x = mod m.. w h e r e a s e t o f m o d u l i m^ i s r e l a t i v e l y p r i m e 
( c o p r i m e ) t h e n 
x = a i b i M + a 2 b 2 - + a 3 b 3 H + • • • + aT b i H m o d M ( 4 . 2 . 1 ) 
nij m,, m^ m-| 
1 
where M = IT m i 
i = l 
The b.. a r e d e f i n e d such t h a t 
b. M = 1 mod m. 
L e t us c o n s i d e r t h e case f o r two m o d u l i 
x = a j ^ + a 2 c 2 mod M ( 4 . 2 . 2 ) 
Where 
C j = M and c 2 = b^ M. 
m^ m 2 
Le t x = 1 and so a^ = 1 = a, , , t h e r e f o r e 
1 . C j + 1 . c 2 = 1 mod M 
o r c 1 + c 2 = 1 mod M ( 4 . 2 . 3 ) 
I f t h e t w o m o d u l i and m 2 a r e b o t h b - b i t t h e n i n genera l c^ and 
c 2 w o u l d be 2 b - b i t c o n s t a n t s and t h e r f o r e a d i r e c t i m p l e m e n t a t i o n o f 
e q u a t i o n ( 2 ) w o u l d r e q u i r e t w o b x 2b b i t m u l t i p l i c a t i o n s . By u s i n g 
t h e r e s u l t i n e q u a t i o n ( 3 ) t h i s r e q u i r e m e n t can be r e d u c e d . 
From e q u a t i o n s ( 2 ) and ( 3 ) 
x = al c 1 + a 2 (1 - C j ) ( 4 . 2 . 4 ) 
= c 1 ( a 1 - a 2 ) + a 2 mod M ( 4 . 2 . 5 ) 
However c 1 i s d e f i n e d by 
C j = b1 M mod M ( 4 . 2 . 6 ) 
m l 
and t h e r e f o r e 
c l m l = b i ^ 
4 8 
o r 
c , m , = 0 mod M ( 4 . 2 . 7 ) 
Thus any i n t e g e r m u l t i p l e o f c-^m^ can be added i n t o e q u a t i o n (5) 
w i t h o u t a l t e r i n g t h e r e s u l t , hence 
I f k i s c h o s e n s u c h t h a t ( km^ + a^ - a^ ) l i e s i n t h e r a n g e z e r o 
t o 2 ^ - 1 t h e n o n l y one b x 2b b i t m u l t i p l i c a t i o n i s r e q u i r e d t o 
e v a l u a t e e q u a t i o n ( 2 ) . T h i s o p e r a t i o n i s a l l t h a t i s r e q u i r e d f o r t h e 
r e c o m b i n a t i o n o f r e s u l t s w i t h r e s p e c t t o t w o m o d u l i u s i n g t h e Ch inese 
r e m a i n d e r t h e o r e m . 
A f l o w c h a r t t o a c h i e v e t h i s a l g o r i t h m f o r t w o 16 b i t m o d u l i i s 
shown i n f i g u r e 4 . 2 
H e i n d e l and H o r o w i t z ( 3 2 ) h a v e i n t r o d u c e d a c o n c e p t w h i c h t h e y 
have t e r m e d t h e p a r a l l e l Ch inese r e m a i n d e r a l g o r i t h m (PCRA). T h i s i s 
b e s t i 11 u s t r a t e d by exam p i e . I f t h e r e a r e f o u r c o p r i me b b i t modu l i 
f o r w h i c h r e s u l t s a r e t o be c o m b i n e d t h e n u s i n g t h e ana lagous f o r m o f 
e q u a t i o n (2) i t can be seen t h a t f o u r b x 4b b i t m u l t i p l i c a t i o n s a re 
r e q u i r e d by t h e c o n v e n t i o n a l i t e r a t i v e C h i n e s e r e m a i n d e r a l g o r i t h m 
[ G a r n e r ' s a l g o r i t h m , ( 3 2 ) , ( 2 7 ) ] . By u s i n g t h e PCRA t h e f o u r m o d u l i 
a r e p a i r e d as f o l l o w s : 
and t h e s e p a i r s a r e i n d i v i d u a l l y c o m b i n e d u s i n g t h e Ch inese r e m a i n d e r 
t h e o r e m . T h e r e now e x i s t t w o m o d u l i P ^ 2 a n c ' ^ 3 ^ 4 ^ o r w n i c n r e s u l t s 
c a n s u b s e q u e n t l y be c o m b i n e d . The f a c t o r i s a t i o n by t w o o f t h e 
c o m b i n a t i o n o p e r a t o r a c h i e v e s c o m p u t a t i o n a l s a v i n g s i f t h e r e e x i s t 
e f f i c i e n t t e c h n i q u e s f o r t h e t w o modulus c o m b i n a t i o n s . The t e c h n i q u e 
d e s c r i b e d i n e q u a t i o n (8) i s t h e r e f o r e w e l l s u i t e d t o t h e PCRA. I f t h e 
x = c , (km, + a, - a , ) + a? mod M k e ( 4 . 2 . 8 ) 
P i . Po) Po, P J 
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FIGURE 4 . 2 FLOWCHART TO PERFORM CRT COMBINATION. 
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f o u r b b i t m o d u l i a r e c o m b i n e d u s i n g t h e PCRA and t h e t w o m o d u l u s 
c o m b i n a t i o n t e c h n i q u e , i t can be seen t h a t o n l y t w o b x 2b b i t and one 
2b x 4b b i t m u l t i p l i c a t i o n s a r e r e q u i r e d and t h i s t e c h n i q u e i s 
t h e r e f o r e m o r e e f f i c i e n t t h a n G a r n e r ' s a l g o r i t h m . T h i s c o m p o s i t e 
a l g o r i t h m p r o m i s e s t o be an e f f i c i e n t t e c h n i q u e when t h e n u m b e r o f 
m o d u l i t o be e m p l o y e d i s c h o s e n t o be a p o w e r o f 2= Such a t e c h n i q u e 
i s w e l l s u i t e d f o r p a r a l l e l p r o c e s s i n g . 
I t has been t h e pu rpose o f t h i s s e c t i o n t o i n t r o d u c e t h e Ch inese 
r e m a i n d e r t h e o r e m and t o show how i t may be u s e d t o d e r i v e r e s u l t s 
w i t h g r e a t e r p r e c i s i o n . T h i s p r o m i s e s t o be t h e t e c h n i q u e bes t s u i t e d 
t o a m u l t i p r o c e s s o r s y s t e m . P r o c e s s o r s can be d e d i c a t e d t o d e t e r m i n i n g 
r e s u l t s f o r one o f t h e c h o s e n m o d u l i and a f u r t h e r p r o c e s s o r c a n be 
u s e d f o r t h e PCRA c o m b i n a t i o n f o r t h e f i n a l p r e s e n t a t i o n o f t h e 
r e s u l t s . 
I t i s i n t e r e s t i n g t o n o t e t h a t f o r f i l t e r d e s i g n w i t h s u c h 
sys tems t h e f i l t e r c o e f f i c i e n t s need o n l y be d e t e r m i n e d w i t h r e s p e c t 
t o t h e f i n a l c o m p o s i t e modu lus M. For each sub modulus p r o c e s s o r t h e 
f i l t e r c o e f f i c i e n t s a r e r educed mod m. and so do no t have any p h y s i c a l 
s i g n i f i c a n c e , t h o u g h t h e y s t i l l h a v e t o be d e t e r m i n e d . I t i s o n l y a t 
t h e f i n a l Ch inese r e m a i n d e r c o m b i n a t i o n t h a t p h y s i c a l s i g n i f i c a n c e i s 
r e s t o r e d t o t h e p r o c e s s e d d a t a . 
4 . 3 MICROPROCESSORS AND MODULAR ARITHMETIC 
The m o d l u l i p r e v i o u s l y d e s c r i b e d a re o p t i m a l l y c l o s e t o 2 ^ and 
t h e r e f o r e o n l y a s m a l l d u p l i c i t y a r i s e s i f a l l 16 b i t b i n a r y p a t t e r n s 
a r e a l l o w e d on i n p u t and o u t p u t w i t h an a r i t h m e t i c p r o c e d u r e . I n a l l 
examp les i n t h i s s e c t i o n t h e c h o i c e o f M = 65521 w i l l be t a k e n . 
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a: A d d i t i i o n mod M 
When t w o numbers a re added t o g e t h e r t h e y may o r may no t g e n e r a t e 
an o v e r f l o w . I f t h e r e i s no o v e r f l o w t h e n t h e r e s u l t o f t h e a d d i t i o n 
i s r e t u r n e d . 
I f x = a + b = c + c a r r y ( 4 . 3 . 1 ) 
= c + 2 1 6 ( 4 . 3 . 2 ) 
= c + ( 2 1 6 - M ) mod M ( 4 . 3 . 3 ) 
= c + 15 mod 65521 ( 4 . 3 . 4 ) 
T h e r e f o r e i f a c a r r y i s d e t e c t e d , 15 m u s t be a d d e d i n t o t h e 
p a r t i a l sum. T h i s may g e n e r a t e a f u t h e r c a r r y , bu t w i l l n o t g e n e r a t e 
m o r e t h a n a t o t a l o f t w o c a r r i e s . An e x a m p l e o f s u i t a b l e c o d i n g f o r 
such an o p e r a t i o n i s g i v e n f o r an I n t e l 8080 m i c r o p r o c e s s o r . 
PLUS DAD D 
RNC 
LXI D, 15 
JMP PLUS 
T h i s s u b r o u t i n e w i l l add mod 6 5 5 2 1 t h e t w o 16 b i t n u m b e r s i n 
r e g i s t e r p a i r s (DE) and (HL) r e t u r n i n g t h e answer i n (HL). 
b : S u b t r a c t i o n mod M. 
For m i c r o p r o c e s s o r s w i t h 16 b i t s u b t r a c t i o n i n s t r u c t i o n s t h e 16 
b i t a d d i t i o n i n s t r u c t i o n i n t h e p r e v i o u s e x a m p l e may be d i r e c t l y 
r e p l a c e d by s u c h an i n s t r u c t i o n . H o w e v e r f e w 8 b i t m i c r o p r o c e s s o r s 
h a v e s u c h i n s t r u c t i o n s , and so f o r t h e m a j o r i t y a b y t e o r i e n t a t e d 
s u b t r a c t i o n s h o u l d be used . 
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c : M u l t i p l i c a t i o n mod M 
T h i s o p e r a t i o n can be c l a s s i f i e d i n t o s u b d i v i s i o n s . 
( i ) M u l t i p l i c a t i o n o f a 16 b i t n u m b e r ( x ) by an 8 o r 16 b i t 
c o n s t a n t ( k ) . 
T h i s can be c o n s i d e r e d t o be a mapp ing f r o m a 16 b i t number 
t o a n o t h e r 16 b i t number . S i n c e m u l t i p l i c a t i o n i s a d i s t r i b u t i v e 
o p e r a t i o n t h e n t h e mapp ing may be a c h i e v e d by t r e a t i n g s e p a r a t l y 
t h e l o w and h i g h b y t e s o f x and f i n a l l y u s i n g a m o d u l a r add t o 
c o m b i n e t h e i r r e s p e c t i v e o u t p u t s t o g e t h e r . F i g u r e 4.3 shows how 
such a mapp ing may be a c h i e v e d . The o b v i o u s d e s i g n r e q u i r e s t w o 
g 
2 x 16 b i t p a t t e r n s w h i c h may c o n v i e n t l y be r e a d o n l y memory 
(ROM) a n d t h e r e a d o p e r a t i o n s c a n be c o n t r o l l e d by t h e 
m i c r o p r o c e s s o r . 
Fo r t h e m u l t i p l i c a t i o n by an 8 b i t c o n s t a n t t h e memory can 
be r e s t r u c t u r e d t o be b y t e o r i e n t a t e d and i n so d o i n g a s a v i n g i s 
o b t a i n e d s i n c e p a r t o f t h e memory R^ i s d u p l i c a t e d i n R^. The 
m i n i m i z e d s t r u c t u r e i s shown i n f i g u r e 4 .4 . ROMs R a r e r ead once 
o n l y and ROM R1 i s r e a d t w i c e . T h i s memory r e d u c t i o n scheme seems 
w e l l s u i t e d t o 8 b i t p r o c e s s o r s . H o w e v e r f o r 16 b i t p r o c e s s o r s 
e x t a s o f t w a r e e f f o r t w o u l d be r e q u i r e d t o i m p l e m e n t t h e b y t e 
o r i e n t a t e d s c h e m e . The p o s s i b l e memory s a v i n g i s o f f s e t by 
n e c e s s a r i l y s l o w i n g down t h e e x e c u t i o n speed o f such p r o c e s s o r s 
and s i n c e memory i s d r o p p i n g i n p r i c e t h i s does n o t seem 
w o r t h w h i l e . 
( i i ) M u l t i p l i c a t i o n o f a 16 b i t number (x ) by a 32 b i t c o n s t a n t . 
T h i s o p e r a t i o n i s r e q u i r e d when c o m b i n i n g t h e r e s u l t s o f 
a r i t h m e t i c p r o c e d u r e s w i t h t w o 16 b i t m o d u l i by u s i n g t h e Ch inese 
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FIGURE 4 . 3 . MULTIPLICATION BY 8 B IT FIXED CONSTANT. 
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FIGURE 4 . 4 MEMORY MINIMISATION FOR 8 BIT FIXED CONSTANT MULTIPLICATION 
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r e m a i n d e r t h e o r e m . T h i s c l a s s o f o p e r a t i o n can be c o n s i d e r e d t o 
be a mapping f r o m a 16 b i t number t o a 32 b i t number. By a d o p t i n g 
a s i m i l a r s cheme and t r e a t i n g t h e l o w and h i g h b y t e s o f x 
g 
s e p a r a t l y t h e m a p p i n g may be a c h i e v e d w i t h t w o 2 x 32 b i t 
p a t t e r n s w h i c h c a n a l s o be ROM. A f i n a l 32 b i t m o d l u a r add i s 
r e q u i r e d t o d e r i v e t h e f i n a l o u t p u t . T h i s o p e r a t i o n c a n be 
p e r f o r m e d i n an a n a l o g o u s m a n n e r t o t h a t d e s c r i b e d i n s e c t i o n 
4 . 3 . a . 
( i i i ) M u l t i p l i c a t i o n o f t w o 16 b i t v a r i a b l e s mod M 
The m u l t i p l i c a t i o n o f t w o 16 n u m b e r s g e n e r a t e s a 32 b i t 
answe r . 
L e t y = ab = 2 1 6 . y h + Y ] 0 < a . b . y ^ < 2 1 6 ( 4 . 3 . 5 ) 
= ( 2 1 6 - M ) . y h + y } 
= 15 . y h + y-| mod 65521 ( 4 . 3 . 6 ) 
T h e r e f o r e a g e n e r a l 32 b i t i n t e r m e d i a t e answer may be p a r t i a l l y 
r educed mod M by a m u l t i p l i c a t i o n o f y^ by t h e f i x e d c o n s t a n t 
( 2 ^ - M ) . T h i s c a n be a c h i e v e d by t h e s c h e m e d e s c r i b e d i n 
4 . 3 . c p a r t ( i ) . 
( i v ) M u l t i p l i c a t i o n by 
T h i s i s t h e ana logous o p e r a t i o n t o d i v i s i o n by 2 . 
Le t y = 2 " 1 . x ( 4 . 3 . 7 ) 
By a p p l y i n g a s h i f t r i g h t t o x we may d e t e r m i n e f r o m t h e 
c a r r y f l a g i f x w e r e e v e n o r o d d . I f x was e v e n t h e n we have 
a l r e a d y d e t e r m i n e d y . I f x was odd t h e n y may be d e r i v e d by 
a d d i n g i n (M + l ) / 2 . 
The p r o c e d u r e s d e s c r i b e d c o v e r t h e gene ra l c l a s s e s o f a r i t h m e t i c 
r e q u i r e d f o r c o n v o l u t i o n p e r f o r m e d w i t h i n t h e r i n g Z M w h e r e M i s a 
55 
TABLE 4 . 1 
SUMMARY OF MEMORY REQUIREMENTS FOR MULTIPLICATION 
LOOK-UP TABLES 
Real c o n v o l u t i o n s G e n e r a l i z e d 
M u l t i p l i c a t i o n s 
C.R.T c o m b i n a t i o n 
T o t a l 
Memory r e q u i r e d 
pages 
For each For 
modulus modul 
6 
8 
14 
Complex c o n v o l u t i o n s G e n e r a l i z e d 
M u l t i p l i c a t i o n s 
M u l t i p l i c a t i o n by j 
C . R . T . c o m b i n a t i o n 
T o t a l 
6 
8 
8 
22 
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p r o d u c t o f 65521 and one o f t h e m o d u l i shown i n t a b l e 3 . 1 . 
T a b l e 4 . 1 s u m m a r i z e s t h e m e m o r y r e q u i r e m e n t s f o r t h e 
m u l t i p l i c a t i o n l o o k up t a b l e s . The u n i t o f one page i s used t o deno te 
a q u a n t i t y o f memory o f 256 b y t e s . I n t h e case o f m u l t i p l i c a t i o n s o f 
t w o 16 b i t v a r i a b l e s 3 pages a r e r e q u i r e d f o r t h e t a b l e t o d e r i v e t h e 
t e r m c o r r e s p o n d i n g t o t h e m u l t i p l i c a t i o n o f t h e h i g h e r 16 b i t 
i n t e r m e d i a t e a n s w e r w i t h t h e f i x e d c o n s t a n t ( 2 ^ - M ) . T h e 
m u l t i p l i c a t i o n by ' j ' c a n be m o s t e f f i c i e n t l y p e r f o r m e d by t h e 
t e c h n i q u e d e s c r i b e d i n s e c t i o n 4 .3 .c p a r t ( i ) and t h i s r e q u i r e s an 
a d d i t i o n a l 4 pages. 
4 . 4 A HARDWARE MODULAR MULTIPLIER 
The a l g o r i t h m s d e s c r i b e d i n c h a p t e r 3 have been d e s i g n e d f o r an 
i m p l e m e n t a t i o n on a m i c r o p r o c e s s o r w i t h f a s t m u l t i p l i c a t i o n . As has 
been d e s c r i b e d i n t h i s c h a p t e r , number t h e o r e t i c t r a n s f o r m s r e q u i r e 
m o d u l a r i n t e g e r a r i t h m e t i c , and so when t w o 16 b i t v a r i a b l e s a r e 
m u l t i p l i e d t h e i n t e r m e d i a t e 32 b i t p r o d u c t must be reduced mod M. T h i s 
r e q u i r e s a m u l t i p l i c a t i o n o f t h e h i g h 16 b i t p a r t o f t h e p r o d u c t by 
t h e f i x e d c o n s t a n t ( 2 ^ - M) and t h i s i s f o l l o w e d by a m o d u l a r 
16 
a d d i t i o n . I t has been shown how t h e f i x e d m u l t i p l i c a t i o n by (2 - M) 
can be a c h i e v e d by a memory l o o k up t e c h n i q u e . 
As h a s b e e n o u t l i n e d t h e p r o c e d u r e f o r g e n e r a l m o d u l a r 
m u l t i p l i c a t i o n i s i n v o l v e d . P r e l i m i n a r y t i m i n g s show t h a t f o r t h e 
TEXAS 9900 m i c r o p r o c e s s o r such o p e r a t i o n s t a k e i n t h e o r d e r o f 90 y s . 
T h i s c o m p a r e s p o o r l y w i t h t h e 19 ps r e q u i r e d f o r an 16 x 16 b i t 
u n s i g n e d i n t e g e r m u l t i p l i c a t i o n on t h e same mach ine . 
D a v i e s and F u n g ( 1 1 7 ) h a v e d e s c r i b e d how a h a r d w a r e m u l t i p l i e r 
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may be a t t a c h e d t o a m i c r o p r o c e s s o r s y s t e m i n o r d e r t o i n c r e a s e i t s 
p e r f o r m a n c e . I t t h e r e f o r e seems a l o g i c a l s t e p t o a p p e n d a f a s t 
m o d u l a r i n t e g e r m u l t i p i i e r t o s u c h s y s t e m s and t h i s s h o u l d g r e a t l y 
i n c r e a s e t h e t h r o u g h p u t o f such s y s t e m s . 
I f t h e m o d u l a r o p e r a t i o n s o f add and m u l t i p l y a r e compared w i t h 
t h e i r i n t e g e r e q u i v a l e n t s , i t i s a p p a r e n t t h a t t h e m o d u l a r a d d i t i o n i s 
r e l a t i v e l y easy t o a c c o m p l i s h i n s o f t w a r e and t h e r e seems l i t t l e p o i n t 
i n d e s i g n i n g s p e c i f i c h a r d w a r e t o a c h i e v e t h i s f u n c t i o n . H o w e v e r as 
has been d e s c r i b e d t h i s o p e r a t i o n i s r e q u i r e d d u r i n g t h e c o m p u t a t i o n 
o f a m o d u l a r m u l t i p l y and so h a r d w a r e w i l l be d e s c r i b e d t o p e r f o r m t h e 
m o d u l a r a d d i t i o n s r e q u i r e d . 
When a m o d u l a r add i s p e r f o r m e d be tween t w o 16 b i t q u a n t i t i e s a 
c a r r y may be g e n e r a t e d . I f t h i s i s so t h e n ( 2 ^ - M) must be added i n t o 
t h e sum. T h i s a d d i t i o n may g e n e r a t e a f u r t h e r c a r r y . H o w e v e r o n l y a 
t o t a l o f t w o s u c h c a r r i e s may be g e n e r a t e d by t h i s a c t i o n . T h i s 
s i t u a t i o n can be a c h i e v e d by t h e a d d i t i o n o f f o r examp le FFFF and FFFF 
( i n h e x a d e c i m a l ) w i t h M = 65521 o r 2 1 6 - M = F. 
Then : 
F F F F 
+ F F F F 
1 : F F F E 
+ F 
1 : 0 0 0 D 
+ F 
1 C 
( - 14) 
(= 28) 
The h a r d w a r e d e s c r i b e d i n f i g u r e 4 .6 p e r f o r m s t h e m o d u l a r add 
o p e r a t i o n . The v a l u e o f ( 2 1 6 - M) i s s t o r e d i n l a t c h 1 and t h i s i s f e d 
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FIGURE 4 . 5 MODULAR ADDER. 
C = a + b mod M. 
16 
16 +M 
16 
FIGURE 4 . 6 MODULAR ADDER HARDWARE. 
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FIGURE 4 . 7 MODULAR MULTIPLIER 
c = a * b mod M 
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t o t r i - s t a t e b u f f e r s 1 a n d 2 . T h e s e b u f f e r s p r o v i d e a s w i t c h a b l e 
' on c a r r y add i n ( 2 ^ - M) ' o p e r a t i o n . I f a c a r r y o u t i s g e n e r a t e d by 
t h e f i r s t a d d e r t h e n t r i - s t a t e b u f f e r 1 i s e n a b l e d and no c a r r y i s 
passed t o t h e second adde r . I f no c a r r y i s g e n e r a t e d f r o m A l t h e n t r i -
s t a t e b u f f e r 1 i s d i s a b l e d and so t h e i n p u t s t o A2 w i l l f l o a t t o 
l o g i c 1 and t h i s c o r r e s p o n d s t o a d d i n g i n ' - 1 ' . H o w e v e r a c a r r y - i n i s 
a l s o p r e s e n t and so e f f e c t i v e l y ' 0 ' i s a d d e d i n . T h i s p r o c e d u r e i s 
r e p e a t e d f o r t h e s e c o n d a d d e r s t a g e . T h i s h a r d w a r e p r o v i d e s a f a s t 
asynch ronous m o d u l a r adder . 
F i g u r e 4 . 8 d e s c r i b e s t h e h a r d w a r e f o r t h e m o d u l a r m u l t i p l y 
o p e r a t i o n . Hardware m u l t i p l i e r c h i p s a r e becoming a v a i l a b l e t o p r o v i d e 
a f a s t m u l t i p l i c a t i o n o f t w o 16 b i t v a r i a b l e s t o p r o d u c e a 32 b i t 
p r o d u c t . However o f t h o s e t h a t a re a v a i l a b l e , t h e o u t p u t s and i n p u t s 
t e n d t o be m u l t i p l e x e d t o g e t h e r . When t r i - s t a t e b u f f e r s 1 a n d 2 a r e 
e n a b l e d f r o m t h e m i c r o p r o c e s s o r t h e m u l t i p l i e r c h i p i s a l s o e n a b l e d . 
A f t e r t h e i n p u t p h a s e t h e m u l t i p l i e r c h i p m u l t i p l i e s t h e t w o 16 b i t 
v a r i a b l e s a n d o u t p u t s t h e 3 2 b i t p r o d u c t t o w a r d s t h e a d d e r s 
+M1 and +M2. 
The h i g h 16 b i t p a r t o f t h e p r o d u c t i s s e p a r a t e d i n t o t w o 8 b i t 
a d d r e s s l i n e s f o r r e a d o n l y m e m o r i e s P I a n d P2» T h e s e t w o m e m o r i e s 
p e r f o r m t h e m u l t i p l i c a t i o n by t h e f i x e d c o n s t a n t ( 2 ^ - M). However t o 
a l l o w f o r t h e use o f t w o m o d u l i f o r Ch inese r e m a i n d e r c o m b i n a t i o n each 
o f t h e s e t w o memor ies can e f f e c t i v e l y be s p l i t i n t o t w o p a r t s , one f o r 
each m o d u l u s . T h e s e c a n be c o n s i d e r e d t o be 9 — > \ 6 b i t m e m o r i e s . 
The a d d r e s s l i n e o f t h e i n p u t i s a ' m o d u l u s s e l e c t ' s i g n a l . S i n c e 
t h e t w o m o d u l i m u s t d i f f e r by a t l e a s t one b i n a r y b i t t h i s a d d r e s s 
l i n e can be t a k e n f r o m a s e l e c t e d d a t a l i n e o f t h e modulus l a t c h ( L I ) . 
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The r e a d o n l y m e m o r i e s g e n e r a t e t w o 16 b i t w o r d s w h i c h m u s t be 
added w i t h t h e l o w 16 b i t p a r t o f t h e 32 b i t p r o d u c t . T h i s r e q u i r e s a 
t o t a l o f t w o m o d u l a r adders d e s c r i b e d e a r l i e r . The t w o m o d u l a r adders 
can b o t h be d r i v e n f r o m t h e same modu lus l a t c h . T r i - s t a t e b u f f e r 3 can 
be e n a b l e d by t h e m i c r o p r o c e s s o r when i t r e q u i r e s t o read back i n t h e 
r e s u l t o f t h e modu la r m u l t i p l y . 
A f t e r t h e i n i t i a l i n p u t p h a s e t h e m u l t i p l i e r , w h i c h has been 
d e s c r i b e d , i s c o m p l e t e l y asynch ronous and t h e f i n a l o u t p u t w o u l d be 
d e r i v e d w i t h i n a b o u t 5 p s ; d u r i n g w h i c h t i m e t h e p r o c e s s o r w i l l be 
a b l e t o s t o r e t h e l a s t r e s u l t and be a c c e s s i n g new d a t a f o r t h e 
m u l t i p l i e r . I f t h e m i c r o p r o c e s s o r i s f a s t e r t h a n t h e m u l t i p l i e r t h e n a 
s m a l l degree o f p i p e l i n i n g may be a c h i e v e d by t h e use o f l a t c h 1 . The 
v a l u e f o r t h e n e x t m u l t i p l y o p e r a t i o n c a n be l o a d e d i n t o l a t c h 1 
b e f o r e t h e r e s u l t o f t h e p r e v i o u s m u l t i p l y has been c a l c u l a t e d . As 
s o o n as t h i s has o c c u r e d t h e r e s u l t may be r e a d and t h e o t h e r i n p u t , 
b , may be l o a d e d and t h i s r e i n i t i a t e s t h e m u l t i p l y c y c l e . I f t h e 
m u l t i p l y i s s l o w e r t h a n t h e m i c r o p r o c e s s o r t h e n t h i s w i l l i n c r e a s e t h e 
t h r o u g h p u t . 
The h a r d w a r e w h i c h has been d e s c r i b e d i n f i g u r e 4.8 w i l l p e r f o r m 
f a s t m o d u l a r m u l t i p l i e s and t h i s w i l l g r e a t l y i n c r e a s e t h e p r o c e s s o r 
t h r o u g h p u t . The c o s t o f t h i s h a r d w a r e i s i n t h e o r d e r o f £300 a t 1980 
p r i c e s . 
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CHAPTER 5 
COMPLEX TRANSFORMS 
The major par t of t h i s work has been t o cons ider a r i t h m e t i c over 
a f i n i t e i n t ege r f i e l d Z M w i t h a view t o d e r i v i n g e f f i c i e n t a lgo r i t hms 
f o r s ignal processing using a microprocessor- Reed (86) has shown t h a t 
the f i n i t e Galo is f i e l d 6F(q ) may a lso be used f o r e f f i c i e n t s ignal 
process ing. This f i e l d has i n t e r s t i n g s i m i l a r i t i e s w i t h the f a m i l i a r 
2 
comp lex f i e l d and u s i n g GF(q ) i t i s p o s s i b l e t o d e f i n e number 
t h e o r e t i c t rans fo rms which are s t r u c t u r a l l y i d e n t i c a l t o those def ined 
ove r Z^ . The number t h e o r y o f comp lex q u a d r a t i c r i n g s w i l l be 
u n f a m i l i a r t o n o n - m a t h e m a t i c i a n s , and i n o r d e r t o i n t r o d u c e t h e 
r e l e v a n t n o m e n c l a t u r e a b r i e f i n t r o d u c t i o n t o t h e t o p i c o f number 
t h e o r e t i c t r a n s f o r m s d e f i n e d ove r such r i n g s i s p r e s e n t e d i n 
sec t i on 5 . 1 . 
I n c h a p t e r 3 i t was shown t h a t m i c r o p r o c e s s o r s a re s u i t e d t o 
16 
m o d u l i w h i c h a re j u s t l e s s t h a n 2 , and so t h e same t e c h n i q u e s a re 
2 
app l i ed i n t h i s chapter t o f i n d f i n i t e f i e l d s GF(q ) , which are su i t ed 
t o a m i c r o p r o c e s s o r i m p l e m e n t a t i o n o f c o m p l e x number t h e o r e t i c 
t r ans fo rms . 
I n o r d e r t o p e r f o r m t r a n s f o r m s o f l e n g t h N i t i s neccessary t o 
f i n d e l e m e n t s (a) o f o r d e r N. S ince i t i s i n p r i n c i p l e d i f f i c u l t t o 
2 
f i n d such e l e m e n t s ove r GF(q ) t h e search p r o c e d u r e and r e s u l t s are 
presented. 
A novel c o n v o l u t i o n p rocedu re i s p roposed i n wh ich comp lex 
2 
convo lu t i on i s performed s imu l taneous ly over GF(q ) and over Z M us ing 
r e l a t e d M and q . 
The chapter concludes w i t h a b r i e f d iscuss ion on real and complex 
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t r ans fo rm techniques and i t i s shown t ha t number t h e o r e t i c t rans fo rms 
have a s t r u c t u r a l advantage over the Four ie r t r ans fo rm f o r convo lu t i on 
s i n c e bo th r e a l and comp lex number t h e o r e t i c t r a n s f o r m s can be 
de f i nedo 
5.1 INTRODUCTION 
Vanwormhoudt (109) has shown t h a t t he re are two main c lasses of 
pr ime modul i usefu l f o r number t h e o r e t i c t r ans fo rms . There are modul i 
f o r wh i ch M = 1 mod 4 ( t y p e A) and t h o s e f o r w h i c h M = 3 mod 4 
( type B). I t i s e a s i l y shown t h a t f o r t y p e A modu l i t h e r e w i l l e x i s t 
an element ' j ' such t h a t j = -1 mod M, and t h a t no such element w i l l 
e x i s t f o r type B modu l i . This observa t ion i nd i ca tes a key s t r u c t u r a l 
d i f f e r e n c e between these two c lasses of modu l i . 
This s t r u c t u r a l d i f f e r e n c e can be f o rmu la ted by s t a t i n g t h a t t he 
polynomial ? 
P(x) = x + 1 = 0 ( 5 . 1 . 1 ) 
has a s o l u t i o n i n 1^ [ o r GF(M)] f o r type A moduli and i t does not have 
a s o l u t i o n i n f o r t y p e B m o d u l i . Reed (86) has shown t h a t a r o o t 
2 
( i 1 ) o f t h i s p o l y n o m i a l w i l l e x i s t i n an e x t e n s i o n f i e l d GF(Mg) f o r 
2 
t ype B modu l i . The Galo is f i e l d GF(q ) i s composed of the set 
GF(q 2 ) = [ a + i ' b ] a,b e GF(q) 
where i ' i s a r o o t o f e q u a t i o n (1) s a t i s f y i n g (0 + i 1 ) = ( -1 + O i 1 ) 
i n G F ( q 2 ) . 
I f x 2 + 1 = 0 i s not s o l v a b l e i n GF(q) t h e n i ' e GF(q 2 ) p l a y s a 
s i m i l a r r o l e over the f i n i t e f i e l d GF(q) t h a t - 1 plays over the f i e l d 
of r a t i o n a l s . A mapping from a set o f complex in tegers 
[ ( a + i b ) a s b are i n t e g e r s , such t h a t - ( q - l ) / 2 < a,b < (q - l ) / 2 ] 
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t o GF(q ) may be def ined by: 
0 : ( a + i b) > (a + i ' b ) 
T h i s mapping i n 'one t o one and o n t o ' . Under t h i s mapping a comp lex 
i n t e g e r number and an e lemen t o f GF(q 2 ) can be used i n t e r c h a n g e b l y . 
For example suppose t h a t a + i ' b and c + i ' d a re e l e m e n t s o f GF(q ) 
then 
(a + i ' b ) ± (c + i ' d ) = a ± c + i ' ( b ± c ) ( 5 .1 .2 ) 
(a + i ' b ) . (c + i ' d ) = a c + i , 2 b d + i ' b c + i ' a d 
ac - bd + i ' ( b e + ad) ( 5 .1 .3 ) 
These are these exact analogues one might expect i f (a + i 'b ) and 
(c + i ' d ) w e r e c o m p l e x n u m b e r s . Howeve r i t i s o f i n t e r e s t t o 
2 
demonstrate an impor tan t p roper ty of t he Galois f i e l d GF(q ) which the 
f i e l d s o f c o m p l e x r a t i o n a l n u m b e r s d o e s n o t h a v e . I f 
2 
x = a + i ' b e GF(q ) and x f 0 then 
2 2 
x q _ 1 = (a + i ' b ) q - 1 = 1 i n GF(q 2 ) ( 5 .1 .4 ) 
n_, 
wh i ch i s a s p e c i a l case o f t h e r e s u l t x q " = 1 f o r a l l non ze ro x i n 
GF(q n ) 
P o l l a r d (72) sugges ted t h a t t h e F o u r i e r t r a n s f o r m may be 
d e f i n e d i n f i n i t e f i e l d s o f t h e f o r m GF(p n ) o f w h i c h t h e number 
t h e o r e t i c t rans fo rms a m p l i f i e d i n chapters 2 and 3 are a spec ia l case. 
2 
I t i s appa ren t t h a t t r a n s f o r m s o v e r GF(q ) a re a l s o a s p e c i a l case . 
2 
However , as has been shown, t h e a r i t h m e t i c over GF(q ) does bear 
i n t e r e s t i n g p a r a l l e l s w i t h the normal complex domain a r i t h m e t i c . 
Agarwa l and Bu r rus (3) p o s t u l a t e d c r i t e r i a wh ich must be 
s a t i s f i e d f o r a leng th N number t h e o r e t i c t r a n s f o r m , which supports 
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t h e c y c l i c c o n v o l u t i o n p r o p e r t y , i n GF(p) t o e x i s t . Such t r a n s f o r m s 
are o f the fo rm. 
X(k) = Z x ( j ) a J K ( 5 .1 .5 ) 
j=0 
ik 
x ( j ) = N i X(k) a J K ( 5 .1 .6 ) 
k=0 
These c r i t e r i a are t h a t 
(a) a be an element of o rder N ( i n each Z r 1 of the f a c t o r s of M, f o r 
P i 
composi te M) 
(b) N"* must e x i s t . 
Let a composite modulus M be reduced t o i t s prime f a c t o r e d form 
M = p ^ 1 . p £ 2 . P 3 3 . . . . p^1 ( 5 . 1 . 7 ) 
Since the Chinese remainder theorem prov ides a r i n g isomorphism 
t h e s t udy o f can be l i m i t e d t o t h e case where m = p f i . In 
Z„ i the 'maximal o rder 1 o f elements i s p . 1 (p . - 1). Since a 
t r ans fo rm over Z^ can be cons idered t o be s imul taneous over each 
Z r i , t he grea tes t order f o r which the f i r s t c r i t e r i o n w i l l be 
p i 
s a t i s f i e d , w i l l be given by the grea tes t commom d i v i s o r o f such 
t e r m s . Us ing t h i s approach Agarwal and Bu r rus have shown t h a t 
c r i t e r i a (a) and (b) are equ iva len t t o the f o l l o w i n g : 
(c) N I 0(M) where 0(M) = g . c . d . [ p 1 - l , p 2 - l , , p-,-1] 
By adopt ing a s i m i l a r approach f o r the quadra t ic f i e l d GF(q ) the 
corresponding c r i t e r i o n i s t h a t 
(d) N I O c(M)where 0 C (M) = g . c . d . [ p 2 - l , p ^ - 1 , , p 2 - l ] 
prov ided t h a t a l l t he primes p^ be of type B. 
For the specia l case of GF(q ) where q i s a prime of type B then 
N I ( q 2 - 1) 
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T h i s r e s u l t f o l l o w s s i n c e t h e 'max ima l o r d e r ' o f e l emen ts i n 
2 2 
GF(q ) i s q - 1 and t h i s i n t u r n e x p l a i n s t h e r e s u l t g i v e n i n 
e q u a t i o n ( 4 ) . The p r o p e r t i e s o f t h e s e s t r u c t u r e s have been 
thorough ly examined by Vanwormhoudt ( 1 0 9 ) . 
Reed (86) has proposed the use of quadra t ic Mersenne t rans fo rms over 
GF(q ) where q i s a Mersenne prime of the form 
q = 2^ - 1 q,p prime 
He has shown t h a t u n l i k e t h e i r s i m p l e c o u n t e r p a r t t h e s e 
t rans fo rms support r a d i x 2 FFT a l g o r i t h m s , and so seem a t t r a c t i v e f o r 
e f f i c i e n t c o m p u t a t i o n . By way o f example i t can be seen t h a t t h e 
2 
Mersenne pr ime M^ = 127 supports a quadra t i c t r ans fo rm over GF(127 ) 
of l eng th 256. However the corresponding a are not s imp le and so the 
ease of computat ion i s l o s t . None the less these prov ide a p romis ing 
c lass of complex t r a n s f o r m . 
5.2 MICROPROCESSOR IMPLEMENTATION OF COMPLEX TRANSFORMS 
I t has been shown how f a s t t r a n s f o r m a lgo r i t hms may be performed 
r e q u i r i n g only b i t s h i f t s and a d d i t i o n s . However c o n s t r a i n t s l i m i t the 
c h o i c e o f a p a r t i c u l a r number t h e o r e t i c t r a n s f o r m . For some 
m i c r o p r o c e s s o r s no p e n a l t y i s i n c u r r e d by a l l o w i n g more genera l 
m u l t i p l i c a t i o n s and t h i s re laxes the basic c o n s t r a i n t s . I t i s apparent 
t h a t shor t word length processors are best s u i t e d t o moduli which are 
j u s t l e s s t h a n t h e c o n v e n i e n t word s i z e s . By e m p l o y i n g Winograd 
t r ans fo rm a l g o r i t h m s , new c lasses of t r ans fo rm are poss ib le and i t has 
been found t h a t t h e c h o i c e o f modulus M = 65521 i s o p t i m a l . T h i s 
modulus supports a t r ans fo rm leng th o f 5040 and hence i t supports any 
Winograd t r ans fo rm l e n g t h . In so doing i t i ncu rs l i t t l e redundancy i n 
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the use of 16 b i t a r i t h m e t i c . 
I t i s t h e r e f o r e a l o g i c a l s t e p t o a p p l y t h e same s e a r c h 
procedures f o r complex t r a n s f o r m s . The corresponding c o n s t r a i n t s f o r 
these t ransforms are as f o l l o w s : 
(a) an element (a) of o rder N must be found . 
(b) must e x i s t 
2 2 2 
(c) N must d i v i de 0 (M) = g . c . d . [ p ^ - 1 , p ^ - l , , P-|- l ] 
(d) M, and i t s f a c t o r s i f compos i te , must a l l be of type B 
i . e . p. = 3 mod 4 . 
Agarwal and Burrus (3) have shown t h a t c o n s t r a i n t (c) i s 
e q u i v a l e n t t o c o n s t r a i n t s (a) and (b ) . A sea rch was c o n d u c t e d 
i n i t i a l l y f o r a pr ime modulus (p) which would support a t r ans fo rm 
leng th o f 5040 accord ing t o the f o l l o w i n g r e s t r i c t i o n s . 
(e) p = 3 mod 4 
( f ) 5040 | ( p 2 - 1) 
I t was f ound t h a t t h e c h o i c e o f t h e p r i m e modulus M = 65519 
s a t i s f i e d these c o n s t r a i n t s . Since t h i s modulus i s a lso very c l ose t o 
2 ^ no search was c o n d u c t e d over c o m p o s i t e modu l i t o s a t i s f y 
c o n s t r a i n t (c) i n s t e a d o f c o n s t r a i n t ( f ) . I t i s appa ren t t h a t 
M = 65519 i s c l o s e t o M = 65521 wh i ch i s t h e c h o i c e f o r s i m p l e 
t r a n s f o r m s , and the r e l a t i o n between these two moduli i s examined i n 
more d e t a i l i n sec t ion 5 . 4 . 
Since i t has been found t h a t the choice of M = 65519 i s op t ima l 
f o r comp lex t r a n s f o r m s a c o m p l e x i n t e g e r s u b r o u t i n e l i b r a r y was 
w r i t t e n t o enab le c o m p l e x t r a n s f o r m s t o be deve loped u s i n g t h e 
mainframe f a c i l i t i e s . A s e l e c t i o n of these procedures i s descr ibed i n 
Appendix D. 
Complex i n t e g e r a r i t h m e t i c i s not s u p p o r t e d i n FORTRAN and so 
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basic operat ions had t o be w r i t t e n . FORTRAN i s obv ious ly not su i t ed t o 
t h i s a r i t h m e t i c , w h i l e o t h e r l anguages ( f o r example PASCAL) can 
adapt much more e a s i l y . However the complex a l g o r i t h m development was 
conducted i n FORTRAN because us ing t h i s language no problems would be 
e n c o u n t e r e d i n i n t e r f a c i n g t o t h e e x i s t i n g modu la r a r i t h m e t i c 
subrout ine l i b r a r i e s (see Appendix A). A complex i n t ege r has t w i c e the 
w o r d l e n g t h o f an o r d i n a r y i n t e g e r and so a p a s s i n g c o n v e n t i o n was 
adopted of t r e a t i n g such va r iab les as double p r e c i s i o n ( REAL*8). 
In the f a m i l i a r complex f i e l d t he re i s a cho ice o f techniques f o r 
p e r f o r m i n g comp lex m u l t i p l i c a t i o n s . I t i s p o s s i b l e t o p e r f o r m such 
operat ions r e q u i r i n g 4 rea l m u l t i p l i c a t i o n s and 2 rea l a d d i t i o n s . I t 
i s a lso poss ib le t o achieve t h i s r e q u i r i n g on ly 3 m u l t i p l i c a t i o n s and 
5 a d d i t i o n s . I n f i n i t e c o m p l e x i n t e g e r f i e l d s t h e s e t e c h n i q u e s a re 
d i r e c t l y a p p l i c a b l e . The method w h i c h s h o u l d be chosen f o r a 
microprocessor imp lementa t ion i s t h a t which takes the l e a s t t ime t o 
per fo rm. For a machine w i t h so f twa re m u l t i p l i c a t i o n i t seems l i k e l y 
t h a t t h e (3 + 5) method w i l l be f a s t e r , but f o r a machine w i t h t h e 
e x t e r n a l ha rdware modu la r m u l t i p l i e r d e s c r i b e d i n s e c t i o n 4.5 i t 
seems l i k e l y t h a t the (4 + 2) method would be f a s t e r . This cho ice i s 
o b v i o u s l y machine dependan t . For t h e a l g o r i t h m deve lopment on t h e 
mainframe the (4 + 2) techn ique was adopted. 
I t has been descr ibed i n chapter 3 how the general-N program was 
employed t o de r i ve s p e c i f i c a lgo r i t hms f o r the t rans fo rms of lengths 
60 and 240. I t i s a p p a r e n t t h a t any t r a n s f o r m a l g o r i t h m can be 
considered t o be an e f f i c i e n t decomposi t ion of the t r ans fo rm m a t r i x , 
w h i l e the a r i t h m e t i c of the a l g o r i t h m i s exac t l y t h a t employed i n the 
d e f i n i t i o n o f t h e m a t r i x . T h e r e f o r e t h e a l g o r i t h m s deve loped f o r 
t r a n s f o r m l e n g t h s o f 60 and 240 p r e s e n t e d i n Append ix B may be 
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d i r e c t l y t r a n s c r i b e d t o d e r i v e c o r r e s p o n d i n g a l g o r i t h m s f o r t h e 
complex t rans fo rms of leng ths 60 and 240. 
The d i f f e r e n c e s between these a l g o r i t h m c lasses are t h a t a l l the 
a r i t h m e t i c o p e r a t i o n s a re r e i n t e r p r e t e d i n t h e comp lex sense . 
T h e r e f o r e normal modu la r a d d i t i o n i s r e p l a c e d by comp lex modu la r 
a d d i t i o n and l i k e w i s e f o r o t h e r o p e r a t i o n s . The m u l t i p l i c a t i o n 
c o e f f i c i e n t s must a lso be r e i n t e r p r e t e d as t r i g o n o m e t r i c a l expressions 
of powers of an element of o rder N. The method by which an element of 
o r d e r N may be d e t e r m i n e d i s d e s c r i b e d i n t h e next s e c t i o n . The 
m u l t i p l i c a t i o n c o e f f i c i e n t s presented by Si lverman (101) r equ i r e on ly 
p u r e l y r e a l o r p u r e l y i m a g i n a r y m u l t i p l i c a t i o n s , and so when t h e s e 
c o e f f i c i e n t s were i n t e r p r e t e d i n the complex number t h e o r e t i c sense i t 
was found t h a t they too were e i t h e r pure ly real or pure ly imag inary . 
These complex m u l t i p l i c a t i o n s r e q u i r e t h e r e f o r e on ly two rea l modular 
m u l t i p l i c a t i o n s and no a d d i t i o n s , i ns tead o f the 4 and 2 a d d i t i o n s or 
(3 and 5 a d d i t i o n s ) which would be requ i red f o r more general complex 
m u l t i p l i c a t i o n s . This a lso i m p l i e s t h a t the memory s ize requ i red f o r 
the s torage of these c o e f f i c i e n t s need be no l a r g e r than t h a t r equ i r ed 
f o r t h e c o r r e s p o n d i n g r e a l number t h e o r e t i c t r a n s f o r m a l g o r i t h m s 
prov ided f l a g s be kept t o denote whether a p a r t i c u l a r c o e f f i c i e n t i s 
e i t h e r rea l or imaginary . 
The a lgo r i t hms f o r the complex t rans fo rms f o r the lengths o f 60 
and 240 are presented i n Appendix E. These a lgo r i t hms have been t e s t e d 
i n s i m u l a t i o n w i t h re ference techniques i n the manner p resc r ibed i n 
sec t i on 3 .3 . They prov ided accurate r e s u l t s . 
Reed and T ruong (87) have sugges ted how t h e Chinese r e m a i n d e r 
theorem may be app l i ed t o complex t r ans fo rm a lgo r i t hms t o increase the 
poss ib le dynamic range. They proposed convo lu t i ons over a d i r e c t sum 
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of quadra t ic Mersenne number f i e l d s . This technique may be app l i ed f o r 
any s e t s o f q u a d r a t i c f i e l d s i n t h e manner i n wh i ch t h e Chinese 
remainder theorem was app l i ed i n sec t i on 4.2 t o per form simultaneous 
convo lu t i ons over pa i r s of s imp le r i n g s . 
A computer search was t h e r e f o r e performed t o f i n d o ther moduli 
which would combine w i t h M = 65519 over s p e c i f i c Winograd t r ans fo rm 
l e n g t h s . The sea rch was c o n d u c t e d i n i t i a l l y f o r p r i m e t y p e B modu l i 
below 2 ^ . The r e s u l t s of the search are shown i n t a b l e 5.1 
I t can be seen f r o m t a b l e 5.1 t h a t f i v e d i f f e r e n t p r i m e modu l i 
s a t i s f y the e n t i r e range of Winograd t r ans fo rm leng ths . The lowest o f 
t h e s e modu l i i s 65071 and even t h i s i s e f f i c i e n t , u t i l i z i n g 99.3% o f 
the dynamic range poss ib le w i t h a 16 b i t word length . I t i s t h e r e f o r e 
not necessary t o have t o employ m u l t i d i m e n s i o n a l c o n v o l u t i o n 
techniques us ing sho r te r t r a n s f o r m lengths as was the case w i t h s imple 
t r ans fo rm s t r u c t u r e s . In comparison w i t h the s e l e c t i o n of dual moduli 
f o r s i m p l e t r a n s f o r m s few m o d u l i a re r e q u i r e d . T h i s i s because t h e 
2 
t e r m s q - 1 t e n d t o be more e a s i l y d i v i s i b l e by t r a n s f o r m f a c t o r s 
t h a n t e r m s o f t h e f o r m p - 1 . S ince t h e search f o r p r i m e m o d u l i 
r e v e a l e d a s e t o f e f f i c i e n t modu l i t h e sea rch was not ex tended f o r 
composite modu l i . 
The c o m b i n a t i o n a l g o r i t h m s p r e s e n t e d i n s e c t i o n 4.2 may be 
app l ied t o complex t rans forms us ing these modu l i . 
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TABLE 5.1 
TABLE OF MODULI TO PAIR WITH M = 65519 USING 
THE CHINESE REMAINDER THEOREM 
TRANSFORM DUAL TRANSFORM DUAL 
LENGTH MODULUS LENGTH MODULUS 
6 65479 112 65479 
10 65479 120 65479 
12 65479 126 65323 
14 65479 140 65479 
15 65479 144 65447 
18 65447 168 65479 
20 65479 180 65179 
21 65479 210 65479 
24 65479 240 65479 
28 65479 252 65323 
30 65479 280 65479 
35 65479 315 65071 
36 65447 336 65479 
40 65479 360 65179 
42 65479 420 65479 
45 65179 504 65323 
48 65479 560 65479 
56 65479 630 65071 
60 65479 720 65071 
63 65323 840 65479 
70 65479 1008 65071 
72 65447 1260 65071 
80 65479 1680 65479 
84 65479 2520 65071 
90 65179 5040 65071 
105 65479 
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5.3 A SEARCH FOR PRIMITIVE ELEMENTS 
The previous sec t i on has descr ibed how var ious pr ime moduli i n 
t h e range o f 2 ^ may be used t o d e f i n e comp lex number t h e o r e t i c 
t r a n s f o r m s . I n o r d e r t o f i n d a modulus s u i t a b l e f o r a t r a n s f o r m o f 
l e n g t h N i t was necessa ry t o scan over p r i m e m o d u l i u n t i l t h e 
f o l l o w i n g c o n d i t i o n s were met: 
(e) p = 3 mod 4 
( f ) N | ( p 2 - 1) 
and having found moduli t o s a t i s f y these c r i t e r i a i t i s now necessary 
t o f i n d elements ( a ) of o rder N i n the corresponding quadra t ic f i e l d s . 
This may be accompl ished by several techniques. I f an element 3 
o f o r d e r kN i s a l r e a d y known t h e n an e l emen t a o f o r d e r N can e a s i l y 
be der ived f rom 
a = p k ( 5 . 3 . 1 ) 
However i n genera l no such e l e m e n t s were known f o r t h e d e r i v e d 
modu l i . I t was shown i n chapter 2 t h a t the number of elements o f order 
p 
N i n g i v e n f i e l d i s 0 ( N ) , whereas t h e number o f e l e m e n t s i n GF(p ) 
2 2 i s p . T h e r e f o r e i f N i s s m a l l compared w i t h p t h e n a d i r e c t 
sequent ia l search procedure f o r an element of a given order N w i l l not 
be e f f i c i e n t . 
2 
The number of p r i m i t i v e elements i s given by 0(p - 1) which i s 
2 
the maximum poss ib le number o f elements o f a given order i n GF(p ) and 
so i t seems wo r t hwh i l e to per form i n i t i a l l y a search f o r a p r i m i t i v e 
e l e m e n t . Once a p r i m i t i v e e l e m e n t has been f o u n d t h e n e l e m e n t s o f 
2 
a r b i t a r y o r d e r s wh i ch d i v i d e p - 1 can e a s i l y be f ound by a p p l y i n g 
e q u a t i o n (1 ) . 
In c h a p t e r 3 an e f f i c i e n t p rocedu re f o r f i n d i n g p r i m i t i v e 
elements was o u t l i n e d . For s imp le r ings where the 'maximal o rde r 1 i n 
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t h e o r d e r o f 2 i t i s p o s s i b l e t o adopt c r u d e s e a r c h i n g t e c h n i q u e s . 
However f o r these quadra t i c f i e l d s where the 'maximal o rder ' i s i n the 
32 
order of 2 e f f i c i e n t search procedures must be employed s ince crude 
2 
t e c h n i q u e s were f ound t o be t o o s l o w . Let p - 1 be reduced t o i t s 
prime f ac to red fo rm. 
then must be a p r i m i t i v e roo t i n GF(p ) . 
A f u n c t i o n CPRIM was w r i t t e n t o scan over the elements (1 + k i ' ) 
i n GF(p ) u n t i l t h e s e c o n d i t i o n s a re met . Th i s r o u t i n e employs an 
2 
e f f i c i e n t exponen t ia t ion f u n c t i o n (CEXPM) over GF(p ). These rou t i nes 
are descr ibed i n Appendix D. Once a p r i m i t i v e element has been found 
t h e n an e l emen t (a) o f o r d e r N may be d e t e r m i n e d . Tab le 5.2 shows 
t h e s e p r i m i t i v e e l e m e n t s and c o r r e s p o n d i n g a f o r t h e s i x m o d u l i 
presented i n sec t ion 5.2. 
I t can be seen t h a t the p r i m i t i v e elements which have been found 
are f a i r l y c l o s e t o (1 + O i ' ) and i t was found t h a t t h e p r o c e d u r e 
which has been descr ibed was f a s t i n execut ion . 
For Winograd t r a n s f o r m l e n g t h s o t h e r t han t h o s e p r e s e n t e d i n 
t a b l e 5.2 t he corresponding a can again be der ived using equat ion (1) . 
p *™ 1 p^ *^« ^2^"° p*^  ° ° ° ° ^"|^  ( 5 .3 .2 ) 
then E u l e r ' s theorem shows t h a t f o r non zero a , i f 
(p - D / P 
a i f ( 1 + O i ' ) i n GF(p
2 ) i e (1 ,1) 
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TABLE 5.2 
TABLE OF PRIMITIVE ELEMENTS 
MODULUS PRIMITIVE ALPHA N 
ELEMENT 
65519 1 + 2 8 i ' 16768 - 229011' 5040 
65479 1 + 4 i ' 18289 + 251181 * 1680 
65447 1 + 2 i ' 8080 + 3134H ' 144 
65323 1 + 2 i ' 30782 + 23361 i ' 504 
65179 1 + 5 i ' -4900 - 5483 i ' 360 
65071 1 + 1 5 i ' -10665 _ 271921' 5040 
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5o4 PRIME PAIR MODULI 
I t has been found t h a t the choice of modulus op t ima l f o r s imp le 
number t h e o r e t i c t r ans fo rms i s M = 65521 and the ch ioce f o r complex 
number t h e o r e t i c t rans fo rms has been found t o be M = 65519= I t i s the 
purpose o f t h i s s e c t i o n t o d e r i v e a r e l a t i o n s h i p be tween t h e s e t w o 
choices of moduli and to propose a new scheme f o r complex convo lu t i on 
us ing t h i s r e l a t i o n . 
Much i n t e r e s t has been shown i n the use of the Chinese remainder 
theorem t o der i ve r e s u l t s w i t h respect to the modulus (m^m,,) given 
r e s u l t s mod m^ and mod m^, p r o v i d e d t h a t m^ and m^ be r e l a t i v e l y 
p r i m e . I t i s necessa ry t h a t bo th modu l i s u p p o r t t h e same t r a n s f o r m 
leng th f o r a s imp le a p p l i c a t i o n of the Chinese remainder theorem f o r 
c o n v o l u t i o n . 
A scheme f o r c o n v o l u t i o n i s p roposed whereby t h e r e s u l t s are 
determined w i t h respect t o two moduli p and q such t h a t p i s a type A 
modulus and q i s a type B modulus. The r e s t r i c t i o n s upon the a l l owab le 
t rans fo rm lengths can be seen t o be: 
Transforms mod p : The t rans fo rm leng th N must d i v i d e p - 1 
i . e . N | (p - 1) 
2 2 Transforms i n GF(q ) : The t rans fo rm leng th N must d i v i d e q - 1 
i . e . N | ( q 2 - 1) 
2 
I t can be seen t h a t N | (p - 1) and N | (q - 1) must bo th be 
s a t i s f i e d f o r the same t r a n s f o r m leng th t o be d i r e c t l y supported f o r 
both modul i . 
The proposed scheme i s t o u t i l i z e two p r i m e p a i r modu l i 
( 2 p r i m e s p, q such t h a t ( |p - q | = 2 ). I t can be seen t h a t one o f 
t h e p a i r (p) must be o f t y p e A and t h e o t h e r (q) must be o f t y p e B. 
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For a t r ans fo rm leng th N, N must d i v i d e p - 1 and i f p = q + 2 then i t 
2 
i s shown t h a t N d i v i des q - 1 . 
I f N | (p - 1) y N | (q + 1) s ince p = q + 2 
I f N | (q + 1) h N | ( q 2 - 1) s ince q 2 - 1 = (q + l ) ( q - 1) 
T h e r e f o r e i f modulus p s u p p o r t s t r a n s f o r m s o f l e n g t h N t h e n 
2 
modulus GF(q ) a l s o s u p p o r t s t h e same t r a n s f o r m l e n g t h p r o v i d e d 
p = q + 2 and p = 1 mod 4 . 
S ince bo th 65521 and 65519 a re p r i m e t h i s i s o b v i o u s l y t h e 
c r i t e r i o n which i m p l i e s t h a t i f modulus 65521 supports a t r ans fo rm o f 
2 
l eng th 5040 then modulus GF(65519 ) a lso supports the same t rans fo rm 
l e n g t h and so bo th m o d u l i can be seen t o s u p p o r t any Winograd 
t rans fo rm l e n g t h . 
I t i s shown i n t h i s chapter how complex t rans fo rms may be def ined 
2 
o v e r GF(q ) t o p e r f o r m c o m p l e x c o n v o l u t i o n s , and i t i s shown i n 
chapter 3 how complex convo lu t i ons may be performed over Zp us ing an 
extens ion o f Nussbaumer's techn ique . Therefore the proposed scheme can 
be used d i r e c t l y f o r complex convo lu t i ons . 
The t e c h n i q u e can be ex tended f o r o t h e r p r i m e p a i r s . For 
e f f i c i e n t use o f b - b i t p r o c e s s o r s modu l i must be be low and c l o s e t o 
2^ . A search was made f o r p r i m e p a i r modu l i t o s u p p o r t gene ra l 
Winograd t r ans fo rm lengths and a d d i t i o n a l l y which would make e f f i c i e n t 
use of b - b i t processors. Such processors can c o n v i e n t l y be cons t ruc ted 
u s i n g b i t s l i c e t e c h n o l o g y . A f i g u r e o f e f f i c i e n c y (p) i s d e r i v e d , 
given by p = (pq) . 2 " , which denotes the usable dynamic range o f a 
b b i t r e g i s t e r w i t h t h e p r i m e p a i r modu l i p and q. For c e r t a i n b 
va lues t h e most s u i t a b l e m o d u l i were r e l a t i v e l y i n e f f i c i e n t and so 
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TABLE 5.3 
PRIME PAIR MODULI FOR b-BIT PROCESSORS 
b p WNmax 1 - p 
12 4021 60 1.9. 10~ 2 
14 16141 60 1.5. 1 0 ' 2 
16 65521 5040 2 . 4 . 1 0 - 4 
18 241921 5040 7 .7 . 10~ 2 
18 259381 180 1 . 1 . 1 0 " 2 
20 957601 5040 8 . 7 . 10~ 2 
20 1048573 252 3 . 8 . 1 0 - 6 
22 4163041 5040 7 .5 . 1 0 " 3 
24 16763041 5040 8 . 4 . 10~ 4 
26 66900961 5040 1 . 1 . 1 0 " 3 
28 268390081 5040 1.7. 1 0 " 4 
30 1073656081 5040 8.0. 1 0 " 5 
32 4294841041 5040 2 . 9 . 1 0 - 5 
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al ternat ive pairs were found which would support r e s t r i c t ed Winograd 
t r a n s f o r m leng ths , but w i t h a higher p . These r e s u l t s are shown i n 
t a b l e 5.3 where the prime q i s given by q = p - 2 and W^max denotes 
the maximum Winograd t r a n s f o r m leng th a l lowed f o r tha t choice of 
modulus. 
I t i s worth w h i l e to compare the opera t ion counts i ncu r r ed i n 
performing convolutions by the two d i f f e r e n t techniques. Let and A^ 
denote the number of real m u l t i p l i c a t i o n s and the number of rea l 
addit ions/ subtractions required to perform a real N point Winograd 
transform algorithm. 
For complex convolu t ions t o be performed using Nussbaumer's 
technique wi th type A moduli i t has been seen in section 3,4 that 
2 N-point c o n v o l u t i o n s , 2N m u l t i p l i c a t i o n s by ' j ' , N mu l t i p l i ca t i ons 
by 2 " 1 , N by ^ j ) - 1 and 4N add i t i ons are r equ i r ed . Let and 
denote the t o t a l number of real m u l t i p l i c a t i o n s and real a d d i t i o n s 
required to perform a compl ex con vol u t i on by Nussbaumer's technique 
then 
T M N = 4MN + 6N (5.4.1) 
T A N = 4AN + 6N (5.4.2) 
For ari thmetic over GF(q ) i t can be seen that a complex addit ion 
requi res two real a d d i t i o n s . For complex Winograd t r ans fo rms over 
GF(q ) i t has been observed that the m u l t i p l i c a t i o n c o e f f i c i e n t s are 
e i t h e r p u r e l y r e a l or p u r e l y i m a g i n a r y and so these complex 
mul ip l ica t ions require two real mul t ip l i ca t ions and no additions. The 
general mul t ip l i ca t ions in the transform domain require ei ther (4 + 2) 
or (3 + 5) real mul t ip l i ca t ions and additions respect ively. 
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Let and denote the t o t a l number of real mul t ip l i ca t ions 
and real add i t i ons requ i red t o compute a complex c o n v o l u t i o n by a 
2 
di rect transform method over GF(q ) : 
TMC = 4 M N + 4 N ( 5 ' 4 ' 3 ) 
T A C = 4AN + 2N (5.4.4) 
f o r (4 + 2) m u l t i p l i c a t i o n or 
T M C = 4MN + 3N (5.4.5) 
T A C = 4AN + 5N (5.4.6) 
f o r (3 + 5) m u l t i p l i c a t i o n . 
In equations (1) t o (6) the terms and A^ dominate and so i t 
can be seen that the direct complex transform technique is marginally 
more e f f i c i e n t . Therefore savings may be made i n u t i l i z i n g a dual 
complex t r a n s f o r m technique w i t h one of the moduli described i n 
table 5 .1 . However t h i s w i l l r e s u l t i n a s l i g h t loss of the dynamic 
range possible wi th the choice of M = 65521 and so there appears to be 
a small trade o f f acting between these two parameters. 
A novel technique has been proposed f o r complex c o n v o l u t i o n by 
number t h e o r e t i c t r a n s f o r m techniques. This technique has been 
extended to cover o ther classes of prime p a i r moduli f o r use w i t h b 
b i t , b i t s l i c e p r o c e s s o r s . I t has a l so been shown t h a t the 
computational load required f o r complex convo lu t i on by Nussbaumer's 
technique compares well with the di rect transform techniques proposed 
in t h i s chapter. 
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5.5 COMPLEX TRANSFORMS AND REAL TRANSFORMS 
I t has already been poin ted out t h a t i n s ignal processing 
applications data is sampled using analogue to d i g i t a l convertors, and 
so input signals are essent ia l ly integer in character. I f the results 
of the processing are to be conveyed back to the real wor ld then 
d i g i t a l to analogue conver tors are o f t e n employed and so output 
signals can also be integer in character. 
There are many examples of such systems, and when the Four ier 
t r a n s f o r m is used f o r convo lu t i on i t can be seen tha t a complex 
transform technique is being employed to process integer information. 
There has been much i n t e r e s t i n the l i t e r a t u r e i n designing Four ie r 
t r a n s f o r m a lgo r i thms which are su i t ed to in t ege r (or purely r ea l ) 
s i gna l s . For example Si lverman (101) describes such a technique f o r 
the Winograd Four ie r t r a n s f o r m a l g o r i t h m . As has p rev ious ly been 
observed the Winograd m u l t i p l i c a t i o n c o e f f i c i e n t s are ei ther purely 
real or purely imaginary and so these mul t ip l i ca t ions wi th real data 
give answers which are also e i t h e r purely real or purely imaginary . 
Hence cer ta in computational savings are possible by keeping f lags to 
denote the data types . I t seems tha t when a complex t r a n s f o r m 
technique i s used f o r real s ignal processing then the a l g o r i t h m 
complexity is increased in order to reduce the processing load. 
Brigham (14) has out l ined how the complex Fourier transform may 
be used to perform the transform of two real transfoms simultaneously. 
I f i t is desired to compute the discrete Fourier transform of the real 
time functions h(k) and g(k) then f i r s t form. 
y(k) = h(k) + i g(k) (5.5.1) 
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Compute the Four ie r t r ans fo rms of y(k) and s p l i t i n t o real and 
imaginary parts 
N - l 
R(n) + i I (n ) = I y ( k ) e ' j 2 i r n k / N n e (0, N-l ) (5.5.2) 
k=0 
then the t r ans fo rms of h(k) and g(k) are given by H(n) and G(n) 
respectively where 
H(n) = 1/2 ( [ R(n) + R(N-n) ] + i [ I (n ) - I(N-n) ] ) (5.5.3) 
G(n) = 1/2 ( [ I (n) + I(N-n) ] - i [ R(n) - R(N-n) ] ) (5.5.4) 
This procedure has been interpreted in the number theoret ic sense 
and been shown to work cor rec t ly f o r the simultaneous transform of two 
real sequences using a complex number theoretic transform. However as 
has been seen th i s procedure requires N mul t ip l i ca t ions by 2~* and 2N 
additions per N point sequence in addit ion to the transform and so i t 
cannot tje as e f f i c i e n t as a purely real transform technique. 
I t i s l o g i c a l to a t tempt t o employ a purely real (or i n t ege r ) 
t r a n s f o r m technique f o r the processing of real s i gna l s . However the 
maximum t r a n s f o r m leng th a v a i l a b l e f o r a Four ier type t r a n s f o r m 
defined in the real domain is l im i t ed to 2 wi th the choice a = - 1 . 
In conc lus ion i t can be sa id t h a t when data i s pure ly rea l ( or 
integer) then a real transform technique should be employed and when 
data i s complex then a corresponding complex t r a n s f o r m technique 
should be employed. As has been described i t i s poss ib le to de f ine 
both real and complex number t h e o r e t i c t r a n s f o r m s . In t h i s respect 
number t h e o r e t i c t r ans fo rms have an advantage over the Four ie r 
transform f o r convolution. This implies that i t is not neccessary f o r 
specia l techniques to be employed f o r processing of one s ignal type 
w i t h a t r a n s f o r m de f ined over a d i f f e r e n t type of domain and t h i s 
leads to algorithm s i m p l i f i c a t i o n f o r number theeoretic transforms. 
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CHAPTER 6 
ERROR CORRECTING CODES AND NUMBER THEORETIC TRANSFORMS 
I f i n f o r m a t i o n is t r a n s m i t t e d over a noisy channel then e r ro r s 
w i l l occur in the received s ignal . By adding redundant symbols to the 
t ransmit ted information and by using appropiate er ror-correc t ing codes 
i t may be possible to recover the or ig ina l information without error. 
I t can t h e r e f o r e be seen tha t such codes are usefu l when i t is 
inconvenient f o r a retransmission of information to be performed. 
The theory of error correct ing codes is beyond the scope of th i s 
work. However there are many e x c e l l e n t t e x t books on the subjec t 
(10) , (70) , (104) , (121) , and a b r i e f i n t r o d u c t i o n t o t h i s top ic i s 
presented in Appendix F inorder to d e f i n e the re levan t nomenclature 
and rela te t h i s subject to the theory of number theoretic transforms. 
The purpose of t h i s chapter i s to show how a c e r t a i n c lass of e r r o r 
c o r r e c t i n g code may be encoded and decoded using number t h e o r e t i c 
transforms. Several techniques are presented and each is i l l u s t r a t e d 
by a numeric example. 
Reed, Truong and Welch (93),(98) have shown that number theoretic 
t r ans fo rms may be used f o r both encoding and decoding a p a r t i c u l a r 
c lass of e r r o r c o r r e c t i n g code known as a Reed-Soloman (RS) code. A 
va r i an t on t h i s procedure was used t o decode i n f o r m a t i o n f rom the 
Mariner and V i k i n g space probes (93). Reed et al have proposed RS 
codes over f i e l d s modulo Fermat numbers using radix 2 FFT algorithms. 
The ea r l i e r work in t h i s project has shown that the choice of modulus 
M = 65521 w i t h Winograd f a s t t r a n s f o r m a lgo r i t hms i s s u i t e d t o a 
microprocessor implementa t ion . Therefore Reed's technique has been 
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adapted to using t h i s modulus wi th appropiate block lengths. 
Reed has a l s o shown t h a t n o n - s y s t e m a t i c RS codes are 
c o m p u t a t i o n a l l y more e f f i c i e n t and these are explioted p a r t i c u l a r l y 
f o r longer block lengths w i t h M = 65521. He has also de f ined codes 
over complex f i e l d s and t h i s approach has also been adapted f o r a 
microprocessor implementation. 
6.1 THE FAST DECODING OF REED-SOLOMAN CODES USING 
NUMBER THEORETIC TRANSFORMS 
Justensen (38), Reed, Truong and Welch (93),(98) have shown that 
number theoretic transforms over GF(F^) of integers modulo a Fermat 
prime can be used to encode and decode Reed-Soloman codes. In 
reference (98) a general procedure f o r t h i s technique is presented. 
Let the code l eng th f o r the RS code be N, and l e t a codeword be 
represented by f ( x ) a polynomial of degree N - 1 over GF(FN). The 
generator polynomial of f (x ) is defined by g(x): 
d-1 i 
g(x) = ir ( x - ct ) (6.1.1) 
1=1 
where d - 1 = n - k and a is an element of order N. The resultant RS 
code with N symbols, f ( x ) , is a mul t ip le of the generator polynomial 
and i s composed of d - 1 check symbols and the N - (d - 1) 
i n f o r m a t i o n symbols. I f t i s the number of e r ro r s the code w i l l 
correct , then f o r an RS code i t has been shown that 
d > 2t + 1 (6.1.2) 
Suppose t ha t t he code f ( x ) = f Q + f^x + . . + f N 1 x N _ 1 i s 
t r a n s m i t t e d o v e r a n o i s y c h a n n e l . The r e c e i v e d code 
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r ( x ) = r Q + r^x + . . + r^ ^x^~* i s composed of the or ig ina l code with 
the addition of possible errors, i.e. 
r ( x ) = f ( x ) + e(x) (6.1.3) 
where e(x) = eQ +e^x + .. + e^  ^x^ - * is the e r r o r l o c a t o r po lynomia l . 
Upon r e c e i v i n g the message r (x ) one may s t a r t t o decode the message 
symbols by forming the syndrome by taking the transform over GF(F^) of 
r ( x ) . 
N _ 1 ik 
S(k) = z r ( i ) a K (6.1.4) 
i=0 
N _ 1 Tk N _ 1 i k = E f ( i ) a + I e(1) a 
i=0 i=0 
F(k) + E(k) (6.1.5) 
Since F(x) i s a mul t ip le of g(x) then f ( a ^ = 0 f o r i e ( 1 , d-1) 
and hence S(k) = E(k) f o r k e ( 1 , d-1). I t is t h i s resul t which gives 
an easy technique f o r determining the error locator polynomial from 
the syndrome S(k). 
I t i s shown i n re ference (98) t ha t the t r a n s f o r m of the e r ro r 
locator polynomial E(k) must s a t i s f y the f o l l o w i n g r e l a t i o n . 
S j + t - V S j + t - l + °°° + ( _ 1 ) t x t ° S j = 0 f o r J < 1 (6.1.6) 
and E j + t - X- ,^oE J . + t _ 1 + . . . + ( - l ^ X ^ E ^ = 0 f o r j < t (6.1.7) 
Berlekamps i t e r a t i v e algorithm (99), (112), (10) may be employed 
to determine the from equation (6) and these may be subsituted in 
equation (7) to derive the transform of the error polynomial. 
The error locator polynomial may then be determined by taking the 
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inverse transform of E, and then f i n a l l y the corrected codeword r may 
K C 
be obtained using 
r c ( x ) = r ( x ) - e(x) (6.1.8) 
An example of the procedures r equ i red i s presented f o r a two 
error correct ing (16, 12) Reed-Soloman code defined over GF(17). 
In GF(17) the element a = 6 i s of order 16 and hence the 
corresponding generator polynomial can be seen to be 
g(x) = -2 + 2x + x 2 - 7x 3 + x 4 (6.1.9) 
Given the information polynomial I (x ) : 
I ( x ) = 5x 4 + 6x 5 + 7x 6 + 8x 7 - 8x 8 - 7x 9 
- 6 x 1 0 - 5 X 1 1 - 4 x 1 2 - 3 x 1 3 - 2 x 1 4 - x 1 5 (6.1.10) 
Then the corresponding codeword f ( x ) may be determined by 
d i v i d i n g g(x) i n t o I ( x ) and s u b t r a c t i n g the remainder f rom I ( x ) t o 
give f ( x ) . 
Hence 
f ( x ) = - 3 + x - 5x 2 - 6x 3 + 5x 4 + 6x 5 + 7x 6 + 8x 7 
- 8x 8 - 7x 9 - 6 x 1 0 - 5 X 1 1 - 4 x 1 2 - 3 x 1 3 - 2 x 1 4 - x 1 5 
or 
f ( x ) = I (x ) + (-3 + x - 5x 2 -6x 3 ) (6.1.11) 
This procedure guarantees t h a t f ( x ) i s a m u l t i p l e of g(x). Let 
two errors occur during transmission: 
r (x ) = - 3 + x - 2x 2 - 6x 3 +10x4 + 6x 5 + 7x 6 + 8x 7 
. 8 x 8 . 7 x 9 _ 6 x 1 0 . 5 x l l . 4 x 1 2 . 3 x 13 _ 2 x 1 4 . x15 
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or 
r ( x ) = f ( x ) + ( 3x 2 + 5x 4 ) (6.1,12) 
At the receiver the transform of r(x) is taken to give R(x): 
R(x) = 2 - 8x + 7x 2 + 4x 3 + 2x 4 + 3x 5 - 5x 6 - 4x 7 
8 u. 9 A 0 10 , 11 , 1 2 , 13 A 7 14 ^ , 15 - x + x + 8x - 6x - 6x - 7x + 7x + 6x 
(6.1.13) 
I f r(x) were a va l id codeword then R(x n) i e (1,4) would have been 
ze ro . As t h i s i s not t he case t h e X. i n e q u a t i o n (6) must be 
determined. From (98), i f two errors have occured then 
\ . = ( S ( l ) . S(4) - S(3) . S(2) ) . D" 1 (6.1.14) 
and X 9 = ( S(2) . S(4) - S(3) 2 ) . D _ 1 (6.1.15) 
where D = S ( l ) . S(3) - S(2) 2 (6.1.16) 
I f only one error has occured then D is zero and x^ is given by 
X : = S(4) . (S(3) J" 1 (6.1.17) 
Therefore the c a l c u l a t i o n o f D given i n equat ion (16) shows 
whether one or two e r ro r s have occured and the appropiate X.. may be 
determined. In t h i s p a r t i c u l a r example x^ = 6 and \ ^ = 8 and so the 
transform of the error sequence E(x) may be derived. 
E(x) = 8 - 8x + 7x 2 + 4x 3 + 2x 4 - 3x 5 + 7x 7 
+ 8x 8 - 8x 9 + 7 x 1 0 + 4 X 1 1 + 2 x 1 2 - 3 x 1 3 + 7 x 1 5 
(6.1.18) 
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By taking the inverse transform the error locator polynomial is 
obtained. 
e(x) = 3x^ + 5x^ 
and so both errors have been successfully corrected. 
Reed, Truong and Welch (93), (98) , (99) have observed t h a t two 
problems a r i s e when using Fermat number t r ans fo rms i n t h i s type o f 
appl ica t ion . 
In order to represent a number i n GF(F^) 2 ^ + 1 b i t s are 
N 
required, and as has been shown previously, 2 b i t s are not s u f f i c i e n t 
f o r a unique representation of the elements of GF(F^). Reed and Truong 
suggest t ha t the i n f o r m a t i o n symbols be r e s t r i c t e d to the range 
N 
0 to 2 - 1 . A f t e r encoding the check symbols occur i n the range 
2 N 2 N 
0 to 2 . I f the symbol 2 is required then i t should be de l ibera t ly 
c o r r u p t e d , f o r example to zero. The t r a n s f o r m decoder w i l l c o r r e c t 
such an e r r o r a u t o m a t i c a l l y . These e r ro r s d e l i b e r a t l y decrease the 
codes e r r o r c o r r e c t i n g c a p a b i l i t y , but as they po in t out the 
p robab i l i ty of such occasions is low. 
While r e t a i n i n g s imple a r i t h m e t i c f o r the computat ion of the 
transform i t has been shown that the transform lengths available wi th 
Fermat number modu l i are r e s t r i c t e d and t h i s cons t ra ins the 
permissible block lengths f o r t h i s technique. 
I t should be observed that f o r a microprocessor implementation of 
Fermat number transforms truncation errors can s t i l l occur during the 
computat ion of the t r a n s f o r m i t s e l f , and t h i s would lead to serious 
errors in the decoder algori thm. 
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The technique of using number theoret ic transforms f o r decoding 
Reed-Soloman codes over GF(q) can be app l i ed f o r moduli o ther than 
Fermat numbers. However the example has shown tha t dur ing the 
computat ion of the \ . i n equat ion (6) m u l t i p l i c a t i v e inverses are 
r equ i r ed . For composite moduli not a l l non-zero elements have 
m u l t i p l i c a t i v e inverses, and f o r t h i s reason Reed and Truong suggest 
that only prime moduli be considered. 
In the l i g h t of the preceeding work f o r developing a lgo r i thms 
suitable f o r a microprocessor implementation the technique was adapted 
to using the prime modulus M = 65521 w i t h Winograd f a s t t r a n s f o r m 
a l g o r i t h m s . (16, 12) and (60, 56) two e r r o r c o r r e c t i n g RS codes were 
developed in FORTRAN on an IBM 370 using the fas t transform algorithms 
p rev ious ly de r ived . These were t e s t ed and found to c o r r e c t e r ro r s 
successful ly. 
The use of the modulus M = 65521 does represent a s l igh t loss of 
dynamic range possible wi th 16 b i t a r i thmet ic . This l i m i t a t i o n would 
not appear to a f f e c t d r a s t i c a l l y the t r ansmis s ion of charac ter 
information where i t is un l ike ly that a l l 256 8 b i t patterns would be 
r e q u i r e d , however t h i s may cause a problem f o r the t r ansmis s ion of 
pure b inary data. I t i s apparent t h a t since M = 65521 supports any 
Winograd transform length then the block length r e s t r i c t i o n of Fermat 
number transforms is removed. 
This a p p l i c a t i o n of number t h e o r e t i c transforms to decoding RS 
codes re l i es upon val id codewords generating appropiate zeros in the 
transform domain. When t h i s is not the case then the transform domain 
i n f o r m a t i o n gives an e f f i c i e n t technique f o r de te rmin ing the e r r o r 
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l o c a t o r po lynomia l . I t i s apparent tha t i n t h i s con t ex t , number 
theoret ic transforms are not being used f o r the convolution of signals 
w i t h physical s i g n i f i c a n c e . Therefore the discussions presented i n 
section 4.1 on the techniques to avoid modular overflow do not apply 
i n t h i s con tex t , and t h i s a l lows the f r e e use of the e n t i r e dynamic 
range of the modulus. 
These codes are designed to co r r ec t e r ro r s i n the codeword 
symbols. Since each symbol contains 16 b i t s i t can be seen that these 
codes have good burs t e r r o r c o r r e c t i n g a b i l i t y . Provided t h a t the 
error bursts are not too prolonged then th i s technique is superior to 
a b i t o r i e n t a t e d code where b i t m a t r i x t r a n s p o s i t i o n s have to be 
employed to give good burst error correct ing a b i l i t y . 
Reed, Truong, Welch (99), and Scholtz (112) have shown how the 
determination of the X.. i n equation (6) by Berlekamp's algorithm may 
be performed by a cont inued f r a c t i o n s technique and t h i s appl ies 
p a r t i c u l a r l y f o r codes designed to correct a large number of errors. 
The programmed examples wi th modulus M = 65521 were designed only f o r 
a maximum of two e r r o r c o r r e c t i o n s as the de t e rmina t ion of the X^  
becomes more d i f f i c u l t when a larger number of errors are required to 
be corrected. 
The encoding procedure requi res a d i v i s i o n of a polynomial of 
order k by a polynomial o f order n - k and t h i s i s not a t r i v i a l 
ope ra t i on . Number t h e o r e t i c t r ans fo rms can be used f o r polynomial 
m u l t i p l i c a t i o n and d iv i s i on . However these general procedures cannot 
be app l ied i n t h i s case since the generator polynomial can be 
considered t o be a 'zero d i v i s o r ' , as i t conta ins zeros i n the 
transform domain. Hence a f u l l polynomial d iv i s ion algorithm has to be 
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employed. 
I t has been the purpose of t h i s sec t ion to show how number 
t h e o r e t i c t r ans fo rms can be used f o r decoding Reed-Soloman e r r o r 
c o r r e c t i n g codes. The technique has been adapted to make i t more 
s u i t a b l e f o r a microprocessor implementa t ion using the modulus 
M = 65521 with fas t Winograd transform algorithms. 
6.2 NON SYSTEMATIC REED-SOLOMAN CODES 
Reed, Truong and Welch (98) have shown that non-systematic Reed-
Soloman (NSRS) codes can also be defined over GF(q) where q is prime. 
This c lass of code i s de f ined i n reference (70), however i t i s hoped 
that the example which is presented is s u f f i c i e n t as explanation. 
Let us consider the information polynomial i ( x ) with coe f f i c i en t s 
i ( x ) = i Q + i 1 # x + + i k x k " 1 + 0 .x k + + 0 .x 1 1 " 1 (6.2.1) 
As can be seen t h i s polynomial has k i n f o r m a t i o n symbols and the 
c o e f f i c i e n t s f o r x k t o x 1 1 " 1 are zero. Let us take the t r a n s f o r m of 
i ( x ) 
N-1 
I ( k ) = Z i ( j ) a J k (6.2.2) 
j=0 
I t was observed i n the previous sec t ion t ha t the generator 
polynomial can loose ly be termed a ' z e r o - d i v i s o r ' because f o r 
systematic Reed-Soloman (SRS) codes va l id codewords have zeros in the 
transform domain. This resul t arises because the generator polynomial 
defined by g(x) : 
d-1 
g(x) = IT (x - a 1 ) (6.2.3) 
i=0 
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is composed of factors which are zero f o r powers of a. I t is therefore 
not surpris ing that these factors interact wi th the transform operator 
to produce zeros i n the t r a n s f o r m domain- Although i t i s not proved 
here, t h i s result does imply that the transform funct ion I(x) is also 
a m u l t i p l e of the generator polynomial and so I ( x ) i s also a v a l i d 
Reed-Soloman codeword. This type of code is cal led a non systematic 
Reed-Soloman code. 
The systematic Reed-Soloman codes presented i n the previous 
section have the message symbols of va l id codewords ident ical wi th the 
corresponding symbols i n the i n f o r m a t i o n po lynomia l . However non 
systematic Reed-Soloman codes do not normally have any message symbols 
ident ical wi th the corresponding information polynomial symbols. This 
makes the NSRS codes u n f a m i l i a r , but as w i l l become apparent, 
computational saving may be made by t h i s approach. 
The polynomial I ( x ) i s t r a n s m i t t e d over the channel. Let the 
received polynomial be R(x) where 
where E(x) w i l l be seen to be the t r a n s f o r m of the e r r o r polynomial 
e(x) . The syndrome i s formed by t a k i n g the inverse t r a n s f o r m of R(x) 
gi ving 
R(x) = I (x ) + E(x) (6.2.4) 
(6.2.5) 
However 0 f o r j e (k , N- l ) and so 
j e (k,k N- l ) (6.2.6) 
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The same procedure may be now adopted as f o r SRS codes. Determine 
the X.j from 
s N - j " x l ° S N - j - 1 + + ( - 1 ) t ^ t * s N - j - t = 0 f o r j < t (6.2.7) 
and subst i tute in 
e N - j " x l ° e N - j - l + ° ° " + ( " 1 ) t x t * e N - j - t = 0 f o r j > t (6.2.8) 
to ob ta in the e r r o r p a t t e r n . This may be s u b s t i t u t e d i n equation (5) 
to gi ve 
i x = r x - e x (6.2.9) 
An example is presented f o r a two error correct ing (16, 12) NSRS 
code defined over GF(17). Let the information polynomial i ( x ) be 
i ( x ) = 1 + 2x + 3x 2 + 4x 3 + 5x 4 + 6x 5 
+ 7x 6 + 8x 7 - 8x 8 - 7x 9 - 6 x 1 0 - 5 X 1 1 (6.2.10) 
The encoded sequence I ( x ) i s formed by t a k i n g the t r a n s f o r m of i ( x ) 
I (x ) = - 7 - 6x + 7x 2 - x 3 + x 4 + 3x 5 + 7x 6 + 8x 7 
- 6x 8 + 8x 9 + 8 x 1 0 - 2 X 1 1 + x 1 2 - 8 x 1 3 - 2 x 1 4 + 2 x 1 5 
(6.2.11) 
Let two errors occur during transmission and so R(x): 
R(x) = - 7 - 4x + 7x 2 + 3x 3 + 4x 4 + 3x 5 + 7x 6 + 8x 7 
- 6x 8 + 8x 9 + 8 x 1 0 - 2 x U + x 1 2 - 8 x 1 3 - 2 x 1 4 + 2 x 1 5 
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or 
R(x) = I ( x ) + ( 2x + 4x 3 ) (6.2.12) 
The syndrome is formed by t a k i n g the inverse t r a n s f o r m of the 
received sequence 
s(x) = - 5 + 7x - 7x 2 - 4x 3 - 3x 4 + 6x 5 - 8x 6 + Ox7 
- 2x 8 + 5x 9 + 4 x 1 0 + 3 X 1 1 + 8 x 1 2 + Ox 1 3 - 2 x 1 4 + 8 x 1 5 
(6.2.13) 
The in equation (7) may be determined from 
Xl = ( s(z) . s(z + 3 ) - s(z + 2) . s(z + 1) ) . D" 1 (6.2.14) 
X 2 = ( s(z + 1) . s(z + 3) - s(z + 2 ) 2 ) . D" 1 (6.2.15) 
where D = s(z) . s(z + 2 ) - s(z + l ) 2 and z = N - 4 
I f only one e r r o r had occured then D would be zero and X^ i s 
gi ven by 
X 1 = s(z + 3) . ( s(z + 2) ) - 1 (6.2.16) 
I t should be observed that equations (14) to (16) are of the same 
f o r m as the c o r r e s p o n d i n g equa t i ons (6.1.14) t o (6.1.17) f o r 
systematic Reed-Soloman codes. In both cases the X.. are determined 
from the elements where four zeros are expected ( elements 1 to 4 i n 
the transform domain f o r SRS and elements N - 4 to N - 1 in the ' t ime' 
domain f o r NSRS codes). 
In the example two errors have occured giving X^ = -4 = x^. From 
th i s the error sequence may be determined. 
e(x) = - 6 + 5x + 7x 2 - 8x 3 - 8x 4 + Ox5 + 2x 6 - 8x 7 
+ 6 x 8 - 5 x 9 - 7 x 1 0 + 8 x U + 8 x 1 2 + Ox 1 3 - 2 x 1 4 + 8 x 1 5 
(6.2.17) 
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The information polynomial may now be recovered using 
i ( x ) = s(x) - e(x) (6.2.18) 
I t can be seen t h a t NSRS codes only r equ i r e a number t h e o r e t i c 
transform fo r encoding and the decoding requires an inverse transform 
and a de te rm ina t ion of the e r r o r polynomial using Berlekamp's 
algor i thm. In comparison SRS codes require a polynomial d iv is ion fo r 
encoding and both a forward and an inverse transform for decoding, in 
addi t ion to a s im i la r determination of the error polynomial. Therefore 
the NSRS codes requ i re less computat ional e f f o r t and are thus more 
a t t r a c t i ve. 
This class of error correct ing code has been implemented wi th the 
modulus M = 65521 i n FORTRAN on an IBM 370. The f o l l o w i n g two e r r o r 
correct ing codes have been developed and tested wi th accurate resul ts 
(16, 12) , (60, 56) , and (5040, 5036). The t r ans fo rm a lgo r i thms have 
used the Winograd general N transform program described in chapter 3. 
6.3 REED-SOLOMAN CODES OVER COMPLEX FIELDS 
Reed, Truong and Welch (98) have proposed both systemat ic and 
non-systemat ic Reed-Soloman codes over quadrat ic Mersenne f i e l d s . 
These f i e l ds support radix 2 FFT algorithms (86) and hence they can be 
used to prov ide an e f f i c i e n t e r r o r c o r r e c t i n g code technique. Since 
Mersenne numbers do not s u f f e r the t r u n c a t i o n problems of Fermat 
number moduli, t h i s class of transform seems promising. 
A numeric example i s presented f o r a two e r ro r c o r r e c t i n g 
(16, 12) NSRS code defined over GF(7 ). The general procedure fol lowed 
is ident ical to that presented for NSRS codes over GF(q). 
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Let the information polynomial be i ( x ) : 
i ( x ) = ( 1 - i i ' ) + ( 2 - 2 i ' ) x + ( 3 - 3 i ! ) x 2 + (-3 + 3 i ' ) x 3 
+ (-2 + 2 i ' ) x 4 + (-1 + O i ' ) x 5 + ( 0 + 0 i ' ) x 6 + ( 1 - O i ' ) x 7 
2 i ' ) x 1 ] 
(6.3.1) 
+ ( 2 - 2 i ' ) x 8 + ( 3 - 3 i ' ) x 9 + (-3 + 3 i ' ) x 1 0 + (-2 + 2 i ' ) x U 
2 
Take the transform of i (x) over GF(7 ) wi th a = ( 2 + 3 i ' ) which is an 
element of order 16. 
I ( x ) = ( 1 - l i ' ) + ( 3 + O i ' ) x + ( 1 - l i ' ) x 2 + ( 1 - 2 i ' ) x 3 
+ ( 0 - 2 i ' ) x 4 + ( 2 - O i ' ) x 5 + ( 2 - 2 i ' ) x 6 + ( 0 - 3 i ' ) x 7 
+ ( 1 - 1 i ' ) x 8 + (-1 + 0 i ' ) x 9 + ( 2 - 2 i ' ) x 1 0 + ( 1 + O i ' ) x U 
+ ( 2 + O i ' ) x 1 2 + ( 0 - 0 i ' ) x 1 3 + ( 1 - 0 i ' ) x 1 4 + ( 0 + O i ' ) x 1 5 
(6.3.2) 
Let two symbol errors occur during transmission and so 
R(x)= I ( x ) + ( 2 + O i ' ) x + ( 4 + O i ' ) x 3 (6.3.3) 
The syndrome i s formed by t a k i n g the inverse t rans fo rm of the 
received signal 
s(x) = (-3 + O i ' ) + ( - l + 2 i ' ) x + ( - l + 0 i ' ) x 2 + ( l + 0 i ' ) x 3 
+ (-1 + 0 i ' ) x 4 + (-3 + 0 i ' ) x 5 + ( 0 + 0 i ' ) x 6 + ( 2 + 2 i ' ) x 7 
+ (-1 - 3 i ' ) x 8 + (-1 + 0 i ' ) x 9 + ( 1 - O i ' ) x 1 0 + ( 1 - 3 i ' ) x U 
+ (-1 + 0 i ' ) x 1 2 + ( 2 + 0 i ' ) x 1 3 + ( 0 - 0 i ' ) x 1 4 + (=1 + 3 i ' ) x 1 5 
(6.3.4) 
The X.. may be determined using equation (6.2.7) with ar i thmet ic 
de f ined over GF(7 2 ) . This gives x 1 = ( 2 - 2 i ' ) and * 2 = ( 0 + i ' ) . 
The e r ro r pa t t e rn may now be c a l c u l a t e d i n the manner of equat ion 
(6.2.8) g i v i ng 
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e(x) = ( 3 + 01') + (-3 - 31 ' )x + ( 3 - 3 i ' ) x 2 + (-3 - 2 i ' ) x 3 
+ ( 1 - 0 i ' ) x 4 + (-2 - O i ' ) x 5 + ( 0 + 0 i ' ) x 6 + ( 1 - 3 i ' ) x 7 
+ (-3 - 0 i ' ) x 8 + ( 3 + 3 i ' ) x 9 + (-3 + 3 i ' ) x 1 0 + ( 3 + 2 i ' ) x U 
+ (-1 + 0 i ' ) x 1 2 + ( 2 + 0 i ' ) x 1 3 + ( 0 - 0 i ' ) x 1 4 + (-1 + 3 i ' ) x 1 5 
(6.3.5) 
and f i n a l l y the information polynomial may be recovered using 
1(x) = s(x) - e(x) (6.3.6) 
In chapter 5 i t was shown tha t t rans fo rms over GF(65519 ) are 
p a r t i c u l a r l y su i t ed to a microprocessor imp lementa t ion of complex 
number theoret ic transforms using Winograd fast transform algori thms. 
I t has been shown tha t NSRS codes requ i re less computat ion than SRS 
codes and so algorithms were developed using the mainframe f a c i l i t i e s 
f o r the f o l l o w i n g two e r r o r c o r r e c t i n g NSRS codes (16, 12) and 
o 
(60, 56) defined over GF(65519 ). The algorithms were tested and found 
to correct errors successful ly. 
2 
I f complex RS codes (CRS) def ined over GF(65519 ) are compared 
with those defined over GF(65521) (RRS) i t can be seen that the symbol 
b i t leng th f o r the complex t rans fo rm i s t w i c e t h a t of the normal 
t r a n s f o r m . Therefore prov ided e r ro r s occur in b u r s t s , the e r r o r 
c o r r e c t i n g a b i l i t y of a t e r r o r c o r r e c t i n g leng th N CRS code has 
comparable correct ing a b i l i t y wi th a 2t error correct ing length 2N RRS 
code. Since the determination of the fo r t errors is much simpler 
f o r than f o r 2t e r ro r s i t can be seen t h a t the complex codes are 
suited to correct ing longer error bursts than the normal codes. I t may 
also be deduced that the normal code is more suited to cases where the 
errors occur in more frequent shorter bursts. 
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CHAPTER 7 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK 
Previous work has shown t h a t the Fermat number t rans fo rm has 
cer ta in optimum propert ies. These transforms can be computed by radix 
2 FFT a lgo r i thms r e q u i r i n g only b i t s h i f t s and add i t i ons and can 
e f fec t i ve l y be implemented wi th subtract in carry hardware-
However two l i m i t a t i o n s have become apparent. Fermat moduli 
con ta in 2^+ 1 elements and s ince on ly 2^ d i s t i n c t elements can be 
retained in b b i t memories there exists a representation problem. I f 
one wishes to store the element 2^ then a t runcat ion error w i l l occur. 
However elements o f the f i n i t e r ings over which number t h e o r e t i c 
t rans fo rms are def ined do not have phys ica l s i g n i f i c a n c e , and so a 
t r u n c a t i o n e r r o r cou ld generate ser ious e r ro r s i n an e n t i r e data 
block. The p robab i l i t y of error fo r 16 b i t processors was found to be 
unnacceptably high and so a l te rna t ive number theoret ic transforms were 
considered fo r a microprocessor implementation. Fermat number moduli 
also suf fer from the l i m i t a t i o n that the optimum transform length is 
p ropo r t i ona l to the wordlength and f o r c e r t a i n a p p l i c a t i o n s t h i s 
transform length is too short. For a purely hardware rea l i za t ion of a 
Fermat number t rans fo rm the hardware should be of the sub t rac t i n 
carry type. I t was quickly real ized that i f one t r i e d to im i ta te t h i s 
mode of a r i t h m e t i c w i t h a microprocessor implementa t ion then the 
resul tant computation would not be e f f i c i e n t . 
Microprocessors are now becoming a v a i l a b l e w i t h f a s t m u l t i p l y 
i n s t r u c t i o n s , and f o r those tha t do not have t h i s f a c i l i t y m u l t i p l y 
p e r i p h e r a l c h i p s may be a t t a c h e d . Th is t r e n d leads t o w a r d a 
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reappra isa l and r e l a x i n g of the basic c o n s t r a i n t s which govern the 
choice of a par t i cu la r number theoret ic transform. Therefore broader 
c lasses of number t h e o r e t i c t rans fo rm were considered al lowing non 
simple ar i thmet ic . 
While work was being conducted i n t h i s area a new c lass of 
e f f i c i e n t Fourier transform algorithms were published. These Winograd 
algorithms provide e f f i c i e n t algorithms for a select ion of transform 
lengths between 2 and 5040. Since the Four ie r t rans fo rm and number 
t h e o r e t i c t rans fo rms are a l i k e in s t r u c t u r e , then i n p r i n c i p l e any 
Four ier t r ans fo rm a l g o r i t h m may be app l ied t o number t h e o r e t i c 
transforms. Therefore i t was considered feasib le to apply the Winograd 
a lgo r i thms to number t h e o r e t i c t r ans fo rms . Ba i ley was work ing 
concurrently using t h i s idea. 
A search was conducted for moduli which would support Winograd 
transform lengths. The search revealed that M = 65521 supports a l l the 
t rans fo rms lengths achievable by combinat ions of the publ ished 
Winograd short length transform algori thms. This modulus add i t iona l ly 
incurs l i t t l e redundancy in the use of 16 b i t ar i thmet ic . 
A general N Winograd number t h e o r e t i c t rans fo rm program was 
w r i t t e n and t h i s was found to be a very u s e f u l t o o l f o r t he 
development of algorithms fo r spec i f i c t r ans fo rm leng ths . Transform 
algorithms were developed for lengths 60 and 240. The mu l t i p l i ca t i on 
coe f f i c ien ts required in the computation of these transform algorithms 
are not as s imple as those requ i red f o r Fermat number t rans fo rms . 
However fo r microprocessors wi th fast mul t ip ly inst ruct ions th i s is no 
longer a l i m i t a t i o n . Therefore such microprocessor systems would 
appear to be able to compute such transforms without serious penalty. 
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A length 60 transform algorithm was implemented on an Inte l 8080 
microprocessor . Since t h i s microprocessor does not have the f a s t 
mu l t ip ly i ns t ruc t i on , nor was a fast m u l t i p l i e r chip avai lab le, the 
transform computation was slow. 
P re l im ina ry i n v e s t i g a t i o n s have shown t h a t even on a 16 b i t 
processor w i t h hardware m u l t i p l y such as a Texas 9900 the added 
computational load required for performing modular ar i thmet ic can be 
a ser ious penal ty when compared w i t h s imple i n tege r a r i t h m e t i c 
16 
( i . e . modulo 2 ). Therefore a special hardware modular m u l t i p l i e r was 
designed to inter face to such processors. 
The main a p p l i c a t i o n of number t h e o r e t i c t rans forms is f o r 
convolution of signals wi th physical s i g n i f i c a n c e . Provided modular 
ar i thmet ic be employed throughout then the f i na l answers w i l l be exact 
mod M. However i t i s neccessary t ha t the f i n a l answer a lso has 
physical s igni f icance and so the dynamic range of the input signals is 
cons t ra ined . This l i m i t a t i o n tends to degrade the f i l t e r response 
ob ta inab le w i t h a given modulus, and i t i s poss ib le t h a t the f i l t e r 
response may not achieve the design l i m i t s set. In such cases a larger 
modulus should be used. 
A d i rect implementation of a larger modulus requires ar i thmet ic 
wi th greater precis ion. An a l te rnat ive solut ion is provided by using 
the Chinese remainder theorem to combine the simultaneous resul ts with 
respect to two or more r e l a t i ve l y prime moduli. This is a pract icable 
solut ion which lends i t s e l f to a paral le l processor archi tecture. 
Therefore a computer search was conducted for moduli which would 
pair wi th M = 65521 over speci f ic Winograd transform lengths. In cases 
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where the dual modulus incurs great redundancy i n the use of 16 b i t 
a r i thmet ic , Agarwal and Cooley's multidimensional convolution may be 
employed using shorter transform lengths with more e f f i c i e n t moduli. 
Reed and Truong have described how number theoret ic transforms 
may be defined over complex f i e l ds and in par t i cu la r over complex or 
quadratic Mersenne f i e l d s . These f i e l d s support rad ix 2 FFT algorithms 
and so, un l i ke t h e i r s imple coun te rpa r t , they are e f f i c i e n t . In the 
l i g h t of the previous work a search was conducted for complex moduli 
which would be s u i t a b l e f o r a microprocessor imp lementa t ion using 
Winograd fast transform algori thms. The search reveled that GF(65519 ) 
i s the most s u i t a b l e modulus. A search was made f o r dual complex 
moduli which can be combined wi th 65519 using the Chinese remainder 
theorem. 
The optimum moduli f o r these two c lasses of number t h e o r e t i c 
t rans fo rm are 65521 and 65519. I t was noted t h a t these c o n s t i t u t e a 
prime pair and th i s resul t was generalised fo r other b i t lengths. 
This t h e s i s concludes w i t h a chapter desc r i b i ng how number 
theoret ic transforms may be used to encode and decode a class or error 
c o r r e c t i n g code known as Reed-Soloman codes. I t i s shown t h a t t h i s 
provides an e f f i c i e n t technique. 
In summary microprocessors have been shown to be s u i t a b l e 
processors fo r the computation of number theoret ic transforms. Since 
the p r i ce of microprocessor systems i s dropping i t can be seen tha t 
they can provide cheap and e f f i c i e n t s ignal processors using number 
theoret ic transforms for convolution. Since i t has not been possible 
to implement the algorithms using a processor fo r which they have been 
designed no deta i ls of execution time are ava i lab le . 
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SUGGESTIONS FOR FURTHER WORK 
During the course of t h i s p ro jec t var ious s ignal processing 
a l g o r i t h m s have been des igned and t e s t e d f o r an even tua l 
implementa t ion on a microprocessor w i t h e i t h e r a f a s t m u l t i p l y 
i n s t r u c t i o n or f a s t m u l t i p l i e r per iphera l ch ips . However there was 
i nsu f f i c i en t t ime for these algorithms to be f u l l y implemented. I t is 
t h e r e f o r e suggested tha t t h i s be accomplished. P r e l i m i n a r y t r i a l s 
indicate that modular integer ar i thmet ic is substant ia l ly slower than 
normal i n tege r a r i t h m e t i c p a r t i c u l a r l y f o r the m u l t i p l y opera t i on . 
Therefore a f a s t modular m u l t i p l i e r has been desgined to a l l e v i a t e 
t h i s problem and i f i t proves necessary t h i s should be used. 
The transform algorithms have been designed with a single host 
processor in mind. However in cer ta in circumstances i t has been shown 
tha t use can be made of the Chinese remainder theorem in order t o 
e f fect a modulus wi th greater dynamic range without the neccesity of 
extended precision ar i thmet ic . This technique is pa r t i cu la r l y suited 
to a p a r a l l e l processor a r c h i t e c t u r e . Let us consider a two modulus 
procedure. Two f a s t processors may c o n v i e n t l y conduct the s ignal 
p rocess ing , one f o r each modulus, and a s lower processor would be 
su f f i c i en t to perform the Chinese remainder combination of the resul ts 
using the memory look up technique which has been described. 
The t rans fo rm a lgo r i t hms can also be recon f igu red to s u i t a 
mu l t i p rocessor a r c h i t e c t u r e . The basic Winograd a l go r i t hm can be 
divided into the fo l lowing stages. Af ter an i n i t i a l permutation, input 
add i t i ons and sub t rac t i ons are performed and t h i s is f o l l o w e d by a 
series of mu l t i p l i ca t ions . Output addit ions and subtractions are then 
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performed and f i n a l l y another permutat ion is requ i red . The bulk of 
the processing occurs in the three inner stages. The ent i re process is 
we l l su i t ed to a p i p e l i n e a r c h i t e c t u r e where s i ng le processors can 
convient ly perform the tasks at each stage. I t is therefore suggested 
that t h i s avenue be explored. 
Agarwal and Cooley's mul t id imensional convolutional algorithms 
may be used to compute convolution d i r ec t l y . One may therefore e i ther 
compute convo lu t i on by t rans fo rm techniques or by using these 
algori thms. In a comparison between these 2 techniques i t is apparent 
t h a t in opera t ion count terms the d i r e c t method would be more 
e f f i c i e n t fo r short convolution lengths than the transform technique. 
S imi la r l y fo r greater convolution lengths the transform technique is 
more e f f i c i e n t . There t h e r f o r e must e x i s t a crossover po in t beyond 
which the t rans fo rm technique would become more e f f e c i e n t . I t i s 
i n t e r e s t i n g to note tha t the modulus f o r the t rans fo rm technique i s 
cons t ra ined to guarantee tha t the t r ans fo rm support the c y c l i c 
convolution property. With number theoret ic transforms moduli which 
are a power of 2 cannot be used and so f u l l modular ar i thmetic has to 
be employed. For rectangular convo lu t i on t h i s r e s t r i c t i o n does not 
apply and so o rd ina ry b b i t i n teger a r i t h m e t i c may be used. I t has 
been seen t h a t a penal ty is i ncu r red when using modular i n tege r 
ar i thmet ic and th i s would therefore af fect the comparison between the 
two techn iques. I t i s suggested t ha t t h i s r e l a t i o n be examined more 
c lose ly . 
A t t e n t i o n is drawn to the f a c t t ha t normal b b i t i n teger 
a r i t h m e t i c is in f a c t a r i t h m e t i c modulo 2^* Some of the rec tangu la r 
algorithms require d iv is ion by 3, 5, 7 and 9. These operations may be 
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replaced by m u l t i p l i c a t i o n by the elements 3 _ i , 5 - i , 7 _ i and 9 - i 
modulo 2^. This does not r e s u l t i n any t r u n c a t i o n e r r o r . However 
d i v i s i o n s by 2, 4 and 8 must be accomplished by normal s h i f t i n g 
techniques since these elements do not have m u l t i p l i c a t i v e inverses 
modulo 2^. This w i l l r e s u l t in a t r u n c a t i o n e r r o r but Agarwal and 
Cooley reason that t h i s error would be less than fo r a corresponding 
f i x e d po in t a r i t h m e t i c . This whole area needs to be examined more 
deeply p a r t i c u l a r l y w i t h a view to a shor t convo lu t i on leng th 
implementation using microprocessors. 
I t has also been shown t h a t number t h e o r e t i c t rans fo rms may be 
used to encode and decode Reed-Soloman error correct ing codes. Reed, 
Truong and Welch c l a im t h a t such a technique provides the f a s t e s t 
procedure f o r such cod ing. In the l i g h t of t h i s i t seems wor thwh i le 
that th i s whole topic be explored perhaps in a more mathematical and 
rigorous manner than was adpoted in th i s work. 
The major par t of t h i s work is concerned w i th developing a 
sui table microprocessor implementation of number theoret ic transforms 
w i t h moduli i n the order of 2 ^ . Microprocessors w i l l soon become 
a v a i l a b l e w i t h the a b i l i t y to perform e f f i c i e n t 32 b i t i n tege r 
ar i thmet ic . I t is therefore suggested that th i s work be reviewed for 
an implementation wi th such processors. 
I t can be deduced from table 5.1 that the 32 b i t moduli would be 
more e f f i c i e n t than the 16 b i t moduli der ived e a r l i e r . However the 
main advantage w i l l be that unl ike the 16 b i t moduli such moduli w i l l 
not s u f f e r from the l i m i t a t i o n of i n s u f f i c i e n t dynamic range f o r 
typ ica l signal processing tasks. The techniques of Chinese remainder 
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combination with dual moduli would therefore appear to be redundant. 
However the a p p l i c a t i o n s of the Chinese remainder theorem are 
c e r t a i n l y u b i q u i t o u s , and i t i s f e l t t h a t the Chinese remainder 
theorem would s t i l l make an e f f e c t i v e c o n t r i b u t i o n to s ignal 
p rocess ing , perhaps more in the realm of a l go r i t hm development. In 
par t i cu la r in the f i e l d of error correct ing codes there would s t i l l be 
d i s t i n c t advantages to employing the Chinese remainder theorem to 
achieve better cor rect ing a b i l i t y fo r comparable decoder complexity. 
This is an area which would ben i f i t fu r ther invest igat ion. 
Eastwood and Jesshope (25) have shown t h a t number t h e o r e t i c 
transforms may be applied to solving par t ia l d i f f e r e n t i a l equations; 
and Derome (21) has shown that number theoret ic transforms are suited 
to the convolving of long arrays as required in p icture processing and 
e l ec t r on microscopy i n p a r t i c u l a r . I t i s suggested t h a t both these 
topics be explored more thoroughly. 
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APPENDIX A 
C************************************************** ********** 
C 
C MODULAR ARITHMETIC SUBROUTINE LIBRARY 
C 
C************************************************************ 
C 
C THIS SUBROUTINE SETS UP THE CURRENT MODULUS 
C IN COMMON BLOCK /MD/ 
C 
SUBROUTINE MSET(M) 
IM P L I C I T INTEGER(A-Z) 
COMMON/MD/MD,MD2 
MD=M 
MD2=M/2 
RETURN 
END 
C************************************************************ 
FUNCTION MODO(F) 
C 
C THIS I S THE BASIC MODULO ARITHMETIC FUNCTION 
C 
INTEGER F 
COMMON /MD/MD,MD2 
J= 0 
I F ( F . L T . C ) J = - l 
J=J+F/MD 
MODO=F-J*MD 
IF(MODO.GT.MD2)MODO=MODO-MD 
RETURN 
END 
C************************************************************ 
INTEGER FUNCTION INV(X) 
C THIS FUNCTION RETURNS THE MODULAR INVERSE OF AN INTEGER 
C USING I N V ( X ) = X * * E - l , WHERE E I S THE VALUE OF EULER'S 
C FUNCTION FOR THE MODULUS MD 
C 
I M P L I C I T INTEGER(A-Z) 
COMMON/MD/MD,MD2 
INV=EXPM(X,EULER(MD)-1) 
IF(MODO(INV*X).EQ.1)RETURN 
PAUSE ' ERROR IN INV' 
INV=0 
RETURN 
END 
( 3 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
C THIS FUNCTION RETURNS ALPHA**X MOD M 
C I T USES A QUICK TECHNIQUE FOR DETERMINING THE POWERS 
r 
INTEGER FUNCTION EXPM(ALPHA,X) 
IMPL I C I T INTEGER(A-Z) 
Y = X 
SUM=1 
PROD=MODO(ALPHA) 
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10 0 I F ( M O D ( Y , 2 ) .ME.C)SUM=MODO(S UM*MOD(Y,2)* PROD) 
Y=Y/2 
PROD=MODO(PROD*PROD) 
I F ( Y . G E . 1 ) G O T O 100 
EXPM=SUM 
RETURN 
END 
C************************************************************ 
C 
C T H I S FUNCTION RETURNS THE V A L U E OF O(M) ( T H E B I G 0 FUNCTION) 
C AS D E F I N E D BY AGARW'AL & BURRUS 
C 
I N T E G E R FUNCTION OH(M) 
I M P L I C I T I N T E G E R ( A - Z ) 
I N T E G E R F A C ( 2 , 2 5 5 ) , G F A C ( 2 , 2 5 5 ) , H F A C ( 2 , 2 5 5 ) 
L O G I C A L F L A G ( 2 5 5 ) 
COMMON/MFACT/FAC 
COMMON/UPS/HFAC,FLAG,H 
C A L L FACTOR(M,FAC,F) 
I F ( F . E Q . 1 ) G O T O 900 
C A L L F A C T O R ( F A C ( 1 , 1 ) - 1 , H F A C , H ) 
DO 10 0 1 = 2 ,F 
C A L L F A C T O R ( F A C ( 1 , I ) - 1 , G F A C , G ) 
DO 200 J = 1 , H 
F L A G ( J ) = . T R U E . 
DO 300 K=1,G 
I F ( H F A C ( 1 , J ) . E Q . G F A C ( 1 , K ) ) G O T O 350 
300 CONTINUE 
F L A G ( J ) = . F A L S E . 
GOTO 3^0 
350 I F ( H F A C ( 2 , J ) . G T . G F A C ( 2 , K ) ) H F A C ( 2 , J ) = G F A C ( 2 , K ) 
3 5 0 CONTINUE 
200 CONTINUE 
C A L L U P S E T 
I F ( H . £ Q . 0 ) G O T O 9 1 0 
100 CONTINUE 
OH=FPWR(HFAC,H) 
RETURN 
9 0 0 O H = F A C ( l , 
RETURN 
91 0 OH=l 
RETURN 
END 
Q************************************************************ 
C T H I S SUBROUTINE I S USED IN Oil (pi) 
C 
SUBROUTINE U PSET 
I M P L I C I T I N T E G E R ( A - Z ) 
I N T E G E R H F A C ( 2 , 2 5 5 ) 
L O G I C A L F L A G ( 2 5 5 ) 
COMMON/UPS/HFAC,f LAG,H 
J = 0 
DO 100 1 = 1 ,H 
108 
APPENDIX A 
100 I F ( F L A G ( I ) ) J = J + 1 
IF(J.EQ.O)GOTO JOO 
H2=H-1 
DO 200 1=1,H2 
I F ( F L A G ( I ) ) G O T O 190 
DO 30 0 K=I,H2 
F LAG(K) = F LAG(K +1) 
HFAC( 1 , K) =HFAC(1,K+1) 
HFAC(2,K)=HFAC(2,K+1) 
300 CONTINUE 
190 CONTINUE 
200 CONTINUE 
5 3 0 H=J 
RETURN 
END 
C THIS FUNCTION I S USED IN OH(M) 
INTEGER FUNCTION FPWR(rAC,F) 
INTEGER FAC(2,25 5 ) , F 
FPWR=1 
DO IOC 1=1,F 
FPWR=FPWR* b A C ( 1 , I ) * *FAC(2,1) 
100 CONTINUE 
RETURN 
END 
C THIS FUNCTION INTERPRETS IN THE NUMBER THEORETIC SENSE 
C THE TRIGONOMETRICAL FUNCTIONS COSINE AND SINE 
C 
INTEGER FUNCTION MCOS(U,P) 
I M P L I C I T INTEGER(A-Z) 
COMMON/MCOSSN/LASTU,VAL,RES 
COMMON/J/J 
INTEGER VAL(4,2),POWER(4),RES(9) 
ROW=l 
GOTO 100 
ENTRY MSIN(U,P) 
ROW=2 
100 IF(U.EQ.LASTU)GOTO 330 
POWER(1)=U 
DO 150 1=2,4 
150 POWER(I)=MODQ(POWER(I-1)*U) 
INV2=INV(2) 
INV2J=INV(2*J) 
DO 200 1=1,4 
VAL(I,l)=MODO(INV2*(POWER(I)+INV(POWER(I)))) 
VAL(I,2)=MODO(INV2J*(POWER(I)-INV(POWER(I)))) 
20 0 CONTINUE 
LASTU=U 
303 MCOS=0 
IF(P.LE.4)MCOS=VAL(P,ROW) 
MSIN=MCOS 
RETURN 
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r * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ 
C 
C THIS SUBROUTINE PROVIDES A QUICK FACTORING TECHNIQUE 
C 
SUBROUTINE FACTOR(Y,FAC,F) 
I M P L I C I T INTEGER(A-Z) 
INTEGER FAC(2,255) 
INTEGER* 2 PRIMES(163) 
DATA PRIMES/ 2, 3, 5, 7, 11, 13, 17, 
1 19, 23, 29, 31, 37, 41, 43, 47, 53, 
1 59 , 51, 67, 71, 73, 79, 33, 39 , 97 , 
1 101 , 103 , 107 , 109 , 113, 127 , 131, 137, 139 , 
1 149 , 151, 157, 163, 167, 173, 179 , 131 , 191 , 
1 193, 197 , 199 , 211 , 223 , 227 , 229 , 233 , 239 , 
1 241 , 251 , 257 , 263 , 269 , 271 , 277 , 281 , 283 , 
1 293 , 307 , 311 , 313, 317 , 331 , 337 , 347 , 349 , 
1 353 , 359 , 357 , 373 , 379 , 333 , 339 , 397 , 401 , 
1 409 , 419 , 421, 431, 433 , 439 , 44 3 , 449 , 457 , 
1 461, 46 3 , 457 , 479 , 437 , 491 , 499 , 503 , 509 , 
1 521 , 523 , 541, 547, 557 , 56 3 , 569 , 571 , 577 , 
1 587 , 593 , 599 , 501 , 50 7 , 613 , 517, 519, 531 , 
1 641 , 54 3 , 647 , 653 , 659, 561, 573 , 577 , 633 , 
1 591, 701 , 709 , 719, 727 , 733 , 739 , 743 , 751, 
1 757 , 761 , 759 , 773 , 737 , 797 , 809 , 811, 821, 
1 323 , 327 , 329 , 339 , 353 , 3 57 , 359 , 353 , 377 , 
1 331 , 333 , 337 , 907 , 911 , 919, 929 , 937 , 941 , 
1 947 , 953 , 957 , 971 , 977 , 933 , 991 , 997/ 
I F ( Y . G E . 1000000)PAUSE * INPUT TO FACTOR GREATER THAN 1000 ,000' 
X = Y 
SCAN=0 
F=l 
IF(X.EQ.1)GOTO 400 
FAC(2,1)=0 
100 IF(X.EQ.1)GOTO 500 
L I M = I F I X ( S Q R T ( F L O A T ( X ) ) ) 
200 SCAN=SCAN+1 
FACT=PRIMES(SCAN) 
IF(FACT.GT.LIM)GOTO 400 
IF(MOD(X,FACT).NE.R)GOTO 200 
FAC ( 1 , F ) = FACT 
300 FAC(2,F)=FAC(2,F) +1 
X=X/FACT 
IF(MOD(X,FACT).EQ.0)GOTO 300 
F=F+1 
FAC ( 2 ,F) = g 
GOTO 100 
4 03 FAC(1,F)=X 
FAC (2 ,F) =1 
RETURN 
500 F=F-1 
RETURN 
END 
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C************************************************************ 
C 
C SUBROUTINE LIBRARY FOR WINOGRAD REAL ALGORITHMS 
C FOR LENGTHS 60,240 MOD 55521 
C 
C************************************************************ 
C 
C LENGTH 60 ALGORITHM 
C 
SUBROUTINE W50(Y,FWD) 
IM P L I C I T INTEGER(A-Z) 
INTEGER Y ( 5 0 ) , X ( 6 0 ) , S ( 1 S ) , T S ( 5 ) 
INTEGER RF(50) , R F I ( 5 0 ) /ARROW(12,2) ,COEFS(72) 
DATA RF/ 0, 36, 12, 48, 24, 45, 
1 21, 57, 33, 9, 30, 5, 42, 18, 
1 54 , 15, 51, 27, 3, 39, 40, 15, 
1 52 , 23 , 4, 25, 1, 37, 13, 49 , 
1 10 , 45 , 22, 53 , 34 , 55, 31, 7, 
1 43 , 19, 20 , 55 , 32, 3, 44 , 5, 
1 41 , 17, 53, 29, 50 , 26, 2, 33, 
1 14 , 35, 11, 47, 23, 59/ 
DATA R F 1 / 0 , 12, 24 , 35 43, 15 
1 27 , 39, 51, 3, 30 , 42, 54, o , 
1 18, 45, 57, 9, 21, 33, 20 , 32, 
1 44 , 56, 3, 35, 47 , 59 , 11, 23, 
1 50 , 2, 14 , 25 , 38, 5, 17, 29, 
1 41 , 53, 40 , 52, 4, 15, 23 , 55 , 
1 7, 19, 31, 43, n , 22, 34, 46 , 
1 53 , 25 , 37, 49, i , 13/ 
DATA ARROW/ 0 , 0, o , 6, 12, 12, 
1 12 , 13, 24 , 24 , 24 , 30, 35 , 36 , 
1 36, 42, 48, 43, 48, 54, 60, 50, 
1 50 , 56/ 
DATA COEFS / 1,15379 , 13375 ,54390,45385, 48647,41224 , 
113991 , 53009 ,255 03 , 10375 ,22581 , 32759 , 3192 , 45457 ,34457 , 
123704 ,25311 , 36 35,11774,137 63 , 255 09,499 57 ,64250,49434, 
136439,55773,45030,23174,64056,33074,55939, 32, 5797, 
123795,17202,54429, 1365, 4591, 9347, 4537,50514, 3581, 
111779,30785,35383, 4541,54807, 1533,30713,25374,17990, 
125730,55271, 27239,15092,52104,12439,25949, 1071, 53145, 
1 9220,13250,44432,50519,27275,53734, 2041,30577,40303, 
160673 , 45573/ 
POINT=l 
DO 50 1=1,60 
50 X ( I ) = Y ( R F ( I ) + 1 ) 
DO 100 1=1,20 
T=MODO(X(2C+I)+X(4 0 + I ) ) 
X ( I ) = MODO(X(I)+ T) 
X(4 0+1)=MODO(X(20+1)-X(40+1)) 
X(20+1)=T 
100 CONTINUE 
DO 200 TIM£3=1,3 
INDEX=23*(TIMES-1) 
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DO 230 1=1,5 
T=MODO(X(INDEX+I)+ X(INDEX+10 + 1) ) 
T2=MODO(X(INDEX+5+I)+X(INDEX+15+I) ) 
X(INDEX+15+I)=MODO(X(INDEX+5+I)-X(INDEX+15+1)) 
X (INDEX+1D+I)=MODO(X(INDEX+I)-X (INDEX+10+1) ) 
X(INDEX+5+I)=M0D0(T-T2) 
X(INDEX+I)=M0D0(T+T2) 
200 CONTINUE 
GOT TO REPEAT T4 , 3 TIMES 
DO 300 TIMES=1,12 
INDEX=5*(TIMES-1) 
TS(1)=MODO(X(INDEX+2)+X(IMDEX+5)) 
TS(2)=MODO(X(INDEX+3)+X(INDEX+4)) 
S (<5) =MODO(X (INDEX + 2) -X (INDEX+5) ) 
S(5)=MODO(X(INDEX+4)-X(INDEX+3)) 
S(4)=MODO(S(5)+S(5)) 
S ( 3 ) = M O D O ( T S ( l ) - T S ( 2 ) ) 
S ( 2 ) = M O D O ( T S ( l ) + T S ( 2 ) ) 
S(1)=MODO(X(INDEX+1)+S(2)) 
DO 250 1=1,5 
250 S(I)=rtODO(S(I)*COEFS(ARROW(POINT,FWD)+1)) 
POINT=POINT+l 
TS(1)=MODO(S(1)+S(2)) 
T S ( 2 ) = M O D O ( T S ( l ) + S ( 3 ) ) 
TS(3)=MODO(S(4)-S(5) ) 
T S ( 4 ) = M O D O ( T S ( l ) - S ( 3 ) ) 
TS(5)=MODO(S(4)+S(S)) 
X(INDEX+5)=MODO(TS(2)-TS(3)) 
X(INDEX+4)=MODO(TS(4)-TS(5)) 
X(INDEX+3)=MODO(TS(4)+TS(5)) 
X(INDEX+2)=MODO(TS(2)+TS(3)) 
X(INDEX+1)=S(1) 
300 CONTINUE 
DO 400 TIMES=1,3 
INDEX=20*(TIMES-1) 
DO 400 1=1,5 
T=MODO(X(INDEX+10+1)+X{INDEX+15+1)) 
X(INDEX+15+I)=MODO(X(INDEX+10+I)-X(INDEX+15+I)) 
X(INDEX+10+1)=X(INDEX+5+I) 
X(INDEX+5+I)=T 
400 CONTINUE 
DO 500 1=1,20 
T=MODO(X(I)+X(20+I)) 
T2=MODO(T+X(40+1)) 
X(40 + I)=MODO(T-X(4 0 + I ) ) 
X(20+1)=T2 
50 0 CONTINUE 
DO 600 1=1,50 
503 Y ( R F I ( I ) + 1 ) = X ( I ) 
RETURN 
END 
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Q********************************************** ************** 
C 
C LENGTH 240 ALGORITHM 
C 
SUBROUTINE W240(Y,FWD) 
IM P L I C I T INTEGER(A-Z) 
INTEGER Y(240) ,X(250) ,T(25) ,S(6) ,TS(5) 
COMMON/XARRAY/COUNT,X 
240 = 3,1 5, 5, 
INTEGER RF ( 240) , R F I ( 240 ) 
DATA RF / 0 95 , 192 , 43 , 144 , 225 , 31 
1 177 , 33 , 129 , 210 , 66 , 162, 13 , 114 , 195 
1 51 , 147 , 3 99 , 130 , 35 , 132 , 2 28 , 84 
1 165 , 21 , 117 , 213 , 59 , 150 , 6 , 102 , 198 
1 54 , 135, 231 37 , 133 , 39, 120 , 215 , 72 
1 153 , 24 , 195 , 201 , 57 , 153 , 9 , 90 , 136 
1 42 , 138 , 234 75, 171 , 27 , 123 , 219 , 50 
1 155 , 12 , 103 , 2G4 , 45 , 141 , 237 , 93 , 139 
1 30 , 126 , 222 78 , 174 , 15 , 111 , 207 , 63 
1 159 , 160 , 16 , 112, 293 , 64 , 145 , 1 , 97 
1 193 , 49 , 130 , 225 , 32 , 178 , 34 , 115 , 211 
1 57 , 163, 19 , 100 , 196 , 52, 148 , 4 , 85 
1 181 , 37 , 133 , 229, 70 , 166 , 22 , 118 , 214 
1 55, 151 , 7 103 , 199 , 40 , 136 , 232 , 38 
1 134 , 25 , 121 , 217 , 73, 169 , 10 , 10 5 , 202 
1 53 , 154 , 235 91 , 137 , 43 , 139 , 220 , 76 
1 172 , 23 , 124 , 205 , 51 , 157 , 13 , 109 , 190 
1 4 6 , 142 , 233 , 94 , 175 , 31 , 127 , 223 , 79 
1 39 , 176 , 32 , 12S , 224 , 55 , 151 , 17 , 113 
1 209 , 50 , 146 2, 93 , 194 , 35 , 131 , 227 
1 33 , 179 , 20 116 , 212 , 58 , 164 , 5 , 101 
1 197 , 53 , 149 , 230 , 35 , 182 , 38 , 134 , 215 
1 71, 157 , 23 , 119, 200 , 55 , 152 , 3 , 104 
1 135 , 41 , 137 , 233 , 39 , 170 , 26 , 122 , 213 
1 74 , 155 , 11 , 107 , 203 , 59 , 149 , 235 , 92 
1 188 , 44 , 125 , 221 , 77 , 173 , 29 , 110 , 206 
1 62, 158 , 14 95 , 191, 47 , 143 , 239/ 
DATA RF I / 0 43 , 95 , 144 , 192, 15 , 5 3 
1 111, 159 , 20 7 30 , 78 , 126 , 174 , 222 , 45 
1 93 , 141 , 189 , 237 , 50 , 103 , 155 , 20 4 , 12 
1 75 , 123 , 171 , 219 , 27 , 99 , 133 , 135 , 234 
1 42 , 105, 153 , 201 , 9 , 57 , 120 , 153 , 215 
1 24 , 72 , 135 , 133 , 231 , 39 , 37 , 150 , 193 
1 5 , 54 , 10 2 , 165 , 213 , 21 , 59 , 117 , 130 
1 223 , 35 , 34 , 132 , 195 , 3 , 51 , 99 , 147 
1 210 , 13 , r /-O 3 114 , 162 , 225 , 33 , 31, 129 
1 177 , 33 , 123 17 5, 224 , 32 , 9 5 14 3 , 191 
1 239 , 47 , 119 , 153 , 205 , 14 , 52 , 125 , 173 
L 221 , 29 , 77 , 149 , 138 , 236 , 4 4 , 92 , 155 
I 203 , 11 , 59 19 7, 170 , 213 , 26 , 74 , 122 
1 135 , 233 , 4 1 , 3 9, 137 , 29 0 , 55 , 19 4 
1 152 , 215 , 23 71 , 119 , 167 , 23 0 , 33 , 35 
1 134 , 132 , 5 53 , 191 , 149 , 197 , 29 , 53 
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1 116 , 154 , 212 , 35, 33 , 131 , 179 , 227 , 50 , 
1 93, 145 , 194 , 2, 55, 113, 151, 299 , 17 , 
1 150 , 20S , 15, 54 , 112, 175, 223 , 31, 79 r 
1 127, 190 , 233 , 45, 94 , 142 , 205 , 13, 61 , 
1 109 , 157, 220 , 23 , 75, 124 , 172 , 235 , 43, 
1 91, 139, 187 , 10, 53 , 10 6 , 154, 202 , 25, 
1 73, 121 , 159, 217 , 40 , O <"> C O / 136, 134 , 232, 
1 55, 103, 151, 199 , 7, 73, 113 , l o o , 214 , 
1 22, 35, 133 , 181 , 229, 37, 100 , 148 , 196 , 
1 4, 52, 115, 153, 211 , 19, 67, 130 , 178 , 
1 225 , 34, 32, 145, 193 , 1, 49, 97/ 
DO 50 1=1,250 
50 X ( I ) = 0 
IND=1 
C0UNT=1 
IF(FWD. NE. 1)COUNT=5 5 
DO 10 0 1=1,24 0 
10 0 X ( I ) = Y ( R F ( I ) + 1 ) 
DO 200 INDEX=1,30 
TEMP=MODO(X(33+1NDEX)+X(160+INDEX)) 
X(160+INDEX)=M0D0(X(3 0+INDEX)-X(153+1NDEX)) 
X(30+INDEX)=TErtP 
X(INDEX)=MODO(X(INDEX)+TEMP) 
200 CONTINUE 
DO 300 ROUND=l,3 
DISP=33*(ROUMD-1) 
DO 400 T3CNT=1,5 
SLIDE=DISP+T3CNT 
T( 1 ) = M G D 0 ( X ( S L I D E ) + X ( S L I D E + 4 3) ) 
T(2)=MODO(X(SLIDE+20)+X(SLIDE+60) ) 
T(3)=MODO(X(SLIDE+13)+X(SLIDE+50) ) 
T(4)=MODO(X(SLIDE+10)-X(SLIDE + 5 0) ) 
T ( 5 ) =t40DO (X ( S L I D E + 3 0) +X ( SLIDE+70 ) ) 
T(6)=MODO(X(SLIDE+30)-X(SLIDE+70)) 
T(7)=MODO(X(SLIDE+5)+X(SLIDE+4 5 ) ) 
T(3)=MODO(X(SLIDE+5)-X(SLIDE+4 5 ) ) 
T ( 9 ) =t40DO(X ( S L I D E + 15) +X(SLIDE+55) ) 
T(10)=MODO(X(SLIDE+15)-X(SLIDE+55)) 
T(11)=MODO(X(SLIDE+25)+X(SLIDE+55)) 
T(12)=MODO(X(SLIDE+25)-X(SLIDE+55)) 
T(13)=MCDO(X(SLIDE+3 5 ) + X ( S L I D E + 7 5 ) ) 
T ( 1 4 ) =i«10DO(X(SLIDE+35) -X(SLIDE+7 5) ) 
T ( 1 5 ) = M O D O ( T ( l ) + T ( 2 ) ) 
T(16)=MODO(T(3)+T(5)) 
T(17)=MODO(T(15)+T(15)) 
T ( 1 S ) = M 0 D 0 ( T ( 7 ) + T ( 1 1 ) ) 
T ( 1 9 ) = M O D O ( T ( 7 ) - T ( l i ) ) 
T(23)=MODO(T(9)+T(13)) 
T ( 2 1) =i'10DO (T (9 ) -T( 13) ) 
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T(22)=MODO(T(18)+T(20) ) 
T(23)=MODO(T(3)+T(14) ) 
T(24)=iMODO(T(3)-T(14) ) 
T(25)=MODO(T ( i n)+T(12)) 
T(2S)=MODO(T(12)-T(10)) 
X(SLIDE+50)=MODO(X(SLIDE+20)-X(SLIDE+5fl)) 
X(SLIDE+20)=MODO(X(SLIDE)-X(SLIDE+4 0 ) ) 
X(SLIDE)=MODO(T(17)+T(22)) 
X(SLIDE+5)=MODO(T(17)-T(22)) 
X(SLIDE+10)=MODO(T(15)-T(15)) 
X(SLIDE+15)=MODO(T(1)-T(2)) 
X(SLIDE+25)=MODO(T(19)-T(21)) 
X(SLIDE+3 0)=MODO(T(4)-T(5)) 
X(SLIDE+35)=MODO(T(24)+T(25)) 
X(SLIDE+4 0)=MODO(T(24)) 
X(SLIDE+4 5)=MODO(T(25)) 
X ( S L I D E + 5 0 ) = M 0 D 0 ( T ( 1 3 ) - T ( 2 0 ) ) 
X(SLIDE+55)=MODO(T(3)-T(5)) 
X(SLIDE+65)=MODO(T(19)+T(21)) 
X(SLIDE+7 0)=MODO(T(4)+T(5)) 
X (SLIDE+7 5) =I40D0(T (23) +T (25) ) 
X(T3CNT+240)=MODO(T(23)) 
X(T3CNT+245)=MODO(T(25)) 
400 CONTINUE 
DO 500 TIMES=1,15 
500 CALL W240U5(DISP+5*(TIMES-1) ) 
CALL W240US(240) 
CALL W243U5(245) 
DO 50 0 T3CNT=1,5 
SLIDE=DISP+T3CNT 
T ( l ) =i40DO(X ( S L I D E + 15) +X ( S L I D E + 25) 
T(2)=rtODO(X(SLIDE+15)-X(SLIDE+25) 
T(3)=MODO(X(SLIDE+55)+X(SLIDE+55) 
T(4)=MODO(X(SLIDE+5 5 ) - X ( S L I D E + 5 5) 
T(5)=MODO(X(SLIDE+20)+X(SLIDE+30) 
T(5)=MODO(X(SLIDE+20)-X(SLIDE+30) 
T(7)=MODO(X(SLIDE+4 0 ) - X ( S L I D E + 3 5) 
T(8)=MODO(X(SLIDE+45)-X(SLIDE+3 5) 
T ( 9 ) =iMODO(T (5) +T(7) ) 
T(10)=MODO(T(5)-T(7)) 
T ( l l ) = M O D O ( T ( 5 ) + T ( 3 ) ) 
T(12)=MODO(T(S)-T(8) ) 
T(13)=MODO(X(SLIDE+6 0 ) + X ( S L I D E + 7 0) ) 
T(14)=MODO(X(SLIDE+50)-X(SLIDE+70) ) 
T(15)=MODO(X(SLIDE+7 5)+X(T3CNT+2 40)) 
T(16)=MODO(X(SLIDE+7 5)-X(T3CMT+245)) 
T(17)=MODO(T(13)+T(15) ) 
T(13)=MCDO(T(13)-T(15) ) 
T (19) =f-lODO (T (14 ) +T (15) ) 
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593 
300 
900 
950 
T(20)=MODO 
X( S L I D E ) = X 
X(SLIDE+60 
X(SLIDE+40 
X(SLIDE+20 
X(SLIDE+5) 
X(SLIDE+10 
X(SLIDE+15 
X(SLIDE+25 
X(SLIDE+30 
X(SLIDE+35 
X(SLIDE+45 
X(SLIDE+53 
X(SLIDE+55 
X(SLIDE+55 
X(SLIDE+70 
X(SLIDE+75 
CONTINUE 
CONTINUE 
DO 909 INDEX=1,30 
TEMP=MODO(X(INDEX)+X(39+INDEX)) 
TEMP2=MODO(TEMP-X(160+IMDEX)) 
X(8 0+INDEX)=MODO(TEMP+X(150+INDEX) 
X (150 + INDEX) =i40DO(TEHP2) 
CONTINUE 
DO 950 1=1,240 
Y ( R F I ( I ) + 1 ) = X ( I ) 
RETURN 
END 
SUBROUTINE W240U5(INDEX) 
I M P L I C I T INTEGER(A-Z) 
INTEGER X(250) ,S(5) ,TS(5) 
CQMMON/XARRAY/COUNT,X 
INTEGER POINT( 108) 
T ( 1 4 ) - T ( 1 5 ) ) 
SLI D E ) 
=MODO(X(SLIDE+10)-X(SLIDE+50)) 
=MODO(X(SLIDE+5)) 
=MODO(X(SLIDE+13)+X(SLIDE+50)) 
MODO(T(9)+T(17)) 
=MODO(T(l)+T(3)) 
=MODO(T(12)-T(20)) 
= M O D O ( T ( l l ) + T ( 1 9 ) ) 
=MODO(T(2)+T(4)) 
=MODO(T(10)-T(18)) 
=MODO(T(10)+T(13)) 
=MODO(T(2)-T(4)) 
= M O D O ( T ( l l ) - T ( 1 9 ) ) 
=MODO(T(12)+T(20)) 
=MODO(T(l)-T(3)) 
=MODO(T(9)-T(17)) 
DATA POINT / 0 , 0, 0, 0, o, 5, -3, 
1 12, 18, 24, 30 , 30 , 30 , 35, 35 , 42, 
1 48 , 54, 50 , 60 , 59 , 60 , 50, 55, 66, 
1 72, 73 , 34 , 90, 99 , 90 , 95, 96, 102 , 
1 108 , 114 , 120 , 120 , 120 , 120 , 120 , 125 , 125 , 
1 132, 138 , 144 , 150 , 150 , 150 , 155 , 155 , 152, 
1 163 , 174 , 130 , 130 , 130 , 130 , 189 , 136 , 135 , 
1 192 , 198 , 204 , 210 , 219 , 210 , 216 , 215 , 222 , 
1 22S , 234 , 24 9 , 249 , 240 , 240 , 249 , 245 , 24 6 , 
1 252 , 258 , 264 , 27 0 , 279 , 270 , 27 6 , 275 , 232 , 
1 233 , 294 , 300 , 300 , 3 0 0 t 300 , 300 , 3 9 5 , 30 5 , 
1 312, 318 , 324 , 330 , 330 , 330 , 336 , 336 , 34 2 , 
1 343 , 354 , 2 , 3, 5, 7 , 11 , 13 , 17 , 
1 19 , 23, 29, 31 , 37 , 41 , 43 , 47 , 53 , 
1 59 , 51 , 57, 71 , 73 , 79, 33, 3 9 , &7 , 
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1 101 , 133 , 107 
1 149 , 151 , 157 
1 193 , 197 , 199 
1 241 , 251 , 257 
1 293 , 307 , 311 
1 353 , 359 , 357 
1 409 / 419 , 421 
1 461 / 453 , 467 
1 521 , 523, 541 
1 587 / 593 , 599 
1 641 , 54 3 , 547 
1 691 / 701, 709 
DATA ' VCOEF / 1 
115154 , 52300 , 57373 
153743 ,55585, 43121 
147755 ,47396 , 30335 
113 376 , 22581 , 57671 
122955 , 1355, 55343 
152857 , 10 301 , 35374 
1 3192 , 45457 , 34457 
119255 ,50342, 45453 
123521 ,25051, 530 
117351 ,42995 , 3535 
134422 ,55437 , 48759 
161713 ,53291 , 22839 
149945 ,45057 , 60276 
123174 ,64056 , 35 598 
142713 ,49451 , 33159 
125233 ,55503 , 768 
155939 32, 5797 
135917 , 34075 , 53000 
155165 ,22371, 57913 
123845 , 4201, 55248 
145386 ,27553, 3310 
138774 ,39354, 21747 
1 1564 , 50429, 39459 
150275 ,32582, 19143 
142220 ,45040, 53603 
1 3811 , 5230, 25515 
156319 , 39229 , 37253 
117655 ,27595 , 40321 
155346 , 380 52 , 27298 
122041 , 9375, 23190 
127703 ,54471 , 55077 
157533 ,51849 , 24202 
1 5890 ,48134 , 55944 
129035 , 5319, 59 35 2 
164797 , 2797, 52232 
142967 ,49372 , 1313 1 
139 , 113 127 
, 153, 167 173 
/ 211, 223 227 
, 26 3, 259 , 271 
/ 313 , 317 331 
/ 373, 379 , 333 
/ 431, 433 , 439 
/ 479 , 487 , 491 
/ 547 , 557 , 553 
, 601 , 507 , 513 
, 653, 5 59 661 
/ 719, 727 733 
, 15379, 13375 54393 
, 3997 25293 35219 
, 23000 5133 43294 
,53947 58598 ,41224 
,42573 23553 ,33015 
,24 331 25327 5531 
,54064 35433 , 25337 
,23704 25311 32439 
,25335 9969 26 54 2 
,53494 52334 57 305 
, 11774 13753 ,25609 
, 319 ,33343 ,27546 
, 53290 49152 , 53357 
, 51333 , 63 4 9 ,49434 
,52409 ,54537 , 34875 
,35533 ,34713 ,43321 
,64 561 ,51492 ,43686 
,23796 , 17202 , 23983 
,54792 56301 , 3715 
,40727 ,55943 ,53353 
,49482 , 17528 , 13342 
,31904 ,25284 , 15300 
,21957 ,40153 , 25432 
,50327 ,37430 ,50051 
,25212 , 700 ,23803 
,27129 ,30955 ,27546 
, 17247 ,55272 , 23225 
,39193 30193 ,41359 
, 31500 30345 435 
,53200 3504 , 14931 
, 3773 , 13025 , 19490 
,43955 ,54343 ,50564 
, 2503 ,52212 , 50 20 5 
,11178 , 30332 ,53677 
, 24079 ,42634 ,44913 
,52939 ,23396 , 27 370 
, 4 , 35322 , 9 4 3 5 
, 131 137 , 139 , 
, 179 , 181 , 191 , 
, 229 , 233 , 239 , 
277 231 , 233 , 
, 337, 347 , 349 , 
, 389, 397 , 401 , 
, 4 4 3, 449 , 457 , 
, 499, 503 , 509 , 
, 569, 571, 577 , 
, 617, 619, 531, 
, 673, 677 , 533 , 
, 739 743/ 
,46335 ,43647 , 131 , 
, 5117 ,53875, 4379 , 
, 3013 ,52472, 27317, 
, 13991 ,53009 , 26503, 
,43453 ,42959 , •17157 , 
, 3154 , 32753 , 25 28 3 , 
,45103 ,639 55 , 32759, 
,41290 ,37592, 12222 , 
, 2567 , 14904 , 33500 , 
, 25649 ,50393 , 52704 , 
,49957 ,64260 , 11775 , 
,53349 ,33713, 33470 , 
, 3931 , 17309 , 12463 , 
, 35439 , 56773 , 45030 , 
, 1150 , 52440 , 57555 , 
, 20875 ,474 10 , 17652 , 
,45777 ,13926 , 33074 , 
, 19162 , 5792, 921, 
,57030 , 39650 , 13339 , 
,63707 , 3931, 9322 , 
, 17552 ,45339 , 15103 , 
,44521 ,45291 , 55231 , 
, 26721 ,41278 , 11853, 
, 19325 ,55837 , 8847 , 
,53 3 58 , 452 , 31745, 
,53349 ,30713, 32051, 
,53059 , 1519, 33170 , 
,62953 ,24131 , 50556 , 
, 7360 , 6490, 140 , 
,63175 , 22638 , 3909 3 , 
, 55523 , 16648 , 49 4 5 , 
, 2191 ,5343 2 , 35530 , 
, 27344 ,57676 , 50039 , 
, 2305 ,35073, 11103 , 
,13555 , 54351 , 52995 , 
, 54 0 69 ,35293 , 29 5 53 , 
,17393 , 53941 , 12596 , 
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149651,56785,10077,54309,44155, 4741,10 454,55809,54 870, 
142712, 64014 ,11141 , 2454 ,27262,20439 , 54353 , 13435 , 13979 , 
131657,51691,1953 3,45422, 6045 , 36251, 35575,40594, 50555, 
123105,33016/ 
TS(1)=MODO(X(INDEX+2)+X(INDEX+5)) 
TS(2)=MODO(X(INDEX+3)+X(INDEX+4)) 
S ( 5 ) = MODO(X(INDEX+2)-X(INDEX+5)) 
S(5)=MODO(X(INDEX+4)-X(INDEX+3)) 
S(4)=MODO(S(5)+S(5)) 
S ( 3 ) = M O D O ( T S ( l ) - T S ( 2 ) ) 
S ( 2 ) = M O D O ( T S ( l ) + T S ( 2 ) ) 
S(l)=MODO(X(INDEX+1)+S(2)) 
DO 250 1=1,5 
250 S(I)=MODO(S(I)*WCOEF(POINT(COUNT)+I)) 
COUWT=COUNT+l 
T S ( l ) = M O D O ( S ( l ) + S ( 2 ) ) 
T S ( 2 ) = M O D O ( T S ( l ) + S ( 3 ) ) 
T S ( 3 ) = M O D O ( S ( 4 ) - S ( 5 ) ) 
T S ( 4 ) = r t O D O ( T S ( l ) - S ( 3 ) ) 
TS(5)=MODO(S(4)+S(5)) 
X(INDEX+5)=MODO(TS(2)-TS(3)) 
X(INDEX+4)=MODO(TS(4)-TS(5)) 
X(INDEX+3)=MODO(TS(4)+TS(5)) 
X(INDEX+2)=MODO(TS(2)+TS(3)) 
X(INDEX+1)=S(1) 
RETURN 
END 
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( LENGTH 60 TRANSFORM ALGORITM FOR INTEL 803 0 
USING PROM LOOK UP MULTIPLICATIONS 
WRITTEN IN FORTH ) 
60 ARRAY RF 60 ARRAY RF I 24 ARRAY INDEX 12 ARRAY S 
120 ARRAY F I L T E R 120 ARRAY WKSP 144 ARRAY COEFS 
120 ARRAY X 120 ARRAY Y 120 ARRAY Z 
0 INTEGER .X 0 INTEGER .Y 0 INTEGER .INDEX 0 INTEGER .H 
RF F I L L B 
0 72 24 95 48 90 42 114 6 6 18 50 12 84 35 103 
30 102 54 6 78 80 32 194 56 3 50 2 74 26 93 
20 92 44 115 63 110 52 14 85 38 40 112 5 4 15 83 
10 32 34 105 53 100 52 4 7 6 28 70 22 94 46 118 
R F I F I L L B 
0 24 43 72 95 30 54 73 102 /- 50 3 4 103 12 35 
90 114 I S 42 56 49 64 33 112 16 79 94 113 22 45 
100 4 23 52 76 10 34 53 32 10 5 3 9 104 3 32 55 
110 14 38 52 3 5 20 44 5 3 92 116 50 74 98 2 26 
INDEX F I L L B 
0 0 0 0 12 12 12 13 24 24 24 30 35 3 5 35 42 43 48 43 54 
50 60 50 65 
COEFS F I L L 1 15379 13375 54390 45385 43547 41224 13991 
53009 26608 10375 22631 32759 3192 45457 34457 23704 25311 
3585 11774 13768 25599 49957 64260 49434 36439 56773 45080 
23174 64055 33074 56939 32 5797 28795 17202 54429 1355 
4591 9347 4537 50514 3531 11779 30785 35333 4541 54307 
1533 30713 25874 17990 25730 55271 27239 15092 52104 12439 
25949 1971 58145 9220 13250 44432 50619 27275 50734 2941 
30577 40308 60573 45573 
: F I L L 60 0 DO DUP I DUP + + I SWAP ! LOOP DROP ; 
: INNER 6 0 DO DUP I DUP + + @ , LOOP DROP ; 
: DUMP 50 9 DO DUP I DUP + + INNER CRLF 6 + LOOP DROP ; 
CODE RFSWAP 118 B LXI 59 A MVI BEGIN RF H LXI E A MOV 0 D MVI 
D DAD E M MOV .X LHLD D DAD E M MOV H INX D M MOV WKSP H LXI 
B DAD M E MOV H INX M D MOV C DCR C DCR A DCR FM END RET 
CODE RFISWAP 118 B LXI 59 A MVI BEGIN WKSP H LXI B DAD E M MOV 
H INX D M MOV D PUSH E A MOV 0 D MVI R F I H L X I D DAD E M MOV 
•X LHLD 
D DAD D POP M E MOV H INX M D MOV C DCR C DCR A DCR FM END RET 
CODE +M BEGIN D DAD RNC 15 D LXI UC END 
CODE -M 241 A MVI E SUB E A MOV 255 A MVI D SBB D A MOV 
$ + M JNC A E MOV 15 SUI E A MOV A D MOV 0 S B I D A MOV 
$ +M JMP 
( +M INPUT IN HL+DE OUTPUT IN ML, -M SAME OUTPUT=HL-DE ) 
: :GETI H LXI B DAD E M MOV H INX D M MOV ; 
: :STOREI H LXI B DAD M E MOV M INX M D MOV ; 
: -MACRO :GETI D PUSH :GETI H POP [ $ -M STK ] CALL XCHG 
:STOREI ; ( 3 2 1 -MACRO == X(3+1)=X(1+1)-X(2+1) ) 
: ;STORE H LXI M E MOV H INX M D MOV ; 
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: ;GET H LXI E M MOV H INX D M MOV ; 
CODE T3 33 B LXI BEGIN WKSP 40 + :GETI D PUSH 
WKSP 3C + :GETI H POP $ + M CALL H PUSH H PUSH WKSP 
: GET I H POP $ + M CALL XCHG WKSP :STOREI WKSP 40 + 
:GETI D PUSH WKSP 80 + :GETI H POP $ -M CALL XCHG 
WKSP 30 + :STOREI D POP WKSP 40 + 
:STOREI C DCR C DCR FM END RET 
CODE IT4 BEGIN PSW PUSH WKSP :GETI D PUSH WKSP 20 + :GETI H POP 
$ +M CALL H PUSH WKSP 10 + :GETI D PUSH WKSP 30 + :GETI H POP 
$ +M CALL H PUSH WKSP 30 + WKSP 30 + WKSP 10 + -MACRO 
WKSP 20 + WKSP 20 + WKSP -MACRO 
D POP H POP H PUSH D PUSH $ +M CALL XCHG WKSP :STOREI 
D POP H POP $ -M CALL XCHG WKSP 10 + :STOREI 
C DCR C DCR PSW POP A DCR FZ END RET 
CODE T4 5 A MVI 3 B LXI $ IT4 CALL 
5 A MVI 48 B LXI $ I T 4 CALL 
5 A MVI 83 B LXI $ IT4 JMP 
CODE *MG B D MOV C E MOV 0 D LXI 
15 A MVI BEGIN $ HLDE*2 CALL FC I F XCHG B DAD XCHG FC I F 
H INX THEN THEN A DCR FZ END D PUSH 3 H MOV 
14 H MVI D M MOV H INR E M MOV D PUSH L B MOV 
D M MOV 13 H MVI E M MOV H POP $ +M CALL D POP 
$ +M CALL RET : *MGB PPH PPD *MG PSH ; 
( MULTS REQUIRES INDEX FOR FWD OR INDEX+12 FOR REVERSE TRAN 
STORED IN .INDEX BEFORE STARTING ) 
CODE MULTS S H LXI XCHG .INDEX LHLD A M MOV RLC H INX 
•INDEX SHLD COEFS H LXI C A MOV 0 B MVI B DAD 
5 A MVI BEGIN PSW PUSH 
C M MOV H INX B M MOV H INX H PUSH XCHG E M MOV H INX D M MOV 
H PUSH L C MOV H B MOV $ *MG CALL XCHG H POP M D MOV H DCX 
M E MOV H INX H INX XCHG H POP PSW POP A DCR FZ END RET 
CODE U5 0 B LXI 12 A MVI BEGIN PSW PUSH WKSP 2 + :GETI D PUSH 
WKSP 3 + :GETI H POP $ +M CALL H PUSH WKSP 4 + :GETI D PUSH 
WKSP -5 + : GETI H POP $ + M CALL D POP D PUSH H PUSH $ +M CALL 
XCHG S 2 + ;STORE D PUSH WKSP :GETI H POP $ + M CALL XCHG S 
;STORE D POP H POP $ —M CALL XCHG S 4 + ;STORE WKSP 2 + :GETI 
D PUSH WKSP 8 + :GETI H POP $ -M CALL XCHG S 10 + /STORE D PUSH 
WKSP -5 + :GETI D PUSH WKSP 4 + :GETI H POP $ -M CALL XCHG S 8 + 
;STORE H POP $ +M CALL XCHG S 6 + ;STORE B PUSH $ MULTS CALL 
B POP S ;GET WKSP :STOREI D PUSH S 2 + ;GET H POP $ +M CALL H 
PUSH S 4 + ;GET H POP H PUSH D PUSH $ + M CALL H PUSH S 6 + ;GET 
D PUSH S 3 + ;GET H POP $ -M CALL D POP D PUSH H PUSH $ + M CALL 
XCHG WKSP 2 + :STOREI D POP H POP $ -M CALL XCHG WKSP 8 + 
:STOREI D POP H POP $ -M CALL H PUSH S 5 + ;GET D PUSH S 10 + 
;GET H POP $ +M CALL D POP D PUSH H PUSH $ +M CALL XCHG WKSP 4 + 
:STOREI D POP H POP $ -M CALL XCHG WKSP 5 + :STOREI 
A C MOV 10 ADI C A MOV PSW POP A DCR FZ END RET 
CODE IS4 BEGIN PSW PUSH WKSP 23 + :GETI D PUSH 
/JKSP 30 + :GETI H POP $ +M CALL H PUSH 
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WKSP 30 + WKSP 30 + WKSP 20 + -MACRO 
WKSP 10 + :GETI WKSP 20 + :STOREI D POP 
WKSP 10 + -.STORE I 
C DCR C DCR PSW POP A DCR FZ END RET 
CODE S4 5 A MVI 8 B LXI $ I S 4 CALL 
5 A MVI 43 B LXI $ I S 4 CALL 
5 A MVI 83 B LXI $ I S 4 JMP 
CODE S3 38 B LXI BEGIN WKSP :GETI D PUSH WKSP 40 + :GETI 
H POP $ +M CALL H PUSH WKSP 80 + :GETI H POP H PUSH D PUSH 
$ -M CALL XCHG WKSP 30 + :STOREI D POP H POP $ + M CALL XCHG 
WKSP 40 + :STOREI C DCR C DCR FM END RET 
: TRAN .X ! I F 12 ELSE 0 THEN INDEX + .INDEX 2 
RFSWAP T3 T4 U5 S4 S3 RFISWAP • 
CODE XHMULT 113 B LXI BEGIN .H LHLD B DAD E M MOV H INX D M MOV 
D PUSH .X LHLD B DAD E M MOV H INX D M MOV XTHL B PUSH $ *MG 
CALL B POP XCHG H POP M D MOV H DCX A E MOV C DCR C DCR FM END 
RET 
: CONVOLUTION .X ! .H ! INDEX .INDEX ! RFSWAP T3 T4 U5 S4 S3 
RFISWAP XHMULT RFSWAP T3 T4 U5 S4 S3 RFISWAP ; 
APPENDIX D 
c 
C COMPLEX INTEGER LIBRARY 
C 
C COMPLEX INTEGER STORED AS TWO 1*4 IN ADJACENT FULL WORDS 
C APPEARS TO FORTRAN AS REAL*8. 
C 
REAL FUNCTION CM*8(R1,R2) 
C COMPLEX INTEGER MODULAR MULTIPLY 
C 
REAL*3 Rl,R2,R3,R4,R5 
INTEGER I R 3 ( 2 ) , I R 4 ( 2 ) , I R S ( 2 ) 
EQUIVALENCE ( R 3 , I R 3 ( 1 ) ) , ( R 4 , I R 4 ( 1 ) ) , ( R 5 , I R 5 ( 1 ) ) 
R3=R1 
R4=R2 
I R 5 ( 1 ) = M O D O ( I R 3 ( 1 ) * I R 4 ( 1 ) - I R 3 ( 2 ) * I R 4 ( 2 ) ) 
IR5(2)=MODO(IR3(1)* I R 4 ( 2 ) + I R 3 ( 2 ) * I R 4 ( 1 ) ) 
CM=R5 
RETURN 
END 
C************************************************************ 
REAL FUNCTION CA*3(R1,R2) 
C 
C COMPLEX INTEGER MODULAR ADD 
C 
REAL*3 R1,R2,R3,R4,R5 
INTEGER I R 3 ( 2 ) , I R 4 ( 2 ) , I R 5 ( 2 ) 
EQUIVALENCE (R3 , I R 3 ( 1 ) ) ,(R4,IR4 ( 1 ) ) , ( R 5 , I R 5 ( 1 ) ) 
R3 = R1 
R4 = R2 
I R 5 ( l ) = M O D O ( I R 3 ( l ) + I R 4 ( l ) ) 
I R 5 ( 2 ) = M O D O ( I R 3 ( 2 ) + I R 4 ( 2 ) ) 
CA=R5 
RETURN 
END 
Q********************************************** ************** 
REAL FUNCTION CS*3(R1,R2) 
C 
C COMPLEX INTEGER MODULAR SUBTRACT 
C 
REAL*3 R1,R2,R3,R4,R5 
INTEGER I R 3 ( 2 ) , I R 4 ( 2 ) , I R 5 ( 2 ) 
EQUIVALENCE ( R 3 , I R 3 ( 1 ) ) , ( R 4 , I R 4 ( 1 ) ) , ( R 5 , I R 5 ( 1 ) ) 
R3 = R1 
R4 = R2 
I R 5 ( l ) = M O D O ( I R 3 ( l ) - I R 4 ( l ) ) 
I R 5 ( 2 ) = M O D O ( I R 3 ( 2 ) - I R 4 ( 2 ) ) 
CS = R5 
RETURN 
END 
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r******************************************** **************** 
REAL FUNCTION C S E T * 3 ( I , J ) 
C 
C COMPLEX INTEGER C=CMPLX(I,J) 
C 
REAL*3 A 
INTEGER A I ( 2 ) 
EQUIVALENCE(A,AI(1)) 
A I ( 1 ) = I 
A I ( 2 ) = J 
CSET=A 
RETURN 
END 
C************************************************************ 
r 
C CEXPM=ALPHA**X 
C 
REAL FUNCTION C EXPM*3(ALPHA,X) 
I M P L I C I T REAL*3 (A-H,0-2) 
Y = X 
CEXPM=CSET(1,0) 
PROD=ALPHA 
10 0 Y=Y-DMOD(Y,1.GD0) 
IF(DMOD(Y,2.OD0) .N E.0.QDO)C EXPM=CM(CEXPM,PROD) 
Y=Y/2.OD0 
IF(Y.LT.l.ODO)RETURN 
PROD=CM(PROD,PROD) 
GOTO 10 0 
END 
C************************************************************ 
c 
C CINV RETURNS A TO THE POWER M**2-2 
C 
REAL FUNCTION CINV*3(A) 
I M P L I C I T R£AL*3 (A-D) 
COMMON/MD/MD,MD2 
AM=MD 
AM=AM**2 -2.0DO 
CINV=CEXPM(A,AM) 
IF(CM(CINV/A).ME.CSET(1,0))PAUSE 'CINV ERROR* 
RETURN 
END 
Q************************************************************ 
C CPRIM RETURNS A 'PRIMITIVE' ROOT OF ORDER M**2-l 
r 
REAL FUNCTION CPRIM*3(WASTE) 
IM P L I C I T RSAL*3 (A-D) ,INTEGER (E-Z) 
INTEGER A I ( 2 ) , F A C ( 2 , 2 5 5 ) 
EQUIVALENCE ( A , A I ( 1 ) ) 
COMMON/MD/MD,MD2 
AM = MD 
AM=AM* AM -1.OD0 
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CALL 6IGFAC(AM,£ AC,F) 
DO 50 1=1,F 
AB=AM/FAC(1,1) 
5 0 FAC(1,I)=AB 
CONE=CSET(l, 0) 
A=CSET(1,0) 
100 A I ( 2 ) = M O D O ( A I ( 2 ) + l ) 
I F ( AI ( 2) • EQ. G) PAUSE 'CPRIM .NO ROOT ' 
TEST=1 
20 0 CTEST=CEXPM(A,DFLOAT(FAC(1,TEST))) 
IF(CTEST.EQ.CONE)GOTO 100 
TEST=TEST+1 
I F ( T E S T . L E . F ) G O T O 200 
CPRIM=A 
RETURN 
END 
C* *********************************************************** 
C 
C COMPLEX COS AND SIN FUNCTION 
<~ 
REAL FUNCTION CMCOS*3(U,P) 
I M P L I C I T REAL*3 (A—D),INTEGER (E-Z) 
COMMON/MCOSSN/LASTU,VAL 
COMMON/JJ/J 
REAL* 3 VAL(4 , 2) , POWER (4 ) , U , LAST'J , INV2 , INV2J , J 
ROW=l 
GOTO 100 
ENTRY CMSIN(U,P) 
ROW=2 
100 IF(U.EQ.LASTU)GOTO 300 
POWER(1)=U 
DO 150 1=2,4 
150 POWER(I)=CM(POWER(I-l),U) 
INV2=CINV(CSET(2,0)) 
I N V 2 J = C I N V ( C M ( C S E T ( 2 , 0 ) , J ) ) 
DO 200 1=1,4 
V A L ( I , l ) = C M ( I N V 2 , C A ( P O W E R ( I ) , C I N V ( P O W E R ( I ) ) ) ) 
V A L ( I , 2 ) = C M ( I N V 2 J , C S ( P O W E R ( I ) , C I N V ( P O W E R ( I ) ) ) ) 
200 CONTINUE 
LASTU=U 
300 CMCOS=9 
IF(P.LE.4)CMCOS=VAL(P,ROW) 
CMSIN=CMCOS 
RETURN 
END 
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C************************************ ************************ 
C SUBROUTINE LIBRARY FOR WI NOG RAD COMPLEX ALGORITHMS 
C FOR LENGTHS 5 0,240, MOD 55519 
C 
c************************************************************ 
C 
C LENGTH 50 ALGORITHM 
C 
SUBROUTINE C50(Y,FV/D) 
I M P L I C I T REAL*8 (A-D),INTEGER(E-Z) 
REAL*3 Y(50) ,X(50) ,S(13) ,TS(5) ,COEFS(72) ,T,T2 
INTEGER RF(50),RFI(50),ARROW(12,2),ICO£F(144) 
E Q U I V A L E N C E ( C O E F S ( 1 ) , I C O E F ( l ) ) 
DATA RF/ 0, 36, 12, 48, 24 , 45, 
1 21 , 57, 33, 9, 30 , 5 , 42, 13, 
1 54, 15, 51 , 27, 3, 39 , 40 , 15, 
1 52, 23 , 4, 25, 1, 37 , 13, 49, 
1 10, 45 , 22 , 53 , 34, 55, 31, 7, 
1 43, 19, 20 , 56, 32 , 8 , 44, 5, 
1 41, 17, 53, 29, 50, 26, 2, 33 , 
1 14, 35, 11, 47, 23, 59/ DATA RF1/ 0 12, 24, 36 43 , 15 
1 27, 39, 51, 3, 39, 42, 54 , 5 , 
1 13, 45, 57, 9, 21, 33, 20 , 32 , 
1 44 , 55, 3, 35, 47 , 59 , 11, 23 , 
1 50 , 2, 14 , 26, 38 , 5, 17, 29, 
1 41, 53, 40, r 4, 15, 23, 55 , 
1 7, 19, 31, 43, 10, 22, 34, 45, 
1 53 , 25, 37, 49, 1, 13/ 
DATA ARROW/ 0, 0, 3, 6, 12, 12, 
1 12, 13, 24 , 24 , 24, 30, 36, 36 , 
1 36, 42, 48, 43 , 48, 54, 63 , 50 , 
1 50, 65/ 
DATA ICOEF / 1 0 ,49133 , 0 ,54205 , 0 , 0 , 157700 , 0 ,54097 0, 4216 , 0 , 1 , 0,49133, 
1 0,54 20 6, 7819 0, 11422 , 0 , 61303 , 0 , 3275S , 
1 0,57331, 0 , 34729 , 0 , 0 ,44483 , 0 , 17133 , 
1 0,59195, 0 ,32753 , 0 , 57331, 0, 34729 , 21031 , 
1 0,43 3 3 0 , 6324, 0 , 0 ,37 505 , 0,51271, 
1 0,24543,57561 0 , 53 63 7 , 0, 903 4, 0 , 27 913, 
1 0,14243, 0 ,40371 , 0 , 0 ,57 551 , 0 , 53 5 37, 
1 0, 903 4, 10 92 0 , 54154 , 9 , 7 5 2 2 , 0 , n •' , 120373 , 0,24 214 r\ t 47977 , 0,544 27, 0 , 13 55, 1 0,57397,20878, o, 24 214 , 0 ,47977 , 0 ,53 31 , 
1 0,34 3 0 7, 0 , 540 3 5 , t 0,34202, 0 , 29 1 93 , 
1 0,26313, 0 , 16 33 , 0 , 30 712 , 0 , 114 33,34202, 
1 0,2919 3 , r\ , 25313 , s, 0,14551, n "J r\ •J f _ i u 313 , 
1 0,1259 3,233 91 0 , 36 22 , 0 , 25359 , 0,14 51, 
1 0,30 31 3, 0 93, 0,41523, 0,56 397 , 
1 0,39 150/ 
POIWT=l 
DO 50 1=1,50 
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50 X ( I ) = Y ( R F ( I ) + 1 ) 
DO 100 1=1,20 
T=CA(X(20 + I ) ,X(40+I) ) 
X ( I ) =CA ( X ( I ) ,T) 
X(40 + I ) = C S ( X ( 2 0 + I ) , X ( 4 0 + I ) ) 
X(23+1)=T 
103 CONTINUE 
DO 200 TIMES=1,3 
INDEX=23*(TIMES-1) 
DO 200 1=1,5 
T=CA(X(INDEX+I),X(INDEX+10+I)) 
T2=CA(X(INDEX+5+I),X(INDEX+15+I)) 
X(INDEX+15+I)=CS(X(INDEX+5+I) , X(INDEX+15 + 1)) 
X(INDEX+10 + I ) = C S ( X ( I N D E X + I ) ,X(INDEX+10 + 1) ) 
X(INDEX+5+I)=CS(T,T2) 
X(INDEX+I)=CA(T,T2) 
GOT TO REPEAT T4 , 3 TIMES 
203 CONTINUE 
DO 300 TIMES=1,12 
INDEX=5*(TIMES-1) 
T S ( l ) = C A ( X ( I N D E X + 2 ) , X ( I N D E X + 5 ) ) 
TS(2)=CA(X(INDEX+3),X(INDEX+4)) 
S(6)=CS(X(INDEX+2),X(INDEX+5)) 
S(5)=CS(X(INDEX+4),X(INDEX+3)) 
S ( 4 ) = C A ( S ( 5 ) , S ( 5 ) ) 
S ( 3 ) = C S ( T S ( 1 ) , T S ( 2 ) ) 
S ( 2 ) = C A ( T S ( 1 ) , T S ( 2 ) ) 
3 ( 1 ) = C A ( X ( I N D E X + 1 ) , S ( 2 ) ) 
DO 250 1=1,6 
250 S(I)=CM(S(I),COEFS(ARROW(POINT,FWD)+1)) 
POINT=POINT+l 
T S ( 1 ) = C A ( S ( 1 ) ,S(2) ) 
T S ( 2 ) = C A ( T S ( 1 ) , S ( 3 ) ) 
T S ( 3 ) = C S ( S ( 4 ) , S ( 5 ) ) 
T S ( 4 ) = C S ( T S ( 1 ) , S ( 3 ) ) 
T S ( 5 ) = C A ( S ( 4 ) , S ( 5 ) ) 
X ( I N D E X + 5 ) = C S ( T S ( 2 ) , T S ( 3 ) ) 
X(INDEX+4)=CS(TS(4) , T S ( 5 ) ) 
X ( I N D E X + 3 ) = C A ( T S ( 4 ) , T S ( 5 ) ) 
X(INDEX+2)=CA(TS(2) ,TS(3) ) 
X(INDEX+1)=S(1) 
300 CONTINUE 
DO 400 TIMES=1,3 
INDEX=23*(TIMES-1) 
DO 400 1=1,5 
T=CA(X(INDEX+10+I),X(INDEX+15+1)) 
X(INDEX+15+I)=C3(X(INDEX+10+I),X(INDEX+15+1)) 
X(INDEX+13+I)=X(INDEX+5+I) 
X(INDEX+5+I)=T 
400 CONTINUE 
DO 500 1=1,20 
T = C A ( X ( I ) ,X(23 + I ) ) 
T2 = CA(T,X(43 + I ) ) 
X ( 4 0 + 1 ) = C S ( T , X ( 4 3 + I ) ) 
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X ( 2 9 + I ) = T 2 
500 CONTINUE 
DO 600 1=1,50 
500 Y ( R F I ( I ) + 1 ) = X ( I ) 
RETURN 
END 
C************************************^ 
c 
C LENGTH 240 ALGORITHM 
C 
SUBROUTINE C249(Y,FWD) 
I M P L I C I T REAL*3 ( A - D ) , I N T E G E R ( E - Z ) 
REAL*3 Y ( 2 4 0 ) ,X(250) , T ( 2 5 ) , S ( 5 ) , T S ( 5 ) , TEMP, TEMP 2 
INTEGER COUNT,DISP 
240 = 3,15, 5, 
COMMON/CARRAY/X,COUNT 
INTEGER RF ( 2 4 0 ) , R F I ( 2 4 0) 
DATA RF / 0 , 95 , 192 , 4 3 , 14 4 , 225 , 31 
1 177 , 33 , 129 , 213 , 66 , 152, 18 , 114 , 195 
1 51 , 147 , ~> J , 99 , 130 , 36, 132, 223 , 34 1 155, 21 , 117 , 213 , 59 , 150 , 5 , 10 2 , 193 
1 54 , 135 , 231 , 87 , 183 , 39, 123 , 215 , 72 
1 163 , 24 , 105 , 201 , 57 , 153 , 9, 90 , 136 
1 42, 138 , 234 , 75, 171 , 27, 123 , 219 , 50 
1 156 , 12 , 103 , 204 , 45 , 141 , 237 , 93 , 139 
1 30 , 126 , 222 , 73 , 174 , 15 , 111 , 29 7 , 53 
1 159 , 150 , 16 , 112 , 203 , 64 , 145 , 1 , 97 
1 193, 49 , 130 , 226 , 82 , 173 , 34 , 115 , 211 
1 67 , 153 , 19, 100 , 196 , 52, 143 , 4 , 35 
1 131, 37 , 133 , 229 , 70 , 156 , 22 , 118 , 214 
1 55 , 151, 7, 103 , 199 , 40 , 135 , 232 , 33 
1 134 , 25 , 121 , 217 , 73 , 169 , 19 , 105 , 20 2 
1 58 , 154 , 235, 91, 137 , 43 , 139, 220 , 75 
1 172, 28 , 124 , 235 , 61 , 157 , 13, 109 , 190 
1 46, 142, 233 , 94 , 175, 31 , 127 , 223 , 79 
1 30 , 175 , 32, 123 , 224 , 65, 151, 17, 113 
1 209 , 50 , 145 , 2, 98 , 194 , 35 , 131 , 227 
1 83, 179 , 20 , 115 , 212 , 68 , 16 4 , 5, 101 
1 197, 53 , 149 , 230 , 86 , 182 , 33 , 134 , 215 
1 71 , 157 , 23 , 119, 200 , 56 , 152, 8 , 10 4 
1 135, 41 , 137 , 233 , 89 , 170 , 26 , 122 , 213 
1 74 , 155 , 11, 197 , 203 , 59 , 140 , 235 , 92 
1 133 , 44 , 125 , 221 , 77 , 173 , 29 , 110 , 29 6 
1 62, 158 , 14 , 95 , 191 , 47 , 143 , 239/ 
DATA R F I / 0 , 48 , 96 , 144 , 192 , 15 , 53 
1 111 , 159 , 20 7 , 30 , 78 , 126 , 174 , 222 , 45 
1 93, 141 , 139 , 237 , 59 , 103 , 155 , 29 4 , 12 
1 75, 123 , 171 , 219, 27 , 99 , 133 , 135 , 234 
1 42, 10 5 , 153 , 201 , 9 , 57 , 120 , 153 , 215 
1 24 , 72 , 135 , 133 , 231 , 39, 87 , 153 , 193 
1 5, 54 , 13? 155 , 213 , 21 , 59 , 117 , 139 
1 223 , 35 , Q i 132 , 195 , 3 , 51 , O O 14 7 
I 210, 13 , 5 5 , 114 , 162 , 225 , 33 , 31 , 12 9 
1 177 , 30 , 123 , 176 , 224 , 32 , 95 , 143 , 191 
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1 2 3 9 , 4 7 , 1 1 0 , 1 5 3 , 2 3 6 , 14 , 6 2 , 1 2 5 , 1 7 3 , 
1 2 2 1 , 2 9 , 7 7 , 1 4 0 , 1 2 3 , 2 3 6 , 4 4 , 9 2 , 1 5 5 , 
1 2 0 3 , 1 1 / 59 , 1 0 7 , 1 7 0 , 2 1 3 , 2 5 , 74 , 1 2 2 , 
1 1 8 5 , 2 3 3 , 4 1 , 3 9 , 1 3 7 , 2 0 0 , s , 55 , 1 0 4 , 
1 1 5 2 , 2 1 5 , 23 , 7 1 , 1 1 9 , 1 5 7 , 2 3 0 , 38 , 8 5 , 
1 1 3 4 , 1 3 2 , 5 , 5 3 , 1 0 1 , 1 4 9 , 1 9 7 , 20 , 6 8 , 
1 1 1 5 , 1 5 4 , 2 1 2 , 3 5 , 8 3 , 1 3 1 , 1 7 9 , 2 2 7 , 5 0 , 
1 9 8 , 1 4 5 , 1 9 4 , 2 , 6 5 , 1 1 3 , 1 6 1 , 2 0 9 , 1 7 , 
1 1 6 0 , 2 0 3 , 1 5 , 5 4 , 1 1 2 , 1 7 5 , 2 2 3 , 3 1 , 7 9 , 
1 1 2 7 , 1 9 3 , 2 3 8 , 4 5 , 94 , 1 4 2 , 2 0 5 , 1 3 , 6 1 , 
1 1 0 9 , 1 5 7 , 2 2 0 , 28 , 7 5 , 1 2 4 , 1 7 2 , 2 3 5 , 4 3 , 
1 9 1 , 1 3 9 , 1 3 7 , 1 0 , 5 3 , 10 5 , 1 5 4 , 2 0 2 , 2 5 , 
1 7 3 , 1 2 1 , 1 5 9 , 2 1 7 , 4 0 , 38 , 1 3 6 , 1 8 4 , 2 3 2 , 
1 5 5 , 1 0 3 , 1 5 1 , 1 9 9 , 7 , 70 , 1 1 3 , 15 5 , 2 1 4 , 
1 2 2 , 3 5 , 1 3 3 , 1 3 1 , 2 2 9 , 3 7 , 10 0 , 14 3 , 1 9 6 , 
1 4, 5 2 , 1 1 5 , 1 5 3 , 2 1 1 , 1 9 , 67 , 1 3 0 , 1 7 3 , 
1 2 2 5 , 3 4 , 3 2 , 14 5 , 1 9 3 , 1, 49 , 9 7 / 
DO 50 1 = 1 , 2 5 0 
50 X ( I ) = 0 
I N D = 1 
C O U N T = l 
I F ( F W D . N E . 1 ) C O U N T = 5 5 
DO 1 0 0 1 = 1 , 2 4 0 
1 0 0 X ( I ) = Y ( R F ( I ) + 1 ) 
DO 2 0 0 I N D E X = 1 , 8 0 
T E M P = C A ( X ( 3 0 + I M D E X ) , X ( 1 5 0 + I N D E X ) ) 
X ( 1 6 0 + I N D E X ) = C S ( X ( 3 0 + I N D E X ) , X ( 1 6 0 + I N D E X ) ) 
X ( 3 0 + I M D E X ) = TE.«1P 
X ( I N D E X ) = C A ( X ( I N D E X ) ,TE:1P) 
2 0 0 C O N T I N U E 
DO 3 0 0 R O U N D = l , 3 
D I S P = 3 0 * ( R O U M D - 1 ) 
DO 4 0 0 T 3 C M T = 1 , 5 
S L I D E = D I S P + T 3 C N T 
T ( l ) = C A ( X ( S L I D E ) , X ( S L I D E + 4 0 ) ) 
T ( 2 ) = C A ( X ( S L I D £ + 2 0 ) , X ( S L I D E + 6 0 ) ) 
T ( 3 ) = C A ( X ( S L I D E + 1 0 ) , X ( S L I D E + 5 0 ) ) 
T ( 4 ) = C S ( X ( S L I D E + 1 C ) , X ( S L I D E + 5 0 ) ) 
T ( 5 ) = C A ( X ( S L I D E + 3 0 ) , X ( S L I D E + 7 0 ) ) 
T ( 5 ) = C S ( X ( S L I D E + 3 0 ) , X ( S L I D E + 7 0 ) ) 
T ( 7 ) = C A ( X ( S L I D E + 5 ) , X ( S L I D E + 4 5 ) ) 
T ( 3 ) = C S ( X ( S L I D E + 5 ) , X ( S L I D E + 4 5 ) ) 
T ( 9 ) = C A ( X ( S L I D E + 1 5 ) , X ( S L I D E + 5 5 ) ) 
T ( 1 0 ) = C S ( X ( S L I D E + 1 5 ) , X ( S L I D E + 5 5 ) ) 
T ( l l ) = C A ( X ( S L I D E + 2 5 ) , X ( S L I D E + 5 5 ) ) 
T ( 1 2 ) = C S ( X ( S L I D E + 2 5 ) , X ( S L I D E + 5 5 ) ) 
T ( 1 3 ) = C A ( X ( S L I D E + 3 5 ) , X ( S L I D E + 7 5 ) ) 
T ( 1 4 ) = C S ( X ( S L I D E + 3 5 ) , X ( S L I D E + 7 5 ) ) 
T ( 1 5 ) = C A ( T ( 1 ) , T ( 2 ) ) 
T ( 1 6 ) = C A ( T ( 3 ) , T ( 5 ) ) 
T ( 1 7 ) = C A ( T ( 1 5 ) , T ( 1 5 ) ) 
T ( 1 3 ) = C A ( T ( 7 ) , T ( 1 1 ) ) 
T ( 1 3 ) = C S ( T ( 7 ) , T ( U ) ) 
T ( 2 0 ) = C A ( T ( 9 ) , T ( 1 3 ) ) 
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T ( 2 1 ) = C S ( T ( 9 ) , T ( 1 3 ) ) 
T ( 2 2 ) = C A ( T ( 1 3 ) , T ( 2 0 ) ) 
T ( 2 3 ) = C A ( T ( 3 ) , T ( 1 4 ) ) 
T ( 2 4 ) = C S ( T ( 3 ) , T ( 1 4 ) ) 
T ( 2 5 ) = C A ( T ( 1 0 ) , T ( 1 2 ) ) 
T ( 2 6 ) = C S ( T ( 1 2 ) , T ( 1 0 ) ) 
X ( S L I D E + S O ) = C S ( X ( S L I D E + 2 0 ) , X ( S L I D E + 5 0 ) ) 
X ( S L I D E + 2 0 ) = C S ( X ( S L I D E ) , X ( S L I D E + 4 0 ) ) 
X ( S L I D E ) = C A ( T ( 1 7 ) , T ( 2 2 ) ) 
X ( S L I D E + 5 ) = C S ( T ( 1 7 ) , T ( 2 2 ) ) 
X ( S L I D E + 1 0 ) = C S ( T ( 1 5 ) , T ( 1 5 ) ) 
X ( S L I D £ + 1 5 ) = C S ( T ( 1 ) , T ( 2 ) ) 
X ( S L I D E + 2 5 ) = C S ( T ( 1 S ) , T ( 2 1 ) ) 
X ( S L I D E + 3 0 ) = C S ( T ( 4 ) , T ( G ) ) 
X ( S L I D E + 3 5 ) = C A ( T ( 2 4 ) , T { 2 ' 5 ) ) 
X ( S L I D E + 4 0 ) = C M O D ( T ( 2 4 ) ) 
X ( S L I D E + 4 5 ) = C M Q D ( T ( 2 6 ) ) 
X ( S L I D E + 5 0 ) = C S ( T ( 1 3 ) , T ( 2 0 ) ) 
X ( S L I D E + 5 5 ) = C S ( T ( 3 ) , T ( 5 ) ) 
X ( S L I D E + 5 5 ) = C A ( T ( 1 9 ) , T ( 2 1 ) ) 
X ( S L I D E + 7 D ) = C A ( T ( 4 ) ,'f ( 5 ) ) 
X ( S L I D E + 7 5 ) = C A ( T ( 2 3 ) , T ( 2 5 ) ) 
X ( T 3 C W T + 2 4 0 ) = C M O D ( T ( 2 3 ) ) 
X ( T 3 C N T + 2 4 5 ) = C M O D ( T ( 2 5 ) ) 
4 3 0 C O N T I N U E 
DO 5 0 0 T I f 1 E S = l , l S 
5 0 0 C A L L C 2 4 0 U 5 ( D I S P + 5 * ( T I M E S - 1 ) ) 
C A L L C 2 4 0 U 5 ( 2 4 0 ) 
C A L L C 2 4 0 U 5 ( 2 4 5 ) 
DO 5 0 0 T 3 C M T = 1 , 5 
S L I D E = D I S P + T 3 C N T 
T ( 1 ) = C A ( X ( S L I D E + 1 5 
T ( 2 ) = C S ( X ( S L I D E + 1 5 
T ( 3 ) = C A ( X ( S L I D E + 5 5 
T ( 4 ) = C S ( X ( S L I D E + 5 5 
T ( 5 ) = C A ( X ( S L I D E + 2 3 
T ( 5 ) = C S ( X ( S L I D E + 2 0 
T ( 7 ) = C S ( X ( S L I D E + 4 0 
T ( 8 ) = C S ( X ( S L I D E + 4 5 
T ( 9 ) = C A ( T ( 5 ) , T ( 7 ) ) 
T ( 1 0 ) = C S ( T ( 5 ) , T ( 7 ) 
I S ) , T ( 3 ) T ( l l ) = C A ( T 
T ( 1 2 ) = C S ( T 
T ( 1 3 ) = C A ( X 
T ( 1 4 ) = C S ( X 
T ( 1 5 ) = C A ( X 
T ( 1 5 ) = C 5 ( X 
T ( 1 7 ) = C A ( T 
T ( 1 3 ) = C S ( T 
T ( 1 9 ) = C A ( T 
T ( 2 3 ) = C S ( T 
X ( S L I D E ) = X 
X ( S L I D E + 6 G 
X ( S L I D E + 4 0 
, X ( S L I D E + 2 5 ) 
, X ( S L I D E + 2 5 ) 
, X ( S L I D E + 6 5 ) 
, X ( S L I D E + 5 5 ) 
, X ( S L I D E + 3 0 ) 
, X ( S L I D E + 3 0 ) 
, X ( S L I D E + 3 5 ) 
, X ( S L I D E + 3 5 ) 
, X ( S L I D E + 7 0 ) ) 
, X ( S L I D E + 7 0 ) ) 
, X ( T 3 C N T + 2 4 0 ) ) 
, X ( T 3 C M T + 2 4 5 ) ) 
:-5) , 7 ( 3 ) 
! S L I D E + o 0 ) 
; S L I D E + 5 0 ) 
[ S L I D E + 7 5 ) 
[ S L I D E + 7 5 ) 
: i 3 ) , T ( 1 5 ) ) 
: i 3 ) , T ( 1 5 ) ) 
[ 1 4 ) , T ( 1 . 3 ) ) 
[ 1 4 ) , T ( 1 6 ) ) 
[ S L I D E ) 
= C S ( X ( S L 1 D E + 1 ^ ) , X ( S L I D E + 5 0 ) 
= C M O D ( X ( S L I D E + 5) ) 
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X ( S L I D E + 2 0 ) = C A ( X ( S L I D E + 1 C ) , X ( S L I D E + 5 0 ) ) 
X ( S L I D E + 5 ) = C A ( T ( 9 ) , T ( 1 7 ) ) 
X ( S L I D E + 1 0 ) = C A ( T ( 1 ) , T ( 3 ) ) 
X ( S L I D E + 1 5 ) = C S ( T ( 1 2 ) , T ( 2 0 ) ) 
X ( S L I D E + 2 5 ) = C A ( T ( 1 1 ) , T ( 1 9 ) ) 
X ( S L I D E + 3 0 ) = C A ( T ( 2 ) , T ( 4 ) ) 
X ( S L I D E + 3 5 ) = C S ( T ( 1 0 ) , T ( 1 8 ) ) 
X ( S L I D E + 4 5 ) = C A ( T ( 1 0 ) , T ( 1 8 ) ) 
X ( S L I D E + 5 0 ) = C S ( T ( 2 ) , T ( 4 ) ) 
X ( S L I D E + 5 5 ) = C S ( T ( 1 1 ) , T ( 1 9 ) ) 
X ( S L I D £ + 5 5 ) = C A ( T ( 1 2 ) , T ( 2 0 ) ) 
X ( S L I D E + 7 0 ) = C S ( T ( 1 ) , T ( 3 ) ) 
X ( S L I D E + 7 5 ) = C S ( T ( 9 ) , T ( 1 7 ) ) 
6 0 0 C O N T I N U E 
3 0 0 C O N T I N U E 
DO 9 0 0 I N D E X = 1 , 3 3 
T E M P = C A ( X ( I N D E X ) , X ( 3 0 + I N D E X ) ) 
T E M P 2 = C S ( T E M P , X ( 1 5 0 + I N D E X ) ) 
X ( 3 0 + I N D E X ) = CA(TE«'4P, X ( 1 6 0 + I N D £ X ) ) 
X ( 1 5 3 + I N D E X ) =CMOD ( T E M P 2 ) 
9 0 0 C O N T I N U E 
DO 9 5 0 1 = 1 , 2 4 0 
9 5 0 Y ( R F I ( I ) + 1 ) = X ( I ) 
R E T U R N 
END 
S U B R O U T I N E C 2 4 0 U 5 ( I N D E X ) 
I M P L I C I T R E A L * 3 ( A - D ) , I N T E G E R ( E - Z ) 
R E A L * 3 X ( 2 5 0 ) , S ( 5 ) , T S ( 5 ) 
I N T E G E R COUNT 
C OMM ON/ C A R R A Y/ X , C 0 U N T 
I N T E G E R P O I N T ( 1 0 8 ) 
DATA P O I N T / 0, 0 0, 0, 0, 5 , 6, 
1 1 2 , 1 3 , 24 , 30 30 , 3 0 , 35 , 3 5 , 4 2 , 
1 4 3 , 54 , 60 , 50 50 , 6 0 , 6 0 , 6 6 , 6 6 , 
1 7 2 , 7 3 , 3 4 , 90 90 , 90 , 9 6 , 9 6 , 13 2 , 
1 1 0 3 , 1 1 4 , 1 2 0 , 1 2 0 , 1 2 0 , 1 2 0 , 1 2 3 , 1 2 6 , 1 2 5 , 
1 1 3 2 , 1 3 8 , 1 4 4 , 1 5 0 , 1 5 0 , 1 5 3 , 1 5 5 , 15 6, 1 6 2 , 
1 1 5 3 , 1 7 4 , 1 8 0 , 1 3 0 , 1 3 0 , 1 8 0 , 1 8 3 , 1 3 6 , 1 8 5 , 
1 1 9 2 , 1 9 8 , 2 0 4 , 2 1 0 , 2 1 0 , 2 1 3 , 2 1 5 , 2 1 5 , 2 2 2 , 
1 2 2 8 , 2 3 4 , 2 4 0 , 2 4 0 , 24 3 , 2 4 0 , 2 4 0 , 2 4 6 , 24 6 , 
1 2 5 2 , 2 5 8 , 25 4 , 27 0 / 2 7 0 , 2 7 0 , 27 6 , 2 7 6 , 2 8 2 , 
1 2 8 3 , 2 9 4 , 3 0 3 f 3 0 0 , 3 3 0 , 30 3 , 3 0 3 , 3 0 6 , 33 5 , 
1 3 1 2 , 3 1 3 , 3 2 4 , 3 3 0 , 3 3 0 , 3 3 0 , 3 3 6 , 3 3 5 , 3 4 2 , 
1 3 4 3 , 3 5 4 / 
I N T E G E R C C O E F ( 7 2 0 ) 
DATA C C O E F / 1, 0 , 4 9 1 33 , 0 , 54 2 0 5 , 0 , 0 , 
1 5 7 7 0 0 , 3 ,54 3 9 7 , n , 4 2 1 6 , 4 3 5 3 , 3 , 5 9 4 4 4 , 3 , 
1 3 9 6 3 2 , 0 , n 6 3 0 n 
r ^' t 
4 9 1 9 2 , 0 , 4 7 3 3 2 , 5 2 1 3 3 , 
1 0 , 1 5 6 7 3 , 3 , 1 6 5 9 5 n 
/ •- i 
3 , 3 3 4 5 5 , 3 , 57 5 35 , 
1 0 , 5 6 2 4 5 , 9 5 3 9 , 0 , 3 7 2 5 3 , 0 , 2 3 3 1 2 i 3 , •J t 
1 1 3 1 9 4 , 3 , 13 7 3 4 , 3 , 5 7 3 3 5 , 2 9 3 3 3 , 3 , 5 1 50 5 , 3 , 
1 4 3 7 3 , 3 / M ••> 1 5 3 7 1 6 3 , 3 1 3 4 9 , 3 , 5 4 5 5 5 , r 
1 1 , 0 ,4,9133 , 0 ,64 20 6, 7 3 1 9 , 0 , 1 1 4 2 2 , n, IJ f 
1 6 1 3 0 3 , 3 , 3 , 48 5 0 0 , 5 9 4 4 4 , 0 , 3 9 6 3 2 , 5 4 3 39 , 
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1 o, 1 5 3 2 7 , 0 , 1 7 5 3 7 , 3 0 , 2 2 8 4 5 3 2 3 5 3 3 , 
1 0 , 1 2 2 1 7 , 2 9 2 5 1 0 , 3 3 9 3 2 3 , 5 3 9 2 9 0 0 , 
1 2 9 3 3 3 , 0 , 5 1 5 0 5 , 3 , 4 3 7 3 , 1 1 3 0 3 0 3 4 4 7 0 0 , 
1 1 0 8 5 4 , 0 , 0 « 9 5 3 9 , 0 -3 7 2 5 3 0 2 3 3 1 2 5 2 3 2 5 , 
1 0 , 4 5 8 1 5 , 0 , 7 6 8 4 , 0 3 2 7 5 8 0 5 7 3 3 1 0 / 
1 3 4 7 2 9 0 0 4 4 4 3 3 0 r 1 7 1 3 3 0 , 5 9 1 9 5 , 5 3 2 2 9 , 
1 0 4 1 8 7 2 0 5 9 9 5 0 3 , 5 4 4 9 9 0 , 5 7 2 5 0 , 
1 0 , 5 9 2 9 0 , 2 0 0 0 4 , 3 . 4 0 5 1 4 9 r 7 3 6 7 o < n ij f 1 4 8 0 9 6 0 , 4 4 5 3 4 , 0 , 1 3 9 1 1 , 1 8 4 9 6 0 4 2 3 9 9 0 , 
1 2 2 3 3 1 , 0 - 0, 4 5 7 2 8 , 0 3 7 4 6 3 0 1 1 5 2 6 2 1 5 1 2 , 
1 0 33 5 2 9 0 5 3 9 5 2 0 0 5 0 4 5 4 0 5 1 7 3 5 , 
1 0 1 6 2 9 5 0 3 2 7 5 3 0 , 5 7 3 3 1 0 3 4 7 2 9 2 1 0 3 1 , 
1 0 , 4 3 3 3 5 , 0 , 5 3 2 4 , 0 , 9 , , 5 8 2 2 9 , 0 , 4 1 3 7 2 , 
1 s , 5 9 9 5 , 1 3 2 0 , 0 . 8 2 5 9 0 6 2 2 9 , 0 , 0 , 
1 5 4 0 1 1 , 0 , 1 8 3 5 , 3 , 1 4 4 3 4 2 3 6 3 0 , 7 1 2 1 , U f 
1 2 3 3 5 , 0 , 3 , 2 1 5 1 2 , 0 , 33 6 2 9 9 , 5 S 9 5 2 , 1 5 0 5 5 , 
1 3 1 3 3 1 4 , 9 , 4 9 2 2 3 , 3 0 1 3 4 9 5 , 0 4 2 3 9 9 , 
1 0 , 22 3 0 1 , 1 9 7 9 1 0 , 2 8 3 5 5 0 5 3 9 9 3 0 0 t 
1 3 7 5 G 5 , 0 , 5 1 2 7 1 , 0 , 24 6 4 3 , 5 7 5 5 1 3 5 3 5 8 7 , 3 , 
1 9 0 3 4 0 , 0 , 3 2 6 5 9 9 3 3 0 3 9 2 3 5 4 3 4 5 3 4 9 , 
1 0 > 14 5 1 3 , 3 5 3 9 5 3 3 0 3 4 3 2 9 0 5 2 2 3 , 
1 0 3 0 9 5 5 2 5 2 7 , 0 4 0 1 4 2 0 4 3 7 0 0 , 
1 5 3 2 7 1 n 9 0 5 0 9 1 5 3 5 9 1 3 2 3 , 0 2 9 3 50 0 / 
1 2 5 7 1 4 , 3 3 < 1 0 3 8 7 , 3 , 3 3 9 5 a u 5 5 3 4 0 , 3 7 9 1 2 , 
1 0 5 0 9 2 4 , 3 j 40 5 1 9 , 3 2 7 9 1 3 0 , 1 4 2 4 3 3 , 
14 3 3 7 1 , 3 3 5 7 5 5 1 , 3 5 3 6 3 7 0 9 0 3 4 3 2 3 5 0 , 
1 0 5 7 2 1 6 0 4 4 9 7 1 0 3 4 5 3 4 9 0 1 4 6 1 3 , 
1 3 -5 3 9 5 3 4 1 5 7 7 0 6 2 6 8 7 3 , 5 2 2 4 5 0 0 / 
1 1 4 7 1 5 , 3 5 4 7 3 7 , 9 -2 5 3 0 7 , 5 5 1 3 2 3 , 5 2 1 2 3 , 0 / 
1 1 0 1 7 9 , 0 / 0 , 3 7 9 1 2 , 3 , 53 9 24, 3 , 4 0 6 1 9 , 7 2 4 3 , 
1 0 , 5 5 4 5 9 , 3 4 9 1 5 0 0 0 1 3 2 3 n 2 9 3 5 0 , 
1 0 2 5 7 1 4 2 7 3 3 , 4 3 7 9 3 0 , 3 4 5 5 5 O 0 , 
1 3 7 9 7 9 0 3 3 3 1 3 n 2 3 3 7 4 1 5 4 3 3 a 4 5 0 1 9 3 , 
1 2 2 5 5 1 0 0 1 0 9 1 7 , 0 1 9 7 9 3 4 5 6 5 4 2 3 3 3 6 , 
1 0 , 3 0 0 9 9 , 0 , 9 6 2 4 , 0 0 3 9 4 4 5 , 0 , 5 5 4 5 1 , 
1 0- 4 2 0 8 3 , 4 0 7 1 6 0 1 4 5 2 4 9 , 3 3 9 5 9 0 / 
1 1 5 3 3 0 4 2 9 0 0 j 1 1 2 4 1 5 9 5 5 0 , 4 5 5 7 4 0 , 
1 1 5 3 5 2 3 0 1 1 7 3 3 3 4 1 3 9 3 0 , 1 7 5 1 7 0 , 
1 5 5 2 4 5 0 1 5 7 2 1 0 3 0 8 5 4 3 7 9 7 9 , 0 , 3 8 8 1 3 3 / 
1 2 8 3 7 4 , 0 , 0 , 4 9 1 1 9 , 0 23 5 0 0 0 4 2 9 5 3 , 1 0 9 1 7 , 
1 0, 1 9 7 9 , 0 , 4 5 6 5 4 , 0 , 0 , 5 3 1 3 9 , 0 , 1 5 4 7 5 , 
1 0, 5 2 2 3 , 27 5 57 , 0 , 1 4 3 5 3 , J 24 55 3, 0 , 3 , 
1 4 9 5 5 3 , 3 , 1 9 9 4 5 , 0 , 4 9 6 5 7 1 1 7 3 3 0 , 4199 3, 0 , 
1 1 7 5 1 7 , 3 , n 2 4 3 0 3 , 0 < 5 3 3 9 5 0 5 2 1 2 3, 1 5 8 3 , 
1 3 4 2 9 3 3 1 1 2 4 0 3 2 3 5 0 rt r w 5 7 3 4 1 0 , 1 4 5 2 3 1 , n •~> t n 4 1 3 1 3 0 4 0 3 5 9 n 2 2 9 5 3 4 0 9 1 9 , 
1 0 3 3 7 53 3 54 4 5 2 , 0 3 1 5 3 3 4 0 2 9 7 9 1 , 
1 3 52542 2 3 3 1 5 5 3 1 3 0 , 3 , 5 1 0 3 3 0 0 , 
133111 , 0 , 1 5 1 0 2 / 3 , 2 3 9 9 , 4 4 4 5 n , 4 3 5 3 3 n 
1 5 0 4 2 5 / 3 n , 30 33 5 3 , 599 3 4 , 3 , 6 3 3 3 3 , 4 1 5 3 5 , 
1 9 , 5 2 6 7 7 f] , 4 1 7 4 1 r 0 n. / '•} , 473 37 3 , 3 5 5 3 9 , 
1 9 ^ & c; Jl '7) , 33139 , 3 , 7 5 7 3 , 1 9 2 3 G , 4 1 3 1 0 , 
1 9 , 4 0 3 5 9 , 22958 , 0 , 0 , 24 503 , 3 4 7 5 9 , 
1 0 , 1 0 5 7 , 15 33 4 0 , 2 9 7 9 1 , o , 5 2 5 4 2 1 -J 0 , 
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1 1 3 5 7 9 , 0 , 9 5 4 7 , 0 , 5 6 1 7 7 , 5 6 7 9 3 , 0 , 4 3 9 8 2 , 0 
1 5 1 4 3 4 , 0 , 0 , 2 3 9 3 4 , 0, 2 3 4 2 , 3 , 2 3 7 7 8 , 4 7 3 3 7 
1 3 , 3 5 6 3 9 , 0, 6 4 3 4 , 0 , 0 , 6 1 3 7 4 , 0 , 2 1 9 3 5 
1 3 , 5 3 9 4 , 3 3 3 3 5 , 3 , 5 9 3 3 4 , 3 , 5 3 3 3 3 , 3 , 0 
1 2 0 0 4 5 , 0 , 2 4 3 3 3 , 0 , 1 9 5 5 3 , 5 5 1 1 2 , 0 , 3 4 9 1 5 , 3 
1 5 5 7 2 9 , 0 , 0 , 5 7 4 6 5 , 0 , 2 5 4 4 5 , 0 , 2 5 0 3 0 , 2 6 4 3 
1 0 , 5 3 2 3 9 , 0 , 5 2 9 1 3 , 3 , 0 , 5 2 9 1 9 , 0, 3 2 5 3 
1 0, 6 8 1 2 , 1 3 5 1 0 , 0 , 1 7 0 9 3 , 0 , 4 5 5 9 2 , 0, 0 
1 1 3 1 3 4 , 0 , 1 5 3 4 2 , 0 , 5 2 3 7 4 , 3 9 0 4 6 , 0 , 2 1 9 5 2 , 3 
1 9 3 8 9 , 0 , 0 , 4 7 1 3 5 , 0 , 5 5 5 7 7 , 0 , 2 7 0 5 9 , 5 3 4 9 3 
1 0 , 1 2 2 2 4 , 3 , 1 5 2 7 6 , 0 , 2 0 0 4 5 , 3 , 2 4 3 3 3 , C 
1 1 9 5 5 3 , 3 , 0 , 1 0 4 0 7 , 0 , 3 0 6 0 4 , 0, 9 7 9 0 , 5 7 4 5 5 
1 0 , 2 5 4 4 6 , 0 , 2 5 3 3 3 , 9, 0 , 5 2 3 7 1 , 3 , 7 3 1 0 
1 9 , 1 2 5 3 5 , 1 5 7 3 4 , 3 , 1 3 3 9 2 , 0 , 4 5 2 5 2 , 3 , 3 
1 4 4 9 3 3 , 0 , 5 0 6 5 0 , 3 , 3 5 2 0 3 , 4 7 1 3 5 , 0 , 5 5 6 7 7 , 0 
1 2 7 0 5 9 , 0, 0 , 2 0 2 6 , 3 , 5 3 2 9 5 , 0 , 4 9 2 4 3 , 1 3 1 3 4 
1 3 , 1 5 3 4 2 , 3 , 5 2 3 7 4 , 3 , 3 , 2 5 4 7 3 , 3 , 4 3 5 5 7 
1 3 , 5 5 1 3 0 / 
R E A L * 3 D C O E F ( 3 6 3 ) 
E Q U I V A L E N C E ( D C O E F ( 1 ) , C C O E F ( 1 ) ) 
T S ( 1 ) = C A ( X ( I N D E X + 2 ) , X ( I N D E X + 5 ) ) 
T S ( 2 ) = C A ( X ( I N D E X + 3 ) , X ( I N D E X + 4 ) ) 
S ( 5 ) = C S ( X ( I N D E X + 2 ) , X ( I N D E X + 5 ) ) 
S ( 5 ) = C S ( X ( I N D E X + 4 ) , X ( I N D E X + 3 ) ) 
S ( 4 ) = C A ( S ( 5 ) , S ( 5 ) ) 
S ( 3 ) = C S ( T S ( 1 ) , T S { 2 ) ) 
S ( 2 ) = C A ( T S ( 1 ) , T S ( 2 ) ) 
S ( 1 ) = C A ( X ( I N D E X + 1 ) , S ( 2 ) ) 
DO 2 5 3 1 = 1 , 5 
2 5 3 3 ( I ) = C ;4 ( S ( I ) , D C O £ F ( P O I N T ( C O U N T ) + 1 ) ) 
C O U N T = C O U N T + l 
T S ( 1 ) = C A ( S ( 1 ) , S ( 2 ) ) 
T S ( 2 ) = C A ( T S ( 1 ) , S ( 3 ) ) 
T S ( 3 ) = C S ( S ( 4 ) , S ( 5 ) ) 
T S ( 4 ) = C S ( T S ( 1 ) , S ( 3 ) ) 
T S ( 5 ) = C A ( S ( 4 ) , S ( 5 ) ) 
X ( I N D E X + 5 ) = C S ( T S ( 2 ) , T S ( 3 ) ) 
X ( I N D E X + 4 ) = C S ( T S ( 4 ) , T S ( 5 ) ) 
X ( I N D E X + 3 ) = C A ( T S ( 4 ) , T S ( 5 ) ) 
X ( I N D E X + 2 ) = C A ( T S ( 2 ) , T S ( 3 ) ) 
X ( I N D E X + 1 ) = S ( 1 ) 
R E T U R N 
END 
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ELEMENTARY THEORY OF ERROR CORRECTING CODES 
The material presented in th i s appendix introduces the basic 
nomenclature of error correct ing codes and serves to re late the 
material presented in chapter 6 to the work described in the main part 
of the thesis. 
Digi ta l communication i s generally achieved by pulse code 
modulation where each sample of the signal i s represented by a 
codeword of n symbols. For binary systems the symbols are binary bits. 
These symbols are transmitted and the role of the receiver is to 
recognise each code word in order to reconstruct the appropiate 
samples. However errors may occur in transmission as a resul t of 
noise. One way to improve the r e l i a b i l i t y of communication in the 
presence of noise i s to increase the signal to noise ra t io . An 
alternative is to add extra symbols, at the expense of an increase in 
bandwith, and then detect and possibly correct the errors. 
Let a given codeword contain k message symbols and r check 
symbols. The total number of symbols per word is given by n: 
n = k + r (AF.l) 
and such a code is referred to as an (n,k) code. The code rate 
e f f i c i ency i s defined as k/n and th i s i s an indication of the 
information rate of the code. 
For example i t can be seen that an effective error detecting code 
can be formed by adding an extra symbol at the end of each codeword. 
This extra symbol is called a parity bit. The simple parity check code 
is a (k + 1, k) code having a rate e f f i c i e n c y of k/(k+l) . It of fers a 
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simple and effective method for error detection when the probability 
of an e r r o r o c c u r r i n g i s low. When an e r r o r does occur a 
retransmission can be requested. It should be noted that an error in 
two symbols of a binary codeword is not detected. 
In certain cases i t is not possible to request a retransmission 
of data; however i t is possible to add sufficient redundancy into the 
code so that errrors are not only detected but also corrected. 
Let us consider a binary repetetion code which transmits three 
zeros for every '0' and a sequence of three ones for every '1'. This 
is an example of a (3,1) code. I f we can be certain that not more than 
one error w i l l occur in each codeword then the fol lowing codewords 
001, 010, 100 will be decoded as 000 and 110, 101, 011 will be decoded 
as 111. In this case a majority voting rule may be used for decoding. 
However i f two errors occur in a codeword then the codeword would be 
incorrect ly decoded. Thus a s ingle error correct ion code i s most 
useful when the probability of error is low. 
The distance between two codewords s^  and S2 can be defined as 
the number of symbols in which s^ and s^ d i f f e r . For example the 
distance between the two codewords in the 3 bit repet i t ion code is 
three and i t can be seen that the decoding procedure i s obtained by 
choosing the val id codeword with the minimum distance from the 
received codeword. 
I t can be seen that in the l ight of th i s example that i f a given 
code i s capable of correct ing t errors then the minimum distance 
between codewords must satisfy: 
d > 2t + 1 (AF.2) 
In general i t i s possible to say that a val id codeword wi l l 
s a t i s f y r (r = n - k) l i n e a r independent equations. These equations 
134 
can conveniently be expressed in terms of an (n x 1) column matrix _v 
representing the codeword and a rectangular (r x n) check matrix h 
and hence 
h. . v = 0 (AF.3) 
Let the received codeword be r_ which may or may not be equal 
to _v. I f _h_ . jr = 0 we know that M s a validcodeword and most l i k e l y 
i t i s the transmitted codeword. I f however h^  . r_ 4 0 then r^  is not a 
codeword and at least one error has been made. 
Let the matrix £ denote an error vector, such that 
r = _v + e (AF.4) 
hence i f £ contains all zeros then no error has been made. 
In order to correct the errors we need to determine e. Let us 
f i r s t determine a matrix s_, c a l l e d the syndrome, from the received 
codeword and the check matrix. 
s_ = i l ° 1 (AF.5) 
= h_ . _v + Ji . e 
s = h . e (AF.6) 
The task of the decoder is to se lect one of the several error 
sequences which are associated with a given syndrome. Ordinarily this 
se lect ion i s based on a minimum distance c r i t e r i o n and codes are 
usually designed so that the computation of _s gives an easy technique 
for determining the error locator sequence e, and from t h i s , the 
original codeword _v may be determined. 
The l iterature on error correcting codes shows much interest in 
designing codes where each symbol is composed only of a single binary 
bit. From an algebraic viewpoint such codes can be said to be defined 
over GF(2). However processors handle data most e f f i c i e n t l y in f u l l 
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bytes and so i n t e r e s t i s i nc reas ing i n d e f i n i n g codes over other 
f i e l ds i .e. over GF(q n ) . 
Reed, Truong and Welch (93) and Justesen (38) have defined Reed-
Soloman (85) e r r o r c o r r e c t i n g codes over GF(q) which can be encoded 
and decoded using number theoret ic transform techniques. MacWilliams 
and Sloane (121) have shown that Reed-Soloman (RS) codes are maximum 
distance separable (MDS) which means that an (n,k) RS code w i l l have a 
minimum distance (d) between codewords of 
d = n - k + 1 (AF.7) 
or d = r + 1 (AF.8) 
where r i s the number of check symbols in the codeword. I t can 
therefore be seen that such codes can correct t errors provided 
2t + 1 < r + 1 
or 2t < r (AF.9) 
Therefore a Reed-Soloman code wi th r check symbols can correct 
upto i n t ( r / 2 ) e r r o r s . 
The encoding and decoding procedures for such codes are discussed 
in chapter 6 where i t i s hoped t h a t the examples presented are 
su f f i c i en t to i l l u s t r a t e the techniques involved. 
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Microprocessor implementation of number 
theoretic transforms 
S.C.P. Martin and B.J. Stanier 
Indexing terms: Computerised signal processing, Transforms 
Abstract: Consideration is given to the suitability of microprocessor systems for the fast implementation of 
number theoretic transforms (n.t.t.s). Fast-multiply instructions available on some microprocessors, or the 
use of external multipliers, relax the basic constraints on the choice of a particular n.t.t. A search was made 
for suitable moduli which allow fast computation of n.t.t.s using Winograd's algorithm. The search was 
extended for other moduli which allow increased dynamic range when combined using the Chinese remainder 
theorem. Finally, a description is given of how modular arithmetic may efficiently be performed using micro-
processors. 
1 Introduction 
A numerical procedure important in digital signal process-
ing, the convolution operator, is defined by the relation 
* =1 *< - /* / /e(o,/v-i) ( i ) 
;'=o 
and is denoted by 
yt = h,*xt 
Certain transforms (T) possess the cyclic-convolution 
property (c.c.p.) which may be stated as 
T(y) = T(h)xT(x) (2) 
where x denotes pointwise multiplication, or 
y = T-l{T(h)xT(x)} 
Hence an isomorphism exists between the convolution 
operator and the pointwise multiplication operator under 
such transforms as T. 
Transforms with the d.f.t. structure possess the c.c.p. 
Let Xh = T(Xi) and hence x{ = T'1 ( X k ) , then 
Xk V * G ( 0 , J V - 1 ) 
N-l 
Xj £ N~l Y.Xha~ik / e ( 0 , A / - l ) (3) 
ft=0 
where a is an element of order N. It has been shown 2 that 
the d.f.t. is the only such transform defined in the complex 
domain. However, many such transforms exist which are 
defined in finite rings of integers (ZM). These transforms 
are collectively known as number theoretic transforms 
(n.t.t.s). Agarwal and Burrus2 have shown that constraints 
limit practical choices of n.t.t.s and for clarity they are 
cited here: 
(a) N must divide 0(M), where Q(M) is defined to be 
the greatest common divisor of the set of prime divisors 
( p , ) o f M , i . e . 0 ( A 0 ^ g.c.d.(Pi) 
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(b) a must be an element of order A', i.e. aN = 1 mod M 
a n d a r ¥ = l mod M V r e (1, iV - 1) 
(c) N~l, a multiplicative inverse of N, must exist in the 
ring ZM. 
(d) N should be well factored for fast algorithms to 
exist. 
(e) To facilitate fast and simple arithmetic mod M, M 
must have a simple binary representation, and to facilitate 
fast multiplication by powers of a, a must also have a 
simple binary representation. 
Considerable interest has been shown in the literature in 
at least two classes of numbers as choices for moduli. 
Using Fermat n u m b e r s , 1 , 4 , 5 , 1 7 which are numbers of the 
form Ft = 22 + 1, it is possible to perform transforms 
requiring only bit-shifts and additions. However, such 
moduli do suffer from disadvantages: microprocessor 
systems handle most efficiently data in multiples of 8 
bits (full bytes). By their definition Fermat number moduli 
may require an ( 8 / c + l ) t h bit. During processing this 
may be supplied by a carry flag, but for data storage 
in memory this requirement can cause embarrassment. 
For Fs and larger moduli, it is generally acceptable to 
ignore the extra bit since it has only a low probability of 
being required. Finally, the maximum transform length 
available for use with Fermat moduli is severely limited by 
the constraint upon a simple binary representation of a. 
Mersenne numbers6 (numbers of the form 2q~l, q prime) 
have also been considered for moduli. However, corres-
ponding sequence lengths are not factored and so do not 
have fast algorithms comparable to the f.f.t. 
Recently, a new class of potentially fast and efficient 
Fourier transform and number-theoretic transforms are 
algorithms (w.f.t.a.), have been described. 7 - 1 1 Since the 
Fourier transform and number theoretic transforms are 
alike in structure, then any Fourier-transform algorithm 
may in principle be applied to n.t.t.s. 
Winograd has shown how short-jV transforms may be 
performed efficiently. He suggests a technique whereby 
short-TV algorithms may be combined to provide an 
algorithm for a transform whose length is a product of the 
short-TVs, provided the short-M be relatively prime. Let 
XN = T N x N (4) 
where, as is well known' 2 
TN = PiTN » T N P l N = NXN2,{NX, N2) = 1 
(5) 
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and ® denotes the Kronecker product of matrices and 
Pi , P 2 are permutation matrices. 
Silverman8 has described short-iV algorithms for 
N= 5, 7, (3 and 9), (2, 4, 8 and 16). and using the nested 
nature of eqn. 4 various transform lengths are possible 
between 2 and 5040. Reference 8 shows how the permu-
tation matrices Px and P2 may be derived. In a micro-
processor implementation the permutation sequences may 
conveniently be stored in read only memory. 
2 Microprocessors and n.t.t.s 
Integer arithmetic can be performed on microprocessor 
systems more easily than real arithmetic, and using such 
systems n.t.t.s are in principle easier to implement than the 
Fourier transform for convolution. Further,microprocessors 
are becoming available with fast-multiply instructions, and 
for those that do not have this facility, fast hardware 
multiplier chips are available.13 These trends allow fast 
generalised multiplications, and make such operations 
competitive with repeated bit-shift and subtract in carry 
operations such as are required with Fermat number 
transforms. By waiving constraint (e) and allowing non-
simple moduli and as, many more n.t.t.s become practicable 
for microprocessor implementation. 
A search was made, as outlined in Reference 10, for 
suitable moduli that would satisfy constraints (a) to (d) 
and additionally would support general Winograd transform 
algorithms, allowing nonsimple M h roots of unity. Since 
data is handled most efficiently in full bytes, this search 
was conducted from 2 1 6 downwards. 
It was found that the modulus M = 65521 satisfied all 
the constraints, and in particular it has two desirable 
properties: 
(a) 0(65521) = 65520 = (5 x 7 x 9 x 16) x 13. As can 
be seen, this modulus will support any Winograd transform 
length from 2 to 5040. 
(b) Arithmetic would generally be complex because 
so little redundancy is incurred in the use of 16-bit 
arithmetic. 
Since any specific-N transform algorithm would be 
computationally more efficient than a general-Af algorithm, 
we derived various algorithms for specific transform lengths. 
However, it was found that a general-N program was an 
invaluable tool for such algorithm development, since the 
program derives the multiplication coefficients, the pointers 
into workspace arrays and the permutation sequences 
required for the specific-A^ algorithms. This design tech-
nique allows rapid development of the specific-A^ algorithms. 
Certain points are of interest concerning the general-A^ 
program and the subsequent specific-N algorithms. 
(a) Since the ultimate aim is to derive algorithms for a 
microprocessor environment where memory workspace 
should be minimised, the suggestions for reducing memory 
requirement given in Reference 8 were heeded. 
(b) Arithmetic would generally be complex because 
Fourier transform is defined in the complex domain. 
However, the algorithms described in Reference 8 involve 
only purely real or purely imaginary data, and so in the 
inner stages of their computation, certain savings are made 
by keeping flags to denote the data type. The concepts of 
real, imaginary and complex do not strictly apply in the 
number theoretic sense, and so it was not necessary for 
such flags to be kept. 
(c) The points given in Reference 10 concerning the 
interpretation in the number theoretic sense of the 
trigonometrical expressions referred to in Reference 8, and 
the incorporation of the N'1 normalising factor into the 
multiplication coefficients for the inverse transform, were 
also heeded. 
The general-N program was run on an IBM 370, and the 
results of convolutions performed by such n.t.t.s were 
compared with reference techniques (direct-integer 
convolution with short lengths, and a Fourier transform 
technique for long-convolution lengths). In all cases, the 
n.t.t. convolutions gave results in exact agreement with 
the direct-convolution technique. The Fourier-transform 
technique produces 'real' results subject to roundoff error, 
and within the limits of accuracy of such a technique, the 
results of the n.t.t. convolutions were also in exact agree-
ment. 
A transform of length 60 was written for an Intel 8080 
microprocessor using the F O R T H programming technique,14 
and this algorithm was employed in a real-time bandstop 
filtering application. 
3 Extension to complex filtering 
Vanwormhoudt 1 6 has shown that there exist two main 
classes of moduli. Since all moduli M that are useful for 
number theoretic transforms are odd, the two classes are 
those for which M = 1 mod 4 (type A) and those for which 
M = 3 mod 4 (type B). In Reference 16 it is shown that for 
type A moduli there exists an element / in the ring ZM 
such that / 2 = — 1 mod M. This is an alternative to showing 
that there exists an element of order 4. It is also shown that 
no such element exists for type B moduli. 
In References 15 and 17 it is shown that complex 
convolutions can be efficiently performed through two real 
convolutions. The ideas expressed in References 15 and 17 
can be generalised for any type A modulus. 
Let a; t a,- + M 
Where a = complex sequence 
at = real part of a,-
a, = imaginary part of a,-
/ = element such that / 2 = — 1 mod M 
The two real convolutions required to compute y where 
yt = xt * hj are given in eqn. 6: 
5>i + ih = axi * ahi mod M j 
Pi-i)>i = b x i * bhi mod M J (6) 
where the following are defined: 
axi = x i + i x i m o a M; ahi = ht + jht mod M 
bXi = *i ~]Xi mod M; bhi = hi —jhi mod Mj (!) 
In this paper much interest is shown in the modulus 
= 65521 for which the element / = 24297 satisfies 
j2 = — 1 mod M. 
4 Extension to other moduli 
For a given modulus the output must be limited to avoid 
overflow; hence a compromise exists between the data 
amplitude and the filter impulse digitisation.2 In general, 
the digitisation will degrade the filter response, and so 
for a given choice of modulus there may be insufficient 
dynamic range for the filter design to achieve the limits 
set. In such cases, a larger modulus should be chosen; 
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Table 1: Table of dual moduli to pair with M = 65521 using c.r.t. 
Convolution length Dual modulus Primary Winograd 
transform length 
Multidimensional 
factor required 
6 65497 6 
10 65381 10 
12 65497 12 
14 65437 14 — 
15 65101 15 — 
18 65449 18 _ 
20 65381 20 — 
21 65437 21 _ 
24 65497 24 _ 
28 65437 28 -
30 65101 30 _ 
35 65381 35 -
36 65449 36 -
40 64921 40 _ 
40 65497 8 5 
42 65437 42 -
45 64621 45 -
45 65449 9 5 
48 65281 48 -
56 65353 56 _ 
60 65101 60 _ 
63 65269 63 -
70 65381 70 -
72 65449 72 -
80 64081 80 -
80 65393 16 5 
84 65437 84 _ 
90 64621 90 — 
90 65449 18 5 
105 65101 105 -
112 64849 112 _ 
112 65393 16 7 
120 64921 120 _ 
120 65497 24 5 
126 65269 126 — 
140 65381 140 -
144 65089 144 — 
168 65353 168 — 
180 64621 180 — 
180 65449 36 5 
210 65101 210 _ 
240 64081 240 -
240 65281 48 5 
252 65269 252 — 
280 63841 280 — 
280 65381 35 8 
315 59221 315 -
315 65381 35 9 
336 64849 336 — 
336 65281 48 7 
360 64081 360 _ 
360 65449 72 5 
420 65101 420 — 
504 64513 504 — 
504 65449 72 7 
560 63841 560 _ 
560 65281 16 5*7 
630 59221 630 — 
630 65381 70 9 
720 64081 720 — 
720 65089 144 5 
840 63841 840 — 
840 65353 168 5 
1008 64513 1008 — 
1008 65089 144 7 
1260 59221 1260 — 
1260 65381 140 9 
1680 63841 1680 -
1680 65281 48 5*7 
2520 55441 2520 — 
2520 65449 72 5*7 
5040 55441 5040 -
5040 65089 144 5*7 
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however, direct implementation of such a scheme would 
involve performing arithmetic with greater wordlength. 
This problem may be circumvented by the use of the 
Chinese remainder theorem (c.r.t.) . 1 1 This theorem states 
that if an integer x is such that x =a, mod /rc, where a set 
of moduli rrij is relatively prime then 
, M\ M 
x = a j fe i — + a 2 02 — 
where 
N 
M = n m,. 
i = i 
The bi are defined such that 
\...,+an[bn^\mo<lM 
(8) 
o.l — 1 = 1 mod rrii 
\rrii (9) 
An interpretation of this theorem shows that if calculations 
are performed with respect to two or more relatively 
prime moduli (m, and m2), then by using the c.r.t. the 
results may be determined m o d ( / t t i / M 2 ) . This technique 
has great potential for utilising a parallel processing tech-
nique. 
Let us consider the case for two moduli 
x = dyCi +a2Ci modM 
where 
j . M u M 
c, = O i — and c2 = o 2 — 
Let 
x = 1 and so ax = 1 = a 2 
therefore 
lei + l c 2 = 1 mo&M 
or 
C\ + c-i = 1 mod M 
(10) 
( I D 
This result will be discussed later. 
A search was made for other moduli that would combine 
with 65521 over specific transform lengths. The search was 
conducted for various transform lengths by scanning from 
2 l f i downwards for moduli, other than 65521, for which 
constraints (a) to (d) would be satisfied. These results are 
shown in Table 1. 
It can be seen from the last two entries in Table 1 that 
the highest suitable modulus below 2 1 6 that will directly 
support a transform length of 5040 is M= 55441. The 
choice of such a low modulus is undesirable, since a great 
loss occurs of the possible dynamic range of 2 1 6 . 
Agarwal and Cooley 3 described how the c.r.t. may 
also be employed to convert a 1-dimensional cyclic 
convolution to a multidimensional convolution which is 
cyclic in all dimensions. This may be applied to cases where 
a given long convolution length is a product of shorter 
mutually prime convolution lengths. They cite an example 
whereby a number-theoretic-transform technique can be 
used for convolution of length A', and by using the c.r.t. 
in this manner, convolutions of length {_Npip2 .. .p/) 
may be computed provided N,pi, p 2 , . . . , ps are mutually 
prime. Efficient algorithms are described in Reference 3 
for convolutions of lengths 5 and 7 (2, 4, 8) and (3,9). 
Using such a scheme, it is possible to perform n.t.t. con-
volutions of length 144, and using the multidimensional 
mapping technique it is possible to derive convolutions of 
length 144 x 5 x 7 ( = 5040). Constraints upon the choice 
of modulus arise only from the n.t.t. length used, and not 
from the multidimensional factors employed. Therefore, 
modulus M= 65089 (this is the choice for a length 144 
transform) may be used for convolutions of length 5040, 
even though this modulus does not support such a transform 
length directly, by taking n.t.t. convolutions of length 144 
and using the c.r.t. mapping technique to compute the 
5040 length convolutions. 
This technique can be used to factor transform lengths 
with inefficient moduli to lengths with more efficient 
moduli. The other entries in the Table have been derived 
in a similar manner. 
It is advantageous if the two moduli to be combined 
are used with the same transform lengths, since the same 
permutation sequences and essentially the same algorithms 
are used for both moduli, leading to economy in memory 
utilisation. 
5. Microprocessors and modular arithmetic 
The moduli previously described are optimally close to 
2 1 6 and therefore only a small duplicity arises if all 16-bit 
binary patterns are allowed on input and output with an 
arithmetic procedure. In all examples in this Section the 
choice o f M = 65521 will be taken. 
(a) Addition mod M: when two numbers are added 
together they may or may not generate an overflow. If 
there is no overflow then the result of the addition is 
returned. 
If 
x = a + o — c + carry 
= c + 2 1 6 
= c + ( 2 1 6 —M) 
= c + 15 mod 65521 (12) 
Therefore, if a carry is detected, 15 must be added into the 
partial sum. This may generate a further carry, but will 
not generate more than two carries. An example of suitable 
coding for such an operation is given for an Intel 8080 
microprocessor. 
PLUS DAD D 
RNC 
L X I 
JMP 
D #15 
PLUS 
This subroutine will add mod 65521 the two 16-bit num-
bers in register pairs (DE) and (HL) returning the answer 
in (HL). 
(b) Subtraction mod M: for microprocessors with 16-bit 
subtraction instructions, the 16-bit addition instruction in 
the previous example may be directly replaced by such an 
instruction. However, few 8-bit microprocessors have such 
instructions, and so for the majority a byte-orientated 
subtraction should be used. 
(c) Multiplication mod M: this operation can be 
classified into subdivisions: 
(i) Multiplication of a 16-bit number (x) by a 16-bit 
fixed constant (k). 
This can be considered to be a mapping from a 16-bit 
number to another 16-bit number. Since multiplication is 
a distributive operation, then the mapping may be achieved 
by treating separately the high and low bytes of x, and 
finally adding their respective outputs together. Fig. 1 
shows how such a mapping may be achieved. The obvious 
design requires two 2 8 x 16-bit patterns which may be 
conveniently be read only memory (r.o.m.). If, however, 
the memory is restructured to be byte orientated, then a 
saving is obtained since part of the memory Rx is 
duplicated in R2. This minimised structure is shown in 
Fig. 2. R.O.M.s R are read once only and r.o.m. R' is read 
twice. The read operations are controlled by the micro-
processor. A final modular add operation is required to 
bound the output within the 16-bit range. 
8HI M 8-16 
"t 
16 
• M 16 
16 
8-16 
R. 
E 
8io ' 16 * 
- » y 
Fig . 1 Multiplication by fixed constant 
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Fig. 2 Memory minimisation for fixed constant multiplication 
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Fig. 3 Multiplication of 16-bit number by 32-bit constant 
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(ii) Multiplication of a 16-bit number by a 32-bit 
constant. 
When combining results using the two moduli, the 
Chinese remainder theorem requires that calculations 
be performed of the form 
x = axcx + a2c2 (13) 
where a, and a2 are results modm! and mod m 2 , 
respectively, and cx and c2 are 32-bit constants derived 
using the c.r.t. Therefore, this class of operation is useful 
for deriving results mod M{M=mlm2) given the results 
mod m, and mod m2. A memory reduction similar to that 
described previously can also be applied. A suitable structure 
for performing tills operation is shown in Fig. 3. R.O.M.s 
R are read once and r.o.m.s R' are read twice. A final 
modular add is required to bound the output within the 
32-bit range. This can be achieved using the same principle 
as has been described for the 16-bit modular add operation. 
In general, two such operations would be required for 
multiplications by cx and c 2 . However, if the result of 
eqn. 11 is recalled, then it will be seen that 
1 = C] +c2 modM 
x = + a2(\ — c , ) 
s c , (a , — a2) + a2 modM (14) 
from eqn. 8 it can be seen that 
cxmx = 0 mod M 
and so 
x = cx{kmx + ax —a2)+a2 mod M (fcGAQ 
(15) 
I f k is chosen such that (kmx +ax ~a2) lies in the range 
zero to 2 1 6 , then only one 16 x 32-bit multiplication is 
required to derive ^-from eqn. 15. A flowchart to achieve 
this condition is shown in Fig. 4. 
(Hi) Multiplication of two 16-bit variables mod M. 
The multiplication of two 16-bit numbers generates a 
32-bit answer. 
Let>> = ab = 216yh + y, 0 <a, b,yh,y, < 2 1 6 
= ( 2 1 6 ~M)yh +yt 
= 15yh +yt mod 65521 (16) 
Therefore, a general 32-bit intermediate answer may be 
partially reduced mod M by a multiplication of yh by the 
fixed constant ( 2 1 6 —M). This can be achieved by the 
scheme described in (c), part (i). 
(iv) Multiplication by 2 ' 1 . 
This is the analogous operation to division by 2. 
Letj> = 2~lx 
By applying a shift right to x we may determine from the 
carry flag if x was even or odd. If x was even then we have 
already determined y. If x was odd then y may be derived 
by adding in (M + l)/2. 
The procedures described cover the general classes of 
arithmetic required for convolution performed within the 
ring ZM, where M is a product of 65521 and one of the 
moduli shown in Table 1. 
(d) Table 2 summarises the memory requirements for 
the multiplication look-up tables. The unit of one page is 
used to denote a quantity of memory of 256 bytes. In the 
case of multiplications of two 16-bit variables, 3 pages 
are required for the Table to derive the term corresponding 
to the multiplication of the higher 16-bit intermediate 
answer with the fixed constant ( 2 1 6 —M). The multi-
plication by / can be most efficiently performed by the 
technique described in Section 5, (c), part (i), and this 
requires an additional 3 pages. 
input a , , a j 
y = a , - a 
16 bit 
no borrow 
generated 
yes 
y = y « m 
16 bit 
car ry no 
y e s 
V 
x = c , . y 
16 • 32 z 
x = x » a j 
32 bit 
H 
e n d 
Fig . 4 Flowchart to perform c.r.t. combination 
Table 2: S u m m a r y of memory requirements for mult ipl ication 
look-up tables 
Memory required 
pages 
For each For 2 
modulus moduli 
Real convolutions Generalised 
multiplications 3 6 
C.R.T . combination - 5 
Total 3 11 
Complex Generalised 
convolutions multiplications 3 6 
Multiplication by /' 3 6 
C . R . T . combination — 5 
Total 6 17 
6 Conclusions 
With a view to utilising a microprocessor-based system for 
convolution, we have considered the constraints which 
govern the choice of a particular number theoretic trans-
form (n.t.t.)- We have found that recent hardware develop-
ments relax these basic constraints, allowing fast 
computation of much wider classes of n.t.t.s. In particular, 
the Winograd Fourier transform algorithm (w.f.t.a.) can be 
applied to n.t.t.s and the work in this paper has been 
concerned with implementing the w.f.t.<i. using moduli 
just less than 2 1 6 . The modulus 65521 was found to have 
very desirable properties from this aspect since it will 
support any Winograd transform length. We have also 
considered other moduli to combine with 65521 using 
the Chinese remainder theorem for applications which 
require a greater dynamic range. 
It can be seen that microprocessor systems can be used 
effectively to provide the hardware for small-scale 
convolution requirements, and therefore such systems can 
be used wherever digital convolution is required. The range 
of possible applications is broad, covering areas from the 
computation of auto and cross correlation and power 
spectra and nonrecursive and recursive digital signal 
processing and obtaining the solution of difference 
equations. 
7 References 
1 AGARWAL, R .C . , and BURRUS, C.S.: 'Fast convolution using 
Fermat number transforms with applications to digital filtering', 
IEEE Trans., 1974, ASSP-22 , pp. 87-99 
2 AGARWAL, R . C . , and BURRUS, C.S.: 'Number theoretic 
transforms to implement fast digital convolution', Proc. IEEE, 
1975,63, pp. 550-560 
3 AGARWAL, R .C . , and C O O L E Y , J .C.: 'New algorithms for 
digital convolution', IEEE Trans., 1977, ASSP-25 , pp. 3 9 2 -
410 
4 MELHUISH, P.: 'Fermat transform implementation by a mini-
computer', Electron. Lett., 1975, 11, pp. 109-111 
5 M c C L E L L A N , J.H.: 'Hardware realisation of a Fermat number 
transform', IEEE Trans., 1976, ASSP-24 , pp. 216-225 
6 R A D E R , C M . : 'Discrete convolution via Mersenne transforms', 
ibid., 1972,C-21,pp. 1269-1273 
7 WINOGRAD, S.: 'On computing the discrete Fourier trans-
f o r m ' , / W . Nat. Acad. Set, 1976, 73, pp. 1005-1006 
8 S I L V E R M A N , H.F.: 'An introduction to programming the 
Winograd Fourier transform algorithm (WFTA)' , IEEE Trans., 
1977,ASSP-25,pp. 152-165 
9 S I L V E R M A N , H.F.: 'Corrections and an addendum to An 
introduction to the Winograd Fourier transform algorithm 
(WFTA)', ibid., 1978, ASSP-26, pp. 268 
10 B A I L E Y , D.: 'Winograds algorithm applied to number theoretic 
transforms', Electron. Lett., 1977,13, pp. 548-549 
11 SRIDHAR R E D D Y , N.,and UMPATHI R E D D Y , V.: 'Implemen-
tation of Winograds algorithm in modular arithmetic for digital 
convolutions', ibid., 1978, 14, pp. 228-229 
12 NICHOLSON, P.J., 'Algebraic theory of finite Fourier trans-
forms',/ Comput. & Syst. Sci., 1971,5, pp. 524-547 
13 DAVIES, A.C. , and F U N G , Y . T . : 'Interfacing a hardware multi-
plier to a general purpose microprocessor', Microprocessors, 
1977,1, pp. 425-432 
14 MOORE, C.H.: ' F O R T H : A new way to program a mini-
computer', Astron. & Astrophys., 1974,15, pp. 497-511 
15 SRIDHAR R E D D Y , N., and UMPATHI R E D D Y , V.: 'Complex 
convolutions using rectangular transforms', Electron. Lett., 
1978,14, pp. 458-459 
16 VANWORMHOUDT, M.C.: 'Structural properties of complex 
residue rings applied to number theoretic Fourier transforms', 
IEEE Trans., 1978, ASSP-26 pp. 99-104 
17 NUSSBAUMER, H.J.: 'Complex convolutions via Fermat 
number transforms', IBM J. Res. & Dev., 1976, 20, pp. 282-284 
26 ELECTRONIC CIRCUITS AND SYSTEMS. JANUARY 197V. Vol V. ;VY> / 
