Abstract. In this paper methods and results related to the notion of minimal forbidden words are applied to the fragment assembly problem. The fragment assembly problem can be formulated, in its simplest form, as follows: reconstruct a word w from a given set I of substrings (fragments) of a word w. We introduce an hypothesis involving the set of fragments I and the maximal length m(w) of the minimal forbidden factors of w. Such hypothesis allows us to reconstruct uniquely the word w from the set I in linear time. We prove also that, if w is a word randomly generated by a memoryless source with identical symbol probabilities, m(w) is logarithmic with respect to the size of w. This result shows that our reconstruction algorithm is suited to approach the above problem in several practical applications e.g. in the case of DNA sequences.
Introduction
Let w be a word over the alphabet A and let L(w) denote the set of factors of w. A word v is a minimal forbidden factor of w if v ∈ L(w) and all proper factors of v belong to L(w). Denote by M (w) the set of minimal forbidden factors of the word w. The notion of minimal forbidden factors is a very basic one in combinatorics on words: some relevant information on the structure of a word w can be detected by looking at the set M (w) (cf. [6, 13] ). This leads to some important applications in Data Compression (cf. [7] ) and Symbolic Dynamics (cf. [2] ).
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In a previous paper (cf. [13] ) we derived sharp upper and lower bounds for two parameters related to the size of M (w): c(w) that counts the minimal forbidden factors of w and m(w) that gives the maximal length of minimal forbidden factors of w. Moreover we described a linear algorithm that reconstructs the word w from M (w). Such an algorithm uses a close relation between M (w) and the factor automaton of w, i.e. the minimal deterministic automaton recognizing L(w).
Now we show that, in general, the size of words in M (w) is "very small" with respect to the size of w: we prove that, for a word w randomly generated by a memoryless source with identical symbol probabilities, the maximal length m(w) of words in M (w) is O(log d (|w|)) where d is the cardinality of the alphabet.
These results lead to an interesting application to the fragment assembly problem (cf. [16, 21] ). In Section 5 we introduce the general problem and then consider a simplified version of the fragment assembly problem that can be formulated as follows: given a set I of substrings (fragments) of a word w, i.e. I ⊆ L(w), reconstruct w from I. It is obvious that, without any additive hypothesis on I and w, it is not in general possible to infer w from I, indeed in general, given I, there exist several different words w compatible with I, i.e. such that I ⊆ L(w). We further introduce an hypothesis concerning the set of fragments I and the size of the set of minimal forbidden words M (w). Such hypothesis allows us to reconstruct uniquely the word w from the set I in linear time. The basic idea is the following. From the results on the size of M (w), it is very reasonable to suppose that, in several practical applications (as for instance in the case of DNA sequences) the set of fragments I is such that any factor of w of length m(w) is "covered" by at least one element of I. Under such hypothesis, one can detect the minimal forbidden factors of the whole word w only by looking at its "fragments" in I. By using the reconstruction algorithm one can recover in linear time the word w from its fragments. Further details on the assembly algorithm here described and a discussion on its adequacy to biological sequences can be found in [14] , which also contains another linear-time assembly algorithm based on a more classic approach. In [4] , by using the notions of special and univalent factor, an assembly algorithm is proposed, which presents some analogies with that ones of the present paper. A preliminary version of this paper without proofs has been presented in DLT'01 (cf. [12] ).
Preliminaries
Let A be a finite alphabet and let A * be the set of finite words over the alphabet A, the empty word included. Let L ⊆ A * be a factorial language, i.e. a language
From an algebraic point of view we observe that the complement language
∈ L, which is equivalent to say that v occurs in no word of L. In addition, v is minimal if it has no proper factor that is forbidden. From the minimality of its words follows that M (L) is an antifactorial language, i.e. ∀u, v ∈ M (L), u = v ⇒ u is not a factor of v.
Conversely the following remark shows that L also uniquely characterizes M (L).
Remark 1.2.
A word v = a 1 a 2 · · · a n belongs to M (L) if and only if the two conditions hold:
• v is forbidden, (i.e. v / ∈ L); • both a 1 a 2 · · · a n−1 ∈ L and a 2 a 3 · · · a n ∈ L (the prefix and the suffix of v of length n − 1 belong to L). Hence we have that
From the equalities (1) and (2) it follows that M (L) uniquely characterizes L and L uniquely characterizes M (L) respectively. Recall that a language L ⊂ A * is rational if it is recognized by a finite state automaton. From the equalities (1) and (2), one also derives that L and M (L) are simultaneously rational, i.e. L is rational if and only if M (L) is a rational language. By using the classical algorithms of automata theory, in the case L is rational, one can effectively construct M (L) from L, and conversely.
In this paper we are interested in the language L(w) of factors of a single word w and consequently on the set M (L(w)), which is here denoted simply by M (w) and is called the set of minimal forbidden factors of the word w. 
M(w) and Factor automaton
In this section we report some results of [6] showing that there is a close relation between the set M (w) and the factor automaton of the word w, i.e. the minimal deterministic automaton recognizing L(w).
Given the antifactorial set M (w), the finite automaton
• the set Q of states is {v | v is a prefix of a word in M (w)};
• A is the current alphabet;
• the initial state i is the empty word ;
• the set T of terminal states is Q \ M (w). States of A(w) that are words of M (w) are sink states. The set F of transitions is partitioned into the three (pairwise disjoint) sets F 1 , F 2 , and F 3 defined by:
• F 1 = {(u, a, ua) | ua ∈ Q, a ∈ A} (forward edges or tree edges);
, a ∈ A} (loops on sink states). Note that, as it is showed in [6] , the previous construction is possible even for an antifactorial language M and in this case it provides an automaton A(M ) recognizing the corresponding language L. However, in the general case, A(M ) is not minimal. In [6] the above definition of A(M ) is turned into an algorithm, called L-automaton that builds the automaton from a finite antifactorial set of words. The input is the trie T representing M . The procedure can be adapted to test whether T represents an antifactorial set, or even to generate the trie of the antifactorial language associated with a set of words. In [6] it is proved that this algorithm runs in time O(|Q| × |A|), where Q and A are respectively the set of states and the alphabet of the input trie where the transition functions are implemented by transition matrices.
Recall also that there are some interesting results (cf. [3, 5] ) about the size of factor automaton of a word w. Indeed, by denoting with Q and E the set of states and edges respectively, it is proved that the size of F (w) is linear with the length of the word w. In particular, if |w| ≤ 2 then |Q| = |w|+1 and |w| ≤ |E| ≤ 2|w|−1. If |w| ≥ 3 then |w| + 1 ≤ |Q| ≤ 2|w| − 2 and |w| ≤ |E| ≤ 3|w| − 4. These bounds will be useful in next sections.
On the size of M(w)
In this section we are interested in a valuation of the size of M (w). Given a finite word w, we consider the following parameters:
We report (cf. [13] ) two results on the bounds for these parameters. The first one states in particular an upper bound of c(w), which linearly depends on the length of the word w. Remark that the cardinality of L(w), the set of factors of w, is O(|w| 
Moreover previous inequalities are sharp.
The next theorem gives lower and upper bounds on the parameter m(w). We consider d > 1, because if A has just one element, it is trivial that m(w) = |w| + 1. Recall that, for any real number α, α denotes the smallest integer greater than or equal to α.
Theorem 3.2. Let w be a finite word over the alphabet A with at least two elements. The following inequalities hold:
log d (|w| + 1) ≤ m(w) ≤ |w| + 1.
Furthermore the bounds are actually attained.
We now evaluate this parameter for a word w which is randomly generated by a memoryless source with identical symbol probabilities. For simplicity we consider sources over a binary alphabet. All the results presented here can be easily generalized to alphabets of more letters. 
where n is the length of w.
Proof. Let us evaluate the probability that a word v = a 1 a 2 . . . a k of length k appears at least twice as factor of w. We consider two cases. Case 1: the position of the second occurrence of v in w appears at a distance smaller than k from the position of the first occurrence. Case 2: the position of the second occurrence of v in w appears at a distance greater than or equal to k from the position of the first occurrence. The reason of considering the second case is evident. Since the source is memoryless, the probability of the event of a second occurrence of v in Case 2, is independent of the fact that there was a first occurrence of v, and this allows an easy computation of the probability. In the first case instead, the last letters of v must coincide with the first letters of v, i.e. the word v self-overlaps and must be periodic with period smaller than or equal to k (cf. [11] ). Let us analyze now the first case. Suppose now that a word v of length k appears at position i and that it has its second occurrence at position i + 1. Therefore it must be either the word 1 k or the word 0 k , i.e. just one symbol repeated k times. The probability that this event happens at position i is the sum of the probability that in position i there are k + 1 consecutive zeroes or ones, i.e. (10) k/2 or the word (01) k/2 . The probability that this event happens at position i is the sum of the probabilities that at position i there are k + 2 consecutive letters from the sequence 101010 . . . , i.e. the probability is 2
If we ask the same as above at position i and i + 3 we get 6 words, each of them has probability 2 −k , and the event has probability for each of them 2 −(k+3) . For positions i and i + j with j ≤ k − 1 we have in general that v could be one word among at most 2 j words (the one having as smallest period the number j), and for each of them the event has probability 2 −(k+j) , for a global probability of at most 2 −k . Adding up all those probabilities for j running from 1 to k − 1 we obtain that Case 1 happens when the first position of v is i with probability smaller than (k − 1)2 −k . The overall probability of Case 1 is smaller than (n − k + 1)(k − 1)2 −k , where n is the number of symbols in the string w. A simple exercise shows that the overall probability of Case 2 is smaller than (n − 2k + 1) 2 2 −k , and this concludes the proof.
From Remark 3.3 and previous theorem we have the following:
Corollary 3.5. The probability that m(w) is no more than 3 log 2 n + 1 is about 1 for large enough values of n.
For a memoryless source where the symbols have fixed probabilities different from 1/2, analogous computation can be done. From previous corollary easily follows that, for a word w randomly generated by a memoryless source, the parameter m(w) is O(log d (n)) where n is the length of w and d is the cardinality of the alphabet.
Reconstruction algorithm
In a previous paper (cf. [13] ) a linear algorithm that reconstructs the word w from the set M (w) is proposed. Such an algorithm uses a close relation between M (w) and factor automaton F (w) of w (cf. [6] and also Sect. 2) and the linear size of F (w) (cf. [5] and also Sect. 2). Now we report this algorithm because it represents the core of the Assembly algorithm described in Section 5. The algorithm involves, besides factor automaton, another known construction that is topological sort of a directed acyclic graph (cf. [1] ). The main procedures used in the algorithm are L-automaton (cf. [6] and see also Sect. 2), TopologicalSort (cf. [1] ) and Buildword. We will give a description of the algorithm, dwelling upon the procedure Buildword.
Procedure L-automaton takes as input the trie of the set M (w) and returns a complete deterministic automaton accepting L(w). Recall that from this automaton it is possible, by removing its sink states, to obtain the minimal deterministic automaton F (w) (see Th. 2.1).
Procedure Buildword, that is related to the search for the longest path in a directed acyclic graph, works as follows: it first calls Procedure TopologicalSort that produces a linear ordering of all vertices of the transition graph G(w) of the factor automaton F (w) by using a depth first search procedure. If G(w) contains an edge (q, p), then q appears before p in the ordering. Recall that the transition graph of a factor automaton is a directed acyclic graph (if the graph is not acyclic, then no linear ordering is possible).
Then in Procedure Buildword we create the precedence-lists B of the factor automaton F (w) = (Q, A, q 0 , T, δ). If n is the number of states of F (w) then B consists of an array of n lists, one for each state. For each state q the precedence-list B(q) contains (pointers to) all states s such that δ(s, a) = q for some a ∈ A:
Moreover we define a function π : Q → N such that, for each state q, π(q) is the length of the longest path from q 0 to q in the transition graph G(w) of the factor automaton F (w). A recursive definition of the function π is the following:
where q 0 is the initial state. Remark that, if s ∈ B(q) then s < q in the topological sort.
We also remark that the factor automaton F (w) satisfies the property that if x and y are respectively the label of two paths from state q to the state p, then |x| = |y|. From this property it follows that, for any q ∈ Q \ {q 0 }, there exists a unique state s q ∈ B(q) such that π(s q ) = max{π(s)|s ∈ B(q)}. Moreover, according to the previous property, we can define the following partial function
Finally, if q = q n−1 is the last state in the linear ordering produced by Procedure TopologicalSort, the word is built by taking the letter l(s q , q), by setting q equal to s q and updating it by concatenating on the left the letter l(s q , q). This cycle has to be carried out while q is different from the initial state. A, i, T, δ) The following proposition, by using the fact that 
Buildword (factor automaton F(w) = (Q,

Applications to fragment assembly
The fragment assembly problem or sequence reconstruction problem (cf. [16, 21] ) consists in finding, given a set of words F (called the fragment set) and an error rate ∈ [0, 1), a word w such that for all f i ∈ F there is a factor v of w such that
where d is the edit distance (cf. [15] ) and f r i is the Watson-Crick complement of the fragment f i (cf. [16] ).
Classically the set of fragments is obtained by a shotgun sequencing approach, in which a random sampling of short factors of a DNA segment is acquired. This technique must account for the following essential characteristic of the data (cf. [16] ) that are incomplete coverage, sequencing errors, unknown orientation. Almost all computational architectures for fragment assembly follow a general outline first formalized in [18] and [17] (cf. [9] , Sect. 16.15). That outline contains three discrete steps: overlap detection, fragment layout and deciding the consensus. The third step is also called final multiple alignment (cf. [21] , Sect. 7.1.3). While shotgun sequencing infers a DNA sequence given the sequences of overlapping fragments, a complementary method, called sequencing by hybridization (SBH), infers a DNA sequence given the set of oligomers that represents all factors of some fixed length k. Such an approach can be recast as an Eulerian path problem (cf. [8, 20] and references therein). However, since experimental reality keeps k small and implies that the data will be error prone, most sequencing is done using variations of the method of the shutgun approach. In [10] and [19] are proposed algorithms for sequence assembly that combine techniques of both shotgun and SBH methods.
In this paper we restrict our attention to the case where the error rate is equal to zero, the coverage is complete and the orientation of the sequences is known. We feel confident that we will be able to use variations of our algorithm to settle the general case. Therefore in this paper the fragment assembly problem can be formulated as follows: given a set I of substrings (fragments) of a word w, i.e. I ⊆ L(w), reconstruct w from I. It is obvious that, without any additive hypothesis on I and w, it is not in general possible to infer w from I, indeed in general, given I, there exist several different words w compatible with I, i.e. such that I ⊆ L(w). In this paper we introduce an hypothesis concerning the set of fragments I and the size of the set of minimal forbidden words M (w). Such hypothesis allows us to reconstruct uniquely the word w from the set I. The basic idea of the algorithm is the following. In Section 4 we showed that, given the set M (w), it is possible to reconstruct in linear time the word w. We can obtain this set from the set of minimal forbidden factors of another word w 1 obtained by concatenating all fragments in I. Indeed, if the set of fragments is such that any factor of w of length m(w) is "covered" by at least one element of I, we show that one can obtain all minimal forbidden factors of the original word w from those of w 1 . Actually the estimate of the parameter m(w) in previous section shows that the minimal forbidden factors are "short enough" with respect to the length of w. So the previous hypothesis on fragments is appropriate in some practical applications. We broach now these arguments more rigorously. Definition 5.1. A set of substrings I of a word w is a k-cover for w if every substring of length k of w is a substring of at least one string in I. The covering index of I, denoted C(I), is the largest value of k such that I is a k-cover for w.
Clearly, I is a k-cover for w for all k ≤ C(I). We can now state the following theorem that will be proved in the following. Recall that we use the notation ||I|| to denote the sum of the lengths of all words in I. 
Then the word w can be uniquely reconstructed by the set I and this reconstruction can be done in linear time O(||I||).
We note that in the previous theorem we do not need to know the length of the string w to recover it. The "linear time" has to be considered under the usual standard assumption that we can store, add and compare integers in constant time. Note also that the condition m(w) ≤ C(I) in previous theorem is tight in the sense that, if there exists a substring v that occurs in w at least twice and such that v never appears as a proper factor of any element of I, then the reconstruction can be ambiguous, i.e. there could exist several words w compatible with I.
In this section we present an algorithm, called Assembly, that, under the hypothesis of Theorem 5.2, solves the fragment assembly problem in linear time.
In the first step the following easy Concat algorithm is used. Its input is the set of fragments I and a symbol $ that is not in the alphabet A of all fragments in I. The output is a word w 1 over the alphabet A ∪ {$} that is the concatenation of all strings in I interspersed with the symbol $, i.e. between two consecutive strings there is one symbol $. The set I is structured as a simple stack. The operation of concatenation between words is denoted by a simple dot "." and the empty word is denoted by ε.
The second goal of the Assembly algorithm consists in the construction of the trie of the minimal forbidden factors of w 1 having length smaller than or equal to m(w) and not containing the symbol $. We first construct the factor automaton F (w 1 ) of the word w 1 by using the FactorAutomaton algorithm given in [5] . Recall that such a construction can be implemented to work on the input word w 1 in time O(|w 1 | × log |A|) within O(|w 1 |) space if one uses adjacency lists. It produces also a suffix function that is a failure function defined on the states of the automaton. Then we use the Create trie algorithm that is a light variation of the MF-trie algorithm described in [6] , where the trie of all minimal forbidden factors of a word was obtained by its factor automaton. The input of Create trie algorithm is the factor automaton F (w 1 ) of word w 1 . It includes the suffix function produced by the FactorAutomaton algorithm (cf. δ (p, a) ← q; 7. In a depth-first search with respect to δ prune all branches of trie T (w) not ending in a state that is sink and has depth smaller than or equal to m(w); 8. return T (w) = (Q , A, i, {sinks}, δ );
Recall that the suffix function h is defined as follows. Let u ∈ (A ∪ {$}) + and p = δ(i, u). Then h(p) = δ(i, u ) where u is the longest suffix of u for which δ(i, u) = δ(i, u ).
Note that, at line 6, not all the states of F (w 1 ) are reachable starting from the root i, because δ does not represent edges labeled by $. All states and edges that are not reachable from i are implicitly pruned in T (w). The implicit and explicit
