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CHAPTER 1              INTRODUCTION               
 
Liquids confined within a nanometer (10-9 meters) size gap are called nanoconfined 
liquids. Nanoconfined liquids have attracted significant interest in the recent past from 
researchers from diverse backgrounds due to its overlapping applications in physics, 
chemistry, biology, and engineering. Nanconfined liquids play an important role in lab-on-a-
chip technologies, which find applications in medical industry [1]. Nanoconfined liquids is 
also an interesting subject in the field of devices, especially in Micro-Electromechanical 
Systems (MEMS) and Nano-Electromechanical Systems (NEMS). For example, 
nanoconfined fluids play an important role in controlling interfacial friction between sliding 
surfaces. However, no other liquid can play as important a role as water plays: Water is the 
liquid in which life came to be, and life would cease to exist without it. As a matrix of life, it 
sustains living organisms by mediating interactions and determining the structure of 
biomolecules, such as proteins, nucleic acids, and lipid bilayers in living cells. In physical 
sciences and engineering, water has great importance as well; water is a natural lubricant, and 
has a fundamental role in geological transformations.  
The properties of water are unique because of its polar molecules and hydrogen 
bonding network. In many of the situations described above, water is confined to nanometer-
size gaps. The properties of nanoconfined water are significantly different from those of the 
bulk. Their properties depend upon various factors. For example, the strain rate, the nature of 
the confining surfaces, and the level of confinement play a very important role in shaping the 
behavior of nanoconfined water. Liquid water is different from solids in the manner and 
range within which the molecules are ordered. Short-range order of a few molecular 
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diameters exists in water. Continuum theories do not apply in the limit of this short-range 
order because the properties such as the dielectric constant are greatly influenced by the local 
variation in the electric field. Water molecules tend to order along the confining surfaces 
when they are confined to a space of the order of the size of the molecules. A force is 
required to break the order and cause a squeeze-out of the molecular layers. In such 
situations, the response of the confined molecules becomes collective, which gives rise to 
oscillatory solvation forces. Figure 1.1 shows a cartoon where water molecules (shown 
spherical for simplicity) are confined between the tip and an atomically flat surface. A 
squeeze-out of the molecules happens upon pressing the tip and the surface together.  
 
 
Figure 1.1. Schematic showing a flat substrate 
approaching an AFM tip vibrating with amplitude 
A, while the molecules are confined in the gap. 
The lower part shows a change in the 
intermolecular structure upon compression from a 
relatively disordered form to an ordered form 
(a→b), which finally causes a squeeze-out due to 
osmotic pressure. 
 
Confined water has been the subject of special interest after the introduction of the 
surface forces apparatus (SFA) which can measure the forces between surfaces in the 
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presence of liquids. Pashley and Israelachvili [2-4] used a surface forces apparatus (SFA) to 
measure the forces mediated by water between two atomically smooth mica surfaces as a 
function of separation. They reported on the oscillatory and repulsive hydration forces 
between the surfaces at a separation less than 1.5 nm; they attributed the repulsive forces to 
osmotic pressure caused by the ordering of water molecules along the atomically smooth 
surfaces. Different aqueous ionic solutions were also studied and conclusions were made 
about the formation of a hydration sheath around the ions. For example, Na+ was marked as 
the most efficient ion in its group to attract water molecules. Despite many advantages of 
their technique (SFA), its surface force sensitivity continues to be an issue. The force 
sensitivity of SFA is of the order of about 10-8 N [1]. On the contrary, the atomic force 
microscope (AFM) uses a sensitive cantilever to measure the surface forces, and sensitivity 
up to a pN (10-12 N) can be achieved. The first AFM measurement on water was done by 
Cleveland et al. using a silicon cantilever and calcite (CaCo3) surface to confine water [5]. 
They reported an oscillatory potential of ions in water between a calcite surface and a silicon 
cantilever. The first direct measurement of solvation forces in water was made by Jarvis et 
al., with the conclusion that hydration forces of period 2.2 Å exist in water[6]. In 2001, 
Antognozzi et al. used a variation of AFM named as Transverse Dynamic Force Microscope 
(TDFM) to study confined water films [7]. It was observed that the shear viscosity and 
rigidity increase sharply with the decrease in film thickness beyond 1 nm. In 2004, Jeffery et 
al. reported on oscillating stiffness and damping coefficient of the confined water with a 
monotonically changing background using ultra small (< 0.36 Å) amplitude AFM [8]. In 
2008, Li et al. reported on the increased viscosity and longer relaxation time of nanoconfined 
water layers [9]. 
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On the other hand, Zhu et al. reported on an increase in shear viscosity but did not 
observe any solid-like phase transformation in nanoconfined water [10]. Raviv et al. reported 
that the bound water molecules retain the shear fluidity characteristic of the bulk water [11]. 
Recently, it has been reported that confined water retains its bulk shear viscosity, but there 
exists a critical value of Na+ concentration in water above which the repulsive osmotic 
pressure increases by orders of magnitude [12].  
The above controversial findings show that the knowledge of the mechanical 
properties of water at the interfacial level is still far from complete. The lack of 
understanding of interfacial water and the controversy may be due to technique-dependent 
measurements, or a result of studying nanoconfined water under different dynamic 
conditions. For example, a model liquid octamethylcyclotetrasiloxane (OMCTS) has recently 
shown different mechanical properties under different dynamic conditions [13]. It is, 
therefore, very important to adopt a two-prong approach: To make arrangements to 
standardize AFM measurements, and to investigate nanoconfined water under different 
dynamic conditions using a sensitive atomic force microscope.  
Using a very sensitive atomic force microscope [14], we have found that the 
mechanical properties of nanoconfined water layers are strain rate dependent. Below a 
critical approach speed of 8 Å/s, water behaves like a liquid. However, the situation changes 
dramatically at an approach speed of 8 Å/s. At this strain rate or above, confined water shows 
orders of magnitude increase in the relaxation time, which is a clear indication of a solid-like 
behavior. We name this phenomenon “dynamic solidification”. We have seen that this 
behavior of the nanoconfined water is also a function of the presence of ions in water. In 
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addition, we have found that the stiffness and damping coefficient of nanoconfined liquids 
depend upon the radius of the tip.  
This dissertation is based on the study of nanoconfined water under different 
dynamic, as well as ionic, conditions using a home-built small-amplitude (0.5 Å) atomic 
force microscope (Force sensitivity > 10-12 N) [14]. To better understand the problem of 
nanoconfined water, a brief survey of surface forces is given in the start (Chapter 2). In 
addition, an introduction to our AFM technique, as well a discussion of the viscoelastic 
models, is given in Chapter 3. To standardize AFM experiments, Derjaguin approximation 
can be used to normalize the surface forces in units of energy per unit area [15, 16]. If U is 
the energy per unit area between two flat surfaces, then U=F/2πR where F is the force 
between two surfaces and R is the radius of the curved surface. 
 In Chapter 4, Derjaguin approximation is used to deduce a standard theoretical 
equation for stiffness and damping coefficient of the sample, and to see the effects of tip-
radius on the viscoelastic properties of nanoconfined liquids. To experimentally verify our 
theoretical arguments and to see the effects of tip-size, we have used a number of cantilever 
tips of different sizes to measure the sample stiffness and damping coefficient.  
In Chapter 5, atomic force microscopy study of pure water with ionic concentration 
below detection level (resistivity 18 MΩ-cm) is given. Different approach speeds (strain 
rates) are used to get plots of the stiffness and damping coefficient as a function of the 
thickness of the film. Freshly cleaved (atomically smooth) mica and the silicon tip cleaned in 
piranha solution are used as the confining surfaces. Two models, the Kelvin model and the 
Maxwell model, are used to analyze the data. Discussion of a dynamic phase transformation 
from liquid-like to solid-like behavior of the few confined molecular layers is given as a 
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function of the strain rate. (Part of  this chapter has been published in the Physical Review 
Letters. [17])  
In Chapter 6, results of the AFM measurements of alkaline water are presented. 
Stiffness and damping coefficient measurements of various concentrations of sodium 
chloride salt are analyzed. Relaxation time plots as a function of the strain rate, as well as 
ionic concentration, is given in detail. Chapter 7 consists of conclusions and possible 
directions for future work. 
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CHAPTER 2                 SURFACE FORCES 
 
 
 
 With the miniaturization of technology, surface effects and surface states are 
increasingly gaining importance in the field of solids, such as semiconductors, and liquids, 
such as water. In general, liquids show special properties in nanoconfined geometries which 
are significantly different from their properties in the bulk. At the interface, gradient of 
potential gives rise to forces acting on the two surfaces. Such forces have mainly electric or 
entropic origin. In this chapter, we will briefly discuss the type and origin of such forces. We 
also will introduce, before surface forces, a mathematical tool that connects force 
measurements to interfacial energies and thus can help standardize measurements performed 
in different geometries. 
 
2.1 Derjaguin Approximation 
The Derjaguin approximation is an important relation in the field of tip-sample 
forces. It can be used to compare the forces measured with the help of the atomic force 
microscope (AFM) or other force measurement instruments, such as the surface forces 
apparatus (SFA). In the case of AFM, Derjaguin approximation can be used to obtain a force 
law between a sphere and a flat surface in terms of the interaction energy between a unit 
planar area and an infinite planar area. 
To proceed towards the Derjaguin approximation, let us assume that the interaction 
energy between two molecules is purely attractive and of the form 
n
r
CW −= . An example 
would be Van-der-Waals forces. Let us further assume that the interaction energy between a 
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molecule and an assembly of like molecules in a nearby planar surface, a distance D apart, is 
additive. This is an approximation and does not always hold. Figure 2.1 shows the geometry 
of a molecule and a planar surface containing similar molecules, so that the distance between 
any two molecules is )( 22 zxr += .  The z-axis is perpendicular to the surface with z=D 
 
z
dx
x
dz
z=D
r=(z2+x2)1/2
z=0
 
Figure 2.1. The distance between a molecule and a flat 
surface for integration  of the intermolecular forces. The 
line parallel to the flat surface is taken as x-axis and the 
one perpendicular to it is z-axis. The distance z=D is the 
smallest separation between the flat surface and the 
molecule. The dxdz shows the cross-sectional area 
(thickness) of a hypothetical ring of radius x in the flat 
surface [18]. 
 
 
 
being the perpendicular distance between the molecule and the surface, and the x-axis shows 
the direction parallel to the surface. Then the interaction energy between the single molecule 
and all the molecules on the nearby planar surface is given below. 
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 ∫∫
∞=
=
∞=
= +
−=
x
x
n
z
Dz zx
xdxdzCW
0
222 )(2 ρπ     (2.1) 
We take z as constant while evaluating the integral with respect to x. ρ is the number 
of molecules per unit volume in the solid. Then we obtain: 
  ∫
∞=
=
−−
−=
z
Dz
n
dz
zn
CW 2
1
2
2 ρπ
 
or  3)3)(2(
2
−−−
−=
nDnn
CW ρπ      (2.2) 
Equation 2.2 gives the interaction energy of a molecule near an infinite planar surface. 
For n=6, we get the van der Waals interaction, 
 36D
CW ρπ−=                        (2.3) 
Similarly, we can find the interaction energy of a unit surface and the infinite surface with 
equal molecular concentration ρ and separation D, and infinite thickness. The total number of 
molecules in a slice of unit area and thickness dz is ρdz. We integrate equation (2.2) with 
respect to ρdz to find the interaction energy over the total molecules in the unit surface. 
 ∫
∞
−−−
−=
D
nz
dz
nn
C
w 3
2
)3)(2(
2 ρπ
 
 4
2
)4)(3)(2(
2
−−−−
−=
nDnnn
C
w
ρπ
            (2.4) 
For n=6  
 2
2
12D
C
w
ρπ
−=                  
Here w is the energy per unit area of a planar surface interacting with another planar surface 
of infinite area.  
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If we have a spherical surface near a planar surface, such as an AFM tip near a planar sample 
(Figure 2.2), the interaction energy between them can be calculated by integrating equation 
2.2 over the spherical surface in Figure 2.2. 
 ∫ −+−−−= 3
22
)()3)(2(
2
nzD
dxdzx
nn
CW πρπ     (2.5) 
From the figure, x2=2Rz-z2, so we can write equation 2.5 as below. 
 ∫ −+
−
−−
−=
R
D
nzD
zdzzR
nn
CW
2
3
22
)(
)2(
)3)(2(
2 ρπ
 
If D<<R, almost all of the contribution to the integral comes from smaller z values, as the 
fraction becomes smaller due to a bigger denominator. This also implies that 02 →z , and the 
interaction energy can be written as follows: 
 ∫
∞
−+−−
−=
0
3
22
)(
2
)3)(2(
2
nzD
Rzdz
nn
CW ρπ  
Or  
 
 5
22
)5)(4)(3)(2(
4
−−−−−
−=
nDnnnn
CRW ρπ    (2.6) 
For n=6, we get the van der Waals interaction energy between the two surfaces, as 
 
D
CRW
6
22 ρπ
−=                 (2.7) 
Equation 2.7 gives the van der Waals energy for a sphere close to a planar surface. The force 
between the two surfaces can be derived as below. 
 4
22
)4)(3)(2(
4/)( −−−−−=−= nDnnn
CRdDdWDF ρπ     (2.8)  
Comparing equation 2.4 and 2.8, we get the following equation, 
 RwDF π2)( =                                                     (2.9) 
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where w is the interaction energy between a unit area and an infinite planar area.  
Equation 2.9 gives the famous Derjaguin approximation. 
 
Figure 2.2. The contact geometry of a flat surface and a 
spherical tip at very small separation D in the presence of 
a liquid film. R is the radius of the tip. The distance 
between the center of the sphere and the flat surface is z 
+ D. 
 
 
2.2 Electrostatic Forces 
Interaction forces due to charges, image charges, and electric dipoles are all 
electrostatic forces. Similarly, the interaction between electric fields and polarized atoms or 
molecules gives rise to electrostatic forces. The electric fields are usually present due to the 
difference in the work function between the tip and the sample in an atomic force microscopy 
setup. The difference in work function over the surface of a tip or the sample can also 
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produce an electric field. The important electrostatic forces in this regard can be classified as 
below. 
 
2.2.1 Force due to Charges and Image Charges 
The force between charges is called Coulomb’s force. If q1 and q2 are two positive charges 
separated by a distance r in a medium of relative permittivity εr , then the electrostatic 
potential is given by Coulomb’s law, 
 
r
qq
rU
r 0
21
4
)(
επε
=  
 2
0
21
4 r
qq
dr
dUF
rεπε
=−=  
where ε0 is the permittivity of free space such that 1/4πε0=8.99 X 109 Nm2/C2. For two 
electrons in vacuum at a separation of 0.2 nm, the force of repulsion is 6 nN. The magnitude 
of this type of force comes under the range of present day atomic force microscopes and can, 
therefore, be measured. The force between a free charge and its image charge located on a 
nearby sample surface can be written as follows [Lorrain and Corson, 4-55, 1970]: 
 





+
−
−==
ms
ms
m r
qqF
εε
εε
επε 20
22
4     (2.10) 
Here εs and εm represent the permittivity of the sample and the medium, respectively. It can 
be inferred from the equation that if the system is immersed in a liquid of high electric 
permittivity, the force will be drastically reduced. In this case, the force can be attractive or 
repulsive, depending upon the values of εs and εm . 
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2.2.2 Forces due to Permanent Dipoles  
The interaction potential energy between a permanent dipole p and a charge q can be 
written as given bellow. 
 2
04
)cos()(
r
pq
rU
rεπε
θ
−=  
 3
04
)cos(
r
pq
dr
dUF
rεπε
θ−
=−=      (2.11) 
Similarly, the force between two permanent dipoles is 
 
( )
3
212121
4
cossinsincoscos2
r
ppF
πεε
ϕθθθθ −
−=   (2.12) 
Here θ1 and θ2  are the inclination angles of dipole moment p1 and p2, respectively, and φ is 
their relative azimuth angle.  
 
2.2.3 KEESOM Interaction (Fluctuating Dipoles) 
 At large distances from each other, the dipole moments fluctuate and rotate due to 
thermal energy. The interaction for a weighted average of their orientation (θ and φ) leads to 
the Keesom interaction [19]; The Keesom interaction energy and force can be written as 
follows.      
  62
0
2
2
2
1
)4(3)( r
pp
rU
rεπε
−=                      
 72
0
2
2
2
1
)4(
2)(
Trk
pp
rF
Brεπε
−=                            (2.13) 
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2.2.4 Debye or Polarization Interaction (Induced Dipole-Dipole Interaction) 
 The electric field of a permanent dipole can induce polarization in a nearby dipole. 
The angle averaged interaction between the two induced-dipole parts of the permanent 
dipoles is called Debye or polarization interaction [20]. It is similar to Keesom interaction, 
except the dipole moments are produced by polarization of atoms or molecules in an electric 
field of a permanent dipole. If µ is the induced dipole moment, E is the strength of electric 
field of a permanent dipole, and α is polarizibility of the atoms or molecules, then µ=αE . 
The electric field of a permanent dipole moment p at a distance r and angle θ (the dipole 
moment points from the negative towards the positive charge) to the line joining the 
polarized molecule can be written as follows:  
 3
0
2/12
4
)cos31(
r
pE
rεπε
θ+
= .     (2.14) 
If the interaction energy of a molecule with this field is U, then 
 
2
2
1 EU α−= .       (2.15) 
Here α is the electronic polarizibility of the molecule. Putting the value of E in equation 2.15 
gives us the value of the interaction U. 
 62
0
22
)4(2
)cos31(
r
pU
rεπε
θα +
−=  
At room temperature, the interaction is not strong enough to mutually orient the molecules. 
The effective interaction of the orientation can be used to get the angle average interaction. 
Since the average value of cos2θ is 1/3, therefore, 
  62
0
2
)4( r
pU
rεπε
α
−=  . 
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For two molecules having permanent dipole moments p1 and p2, and polarizibilities α1 and 
α2, the dipole-induced dipole interaction energy can be written as 
62
0
1
2
22
2
1
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2
2
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2
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r
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r
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α
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α +
−=−−=  . (2.16) 
Equation 2.16 is called the Debye interaction, from which the Debye force can be derived as 
below. 
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0
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−=                                (2.17) 
Equation 17 gives us the Debye or polarization forces. 
 
2.3 Electrodynamic or Dispersion Forces 
The electrodynamic forces are the most important of all the surface forces because 
they always exist no matter whether the atoms and molecules are polar or non polar. The 
origin of these forces lies in the domain of quantum electrodynamics [18].  However, a brief  
and simple account can be given on the basis of Bohr atom. The oscillating electron around 
the nucleus constitute an instantaneous dipole moment eap 0= , where 0a is the first Bohr 
radius. The time average of this dipole moment is zero. However, it can induce a dipole 
moment in a nearby atom or molecule. The interaction of the instantaneous dipole moment 
with the induced dipole moments give rise to an attractive force the time average of which is 
not zero. The interaction energy between the two dipoles can be obtained in a way similar to 
the one discussed in the previous section, 
 62
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where 3000 4 aπεα =  is the electronic polarizibility of the second atom. Putting the 
values of p, we get  
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The Bohr radius is given as νπε hea )4(2/ 020 =  
 62
0
2
0
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h
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να
−≈       (2.18) 
Except for a numerical factor, the above equation is similar to the equation derived by  
London [21] on the basis of quantum mechanical perturbation theory.  
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The above equation is sometimes called the London equation. However, the above simple 
equation cannot be used for larger and asymmetrical molecules because the force no longer 
acts between the centers of the molecules, but acts between the centers of the electronic 
polarization, which are located at the covalent bonds. This is called dispersion force because 
of the dispersion frequencies lying in the visible and ultraviolet region ≈ 1015Hz. After 
integrating over the volume of a flat surface and an approaching spherical tip, the distance 
dependence becomes 1/D2. 
Some salient properties of the electrodynamic or dispersion forces can be summarized as 
follows: 
(1) They are long range forces and can act in the range from greater than 10 nm down to 
interatomic spacing (0.2 nm). 
(2) These forces may be attractive or repulsive and do not follow a simple power law 
between two molecules or large particles. 
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(3) These forces not only bring molecules together they also tend to align them mutually. 
(4) The dispersion interaction between two bodies is affected by the presence of other bodies. 
 
2.4 Van der Waals Forces 
 The van der Waals force is a combination of the three forces described in the previous 
sections; the Keesom force, the Debye force, and the Dispersion force. 
The interaction energy of van der Waals for free molecules in air is 
 
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The above equation can not be used for interaction between particles in solvents. Efforts 
were made to describe a general theory which can be used for the interaction of molecules in 
the presence of solvents [22]. To get the van der Waals interaction energy for two surfaces, 
we have to integrate the interaction energy of all the atoms (or molecules) in one body to all 
the atoms (or molecules) in the other body, as we did in the section on Derjaguin 
approximation. The strength of van der Waals forces is represented by the Hamaker constant 
generally represented by A such that for two planar surfaces 
 212 D
A
w
π
−=  ,      (2.21) 
where D is the separation between the surfaces, and 
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 Here ε3 and n3 are the electric permittivity and refractive index of the medium. The above 
expression for A has been derived on the basis of the Lifshitz continuum theory [23]. The 
first term includes Keesom and Debye interactions, and the second term includes the London 
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or Dispersion interaction. From the above definition, for identical tip and sample across any 
medium, A is positive, i.e., the force is attractive. If ε3 and n3 are intermediate to ε1, n1 and ε2, 
n2, A is negative, and so the force is repulsive. For air, ε3= n3=1, and A is positive. Therefore, 
in general, the van der Waals forces can be attractive, repulsive or zero depending upon the 
choice of the medium. If we use the Derjaguin approximation, the van der Waals force 
between a spherical and a planar surface can be written as  
 26
2)(
D
ARRwDF −== π  .     (2.23) 
Equation (2.23) is a very important result and can be used to measure the Hamaker constant 
with the help of AFM under the condition that the D<<R. 
The typical value of A is 10-19 Joule. However, its value will be drastically reduced in water 
because of the high permittivity of water (78.5 at 298 K). From the above equation, it can be 
concluded that: 
1.  The van der Waals force between two identical bodies are always attractive while that 
between different bodies can be attractive or repulsive 
2.  The van der Waals force between any two bodies in vacuum is always attractive. 
 
2.5 The Lennard-Jones or ‘6-12’ Potential 
 The Lennard-Jones or ‘6-12’ potential is a combination of the van der Waals and hard 
core repulsive forces; it is widely used because of its simplicity. The hard repulsion is a 
power law force based on experimental observation with little theoretical standing. These 
forces can arise out of the overlapping of electrons clouds of two atoms or molecules when 
they get sufficiently close together. They are characterized by a short range and very sharp 
increase. These forces determine how close two atoms or molecules can get before they start 
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repelling. This interaction potential is sometimes called ‘6-12’ potential because  of its 
dependence on the separation distance as shown below. 
  













−





∈=−=
612
612 4)(
rrr
B
r
A
rU σσ     (2.24) 
The above equation is mostly used in explanation of solid structures. At r=σ, U(r)=0. The 
energy minimum occurs at r=1.12σ. A general behavior of the Lennard-Jones potential is 
shown Figure 2.3. 
 
 2.6 Surface Forces in Liquids 
 As we discussed in the previous section, the van der Waals forces are drastically 
reduced in the presence of polar liquids. In addition to van der Waals, there are other forces 
that play a very important role between two surfaces in the presence of polar liquids. Such 
forces are usually called the electrical double layer, hydration, structural and capillary forces. 
In polar liquids such as water, the particles or surfaces can get charged due to the polar nature 
of water molecules, and the osmotic forces tend to dominate the attractive van der Waals 
forces to keep similar particles from coalescing. A brief discussion of the forces other than 
the van der Walls, in liquids, is given below.  
 
2.6.1 Electric Double Layer Forces 
There are various mechanisms which can result in charging of surfaces in polar 
liquids. Surfaces can acquire charges by the dissociation of surface groups from carboxylic 
groups leaving behind a negatively charged surface COO- such as COOH→COO- + H+, or 
surfaces can acquire ions from the solution such as the adsorption of cationic Ca+2 to a site 
vacated by H+ or Na+. As the solution remains electrically neutral, counter ions accumulate 
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near the charged surfaces as shown in Figure 2.4. The accumulated counter ions can diffuse 
through the solution. These ions form the diffuse electric double layer. Using the Poisson-
Boltzmann equation, the concentration of the counter ions at the surface can be obtained as 
given below. 
 
σ
-ε
0
w
r = 1.12σ
r
Lennard-Jones 
Potential
 
Figure 2.3. The bold line represents equation 2.24. For 
r>>σ, it follows the van der Waals equation (the second 
term in the equation), as the contribution from the first 
term becomes negligible. The energy minimum occurs at 
r =1.12 σ. Below 1.12 σ, the curve increases significantly 
sharply, and becomes strongly repulsive such that the 
hard core repulsion dominates the van der Waals forces 
[18]. 
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ρρ +=       (2.25) 
Here σ is the surface charge density, and ρ0 is the volume charge density of counter ions at 
the middle of the gap between two surfaces. For two faraway surfaces or an isolated surface, 
ρ0→0. The above equation can be written as follows: 
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Figure 2.4.  A cartoon showing the diffuse double layer produced between 
two carboxylic groups surfaces at separation D in the presence of water. The 
diffusion length of the double layer depends upon the surface charge density 
of the carboxylic groups in water.  The electric double layer consists of the 
hydrogen ions released by the surfaces. The compact layer is the layer formed 
by the hydrogen ions in the intimate vicinity of the surfaces. 
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ρ =       (2.26) 
This means that the concentration of counter ions in the double layer is a function of the 
square of the surface charge density. The concentration profile of the counterions away from 
the surface is given by ρx, 
  
Kx
xx 2
0
cos
)( ρρ =  
where x is the distance from the middle of the gap, and K=(ze)2ρ0 /2εrε0kT. The symbol z 
represents the valency of the counterions.  
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Contrary to the misleading name “Electric double layer forces”, the origin of the 
repulsive forces between similarly charged surfaces in a polar solvent lies in the entropy of 
the system or osmotic pressure. The particles have a tendency to move from points of higher 
concentration to points of lower concentration, and this maintains the diffuse double layer. 
That is the very reason why these ions dissociate from the surfaces in the first place, and also 
move away from each other. The electrostatic forces, in contrary, are of attractive nature 
because of an equal number of opposite ions and aggregate neutrality. In pure polar liquids 
such as water, the electrostatic forces are of weaker strength. 
 The Contact Value Theorem gives a good understanding of the repulsive pressure 
between two charged surfaces a distance D apart in a polar liquid such as water. According to 
this theorem [18], 
 )]()([)( ∞−= ss DkTDP ρρ      (2.27) 
P is the pressure at a separation D between the two surfaces, and ρs is the ionic concentration 
near the surfaces. Equation 2.27 shows that the pressure is given by the increase in the 
counterions concentration near the surfaces as they approach each other. This is an important 
equation and will be used again to analyze the solvation forces variation with distance. 
Equation 2.27 can be written as: 
  )]1)/(exp()1)/[(exp()( −+−−= ∞ kTekTekTDP mm ψψρ ,  
where ψm is the sum of the electrostatic potential at mid plane.    
  kTeDP m /)( 22 ∞≈ ρψ , 
For  an isolated surface, 
  )2/exp()./8( DekTm κγψ −= , 
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Where γ = tanh(zeψ0/4kT), and κ is the inverse of the Debye length. Debye length is the 
length in which the charge carriers screen out the electric field of charged surfaces. ψ0 is the 
surface potential. 
At low surface potential, below 25 mV, the above equations can be written as: 
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Using Derjaguin approximation (Chapter 4), the above interaction energy per unit area can be 
converted to force between a sphere and a plane surface. 
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π −≈      (2.28) 
The above equation gives the electric double layer force between a sphere and a plane 
surface. The origin of the force lies in the entropy of the system as will be discussed in the 
section on solvation forces. 
The van der Waals and the double layer forces together are called the DLVO 
(Derjaguin, Landau, Verwey and Overbeek) forces [18, 24].  
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The double layer forces are repulsive forces, and the van der Waals forces are 
attractive, but at a small enough distance, the combined interaction becomes attractive 
because of the power law nature of Van der Waals force. The repulsive strength of the double 
layer forces decreases with increasing the ions concentration in a liquid because of the 
decrease in the Debye length . In general, repulsive forces can give way to attractive van der 
Waals forces and particle coagulation can occur at sufficiently strong ionic concentration. 
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 On the other hand for highly charged surfaces, there is a long range repulsion in dilute 
electrolyte. In dilute electrolyte, the screening of the electric fields of ions is weak and the 
Debye length is longer. In a zero surface charge situation, the DLVO force approaches the 
pure van der Waals attractive force. However, the more interesting phenomenon happens at 
separation less than 1 nm in water.  
 
2.6.2 Solvation Forces 
 In the case of water, molecules gather around ions present in the water due to ion-
dipole interactions. Usually 4-6 molecules are bound to an ion with reduced or slow 
exchange with the bulk water. These ions are called solvated or hydrated ions. The effect 
extends to next neighbors as well but is weaker, and the range of the interaction is called 
solvation zone giving rise to a short range order of the solvent (water) molecules. The 
properties of this zone are significantly different from the bulk. For example, the response of 
the concerned solvent molecules to an external electric field is different from the response of 
the rest of the bulk. Therefore, they can not be treated on the basis of continuum theories 
such as the DLVO. Their interaction potential and density profile oscillate with distance 
having periodicity close to their molecular size. A short range force might arise between two 
or more solvated molecules whenever their solvation zones will overlap. Such forces are 
usually called solvation or, in case of water, hydration forces. In addition, surface-solvent 
interaction can induce positional or orientational order in the adjacent liquid molecules, and 
can give rise to monotonic repulsive or attractive solvation forces whose range is generally 
larger than oscillatory solvation forces and decay exponentially with surface separation e.g. 
the double layer forces. However, the most general type of solvation force arises from the 
discrete molecular nature of all the condensed phases. Computer simulations have shown that 
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liquid molecules tend to order in the proximity of smooth surfaces due to attractive 
interaction or geometric constraining effect of the hard wall [25, 26] as shown in Figure 5. 
This gives rise to an oscillatory density profile of the molecules. The sharpness of the density 
peaks depends on the physical and chemical nature of the surface to the limit that the 
molecular ordering is influenced by the atomic structure of the adjoining surfaces. The 
constraining effect of two solid surfaces can dramatically dictate the liquid molecules to 
reorder themselves to accommodate between the two walls even in the absence of any 
attractive interaction. The variation of this ordering with separation can give rise to the 
solvation forces or structure forces between the two surfaces.    
  The same contact value theorem (equation 2.27) applies to solvation forces as it did 
to the double layer repulsion. We can replace the counterions in equation 2.27 by the 
molecular density at the surface, as long as there is no interaction between the walls and the 
liquid molecules [27, 28]. However, ρs now represents the density of liquid molecules instead 
of counterions at the surfaces. Thus, a solvation force arises whenever there is a change in the 
molecular density near the surfaces as they approach each other (Figure 2.6). For inert hard 
walls, this is brought about by changes in the molecular packing as D varies, as illustrated in 
Figure 2.6. The oscillatory force actually comes from breaking the order and squeezing out 
the molecular layers when the two surfaces approach. When the last layer is squeezed out 
such that D→0, we have ρs(D→0)→0. In this case, equation 2.27 dictates that the solvation 
pressure has a finite value as below. 
 )()0( ∞−=→ skTDP ρ      (2.30) 
In this equation, ρs(∞) is equal to the bulk density. This means that the force at contact is 
negative or adhesive. On the basis of experiments, it has been suggested that the oscillatory 
solvation forces decay exponentially with separation and die out within a few molecular 
26 
 
 
 
layers [18]. So the oscillatory forces can be described by an exponentially decaying cosine 
function as follows [18, 67]. 
 )/2cos()()( / σπρ σ DekTDP Ds −∞−= ,   (2.31) 
where σ is the molecular-layer thickness and period of oscillation. This equation shows that 
the pressure will be maximum whenever the separation is a multiple of the molecular size. To 
get the energy per unit area between two surfaces, the above equation can be integrated to get 
  
28/))(2)0( πσρ ∞= skTW  
where ρs=√2/σ3 [18]. 
Therefore, the force is: 
  
3/04.0)0( σkTF ≈       (2.32) 
Where σ is the size of the molecule. 
The van der Waals force at this separation is [68]: 
  
222 /02.02/04.0)0( σσπ AAF −=−≈    (2.33) 
Thus at low Hamaker constant (A< 10-21J~0.2kT), the oscillatory solvation force is expected 
to dominate the van der Waals forces. 
 
2.6.3 Repulsive Hydration (Hydrophilic) Forces 
 If the only forces were DLVO forces, the phenomenon such as clay swelling, 
surfactant soap film or uncharged lipid bilayer repulsion in aqueous solution would not 
happen. Similarly, other oxide or hydroxide surfaces, such as silica, repel each other in 
aqueous solutions, even at very high salt concentration. In light of the DLVO theory, such 
particles or surfaces should stick to each other as the Van der Waal forces dominate at short 
range. It seems that an additional short range repulsive monotonic force exists between
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Figure 2.5. The left hand cartoon and the graphical 
curve below it show the liquid density profile at 
isolated solid-liquid interface. The symbol σ 
represents the size of the molecules which is the 
period of density plot. Near the smooth surface, the 
liquid molecules order themselves along the 
surface. The order weakens away from the surface. 
The right hand cartoon shows the liquid confined 
from both the sides. This density profile is 
displayed as equivalent to the one on the left hand 
side joined with its mirror image[18].  
 
 
Figure 2.6. The top row shows how the molecular 
ordering changes as the confining surfaces are 
brought closer to each other. The curved plot shows 
the corresponding solvation pressure as the 
separation distance changes. The solvation pressure 
is maximum when the separation is an integral 
multiple of the molecular size in which case the 
molecules order along the surfaces[18].  
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certain particles or surfaces in aqueous solutions which dominate the DLVO forces. Such 
forces are called repulsive hydration or Hydrophilic forces. Experiments show that these 
forces vary exponentially with separation.  
 The origin of these forces appears again to be entropic when hydrophilic ions or 
surfaces approach each other in aqueous solutions. The hydrophilicity is believed to be 
originated in the strongly H-bonding of water molecules to certain surfaces containing 
hydrophilic groups, such as hydrated ions or hydroxyl (---OH) groups. This interaction 
modifies the H-bonding network of liquid water adjacent to them. It therefore has a 
comparatively long range (a few nanometers).  
  
2.6.4 Effect of Ions Concentration on Hydrophilic Forces 
 Repulsive hydration forces between mica and silica surfaces were found to decay 
exponentially with decay length of about 1 nm and effective range of 3-5 nm [29, 30].  To 
identify the factors that regulate hydration forces, Pashley measured surface forces in the 
presence of Na+ and K+  at concentration 10-3 M [4]. Short-range repulsive forces were found 
in addition to double layer repulsion. In another attempt, the forces between two molecularly 
smooth mica surfaces were measured over a range of concentrations in aqueous salt 
solutions. Alkali salts were used with ions such as Li+, Na+, K+, and Cs+ and Mg2+, and Ca2+. 
They found that the concentration and type (valency) of ions drastically change the nature 
and range of forces in water. A detailed discussion of their results is given in Chapter 6.   
 There are some other forces such as protrusion forces and steric forces. These forces 
also arise out of osmotic or entropic origin when two diffused surfaces approach each other. 
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The defused surfaces have molecular groups that produce kinetic roughness in the surface or 
molecular chains dangling out in the solution such as polymer covered surfaces. Bringing 
such surfaces together disturbs the equilibrium entropy and gives rise to osmotic repulsive 
pressure. However, our project does not include the study of such groups. Our main focus is 
on water molecules, which we will discuss after studying the effect of tip size on stiffness 
and damping coefficient of nanoconfined liquids.   
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CHAPTER 3                 INSTRUMENTAL BACKGROUND 
 
 
The main tool that we use in our laboratory is the atomic force microscope (AFM). 
The first atomic force microscope was developed by Binnig et al. in 1986 (Binnig, Quate et 
al. 1986) soon after their invention of Scanning Tunneling Microscope (STM) in 1982 [31]. 
The scanning tunneling microscope measures the tunneling current between a conducting 
probe (tip) and a conducting sample. However, the AFM measures the force between the tip 
and the sample and as such no longer requires a conducting sample or a conducting tip. This 
characteristic makes AFM highly superior to the STM to probe non-conducting samples. In 
this way, AFM reduces the labor and drawbacks associated with coating an insulated sample. 
The AFM has an edge over SEM or TEM in studying biological samples; the AFM can study 
the biological samples in original conditions. In addition to imaging, AFM can also be used 
for force spectroscopy and molecular manipulation. Nowadays, a number of different 
variants of AFM are used for imaging or structural analysis using different methods such as 
magnetic force microscope or electrostatic force microscope. AFMs are usually classified on 
the basis of tip-sample interaction and the operation of the AFM. There are three main 
classes of AFMs; the contact mode, the tapping mode and the non-contact mode. The contact 
mode is sometimes called DC AFM (because of constant loading force) while the tapping 
and the non-contact modes are generally grouped as AC operation modes. In contact mode, 
the tip scans the sample in the repulsive force regime. However, in the tapping mode, the 
AFM works in the attractive and repulsive force range of the tip sample interaction. The 
cantilever is vibrated at its resonance frequency (often hundreds of kilo hertz) and positioned 
above the surface so that it only taps the surface for a very small fraction of its period. The 
disadvantage of this technique is the low resolution and unwanted snap-in and amplitude 
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instabilities. In non-contact mode, to get rid of the problems related to capillary layers in the 
contact mode and tapping mode, the cantilever is vibrated quite far from the surface so that 
the problem of intermittent contact is solved.  The advantage of this method is that it is very 
effective in liquids and vacuum. But in air, this technique also suffers from jump-to-contact 
instabilities, and can only be used at large distances to measure long-range forces such as 
electrostatic or magnetic forces. Though the general non-contact technique is superb in 
liquids and vacuum, it suffers from complex and convoluted theoretical modeling of the 
cantilever mechanics due to its large amplitude as well as vibration near the resonance 
frequency. To simplify theoretical explanation, we use a special type of AFM (Off-resonance 
Small-amplitude AFM) that has the capability to operate at small cantilever amplitudes 
minimizing mathematical labor and complications.  
 
3.1 Off-resonance Small-amplitude AFM  
 The small amplitude AFM has the superior quality of being capable of working with 
very small oscillation amplitude, a fraction of an angstrom, of the cantilever tip [14]. The 
small amplitude insures the linearization of force measurement. In this technique, the 
amplitude and the phase angle variation can be simultaneously measured to give us detailed 
mechanical information about the measured system. In the following, we discuss its working 
principle and mathematical modeling. 
 
3.1.1 Theory and Principle of Working 
The tip-sample interaction is a combination of various types of forces such as 
chemical bonding (short range), Van der Waal forces (long range) and in liquids, solvation 
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forces (short range). However, over sufficiently small range of amplitude, the gradient of 
forces can be assumed constant. Under this approximation, the tip-sample interaction can be 
modeled as another spring of spring constant kts. We use the Kelvin Model because of 
 
γL
γts
 
Figure 3.1 The cantilever-tip-sample system. Energy 
conservation processes are indicated by springs of stiffness 
kL and kts, while dissipative processes are marked by 
dashpots of damping γL and γts, respectively, m* stands for 
the effective vibrating mass of the cantilever which is related 
to the cantilever stiffness and its free resonant frequency as 
ωL = (kL/m*)1/2.(PhD dissertation, George Matei, 2007.) 
 
 
the periodic, and hence instantaneous, nature of the force that the tip goes to exert on the 
sample. According to the Kelvin model, the tip-sample system can be represented by two 
springs connected in series, with dashpots connected in parallel with the springs. The 
resultant damping γ of the system can be assumed as a summation of the corresponding 
dissipative processes represented by the dashpots in Figure 3.1. The damping constants γL 
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and γts represent the dissipation in the cantilever and the tip-sample interaction, respectively, 
such that γ= γL+ γts.  
In the absence of interaction between the tip and the sample, the equation of motion of 
the cantilever can be written as: 
 m*
..
z  = - γ
.
z  - kLz + kL A0 e(iωt),    (3.1) 
where γ is the damping coefficient of the system, z is the distance  of the cantilever tip from 
the sample, m* is the effective mass of the cantilever tip, kL is the stiffness of the cantilever, 
ω is the driving frequency, and A0 is the free amplitude. The first term on the right hand side 
in equation 3.1 represents the damping force, the second the restoring force and the third 
term represents the driving force. 
 
Oscillating cantilever
 
 
Figure 3.2  Cantilever bending under the sample 
attractive forces. The symbol D represents the 
minimum distance between the tip and the sample 
after the tip has bent. The symbol z shows the 
distance by which the cantilever has bent. 
 
 
In the case of tip sample interaction, equation (3.1) can be written as: 
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 m*
..
z  = - γ
.
z  - kLz + kL A0 e(iωt) + Fts(z + D)   (3.2) 
 After the small amplitude approximation (amplitude much smaller than the tip- 
sample interaction distance), we can write the tip-sample interaction force as [32]: 
 Fts(z + D) = Fts(D) + (dFts/dD).z(t),    (3.3) 
where D is the distance between the cantilever and the sample. Now equation (3.2) can be 
rewritten as: 
  m*
..
z  = - γ
.
z  - kLz + kL A0 e(iωt)+ Fts(D) + (dFts/dD).z(t). (3.4) 
If we suppose (dFts/dD) = - kts , the interaction stiffness, then we have: 
 m*
..
z  = - γ 
.
z  - kLz + kL A0e(iωt) + Fts(D) - ktsz(t).  (3.5) 
After absorbing Fts(D) by rescaling the z-axis and assuming the new amplitude z(t)=Ae(iωt), 
the above differential equation can be solved for the amplitude of the tip (complex 
amplitude) as: 
  -m*ω
2Ae(iωt) = -i γ ω Ae(iωt) - kL Ae(iωt) + kL A0e(iωt) - kts Ae(iωt) 
  kts A  + kL A-m*ω2A + iγω A = kL A0    (3.6) 
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If ω0 = */)( mkk tsL +  , then the absolute value of the amplitude can be written as: 
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0
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0
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tsL
L
kk
AkA    (3.8) 
Equation 3.20 can also be written as: 
 ((kts  + kL )(1-ω2/ω02)+ iγω) A (cosφ+isinφ) = kL A0. 
 (kts  + kL )(1-ω2/ω02)+ iγω =( kL A0) /{ A (cosφ+isinφ)} 
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 (kts  + kL )(1-ω2/ω02)+ iγω =kL A0(cosφ-isinφ) / A   (3.9) 
 
After separating the real and imaginary parts in equation 3.9, the phase angle φ between  A0 
(the drive) and A (the cantilever tip) can be derived as follows:  
 )/1)(( 202 ωω
ωγ
ϕ
−+
−=
tsL kk
Tan  .    (3.10) 
We can solve Equation (3.9) for the interaction stiffness such that: 
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If ω is very small as compared with ω0 then equation (3.11) can be further simplified as: 
  






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−= 10
A
CosAkk Lts
ϕ
.     (3.12) 
The damping coefficient can also be calculated from equation 3.9 as: 
  
ω
ϕ
γ
A
AkL sin0−= .      (3.13) 
 The above technique of small amplitude AFM has been used by Jeffery et al.[8] to 
measure the stiffness and damping coefficient of the tip-sample system in water as shown in 
Figure 3.3. The solvation forces can be seen as the periodic oscillations in the stiffness and 
damping coefficient with period equal to the size of the water molecules. The free amplitude 
of vibration was less than one angstrom. This shows that the small amplitude AFM technique 
can successfully be used to probe the mechanical properties of thin films of liquids.  
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Figure 3.3 Solvation stiffness and damping coefficient 
versus displacement are calculated using equation 3.12 
and equation 3.13. The filled circles shows the stiffness 
and the open circles the damping coefficient. The 
oscillations in stiffness and damping coefficient are of 
the size of water molecules[8]. 
 
 
3.1.2 Construction 
 Our AFM operates at amplitude smaller than an Angstrom in the case of water study. 
Therefore, the deflection sensor used must be able to sense the changes in the amplitude of 
the order of a picometer (0.01 Å). The general laser deflection systems are too poor to detect 
such a small motion so an optical fiber is used in our AFM as a powerful alternate. An 
extremely high displacement-sensitivity is obtained by utilizing the principle of Fabry Perot 
Interferometer using an optical fiber. Moreover, we use cantilevers of sufficiently high 
stiffness to avoid snap-to-contact instabilities. A piezo tube is used to position the sample. 
Shear piezo plates are used to position the fiber slider in a stick-slip manner as shown in 
Figure 3.4 [14]. 
 The cantilever can be vibrated in the normal or lateral plane with the help of the 
dither or shear piezo. Two lock-in amplifiers can be used to oscillate the cantilever 
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simultaneously in the normal and lateral directions. The drive frequency is normally less than 
a Kilohertz to keep the cantilever vibrations in the off-resonance condition. Under this 
condition, the amplitude is kept small. An added benefit is a phase that is stable with respect 
to frequency fluctuations, and benefit of mathematical simplification [33]. To sort out such a 
small signal from the pool of thermal and other mechanical noises, the lock-in amplifiers are 
used to measure the signal at the drive frequency.  
 As we mentioned above, our deflection-sensor is based on a highly sensitive fiber-
optic interferometer originally proposed by Rugar et al. [34]. According to this scheme, an 
interferometric cavity is formed between the smooth end of the fiber and the reflective 
backside of a vibrating cantilever that can detect, upon multiple reflections of a laser beam, 
vibrations of up to sub-Ångstrom amplitudes. Figure 3.7 shows the schematic view in which 
a laser diode of 2 mW power and 1310 nm wavelength is coupled into a 2x2 single mode, 
50% fiber splitter. The first output of this splitter is connected to a 125 µm single mode fiber 
positioned over the cantilever, while the second one is connected to a reference photodiode. 
In order to subtract any laser noise, the reference photodiode (PD) measures the power of the 
laser that is subtracted from the interference pattern recorded by the signal photodiode.  
 The details of the formation of the multiple reflections between the fiber end and the 
cantilever back are presented in figure 3.5 (b). A part of the light reaching the end of the fiber 
is reflected back while the remaining intensity is transmitted down to the backside of the 
cantilever where it is reflected multiple times to couple back into the fiber. Finally, the 
reflected beams pass again through the 2x2 splitter toward the signal photodiode (PD) where 
they interfere with the primary beam reflected by the end of the fiber. The laser beam spot 
size is about 9 µm. To prepare the fiber for optimal performance, the end of the fiber is
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Figure 3.4 (a) A photograph of the sample 
positioning system. PhD dissertation 2007, 
George Matei. 
(b) Cross-sectional schematic diagram of 
the small amplitude AFM assembly. 
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Figure 3.5 (a) Schematic of the laser and 
fiber assembly. PhD dissertation, 2007, 
George Matei. 
(b) Interference after multiple reflections 
from the back of the cantilever into the 
fiber. 
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stripped down to the cladding and then cleaved using a specialized cleaver to give about 3 %  
reflectivity as monitored by the signal PD. It is then coated with a thin layer of TiO2 by 
chemical vapor deposition to achieve optimal reflectivity (~25%) and low absorption losses.  
 
3.2 Linear Viscoelastic Models 
 Viscoelasticity is a phenomenon in which materials exhibit strain rate dependent 
effects in response to applied stresses. These materials exhibit partially elastic and partially 
viscous properties, so that viscoelasticity incorporates properties of a fluid behavior (viscous) 
as well as solid behavior (elastic).  Most viscoelastic material, under low stress levels, show 
linear behavior. There are important characteristics of viscoelastic materials different from 
elastic materials. Most notably, the elastic materials store 100% of the energy resulting from 
the deformation . However, viscoelastic materials do not store 100% of the energy under 
deformation, but actually lose or dissipate some of their energy. The ability to dissipate 
energy is the main reason why we use viscoelastic materials as shock absorbers. The energy 
dissipated during a loading-unloading cycle (in a stress-strain-curve) is due to mechanical 
hysteresis. The other prominent characteristic of viscoelastic materials is the stress relaxation 
under constant strain. Stress relaxation refers to the behavior of stress reaching a peak and 
then decreasing or relaxing over time under a fixed level of strain; The stress, under constant 
strain, decreases with time in a stress time plot. The third important property of viscoelastic 
materials is the creep or strain under constant stress. Creep is in some sense the inverse of 
stress relaxation, and refers to the general characteristic of viscoelastic materials to undergo 
increased deformation under a constant stress, until an asymptotic level of strain is reached, 
as shown in Figure 3.6. In this figure, σ represents the applied stress, and ε is the strain 
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produced. The three properties discussed above, hysteresis, stress relaxation, and creep are 
the signature-properties of viscoelastic materials. There are some mechanical analogues to 
approximate the behavior of viscoelastic materials in linear regime (low stress level). The 
elastic response of a material can be represented by a spring while the viscous nature of a 
material can be described by a dashpot. A number of different combinations of these two 
components are proposed in the literature to model the behavior of viscoelastic materials 
[35]. The simplest are the Kelvin and the Maxwell models.  
 
t
ε
creep
σ
t
Stress 
relaxation
(a) (b)
 
Figure 3.6 (a): Stress-time plot of viscoelastic materials, 
under constant strain, showing the stress dropping to zero as 
time approaches infinity. The symbol σ represents the stress 
in the viscoelatic materials. (b): The reponse of 
viscoelaastic materials to constant stress. The strain 
increases with time until an asymptotic form is reached. 
This behavior is called creep. The symbol ε represents the 
strain resulting from the external stress applied to the 
viscoelastic materials. 
 
 
3.2.1 Kelvin Model 
 Viscoelastic materials under the action of abrupt and instantaneous forces are 
generally represented by the Kelvin-Voigt model. The Kelvin model considers the parallel 
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combination of a spring and a dashpot, the mechanical analogue of a solid and the 
mechanical analogue of a Newtonian liquid, respectively (Figure 3.7,a). By observing the 
geometry of the model, we note that the dashpot will delay the deformation of the spring to 
have the same deformation. We also note that the total force F in the Kelvin model will be 
equal to the force in the dashpot plus the force in the spring. Thus the total stress can be 
written as: 
  21 σσσ += ,       (3.14) 
which is distributed between the spring, 
  εκσ =1 ,       (3.15) 
and the dashpot, 
  
•
= εγσ 2 .       (3.16) 
The symbol k shows the spring constant or Young’s modulus, and the symbol γ is the 
viscosity and ε is the strain. Viscosity is the parameter that relates force (stress) to 
displacement rate (strain rate). By putting equation 3.15 and 3.16 in equation 3.14, we get the 
stress-strain equation for the system as below: 
  
γ
σ
ε
γ
κε
=+
dt
d
      (3.17)  
Rearranging the above equation, we get: 
  
γ
κε
γ
σε
−=
dt
d
 .      (3.18) 
The strain or creep, under constant stress σ0, can be obtained by integrating equation 3.18 
with respect to time, as shown in Figure 3.7 (b, c). 
 
)1( /0 γσε tke
k
−−=
     (3.19) 
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Equation 3.19 means that the strain increases with time until an asymptotic vale σ0/k is 
reached. According to this model, the dashpot cannot move instantaneously under an applied 
stress. This means that there will be no displacement and, therefore, the strain at time t = 0 
will be zero. Thus, there is no instantaneous elastic deformation due to the restraint imposed 
by the dashpot. With the passage of time, the dashpot moves and the spring gets compressed, 
showing some strain. This means that all of the stress at the start is taken by the dashpot and 
is slowly transferred to the spring. The strain rate can be obtained by differentiating equation 
3.19 as given below. 
 
σ
tt1
σ0
γ
σ
k
σ
σ1 σ2
ttc t1
σ0t/γ
ε
σ0/k
(a) (b) (c)
  
Figure 3.7 (a): The Kelvin model is represented by the parallel combination of a 
spring and a dashpot. (b): The graphical representation of a constant stress for a 
time interval t1. (c): A strain-time plot defining tc and showing the variation of 
strain before t1 and after t1. 
 
 
γ
γ
σε /0 tke
dt
d −=
.     (3.20)           
A strain rate at the initial value of γσ /0  would cross the strain asymptotic value 
k/0σ  at time ktC /γ= . This time is called the retardation time. This is the time needed to 
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undergo deformation upon application of a constant stress. For solid like material, retardation 
time should be very small, and for liquid like material the retardation time should be long 
because of dissipative nature of liquids. At Ctt = , kek /63.0)/11()/( 00 σσε =−=  and, 
thus, only 37% of the asymptotic strain is left after Ctt = . If we remove the stress, the strain 
finally drops to zero. For example, if we put the negative value of stress into equation 3.19, 
we get equation 3.21.  
 )1( /)(0 1 γσε ttke
R
−−−−=       (3.21) 
Superposition of equation 3.19 and equation 3.21 gives 
 1
//0 ),1( 1 ttee
R
tktk >−= − γγ
σ
ε     (3.22) 
This shows that the strain finally drops to zero, and the material come back to original shape, 
once the stress has been removed. Therefore, this model is very good for creep determination 
but poor in the case of finding the relaxation under constant strain.  
 
3.2.2 Maxwell Model 
 The simplest combination of the spring and dashpot is to put the spring in series with 
the dashpot. This combination is known as the Maxwell model. For simplicity and clear 
comparison with Kelvin model, we denote stiffness by R and damping by η. To derive the 
constitutive relation for this model, we first examine the kinematics of the model. It is clear 
from the geometry of the model that the total displacement will be the spring displacement 
plus the dashpot displacement. By looking at Figure 3.8 (a), we can conclude that the total 
displacement is equal to the sum of the displacement in the spring and the dashpot. 
 21 εεε += .       (3.23) 
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Differentiating the above equation we get: 
 
dt
d
dt
d
dt
d 21 εεε +=       (3.24) 
the stress-strain rate relationship can be written in the form: 
 
η
σσε
+=
dt
d
Rdt
d 1
      (3.25) 
The above equation can be integrated to get the strain. 
 t
R
t
η
)( 00 σσε += ,      (3.26) 
where σ0 is the constant of integration. 
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Figure 3.8 (a) The block diagram shows the Maxwell 
model to represent viscoelastic material. (b) The stress 
step function for time t1 and corresponding strain as a 
function of time. (c) The first plot shows the constant 
strain, and the second plot shows stress relaxation under 
constant strain; the symbol tR. 
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If the stress is removed at time t1, the elastic strain in the spring vanishes. In this case, the 
term 10 )η/( tσ  represents a permanent strain (creep). When the same system is subjected to a 
constant strain 0ε  , the stress from equation 3.25 gives us the following: 
  
η/
0
η/
0)( tRtR eRet −− == εσσ ,      (3.27) 
From the above equation, it is clear that the stress decreases to 1/e of the initial value at 
RtR /η= . This time is called the relaxation time. It is a time during which the stresses 
introduced by external strain would cease. For ideal liquids, this time should be 
infinitesimally small. Equation 3.26 and equation 3.27 show that the Maxwell model is 
predominantly liquid-like since (Equation 3.26) it gives a linearly dependent indefinite strain 
(does not stop increasing) and (Equation 3.27) a complete stress relaxation under constant 
stress.  
 We will reconsider the viscoelatic models under the action of periodic force in 
Chapter 5. Our experimentally obtained data on water thin films will be analyzed in light of 
both the models. 
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CHAPTER 4                     TIP-SIZE AND AFM MEASUREMENTS 
 
The viscoelastic nature of nanoconfined liquids has been controversial: According to 
different experimental groups, liquids may pass through a phase transformation upon nano-
confinement[2, 7, 8, 13, 36-41] while others believe in very little change[11, 42]. Due to 
these conflicting claims, it is not clear if these measurements provide the true nature of the 
materials properties, or if each type of measurement can only be compared to measurements 
obtained with the same apparatus, and thus have only relative meaning. To resolve some of 
these issues, we first need to understand the effects of the confinement geometry on the 
measurements. This is particularly important in the case of AFM, where the tip geometry can 
vary between, as well as during measurements.  
The Derjaguin approximation[15] is considered an appropriate tool to standardize 
AFM measurements and to compare to measurements obtained by the surface forces 
apparatus (SFA). A number of studies have been done to compare the normalized force 
(F/Rtip) in the case of AFM and SFA. For example, O’Shea et al. showed that a blunt tip of 
radius 350 nm can measure the same magnitude of solvation forces as a tip of radius 14 
nm[38], which contradicts the Derjaguin approximation. The disagreement was attributed to 
the presence of protuberances and asperities in the blunt tip. Similarly, Lim et al. compared 
the normalized force curves (F/Rtip) in OMCTS by different tips,  a glass bead of radius 10 
µm and a silicon tip of radius 26 nm and 19 nm [43] against highly oriented pyrolytic 
graphite (HOPG) substrate. The glass bead surface was well characterized using SEM and 
AFM. The normalized force measurements taken using sharp commercial tips were 
comparable with SFA results. However, the normalized forces taken with the help of the 
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glass tip were significantly smaller than the SFA results. The small normalized forces were 
suggested to be due to the presence of protuberances of height about 50-100 nm on the glass 
bead surface. The protuberances were thought to be strongly interacting with the opposing 
surface thereby preventing interaction with the overall surface of the glass bead [44]. 
Similarly, Luan et al. suggested that the lateral contact stiffness may change by an order of 
magnitude due to surface roughness in SPM measurements [45]. On the contrary, Renstch et 
al. [46] showed the validity of Derjaguin approximation using colloidal particles. Thoreson 
and co-workers used a number of tips of various sizes to measure the dependence of surface 
roughness on the adhesive forces [47]. They found that surface roughness of about 10 nm 
exists on a typical glass bead of around 10 micron radius. They suggested a linear 
dependence of the adhesive forces on the radius of the tip after RMS correction of the surface 
morphology of the tips was made in the calculation. In 2008, Lim et al. studied the solvation 
forces mediated by different liquids (OMCTS, n-Hexadecane and n-dodecanol) against 
HOPG as substrate [48]. They used a number of tips to compare the solvation force 
dependence on the tip size.  
These studies illustrate that the dependence of the force in nanoconfined liquids on 
the confinement geometry remains a controversial issue. Also, not much attention has been 
paid to the effects of tip size on the interaction stiffness and damping coefficient, which are 
very important in determining certain crucial characteristics of nanoconfined liquids [8, 13].  
In this chapter, we present the effect of the tip size on the stiffness and damping 
coefficient of the model liquid Tetrakis-2-ethyhexoxysilane (TEHOS) against an atomically 
smooth silicon substrate. The reason for selecting TEHOS is that it is well studied by AFM 
and X-ray reflectivity studies, and it is chemically inert and spherical in shape [49, 50]. 
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Furthermore, it has a diameter of about one nanometer, which is quite large, making it easier 
to measure molecular layering in the AFM. As we will show, we expect both the stiffness of 
the tip-sample-system to be proportional to the tip-radius in AFM experiments. Also, we will 
show that a nominally defined effective elastic modulus does not depend on the tip-radius. 
To experimentally verify our arguments, we used four tips of considerably different radii to 
measure the stiffness of the tip-TEHOS-sample system. We squeezed a TEHOS film between 
the tip and a flat silicon substrate at very low speed (1nm/s) and recorded changes in the 
amplitude and phase of the cantilever tip with the help of a fiber interferometer. These 
changes in the amplitude and phase were then translated into the film stiffness and damping 
coefficient [14]. 
 
4.1 Theory 
4.1.1. Contact Stiffness and Tip Radius 
The Derjaguin approximation provides the force between a sphere and a planar 
surface in terms of the interaction energy per unit area, w, of two planar surfaces. In 
nanoconfined liquids, the total interaction energy between two surfaces can be written as 
W=Fh where F is the force and h is the range of interaction, which we also consider the 
effective indentation depth.  h is of the order of molecular dimensions [51].  
Order in solids extends to infinity, but the radial distribution function or the pair 
correlation function of liquids shows that order in liquids does not usually go beyond next 
nearest neighbors. Therefore, we can choose the indentation depth (interaction range) h equal 
to only a few molecular diameters. 
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 In the case of a sphere and a planar sample in the presence of a liquid, the interaction 
energy per unit area can be written as, 
  2πx
Fh
dA
dW
w == ,     (4.1) 
where πx2 is the effective contact area of the two surfaces and x is the contact radius. 
The chord theorem gives the relationship between the effective contact area and the radius of 
the sphere [51].  Using the above theorem as shown in Figure 4.1, we can write:   
   hhRhRRx )2())(( 222 −=−−= .    (4.2) 
 
 
 
Figure 4.1. Geometrical cartoon to explain the 
equation in Chord theorem. R is the radius of the tip, h 
is the penetration depth, x is the radius of the effective 
contact area. z is the perpendicular distance between 
the tip and the silicon surface. 
 
 
We can simplify equation (4.1) by inserting the value of x2 from equation (4.2); 
hhR
Fh
w )2(π −=     (4.3) 
For R>>h, we obtain: 
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=  
Or,     
R
F
w
π2
=      (4.4) 
Equation (4.4) gives the Derjaguin approximation. It shows that in the limit of large 
radii (which is correct in most AFM measurements, where R ~ 10 – 100 nm and h ~ 2-3 nm), 
the force scales with the radius and not with the radius squared (or the area of the tip), as one 
may expect.  
The interaction energy per unit area, w, is a property of the system, and should not 
change with using tips of different radii. Therefore F/R is expected to be independent of the 
tip radius. Also, note that the direct dependence of F on w does not contradict the usual 
dependence of F on the gradient of the interaction energy, because for a spherical geometry, 
the interaction energy per unit area implicitly depends on the derivative of the total 
interaction energy with respect to z, i.e.: 
( ) R
F
dz
dW
Rdh
dW
RRhd
dW
dA
dW
w
πππ 22
1
2
1
π2
=−==≈=  (4.5) 
We can apply a similar argument to obtain the scaling for the contact stiffness: 
 
( ) dz
dwR
Rhd
dWR
dz
d
dz
Wd
dz
dFk π2
π2
π22
2
−=





−==−=  (4.6) 
Since dw/dz should be a geometry-independent property of the system, we would expect the 
stiffness to depend on the radius of the tip. Note that z is assumed to point ‘up’ as shown in 
Figure 4.1 and that typically dw/dz<0, resulting in a positive k. 
If the system remains the same and only the tip radius changes, then dw/dz also 
remains the same. Therefore, for two similar tips with different radii, labeled 1 and labeled 2, 
we can write; 
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R
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= ,      (4.7) 
where k1 and k2  are the corresponding stiffness values.  
 
4.1.2. Elastic Modulus of Confined Liquids 
 The elastic modulus is not defined for liquids. However, the increase in stiffness of a 
nanoconfined liquid film may indicate an appearance of an effective elastic modulus as a 
result of the nano-confinement: By definition, the elastic modulus is  
    
ε
σ
d
dE =        (4.8)   
Here, dσ=dF/A is the increment in stress and dε=dz/z is the increment in strain, where z is the 
thickness of the liquid film and A is the effective contact area. Equation (4.8) can thus be 
written as:  
   )/()/(
/
/ AzkAz
dz
dF
zdz
AdFE === ,   (4.9)   
where k
 
is the contact stiffness of the tip-liquid-sample junction. Again referring to Figure 
4.1, the contact area in equation (4.9) can be replaced by πx2as:  
    2x
zk
E
π
= ,     (4.10) 
If we use equation (4.2) in the denominator, we get: 
    
hhR
zk
E )2( −= π ,    (4.11) 
where h is a measure of the range of the forces, usually of the order of molecular dimensions. 
Again for R>>h, we obtain: 
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π2
=      (4.12) 
With the help of equation (4.12), the effective elastic modulus of the contact can be 
determined.  
 The above equation shows that the elastic modulus is independent of the tip radius. If 
we substitute equation (4.6) for the contact stiffness, we find 
    
dz
dw
h
zE −= .     (4.13) 
This shows that the effective elastic modulus calculated from equation (4.13) should be 
independent of the radius of the tip (i.e. it is a genuine property of the system). It should be 
noted that we cannot determine a “true” elastic modulus this way, as we do not know the 
correct value for h. Thus, we can at best determine the order of magnitude of the effective 
modulus, and show its independence on the tip geometry. 
 
4.1.3. Damping Coefficient and Tip Radius 
 Let us consider the tip as a very small spherical particle of radius R moving with 
velocity v inside a fluid of viscosity η. Since the tip moves with very small speed, the flow 
can be considered as laminar flow (without turbulence). We can apply Stoke’s Law to find 
the drag force Fd on the tip and hence the damping coefficient γ. According to Stoke’s Law, 
    RvFd πη6−= .     (4.14) 
    R
v
Fd πη6= . 
We write the damping coefficient as 
    Rπηγ 6=      (4.15) 
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Equation 4.15 suggests that the damping coefficient varies as the radius of the tip. 
 Another source of damping comes from squeezing the liquid between the tip and the 
substrate surface. This squeeze damping is given by *
26 f
h
R
s
πη
γ = , where η is the viscosity, 
R is the tip radius, h is the distance from the surface, and f* is a dimensionless factor of order 
1 which describes slip along the boundary such that f*=1 in the case of no slip [64]. Squeeze 
damping would suggest a dependence of the damping on R2, rather than R. 
 
4.2 Experimental    
Our home-built small-amplitude AFM was used to record changes in the amplitude 
and phase of the cantilever end [14]. In this technique, an optical fiber interferometer is used 
to monitor changes in the amplitude and phase of the oscillating tip. The use of 
interferometer makes our AFM very sensitive to cantilever vibration, and a resolution better 
than 0.1 Å can be achieved. The cantilever is oscillated far below the first resonance to avoid 
any resonance enhancement of the amplitude and any complicated phase behavior. Changes 
in the amplitude and phase are then used to find the stiffness of the tip-sample system by 
calculating (equation 3.12):.  








−= 1cos0
A
Akk Lts
φ
    (4.16) 
 Here, A0 is the free amplitude and φ is the phase relative to the base of the cantilever, 
kts is the stiffness of the tip-sample system, and kL is the stiffness of the cantilever. 
Similarly, the damping coefficient can be calculated as below (equation 3.13). 
   
ω
ϕ
γ
A
AkL sin0−= ,     (4.17)  
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where ω is the oscillation frequency. 
 The substrate approaches the cantilever until the amplitude of the cantilever tip 
decreases to the smallest value (usually zero) and does not decrease upon further approach. 
The point where the amplitude decreases to the smallest value and stays constant is 
considered as hard mechanical contact between the tip and the substrate. However, there may 
be an uncertainty of one molecular layer (1 nm) in the location of the substrate. The approach 
speed is close to 1 nm/s. 
Four cantilever tips of significantly different radii were used. SEM images of the tips 
are shown in figure 4.2(a, b, c, d). We used two sets of cantilevers. One set has silica glass 
spheres as tips and the other set has silicon commercial tips, which were oxidized, and 
therefore were chemically silica as well. One set of cantilevers (NANOSENSORS TL-NCL-
10), had stiffness 54.6 N/m and 34.6 N/m with glass spheres of radius 20 ±1 µm and 6 ±1 µm 
glued to their ends. The other set of cantilevers had silicon oxide tips, one of radius 1 ± 0.2 
µm and stiffness 2.4 N/m, obtained from Nanosensors (PPP-FMR), and the other of radius 
125 ± 20 nm and cantilever stiffness 1.0 N/m (Mikromasch CSC37/Cr-Au). Atomically 
smooth silicon (100) substrates were used to squeeze the film against the tips. Stiffer 
cantilevers were used in the case of the spheres to avoid jump-to-contact instabilities. The 
cantilever stiffness values were determined by either analyzing the thermal noise spectrum 
(low stiffness levers) or combing the measurement of the lever geometry with a measurement 
of the lever resonance. 
The silicon substrate and silicon tips were cleaned in Piranha solution (30% H2O2, 
70% H2SO4) at 100 C0 for about one hour to clean it from contaminants. The cantilevers 
were first rinsed with acetone and then ethanol for about five minutes. All the levers and 
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substrates were finally rinsed well with de-ionized water and dried overnight in an oven at 
100 0C.  
TEHOS was purchased from Gelest, Inc. For the experiments, about half a milliliter 
of TEHOS was passed through 20 nm Anopore syringe filters when depositing into a circular 
Kel-F liquid cell of size 2.5 cm. The cantilever and substrate were completely immersed in 
TEHOS during measurements. 
 
Figure 4.2a,b,c,d. SEM images of the tips used in the study. a: Commercially received tip 
of diameter about 250 nm. b: Commercially available tip of diameter about 2 µm. c: A 
glass sphere of diameter about 10 µm glued to the cantilever end. d: A glass sphere of 
diameter 40 µm glued to the end of a cantilever. 
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4.3 Results and Discussion 
4.3.1. SEM Images of the Surfaces of Glass Tips 
The presence of roughness on the tip surfaces plays a very important role in the 
interaction with the sample. A detailed imaging of the surfaces of glass beads has revealed 
the effect of the presence of asperities and protuberances of nanometer size on surface force 
measurements in AFM [43, 44]. The presence of these protuberances was considered to be 
the reason for the smaller normalized forces as compared with the normalized forces 
measured by SFA [42]. Figure 4.3(a, b) shows the SEM images of the contact surfaces of the 
tips of radius 6 ±1 µm and 20 ±1 µm used in the present study. Though every effort was 
made to image the tips (glass beads) right on the part that comes in contact with the substrate, 
it is possible that the image might represent a different area. The tip was imaged from the 
side, as well as from the front (looking at the face of the tip which is visible from the side of 
the free end of the cantilever). These complementary views  generally showed the same 
amount of roughness (nanometer size). Besides some haziness on the boundary, noticeable 
protuberances are not visible in these images at a resolution of the order of a nanometer.  
 
4.3.2. Contact Stiffness and Radii of the Tips 
Figure 4.4 represents the experimentally obtained (directly measured using an optical 
fiber and a lock-in amplifier) amplitude, and phase of the tip as compared with the drive. The 
phase shows a monotonic decrease as the sample approaches the cantilever. It is also 
superimposed by the oscillations of period nearly 1nm, which is the size of the TEHOS 
molecules. The lagging behind of the tip (decrease in the phase) with respect to the drive is 
because of the increased damping or viscosity of the liquid. Similarly, the amplitude of the 
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Figure 4.3. SEM images of the surface of spherical glass tips. a: contact surface of the 
spherical glass tip of radius 6 ±1 µm. b: Contact surface of the spherical glass tip of 
radius 20 ±1 µm. 
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Figure 4.4. The amplitude and phase of the cantilever tip as 
the sample and the cantilever get closer and closer to each 
other (higher sample displacement). The x-axis is the sample 
displacement in nanometers, the left hand y-axis (red) is the 
phase of the cantilever tip with respect to the drive, and the 
right hand y-axis (blue) show the amplitude of the tip in 
angstroms. The red curve shows the variation in the phase of 
the tip and the red curve shows the variation in the amplitude 
of the tip. It is clear that the phase lag of the tip increases as 
the tip gets closer to the sample. There are also visible 
oscillations of the size of TEHOS molecule (1nm) becoming 
more pronounced as the tip gets closer to the sample. On the 
other hand, the amplitude of the tip decreases as the it 
approaches towards the sample. There are small oscillations 
of nearly of the size of TEHOS molecules.  
  
59
tip decrease as it approaches the sample (at higher sample displacement). Both of these 
parameters indicate a change in the mechanical properties of the sample as the TEHOS film 
gets thinner and thinner.  
Figure 4.5 shows the contact stiffness of the tip-TEHOS-silicon system, calculated 
with the help of amplitude and phase of the cantilever tip, corresponding to the four different 
tips. The x-axis represents the distance of approach in nanometers while the substrate is 
located at the right side of the plot. The plots show an oscillatory profile of period 0.8-0.9 nm 
which corresponds to the size of TEHOS molecules as already described in our previous 
work [39]. Figure 4.5a shows the stiffness measured with a tip of radius 125 nm, 4.5b with 
the 1 µm tip, 4.5c with the 6 µm tip, and Figure 4.5d shows the stiffness measured with the 
largest spherical glass tip of radius 20 µm. The inset in the figure is a magnified image of the 
curve (a). The weak oscillations in the case of the largest sphere are most likely due to the 
comparatively rough nature of the tip surface [52]. The approach starts from the left hand 
side, and the substrate is located at the right hand side of the plot. The figure shows that the 
stiffness measured with the help of the largest tip is about 2 orders of magnitude higher than 
the stiffness measured using the smallest tip. This is a clear increase in the stiffness with an 
increase in the tip size. Due to a few molecular layers thick film, the repulsive solvation 
forces dominate the Van der Waals forces as discussed in section 2.6.1 in detail. 
Figure 4.6 shows a plot of the maximum stiffness of the film when one layer is 
confined. The four  data points represent the stiffness measured by the four different tips, and 
the straight line is the best fit to the data with R2 = 0.99. The straight line fit in the plot 
suggests that the stiffness can be scaled to the radius of the tips in AFM measurements. This 
is also in general agreement with the Derjaguin approximation as discussed above.  
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Figure 4.5a.b.c.d. The stiffness of the sample as measured with the 
help of four different tips. a: the blue graph is the stiffness measured 
by using the smallest tip (tip radius ~ 125 nm). b: The green curve is 
the stiffness measured by using the commercially available tip of 
radius of about 1 µm. c: The red plot is the stiffness measured with 
the help of the small glass sphere of radius about 6 µm. d: The black 
curve labeled (d) shows the stiffness measured using the largest 
glass sphere (radius ~ 20 µm). The inset in the figure is a stiffness-
zoomed-in image of the curves (a), the blue graph. All the graphs 
show oscillations of about 0.8-0.9 nm which is of the size of 
TEHOS molecules. The plots show a consistent increase in stiffness 
with size of the tip. 
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Figure 4.6. The square represent stiffness 
values of the peak when one layer is confined, 
in other words, the (oscillation) adjacent to the 
right axis in each of the four curves in Figure 
4.5. The straight line is the best fit to the data 
with R2 = 0.99. The straight line fit to the data 
shows that the measured stiffness depends on 
the size of the measuring tip, and the stiffness 
varies as the radius of the tip.  
 
4.3.3. Damping Coefficient and Radii of the Tips  
Figure 4.7(a,b,c,d) shows the damping coefficient of the tip-TEHOS-silicon system, 
corresponding to the four different tips, against the piezo displacement. The x-axis represents 
the displacement in nanometers while the substrate is located at the right side of the plot. The 
plots show an oscillatory profile of average period 0.8-0.9 nm which corresponds to the size 
of TEHOS molecules as already described above. Figure 4.6a shows the damping coefficient 
measured with a tip of radius 125 nm, Figure 4.7b with the 1 µm tip, Figure 4.7c with the 6 
µm tip, and Figure 4.7d shows the damping measured with the largest spherical glass tip of 
radius 20 µm. The approach starts from the left hand side, and the substrate is located at the 
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right hand side of the plot. The figure clearly shows an increase in the damping coefficient 
with the tip radius. 
 Figure 4.8 shows the plot of the maximum damping of the first solvation layer (the 
peak closest to the substrate) in each of the four cases of the damping plots. The four data 
points represent the damping of the first peak for all the four tips, and the straight line is the 
best fit to the data with R2 = 0.95. The straight line dependence of the damping coefficient on 
the tip radii agrees with equation 4.15 derived on the basis of Stoke’s law. The spread in the 
data, however, leaves room for other possible functional forms. Within the present available 
data, the straight line fit is the best approximation. The results from the Stoke’s law and the 
straight line fit in the plot suggest that the damping of the system can be scaled to the radius 
of the tips in AFM measurements. 
 
4.3.4. The Effective Elastic Modulus 
 Figure 4.8 shows the effective elastic modulus of the nanoconfined liquid measured 
with the help of four different size tips. The elastic modulus was measured using equation 
4.12. As mentioned in the theory, the effective elastic modulus depends on an unkown 
parameter, h, which represents that range of deformation as the tip pushes on the liquid. This 
range of interaction h, is taken be equal to 3 molecular diameters [51]. An extra thickness 
equal to 3 molecular layers (30 nm) has been added to the measured thickness of the film to 
calculate the elastic modulus. Such an addition was necessary to prevent the measured elastic 
modulus from going to zero as the actual film thickness decreases to zero (We assume a film 
thickness of at least two molecular layers is required for our formula to work; a film
  
63
 
Figure 4.7a.b.c.d. The damping coefficient of the sample as measured 
with the help of four different size tips. a: the blue graph is the damping 
coefficient measured using the smallest tip (tip radius~125 nm). b: The 
green curve is the damping measured using the commercially available 
tip of radius of about 1 µm. c: The red plot is the damping coefficient 
measured with the help of the small glass sphere of radius about 6 µm. d: 
The black curve labeled as (d) shows the damping measured using the 
largest glass sphere (radius~20 µm). All the graphs show some 
oscillations of approximately the size of TEHOS molecules, 0.8-0.9 nm. 
The plot shows an increase in the damping coefficient with size of the 
tip. These plots were simultaneously measured with the corresponding 
stiffness plots given in Figure 4.5. 
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Figure 4.8. The circles represent damping coefficient values of the 
peaks (molecular layer) adjacent to the right (the substrate) in each of 
the four curves in Figure 4.7. The straight line is the best fit to the data 
with R2 = 0.95. The straight line fit to the data shows that the 
measured stiffness depends on the size of the measuring tip and varies 
as the radius of the tip. The spread in the data make the straight line fit 
a fair approximation. However, more data is needed to clearly prove 
the functional dependence of the damping coefficient on the tip 
radius. 
 
 
thickness less than two molecular layers is unphysical for calculating any kind of 
compression of molecular layers.). This intervention introduced an increase of about 30 % in 
the effective elastic modulus for film of thickness greater than 3 molecular layers (nearly the 
position of the 3rd peak from the right in Figure 4.9).  
 We can see in Figure 4.9, that the elastic modulus increases as a function of 
displacement by a factor of 6 in the case of the small and commercially available silicon tips, 
the black (R ~ 125 nm) and the red curves (R ~ 1 µm). However, the increase in the case of 
the glass spheres (the green and the blue curves) is relatively low (about 3 fold). Let us recall 
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that the green curve is the elastic modulus measured with the help of the big sphere (R ~ 20 
µm) and the blue curve is the elastic modulus corresponding to the small glass sphere (R ~ 6 
µm).  
 The plots in Figure 4.9 are significantly different from the plots in Figure 4.5. Figure 
4.5 shows that the stiffness increases proportional to the tip size. However, the effective 
elastic modulus seems to be essentially independent of the tip radius and thus represents a 
geometry-independent property of the system, as predicted by equation 4.13.  
Table 1 shows the approximate values of the elastic modulus of the 3rd layer closest to 
the substrate. The table shows that the elastic modulus has very close values independent of 
the tip radius. This means that the effective elastic modulus has the same nature with respect 
to the tip size as F/R has with respect to colloidal particles (in agreement with the Derjaguin 
approximation) as reported by Rentsch et al [46]. Overall the elastic modulus is well within 
the same order of magnitude even using different tips of radii differing by almost two orders 
of magnitude.  
The elastic modulus given here is an order of magnitude smaller than the storage 
modulus and close to the loss modulus as measured by Li et al for water [9]. However, the 
comparison between the elastic modulus reported here and that measured by Li et al. is not 
straight forward, as: 1. the two liquids are different, 2. the elastic modulus measured by them 
strongly depends upon the amplitude of oscillations in the lateral direction.  
The error in the effective elastic modulus reported here is considerably large, as it 
contains four terms contributing to the error. The thickness of the film z has been increased 
by 3 molecular layers which introduces approximately 30% error. Similarly, the stiffness has 
errors of about 10% as clear from the error bars. The uncertainty in the penetration depth or 
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interaction range h is also a cause of error. We have taken it as equal to 3 molecular layers 
which is based on literature  [18] as well as our average number of oscillation in the stiffness 
measurements. This is has an uncertainty of about 20%. Over all, the approximate maximum 
uncertainty is about 50%. This said, the values given in table 4.1 seem to be consistent and 
with in the experimental error.  The average value is about 4.5 MPa with the standard 
deviation 1.7MPa.  
However, let us recall that these values do not a have strictly quantitative meaning, as 
there is no standard to compare the measurements with besides the value of the storage 
modulus and loss modulus reported by Li et al. for water. Our analysis of the elastic modulus 
is meant to show that it is a quantity that seems to remain approximately independent of the 
tip size, as the variation in the elastic modulus is about 2 fold as compared with the variation 
in the tip size which is more than 100 times. 
 
Table 4.1. Elastic Modulus Variations with Tip-Size 
Tip radius (micrometer) Elastic modulus (MPa) 
0.15 6.0 
1 6.0 
6 3.5 
20 2.7 
Table 4.1. The first column shows the radius off 
the tip used and the second column the effective 
elastic modulus.  
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Figure 4.9. Elastic modulus calculated according to equation 4.13 using four 
different size tips. The green curve shows the elastic modulus measured with the 
help of a glass sphere of radius 20 µm. The blue curve shows the elastic modulus 
measured with the small spherical glass tip (R ~ 6 µm). The red and black curves 
represent the elastic modulus obtained with the help of the large (R~1 µm) and 
small (R~ 125nm) commercial tips. The four curves are significantly closer to each 
other as compared with the curves in Figure 4.4. This shows the geometry-
independent nature of the effective elastic modulus of the sample in agreement with 
equation 4.13. 
 
 
4.4 Conclusions 
We have measured the stiffness and damping coefficient of nano-confined TEHOS 
(2-ethylhexoxysilane) using four different tips of significantly different radii against silicon 
substrate. The relationship of stiffness and damping to the tip radius can be represented by a 
straight line. An effective elastic modulus has been measured for the above system, which 
seems to be roughly independent of the tip radius.  
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CHAPTER 5                      NANOMECHANICS OF PURE WATER 
  
 Water is the primary solvent of life. Understanding the nature and function of water is 
therefore very important. As mentioned in Chapter 1, the presence of water determines the 
structure and functions of many entities such as proteins, nucleic acids, and lipids inside a 
living cell. Also, water has a very crucial role in certain geological phenomena, such as clay 
swelling, in nonliving environments.  It is a natural lubricant and plays an important role in 
the mobility or mechanics of living organisms. Water in these and many others like-
circumstances is often confined to nanometer-size channels. Although the properties of water 
at the bulk level have been fairly understood, its function at the interface is still largely 
unknown. It has been shown that when water is confined to sub-nanometer size gaps, its 
properties change drastically from those in the bulk state. On some of the experimental 
findings, such as ordering of water molecules in the vicinity of atomically smooth surfaces, 
researchers do agree. However, there are some properties, such as viscosity of nanoconfined 
water film, about which different controversial claims exists in the literature. In the following 
lines we give a detailed analysis of studies performed on nanoconfined water. Our 
experimental results (AFM) have been analyzed with the help of two viscoelastic models. 
Both the models suggest dynamic solidification above a threshold approach rate of the 
sample towards the cantilever tip, despite giving different damping values. 
 
5.1 Literature Review 
 Despite its simple structure and obvious important properties, water has been very 
poorly understood, and many of its aspects as a pure substance or as a solvent are still 
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controversial. Using temperature dependent Raman spectroscopy, it has been claimed that 
hydrogen bond configurations in confined water have more than one form, intact (ice-like) 
and broken (liquid-like), and that it rearranges itself depending upon temperature variation 
[53]. Many other techniques, such as Neutron Diffraction [54], Femtosecond Fluorescence 
[55], NMR spectroscopy [56] and X-Ray diffraction, have been used to study the binding, the 
structure and the dynamics of water molecules.  
 The properties of confined water were first studied by Israelachveli and co-workers 
using surface forces apparatus (SFA) in the early 1980’s [2]. They reported an oscillatory 
nature of hydration forces in water confined between two crossed mica cylinders with a 
separation less than 1.5 nm. The periodicity of oscillation was reported as 0.25±0.03 nm, 
roughly equal to the hydrogen bonding distance of water molecules. The first AFM 
measurement on water was done by Cleveland et al. [5] using a silicon cantilever and calcite 
(CaCo3) surface to nanoconfined water. The thermal noise of the cantilever was monitored to 
observe the variations of solvation forces in water. They reported an oscillatory potential of 
ions in water between the calcite surface and the silicon cantilever. However, the first direct 
measurement of solvation forces in water was made by Jarvis et al. [6]. They confined water 
between a carbon nanotube tip of 7 nm radius and a monolayer of COOH(CH2)10-SH on a 
gold coated mica surface while using large amplitude (>water molecule) oscillation of the 
cantilever. Their report concluded that hydration forces of period 2.2 Å exist in water 
confined between the two surfaces, in agreement with the results shown by Isralachveli in 
1983. In 2001, Antognozzi et al. [7] used a variation of AFM named as Transverse Dynamic 
Force Microscope (TDFM) to study confined water films. A probe in the form of glass fiber 
was oscillated perpendicularly to the freshly cleaved mica. The difference in amplitude and 
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phase was monitored to measure the strength of the solvation forces in shear dynamics. 
Oscillations in phase as well as amplitude were reported by Antognozzi et al., using the 
Maxwell model of a dashpot and a spring in series. It was observed that the shear viscosity 
and rigidity increase sharply with the decrease in film thickness beyond 1 nm. A liquid-to-
solid phase transition at small separation was proposed. On the other hand, Zhu Y. and 
Granick S. [57] did not observe any solidification using a variation of SFA, and they also  
concluded that the proposed [58] ice structure was not found. However, they verified the 
ordering of water molecules near atomically smooth surfaces and an increase in shear 
viscosity. Contrary to this observation, Raviv et al. [11, 59] reported that the bound water 
molecules retain the shear fluidity characteristic of the bulk water even when squeezed 
beyond 1 nm. They reported very little or no increase in viscosity of the bound hydration 
layers, with film squeezing from 3.5 nm to 0.4 nm thickness. They described the slight 
increase in viscosity as a result of the air-born contaminants and impurities on the surfaces of 
the plates confining water. 
 In 2004, Jeffery et al. reported oscillating damping coefficient and stiffness of the 
confined water with a monotonically changing background using ultra small amplitude (~ 
0.36 Å) [8]. This technique as discussed in the previous section highly simplifies the results 
of measurements. The changes in amplitude and phase of the cantilever inside water were 
plotted as shown in Figure 5.1a,b. The amplitude and phase were directly related to the 
stiffness and damping coefficient of water using equations 3.26 and 3.27 as derived with help 
of the Kelvin model, which considers the additive nature of elastic and viscous forces. The 
Kelvin model was used because of the instantaneous nature of the force which acts on the
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Figure 5.1a. Amplitude and phase 
measured as a function of displacement 
of the cantilever tip with respect to the 
surface of mica. The monotonic decrease 
in the amplitude, as the surface is 
approached, is considered as hydrophilic 
effect.  
 
 
 
 
 
Figure 5.2a. Amplitude and phase 
plotted as a function of displacement on 
the bases of the proposed model of the 
cantilever dynamics. Its similarity with 
figure 5.1, a. is remarkable. 
 
 
 
Figure 5.1b. Solvation stiffness and 
damping coefficient versus displacement 
of the cantilever. Oscillations spaced at 
about 2.56 Å can be seen in both the 
stiffness and the damping.  
 
 
 
 
Figure 5.2b. Solvation stiffness and 
damping coefficient versus displacement 
of the cantilever on the bases of the 
proposed model. For comparison with 
figure 5.1, b.  
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sample only for a very short interval of time due to the vibrating nature of the cantilever. The 
stiffness oscillates with a periodicity of 2.5 Å riding on an exponentially increasing 
background. The damping also shows oscillations with increasing background trend as the 
cantilever approaches towards the sample. Also, the above dynamics were modeled to show 
agreement with the experimental data; results of the model are shown in Figure 5.2a, and 
Figure 5.2b.  Jeffrey et al. also calculated mechanical relaxation times and found them to 
increase exponentially as the thickness of the water layer was reduced. This supported the 
finding that the viscosity of water increases as the layer thickness is decreased. 
 In a hydrophobic case, Gordillo et al. simulated the molecular dynamics of water 
nanoconfined between two graphite (hydrophobic) plates with a separation ranging from 7 to 
15 Å [60].  The simulation was made for 7, 9, 12 and 15 Å. For all the separation except 7 Å, 
the water shows fluid-like behavior. Only when the graphite-graphite separation is smaller 
than 7 Å do the restrictions in molecular movements imposed by confinement have effects 
like freezing. Choe et al. reported on the formation and elasticity of nanometric columns of 
water. They concluded that air contamination on the surfaces of confining plates has no 
effect on the force gradient of water [61]. Li et al. reported, using AFM, strong oscillatory 
solvation forces for hydrophilic surfaces such as mica and glass, and less pronounced 
oscillations for a hydrophobic surface, graphite [37]. They also showed by simulations the 
layering of the confined water density and the development of hexagonal order in layers 
proximal to a quartz surface. For subnanometer hydrophilic confinement, the lateral force 
measurements showed orders-of-magnitude increase in viscosity with respect to bulk water, 
agreeing with a simulated sharp decrease in the diffusion constant. In another attempt, Li et 
al. studied the viscoelastic dynamics of nanoconfined wetting liquids by means of atomic 
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force microscopy [9]. They observed a nonlinear viscoelastic behavior remarkably similar to 
that widely observed in metastable complex fluids. They showed that the origin of the 
measured nonlinear viscoelasticity lies in a strain rate dependent relaxation time. By 
measuring the viscoelastic modulus at different frequencies and strains, they found that the 
intrinsic relaxation time of nanoconfined water is in the range 0.1–0.0001 s, orders of 
magnitude longer than that of bulk water, and comparable to the dielectric relaxation time 
measured in supercooled water at 170–210 K.  
 We have measured the stiffness and damping coefficient of nanoconfined water film. 
The water film shows more elastic response above a threshold strain rate. This conclusion 
has been obtained on the basis of using two different vscoelastic models. The theory of the 
two models is analyzed under the application of a sinusoidal force on the water confined 
between the cantilever tip and the mica surface. The two models have been compared in the 
domain of our experiments. The two models give the same stiffness, but the Kelvin model 
gives damping values different from the Maxwell model above the threshold strain rate.  
 
5.2 Theory 
 Theoretical analysis of viscoelastic materials is not simple. As we have discussed in 
Chapter 3, two basic models, the Kelvin model and the Maxwell model, are usually used to 
analyze viscoelastic materials. The Kelvin or Kelvin-Voigt model proposes a parallel 
combination of a spring and a dashpot. The spring represents the elastic properties of the 
material, and the dashpot represents the dissipative characteristic. The Maxwell model 
consists of a series combination of a spring and a dashpot to approximate the properties of 
viscoelastic material. Neither of these models is ideal. The Kelvin-Voigt model is good in 
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expressing solid-like properties but poor to mimic liquid-like properties such as relaxation of 
stresses with time. On the other hand, the Maxwell model better qualifies for the liquid-like 
properties. Other variations of the two models, such as a simple combination of the two, will 
work better, but the problem of complex mathematical steps make them less useful and 
difficult to understand.  
 The Kelvin model is preferred over the Maxwell model to analyze the system of a 
liquid confined between the vibrating cantilever of an AFM and a planar solid substrate, 
because of the instantaneous force that the cantilever exerts on the liquid film. The cantilever 
in the liquid environment is represented by a parallel combination of a spring and a dashpot. 
Similarly, the liquid film is represented by a spring and a dashpot connected in parallel. To 
model the system, the two representations are connected in series with each other. As 
discussed in detail in Chapter 3, the equation of motion of the cantilever is solved for the 
stiffness k and damping coefficient γ of the liquid film (given below).  
  
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where kL is the stiffness of the cantilever, φ is the phase of the cantilever end, A0 is the free 
amplitude, A is the contact amplitude, and ω is the drive frequency.  
 Another very important parameter in viscoelastic studies is the retardation time, tc (as 
discussed in Chapter 3). This is the time needed to undergo deformation upon application of 
a constant stress. For solid-like materials, the retardation time should be very small, and for 
liquid-like materials, the retardation time should be long, because of the dissipative nature of 
liquids. According to the Kelvin Model, the retardation time is given as: 
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  ktC /γ= ,       (5.3) 
  The characteristic time According to the Maxwell model is called Relaxation time, tR. 
It is the time during which the stresses introduced by the external strain would cease. For 
ideal liquids, this time should be small. 
  RtR /η=         (5.4) 
The symbol η is the damping and R is the stiffness in the Maxwell model.  
 The above two parameters are inter-convertible. First we consider the case of  the 
Maxwell model, shown in figure 5.3b. If a sinusoidal force is applied on the system, we can 
get the total displacement of the system by adding the displacement of the spring and the 
dashpot, as given in Chapter 3. 
  21 εεε +=        (5.5) 
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Figure 5.3 (a) The symbol of a spring and a dashpot 
connected in parallel according to the Kelvin Model. 
(b) The two components connected in series according to 
the Maxwell model. 
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Similarly, the same amount of force acts on both the spring and the dashpot. Therefore, 
  F = F0eiωt = Rε1 (in the case of the spring)   (5.6) 
  
F = F0eiωt = η(dε2/dt) (in the case of the dashpot) 
     = F0eiωt dt = η dε2 
Integrating the above equation, we get: 
  F = F0eiωt = iωηε2 (force in the case of the dashpot)  (5.7) 
Since the two forces are equal according to the Maxwell model, we get: 
  Rε1 = iωηε2 
  R (ε- ε2) = iωηε2 
  R ε =(iωη + R) ε2 
  
Ri
R
+
=
ωη
ε
ε 2  
With the help of equation 5.7, we can write that: 
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If we look at the Kelvin model (Figure 5.3b), the total force on the viscoelatic material is the 
sum of the forces applied on the spring and the dashpot. Also, the displacement in the spring 
and the dashpot are equal, as they are connected in parallel. Therefore, the total force is given 
as: 
  εωγε kiF +=       (5.9) 
Equating equation 5.8 and 5.9, we get: 
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Comparing the real and imaginary parts in equation 5.10, we get equations 5.11 and 5.12. 
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Putting equation 5.11 and 5.12 in equation 5.3, we get: 
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Vice-versa, if we know the Kelvin model parameters, k and γ, we can find the Maxwell 
relaxation time by the following formula: 
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1 k
t
t
c
R ==       (5.14) 
Similarly, we can get the values of R and η in terms of k and γ. From equation 5.11 and 5.12, 
we get the following: 
  2
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Using the relation 
Rk
ηωγ 2
=  from 5.11 and 5.12, we get: 
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Equations 5.15 and 5.16 can be used to convert the damping coefficient and stiffness from 
the Kelvin model to the Maxwell model. 
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5.3 Experimental details  
 A home-built small-amplitude AFM [62] was used to record changes in the amplitude 
and phase of the cantilever tip while the substrate was slowly approached towards the 
cantilever. A number of cantilevers from stiffness 1.4 N/m to 2.4 N/m were used. An optical 
fiber is aligned to the back of the cantilever, and changes in the amplitude with a resolution 
better than 0.1 Å are measured using fiber interferometry. The cantilever is vibrated with 
amplitude less than 1 Å at off-resonance frequencies. The stiffness and damping coefficient 
of the sample is calculated according to equation 5.1 and 5.2. A detailed discussion of the 
technique is given in Chapter 3. 
 Water was purified using a two-stage water purification system. In the first stage, 
water was purified using reverse osmosis to an ion concentration of less than 10 ppm. Then 
this water was further polished using a Siemens (formerly USFilter) PURELAB classic 
UV/UF system. This system gives water at resistivity 18.2 MΩ-cm (ion concentration below 
detection levels) with low organic contamination levels. It integrates a dual wavelength 
(185nm and 254nm) ultraviolet photo-oxidation module, as well as incorporates an 
Endoguard™ 5000 Dalton molecular cut-off ultrafiltration membrane for pyrogenic and 
microbial contaminants. Water from the same source was used for rinsing and cleaning the 
cantilever and the glass dishes. The Fisher brand micropipette was used to transfer water to 
the cell. The micropipette was soaked in concentrated HCL overnight before rinsing with 
clean water. The glass dishes were kept overnight in saturated NaOH isopropanol solution.  
 The cantilevers were obtained from Nanosensors (PPP-FMR) and were used after 
cleaning. The cleaning was done in piranha solution for one hour at about 100° C and then 
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rinsed with deionized water from the above-stated system. This processing is necessary to 
remove organic contaminant and render the tip hydrophilic. The cantilever stiffness was 
calibrated using both the geometrical method and the thermal method [63]. Freshly cleaved 
muscovite mica, (KF)2(Al2O3)3(SiO2)6(H2O), was used as substrate in a circular Kel-F liquid 
cell of radius 2.5 cm. The cantilever was completely immersed in water during measurement.  
 To minimize the effect of external vibrations, the AFM has been placed on a vibration 
isolation platform (minus-k, BM4). Further vibration isolation has been provided by using 
vibration isolation rubber pads in two steps. A series of rubber pads in the first step separates 
a Big-Sound-Proof-Box, about 1.5 m high and 1 m wide, from the ground. The second series 
of rubber pads separates a second sound box (held inside the big box and holding the minus-k 
platform) from the big sound box. To keep the AFM from sound waves, the inside box that 
holds the minus-k and the AFM is made of steel walls (outside) and  thick foam sheets 
(inside). The outside Big-Sound-Proof-Box is made of high density hard board of about 2.5 
cm thickness to effectively block the out side noise (See pictures of the boxes in Figure 4.5).     
 
5.4 Results and Discussion 
 We vibrated the cantilever tip with a very small amplitude (A≤1Å) to insure linear 
viscoelastic measurements of molecularly confined ultrapure water layers. Slow loading rates 
were used to squeeze the water film between freshly cleaved mica surface and the cantilever 
tip. The schematics of a few molecular layers between the cantilever tip and a mica substrate 
are shown in Figure 5.5. Although we claim the water to be free of added electrolytes, there 
could be a fair amount of ions present in the ultrapure water because of its interaction with 
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Figure 5.4 The small amplitude AFM placed inside the vibration isolation boxes. The top 
left is the outside Big-Sound-Proof-Box. The top right picture shows inside of the outer box 
where the smaller sound box is visible. The lower picture shows the inside of the smaller 
box where the AFM lies on the vibration isolation platform minus-k.  
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the mica surface. To insure well-behaved phase behavior of the cantilever motion, 
measurements were performed far below the resonance frequency. This makes the 
interpretation of the cantilever oscillations less complicated and less prone to the interference 
from the intrinsic phase behavior of the cantilever that is not related to the cantilever energy 
dissipation in the liquid. The loading rate was controlled by the approach speed of an 
atomically flat mica surface towards a silicon AFM tip from 2 Å /s to 14 Å /s. At these 
speeds, the tip takes between 1.25 s to 0.18 s to traverse one molecular layer of water (width 
2.5 Å). This is extremely slow compared to molecular re-arrangement times. Contact of the 
cantilever tip with the mica surface was determined from the amplitude decreasing  
 
 
Figure 5.5. Schematics showing the mica substrate approaching the 
vibrating AFM tip, while water molecules are confined in the gap. a. 
The thickness of the confined-water layer is between three and four 
molecular-diameters, and does not exhibit ordered layers. Therefore, 
molecules have sufficient space to easily diffuse. b. Water layers are 
further compressed until the gap corresponds to three molecular layers. 
Molecules are ordered in the vertical direction into layers, and squeeze-
out of a layer requires a collective motion of many molecules. 
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to a minimum that is less than 0.1 Å (with no further decrease upon approach ),  and the 
onset of a random and large amount of noise in the phase. In the following lines we analyze 
our results with the help of two models to better understand the mechanics of the confined 
water layers, and to compare and contrast the effects of the two models in measuring 
properties of nanoconfined water film.  
 
5.4.1 Interpretations Based on the Kelvin Model 
 As discussed in the previous pages, the Kelvin model was used to derive the 
equations for the stiffness and damping coefficient. We used the Kelvin model because of the 
instantaneous force acting on the sample. The stiffness and damping coefficient calculated 
according to this model is given by equation 5.1 and 5.2. Figure 5.6a-b shows the measured 
stiffness, damping coefficient and mechanical retardation time versus sample displacement. 
The mica surface is located to the right (at high sample displacements), and the observed 
oscillations in the stiffness and damping correspond to ordering of molecular layers of water. 
At certain tip-surface separations, an integer number of molecular layers can be 
accommodated in the gap. In these cases, we expect to measure higher stiffness. When the 
tip-surface gap is not equal to the integral multiple of molecular size, ordering of the 
molecules is disturbed and we observe reduced stiffness. Thus the stiffness oscillates with a 
period corresponding to the molecular size of the water layers. The average size of the layers 
we observed was 2.9 ± 0.8 Å. Figure 5.6a-b corresponds to approach speed of 2 Å/s. At this 
speed, we observed weak oscillations in the stiffness (Figure 5.6a) superimposed on a 
repulsive, hydrophilic background. The damping coefficient also shows oscillations, which 
are in-phase with the oscillations in stiffness. As shown in Chapter 4, the magnitude of both 
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the stiffness, k, and damping coefficient, γ, linearly depend on the tip-radius, R. Luckily, their 
dependence on the tip-radius does not affect the retardation time as the retardation time is a 
ratio of the stiffness and damping. Figure 5.6b shows the retardation time (and the stiffness 
for comparison) as a function of sample displacement. The retardation time shown here 
exhibits no systematic change with increasing confinement or with the observed ordering. 
Thus, while both stiffness and damping weakly oscillate and monotonically increase, the 
liquid retains its viscous, bulk-like mechanical behavior under static to mildly dynamic 
conditions. The same results are obtained at approach speeds 4 Å/s and 6 Å/s (not shown). 
However, the situation changes ironically at an approach speed of 8 Å/s (0.31 s per molecular 
layer) as shown in Figure 5.7a. At this approach speed, the damping coefficient switches 
from in-phase to out-of-phase with the stiffness as the tip-surface gap is reduced to two 
layers or less. The fact that the damping is reduced when the stiffness is increased, means 
that when the liquid is ordered (i.e., when the gap is an integer multiple of the molecular 
size), the liquid has a strong elastic response (stiffness), but a weak dissipative response 
(damping). This suggests that the last two layers act almost purely elastically, i.e., 
mechanically, the liquid behaves “solid-like” in this regime. The fact that the stiffness and 
damping are out-of-phase close to the mica surface leads to sharp inverted peaks in the 
mechanical retardation time (Figure 5.7b). The layer closest to mica exhibits nearly an order-
of-magnitude decrease in the retardation time below the bulk value. As we increase the 
approach speed further, the out-of-phase behavior extends further into the bulk liquid. At 14 
Å/s (Figure 5.8a), the stiffness and damping are out-of-phase for all the visible confined 
layers. This phenomenon results in a decrease in the retardation time (inverted peaks) at the 
corresponding positions (Figure 5.8b).  
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 Figure 5.6. (a) Stiffness and damping coefficient as a 
function of approach distance at approach speed 2 Å/s. 
The squares (red) represent the stiffness and the circles 
(blue) represent the damping coefficient. (b) Stiffness 
and retardation time as a function of sample 
displacement at approach speed 2 Å/s. The squares (red) 
represent the stiffness and the circles (green) represent 
the retardation time. While the stiffness shows a 
significant increase as the sample approaches the 
cantilever, the retardation time keeps a constant profile 
with a little noise. 
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Figure 5.7. (a) Stiffness and damping coefficient as 
function of approach distance at approach speed 8 Å/s. 
The squares (red) represent the stiffness and the circles 
(blue) represent the damping coefficient. The two curves 
become out of phase near the mica surface. (b) Stiffness 
and retardation time as a function of sample 
displacement at approach speed 8 Å/s. The squares (red) 
represent the stiffness and the circles (green) represent 
the retardation time. While the stiffness shows 
significantly increasing peaks as the sample approaches 
the cantilever, the retardation time shows a decreasing 
(inverted) peak at that position. 
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Figure 5.8. (a) Stiffness and damping coefficient as function 
of approach distance at approach speed 14 Å/s. The squares 
(red) represent the stiffness and the circles (blue) represent 
the damping coefficient. The two curves become out of 
phase near the mica surface. (b) Stiffness and retardation 
time as a function of sample displacement at approach speed 
14 Å/s. The squares (red) represent the stiffness and the 
circles (green) represent the retardation time. While the 
stiffness shows significantly increasing peaks as the sample 
approaches the cantilever, the retardation time shows 
decreasing (inverted) peaks at those positions as compared 
with the bulk (far from mica). 
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Figure 5.9. Stiffness after subtraction of the exponential 
hydrophilic background.  The oscillations are of a period 
nearly equal to the water molecular size. The negative 
stiffness indicates the possibility of adhesion at certain 
points in space as a function of separation, provided there 
is no hydrophilic repulsion. 
 
 
 As we have defined, an ideal solid-like material will immediately respond to external 
stresses without any delay time (retardation time).  Taking more response time (or retardation 
time) will show that a material is less solid-like. Vice-versa, a decrease in the retardation 
time of a liquid is an indication of increasing elastic behavior or solid-like response. It is 
clear from the above results that low dissipation (inverted damping-peaks) at 8 Å/s (or above) 
causes a decrease in the retardation time (the inverted peaks in Figure 5.7b and 5.8b), which 
clearly indicates a tendency of water layers towards solidification. 
 Therefore, in light of the Kelvin model, we conclude that the mechanical behavior of 
confined water layers depends on their proximity to the mica surface as well as the speed at 
which the two surfaces approach each other. The qualitative behavior of stiffness does not 
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change appreciably with loading rate. However, the damping coefficient has a dramatic 
decrease at loading rate ≥ 8 Å/s. We conclude there is an elastic response of the water layers 
at this approach speed of the sample towards the tip. The more a molecular layer is near the 
mica surface, the more its chances are of showing elastic response at or above the critical 
speed of 8 Å/s.  
 The figures above show that the stiffness has a monotonically (exponential) 
increasing trend super imposed by oscillations of the size of molecules. This is in agreement 
with the hydration force properties in the literature [18]. The range of the hydration forces is 
less than 1 nm, which follow the empirical formula W=W0 e-D/λ0, where λ0 is the decay 
length. The decay length is about 0.14 nm [69]. The DLVO forces at this separation do not 
play the dominant role. Part of it, the Van der Waal forces will be attractive in this range 
giving way to the repulsive hydration (hydrophilic) forces as the thickness of the film 
decreases. The double layer part in this type of pure water with pH~7 is repulsive; however, 
its prominent role lies in the range of separation from 3-5 nm.  
 
5.4.2 Ramifications of the Maxwell Model 
 As we have seen in Chapter 3, the Maxwell model is more suitable for liquids. It 
shows complete dissipation of stresses in response to external strain. The characteristic time 
according to this model is called relaxation time. It is a time that is required for a liquid to 
dissipate stresses. In ideal liquids, the relaxation time should be small. The more the 
relaxation time, the more dominant is the elastic behavior in a viscoelastic material. The 
relaxation time is defined in equation 5.4. In this section, we discuss our results in the light of 
  
89
the Maxwell Model. Equation 5.15 and 5.16 were used to calculate the stiffness and damping 
coefficient of the confined water layers according to this model. 
 Figure 5.9a-b shows the measured stiffness, damping coefficient and mechanical 
relaxation time versus sample displacement. The mica surface is located to the right. Figure 
5.10a-b corresponds to approach speed of 2 Å/s. At this speed, we observed weak oscillations 
in the stiffness and damping coefficient (Figure 5.10a) superimposed on a repulsive, 
hydrophilic background. The oscillations in damping coefficient are in-phase with the 
oscillations in stiffness. If we compare this graph with Figure 5.6a (Kelvin model), we see 
that the stiffness and damping are both slightly (about 30-40 %) higher in the Maxwell model 
than in the Kelvin. Figure 5.10b shows the relaxation time and the stiffness as a function of 
sample displacement. The relaxation time shown here exhibits no systematic change with 
increasing confinement or with the observed ordering. Thus, while both stiffness and 
damping oscillate weakly and increase monotonically, the liquid retains bulk-like mechanical 
behavior under mildly dynamic conditions. The damping value in the bulk region is 
moderately lower than the damping values at 2 Å/s. Also, the damping values from the two 
models are almost equal and comparable to each other in the bulk region, as well as at the 
lower speed (2 Å/s). Again, the situation changes dramatically at an approach speed of 8 ˚A/s 
(0.31 s per molecular layer) as shown in Figure 5.11 a. This time the damping does not go 
out-of-phase, but it shows peaks near the mica surface, which are orders of magnitude greater 
than the bulk damping (or the damping at low speeds). The stiffness does not seem to change 
with approach speed. Therefore, the higher values of damping peaks, in-phase with stiffness, 
introduce significant peaks in the relaxation time, (Figure 5.11b). The relaxation time is 
orders of magnitude greater than its value at the bulk or at 2 Å/s. This suggests that the last 
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Figure 5.10. (a) Stiffness and damping coefficient as 
function of approach distance at approach speed 2 Å/s. 
The squares (red) represent the stiffness and the circles 
(blue) represent the damping coefficient. (b) Stiffness 
and retardation time as a function of sample 
displacement at approach speed 2 Å/s. The squares (red) 
represent the stiffness and the circles (green) represent 
the retardation time. While the stiffness shows a 
significant increase as the sample approaches the 
cantilever, the retardation time keeps a constant profile.  
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Figure 5.11. (a) Stiffness and damping coefficient as 
function of approach distance at approach speed 8 Å/s. The 
squares (red) represent the stiffness and the circles (blue) 
represent the damping coefficient. The two curves have in-
phase peaks near the mica surface. (b) Stiffness and 
relaxation time as a function of sample displacement at 
approach speed 8 Å/s. The squares (red) represent the 
stiffness and the circles (green) represent the retardation 
time. The stiffness and the relaxation time both show 
significantly increasing peaks as the sample approaches the 
cantilever. 
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Figure 5.12. (a) Stiffness and damping coefficient as 
function of approach distance at approach speed 14 Å/s. 
The squares (red) represent the stiffness and the circles 
(blue) represent the damping coefficient. The two curves 
show nearly in-phase peaks near the mica surface. (b) 
Stiffness and relaxation time as a function of sample 
displacement at approach speed 14 Å/s. The squares (red) 
represent the stiffness and the circles (green) represent the 
retardation time. Both the stiffness and the relaxation time 
show significantly increasing peaks as the sample 
approaches the cantilever. 
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two layers behave “solid-like” in this regime. As we increase the approach speed further, the 
number of damping peaks extend further into the bulk liquid. At 14 Å/s (Figure 5.12a), the 
stiffness and damping are in-phase for all the visible confined layers, but the damping has 
orders of magnitude higher values, as compared with its values in the bulk, or its value given 
by the Kelvin model.  This makes the peaks in the relaxation time to spread towards the 
region away from the mica surface (Figure 5.12b). 
 In short, the Maxwell model gives us the same stiffness as the Kelvin model, but a 
highly exaggerated damping coefficient. Therefore, from a liquid point of view, as the 
Maxwell model will dictate, a significantly increased viscosity (damping) suggests a glassy 
transition towards a solid state (non-crystalline). In addition, the orders of magnitude increase 
in the relaxation time clearly supports a more solid-like behavior of the confined water 
layers. Hence, according to the Maxwell model, the phase transition of a liquid layer depends 
on two factors: its proximity to the mica surface, and the speed with which the two surfaces 
approach each other.  
 
5.4.3 Comparison of the two interpretations 
• The stiffness given by both of the models can be considered equal. 
• The damping coefficient measured in the bulk region is almost identical in both of the 
models. 
• In both of the models, the damping increases nearly exponentially once the thickness 
is smaller than a few molecular layers, at low strain rate < 8 Å/s. 
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• The Kelvin model shows low damping valleys at approach speed ≥ 8 Å/s at the 
appropriate position commensurate with molecular ordering, which can be described 
as low dissipation and, hence, a transition to a solid-like state. 
• Under the same dynamical conditions as above (≥8 Å/s), the Maxwell model 
calculates significantly high damping peaks (nearly two orders of magnitude as 
compared with the bulk) at the corresponding positions, commensurate with 
molecular ordering below certain thickness. This can also be interpreted as a glassy 
transition to a solid-like state. 
• The Kelvin model gives us an order of magnitude decrease in the retardation time at 
the appropriate positions. This is a clear indication of transformed elastic response 
according to the definition of the retardation time. 
• Also, the Maxwell model indicates a similar change (dynamic solidification) in the 
mechanical state of the confined water layer. It does so by showing an order of 
magnitude increase in the relaxation time at the corresponding position in the 
confinement. 
 In short, both the models give the same stiffness at all the loading rates. The Kelvin 
model gives a sharp decrease in the retardation time, indicating dynamic solidification. 
Similarly, the Maxwell model gives an order of magnitude increase in the relaxation time, 
which is also an indication of dynamic solidification. The damping given at the bulk level is 
almost the same in both the models. Also, the damping at low loading rates is equal. 
However, the difference in damping at approach speeds ≥ 8 Å/s needs some explanation. The 
low damping given by the Kelvin model suggests low dissipation and hence, a more elastic 
nature of the confined water layers or dynamic solidification. Similarly, the high damping 
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given by the Maxwell model suggests glassy transition and hence, the dynamic solidification. 
Therefore, if we consider the damping or viscosity as a relative parameter (i.e., a parameter 
that depends on the particular viscoelastic model used), both the models describe the same 
process. The above discussion suggests that the two models indicate similar changes in the 
mechanical state of the confined water layers. Therefore, it is a matter of choice and 
convenience to select any of the above models for viscoelastic studies under similar 
circumstances.  
 
5.5 Results versus Contemporary Findings 
 From nearly 80 measurements, in light of the Maxwell model, we calculated the 
probability that the last three layers before contact exhibit elastic behavior. Elastic, solid-like 
behavior was indicated by a clear peak in the relaxation time. Figure 5.13 shows a sharp 
transition between liquid-like behavior below 8 Å/s to about 50% solid-like behavior at 8 Å/s 
(For singly confined water molecular layer, the curve labeled 1). As the speed is increased to 
14 Å/s, the probability that a single layer behaves solid-like increases to almost 100%. The 
graph also shows that the probability is lower for films of two or three molecular layers 
thickness; i.e., the probability of solid-like behavior increases with approach speed and 
decreases with increasing film thickness. Dynamic solidification was observed only when the 
film was less than 1 nm in thickness. For comparison, the dynamic solidification of 
octamethylcyclotetrasiloxane (OMCTS) is also shown [13]. The comparison shows that 
OMCTS solidifies at even lower approach speeds, and the transition is sharper than in water.   
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Figure 5.13. Probability that the last three layers before 
contact exhibit elastic behavior. A sharp transition 
between liquid-like behavior below 8 Å/s to about 50% 
solid-like behavior at 8 Å/s is visible. As the speed is 
increased to 14 Å/s, the probability that a single layer 
behaves solid-like increases to almost 100%. The graph 
also shows that the probability is lower for films of two 
or three molecular layers thickness; i.e., the probability 
of solid-like behavior increases with approach speed and 
decreases with increased film thickness. The dashed line 
(red) is a reproduction from a previous result, the 
dynamic solidification of octamethylcyclotetrasiloxane 
(OMCTS), shown for comparison [13]. 
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The fact that both OMCTS and water show this behavior is not necessarily expected, as water 
is dominated by hydrogen bonding and has faster molecular relaxation and a much lower 
melting temperature. The lower speed at which the transition occurs in OMCTS may be 
related to the higher viscosity of OMCTS, and the increased sharpness of the transition may 
correspond to the larger size of the molecules, which makes ordering less vulnerable to 
atomic-scale surface roughness. The probability seems to be originating from the roughness 
of the tip surface. The statistical fluctuations in this case will be 1/√n, where n is the number 
of particles. If we consider the tip radius to be about 100 nm, the total number of water 
molecules included in one confined layer is 2400, and the number of molecules in three 
confined water layers comes out to be about 7400. The fluctuation in this case come out to be 
about 1%, which is very small as compared with the observed probability of getting a solid 
like behavior. Therefore, the fluctuations in the measurements are not statistical. 
 The critical approach speed (squeeze rate) of 8 Å/s may have consequences in the 
biological systems. For example, the motor proteins which are responsible for motor activity 
in living animals, have the speeds of the order of a nanometer per second under some 
circumstances[70]. The speed depends upon the load force. The load force can be increased 
by parameters such as the viscosity of the aqueous medium through which the motor moves. 
The linear viscous drag force can be computed by using the Stokes Law, RvFd πη6−= which 
depends upon the size of the molecule as well as the viscosity of the fluid, as described in 
Chapter 4. If we take the protein radius to be 50 nm, the typical load force in water for 1 nm/s 
is of the order of 10-5 pN. A plot of loading force versus the speed has been given by 
Mogilner et al. [71] which shows that the speed decreases linearly with load force. According 
to Howard [70], the protein come to a stop at about 7 pN. The properties of water confined 
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between proteins approaching at such low speeds may change (solidification), which may 
further slow down the protein. 
 We measured the relaxation time for each observed water layer. The relaxation time 
for the layer, when the film thickness is equal to about one molecular layer, is an order of 
magnitude greater than the relaxation time for the bulk water. Figure 5.14 shows a summary 
of the relaxation time of all the observed water layers. It shows the relative increase of the 
relaxation time above the bulk value upon dynamic solidification. Once solidification is 
observed, the relaxation time is found to be independent of approach speed, but depends 
strongly on film thickness. It can be seen that for 2–3 molecular layers, the relaxation time 
increases by a factor of 3. However, it increases by an order of magnitude in the case of a 
single confined layer. The mechanical relaxation time in the case of OMCTS was about 30-
40 times of the bulk relaxation time [13], which is more than the relative increase in the 
relaxation time of water. This might be because of the higher viscosity or sluggish nature and 
hence better ordering of the large OMCTS molecules. 
 When a liquid is squeezed out between a spherical tip and a flat surface, we expect 
squeeze out damping due to the finite viscosity of the liquid. Squeeze damping is given by 
∗= f
h
R
s
26πη
γ , where η is the viscosity, R is the tip radius, h is the distance from the 
surface, and f* is a dimensionless factor of order 1 which describes slip along the boundary 
such that f*=1 in the case of no slip [64]. Substituting reasonable values for the last 
molecular layer (η =10-3 Pa s, R = 100 nm, h = 0.25 nm, and f*=1, we expect γs = 7.5 X10-7 
Ns/m. This is several orders of magnitude lower than what both the models give us. 
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Figure 5.14. Mechanical relaxation time versus number of 
confined layers in water, averaged for all rates above 8 Å/s. The 
relaxation time strongly depends on layer number as shown, but 
is independent of squeeze rate, as long as dynamical 
solidification is observed. 
 
 
 Raviv et al. [59] reported no significant changes in the viscosity of nanoconfined 
water, in contrast to other reports [7, 8, 37]. Raviv et al. squeezed water to a thickness of 1 
nm. Then a sudden jump occurred once the pressure on the remaining water layer exceeded 
its yield strength. Our measurements agree that at 1 nm distance from the surface, 
confinement effects seem to be weak. Significant changes in behavior are observed only in 
the last 3–4 water layers [65] which Raviv et al. have happened to miss. Our measurements 
show peaks in viscosity (Maxwell model) but not appreciable monotonic background 
increase at speed >6 Å/s, in contrast to low speed where viscosity has monotonic background 
increase.  
 The viscous results interpreted with the help of the Kelvin model agree with the 
findings of Li et al. (Li and Riedo 2008) and Zhu et al. [57], which describe a decrease in 
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viscosity with increasing strain rate. However, this model does give exponentially increasing 
damping at low strain rates, which is still nearly an order of magnitude larger than the bulk 
(Figure 5.5a). The Maxwell model gives exponentially increasing, and oscillating, damping 
at low approach speeds, but gives significantly high peaks in damping at high speeds. This 
observation agrees with other findings in the literature [7, 8, 37].  
 Our finding can be justified on the basis that at low strain rates the molecules easily 
diffuse out of the gap as the gap size is reduced (Figure 5.5a). Stiffness and damping oscillate 
in unison with the number of molecular layers in the gap, indicating that the confined liquid’s 
density oscillates as the gap is decreased. However, at higher strain rates, the molecules 
cannot easily move out of the gap. This is likely due to the fact that they are in a very 
restricted volume and molecules have to move collectively (Figure 5.5b)[13]. Thus 
molecules become ‘‘stuck’’ until the increasing pressure forces them out. During the small 
oscillation of the tip, the stuck molecular water layers respond elastically; i.e., the layers can 
store mechanical energy and release it back to the cantilever. However, the elastic response is 
observed only when the liquid is ‘‘ordered,’’ i.e., when the gap is an integer multiple of the 
molecule size. In the ‘‘disordered’’ state (Figure 5.5), at high strain rates, the liquid behaves 
liquid-like. 
 
5.6 Conclusion 
 In summary, we have measured the mechanical response of water layers confined in a 
gap of less than 1 nm at different strain rate (from 2 Å/s to 14 Å/s). Two viscoelastic models, 
the Kelvin model and the Maxwell model, were used to analyze our measurements. At strain 
rate < 8 Å/s, both of the models show that the elastic and viscous response oscillates with 
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molecular layering as the gap is reduced below 1 nm; both the stiffness and damping have an 
exponential monotonic increasing background. While both models give identical stiffness 
values at approach rate ≥ 8 Å/s, the damping coefficient measured by the Kelvin model is an 
order of magnitude lower than that measured by the Maxwell model. Under approach rate ≥ 8 
Å/s, the retardation-time tc decreases, and the relaxation-time tR increases by nearly an order 
of magnitude as compared with the bulk; both of them indicate the phenomenon of kinetic 
solidification. Interestingly, the difference in damping leads to the final supplementary and 
signature parameters (tc and tR), both of which suggest the same phenomenon: the dynamic 
solidification of the confined water layers. In other words, if the two damping were the same, 
the corresponding characteristic times would give contradictory results rendering at least one 
of the two models false. These results also suggest that if viscosity (or damping) is not 
considered as an absolute parameter, both of the models are equally valid to analyze 
nanoconfined liquids under similar conditions. These findings may explain previous 
contradictory findings and may have important implications for nanofluidic systems and 
dynamics of macromolecular motion in cells.   
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CHAPTER 6  NANOCONFINED WATER AT VARYING IONICITY  
 
 The purity of water depends on our testing tools and methods used for cleaning, 
testing, and holding water. According to present standards, water with resistivity 18.2 MΩ-
cm is called pure water, which determines the absence of ions in water. However, in practice, 
there are always some ions present in water, usually coming from the sources holding it, such 
as Muscovite (common) mica, (KF)2(Al2O3)3(SiO2)6(H2O), walls confining the water film, or 
from the source left as unscreened. A freshly-cleaved mica surface is supposed to have a 
monoclinic structure along its (001) plane. When it is immersed in water, the interstitial K+ 
ions dissociate from the mica surface into water [10]. 
  The presence of ions is very important in living organisms and plays a very 
important role in the structure and functioning of living cells. Aqueous electrolytes also play 
a very important role in geology, such as clay swelling and formation of cracks in rocks. In 
these situations, electrolytic water is generally confined to nanometer-size channels in which 
water interacts with another medium at the interface. Among alkaline salts, Sodium Chloride 
(NaCl) is the most familiar salt. It ionizes very well in water. Confined water containing 
sodium chloride at different strengths has been the subject of interest since the introduction 
of SFA and AFM. In the following, we present a brief review of the contributions made in 
the field of nanoconfined elecrolytic water.  
 
6.1 Literature Review 
 Pashley measured surface forces in the presence of Na+ and K+  at concentration 10-3 
M at 21°C and, for the case of Na+, at 65°C [4]. He found short-range repulsive forces other 
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than the double layer repulsion. These forces were found to be absent below a threshold 
concentration of the salts (10-3 M) where the curves agreed the DLVO theory. Also, the short 
range repulsive forces were found to be independent of temperature. In another attempt [3], 
Pashley and Israelachvili measured the total force between two mica surfaces in the presence 
of a number of alkali halide salts with various concentration strength. They also studied the 
effects of the salts, from the Group-II Chloride, on the nature and range of the forces between 
mica surfaces in water. The threshold concentration to deviate from the DLVO theory was 
found to be different in both the cases. The threshold concentration to show strongly 
repulsive hydrophilic forces was greater for the doubly charged ions (Mg2+, Ca2+, Sr2+, and 
Ba2+) than for the singly charged (Li+, Na+, K+, and Cs+), 1 M for the doubly charged ions 
and 1X10-3 M for the singly charged. They attributed the higher critical concentration for the 
doubly ionized ions to the stronger hydration sheath keeping them from attaching to the 
negatively charged mica surface i.e., the Group II charges needed a greater concentration 
strength to be able to attach to mica surface. This hydration force was characterized by short-
range oscillations of periodicity 0.22-0.26 nm. The hydration force was superimposed on a 
long-range monotonic repulsive tail of exponential decay. The decay length was about 1nm. 
It was further observed that the strength and range of hydration forces increase with the 
hydration number (the number of water molecules attached to an ion) of the cations. For 
example, in the case of monovalent salts, Na+ produced the strongest repulsion (Na+ has a 
greater hydration number in its group[18]). The strength and range increase in the order Mg2+ 
>Ca2+ > Na+ >K+ >Cs+. This means that smaller sized ions, within the same group, cause 
stronger repulsion. This observation further suggests that the stronger hydration forces are 
due to the energy needed to dehydrate the surface-bound cations, which presumably retain 
  
104
some of their water of hydration on binding to the surface. Zhu et al. reported increased shear 
viscosities for nanoconfined water between mica surfaces. Force distance profiles were 
measured for monovalent (NaNO3) and divalent (CaCl2) salts [10]. The strength of salts in 
the solutions was about 25mM. The film was squeezed up to one or two molecular layers 
between two mica cylinders.  On the other hand, Raviv et al. reported shear studies of 
confined water with different strengths of NaCl and KNO3 (10-3 M to nearly 10-1 M) [11]. 
They reported the presence of hydration repulsion with no increase in shear viscosity. This 
report contradicted earlier reports of increased shear viscosities including their own 
unpublished work. Their apparatus, Surface Forces Balance, however, worked in the jump-
to-contact instability at separation below 2 nm. In another recent study, normal and shear 
forces were measured across aqueous cesium salt solutions (CsNO3 and CsCl) up to 100 mM 
concentrations [66]. Unlike other salt solutions, repulsive hydration forces were not found. 
Recently, it has been reported that there exists a critical value of Na+ in water above which 
the repulsive osmotic pressure increases enormously due to the high hydration number of 
Na+ [12].  The highly hydrated sodium ions occupy the negative sites on mica surface 
vacated by K+ ions, due to which the resistance to squeeze-out increases significantly. The 
critical value reported by Perkin et al. is about 10-1M of Na+. All these contradictory studies 
seem to have missed the importance of the effects of strain rate on the dynamic behavior of 
confined water films. Using the strain-rate dependent observations, we have recently reported 
on the dynamic solidification of nanoconfined water (18.2 MΩ-cm) films [17], and silicon oil 
OMCTS (Octamethylcyclotetrasilxane) [13]. In the case of water, formerly contradictory 
results were shown to be reconciled under the new explanation. However, such controversies 
still exist as far as the electrolytic solutions of water are concerned. It is, therefore, very 
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important to study if the above suggested idea of dynamic solidification is valid in the case of 
aqueous salts solutions.  
 In the following, we report our study on the measurement of dynamic response of 
aqueous salt solutions (NaCl) of two strengths, 10-3M and 1M. At the lower salt 
concentration, confined water layers behave like pure water under mildly dynamic to static 
conditions. However, at 1M NaCl, the water film shows solid-like behaviour at very low 
strain rates.   
 
6.2 Experimental Background  
 Sodium Chloride was obtained from Fisher Scientific with greater than 99% purity. A 
number of cantilevers were used in this study. The stiffness of the cantilevers used ranged 
from 1.8 N/m to 2 N/m. Further experimental details are described in Chapter 5.  
 
6.3 Results and Discussion 
6.3.1 Dynamics and the Thickness of the Film 
 Figure 6.1 shows the stiffness, damping coefficient, and relaxation time of 
nanoconfined water layers, at a strain rate 2 Å/s, as a function of the separation between the 
confining surfaces, as well as a function of the sodium chloride concentration. The more the 
displacement, the closer is the cantilever to the mica surface. The mica surface lies at the 
right end of the plots shown. Figure 6.1(a,b,c) shows the stiffness (red squares) and damping 
coefficient (blue circles) of pure water, 10-3M, and 1 M aqueous NaCl solutions, respectively, 
as a function of displacement towards the sample. Similarly, Figure 6.1(a′, b′, c′) shows the 
stiffness (red squares) and relaxation time (green circles) of pure water, 10-3 M, and 1 M 
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aqueous NaCl solutions, respectively, as a function of displacement towards the sample. The 
magnitudes of the stiffness and damping coefficient depend on the tip geometry, as we have 
observed in our previous studies (Chapter 4) that both the stiffness and damping of the 
sample linearly depend upon the size of the tip, which is difficult to remain constant due to 
its interaction with the hard sample surface. However, their value does not affect the 
relaxation time which is a critical parameter in determining the nature of the sample. The 
relaxation time was calculated in accordance with Equation 5.14 (
γω2
k
tR = ), where k is the 
stiffness, γ is the damping coefficient, and ω is the frequency of oscillation of the cantilever. 
  In all the curves in Figure 6.1, the stiffness oscillates with period equal to the 
molecular size of water. The average period of oscillation is 2.7 ± 0.9 Å. In the case of pure 
water, the stiffness oscillates in phase with the damping coefficient with monotonically 
increasing background as the sample and the cantilever get closer and closer (Figure 6.1a). 
This type of relationship between stiffness and damping coefficient give rise to a constant 
profile of the relaxation time tRB = 5X10-4 s, which we take as the bulk relaxation time 
(Figure 6.1a′ green circles). Similarly, at a concentration of 1mM of NaCl (Figure 6.1b), the 
stiffness and damping move in unison as a function of approach distance giving rise, again, 
to a nearly uniform profile to the relaxation time (Figure 6.1b′ green circles). Very small 
peaks can, though, be seen in the relaxation time towards the right (when the film thickness 
equals two layers). It might indicate the beginning of a change in the dynamics of the film. 
However, the situation changes significantly at 1M of sodium chloride in water (Figure 6.1c, 
c′). The damping coefficient is now out-of-phase with the stiffness as the sample approaches 
the cantilever. This behavior introduces orders of magnitude high peaks in the relaxation time 
(Figure 6.1c′ green circles) as compared with the bulk, which we call the dynamic 
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Figure 6.1.  
• All the plots correspond to a strain rate or approach speed 2 Å/s.  
• Left column: Stiffness (red squares) and damping coefficients (blue circles) measured for 
the last few layers adjacent to the mica substrate versus sample displacement. The sample 
displacement is in nanometer. Substrate is located to the right in each case.  
• Right column: Stiffness and mechanical relaxation time (green circles) versus sample 
displacement.  
• a and a′: 1 M NaCl in water, cantilever stiffness 1.9 N/m; b and b′: 1 mM NaCl in water, 
cantilever stiffness 1.8 N/m. c and c′: Pure water (18.2 MΩ-cm), cantilever stiffness 1.4 
N/m.  
• The number of visible layers as well as their mechanical relaxation time increases from 
bottom to top in accordance with the molar strength of the solution. 
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solidification, as shown in Chapter 5 and [17]. Therefore, in comparison with pure water, or 
low salt concentration (1mM NaCl), the high salt concentration (1M NaCl) causes the water 
layers to behave more elastically at the same low strain rate. As discussed in Chapter 5, pure 
water shows dynamic solidification at a strain rate of 8 Å/s. In Figure 6.1, the comparison of 
pure and salted water, however, shows that dynamic solidification can be observed at even 
lower strain rates (2 Å/s) if enough sodium chloride salt is added to water. We took similar 
measurements at various other approach speeds e.g., 4 Å/s, 6 Å/s, 8 Å/s, 10 Å/s, 12 Å/s, 14 
Å/s, and 16 Å/s.  Results similar to the strain rate 2 Å/s were obtained at a strain rate of 4 
Å/s. The results at 6 Å/s were also similar to the low approach speed except in one case: One 
measurement was found to show relaxation time peaks in the case of 1mM NaCl solution 
(out of a total six successful measurements in 1mM NaCl at this speed).  
 The important forces in the case of electrolytic water are the DLVO forces and the 
hydrophilic forces. The hydrophilic forces are given by the formula W=W0 e-D/λ0, where λ0 is 
the decay length. The decay length is about 0.14 nm [69]. Due to the higher concentration of 
ions, the double layer repulsive forces will be very weak or even attractive as discussed in 
Chapter 2. Attractive forces will cause the stiffness to be negative. Thus the DLVO forces 
will practically be the Van der Waals forces alone. But in the region of the film thickness 
below 1 nm, the hydrophilic forces will dominate the Van der Waals forces overwhelmingly. 
Our results match with the theory showing predominantly hydrophilic forces.    
 Figure 6.2 shows the measurements taken at approach speed (strain rate) of 8 Å/s. At 
this speed, a number of measurements showing the relaxation time peaks were observed in 
all the cases, including the pure water. Above this strain rate, the chance of observing the 
dynamic solidification increases with speed, as well as with the molar strength of the solution 
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Figure 6.2.  
• All the plots correspond to a strain rate or approach speed 8 Å/s.  
• Left column: Stiffness (red squares) and damping coefficients (blue circles) measured for 
the last few layers adjacent to the mica substrate versus sample displacement. The sample 
displacement is in nanometer. Substrate is located to the right in each case.  
• Right column: Stiffness and mechanical relaxation time (green circles) versus sample 
displacement.  
• a and a′: 1 M NaCl in water, cantilever stiffness 1.9 N/m; b and b′: 1 mM NaCl in water, 
cantilever stiffness 1.8 N/m. c and c′: Pure water (18.2 MΩ-cm), cantilever stiffness 1.4 
N/m.  
• The number of visible layers as well as their mechanical relaxation time increases from 
bottom to top in accordance with the molar strength of the solution. 
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Figure 6.3.  
• All the plots correspond to a strain rate or approach speed 14 Å/s.  
• Left column: Stiffness (red squares) and damping coefficients (blue circles) measured for 
the last few layers adjacent to the mica substrate versus sample displacement. The sample 
displacement is in nanometer. Substrate is located to the right in each case.  
• Right column: Stiffness and mechanical relaxation time (green circles) versus sample 
displacement.  
• a and a′: 1 mM NaCl in water, cantilever stiffness 1.8 N/m. b and b′: Pure water (18.2 MΩ-
cm), cantilever stiffness 1.4 N/m.  
• The number of visible layers as well as their mechanical relaxation time increases from 
bottom to top in accordance with the molar strength of the solution. 
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(In Figure 6.2, bottom to top: more molecular layers appear with an increase in the strength 
of the solution). The parameters of the peak at the right end in the plots relate to a situation 
when a single molecular layer is confined. Similarly, in Figure 6.3, the number of visible 
layers is higher in 1 mM NaCl (top) than the pure water (bottom). This fact is obvious from 
the number of oscillations in all the plots (Figure 6.1, 6.2, and 6.3). In pure water, (e.g. part 
(c) in Figure 6.1, 6.2, and part (b) in Figure 6.3) an average of 3 oscillations in stiffness were 
observed. This means that 3 hydration layers are clearly visible. However, in the case of 
salted water (parts a, and b in Figure 6.1 and 6.2, and part (a) in Figure 6.3), an average of 5 
oscillations (5 hydration layers) in the stiffness were observed. Also, significant peaks in the 
relaxation time can be observed even for film as thick as 3 confined layers (layers to the right 
in the plot) in the case of salted water (Figure 6.1a′,b′, Figure 6.2a′,b′, and Figure 6.3a′). On 
the other hand, only one significantly high (orders of magnitude higher as compared with 
bulk relaxation time) peak is visible in the plots of pure water. This observation suggests that 
dynamic solidification can occur even when three layers are confined, provided enough 
number of sodium chloride ions are available. Figure 6.1, Figure 6.2 and Figure 6.3, which 
are taken at three different speeds, clearly show the difference of visible peaks in the case of 
pure and salted water. The increase in the visibility of hydration layers might be because of 
the availability of an excess number of hydrated ions to bind to the negatively charged sights 
on mica surface. 
 
6.3.2 Probability of Dynamic Solidification and the Strain Rate 
 We calculated the ratio of the measurements in which peaks in relaxation time were 
observed to the total number of successful measurements for each speed (strain rate). We call
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Figure 6.4 Probability that layers show solid-like mechanical behavior versus squeeze rate (Top figure: 
1 M NaCl, middle: 1 mM NaCl aqueous solution, bottom: Pure water). The black circles represent 
water layer 1 (closest to substrate). The pink squares represent the water layer 2, i.e., when the 
thickness of the film is two layers. The blue triangles represent layer 3, i.e. when thickness of the film is 
three layers. The lines are to guide the eye and do not imply any known functional relationship. The 
prominent difference between the figures is the difference below 8Å/s. The probability that layers show 
solid-like behavior is about zero below 8 Å/s in the bottom figures (1 mM NaCl and pure water), but 
about ½ in the top figure (1 M NaCl solution). 
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it the probability of dynamic solidification. Figure 6.4 shows the probability plots of the 
layers versus the strain rate of 1 mM NaCl solution (bottom) and 1 M NaCl solution (top). 
The label 1, 2, and 3 in each plot means the number of confined layers. For example, the 
number 2 (pink squares) means the probability of dynamic solidification when two layers are 
confined in the gap between the cantilever and the mica surface. Both the figures (6.4 top, 
bottom) show that the greater the number of confined layers, the smaller the probability of 
solidification. If we compare the two figures (top and bottom), we see that the probability of 
observing the dynamic solidification in the corresponding number of confined molecular 
layers is greater in the case of 1 M NaCl solution (top) than the 1mM NaCl (bottom). 
However, the most interesting aspect of the two figures is the difference in the two figures 
(top and bottom) below the strain rate 6 Å/s. This value seems to be a critical value below 
which no solidification is observed in the case of 1mM NaCl solution (bottom figure). 
However, the probability of observing the dynamic solidification is about ½ even at a strain 
rate 4 Å/s and 2 Å/s (well below 6 Å/s) in the case of 1 M NaCl solution (top). This means 
that the critical strain rate depends on the molarity of the solution. The crtical approach rate 
shifts towards the lower values as the amount of sodium chloride is increased. However, the 
critical strain rate in the case of 1 mM NaCl solution is not different from the critical strain 
rate in the case of pure water (Figure 5.14). This means that there exists a critical value of 
Na+ ions below which the solution behaves like pure water. This observation is in agreement 
with a recent article published by Perkin et al.[12] who have reported on the existence of a 
critical concentration of Na+ in water (10-1 M) above which the repulsive osmotic pressure 
increases by orders of magnitude. They explained it as a result of the resistance of hydrated 
Na+ to shed its hydration sheath and resistance to squeeze-out while being attached to the 
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mica surface. The release of K+ ions leaves negatively-charged sights on the mica surface to 
which sodium ions get attached. Similarly, our result showing dynamic solidification at 1 M 
NaCl solution, but not at 1 mM NaCl, below 8 Å/s suggests the possibility of a critical 
concentration of Na+ ions. The solidification might as well be a smooth function of the salt 
concentration between 10-3 M and 1 M NaCl, as the gap in the concentration in our case is 
significantly wide. 
 We were unable to take measurements at speeds below 2 Å/s to find the critical 
approach speed for the 1 M NaCl solution. However, we intend to continue our efforts  
towards minimizing noise to get measurements even below 2 Å/s, in order to find a critical 
strain rate for 1 M NaCl solution. 
   
6.3.3 Relaxation Time and the Thickness of the Film 
 Figure 6.5 shows the relative increase in the mechanical relaxation time, as compared 
with the relaxation time of bulk water, as a function of the number of confined molecular 
layers,  i.e. the thickness of the film. The relaxation time was calculated with the help of 
stiffness and damping coefficient according to formula
γω2
k
tR = , where k is the stiffness, γ is 
the damping coefficient, and ω is the frequency of oscillation of the cantilever. We found that 
once solidification is observed, the relative change in relaxation time is independent of approach 
speed, but depends strongly on proximity to the surface. We have seen in the case of pure water 
(Figure 5.13) that in the 2nd and 3rd layers, the relaxation time increases by a factor of 3, while in 
the layer closest to the surface, the increase is almost an order of magnitude. However in Figure 
6.5 (top and bottom), the increase in the relaxation time is about an order of magnitude when 
three layers are confined. This may show more order produced by the sodium ions having higher 
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Figure 6.5. Mechanical relaxation time versus layer number in water for 1 M (top) and 1 mM 
(middle) NaCl solution, and pure water (bottom), after dynamic solidification is observed. The 
relaxation time is averaged for all squeeze rates above 0.2 nm/s (top) and above 0.8 nm/s 
(bottom).  Relaxation time is found to strongly depend on the number of layers confined, as 
shown, but is independent of squeeze rate. The difference between the top and bottom is 
significant when 1, 2, 3, and 4 layers are confined. 
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hydration number and attached to the mica surface. The mechanical relaxation time in the case of 
aqueous solution of strength 1 M NaCl is slightly higher than in the case of 1 mM NaCl solution, 
but remains well within the same order of magnitude.  
 
6.4 Conclusions 
 We studied the mechanical properties of nanoconfined water films having 1 mM and 
1 M NaCl strength. In particular, we measured the stiffness, damping coefficient, mechanical 
relaxation time, and the probability of solidification of water molecular layers at different 
approach speeds (strain rate). We can deduce from the discussion that there seems to exist a 
critical concentration of sodium chloride (NaCl), above which we can observe dynamic 
solidification for molecular layers, even at approach speed as low as 2 Å/s. This seems to be 
the result of adsorption of greatly hydrated sodium ions to a mica surface where negative 
sights are available due to the release of Potassium (K) ions into water. We also see an order 
of magnitude increase in the mechanical relaxation time as compared with the bulk, even 
when three layers are confined, as opposed to the case of pure water, where the same can be 
observed only for one confined layer. Therefore, we can say that the introduction of NaCl 
can increase the probability of dynamic solidification at lower approach speeds, as well as 
increase the probability of the observation of more molecular layers or a thicker solid-like 
water film. 
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CHAPTER 7      CONCLUSIONS AND FUTURE DIRECTIONS 
 
7.1 Conclusions 
 Using a small amplitude (0.5 Å) atomic force microscope, we measured the stiffness 
and damping coefficient of nanoconfined pure water (18 MΩ-cm) film as a function of 
approach speed (strain rate). We analyzed the results on the basis of two viscoelastic models. 
In addition, we measured the stiffness and damping coefficient of nanoconfined water as a 
function of the concentration of sodium chloride as well as strain rate. We also performed 
atomic force microscopy study of a model liquid Tetrakis-2-ethyhexoxysilane (TEHOS) as a 
function of tip radius. We have arrived at the following major conclusions: 
 
• The stiffness and damping coefficient of nanoconfined pure water (18 MΩ-cm) 
change with approach speed (strain rate). The Kelvin model and the Maxwell Model 
give the same result for stiffness of the sample at all the strain rates (2 Å/s–14 Å/s) , 
but the two models give opposite profiles of damping coefficient above a critical 
approach speed (strain rate) of 8 Å/s. 
• The increase in relaxation (Maxwell model) time as well as the decrease in 
retardation time (Kelvin model) both separately indicate a dynamic solidification of 
nanoconfined pure water above a critical strain rate of 8 Å/s. 
• The phenomenon of dynamic solidification can be observed at a relatively low strain 
rate (2 Å/s) at 1 M NaCl aqueous solution but not at 10-3 M NaCl solution. 
• The stiffness and damping coefficient of nanoconfined model liquid TEHOS vary 
linearly with the radius of the tip. 
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• The effective elastic modulus of the nanoconfined film of TEHOS does not depend 
upon the radius of the tip. 
 
7.2 Directions for Future work 
• The strain rate dependent studies need to be extended to other important alkaline salts 
in water such as KCl, CsCl, CaCl2, and MgCl2 etc. 
• The above aqueous salts can be studied using other types of atomically smooth 
confining surfaces such as silicon or HOPG. 
• As the water hydrogen bonding network is highly sensitive to microwaves, the above 
experiments can be performed while the water molecules are being excited with 
microwaves.  
• Since the change in the mechanical properties of nano-confined liquids is a direct 
consequence of the ordering of molecules along the surface of the confining solids, it 
is intuitive to imagine a rapid increase in the ordering of the molecules with 
decreasing temperature. However, Israelachvili suggests that the oscillatory forces are 
not strongly temperature dependent and show no change under supercooled liquid 
conditions (Israelachvili 1992). Surprisingly, it has been recently shown that 
temperature dramatically changes the measured oscillatory solvation forces in AFM 
in contrast to the SFA measurements (Lim, Wee et al. 2009). It seems like this is 
another disagreement in the already existing pool of controversies, as briefly 
discussed in the introduction. The temperature range in the above mentioned AFM 
study is reported to be 25–60 °C. Therefore, it becomes very important to see if (or 
how) the mechanical properties of nano-confined liquids will change with 
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temperature, especially near the liquid to solid transition temperature. In the present 
setup of our small-amplitude AFM, surface forces can be measured only at room 
temperature. To perform temperature dependent studies, a temperature-controlling set 
up needs to be added to the present sample controlling assembly. The following two 
possible ways can be considered. 
1. To use a liquid cooling system: In such a system, the cooling liquid is forced by a 
pump to pass trough tiny thin pipes placed underneath the liquid cell. However, such 
a system may introduce unwanted vibrations in the sample due to turbulent flow of 
the fluid or vibration produced by the pumping device.  In addition, arrangements 
should be made to keep the sample driving piezos from overheating or over cooling 
Another problem is the force applied to piezo by the tubing . 
2. To use Peltier device: Using the Peltier device seems to be the best feasible option. 
This is a device that produces heating or cooling upon connecting to a voltage source.  
It can produce cooling or heating depending upon the polarity of the device. This 
device produces cooling on one face and heating on the other face. The heating 
produced is the sum of the heat extracted from the cooled face and the heat produced 
as the energy dissipation due to working of the device. The following problem may 
arise due to the installation of the Peltier device. 
(a) Considerable cooling will not be produced unless the excess heat produced on 
the hot face of the Peltier device flows to a sink to keep it from becoming hot. 
One possible solution to this problem may be to use a large aluminum foil 
sandwiched between the sample holder and the Peltier device, so that it can be 
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used as a sink by radiating the heat due to its large area as well as providing a 
shunt to the heat flow towards the steel body and base of the AFM.  
(b) The extra weight of the Peltier device and the connecting wires might effect 
the working of the sample piezo, and it may be required to change the 
hardware (the Hammer attached to the piezo tube) in the sample moving 
assembly. 
(c) The installation of a thermocouple to measure the temperature of the liquid 
cell may need extra modification of the AFM cell and the surrounding 
assembly.  
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 Nanoconfined water has been the subject of special interest due to its applications in 
various fields such as biology, geology, medicine, and engineering tribology. While there is a 
general agreement on the layering of water molecules along atomically smooth surfaces, the 
behavior and properties of nanoconfined water is still poorly understood. A significant 
controversy exists whether there is a phase transformation imposed by confinement. We have 
measured the stiffness and damping coefficient of nanoconfined water using a small 
amplitude (0.5-1 Å) atomic force microscope. The results were analyzed with the help of two 
viscoelastic models, the Kelvin model and the Maxwell model. The stiffness and damping 
coefficient oscillate with period 2.7 ± 0.8 Å below 1 nm thickness of the water film. The 
retardation time and the relaxation time were measured as a function of both the strain rate 
and the film thickness. Above a critical strain rate, the retardation time shows valleys, and the 
relaxation time shows peaks commensurate with the stiffness peaks in the oscillatory profile. 
We call this phenomenon the Dynamic Solidification.  
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 The relaxation time was also measured as a function of the concentration of sodium 
chloride. It was found that the critical strain rate for the dynamic solidification is a function 
of the strength of the molarity of the solution. We found that above a critical sodium chloride 
concentration, water shows the dynamic solidification, even at significantly lower strain 
rates. 
 To standardize the AFM measurements, we measured the effects of the tip size on the 
stiffness and damping of a nanoconfined model liquid tetrakis-2-ethyhexoxysilane (TEHOS) 
by using a number of tips of different sizes. We found that the stiffness and damping 
coefficient of the liquid increase linearly with the tip-size. We also measured an effective 
elastic modulus of the nanoconfined liquid and found it to be independent on the tip-size. 
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