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Abstract
In this paper, we obtain lower and upper bounds for the entries of the inverses of diagonally
dominant tridiagonal matrices. First of all we derive the bounds for off-diagonal elements of
the inverse as a function of the diagonal ones, then we improve the two-sided bounds for the
diagonal entries obtaining sharper lower and upper bounds for all the elements of the inverse.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Tridiagonal matrices arise in many topics of numerical analysis including bound-
ary value problems by finite difference methods, interpolation by cubic splines, three
terms difference equations and so on. Moreover, many algorithms have been stud-
ied to solve tridiagonal linear systems using parallel computers, and also to derive
bounds for the inverse of finite and infinite tridiagonal matrices [5] in order to give
upper and lower bounds for ‖A−1‖∞ or to bound the inverse of matrices arising in
boundary value problems [2]. In Section 2, we describe some relations regarding the
entries of the inverse of a generic tridiagonal matrix, while in Section 3, we derive
lower and upper bounds for these elements with a particular attention for M-matrices.
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In Section 4, we consider how to improve the lower bounds exploiting an iterative
refinement and in Section 5 some numerical results are shown.
2. The inverse of a tridiagonal matrix
Let us consider the following real tridiagonal matrix of order n, with n ≥ 3:
A =


a1 b1
c1 a2 b2
.
.
.
.
.
.
.
.
.
cn−2 an−1 bn−1
cn−1 an


with ai /= 0 for i = 1, . . . , n, and ci, bi /= 0 for i = 1, . . . , n− 1. Let C = A−1 =
{ci,j } be the inverse of A. If we consider the system
AC = I,
it is possible to find a relation between the elements of A and C. Let cj be the j th
column of C. Then
cj =


c1,j
c2,j
...
cj,j
...
cn,j


, j = 1, . . . , n.
It is Acj = ej , where ej is the j th fundamental vector of Rn. Writing the first j − 1
equations, with j  2, we have
a1c1,j + b1c2,j = 0,
c1c1,j + a2c2,j + b2c3,j = 0,
... (1)
ci−2ci−2,j + ai−1ci−1,j + bi−1ci,j = 0,
...
From (1) we have

c2,j = −a1
b1
c1,j ,
ci,j = −ai−1ci−1,j + ci−2ci−2,j
bi−1
, i = 3, . . . , j, if j  3.
(2)
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Now we can repeat the same procedure from the previous equation of the system
Acj = ej , with j < n− 1:
cn−1cn−1,j + ancn,j = 0,
...
(3)
cici,j + ai+1ci+1,j + bi+1ci+2,j = 0,
...
Hence, from (3) we have

cn−1,j = − an
cn−1
cn,j ,
ci,j = −ai+1ci+1,j + bi+1ci+2,j
ci
, i = n− 2, . . . , j, if j  n− 2.
(4)
Relations analougous to the previous can be found also for the diagonal elements of
C:
cj−1cj−1,j + aj cj,j + bj cj+1,j = 1, j = 2, . . . , n− 1. (5)
Throughout the paper we shall consider c0 = bn = 0. Then (5) holds also for j = 1
and j = n.
3. Lower and upper bounds for the elements of the inverse of row diagonally
dominant tridiagonal matrices
In the following, we assume that A is row diagonally dominant, i.e.,
|ai |  |bi | + |ci−1|, i = 1, . . . , n, c0 = bn = 0.
Our aim is to find lower and upper bounds for |ci,j |, i /= j, as function of diagonal
elements |cj,j | and similar bounds for them. If bi < 0, ci < 0 for i = 1, . . . , n− 1,
and ai > 0 for i = 1, . . . , n, and a1 > −b1 or an > −cn−1, then A is an M-matrix.
In this case, ci,j > 0, ∀i, j , and the bounds are for ci,j .
First of all we derive the same results shown in [3] but using the same technique
either for upper or lower bounds.
3.1. Bounds for off-diagonal elements
The following results have been derived in [3] using explicit formulas for the
inverse of a tridiagonal matrices. First of all we define
τi = |bi ||ai | − |ci−1| , i = 1, . . . , n− 1,
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ωi = |ci−1||ai| − |bi| , i = 2, . . . , n,
δi = |bi ||ai| + |ci−1| , i = 1, . . . , n− 1,
γi = |ci−1||ai| + |bi| , i = 2, . . . , n.
All these quantities are less than or equal to 1.
Lemma 3.1. For the elements of matrix C the following bounds hold:
δi |ci+1,j |  |ci,j |  τi |ci+1,j | for i = 1, . . . , j − 1. (6)
Proof. By induction, if i = 1,
c1,j = −b1
a1
c2,j ⇒ |c1,j | = |b1||a1| |c2,j |.
Hence, it is
|b1|
|a1| |c2,j | = δ1|c2,j | = |c1,j | = τ1|c2,j |  |c2,j |.
We now suppose the thesis true for i − 1, i.e.,
δi−1|ci,j |  |ci−1,j |  τi−1|ci,j |
and we prove it for i. We rewrite Eq. (2) for i + 1:
ci+1,j = −aici,j + ci−1ci−1,j
bi
. (7)
For the upper bound it is
|ci+1,j |  |ai | |ci,j | − |ci−1| |ci−1,j ||bi |
 |ai | − |ci−1||bi | |ci,j | ⇒ |ci,j |  τi |ci+1,j |,
while for the lower bound it is
|ci+1,j |  |ai | |ci,j | + |ci−1| |ci−1,j ||bi |
 |ai | + τi−1|ci−1||bi | |ci,j |
 |ai | + |ci−1||bi | |ci,j | ⇒ |ci,j |  δi |ci+1,j |. 
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Lemma 3.2. For the elements of matrix C the following bounds hold:
γi |ci−1,j |  |ci,j |  ωi |ci−1,j | for i = j + 1, . . . , n− 1, n. (8)
Proof. By induction, if i = n,
|cn−1,j | = |an||cn−1| |cn,j | ⇒ γn|cn−1,j |  |cn,j | = ωn|cn−1,j |.
We now suppose the thesis true for i + 1, i.e.,
γi+1|ci,j |  |ci+1,j |  ωi+1|ci,j |
and we prove it for i. We rewrite Eq. (4) for i − 1:
ci−1,j = −aici,j + bici+1,j
ci−1
. (9)
For the upper bound it is
|ci−1,j |  |ai | |ci,j | − |bi | |ci+1,j ||ci−1|
 |ai | − |bi ||ci−1| |ci,j | ⇒ |ci,j |  ωi |ci−1,j |,
while for the lower bound it is
|ci−1,j | |ai | |ci,j | + |bi | |ci+1,j ||ci−1|
 |ai | + ωi+1|bi||ci−1| |ci,j |
 |ai | + |bi ||ci−1| |ci,j | ⇒ |ci,j |  γi |ci−1,j |. 
Theorem 3.1. Let A be a nonsingular tridiagonal matrix and C = A−1. If A is row
diagonally dominant, then
|cj,j |
j−1∏
k=i
δk  |ci,j |  |cj,j |
j−1∏
k=i
τk, i = 1, . . . , j − 1, (10)
|cj,j |
i∏
k=j+1
γk  |ci,j |  |cj,j |
i∏
k=j+1
ωk, i = j + 1, . . . , n. (11)
Proof. It is a consequence of Lemmas 3.1 and 3.2. 
The results proved in Theorem 3.1 are the same obtained in [3], but we used the
same technique to derive both bounds.
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3.1.1. The case of M-matrices
If A is an M-matrix, the lower bounds for ci,j proved in Theorem 3.1 can be
improved. In fact defining
δi = |bi|
ai
, i = 1, . . . , n− 1, (12)
and
γi = |ci−1|
ai
, i = 2, . . . , n, (13)
it is
ci,j  δici+1,j for i = 1, . . . , j − 1,
and
ci,j  γici−1,j for i = j + 1, . . . , n. (14)
In fact from (7)
ci+1,j = aici,j + ci−1ci−1,j|bi |
<
ai
|bi|ci,j ⇒ ci,j  δici+1,j for i = 1, . . . , j − 1.
In a similar way inequality (14) can be proved.
For M-matrices the lower bounds proved in Theorem 3.1 hold with δi and γi
defined, respectively, in (12) and (13).
3.2. Bounds for diagonal elements
In [3], using (5) the following bounds were derived for the diagonal elements of
C:
1
|aj | + τj−1|cj−1| + ωj+1|bj |
 |cj,j |
 1|aj | − τj−1|cj−1| − ωj+1|bj | . (15)
Our aim is to obtain sharper two-sided bounds for the diagonal elements of C ex-
ploiting the signs of its entries.
In fact for i = j − 1 (10) gives
δj−1|cj,j |  |cj−1,j |  τj−1|cj,j |,
hence substituting cj−1,j = ξj cj,j , it is
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δj−1  |ξj |  τj−1, (16)
while for i = j + 1 (11) gives
γj+1|cj,j |  |cj+1,j |  ωj+1|cj,j |,
hence substituting cj+1,j = ρjcj,j , it is
γj+1  |ρj |  ωj+1. (17)
Remark 3.1. From the first relation in (2) with j = 2, it follows
c2,2
c1,2
= −a1
b1
and, for i = j , the second equation in (2) gives
cj,j
cj−1,j
= −aj−1
bj−1
− cj−2
bj−1
cj−2,j
cj−1,j
.
Since |cj−2,j | ≤ |cj−1,j | and |aj−1| > |cj−2| we have that the modulus of the sec-
ond addendum is less than the first, hence
sign(ξj ) = sign(cj,j cj−1,j ) = −sign(aj−1bj−1).
Remark 3.2. From the first equation in (4) with j = n− 1, it follows
cn−1,n−1
cn,n−1
= − an
cn−1
and, for i = j , the second equation in (4) gives
cj,j
cj+1,j
= −aj+1
cj
− bj+1
cj
cj+2,j
cj+1,j
.
Since |cj+2,j |  |cj+1,j | and |aj+1| > |bj+1| and similarly to Remark 3.1 it is
sign(ρj ) = sign(cj,j cj+1,j ) = −sign(aj+1cj ).
Theorem 3.2. Let A be a nonsingular tridiagonal matrix and C = A−1. If A is row
diagonally dominant, then
1
|aj | + pj |cj−1| + qj |bj |
 |cj,j |
 1|aj | + fj |cj−1| + gj |bj | , j = 1, . . . , n, (18)
where
pj =
{
τj−1 if aj−1ajbj−1cj−1 < 0,
−δj−1 if aj−1ajbj−1cj−1 > 0,
(19)
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qj =
{
ωj+1 if aj+1ajbj cj < 0,
−γj+1 if aj+1ajbj cj > 0,
fj =
{−τj−1 if aj−1ajbj−1cj−1 > 0,
δj−1 if aj−1ajbj−1cj−1 < 0,
(20)
gj =
{−ωj+1 if aj+1ajbj cj > 0,
γj+1 if aj+1ajbj cj < 0.
Proof. We derive the part of (18) involving pj and fj . From (5) and from the
definition of ρj and ξj we observe that
cj,j = 1
aj + ξj cj−1 + ρjbj
= 1
aj
(
1 + ξj cj−1aj + ρj
bj
aj
) for j = 1, . . . , n.
We define
1 = sign(aj cj−1ξj ) = −sign(aj−1ajbj−1cj−1)
and
2 = sign(ajbjρj ) = −sign(ajaj+1bj cj ).
Then
|cj,j | = 1|aj |
(
1 + 1|ξj | |cj−1||aj | + 2|ρj |
|bj |
|aj |
) .
If 1 > 0 (i.e., aj−1ajbj−1cj−1 < 0), from (16) it is
1
|aj | + τj−1|cj−1| + 2|ρj | |bj ||aj |
 |cj,j |
 1
|aj | + δj−1|cj−1| + 2|ρj | |bj ||aj |
.
On the other hand, if 1 < 0, then
−τj−1|cj−1|  1|ξj ||cj−1|  −δj−1|cj−1|
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and
1
|aj | − δj−1|cj−1| + 2|ρj | |bj ||aj |
 |cj,j |
 1
|aj | − τj−1|cj−1| + 2|ρj | |bj ||aj |
.
Defining pj and fj as in (19) and (20) the first part of the thesis holds. Testing
the sign of 2 in a similar way inequality (18) is derived applying (17) and Remark
3.2. 
Remark 3.3. If A is an M-matrix, the bounds proved in Theorem 3.2 become
1
aj − δj−1|cj−1| − γj+1|bj |
 cj,j
 1
aj − τj−1|cj−1| − ωj+1|bj | , j = 1, . . . , n.
We note that the upper bound is the same as in (15) but the lower bound is sharper.
Remark 3.4. The computation of the two-sided bounds for the diagonal entries of
matrix C can require no flop since it is always possible to evaluate the signs of the
products which define quantities pj , qj , fj and gj avoiding the effective computa-
tion. For example, using a collection of nested ‘if’ instructions it is possible to test
singularly the signs of the four quantities and to define the correct values of pj , qj ,
fj and gj .
4. An iterative improvement
In [3], the upper bounds are improved iterativelly using the following procedure.
First of all, the following quantities are defined:
τi,1 = τi, i = 1, . . . , n− 1,
and
τi,t =


τi,t−1 for i < t,
|bi |
|ai | − τi−1,t−1|ci−1| else,
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where 2  t  n− 1, and
ωi,1 = ωi, i = 2, . . . , n,
and
ωi,t =


ωi,t−1 for i > n+ 1 − t,
|ci−1|
|ai | − ωi+1,t−1|bi | else
with t = 2, . . . , n. It is τi,t  1 and ωi,t  1 for all i, t. Since
|ci−1,j |  τi−1,t |ci,j |, i = 2, . . . , j, (21)
|ci+1,j |  ωi+1,t |ci,j |, i = j, . . . , n, (22)
the following bounds are derived for t = 1, . . . , n− 1:
|ci,j |  |cj,j |
j−1∏
k=i
τk,t , i = 1, . . . , j − 1, (23)
and
|ci,j |  |cj,j |
i∏
k=j+1
ωk,t , i = j + 1, . . . , n. (24)
We can exploit this iterative refinement of the upper bounds to improve also the lower
bounds. For a fixed value of t, 1  t  n− 1, we define the following quantities:
δi,t = |bi||ai | + τi−1,t |ci−1| for i = 2, . . . , n
and
γi,t = |ci−1||ai | + ωi+1,t |bi | for i = 1, . . . , n− 1.
Lemma 4.1. The following inequalities hold for all t, 1  t  n− 1:
(a) δi,t  δi,t+1 for all i;
(b) γi,t  γi,t+1 for all i;
(c) |ci+1,j |δi,t  |ci,j | for i = 1, . . . , j − 1;
(d) |ci−1,j |γi,t  |ci,j | for i = j + 1, . . . , n.
Proof. (a), (b) Since ωi,t+1  ωi,t and τi,t+1  τi,t the thesis follows immediately.
(c) From (7) and (21) we have
|ci+1,j |  |ai | |ci,j | + |ci−1| |ci−1,j ||bi |
 |ai | + τi−1,t |ci−1||bi | |ci,j | ⇒ |ci,j |  δi,t |ci+1,j |.
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(d) From (9) and (22) we have
|ci−1,j |  |ai | |ci,j | + |bi | |ci+1,j ||ci−1|
 |ai | + ωi+1,t |bi||ci−1| |ci,j | ⇒ |ci,j |  γi,t |ci−1,j |. 
Theorem 4.1. Let A be a nonsingular tridiagonal matrix and C = A−1. If A is row
diagonally dominant, then for each t = 1, . . . , n− 1 we have
|cj,j |
j−1∏
k=i
δk,t  |ci,j |, i = 1, . . . , j − 1, (25)
|cj,j |
i∏
k=j+1
γk,t  |ci,j |, i = j + 1, . . . , n. (26)
Proof. It is a consequence of Lemma 4.1. 
The lower bounds derived in Theorem 4.1 improve those given in [3]. In fact it is
sufficient to note that
δk,t = |bk||ak| + τk−1,t |ck−1| 
|bk|
|ak| + |ck−1| ∀k, t
and
γk,t = |ck−1||ak| + ωk+1,t |bk| 
|ck−1|
|ak| + |bk| ∀k, t
since τk,t  1 and ωk+1,t  1 for all k, t . Using the bounds computed in this section
and proceeding as in Section 3 it is possible to obtain an iterative refinement of the
bounds also for the diagonal entries of C. In fact it holds the following theorem,
whose proof is similar to Theorem 3.2.
Theorem 4.2. Let A be a nonsingular tridiagonal matrix and C = A−1. If A is row
diagonally dominant, then for each t = 1, . . . , n− 1 we have
1
|aj | + pj,t |cj−1| + qj,t |bj |
 |cj,j |
 1|aj | + fj,t |cj−1| + gj,t |bj | , j = 1, . . . , n,
where
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pj,t =
{
τj−1,t if aj−1ajbj−1cj−1 < 0,
−δj−1,t if aj−1ajbj−1cj−1 > 0,
qj,t =
{
ωj+1,t if aj+1ajbj cj < 0,
−γj+1,t if aj+1ajbj cj > 0,
fj,t =
{−τj−1,t if aj−1ajbj−1cj−1 > 0,
δj−1,t if aj−1ajbj−1cj−1 < 0,
gj,t =
{−ωj+1,t if aj+1ajbj cj > 0,
γj+1,t if aj+1ajbj cj < 0.
Remark 4.1. In [3], it has been proved that if A is an M-matrix, the iterative process
for the upper bounds gives the exact inverse matrix if t = n− 1. In this case, for the
lower bounds it does not happen since the procedure just described is not an iterative
refinement of the bounds.
5. Numerical examples
In this section, we show some numerical results for different matrices A and com-
pare the entries of A−1 with the bounds given in the previous sections and with those
given in [3]. Denoting with U the matrix of upper bounds and with L the matrix of
lower bounds (L  |A−1|  U ) we denote with
eup = max
1i,jn
(ui,j − |ci,j |)
and
elow = max
1i,jn
(|ci,j | − li,j )
and with εup and εlow the similar bounds given in [3]. In all the examples we have
considered matrices of order 100.
Example 5.1. In this case, we consider the bounds for a symmetric Toplitz M-ma-
trix with ai = 4 for all i, and bi = ci = −1 for i = 1, . . . , n− 1. In this case, we
consider only lower bounds since the upper bounds are the same.
t elow εlow
1 1.2133E−2 7.4389E−2
2 1.1085E−2 6.8675E−2
3 1.1007E−2 6.8245E−2
4 1.1002E−2 6.8214E−2
5 1.1001E−2 6.8212E−2
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Example 5.2. In this case, we consider the bounds for a nonsymmetric Toplitz M-
matrix with ai = 5 for all i, and bi = −1.1 and ci = −0.9 for i = 1, . . . , n− 1. In
this case, we consider only lower bounds since the upper bounds are the same.
t elow εlow
1 4.6299E−3 3.6037E−2
2 4.3104E−3 3.3394E−2
3 4.2964E−3 3.3277E−2
4 4.2958E−3 3.3272E−2
5 4.2958E−3 3.3272E−2
Example 5.3. In this case, we consider the bounds for a nonsymmetric Toplitz ma-
trix with ai = 4 for all i, and bi = 1 and ci = −1 for i = 1, . . . , n− 1.
t elow εlow eup εup
1 9.3598E−3 9.9384E−3 2.3060E−2 7.6395E−2
2 3.6069E−3 8.9196E−3 8.6849E−3 6.5869E−2
3 3.1768E−3 8.8709E−3 7.6339E−3 6.5126E−2
4 3.1457E−3 8.8674E−3 7.5583E−3 6.5072E−2
5 3.1435E−3 8.8672E−3 7.5529E−3 6.5069E−2
Example 5.4. In this case, we consider the bounds for a random matrix with random
signs.
t elow εlow eup εup
1 2.8143E−1 1.6095 2.0578E+00 3.0094
2 2.6157E−1 1.5687 9.0551E−1 2.1937
3 2.5950E−1 1.5636 8.3561E−1 2.1045
4 2.5947E−1 1.5603 7.7010E−1 2.1040
5 2.5947E−1 1.5588 7.6774E−1 2.1040
6. Conclusions
We have established upper and lower bounds for the entries of the inverses of
diagonally dominant tridiagonal matrices. For a generic tridiagonal matrix these new
bounds improve known results for all the entries and in particular we have obtained
a good improvement of the bounds for the diagonal elements of the inverse. Only
if A is an M-matrix, the upper bounds coincide with those derived in [3]. Moreover,
we have shown that the iterative refinement proposed in [3] can be used to obtain
better lower bounds. The bounds shown can be extended also to column diagonally
dominant matrices using a very similar technique.
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