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Abstract
For given complex matrix A and nonzero complex vectors b, c, relationships between
generalized inverses of A and generalized inverses of the rank-one-modified matrix M = A +
bc∗ (with c∗ being the conjugate transpose of c) are investigated. The following three ques-
tions are considered: (i) when a given generalized inverse A− belongs to the set M{1} of all
generalized inverses of M, (ii) when does A− ∈ A{1} exist such that simultaneously A− ∈
M{1}, and (iii) when the set A{1} is a subset of M{1}. The same questions are also discussed
for reflexive generalized inverses of A and M. The answers obtained are commented from the
view-point of a result concerning comparison of ranks of M and A.
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1. Introduction
LetCm,n denote the set of m × n complex matrices. Given K ∈ Cm,n, the symbols
K∗, C(K), and r(K) will stand for the conjugate transpose, column space, and rank,
∗ Corresponding author.
E-mail addresses: j.baksalary@im.uz.zgora.pl (J.K. Baksalary), baxx@amu.edu.pl (O.M. Baksalary).
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.03.020
32 J.K. Baksalary, O.M. Baksalary / Linear Algebra and its Applications 388 (2004) 31–44
respectively, of K. Moreover, K{1} and K{1, 2} will denote the sets of all generalized
inverses and all reflexive generalized inverses of K, i.e.,
K{1} = {K− ∈ Cn,m : KK−K = K}, (1.1)
K{1, 2} = {K= ∈ Cn,m : KK=K = K, K=KK= = K=}, (1.2)
while K+ will denote the Moore–Penrose inverse of K, i.e., the unique solution to
the equations
KK+K = K, K+KK+ = K+, KK+ = (KK+)∗, K+K = (K+K)∗.
(1.3)
For A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, we consider a rank-one-modifica-
tion of A to the form
M = A + bc∗. (1.4)
One of the classical results concerning relationships between matrices M and A is
that if they both are nonsingular, then the inverse of M is expressible as a rank-one-
modification of the inverse of A to the form
M−1 = A−1 − λ−10 d0e∗0, (1.5)
where d0 = A−1b, e∗0 = c∗A−1, and λ0 = 1 + c∗A−1b; cf. [1, pp. 173–178]. It is
seen that formula (1.5) is valid merely under the condition λ0 /= 0. But this is an
obvious requirement, for when A is nonsingular, then M is nonsingular if and only
if λ0 = 0; cf. Theorem 2.1 in Section 2. A natural question arising in this context is
whether it is possible to derive formulae of a similar kind which would be valid also
for A and M allowed to be singular or even rectangular. Clearly, the inverses A−1 and
M−1 must then be replaced by generalized inverses of A and M, respectively. For the
Moore–Penrose inverses A+ and M+, the problem has been solved by Meyer [4]. See
also Trenkler [6], who considered a particular case when a nonsingular A is modified
to a singular M and pointed out some connections of this algebraic problem with
mathematical statistics. Usefulness of formula (1.5) in the theory of experimental
designs was discussed by Graybill [2, Section 8.3].
In Section 4 of his paper, Meyer [4] emphasized that in many applications, partic-
ularly in statistics, the interest lies often not in the unique Moore–Penrose inverse of
M, defined as in (1.3), but rather in any generalized inverse M− ∈ M{1}, where M{1}
is understood according to (1.1). In Theorem 7 he provided four formulae for M−
expressed as modifications of A− and—what actually became an inspiration for the
present paper—showed that there are situations where one of generalized inverses
of M is simply A−. Our aim is to provide a complete solution to the problem of
relationships between generalized inverses of a matrix A and generalized inverses of
its rank-one-modification M by considering the following three questions: (i) when
a given generalized inverse A− belongs to the set M{1}, (ii) when does A− ∈ A{1}
exist such that simultaneously A− ∈ M{1}, and (iii) when the set A{1} is a subset
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of M{1}. The same questions are discussed also for reflexive generalized inverses of
A and M. The answers obtained are commented from the point of view of a result
given in Section 2, which explicitly characterizes the situation where r(M) = r(A)
− 1, three situations where r(M) = r(A), and a situation where r(M) = r(A) + 1.
2. Rank of a rank-one-modified matrix
The main result of the present section shows when the rank of a matrix A changes
or remains unchanged when A is modified to the matrix M of the form (1.4). Pro-
viding an explicit solution to the problem, Theorem 2.1 essentially differs from the
characterization of r(M) in [4, Lemma 1].
Let A− ∈ A{1} be a given generalized inverse of A ∈ Cm,n. There are two pro-
jectors (idempotent matrices) associated with A−, which are utilized throughout the
paper:
E1 = Im − AA− and F1 = In − A−A, (2.1)
where Im and In denote the identity matrices of the indicated orders. The vectors
d1 ∈ Cn,1, e1 ∈ Cm,1, f1 ∈ Cm,1, and g1 ∈ Cn,1 are understood according to
d1 = A−b, e∗1 = c∗A−, f1 = E1b = b − Ad1,
g∗1 = c∗F1 = c∗ − e∗1A, (2.2)
while the scalars λ1 ∈ C and φ1, ψ1 ∈ [0,∞) are specified as
λ1 = 1 + c∗A−b, φ1 = f∗1f1, ψ1 = g∗1g1. (2.3)
It is clear that
c∗d1 = λ1 − 1 = e∗1b (2.4)
and well known that
b ∈ C(A) ⇔ Ad1 = b ⇔ f1 = 0, (2.5)
c ∈ C(A∗) ⇔ e∗1A = c∗ ⇔ g1 = 0. (2.6)
In the sequel, the subscript “1” is omitted or replaced by “2” in (2.1)–(2.6) when the
Moore–Penrose inverse A+ or a reflexive generalized inverse A= ∈ A{1, 2}, respec-
tively, stands in place of A−.







is modified by nonzero vectors b∗ = (b1 b2) and c∗ = (c1 c2) to the form
M = A + bc∗ =
(
b1c1 b1c2
1 + b2c1 b2c2
)
, (2.8)
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it is seen that the modification can diminish the rank of A, which is the case charac-
terized by
r(M) = r(A) − 1 ⇔ b1 = 0, c2 = 0, 1 + b2c1 = 0; (2.9)
can keep the rank of A unchanged, which occurs in the cases characterized by
r(M) = r(A) ⇔


b1 = 0, c2 = 0, 1 + b2c1 /= 0 (2.10)
or
b1 = 0, c2 /= 0 (2.11)
or
b1 /= 0, c2 = 0; (2.12)
and can increase the rank of A, which is the case characterized by
r(M) = r(A) + 1 ⇔ b1 /= 0, c2 /= 0. (2.13)
Characterizations (2.9)–(2.13) concerning the matrices (2.7) and (2.8) are particular
cases of those derived in the following theorem.
Theorem 2.1. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Further, let A− be a generalized inverse
of A and let λ1 = 1 + c∗A−b. Then
r(M) = r(A) − 1 ⇔ b ∈ C(A), c ∈ C(A∗), λ1 = 0, (2.14)
r(M) = r(A) ⇔


b ∈ C(A), c ∈ C(A∗), λ1 /= 0 (2.15)
or
b ∈ C(A), c /∈ C(A∗) (2.16)
or
b /∈ C(A), c ∈ C(A∗), (2.17)
r(M) = r(A) + 1 ⇔ b /∈ C(A), c /∈ C(A∗), (2.18)
with λ1 in (2.14) and (2.15) being independent of the choice of A− ∈ A{1}.
Proof. Consider the matrix N = (K : L) ∈ Cm+1,n+1 with submatrices K ∈ Cm+1,1
and L ∈ Cm+1,n specified as K∗ = (1 : b∗) and L∗ = (−c : A∗). It can easily be
verified that one of possible choices of K− ∈ K{1} is K− = (1 : 0), for which













Consequently, on account of Theorem 5 in [3],
r(N) = r(K) + r[(Im+1 − KK−)L] = r(M) + 1. (2.19)
A choice of L− ∈ L{1} is considered in two disjoint cases. If g1 specified in (2.2)
is the zero vector, then one of the possibilities is L− = (0 : A−). For this choice,
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and hence, again on account of Theorem 5 in [3],
r(N) = r(L) + r[(Im+1 − LL−)K] = r(−c : A∗) + r(λ1 : f∗1). (2.20)
But, in view of (2.6), g1 = 0 means that c ∈ C(A∗) and thus r(−c : A∗) = r(A).
Comparing (2.19) with (2.20) simplified by substituting this equality shows that
g1 = 0 ⇒
{
r(M) = r(A) − 1 ⇔ f1 = 0 and λ1 = 0,
r(M) = r(A) ⇔ f1 /= 0 or λ1 /= 0. (2.21)
In the second case, in which g1 /= 0, one of possible choices of L− ∈ L{1} is
L− = (− ψ−11 F1g1 : A− − ψ−11 F1g1e∗1),
leading to















r(N) = r(L) + r[(Im+1 − LL−)K] = r(−c : A∗) + r(f1).
But, in view of (2.6), g1 /= 0 means that c ∈ C(A∗), and hence
r(N) = r(A) + r(f1) + 1. (2.22)
Combining (2.19) with (2.22) shows that
g1 /= 0 ⇒
{
r(M) = r(A) ⇔ f1 = 0,
r(M) = r(A) + 1 ⇔ f1 /= 0. (2.23)
From (2.21) and (2.23) it follows that
r(M) = r(A) − 1 ⇔ f1 = 0, g1 = 0, λ1 = 0,
r(M) = r(A) ⇔


f1 = 0, g1 = 0, λ1 /= 0
or
f1 = 0, g1 /= 0
or
f1 /= 0, g1 = 0,
r(M) = r(A) + 1 ⇔ f1 /= 0, g1 /= 0.
Replacing the conditions on f1 and g1 according to (2.5) and (2.6) transforms the
characterizations above to (2.14)–(2.18). The independence of λ1 in (2.14) and (2.15)
of the choice of A− ∈ A{1} follows from part (iii) of Lemma 2.2.4 in [5]. 
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3. Results concerning given generalized inverses
The first result of this section is concerned with the question of when a given
A− ∈ A{1} is simultaneously a generalized inverse of the modified matrix M spec-
ified in (1.4), while the second with the question of when a given A= ∈ A{1, 2} is
simultaneously a reflexive generalized inverse of M.
Theorem 3.1. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Further, let A− be a given generalized
inverse of A and let λ1 = 1 + c∗A−b. Then A− is simultaneously a generalized
inverse of M if and only if any of the following four disjoint sets of conditions holds:
b ∈ C(A), c ∈ C(A∗), λ1 = 0, (3.1)
b ∈ C(A), c∗A−A = 0, (3.2)
AA−b = 0, c ∈ C(A∗), (3.3)
AA−b = 0, c∗A−A = 0, λ1 = 2. (3.4)
Proof. With the use of notation introduced in (2.2) and (2.3) the product MA−M
may be transformed as follows:
MA−M = A + Ad1c∗ + be∗1A + (λ1 − 1)bc∗
= A + bc∗ − (b − Ad1)c∗ − b(c∗ − e∗1A) + λ1bc∗
= M − f1c∗ − bg∗1 + λ1bc∗.
Consequently, on account of (1.1), it follows that A− ∈ M{1} if and only if
f1c∗ + bg∗1 − λ1bc∗ = 0. (3.5)
Premultiplying and postmultiplying (3.5) by E1 and F1 specified in (2.1), respec-
tively, and utilizing the equalities E1f1 = f1 and g∗1F1 = g∗1 shows that a necessary
condition for (3.5) is (λ1 − 2)f1g∗1 = 0. Hence it is clear that equality (3.5) is fulfilled
if and only if any of the following three pairs of conditions holds:
f1 = 0, g∗1 = λ1c∗, (3.6)
g1 = 0, f1 = λ1b, (3.7)
λ1 = 2, be∗1A + Ad1c∗ = 0. (3.8)
Notice that the latter equalities in (3.6) and (3.7) result from simplifying b(λ1c∗ −
g∗1) = 0 and (λ1b − f1)c∗ = 0 on account of the assumption b /= 0 and c /= 0, while
the latter equality in (3.8) is obtained by substituting f1 = b − Ad1 and g∗1 = c∗ −
e∗1A into 2bc
∗ − bg∗1 − f1c∗ = 0.
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Postmultiplying the second part of (3.6) by F1 shows that
λ1c
∗ − g∗1 = 0 ⇒ g1 = 0 or λ1 = 1, (3.9)
while premultiplying the second part of (3.7) by E1 shows that
λ1b − f1 = 0 ⇒ f1 = 0 or λ1 = 1. (3.10)
Moreover, premultiplying the second part of (3.8) by AA− and postmultiplying it by
A−A shows that
be∗1A + Ad1c∗ = 0 ⇒ Ad1 = 0 or e∗1A = 0. (3.11)
Combining (3.6) with (3.9), (3.7) with (3.10), and (3.8) with (3.11) leads to the con-
clusion that equality (3.5) is fulfilled if and only if any of the following sets of con-
ditions holds:
f1 = 0, g1 = 0, λ1c∗ = 0, (3.12)
f1 = 0, e∗1A = 0, λ1 = 1, (3.13)
g1 = 0, f1 = 0, λ1b = 0, (3.14)
g1 = 0, Ad1 = 0, λ1 = 1, (3.15)
λ1 = 2, Ad1 = 0, be∗1A = 0, (3.16)
λ1 = 2, e∗1A = 0, Ad1c∗ = 0. (3.17)
Since b /= 0 and c /= 0, it is clear that λ1c∗ = 0 ⇔ λ1 = 0 ⇔ λ1b = 0, and hence
(3.12) ⇔ (3.14). Further, be∗1A = 0 ⇔ e∗1A = 0 and Ad1c∗ = 0 ⇔ Ad1 = 0, which
shows that (3.16) ⇔ (3.17). Moreover, since g1 = 0 ⇔ c∗ = e∗1A and f1 = 0 ⇔ b =
Ad1, it follows that the condition λ1 = 1 in (3.13) and (3.15) is redundant. Conse-
quently, we conclude that (3.5) is fulfilled if and only if either f1 = 0, g1 = 0, λ1 = 0
or f1 = 0, g1 = c or f1 = b, g1 = 0 or f1 = b, g1 = c, λ1 = 2. Reexpressing the con-
ditions f1 = 0 and g1 = 0 according to (2.5) and (2.6), and replacing the conditions
f1 = b and g1 = c by AA−b = 0 and c∗A−A = 0 according to the specifications of
f1 and g1 in (2.2) leads to characterizations (3.1)–(3.4). 
Theorem 3.2. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Further, let A= be a given reflexive
generalized inverse of A. Then A= is simultaneously a reflexive generalized inverse
of M if and only if either of the following disjoint sets of conditions holds:
b ∈ C(A), c∗A= = 0, (3.18)
A=b = 0, c ∈ C(A∗). (3.19)
Proof. Since for any A= ∈ A{1, 2} the equalities AA=b = 0 and c∗A=A = 0 can
be simplified to A=b = 0 and c∗A= = 0, respectively, it follows from Theorem 3.1
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that A= ∈ M{1} if and only if any of the following four sets of conditions holds:
(3.18), (3.19),
b ∈ C(A), c ∈ C(A∗), λ2 = 0, (3.20)
A=b = 0, c∗A= = 0, λ2 = 2, (3.21)
where λ2 =1+c∗A=b. In view of (1.2), the additional requirement is that A=MA= =
A=, which is equivalent to d2e∗2 = 0, where d2 = A=b and e∗2 = c∗A=. Since, accord-
ing to a modified version of (2.4), c∗d2 = λ2 − 1 = e∗2b and since the equality d2e∗2 =
0 corresponds to the alternative
d2 = 0 or e2 = 0, (3.22)
it follows that in both cases λ2 = 1, which is irreconcilable with (3.20) and (3.21). On
the other hand, from (2.5) and (2.6) with the subscript “1” replaced by “2” it is known
that b ∈ C(A) ⇔ b = Ad2 and c ∈ C(A∗) ⇔ c∗ = e∗2A. Consequently, combining
the alternative “(3.18) or (3.19)” with the alternative (3.22) and taking into account
the assumptions b /= 0, c /= 0 concludes the proof. 
It seems interesting to look at the conditions occurring in Theorem 3.1 from the
point of view of Theorem 2.1. The first observation is that in case (3.1), which
according to (2.14) is the only one corresponding to r(M) = r(A) − 1, the relation
A− ∈ M{1} is independent of the choice of A− ∈ A{1}. This means that if b ∈ C(A),
c ∈ C(A∗), and c∗A−b = −1 for some (and thus for all) A− ∈ A{1}, then
A− ∈ M{1} ⇔ A{1} ∩ M{1} /= ∅ ⇔ A{1} ⊂ M{1}. (3.23)
Further, observe that for b /= 0 and c /= 0 immediate consequences of (2.5) and (2.6)
are the implications
AA−b = 0 ⇒ b /∈ C(A) and c∗A−A = 0 ⇒ c /∈ C(A∗). (3.24)
Consequently, from Theorem 3.1 it is seen that if b ∈ C(A), c ∈ C(A∗), and λ1 /= 0,
which according to (2.15) is one of the three situations where r(M) = r(A), then
there does not exist A− ∈ A{1} which would simultaneously be a generalized inverse
of M. On the other hand, taking into account (3.24) when comparing (3.2) with (2.16)
and (3.3) with (2.17) shows that in the two remaining cases where r(M) = r(A) the
requirement that A− ∈ M{1} is stronger than the rank condition in the sense that
c∗A−A = 0 replaces c /∈ C(A∗) and AA−b = 0 replaces b ∈ C(A). Finally, from
comparing (3.4) with (2.18) it is seen that a given A− ∈ A{1} can have the required
property also when r(M) = r(A) + 1. The pair of conditions b /∈ C(A), c /∈ C(A∗)
in (2.18) is then strengthened to the triplet of conditions (3.4).
In view of Theorem 3.2, the above discussion shows that there is no reflexive gen-
eralized inverse of A which would simultaneously be a reflexive generalized inverse
of M when the ranks of A and M differ, irrespective of whether the difference is 1 or
−1. This is possible only in two from among three cases where r(M) = r(A), viz. in
those characterized in (2.16) and (2.17). The conditions c /∈ C(A∗) in (2.16) and b /∈
C(A) in (2.17) take then strengthened forms c∗A= = 0 and A=b = 0, respectively.
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Examining the problem considered in Theorem 3.1 in the context of the modifi-
cation of A of the form (2.7) to M specified in (2.8), it can be verified that for a given








: s, u, v ∈ C
}
(3.25)
the equality MA−M = M holds: (i) trivially in case (2.9), as M is then zero matrix;
(ii) if and only if b2c1 = 0 in case (2.10), which is however impossible, as b2 = 0
or c1 = 0 cannot be reconciled with b1 = 0 and c2 = 0, respectively, for b and c
assumed to be nonzero; (iii) if and only if v = −c1c−12 in case (2.11); (iv) if and
only if s = −b−11 b2 in case (2.12); and (v) if and only if
s = −b−11 b2, u = b−11 c−12 (1 + b2c1), v = −c1c−12
in case (2.13). Further, an analysis of the same example from the view-point of the
problem considered in Theorem 3.2 consists in verifying the equalities MA=M = M
and A=MA= = A= for a given A= ∈ A{1, 2}. Alternatively, on account of Lemma
2.5.1 in [5], we may examine generalized inverses from the set (3.25) with the
restriction that r(A) = r(A−) = r(M). Since r(A) = 1, it is immediately seen that
this condition cannot be fulfilled in case (2.9), where M = 0, and in case (2.13),
where r(M) = 2. Also the case (2.10), the first where r(M) = 1 = r(A) is excluded
from considerations on account of point (ii) above, but in the remaining two cases
(2.11) and (2.12) reflexive generalized inverses of A being simultaneously reflexive








: s, v ∈ C
}
,
with v = −c1c−12 in case (2.11) and s = −b−11 b2 in case (2.12).
4. Results concerning existence of a generalized inverse
Considerations of the first part of this section are concerned with deriving condi-
tions on A, b, and c, which ensure the existence of such a generalized inverse of A
that is simultaneously a generalized inverse of the modification of A to the form (1.4).
In the second part, the analogous problem is considered for reflexive generalized
inverses. Solutions will be obtained basing on an auxiliary result, which provides
formulae for general representations of the sets A{1} and A{1, 2}. The representation
(4.1) of A{1} is a version of formula (2.4.3) in [5] expressed with the use of the
Moore–Penrose inverse A+, while the representation (4.2) of A{1, 2} is obtained on
account of (4.1) and the fact that A= ∈ A{1, 2} if and only if A= = A−AA− for
some A− ∈ A{1}.
40 J.K. Baksalary, O.M. Baksalary / Linear Algebra and its Applications 388 (2004) 31–44
Lemma 4.1. For any A ∈ Cm,n,
A{1} = {A− = A+ + VE + FW : V, W ∈ Cn,m} (4.1)
and
A{1, 2} = {A= = A+ + A+AVE + FWAA+ + FWAVE : V, W ∈ Cn,m},
(4.2)
where E = Im − AA+ and F = In − A+A.
Theorem 4.1. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Then there exists A− ∈ A{1} being
simultaneously a generalized inverse of M if and only if any of the following condi-
tions holds:
b ∈ C(A), c ∈ C(A∗), λ1 = 0, (3.1)
b /∈ C(A), (4.3)
c /∈ C(A∗), (4.4)
where λ1 = 1 + c∗A−b in (3.1) is independent of the choice of A− ∈ A{1}.
Proof. The presence of characterization (3.1) as one of the solutions is an imme-
diate consequence of its presence in Theorem 3.1 and the fact that it implies state-
ment (3.23). The remaining three parts of that theorem depend on the choice of a
generalized inverse of A and thus we look for necessary and sufficient conditions
under which
b ∈ C(A) and c∗A−A = 0 for some A− ∈ A{1}, (4.5)
c ∈ C(A∗) and AA−b = 0 for some A− ∈ A{1}, (4.6)
AA−b = 0, c∗A−A = 0, c∗A−b = 1 for some A− ∈ A{1}. (4.7)
Representing A− as in (4.1) and utilizing the equalities EA = 0, AF = 0, and the
notation d = A+b, e∗ = c∗A+, f = Eb, g∗ = c∗F (which is a version of (2.2)) trans-
forms the latter parts of (4.5) and (4.6) and the conditions (4.7) to the forms
g∗WA = −e∗A for some W ∈ Cn,m, (4.8)
AVf = −Ad for some V ∈ Cn,m, (4.9)
AVf = −Ad, g∗WA = −e∗A, c∗Vf + g∗Wb = 2 − λ
for some V, W ∈ Cn,m, (4.10)
where λ = 1 + c∗A+b.
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It appears that
(4.8) ⇔ c /∈ C(A∗), (4.9) ⇔ b /∈ C(A),
(4.10) ⇔ b /∈ C(A), c /∈ C(A∗). (4.11)
The necessity parts are immediate consequences of combining (3.24) with (4.5)–
(4.7), while the sufficiency parts follow by indicating suitable choices of V and W
in (4.8)–(4.10). For any given µ, ν ∈ C such that µ + ν = λ, let
V0 = −φ−1(d − νψ+Fg)f∗, (4.12)
W0 = −ψ−1g(e∗ − µφ+f∗E), (4.13)
where φ = f∗f and ψ = g∗g, φ+ is equal to φ−1 when φ > 0 and is zero otherwise,
and ψ+ is understood accordingly. Notice that, in view of (2.5) and (2.6), φ > 0 if
and only if b /∈ C(A) and ψ > 0 if and only if c /∈ C(A∗). It can be verified that
matrices (4.12) and (4.13) satisfy
g∗W0A = −ψ−1ψ(e∗A − µφ+f∗EA) = −e∗A,
AV0f = −φ−1φ(Ad − νψ+AFg) = −Ad,
and, for nonzero φ and ψ ,
c∗V0f = −φ−1φ(c∗d − νψ−1ψ) = −(λ − 1) + ν,
g∗W0b = −ψ−1ψ(e∗b − µφ−1φ) = −(λ − 1) + µ,
so that
c∗V0f + g∗W0b = −2(λ − 1) + µ + ν = 2 − λ.
On account of (4.5)–(4.7) and (4.11), it follows that, in situations other than (3.1),
the relation A{1} ∩ M{1} /= ∅ holds if and only if either b ∈ C(A), c /∈ C(A∗) or
b /∈ C(A), c ∈ C(A∗) or b /∈ C(A), c /∈ C(A∗), which in formulation of the theorem
is replaced by the alternative “(4.3) or (4.4)”. 
Theorem 4.2. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Then there exists A= ∈ A{1, 2} being
simultaneously a reflexive generalized inverse of M if and only if either of the fol-
lowing disjoint pairs of conditions holds:
b ∈ C(A), c /∈ C(A∗),
b /∈ C(A), c ∈ C(A∗).
Proof. The solution to the problem concerning the relation A{1, 2} ∩ M{1, 2} /=
∅ is obtained basing on Theorem 3.2. In view of c∗A= = 0 ⇔ c∗A=A = 0 and
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A=b = 0 ⇔ AA=b = 0, we have to consider the counterparts to conditions (4.5)
and (4.6) with A− ∈ A{1} replaced by A= ∈ A{1, 2}. Since A{1, 2} ⊆ A{1}, the
modified requirements seem to be more rigorous than (4.5) and (4.6). Actually,
however, they are only seemingly stronger. Using representation (4.2) of A{1, 2},
it can easily be verified that the existence of A= ∈ A{1, 2} for which c∗A=A = 0
and for which AA=b = 0 corresponds to conditions (4.8) and (4.9), respectively.
Since their equivalence to c /∈ C(A∗) and b /∈ C(A) has already been shown in the
proof of Theorem 4.1, the present proof is complete. 
Theorem 4.1 seems to be particularly noteworthy. In view of Theorem 2.1, it
asserts that merely in situations when the modifying vectors b and c are subject to
conditions (2.15) it is impossible to find A− ∈ A{1} being simultaneously a general-
ized inverse of M. This goal is achievable, however, in the remaining two situations
when r(M) = r(A) and always when the ranks of M and A differ. On the other hand,
Theorem 4.2 shows that reducing the sets of generalized inverses of A and M by
imposing the reflexiveness condition eliminates from among solutions the situations
characterized by (2.14) and (2.18), in which r(M) /= r(A).
5. Results concerning inclusions of sets of generalized inverses
Theorems 4.1 and 4.2 provide complete lists of cases in which A{1} ∩ M{1} /= ∅
and A{1, 2} ∩ M{1, 2} /= ∅, respectively. The aim of the last section of this paper is
to investigate the questions when, if whenever, these relations can be strengthened
to A{1} ⊂ M{1} and A{1, 2} ⊂ M{1, 2}. Similarly as in Section 4, the discussion is
based on Theorems 3.1 and 3.2. A useful auxiliary result is a necessary and sufficient
condition for the product of three matrices to be zero matrix for all possible values
of the middle factor.
Lemma 5.1. For S ∈ Cm,n and T ∈ Cp,q,
SXT = 0 for every X ∈ Cn,p ⇔ S = 0 or T = 0.
Theorem 5.1. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. Then every generalized inverse of A is
also a generalized inverse of M if and only if b ∈ C(A), c ∈ C(A∗), and λ1 = 0,
where λ1 = 1 + c∗A−b is independent of the choice of A− ∈ A{1}.
Proof. The presence of characterization (3.1) as a solution is again an immediate
consequence of its presence in Theorem 3.1 and the fact that it implies statement
(3.23). Corresponding to three remaining cases characterized in that theorem are the
requirements that c∗A−A = 0, AA−b = 0, and c∗A−A = 0, AA−b = 0 along with
c∗A−b = 1 hold for every A− ∈ A{1}. Analogously as in case of the equivalences
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of the latter parts of (4.5) and (4.6) to (4.8) and (4.9), respectively, it follows that the
above requirements may be reexpressed as
g∗WA = −e∗A for every W ∈ Cn,m, (5.1)
AVf = −Ad for every V ∈ Cn,m, (5.2)
and as the conjunction of (5.1) and (5.2) accompanied by the condition c∗A−b = 1
for every A− ∈ A{1}. Substituting W = 0 in (5.1) and V = 0 in (5.2) shows that
these two conditions can further be transformed to the forms
e∗A = 0 and g∗WA = 0 for every W ∈ Cn,m, (5.3)
Ad = 0 and AVf = 0 for every V ∈ Cn,m. (5.4)
Since combining g = 0 with A∗e = 0 and f = 0 with Ad = 0 leads to c = 0 and b =
0, respectively, it is necessary that g in (5.3) and f in (5.4) are nonzero. Consequently,
on account of Lemma 5.1, the conditions in (5.3) as well as those in (5.4) hold if and
only if A = 0. But combining A = 0 with b ∈ C(A) and c ∈ C(A∗) yields b = 0 and
c = 0, thus showing that (3.2) and (3.3) cannot be fulfilled by all A− ∈ A{1}. The
same conclusion refers also to (3.4), for λ1 = 1 + c∗A−b is invariant with respect to
the choice of A− ∈ A{1} if and only if b ∈ C(A) and c ∈ C(A∗). 
Theorem 5.1 shows how very restrictive the requirement that A{1} ⊂ M{1} is. In
view of Theorem 2.1, the solution to this problem can be reworded as
A{1} ⊂ M{1} ⇔ r(M) = r(A) − 1.
The next theorem reveals that if the requirement above is changed to A{1, 2} ⊂
M{1, 2}, then the set of solutions to the problem becomes empty.
Theorem 5.2. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗. It is never possible that the set of reflex-
ive generalized inverses of A is contained in the set of reflexive generalized inverses
of M.
Proof. On account of arguments used in the proof of Theorem 4.2, it follows that
the requirements c∗A= = 0 for every A= ∈ A{1, 2} and A=b = 0 for every A= ∈
A{1, 2} are equivalent to (5.1) and (5.2), respectively. Consequently, in view of
Theorem 3.2, a necessary condition for A{1, 2} ⊂ M{1, 2} is the alternative “(5.1)
or (5.2)”. But in the proof of Theorem 5.1 these conditions have been shown to be
irreconcilable with the assumptions b /= 0 and c /= 0, which concludes the
proof. 
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