ABSTRACT Although several efficient learning methods have recently been proposed to handle class drift situations, issues remain in various streaming data applications that possibly deteriorate classification accuracy. Three important issues were considered, that is: 1) lifetime and class changes; 2) high imbalance ratios of streaming data among classes; and 3) classification accuracy of untrained data and class-changed data. A new dynamical learning structure based on hyper-elliptical capsule and multi-stratum network was introduced to cope with these issues. The experimental results on a simulated University of California at Irvine non-concept-drift database and real concept-drift data confirm that the proposed multi-stratum learning provided better accuracy, faster learning speed, and lower structural complexity than other conceptdrift algorithms.
I. INTRODUCTION
Tremendous amounts of data have been generated since the invention of the internet and high-speed communication networks. This advancement induced various new applications whose data are dynamically increased with different temporal interpretations known as dynamic classes. Some of these new applications include business intelligence, spam message (legitimate message), weather prediction, financial fraud detection, news article (interesting or junk), forest cover type, change of ozone level, and airline promotion based on passenger preferences. Typically, each datum is a collection of features, and its class is defined by the features. In the past, the amount of data generated was static. This means that the amount of data and their corresponding classes were not temporally defined. But presently, the classes of data in most applications have been temporally defined even though their features remain the same or change very little. These data are known as streaming data, and the temporal class change is known as concept drift or class drift.
The solutions to concept drift learning have recently been studied [1] , [2] . As summarized by Hoens and his team, the class of each datum is defined by some known probability.
Furthermore, there is no constraint on the amount of data in each class. The data are assumed to be streaming data flowing into a learning process with their temporal class drifts. The amount of each incoming data chunk can be fixed or varied throughout the continuous orders of training and testing periods. Class drift can be categorized into sudden, gradual, and recurring drift [2] . Since the classes keep drifting according to probability and time, it is possible to create a serious problem of imbalanced data during the training process. This imbalanced data problem in streaming data and class drift situations is more complex than the imbalanced data problem in nonstreaming and non-class-drift situations due to the dynamic growth of training data. The training process must be capable of not only capturing these data, which can overwhelm the physical size of the memory of a machine, but also handling the different ratios of imbalanced data occurring at various periods. A brief summary of those previous studies related to streaming data learning with temporal class drift follows.
Incremental learning algorithms have been developed and widely applied for solving classification problems [3] - [6] , such as data stream problems [7] - [11] , large-scaled problems [6] , and pattern recognition problems [12] . There are a lot of techniques that can be applied to solve these problems. For instance, the technique described in [10] built a decision tree incrementally to solve a classification problem. Incremental kernel principal component analysis (IKPCA) [13] , incremental principal component analysis (IPCA) [3] , and incremental linear discriminant analysis (ILDA) [14] were proposed for online feature extraction in the classification system. The technique studied in [6] extended online incremental support vector machine (OI-SVM) to solve largescaled problems consisting both in stationary and nonstationary environments. For high-dimensional data, [15] presented self-organizing incremental neural network by optimizing the distance metric in the learning process. The versatile elliptical basis function (VEBF) [5] can be used for one-passthrow-away learning without storing all previous data. The adjusted self-organizing incremental neural network classifier (ASC) [4] automatically learns the number of prototypes needed to determine the decision boundary. In case of application to an imaging field, incremental multiple-object recognition and localization (IMORL) [16] can automatically and adaptively learn from continuous video streams. These techniques can be applied to real-world applications.
A similar problem of learning in any non-stationary environment was studied. In this environment, data can change their classes over time. This leads to the dynamical change in class distribution in the data space. The learning in nonstationary environment is known as concept drift as described in [17] - [19] . Types of changing in a non-stationary environment consist of: gradual or trend changes, recurring, and abrupt or sudden changes [2] , [20] . Recent learning algorithms under various environments have been developed and widely studied in several classification problems such as electricity market prediction [21] , weather prediction [20] , credit card fraud protection [22] , spam detection [7] , traffic control [23] , nature conservation [24] , and surgery prediction [25] . For instance, the learning algorithm called conceptdrift very fast decision tree (CVFDT) [26] was introduced to detect concept shifts based on most frequent classes in a window of examples. The technique based on dynamic fuzzy pattern matching (DFPM) [27] was proposed to recognize patterns for the online monitoring of non-stationary environments. Linear discriminant analysis was applied by [28] to observe and create a model under gradual or abrupt changes in data distribution. Ensemble of subset online sequential extreme learning machine (ESOS-ELM) [29] proposed a change detection technique to promptly detect concept drift situations. The trigger-based ensemble (TBE) [25] was designed to handle concept drift in surgery prediction whereby the guidelines of referral were changed due to scientific developments and clinical practices. Maximum a posteriori (MAP) estimation was applied by [30] to learn an ensemble of generative models in the non-stationary environment. The technique of multiple expert systems, also called ensemble system under concept drift situations [31] , was proposed to adjust each system based on its loss function and weighted majority vote (WMV) [32] , which was provided to be used for adapting bounds on the loss function. The difficult challenge of learning in various environments is how to preserve all acquired knowledge, so that it must decide on whatever knowledge should be replaced or retained for improving its performance [33] . However, learning should retain any previously acquired knowledge, which is still essentially known as the ''stability-plasticity dilemma'', where ''stability'' means to maintain existing knowledge and ''plasticity'' describes the ability to learn new knowledge [20] .
Basically, the incremental learning algorithms not only append the training data when the learned data are fed into the network sequentially but can also adjust the network during the learning process without storing all the previous data. The following actions are carried out [34] : (1) aggregating the new data into the existing knowledge without storing all the previous data; (2) retaining all previous knowledge. Many researchers have proposed several techniques to maintain the above-mentioned criterion and to increase their performance. Although many incremental learning algorithms, such as VEBF [5] , ASC [4] , IPCA [3] , ILDA [14] , IMORL [16] , the incremental learning (Learn++) family of algorithms (e.g., Learn++.NC [35] , Learn++.MF [36] , and Learn++.NSE [20] ) for non-stationary environment were proposed, they still do not deal with the problem of data that expires over time.
Although there are several efficient learning methods recently proposed to handle class drift situations, there are still other issues that possibly deteriorate the accuracy of classification. The first issue concerns the lifetime of data. Those previously proposed methods did not consider the case of expired and non-expired lifetime of data. There are several applications whose data are expired forever or never changed their classes. One of the applications is the retirement record. Once a person is retired from his work place due to a certain age, his working status cannot be revitalized. The size of the expired class may gradually increase. These expired data induce the problems of severe data size expansion of expired class and also high imbalance ratios of data among classes. Learning these streaming imbalanced data with a high imbalance ratio is not simple, as discussed in [1] .
In fact, learning data with lifetime is similar to learning class drift but there are some dissimilarities in terms of representing, learning, and querying those data. Since the features of each datum are never changed but only its class is changed, during the training periods of class change, this datum is captured by several classifying functions superimposed on one another. The problem is how to indicate which classifying function is the recent one when the datum is queried in order to report the correct class. Regardless of time, during the testing period, the classifier must be able to report the recent class of any learned datum besides predicting the class of untrained datum.
The second issue concerns the short-term memory used for retaining some training instances [26] , [37] to determine which sub-structures of classifier must be removed.
The size of short-term memory is referred to as the size of the sliding window. Few methods were proposed to reduce this size such as adaptive window size [38] and multiple windows with different sizes [39] . Obviously, if the length of the sliding window is too short, those learned data not covered by the window will be treated as unimportant data, and their corresponding sub-structures must be removed as well. The consequence of this removal can cause the problem of misclassification during the testing period. Estimating the proper window size is not simple since foreseeing the queried data is impossible during the testing period.
To overcome these problems, a new learning network called dynamic multi-stratum (DStratum) network is proposed. This network concerns the new capabilities of radial basis function, incremental learning network, and recursive functions for updating the attributes of the radial basis function to learn class-changed data in a streaming environment. The concept of discard-after-learn is also deployed in the proposed DStratum network. There are two critical issues to be considered. The first issue is how to preserve a good balance in both stability and plasticity so that the relevant information of data is retained in the network after all learned data are discarded during the training process. The second issue is how to identify the classes of untrained data and to report the recent class of a datum with the following conditions of (1) several class changes and (2) staying at the latest class forever. Furthermore, the scenario of high imbalance ratios of classes in streaming data is also investigated.
The rest of this paper is organized as follows. Section 2 defines the assumptions and constraints. Section 3 formulates the studied problem. Section 4 depicts the relevant definitions. Section 5 describes the concept of our proposed method. Section 6 shows the experimental results. Section 7 concludes the study.
II. ASSUMPTIONS AND CONSTRAINTS
Only the discrete time domain is considered. Let X = {x 1 , . . . , x N } be a set of training data at time k. Each datum x i consists of a d-tuple of features, i.e.,
} with a label of class target τ i (k) ∈ {0, 1, . . . , m} at time k. A datum is expired if its class τ i (k) = 0; otherwise, it is in one of m classes. At the beginning, τ i (1) ∈ {1, . . . , m} for all incoming data x i . The following assumptions are made in this study.
3) The value of τ i (k) is defined by a random process with a priori unknown probability. The first assumption means that if datum i is expired at time k, then it can be revitalized to any other classes at time k +1. The second assumption is a generic case of any class change. The following constraints are imposed to make our study practical and feasible enough for several applications. 1) For any x i , the feature set {x i,1 , . . . , x i,d } is fixed regardless of time and class target.
2) The size of processing memory is fixed regardless of time. At any time k, only the case where the size of the incoming training data chunk is at most as large as the size of processing memory is studied in this work. 3) No short-term memory is involved in the training and testing processes. This implies that all incoming data must be completely discarded after the training process. 4) Only streaming data are considered. The incoming data may flow into the training process in forms of data chunks with various sizes. 5) The classifier must be able to indicate whether a queried datum is still live or expired. If the datum is live, the correct class must be predicted.
III. PROBLEM FORMULATION
Based on the imposed constraints and assumptions, our studied problems will concentrate on the following issues. The first issue is the limited size of processing memory used for training. As imposed in the constraints, the total amount of streaming data can obviously overflow the memory size. The second issue is the possibility of facing a very high imbalance ratio of data in different class targets. The last issue is the expired and non-expired lifetime of data. Figure 1 shows an example of how expired data create a challenging problem. Suppose the live data are learned in the first training time τ (1). There are three classes, denoted by stars, thick dots, and squares, as shown in Fig. 1(a) . Suppose that there is one expired datum x i in class 3. This means that the class of x i is changed from class 3 to class 0, but its features remain unchanged. Datum x i must be re-learned at training time τ (2) by another elliptical shape as shown in Fig. 1(b) . Note that the features of x i , namely, the location of the feature vector of x i , is now captured by two elliptical shapes. The first one is from live class, and the second one is from expired class. This creates the problem of which elliptical shapes should be tested first when x i is queried.
If the first shape is tested, then the reported class of x i is 3, which is wrong. But if the second elliptical shape is tested, then the reported class of x i is 0, which is correct. Concerning those three issues, the following problems are studied.
1) What is the appropriate network structure to capture this datum before and after its class change? 2) How to perform one-pass-throw-away training in a temporal class change situation for the streaming data? 3) How to identify the correct class of any datum whose class is temporally changed? 4) How to keep track of expired data with a low space complexity? Some relevant definitions used in this study will be given in the next section.
IV. RELEVANT DEFINITIONS
To practically capture the live and expired data, a general form of radial basis function in a d-dimensional space is deployed due to its computational feasibility and low space VOLUME 5, 2017 complexity. However, this function has some characteristics that are different from those of a classical elliptical function. Moreover, other relevant issues are defined.
Definition 1:
A hyper-elliptical capsule in a d-dimensional space is a 6-tuple mathematical object, H = ( (x), C, S, N , A, l), where (x) is a function of H with an input vector x; C is a center vector; S is a covariance matrix; N is the number of data; A is a set of axes; and l is a class label. The function of hyper-elliptical capsule (x) is defined as follows.
where K as well as a i are constants and u i is a basis of space. This is a general form of radial basis function. Note that versatile elliptical basis function [5] is a subclass of a hyperelliptical capsule when K = 1 and a i is written in the form of
. α i denotes the width of capsule in the i th dimension. Definition 2: An expired datum is a datum whose target class is assigned to class 0 (expired class) at the time it enters the training process.
Definition 3: A live datum is a datum whose target class is not expired class but its past target class is reassigned to a new target class at the time it enters the training process.
Based on Definition 3, it can be noted that a datum can be freely changed from its past target class to any new target class. The past target and new target classes can be any class including expired class. This aspect of class change exists in several real applications. For example, when a bank customer opens an account, his transaction becomes live. But when he closes the account, his transaction gets expired. Furthermore, the same customer may reopen a new account after a few months with the same bank. Thus, his expiration status reflects a live status. However, the personal data of this customer remains unchanged throughout the period of status changes.
V. PROPOSED METHOD
This study concerns two types of classes. The first type is the class of all expired data. The second type is the classes of nonexpired data. To distinguish these classes, the class of the first type is called expired class in Definition 2, and any class of the second type is called live class in Definition 3. When a datum belongs to the expired class, it is treated as in class 0. This datum must be learned by a sub-network of class 0. However, if all data in class i are expired, the sub-network of class i must be entirely removed from the learning system. This situation is obviously different from the scenario studied in [5] and the other methods previously mentioned. Those studies concerned only the condition of increasing new data, which implies that the network must be expanded throughout the training period. But in our case, the structure of the network can be expanded or shrunk according to the temporal status of the incoming data. Another issue from the other studies is the problem of how to determine the correct class of a datum. It is possible that a datum changes its classes many times during the training process. The datum can be captured by a set of hyper-elliptical capsules of different classes. The features of the datum remain unchanged throughout the training process. To determine the recent class of a queried datum, a new testing process must be developed to select the most appropriate hyper-elliptical capsule to indicate the correct class from the capturing set. Figure 2 shows an example of temporal class change. At the beginning, x i is in class 1 and, later on, its class changes to classes 2, 3, and 1, respectively. There may be four hyper-elliptical capsules used to capture x i . These four capsules are superimposed on each other. The most recent class is class 1, and the function (x i ) of class 1 must be examined first to correctly determine the class of queried x i . Furthermore, datum x i must be deleted from those previous classes 2 and 3. The number of deleted data from any class can be varied according to the class change of each datum, and the size of capturing a hyper-elliptical capsule must be adjusted or decomposed into smaller hyper-elliptical capsules.
It is notable that the size of class 0 or expired class keeps increasing. This is due to two reasons. The first reason is that the expired data from all classes must be assigned to class 0. The second reason is that the lives of most data in real applications will eventually be expired forever. Hence, the network structure complexity and computational time spent in the training and testing process of class 0 can be rapidly increased. A specific network structure of class 0 will be proposed to handle this increase. The following concepts are proposed.
1) Dynamic structure of stratum network.
2) Initializing the width of each hyper-elliptical capsule.
3) Updating the mean and covariance matrix to locate a hyper-elliptical capsule. 4) Learning a dynamic class change algorithm based on the structure of multi-stratum of a hyper-elliptical capsule. 5) Identifying the recent class of queried datum. To resolve these problems, the following issues will be addressed in our proposed method. The first issue is the structure of the network. The structure must be expandable and shrinkable according to the situation. The second issue is the representation of expired data and the deterministic testing method. The detail of the proposed solution is explained in the following sections.
A. DYNAMIC STRUCTURE OF STRATUM NETWORK
Since each datum is represented in the form of a vector, the location of this vector never changes throughout the periods of several class changes. During the training periods, if a datum changes its classes several times, then all hyperelliptical capsules of different classes must obviously be overlapping each other in order to capture this datum. This situation is called class-change dilemma. Thus, identifying the recent class of this datum requires a special network structure to keep track of a recent class change. Therefore, our proposed structure consists of two strata. The upper stratum is for storing all classes of data whose classes are recently changed, and the lower stratum is for all classes of data with no class change. Each class in any stratum is captured by one neural network based on hyper-elliptical capsules. To clarify this concept, Fig. 3 shows an example of how upper and lower strata are introduced during the training process. Suppose there are four data named A, B, C, and D. In event 1, data A and B are in class 1, and data C and D are in class 2. All these classes are recent classes. So they are stored in the upper stratum. In event 2, datum B changes its class from class 1 to class 2. The classes of other data do not change. The recent class of event 2 is class 2. Therefore, class 2 of data B is stored in the upper stratum, and the classes of data A, C, and D are moved to the lower stratum. In event 3, data B and D change their classes to class 0. This class 0 for data B and D is stored in the upper stratum. But classes of data A and C are still in the lower stratum. In event 4, datum A changes its class to class 0 and datum C changes its class to class 1. Hence, the upper stratum stores class 0 of datum A and class 1 of datum C. Besides, one new datum E of class 1 enters the training process in event 4. Since this is a new datum, it is assigned to the upper stratum. Note that class 0 appears in both upper and lower strata, but each class possesses a different datum. If all the data in any class change to other classes, then the corresponding neuron must be entirely removed from the stratum. For example, the neuron of class 2 at time 2 in event 3 must be entirely removed since data B in this class changes to class 0. Similarly, classes 1 and 2 at time 1 in event 4 must be entirely removed since data A and D change their present class to class 0 and data C changes its present class to class 1. In this example, each class is captured by an elliptical capsule. The dotted capsules are the capsules being removed because all data in the capsules change to other classes.
B. SETTING INITIAL WIDTH OF HYPER-ELLIPTICAL CAPSULE
The initial width of a hyper-elliptical capsule is very important for the learning speed and outcome accuracy. If it is too large, the hyper-elliptical capsule may cover some data from the other classes. But if it is too small, the number of redundant hyper-elliptical capsules will be generated to cover the new incoming data, which obviously increases unnecessary computational time. One of the limitations in the hyperelliptical capsule learning algorithm is to find the appropriate initial width. Consequently, a new width initialization algorithm is proposed to overcome this problem. Let α k be the initial width of the k th axis of the hyper-elliptical capsule. The initial value of α k can be derived from the maximal and minimal distances among all pairs of training data and the number of intervals corresponding to the number of classes in training set. Then, each distance of a pair of data is put into a bin of the corresponding interval. The bin with highest frequency is selected to calculate the initial width. A detail of initializing the appropriate width is described in Algorithm 1.
C. UPDATING MEAN AND COVARIANCE MATRIX OF HYPER-ELLIPTICAL CAPSULE
Unlike the scenario defined in [5] , some data in any hyperelliptical capsule of every class in our study can be either removed from their present class due to class change or added to the capsule if they enter the training process at the first time. This implies that the structure of a hyper-elliptical capsule must be expanded and shrunk according to the situations by re-computing the center and covariance matrix of the capsule. When adding a new datum, the recursive functions for re-computing the center and covariance of any hyper-elliptical capsule were already given in [5] . But when 
Theorem 1 (Removing an Expired Datum):
For the k th capsule H k of any non-expired class, let X in R d be a set of current N data vectors. Suppose C (old) k is the mean vector of set X and S (old) k is the covariance matrix. If x j ∈ H k is expired and moved to class 0, then
and
The details of proof are given in Appendix A. When a chunk of data is expired and moved to class 0, the recursive functions for computing the center and covariance matrix of H k are summarized in the following theorem.
Theorem 2 (Removing a Chunk of Expired Data): For the k th capsule H k of any non-expired class at any time, let X in R d be a set of data chunks. Set X has N data points. Assume that a chunk of data Z ∈ X whose |Z| = L is expired and moved to class 0. Let C of set X − {Z} can be computed as follows.
The details of proof are given in Appendix B.
D. PROPOSED LEARNING ALGORITHMS
The proposed learning algorithms are based on the operation of capturing one incoming datum at a time. as the present center, present covariance matrix, updated center, and updated covariance matrix, respectively. From Eq. (1), the output of H k capsule with respect to input x is revised by using the following equation.
where C k is the center vector of capsule, u i is the i th eigenvector of data covariance matrix distribution, and α 2 i is the variance or eigenvalue of u i . The proposed learning process consists of two main algorithms. The first one is for capturing a chunk of new incoming data. The second one is for removing the entire network of some class when all of its data change their classes. The detail of capturing a chunk of data algorithm is given in Algorithm 2.
1) CAPTURING DATA CHUNK BY HYPER-ELLIPTICAL CAPSULES
Each datum is viewed as a vector. The algorithm consists of three main procedures. The first procedure is to adjust the parameters of some capsules if there exist some incoming vectors that lie inside them. The second procedure is to create a new capsule to capture the incoming vectors if they do not lie inside any existing capsules. The third procedure is to merge two close capsules of the same class and replace them with a new larger capsule. The detail of capturing a chunk of data algorithm is given in Algorithm 2.
2) ASSIGNING SUB-NETWORKS TO STRATA AND REMOVING ENTIRE SUB-NETWORKS
To resolve the detection of a recent class of any datum as shown in the example of Fig. 3 , each class must have a time stamp record. Obviously, the upper stratum must have the recent time stamp, while the lower stratum has the former time stamp. Note that if all data in any hyper-elliptical capsule change the present class to other classes, then the capsule must be removed. Consequently, for any sub-network, if all hyper-elliptical capsules in the sub-network are removed due to an entire class change, then this sub-network must be entirely removed from its stratum. Any sub-network whose If k (x j ) ≤ 0 then 7.
Update the center C k and the covariance matrix S k as follows
8.
Compute parameters of H k as follows Introduce a new capsule with 
where 0 < ε < 0.5. The detail of assigning sub-networks to upper and lower strata is given in Algorithm 3.
E. PROPOSED STRATUM TESTING ALGORITHM
For any queried datum, its correct class must be checked with the upper stratum first because its location in the feature space never changes and the datum may be captured by many capsules of different classes during its class changes. If the datum is not found in the upper stratum, then it is checked with the lower stratum. Let class(x i ) denote the class label of datum x i . Let s h be a set of capsules in the lower stratum with class label h. (8) or, when x i is not covered by any capsule,
where (lo) k (x i ) according to (6) is the output of hyperelliptical capsule H (lo) k in the lower stratum. Algorithm 4 shows the detail of this prediction process.
VI. EXPERIMENTAL RESULTS
The proposed algorithm concerns a situation similar to concept drift learning, but there are few significant differences between our study and concept drift learning. The first issue is that some data can be expired and they are never learned forever. These expired data must be correctly identified as expired data when they are queried. The remarkable point is that in our algorithm, the data in the expired class are completely discarded after being learned. The second issue is the structural complexity. Our study concentrates on reaching the minimum number of hyper-elliptical capsules. The last issue concerns the capability of handling variable imbalance ratios of multiple classes during the streaming of input data where all learned data are completely discarded. The experiments were designed to evaluate the performance of the proposed algorithm in managing these three significant issues and to 
Let s h be a set of capsules in upper stratum such that
Let s h be a set of capsules in lower stratum such that
Let s h be a set of capsules in lower stratum. 9.
Set class(
k ∈ s h . 10. EndIf machine (OI-SVM) [6] , adjusted self-organizing incremental neural network classifier (ASC) [4] , incremental learning in nonstationary environments (Learn++.NSE or NSE) [20] , and weighted majority vote (WMV) [32] .
A. EXPERIMENTAL DATA SETS
Fifteen benchmark data sets including both two-class and multi-class labels were collected from the University of California at Irvine (UCI) repository of machine learning database [41] . The data contain the widely used data sets including synthetic and real-world data sets for the concept drift problems. The names of data sets, number of instances, number of attributes (or dimensions), and number of classes used in our experiments are summarized in Table 1 .
The initial width used in Algorithm 1 was computed by the parameters shown in Table 2 , and this value was subsequently used for tuning the optimal expansion of Gaussian kernel in the experiments of the OI-SVM and ASC methods. Other user-defined parameters were optimized by the technique of grid search, which was previously mentioned in [6] and [4] , in order to achieve the optimal values in the experiments of OI-SVM and ASC methods. The sigmoid parameters for the NSE recommended in [20] were set to 0.5 and 10. The NSE and WMV applied classification and regression tree (CART) as their preliminary classifier.
B. CONSTRUCTING TRAINING AND TESTING DATA SETS
The experimental data sets are in the concept-drift set and non-concept-drift set. For those data in the concept-drift set, the following set-up was arranged.
A streaming ensemble algorithm (SEA) data stream discussed in [42] contains three attributes with random values in [0, 10] . A threshold for the summation of the first two attributes was assigned to the class label of each instance, 
TABLE 2.
The number of classes, the number of intervals (I), and predefined constant (ε) for each data set. ε is the parameter for computing the time stamp t.
while the third attribute was irrelevant and could be considered as noise to test the robustness of the algorithm. The whole data streams were categorized into four blocks, and the threshold value of each block was set as 8, 9, 7, and 9.5, respectively. In addition, the moving hyperplane introduced by [43] was simulated with gradual drift by using each attribute value between 0 and 1. The classes of a data set of 1000 instances were generated by rotating a hyperplane from 0 to 360 degrees with 5 degrees in each step. Another two widely used data sets were also used. The first set is the Electric data set given by the New South Wales Electricity VOLUME 5, 2017 Market and collected from time and demand fluctuations in Australia as described in [44] . The second is the Weather data set given by U.S. National Oceanic and Atmospheric Administration and collected from temperature, pressure, visibility, and other-related events of weather measurements as illustrated in [20] .
But for those non-concept-drift data sets from the UCI repository, it is necessary to transform these data from a static form into a temporal form of class changes in both training and testing data sets by adapting the method of distribution optimally balanced standard stratified cross validation (DOB-SCV) proposed in [45] .
In this study, the performance evaluation of results concerns two capabilities of the proposed multi-stratum structure, which are the accuracy of classification and the efficiency of handling the class-change dilemma as previously discussed in Section V-A. The first capability is the standard capability of every classifier and learning method. A test set whose data are not included in the training set is used to evaluate the accuracy of classification. But the second capability requires a special test set. Some learned data in the training set must be reused in the test set to evaluate how efficient the proposed multi-stratum handles the class-change dilemma. The training and testing data sets are constructed by the following procedure.
Suppose there are M classes in a given data set at the beginning before the setting of class-change dilemma. In all experiments of class-change dilemma, without loss of generality, only 10 percent of training data in each class were used for setting the class-change states in the training process. But in the testing process, new untrained data were used to evaluate the accuracy of classification, and some previously class-changed data were also included to test how good the proposed multi-stratum handle the class-change dilemma. The performances of these two aspects were separately reported to avoid the interference of the class-change dilemma. One of the following four scenarios regarding the class-change state is randomly set for each training and testing datum x a as well as its closest neighbor x b in the same class of x a . Suppose that datum x a is originally in class j ∈ M .
1) event 0:
Set x a to class 0. 2) event 1: Set x a to its original class j. 3) event 2: Set x a to any other class k ∈ M and k = j. 4) event 3: Set x a to a new class γ / ∈ M . Based on these four possible scenarios, the detail of how to assign a class into a datum at different folds is shown in Algorithm 5.
C. EXPERIMENTAL RESULTS OF SIMULATED UCI NON-CONCEPT-DRIFT DATA SETS
The first 11 data sets in Table 1 were experimented. All experiments were conducted in 10 replications with 5-fold cross validation. The classes of data were set up by Algorithm 5. The average accuracy, computational time, and number of capsules were reported. Note that the other compared
Algorithm 5 Setting Classes to Training and Testing Data Based on DOB-SCV Concept
Input: A training set S (train) and a testing set S (test) obtained by applying DOB-SCV concept. Output: The training set S (train) and testing set S (test) with some expired and class-changed data in both sets. 1. Let f be the number of folds and e be the maximum number of expired data. 2. For each class j in S (train) do 3.
Set i = 0.
4.
While
Randomly select a datum x a and its closest neighbor x b from the same class j. 7.
Let α be the duplicate of x a . 8.
Let β be the duplicate of x b . 9.
Randomly select an event ∈ {0, 1, 2, 3}.
10.
Case event do 11.
0: Set H 0 = {(α, 0), (β, 0)}. 12.
Set
22.
Update i = i + f . 23. EndWhile 24. EndFor methods did not use capsules as the structures for classification. But for ease, the word capsule will be used to call the structure of classifier of all compared methods.
The reported performances including the number of capsules, the training time, and the average accuracy with its standard deviation from all algorithms are summarized according to each data set of UCI database as illustrated in Table 3 . As previously discussed in Section VI-B about class-change dilemma, the accuracy of those data not in the training set and of those class-changed data were separately reported in the columns named new and train, respectively.
It can be seen that the proposed dynamic multi-stratum (DStratum) algorithm successfully achieved the highest average accuracy among all data sets. This is because the DStratum algorithm has a capability of gradually and temporally adjusting the neural parameters according to the new incoming data chunk during the learning process, while the other algorithms simply adjusted their neural parameters based on the whole data set. This implies that the local information of how the data are distributed in the space can affect the increase in learning time and accuracy. In addition, it was also found that the proposed algorithm gained the minimum number of capsules and training times in almost all data sets. However, if the initial size of the capsule is too small in the proposed DStratum, it is possible to produce a greater number of capsules than the NSE and WMV methods.
To demonstrate the effect of percentage of expired data versus the geometric mean (G-mean) [40] , five experiments with different percentages -10%, 20%, 50%, 70%, and 90% -of expired data were tested. Creditcard data set was selected as an example of the experiments due to its largest number of instances among the experimented data sets. The geometric means of live and expired classes with different percentages of expired data obtained from each algorithm for the Creditcard data set are shown in Fig. 4 . Observe that the geometric mean of the proposed DStratum gained the highest geometric means for all experiments and is almost independent of the percentage of expired data. But this is not true for the other algorithms.
D. EXPERIMENTAL RESULTS OF CONCEPT-DRIFT DATA SETS
In this section, the experimental results of real-world as well as synthetic data sets with non-stationary environment and imbalanced streaming data were conducted.
For real-world data sets of non-stationary environments, both data streams, the weather prediction data set [20] and electricity market data set [44] , were used to conduct the experiments for the concept drift problem. Figures 5 and 6 demonstrate the classification accuracy of Weather and Electric data sets, respectively. For the Weather data set, Figure 5 demonstrates that our proposed DStratum algorithm gained the highest accuracy in almost all data chunks, while the NSE and the WMV gained moderate and lowest accuracy, respectively. For the Electric data set, our proposed algorithm mainly gained the highest accuracy when the size of the data chunk was less than or equal to 17. In contrast, the WMV gained the highest accuracy when the size of the data chunk was greater than 17.
The speed of concept drift can occur in particular in the various scenarios as real or virtual. To overcome these issues, the robustness of the drifting concept as well as memory usage and learning time were tested. Figures 7 and 8 show the performance, including classification accuracy, learning time, and the number of capsules (classifiers), on the SEA and Hyperplane data sets, respectively. In Fig. 7 , although the NSE method mainly gained the highest accuracy in almost all data chunks of the SEA data set, its values were unstable, and there were rapid changes several times along the number of data chunks. In contrast, our proposed DStratum algorithm gained stable high accuracy in addition to achieving the very fast learning times and very small number of capsules. Furthermore, Figure 8 illustrates that our proposed DStratum algorithm outperformed the others in the classification of data chunks in the Hyperplane data set. For both data sets, the learning times and the number of capsules among the three algorithms were in the same trend. That is, when the number of data chunks increased, the learning times and the number of capsules of our proposed algorithm were nearly constant, but those of the others increased linearly.
E. CAPABILITY OF HANDLING IMBALANCED DATA IN CONCEPT DRIFT
To demonstrate the efficient capability of DStratum algorithm in handling unpredictable imbalance ratios of different streaming chunks, two experiments of synthetic data sets for the concept drift problem with several different ratios of majority and minority classes shown in Fig. 9 were conducted. The geometric mean was adopted as the metric for evaluating the classification performance of the majority and minority classes. To illustrate this point, the geometric means Tables 4 and 5 , respectively. From these results, it is notable that for the SEA data set, the proposed DStratum algorithm gained the highest geometric means for almost all imbalance ratios, and the values also gained the highest geometric means of the high imbalance ratios. For the Hyperplane data set, our result also outperformed the results of the other methods. In the case of a nearly balance ratio, although our results were slightly less than those of the NSE and WMV methods in the SEA data set and of the OI-SVM method in the Hyperplane data set, our memory usage was considerably lower than the others since the NSE, WMV, and OI-SVM required a large number of classifiers in the learning process.
F. ANALYSIS OF TIME AND SPACE COMPLEXITIES
In the case of live data, the learning time complexity of our proposed algorithm is equal to that of the VEBF algorithm discussed in [5] with respect to the number of live data. However, in the case of expired data, the learning time is additionally computed as twice the previous case because a capsule of expired data can be recreated after being removed from the network of live data in the lower stratum. For the case of class change, the learning time is also the same as that of the previously discussed case due to the removal of the capsule from the network of expired data and the revival of the network of live data. Although both expired and class-change data take approximately 2-4 times longer than those of the VEBF algorithm, the increased time certainly maintains the same order of time complexity. Consequently, our learning time complexity is O(N ), where N is the number of data, which is equal to that of the VEBF algorithm.
In the worst case, the space complexity of capsules is obviously O(N ), where N is the number of training data. But, in general, the worst case rarely occurs. The average space complexity should be analyzed. However, the analysis of the average case is rather complex.
VII. CONCLUSION
A new learning algorithm named Dynamic Multi-Stratum (DStratum) Network was proposed to learn imbalanced multi-class changes in the streaming data environment. The main structure consists of two layered strata. The lower stratum keeps track of the data whose classes are not presently changed. But, the upper stratum keeps all the data whose classes are recently changed. Any data whose classes are changed can be switched between these two strata during the continuous training process. The concept of discard-afterlearn was also adopted. A new capturing function called hyper-elliptical capsule was introduced. A set of new recursive functions for computing the mean, variance, and covariance matrix when some data are removed was proposed to achieve, in the worst case, linear space complexity and to speed up the learning process. The comparison of experimental results from DStratum and the other concept-drift algorithms with several benchmarked data sets including the simulated University of California at Irvine (UCI) nonconcept-drift database and real concept-drift data signified that DStratum achieved a faster speed, less structural complexity and higher accuracy than the other approaches. For further study, it would be worth to test DStratum with other real data sets with concept drift characteristics such as business intelligence and financial fraud detection. However, our study did not conduct any experiments on these real data sets because they are proprietary and unavailable in any public databases. 
The covariance matrices S 
Subtracting (13) by (12), we have
Therefore,
APPENDIX B PROOF OF THEOREM 2
Proof: Let
From Eq. (2) in Theorem 1, the new mean vector of a chunk of training samples is easily obtained as follows:
For the covariance matrix, let
Hence,
