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Abstract
This work is concerned with (N -component) hyperbolic system of balance laws in
arbitrary space dimensions. Under entropy dissipative assumption and the Shizuta-
Kawashima algebraic condition, a general theory on the well-posedness of classical
solutions in the framework of Chemin-Lerner’s spaces with critical regularity is es-
tablished. To do this, we first explore the functional space theory and develop
an elementary fact that indicates the relation between homogeneous and inhomo-
geneous Chemin-Lerner’s spaces. Then this fact allows to prove the local well-
posedness for general data and global well-posedness for small data by using the
Fourier frequency-localization argument. Finally, we apply the new existence the-
ory to a specific fluid model-the compressible Euler equations with damping, and
obtain the corresponding results in critical spaces.
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1
1 Introduction
In this work, we consider the N -component hyperbolic system of balance laws, which are partial
differential equations of the form
Ut +
d∑
j=1
F j(U)xj = G(U). (1.1)
Here U is the unknown N -vector valued function of time t ≥ 0 and space coordinate x =
(x1, x2, · · ·, xd)(d ≥ 1), taking values in an open convex set OU ⊂ RN (the state space). F j and
G are given N -vector valued smooth functions on OU . The problem we are interested in is the
Cauchy one of the system (1.1), so we supplement (1.1) with the following initial data
U0 = U(0, x), x ∈ Rd. (1.2)
Note that in the absence of source term G(U), (1.1) reduces to a system of conservation laws.
In that case, it is well-known that classical solutions develop the singularity (e.g., shock wave)
in finite time even when the initial data are small and smooth (see, e.g., [10]). System (1.1) with
source terms typically govern non-equilibrium processes in physics for media with hyperbolic
response as, for example, in gas dynamics. They also arise in the numerical simulation of
conservation laws by relaxation schemes (see [1, 25, 37] and references cited therein). In these
applications, the source term G(U) has, or can be transformed by a linear transformation into,
the form
G(U) =
(
0
g(U)
)
,
with 0 ∈ RN1 , g(U) ∈ RN2 , where N1 + N2 = N(N1 6= 0). Obviously, the dissipation is not
present in all the components of the system. A concrete example is the compressible Euler
system with damping for perfect gas flow, see [32, 34] or Section 5 in this paper. As shown
by [32, 34], the dissipative mechanisms due to the damping term, even if it enters only in the
second equation, may prevent the formation of singularities and guarantee the global existence
in time of classical solutions, at least for some restricted classes of initial data.
Inspired by the concrete example, a natural problem is that what conditions are posed on
the general source term G(U) such that it may prevent the finite time breakdown of classical
solutions for the hyperbolic balance laws (1.1). A reasonable answer is that the system (1.1)
has an entropy defined in [23] in a perfect manner and verifies the Shizuta-Kawashima ([SK])
stability condition formulated in [31].
A notion of the entropy for (1.1) was first formulated by Chen, Levermore and Liu [8]. Their
entropy was a natural extension of the classical one due to Godunov [15], Friedrichs and Lax
[13] for hyperbolic conservation laws, i.e., (1.1) with G(U) ≡ 0, but it was not strong enough
to develop the global existence theory for (1.1). Recently, under a technical requirement on the
entropy dissipation and the [SK] stability condition, Yong in [36] proved the global existence of
classical solutions in a neighborhood of a constant equilibrium U¯ ∈ RN satisfying G(U¯) = 0.
Hanouzet and Natalini [17] obtained a similar existence result for one-dimensional problems in
a similar situation. For the asymptotic behavior in time of the global solutions, in a similar
situation, Bianchini, Hanouzet and Natalini [3] claimed the solutions approach the constant
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equilibrium state U¯ in the Lp-norm at the rate O(t−
d
2
(1− 1
p
)), as t → ∞, for p ∈ [min{d, 2},∞]
by using the Duhamel principle and a detailed analysis of the Green kernel estimates for the
linearized problem. Subsequently, the second author and Yong [24] removed the technical re-
quirement on the entropy dissipation assumed in [36, 17, 3] by giving a perfect definition of the
entropy for (1.1) and proved the same asymptotic decay estimate as in [3] under less regularity
assumption on the initial data. The crucial point in [24] is to employ the time-weighted energy
method which was first developed in [27] for compressible Navier-Stokes equations (see also [21]),
and this enables us to show the decay estimate for d ≥ 2 without assuming the L1 property on
the initial data.
It should be pointed out the above global existence and asymptotic behavior results of
classical solutions were established in the framework of the existence theory of Kato and Majda
[22, 26] for generally quasi-linear hyperbolic systems (i.e., CTHs(Rd)∩ C1THs−1(Rd)), where the
regularity index σ is required to be high (s > 1 + d/2). For the case of the critical regularity
index σ = 1+d/2, are there the corresponding existence and stability for the balance laws (1.1)?
To the best of our knowledge, this is a challenging open problem and few results are available in
this direction. In the present paper, we shall explore the theory of functional spaces and try to
solve the open problem with the aid of the notion of entropy, since it provides a proper setting
to develop the existence theory for the balance laws (1.1) in [23, 36].
1.1 Problem setting
It is convenient to state basic ideas and main results of this paper, we first review the notion of
entropy and the stability condition for (1.1) from [23, 24, 36]. To begin with, we set
M = {ψ ∈ RN : 〈ψ,G(U)〉 = 0 for any U ∈ OU},
where the superscript ⊤ represents the transpose. ThenM is a subset of RN with dimM = N1.
In the discrete kinetic theory, M is called the space of summational (collision) invariants. From
the definition of M, we have
G(U) ∈ M⊤(the orthogonal complement of M), for any U ∈ OU .
Moreover, corresponding to the orthogonal decomposition RN =M⊕M⊤, we may write U ∈ RN
as
U =
(
U1
U2
)
such that U ∈ M holds if and only if U2 = 0. We denote by E the set of equilibrium state for
the balance laws (1.1):
E = {U ∈ OU : G(U) = 0}.
In what follows, we give the notion of entropy.
Definition 1.1. ([23]) Let η = η(U) be a smooth function defined in a convex open set OU ⊂
RN . Then η = η(U) is called an entropy for the balance laws (1.1) if the following statements
hold:
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(•) η = η(U) is strictly convex in OU in the sense that the Hessian D2Uη(U) is positive definite
for U ∈ OU ;
(•) DUFj(U)(D2Uη(U))−1 is symmetric for U ∈ OU and j = 1, ..., d;
(•) U ∈ E if and only if (DUη(U))⊤ ∈M;
(•) For U ∈ E, the matrix DUG(U)(D2Uη(U))−1 is symmetric and nonpositive definite, and
its null space coincides with M.
Here and below, DU stands for the (row) gradient operator with respect to U .
Remark 1.1. We would like to emphasize that Definition 1.1 is a perfect definition of the entropy
for the balance laws (1.1), and was introduced in [23] as a modification of the one first formulated
in [8]. Some different definitions of entropy were also introduced in the previous papers [36, 17, 3].
These definitions are, however, not good enough so that these papers have to assume additional
entropy dissipative properties such as the property stated in Proposition 1.1 below to get their
global existence and decay results. Note that we do not need to assume Proposition 1.1 for our
purpose, since it directly follows from Definition 1.1.
Let η(U) be the above entropy defined and set
W (U) = (DUη(U))
⊤. (1.3)
It was shown in [23] that the mapping W =W (U) is a diffeomorphism from OU onto its range
OW . Let U = U(W ) be the inverse mapping which is also a diffeomorphism from OW onto its
range OU . Then (1.1) can be rewritten as
A0(W )Wt +
d∑
j=1
Aj(W )Wxj = H(W ) (1.4)
with
A0(W ) = DWU(W ),
Aj(W ) = DWF
j(U(W )) = DUF
j(U(W ))DWU(W ),
H(W ) = G(U(W )).
Moreover, let us define
L(W ) := −DWH(W ) = −DUG(U(W ))DWU(W ).
By virtue of (1.3), we have DWU(W ) = D
2
Uη(U(W ))
−1. Then it is not difficult to see that (1.1)
is a symmetric dissipative system in the sense defined as follows.
Definition 1.2. ([23]) The system (1.4) is called symmetric dissipative if the following state-
ments hold:
(•) A0(W ) is symmetric and positive definite for W ∈ OW ;
(•) Aj(W ) is symmetric for W ∈ OW and j = 1, ..., d;
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(•) H(W ) = 0 if and only if W ∈ M;
(•) For W ∈ M, the matrix L(W ) is symmetric and nonnegative definite, and its null space
coincides with M.
As shown by [23], the symmetrization of balances laws can be characterized by the existence
of the entropy function.
Theorem 1.1. ([23]) The following two statements are equivalent:
(i) The System (1.1) has an entropy.
(ii) There is a diffeomorphism by which (1.1) is transformed to a symmetric dissipative system
(1.4).
Also, we know from [23] that the source termH(W ) of the symmetric dissipative system (1.4)
has a useful expression, which further leads to a qualitative estimate of the entropy production
term DUη(U)G(U) =W
⊤H(W ). For clarity, we formulate them by a proposition.
Proposition 1.1. ([23]) Fixed W¯ ∈ M. Then
H(W ) = −LW + r(W ),
where L = L(W¯ ), r(W ) ∈ M⊤ for all W ∈ OW . Furthermore, it holds that
|r(W )| ≤ C|W − W¯ ||(I − P)W |
and
〈W,H(W )〉 ≤ −C|(I − P)W |2
for W ∈ OW close to W¯ , where I the identity mapping on RN and P the orthogonal projection
onto M.
In order to obtain the effective a priori estimates to extend the local solutions, we also
reduce (1.4) to a symmetric dissipative system of normal form in the sense defined below.
Definition 1.3. ([23]) The symmetric dissipative system (1.4) is said to be of the normal form
if A0(W ) is block-diagonal associated with orthogonal decomposition RN =M⊕M⊥.
Use the partition as
U =
(
U1
U2
)
, W =
(
W1
W2
)
associated with orthogonal decomposition RN = M⊕M⊥. We consider the mapping U → V
defined by
V =
(
V1
V2
)
=
(
U1
W2
)
where W2 = (DU2η(U))
⊤. This is a diffeomorphism from OU onto its range OV . Denote
by U = U(V ) the inverse mapping which is a diffeomorphism from OV onto its range OU .
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Hence, W = W (V ) is the diffeomorphism composed by W = W (U) and U = U(V ). After
straightforward calculations, we show that
A˜0(V )Vt +
d∑
j=1
A˜j(V )Vxj = H˜(V ) (1.5)
with
A˜0(V ) = (DVW )
⊤A0(W )DVW,
A˜j(V ) = (DVW )
⊤Aj(W )DVW,
H˜(V ) = (DVW )
⊤H(W ),
where W is evaluated at W (V ). Precisely,
Theorem 1.2. ([24]) The system (1.5) is the symmetric dissipative system of the normal form
and H˜(V ) = H(W ). It holds W ∈ M if and only if V ∈ M between the variables W with V .
Furthermore, the matrix L˜(V ) := −DV H˜(V ) can be expressed as
L˜(V ) = (DVW )
⊤L(W )DVW
and satisfies L˜(V ) = L(W ) if V ∈M (i.e., W ∈ M).
As a direct consequence, we have an analogue of Proposition 1.1.
Corollary 1.1. Fixed V¯ ∈ M. Then
H˜(V ) = −LV + r˜(V ),
where L = L(W¯ ), r˜(V ) ∈M⊤ for all V ∈ OV . Furthermore,
|r˜(V )| ≤ C|V − V¯ ||(I − P)V |.
and
〈V, H˜(V )〉 ≤ −C|(I − P)V |2
for V ∈ OV close to V¯ , where I the identity mapping on RN and P the orthogonal projection
onto M.
Finally, we formulate the [SK] stability condition for (1.5), since we deal with the symmetric
dissipative system of normal form in the subsequent analysis. Let V¯ ∈ M be a constant state
and consider the linearized form of (1.5) at V = V¯ :
A˜0Vt +
d∑
j=1
A˜jVxj + LV = 0, (1.6)
where A˜0 = A˜0(V¯ ), A˜j = A˜j(V¯ ) and L = L(W¯ ). Taking the Fourier transform on (1.6) with
respect to x ∈ Rd, we obtain
A˜0Vˆt + i|ξ|A(ω)Vˆ + LVˆ = 0, (1.7)
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where A˜(ω) :=
∑d
j=1 A˜
jωj with ω = ξ/|ξ| ∈ Sd−1 (the unit sphere in Rd). Let λ = λ(iξ) be the
eigenvalues of (1.7), which solves the characteristic equation
det(λA˜0 + i|ξ|A˜(ω) + L) = 0.
Then the stability condition for (1.6) is stated as follows.
Definition 1.4. The symmetric form (1.5) satisfies the stability condition at V¯ ∈ M if the
following holds true: Let φ ∈ RN satisfies φ ∈ M (i.e., Lφ = 0) and λA˜0+ A˜(ω)φ = 0 for some
(λ, ω) ∈ R× Sd−1, then φ = 0.
The stability condition was first formulated in [31] for symmetric hyperbolic-parabolic cou-
pled systems including our present symmetric hyperbolic system (1.4) or (1.5). In addition, the
characterization of the stability condition was also given by [31].
Theorem 1.3. The following statements are equivalent:
(•) The system (1.5) satisfies the stability condition at V¯ ∈ M;
(•) Reλ(iξ) < 0 for ξ 6= 0;
(•) There is a positive constant c such that Reλ(iξ) ≤ −c|ξ|2/(1 + |ξ|2) for ξ ∈ Rd;
(•) There is an N ×N matrix K˜(ω) depending smooth on ω ∈ Sd−1 satisfying the properties:
(i) K˜(−ω) = −K˜(ω) for ω ∈ Sd−1;
(ii) K˜(ω)A˜0 is skew-symmetric for ω ∈ Sd−1;
(iii)[K˜(ω)A(ω)]′ + L is positive definite for ω ∈ Sd−1, where [X]′ denotes the symmetric
part of the matrix X.
Remark 1.2. We also formulate the stability condition for (1.4) at the constant state W¯ ∈ M.
It turns out that the stability condition for (1.4) at the constant state W¯ ∈ M is equivalent to
the stability condition for (1.5) at V¯ ∈M.
1.2 Main results
Recently, there are many well-posedness studies on the extension of the regularity class of initial
data, such as using Besov spaces, or Triebel-Lizorkin spaces (see, e.g.[5, 6, 11, 35] and references
therein). Most of those results are concerned on specific equations. In this paper, we confine the
attention to a rather general type of equations as (1.1)-(1.2), furthermore, we study the case of
critical regularity index (σ = 1 + d/2) where the classical existence theory of Kato and Majda
fails. In this direction, there are only partial results available. In [20], Iftimie first considered
(1.5) with A˜0(V ) = IN and gave a local existence for symmetric conservation laws pertaining
to data in the Besov space B
1+d/2
2,1 (R
d), which is a subalgebra embedded in C1(Rd), and the
lower bound of the maximal time of existence was also obtained. Using the standard iterative
method, Chae [4] established a similar local existence for (1.5) independently, where he assumed
that the condition C−1IN ≤ A˜0(V ) ≤ CIN (∀V ∈ RN ). In their works, they both considered the
symmetric conservation laws (1.5), i.e. without the source term H˜(V ). However, up to now, the
well-posedness and stability theory for general balance laws in critical spaces still are unknown.
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The balance laws (1.1) with an entropy can be symmetrized, however, the local existence
of classical solutions of this paper does not follow from the works of Iftimie and Chae [20, 4]
directly. Actually, we can remove their crucial assumption C−1IN ≤ A˜0(V ) ≤ CIN , although it
is satisfied by many concrete examples. We use the classical iteration argument and Friedrichs’
regularization method to obtain the local existence. To develop the global local existence of
classical solutions in critical spaces, the main ingredient is to construct uniform a priori es-
timates independent of time T according to the dissipative mechanisms produced by source
terms. Due to the partially dissipative structure of source term Q(U), there occurs a techni-
cal obstruction. Precisely, we only capture the dissipation rate from the partial components
(I − P)U rather than the total solutions U , which leads to the absence of the low-frequency
part ∆−1(PU) in frequency-localization estimates. It seems that there is no chance to obtain
a priori estimates from the standard definition of the critical Besov space B
1+d/2
2,1 (R
d). Fortu-
nately, the time-space Besov spaces (Chemin-Lerner’s spaces) L˜ρT (B
s
p,r) help us to overcome the
difficulty. The Chemin-Lerner’s spaces were first introduced in [5] by Chemin and Lerner, which
is the refinement of the usual spaces LρT (B
s
p,r). Furthermore, we explore the functional space
theory and develop a basic fact that indicates the relation between homogeneous and inhomoge-
neous Chemin-Lerner’s spaces, see Proposition 6.1 in Appendix. Then it follows from this fact
that some frequency-localization estimates in Chemin-Lerner’s spaces with critical regularity are
established effectively.
Our main results are stated as follows, where the regularity index σ = 1+d/2. First of all, we
state the local well-posedness theorem of classical solutions to the Cauchy problem (1.1)-(1.2).
Theorem 1.4. Suppose the balance laws (1.1) admits an entropy defined by Definition 1.1. Let
U¯ ∈ E be a constant state. If the initial date U0 satisfy U0 − U¯ ∈ Bσ2,1(Rd) and take values in a
compact subset of OU , then there exists a time T1 > 0 such that
(i) Existence: the Cauchy problem (1.1)-(1.2) has a unique solution U ∈ C1([0, T1] × Rd)
belongs to
U − U¯ ∈ C˜T1(Bσ2,1(Rd)) ∩ C˜1T1(Bσ−12,1 (Rd)).
(ii) Blow-up criterion: there exists a constant C0 > 0 such that the maximal time T
∗ of
existence of such a solution can be bounded from below by T ∗ ≥ C0
‖U0−U¯‖Bσ
2,1
. Moreover, if
T ∗ is finite, then
lim sup
t→T ∗
‖U − U¯‖Bσ
2,1
=∞
if and only if ∫ T ∗
0
‖∇U‖L∞dt =∞.
Remark 1.3. The local existence result of classical solutions holds true in the framework of
Chemin-Lerner’s space with critical regularity, which can be proved by the classical iteration
argument with the help of entropy notion, see Proposition 3.1 for details. Let us mention that
the new general result can be regarded as an improvement of the works of Iftimie and Chae
[20, 4], which enriches the classical local existence theory of Kato and Majda [22, 26].
In small amplitude regime, with the aid of the [SK] stability condition, we establish the
global well-posedness of classical solutions to the Cauchy problem (1.1)-(1.2) in critical spaces.
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Theorem 1.5. Suppose the balance laws (1.1) admits an entropy defined as Definition 1.1 and
the corresponding symmetric system (1.5) satisfies the stability condition at V¯ ∈ M, where V¯
is the constant state corresponding to U¯ . There exists a positive constant δ0 such that if
‖U0 − U¯‖Bσ
2,1(R
d) ≤ δ0,
then the Cauchy problem (1.1)-(1.2) has a unique global solution U ∈ C1(R+ × Rd) satisfying
U − U¯ ∈ C˜(Bσ2,1(Rd)) ∩ C˜1(Bσ−12,1 (Rd)).
Moreover, it holds that
‖U − U¯‖L˜∞(Bσ
2,1(R
d)) + µ0
(
‖(I − P)U‖L˜2(Bσ
2,1(R
d)) + ‖∇U‖L˜2(Bσ−1
2,1 (R
d))
)
≤ C0‖U0 − U¯‖Bσ
2,1(R
d), (1.8)
where C0, µ0 are some positive constants, and P is the orthogonal projection onto M.
Remark 1.4. The proof of Theorem 1.5 relies on a crucial a priori estimate (Proposition 4.1) and
the standard continuation argument. The a priori estimate can be done in three steps, which is
derived by Fourier frequency-localization argument, rather than the classical energy approach
as in [36]. The first step is the basic entropy variable estimate, which leads to the L2-estimate
exhibiting the dissipation rate of (I − P)U . To take account of it, the next step is to estimate
(I − P)U in homogeneous Chemin-Lerner’s spaces with higher space derivatives. The last step
is to capture the dissipation rate of ∇U in Fourier space, due to the important skew-symmetry
condition in Theorem 1.3. To conclude, the a priori estimate is followed by Corollary 6.1.
Remark 1.5. In comparison with the previous efforts in [17, 23, 36], Theorem 1.5 exhibits the
optimal critial regularity of the global existence of classical solutions, which can be regarded as
a supplement to the existence theory of hyperbolic problems. On the other hand, we see that
Theorem 1.5 is applicable to many concrete partially dissipative balance laws, for instance, the
compressible Euler equation with damping in Sect. 5. However, let us mention that Theorem
1.5 was obtained by assuming all the time the [SK] condition. As a matter of fact, this condi-
tion is not satisfied by all physical models, such as the equations of gas dynamics in thermal
nonequilibrium (see [37]). It would be interesting to weaken the condition while preserving the
global existence in critical spaces. This issue is under current consideration.
As a direct consequence of Theorem 1.5, we can see the large-time asymptotic behavior of
global solutions near the equilibrium U¯ in some Besov spaces.
Corollary 1.2. Let U be the solution in Theorem 1.5. Then
‖∇PU(·, t)‖Bσ−1−ε
2,1 (R
d) → 0,
‖PU(·, t) − U¯‖Bσ−1−εp,2 (Rd) → 0
(
p =
2d
d− 2 , d > 2
)
,
and
‖(I − P)U(·, t)‖Bσ−ε
2,1 (R
d) → 0
for any ε > 0, as t→ +∞.
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The rest of this paper unfolds as follows. In Sect. 2, we introduce the Littlewood-Paley de-
composition and recall the definitions and some useful conclusions in Besov spaces and Chemin-
Lerner’s spaces. In Sect. 3, we give the local existence of classical solutions in Chemin-Lerner’s
spaces with critical regularity. Sect. 4 is devoted to the proof of a priori estimates. In Sect. 5, we
present some applications about our new results. The paper ends with an Appendix (Sect. 6),
where we develop the elementary fact that indicates the relation between homogeneous and in-
homogeneous Chemin-Lerner’s spaces, and establish the existence for linear symmetric system,
which is used to prove the local existence for the quasilinear symmetric system (1.5).
Notations. Throughout the paper, we use 〈·, ·〉 to denote the standard inner product in the
real RN or complex CN . C > 0 stands for a generic constant, which might be different in each
context. The notation f ≈ g means that f ≤ Cg and g ≤ Cf . Denote by C([0, T ],X) (resp.,
C1([0, T ],X)) the space of continuous (resp., continuously differentiable) functions on [0, T ] with
values in a Banach space X. For simplicity, the notation ‖(f, g)‖X means ‖f‖X + ‖g‖X with
f, g ∈ X. In addition, we omit the space dependence, since all functional spaces (in x) are
considered in Rd.
2 Littlewood-Paley theory and functional spaces
The proofs of most of the results presented in this paper require a dyadic decomposition of
Fourier variable, so we recall briefly the Littlewood-Paley decomposition theory and functional
spaces, such as Besov spaces and Chemin-Lerner’s spaces. The reader is also referred to [2] for
details.
We start with the Fourier transform. The Fourier transform fˆ of a L1-function f is given by
Ff =
∫
Rd
f(x)e−2πx·ξdx.
More generally, the Fourier transform of any f ∈ S ′, the space of tempered distributions, is
given by
(Ff, g) = (f,Fg)
for any g ∈ S, the Schwartz class.
First, we fix some notation.
S0 =
{
φ ∈ S, ∂αFf(0) = 0,∀α ∈ Nd multi-index
}
.
Its dual is given by
S ′0 = S ′/P,
where P is the space of polynomials.
We now introduce a dyadic partition of Rd. We choose φ0 ∈ S such that φ0 is even,
suppφ0 := A0 =
{
ξ ∈ Rd : 3
4
≤ |ξ| ≤ 8
3
}
, and φ0 > 0 on A0.
Set Aq = 2
qA0 for q ∈ Z. Furthermore, we define
φq(ξ) = φ0(2
−qξ)
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and define Φq ∈ S by
FΦq(ξ) = φq(ξ)∑
q∈Z φq(ξ)
.
It follows that both FΦq(ξ) and Φq are even and satisfy the following properties:
FΦq(ξ) = FΦ0(2−qξ), supp FΦq(ξ) ⊂ Aq, Φq(x) = 2qdΦ0(2qx)
and
∞∑
q=−∞
FΦq(ξ) =
{
1, if ξ ∈ Rd \ {0},
0, if ξ = 0.
As a consequence, for any f ∈ S′0, we have
∞∑
q=−∞
Φq ∗ f = f.
To define the homogeneous Besov spaces, we set
∆˙qf = Φq ∗ f, q = 0,±1,±2, ...
Definition 2.1. For s ∈ R and 1 ≤ p, r ≤ ∞, the homogeneous Besov spaces B˙sp,r is defined by
B˙sp,r = {f ∈ S′0 : ‖f‖B˙sp,r <∞},
where
‖f‖B˙sp,r =

(∑
q∈Z(2
qs‖∆˙qf‖Lp)r
)1/r
, r <∞,
supq∈Z 2
qs‖∆˙qf‖Lp , r =∞.
To define the inhomogeneous Besov spaces, we set Ψ ∈ C∞0 (Rd) be even and satisfy
FΨ(ξ) = 1−
∞∑
q=0
FΦq(ξ).
It is clear that for any f ∈ S′0, yields
Ψ ∗ f +
∞∑
q=0
Φq ∗ f = f.
We further set
∆qf =

0, j ≤ −2,
Ψ ∗ f, j = −1,
Φq ∗ f, j = 0, 1, 2, ...
Definition 2.2. For s ∈ R and 1 ≤ p, r ≤ ∞, the inhomogeneous Besov spaces Bsp,r is defined
by
Bsp,r = {f ∈ S′ : ‖f‖Bsp,r <∞},
where
‖f‖Bsp,r =

(∑∞
q=−1(2
qs‖∆˙qf‖Lp)r
)1/r
, r <∞,
supq≥−1 2
qs‖∆˙qf‖Lp , r =∞.
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Let us point out that the definitions of B˙sp,r and B
s
p,r does not depend on the choice of the
Littlewood-Paley decomposition. Now, we state some basic conclusions, which will be used in
subsequent analysis.
Lemma 2.1. (Bernstein inequality) Let k ∈ N and 0 < R1 < R2. There exists a constant C,
depending only on R1, R2 and d, such that for all 1 ≤ a ≤ b ≤ ∞ and f ∈ La,
SuppFf ⊂ {ξ ∈ Rd : |ξ| ≤ R1λ} ⇒ sup
|α|=k
‖∂αf‖Lb ≤ Ck+1λk+d(
1
a
− 1
b
)‖f‖La ;
SuppFf ⊂ {ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ} ⇒ C−k−1λk‖f‖La ≤ sup
|α|=k
‖∂αf‖La ≤ Ck+1λk‖f‖La .
As a direct corollary of the above inequality, we have
Remark 2.1. For all multi-index α, it holds that
1
C
‖f‖
B˙
s+|α|
p,r
≤ ‖∂αf‖B˙sp,r ≤ C‖f‖B˙s+|α|p,r ;
‖∂αf‖Bsp,r ≤ C‖f‖Bs+|α|p,r .
The second one is the embedding properties in Besov spaces.
Lemma 2.2. Let s ∈ R and 1 ≤ p, r ≤ ∞, then
(1) If s > 0, then B s˜p,r˜ = L
p ∩B s˜p,r˜;
(2) If s˜ ≤ s, then Bsp,r →֒ B s˜p,r˜. This inclusion relation is false for the homogeneous Besov
spaces;
(3) If 1 ≤ r ≤ r˜ ≤ ∞, then B˙sp,r →֒ B˙sp,r˜ and Bsp,r →֒ Bsp,r˜;
(4) If 1 ≤ p ≤ p˜ ≤ ∞, then B˙sp,r →֒ B˙
s−d( 1
p
− 1
p˜
)
p˜,r and B
s
p,r →֒ B
s−d( 1
p
− 1
p˜
)
p˜,r ;
(5) B˙
d/p
p,1 →֒ C0, Bd/pp,1 →֒ C0(1 ≤ p <∞);
where C0 is the space of continuous bounded functions which decay at infinity.
The third one is the result of compactness in inhomogeneous Besov spaces.
Proposition 2.1. Let 1 ≤ p, r ≤ ∞, s ∈ R and ε > 0. For all φ ∈ C∞c , the map f 7→ φf is
compact from Bs+εp,r to B
s
p,r.
On the other hand, we also present the definition of Chemin-Lerner’s space-time spaces first
introduced by J.-Y. Chemin and N. Lerner [5], which are the refinement of the spaces LθT (B˙
s
p,r)
or LθT (B
s
p,r).
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Definition 2.3. For T > 0, s ∈ R, 1 ≤ r, θ ≤ ∞, the homogeneous mixed time-space Besov
spaces L˜θT (B˙
s
p,r) is defined by
L˜θT (B˙
s
p,r) := {f ∈ Lθ(0, T ;S ′0) : ‖f‖L˜θT (B˙sp,r) < +∞},
where
‖f‖L˜θT (B˙sp,r) :=
(∑
q∈Z
(2qs‖∆˙qf‖LθT (Lp))
r
) 1
r
with the usual convention if r =∞.
Definition 2.4. For T > 0, s ∈ R, 1 ≤ r, θ ≤ ∞, the inhomogeneous mixed time-space Besov
spaces L˜θT (B
s
p,r) is defined by
L˜θT (B
s
p,r) := {f ∈ Lθ(0, T ;S ′) : ‖f‖L˜θT (Bsp,r) < +∞},
where
‖f‖L˜θT (Bsp,r) :=
( ∑
q≥−1
(2qs‖∆qf‖LθT (Lp))
r
) 1
r
with the usual convention if r =∞.
We further define
C˜T (Bsp,r) := L˜∞T (Bsp,r) ∩ C([0, T ], Bsp,r)
and
C˜1T (Bsp,r) := {f ∈ C1([0, T ], Bsp,r)|∂tf ∈ L˜∞T (Bsp,r)},
where the index T will be omitted when T = +∞.
Next we state some basic properties on the inhomogeneous Chemin-Lerner’s spaces only,
since the similar ones follow in the homogeneous Chemin-Lerner’s spaces.
The first one is that L˜θT (B
s
p,r) may be linked with the classical spaces L
θ
T (B
s
p,r) via the
Minkowski’s inequality:
Remark 2.2. It holds that
‖f‖
L˜θT (B
s
p,r)
≤ ‖f‖LθT (Bsp,r) if r ≥ θ; ‖f‖L˜θT (Bsp,r) ≥ ‖f‖LθT (Bsp,r) if r ≤ θ.
Let us also recall the property of continuity for product in Chemin-Lerner’s spaces L˜θT (B
s
p,r).
Proposition 2.2. The following inequality holds:
‖fg‖L˜θT (Bsp,r) ≤ C(‖f‖Lθ1T (L∞)‖g‖L˜θ2T (Bsp,r) + ‖g‖Lθ3T (L∞)‖f‖L˜θ4T (Bsp,r))
whenever s > 0, 1 ≤ p ≤ ∞, 1 ≤ θ, θ1, θ2, θ3, θ4 ≤ ∞ and
1
θ
=
1
θ1
+
1
θ2
=
1
θ3
+
1
θ4
.
As a direct corollary, one has
‖fg‖L˜θT (Bsp,r) ≤ C‖f‖L˜θ1T (Bsp,r)‖g‖L˜θ2T (Bsp,r)
whenever s ≥ d/p, 1θ = 1θ1 + 1θ2 .
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Then we state a result of continuity for compositions in L˜θT (B
s
p,r).
Proposition 2.3. Let s > 0, 1 ≤ p, r, θ ≤ ∞, F ∈ W [s]+1,∞loc (I;R) with F (0) = 0, T ∈ (0,∞]
and v ∈ L˜θT (Bsp,r) ∩ L∞T (L∞). Then
‖F (v)‖
L˜θT (B
s
p,r)
≤ C(1 + ‖v‖L∞T (L∞))
[s]+1‖v‖
L˜θT (B
s
p,r)
.
Finally, we present the estimates of commutators in Chemin-Lerner’s spaces to end up this
section. The indices s, p behave just as in the stationary cases (see, e.g. [2, 11, 35]) whereas the
time exponent θ behaves according to Ho¨lder inequality.
Proposition 2.4. Let 1 < p <∞ and 1 ≤ ρ ≤ ∞. Then there exists a generic constant C > 0
depending only on s, d such that
‖[f,∆q]Ag‖LθT (Lp) ≤ Ccq2
−qs‖∇f‖
L˜
θ1
T (B
s−1
p,1 )
‖g‖
L˜
θ2
T (B
s
p,1)
, s = 1 + dp ,
‖[f,∆q]g‖LθT (Lp) ≤ Ccq2
−q(s+1)‖f‖
L˜
θ1
T (B˙
d
p+1
p,1 )
‖g‖
L˜
θ2
T (B˙
s
p,1)
, s ∈ (−dp − 1, dp ],
where the commutator [·, ·] is defined by [f, g] = fg − gf , and the operator A := div or ∇. {cq}
denotes a sequence such that ‖(cq)‖l1 ≤ 1, 1θ = 1θ1 + 1θ2 .
3 Local existence
In this section, we prove the local existence of classical solutions to the symmetric dissipative
system (1.5) subject to the following initial data
V |t=0 = V0 with V0 = V (U0), (3.1)
which can be regarded as an improvement of the works of Iftimie [20] and Chae [4] for symmetric
hyperbolic systems. Here we could neglect the source term H˜(V ) in (1.5) for simplicity, since it
is only responsible for the large-time behavior of solutions.
First, we consider the linear equations of (1.5):
A˜0(V )Vˆt +
d∑
j=1
A˜j(V )Vˆxj = 0, (3.2)
with
Vˆ |t=0 = Vˆ0 = V0. (3.3)
For the initial data V0, we assume that V0 − V¯ ∈ Bσ2,1 and
V0(x) ∈ O0 for any x ∈ Rd, (3.4)
where O0 is a bounded open convex set in RN satisfying O¯0 ⊂ OV .
For the existence of (3.2)-(3.3), the reader is referred to Proposition 6.2 in the Appendix.
Furthermore, for V (t, x), given function on QT = [0, T ] ×Rd, we assume that
V − V¯ ∈ C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ), (3.5)
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V (t, x) ∈ O1 for any (t, x) ∈ QT , (3.6)
‖V (t, x)− V¯ ‖
L˜∞T (B
σ
2,1)
≤M1, (3.7)
‖∂tV (t, x)‖L˜∞T (Bσ−12,1 ) ≤M2, (3.8)
whereO1 is a bounded open convex set in RN satisfying O¯1 ⊂ OV , andM1,M2 are two constants.
Denote
XσT (O1;M1,M2) = {V ∈ OV : the conditions (3.5)− (3.8) are satisfied}.
Next, we shall prove that XσT (O1;M1,M2) is an invariant set under iterations by determining
O1,M1,M2 and T .
Lemma 3.1. (invariant set under iterations) Suppose that the initial data satisfy V0− V¯ ∈ Bσ2,1
and (3.4). Then there exists a time T0 > 0, such that if V ∈ XσT0(O1;M1,M2), the Cauchy
problem (3.2)-(3.3) has a unique solution Vˆ in the same XσT0(O1;M1,M2).
Proof. First, it follows from Proposition 6.2 and the assumption of Lemma 3.1 that Vˆ − V¯ ∈
C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ). Next, we show the solution Vˆ satisfies (3.7)-(3.8).
Set Zˆ = Vˆ − V¯ . The system (3.2) can be written as
A˜0(V )Zˆt +
d∑
j=1
A˜j(V )Zˆxj = 0. (3.9)
Applying the operator ∆q to (3.9), we infer that ∆qZˆ satisfies
A˜0(V )∆qZˆt +
d∑
j=1
A˜j(V )∆qZˆxj = −
d∑
j=1
A˜0(V )[∆q, A˜
0(V )−1A˜j(V )]Zˆxj , (3.10)
where the commutator [·, ·] is defined by [f, g] := fg − gf .
Perform the inter product with ∆qZˆ on both sides of the equation (3.10) to get
〈A˜0(V )∆qZˆ,∆qZˆ〉t +
d∑
j=1
〈A˜j(V )∆qZˆ,∆qZˆ〉xj
= −2
d∑
j=1
〈A˜0(V )[∆q, A˜0(V )−1A˜j(V )]Zˆxj ,∆qZˆ〉+ 〈divA(V )∆qZˆ,∆qZˆ〉, (3.11)
whereafter we use the notations:
A(V ) = (A˜0(V ), A˜1(V ), · · ·, A˜d(V )), divA(V ) = A˜0(V )t +
d∑
j=1
A˜j(V )xj .
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Integrating (3.11) over Rd gives
d
dt
‖∆qZˆ‖2L2
A˜0
= −2
d∑
j=1
∫
Rd
〈A˜0(V )[∆q, A˜0(V )−1A˜j(V )]Zˆxj ,∆qZˆ〉dx
+
∫
Rd
〈divA(V )∆qZˆ,∆qZˆ〉dx (3.12)
with ‖f‖L2
A˜0
:=
( ∫
Rd
〈A˜0(V )f, f〉dx
)1/2
.
Since V ∈ O1 with O¯1 ⊂ OV , there exists a positive constant C = C(O1,M1) such that
C−1IN ≤ A˜0(V ) ≤ CIN , (3.13)
which yields ‖f‖L2
A˜0
≈ ‖f‖L2 .
Therefore, we have
d
dt
‖∆qZˆ‖2L2 = −2
d∑
j=1
∫
Rd
〈A˜0(V )[∆q, A˜0(V )−1A˜j(V )]Zˆxj ,∆qZˆ〉dx
+
∫
Rd
〈divA(V )∆qZˆ,∆qZˆ〉dx
≤ C‖[∆q, A˜0(V )−1A˜j(V )]Zˆxj‖L2‖∆qZˆ‖L2 (3.14)
+C‖divA(V )‖L∞‖∆qZˆ‖2L2 .
Let ǫ > 0 be a small number. Dividing (3.15) by (‖∆qZˆ‖2L2 + ǫ)1/2, we obtain
d
dt
(
‖∆qZˆ‖2L2 + ǫ
)1/2
≤ C‖[∆q, A˜0(V )−1A˜j(V )]Zˆxj‖L2 + C‖divA(V )‖L∞‖∆qZˆ‖L2 . (3.15)
A time integration yields
‖∆qZˆ‖L2 ≤
(
‖∆qZˆ‖2L2 + ǫ
)1/2
≤
(
‖∆qZˆ0‖2L2 + ǫ
)1/2
+ C
∫ t
0
‖[∆q, A˜0(V )−1A˜j(V )]Zˆxj‖L2dτ
+C
∫ t
0
‖divA(V )‖L∞‖∆qZˆ‖L2dτ. (3.16)
Taking the limit ǫ → 0 and using the estimates of commutators and continuity for the compo-
sition in the stationary case (see, e.g. [2, 35]), we arrive at
2qσ‖∆qZˆ‖L∞t (L2) ≤ 2qσ‖∆qZˆ0‖L2 + C
∫ t
0
cq(τ)‖∇V ‖Bσ−1
2,1
‖Zˆ‖Bσ
2,1
dτ
+C
∫ t
0
2qσ‖divA(V )‖L∞‖∆qZˆ‖L2dτ, (3.17)
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where we used Lemma 2.2 and ‖cq(t)‖ℓ1 ≤ 1, for all t ∈ [0, T ]. Summing up (3.17) on q ≥ −1
implies
‖Zˆ‖L˜∞T (Bσ2,1) ≤ ‖Zˆ0‖Bσ2,1 + C
∫ T
0
(‖∇V ‖Bσ
2,1
+ ‖divA(V )‖L∞)‖Zˆ(t)‖Bσ
2,1
dt
≤ ‖Zˆ0‖Bσ
2,1
+ C
∫ T
0
(‖∇V ‖Bσ
2,1
+ ‖divA(V )‖L∞)‖Zˆ‖L˜∞t (Bσ2,1)dt. (3.18)
Then it follows from Gronwall’s inequality that
‖Zˆ‖
L˜∞T (B
σ
2,1)
≤ ‖Zˆ0‖Bσ
2,1
exp
{
C
∫ T
0
(‖∇V ‖Bσ
2,1
+ ‖divA(V )‖L∞)dt
}
≤ eCT (M1+M2)‖V0 − V¯ ‖Bσ
2,1
, (3.19)
since V (x, t) ∈ XσT (O1;M1,M2). Take T0 > 0 small such that
eCT (M1+M2) ≤ 2.
Then the right side of (3.19) is bounded by 2‖V0 − V¯ ‖Bσ
2,1
, so we choose M1 = 2‖V0 − V¯ ‖Bσ
2,1
.
From the equations (3.2), we have
Vˆt +
d∑
j=1
{A˜0(V )−1A˜j(V )− A˜0(V¯ )−1A˜j(V¯ )}Zˆxj = −A˜0(V¯ )−1A˜j(V¯ )Zˆxj , (3.20)
which implies from Proposition 2.2 that
‖Vˆt‖L˜∞T0 (Bσ−12,1 ) ≤ C
(
‖A˜0(V )−1A˜j(V )− A˜0(V¯ )−1A˜j(V¯ )‖L˜∞T0 (Bσ2,1) + 1
)
‖Zˆxj‖L˜∞T0 (Bσ−12,1 )
≤ C
(
‖V − V¯ ‖L˜∞T0 (Bσ2,1) + 1
)
‖V − V¯ ‖L˜∞T0 (Bσ2,1)
≤ C(1 +M1)M1, (3.21)
so we take M2 = C(1 +M1)M1.
Finally, it can be shown that the solution Vˆ satisfies (3.6). Indeed, from Vˆt ∈ C([0, T0], Bσ−12,1 )
and the simply equality Vˆ − V0 =
∫ t
0 Vˆtdτ , we deduce that
|Vˆ (t, x)− V0(x)| ≤ T0 sup
t∈[0,T0]
‖Vˆt(t, ·)‖L∞ ≤ CT0M2. (3.22)
Note that (3.4), we take T0 small so that CT0M2 < d1 with d1 < d0 = dist(O0, ∂OV ), so Vˆ ∈ O1
with O1 := d1-neighborhood of O0. This completes the proof of Lemma 3.1.
With the help of Lemma 3.1, we further establish the local existence of (1.5) with (3.1).
Proposition 3.1. Assume that the initial date V0 satisfies V0 − V¯ ∈ Bσ2,1 and (3.4). Then
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(i) Existence: there exists a positive constant T1(≤ T0), depending only on O0, d1 and ‖V0 −
V¯ ‖Bσ
2,1
such that the system (1.5) with (3.1) has a unique solution V ∈ XσT1(O1;M1,M2),
where O1,M1,M2 are determined by Lemma 3.1. In particular, the solution satisfies
V ∈ C1([0, T1]× Rd)
and
V − V¯ ∈ C˜T1(Bσ2,1) ∩ C˜1T1(Bσ−12,1 ).
(ii) Blow-up criterion: there exists a constant C0 > 0 such that the maximal time T
∗ of
existence of such a solution can be bounded from below by T ∗ ≥ C0
‖V0−V¯ ‖Bσ
2,1
. Moreover, if
T ∗ is finite, then
lim sup
t→T ∗
‖V − V¯ ‖Bσ
2,1
=∞
if and only if ∫ T ∗
0
‖∇V (t)‖L∞dt =∞.
Proof. Based on Lemma 3.1, we introduce the successive approximation sequence {V n(t, x)}∞n=0
for the Cauchy problem (3.2)-(3.3) as follows:
V 0 = V¯ ,
and for n > 0,
A˜0(V n)V n+1t +
d∑
j=1
A˜j(V n)V n+1xj = 0 (3.23)
with the initial data
V n+1|t=0 = V0(x). (3.24)
By Lemma 3.1, the sequence {V n(t, x)}∞n=0 is well defined on QT0 for all n ≥ 0, and is uniformly
bounded with respect to n ≥ 0, i.e., V n ∈ XσT0(O1;M1,M2). Next, it will be shown that
{V n(t, x)}∞n=0 is a Cauchy sequence in C˜T0(Bσ−12,1 ). Define Vˆ n = V n+1 − V n for any n ≥ 1.
Take the difference between the equation (3.23) for the n + 1-th step and the n-th step to
give
A˜0(V n)Vˆ nt +
d∑
j=1
A˜j(V n)Vˆ nxj
= −A˜0(V n)
d∑
j=1
{A˜0(V n)−1A˜j(V n)− A˜0(V n−1)−1A˜j(V n−1)}V nxj (3.25)
subject to the initial data
Vˆ n|t=0 = 0. (3.26)
Apply the operator ∆q to (3.25) to get
A˜0(V n)∆qVˆ
n
t +
d∑
j=1
A˜j(V n)∆qVˆ
n
xj = R1 +R2, (3.27)
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where
R1 := −
d∑
j=1
A˜0(V n)[∆q, A˜
0(V n)−1A˜j(V n)]Vˆ nxj ,
R2 := −
d∑
j=1
∆q
{
A˜0(V n)
(
A˜0(V n)−1A˜j(V n)− A˜0(V n−1)−1A˜j(V n−1)
)
V nxj
}
.
Following from the similar steps as (3.12)-(3.16), we get up with
‖∆qVˆ n‖L2 ≤ C
∫ t
0
(‖R1‖L2 + ‖R2‖L2)dτ + C
∫ t
0
‖divA(V n)‖L∞‖∆qVˆ n‖L2dτ. (3.28)
By multiplying the factor 2q(σ−1) on both sides of the inequality (3.28), we obtain
2q(σ−1)‖∆qVˆ n‖L∞t (L2)
≤ C
∫ t
0
cq‖∇V n‖Bσ−1
2,1
‖Vˆ n‖Bσ−1
2,1
dτ + C
∫ t
0
cq‖Vˆ n−1‖Bσ−1
2,1
‖V n − V¯ ‖Bσ
2,1
dτ
+C
∫ t
0
‖divA(V n)‖L∞2q(σ−1)‖∆qVˆ n‖L2dτ, t ∈ [0, T0], (3.29)
where {cq} denotes some sequence which satisfies ‖(cq)‖ℓ1 ≤ 1.
Summing up (3.29) on q ≥ −1, it is not difficult to get
‖Vˆ n‖
L˜∞T0
(Bσ−1
2,1 )
≤ C
∫ T0
0
(
‖V n − V¯ ‖Bσ
2,1
+ ‖divA(V n)‖L∞
)
‖Vˆ n‖
L˜∞t (B
σ−1
2,1 )
dt
+C
∫ T0
0
‖V n − V¯ ‖Bσ
2,1
‖Vˆ n−1‖L˜∞t (Bσ−12,1 )dt. (3.30)
With the aid of Gronwall’s inequality, we immediately deduce that
‖Vˆ n‖
L˜∞T0
(Bσ−1
2,1 )
≤ CT0eC
∫ T0
0
(‖V n−V¯ ‖Bσ
2,1
+‖divA(V n)‖L∞ )dt‖V n − V¯ ‖L˜∞T0 (Bσ2,1)‖Vˆ
n−1‖L˜∞T0 (Bσ−12,1 )
≤ CM1T0eCT0(M1+M2)‖Vˆ n−1‖L˜∞T0 (Bσ−12,1 ). (3.31)
Take T1 so small that
T1 ≤ T0 and CM1T1eCT1(M1+M2) ≤ 1
2
.
Then it follows from (3.31) that (V n − V¯ ) is a Cauchy sequence in C˜T1(Bσ−12,1 ). There exists a
function V (t, x) with V − V¯ ∈ C˜T1(Bσ−12,1 ) such that (V n − V ) → 0 strongly in C˜T1(Bσ−12,1 ) as
n → ∞. On the other hand it follows from Fatou’s property that the conditions (3.7)-(3.8)
are satisfied, since V n is uniformly bounded in the space XσT0(O1;M1,M2) ⊂ XσT1(O1;M1,M2).
The property of strong convergence enable us to pass to the limits in the system (3.23)-(3.24)
and conclude that V is a solution to (1.5) and (3.1). What remains is to check that V − V¯ ∈
C([0, T1], Bσ2,1). Indeed, we easily achieve that the map t 7→ ‖∆q(V (t) − V¯ )‖L2 is continuous
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on [0, T1], since V − V¯ ∈ C([0, T1];Bσ−12,1 ). Then we have ∆q(V (t) − V¯ ) ∈ C([0, T1];Bσ2,1) for all
q ≥ −1. Note that V−V¯ ∈ L˜∞T1(Bσ2,1), the series
∑
q≥−1 2
qσ‖∆q(V (t)−V¯ )‖L2 converges uniformly
on [0, T1], which yields V − V¯ ∈ C([0, T1];Bσ2,1). Moreover it follows that Vt ∈ C([0, T1];Bσ−12,1 ),
which implies the condition (3.6) immediately. Hence, the local existence part of solutions is
complete.
Concerning the uniqueness, we set V˜ = V1 − V2, where V1 and V2 are two solutions to the
system (1.5) subject to the same initial data, respectively. Then the error solution V˜ satisfies
A˜0(V1)V˜t +
d∑
j=1
A˜j(V1)V˜xj
= −A˜0(V1)
d∑
j=1
{A˜0(V1)−1A˜j(V1)− A˜0(V2)−1A˜j(V2)}V2xj . (3.32)
As above, following from the proof of Cauchy sequence, we obtain the inequality
‖V˜ ‖
L˜∞T1
(Bσ−1
2,1 )
≤ C
∫ T1
0
(
‖V1 − V¯ ‖Bσ
2,1
+ ‖V2 − V¯ ‖Bσ
2,1
)
‖V˜ ‖
L˜∞t (B
σ−1
2,1 )
dt. (3.33)
Gronwall’s inequality implies V˜ = 0 immediately, i.e., the uniqueness of solution V is achieved.
The blow-up criterion follows from the works of Iftimie and Chae [20, 4] directly, we omit the
details. This finishes the proof of Proposition 3.1.
4 A priori estimate and global existence
To show that the classical solutions in Proposition 3.1 are globally defined, in this section,
the central task is to construct further a priori estimates based on the dissipative mechanism
produced by the source term.
To this end, we set
E(T ) := ‖V − V¯ ‖
L˜∞T (B
σ
2,1)
and
D(T ) := ‖(I − P)V ‖L˜2T (Bσ2,1) + ‖∇V ‖L˜2T (Bσ−12,1 )
for any time T > 0.
Our a priori estimate reads as follows.
Proposition 4.1. If V − V¯ ∈ C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ) is a solution of (1.5) and (3.1) for any
T > 0, then there exist some positive constants δ1, µ1 and C1, if E(T ) ≤ δ1, then
E(T ) + µ1D(T ) ≤ C1‖V0 − V¯ ‖Bσ
2,1
. (4.1)
Thanks to the standard continuation argument, we extend the local-in-time solutions in
Proposition 3.1 with the aid of Proposition 4.1, and obtain the global existence of classical
solutions to the system (1.5) and (3.1), here we omit details, see, e.g., [28]. Then it follows from
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Theorem 1.1 and Proposition 2.3 that U ∈ C1(R+ ×Rd) is the global-in-time classical solutions
of (1.1)-(1.2). Furthermore, we arrive at Theorem 1.5.
Actually, the proof of Proposition 4.1 is to capture the dissipation rates from contributions
of (I −P)V and ∇V in turn by using the frequency-localization method. For clarity, we divide
it into several lemmas.
Lemma 4.1. If V − V¯ ∈ C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ) is a solution of (1.5) and (3.1) for any T > 0,
then the following estimate holds:
‖V − V¯ ‖L∞T (L2) + ‖(I − P)V ‖L2T (L2) ≤ C‖V0 − V¯ ‖L2 . (4.2)
where C is a uniform positive constant independent of T .
Proof. It follows from Remark 2.2 and Lemma 2.2 that
sup
0≤t≤T
‖V (t, ·) − V¯ ‖L∞ ≤ CE(T ) ≤ Cδ1, (4.3)
so V (t, x) takes values in a neighborhood of V¯ ∈ M.
Let U¯ ∈ E be the constant state corresponding to V¯ ∈ M. Denote the relative entropy
function ηˆ(U) by
ηˆ(U) := η(U)− η(U¯ )− 〈DUη(U¯ ), U − U¯〉.
Then the strictly convex quantity ηˆ(U) satisfies
ηˆ(U) ≥ 0, ηˆ(U¯ ) = 0, DU ηˆ(U¯) = 0.
Furthermore, ηˆ(U) is equivalent to the quadratic function |U − U¯ |2 and hence to |V − V¯ |2, since
ηˆ(U) is strictly convex in U . On the other hand, from (1.1), we get the entropy-entropy flux
equation
ηˆ(U)t +
d∑
j=1
qˆj(U)xj = 〈DUη(U), G(U)〉 (4.4)
with qˆj(U)(j = 1, · · ·, d) = qj(U) − qj(U¯) − 〈DUη(U¯), F j(U) − F j(U¯ )〉, where qj(U) is the
associated entropy flux with the entropy η(U). It follows from (1.3) and Proposition 1.1 that
〈DUη(U), G(U)〉 = 〈W,H(W )〉 ≤ −C|(I − P)W |2 ≤ −C|(I − P)V |2, (4.5)
where we used the fact that W ∈ M is equivalent to V ∈ M. Integrating (4.5) over [0, T ]× Rd
implies the desired inequality (4.2) immediately.
Lemma 4.2. If V − V¯ ∈ C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ) is a solution of (1.5) and (3.1) for any T > 0,
then the following estimate holds:
‖V − V¯ ‖
L˜∞T (B˙
σ
2,1)
+ ‖(I − P)V ‖
L˜2T (B˙
σ
2,1)
≤ C‖V0 − V¯ ‖B˙σ
2,1
+ C
√
‖V − V¯ ‖
L˜∞T (B˙
σ
2,1)
(
‖∇V ‖
L˜2T (B˙
σ−1
2,1 )
+‖(I − P)V ‖
L˜2T (B˙
σ−1
2,1 )
+ ‖(I − P)V ‖
L˜2T (B˙
σ
2,1)
)
. (4.6)
where C is a uniform positive constant independent of T .
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Proof. Indeed, from Corollary 1.1, the normal form (1.5) can be written as
A˜0(V )Vt +
d∑
j=1
A˜j(V )Vxj + LV = r˜(V ). (4.7)
Applying the homogeneous localization operator ∆˙q(q ∈ Z) to (4.7), we obtain
A˜0(V )∆˙qVt +
d∑
j=1
A˜j(V )∆˙qVxj + L∆˙qV = I1(V ) + I2(V ), (4.8)
with
I1(V ) = −
d∑
j=1
A˜0(V )[∆˙q, A˜
0(V )−1A˜j(V )]Vxj ,
and
I2(V ) = A˜
0(V )
{
− [∆˙q, A˜0(V )−1]LV + ∆˙q
(
A˜0(V )−1r˜(V )
)}
,
where the commutator [·, ·] is defined by [f, g] := fg − gf . Take the inner product of (4.8) with
∆˙qV to get
〈A˜0(V )∆˙qV, ∆˙qV 〉t +
d∑
j=1
〈A˜j(V )∆˙qV, ∆˙qV 〉xj + 2〈L∆˙qV, ∆˙qV 〉
= 2〈(I1(V ) + I2(V ), ∆˙qV 〉+ 〈divA(V )∆˙qV, ∆˙qV 〉, (4.9)
where
divA(V ) = A˜0(V )t +
d∑
j=1
A˜j(V )xj
and
‖f‖L2
A˜0
:=
( ∫
Rd
〈A˜0(V )f, f〉dx
)1/2
, ‖f‖
L˜2T (B˙
σ
2,1)
= ‖2qσ‖∆˙qf‖L2T (L2A˜0 )‖ℓ1(Z).
Obviously, the norms ‖f‖L2
A˜0
≈ ‖f‖L2 and ‖f‖L˜2T (B˙σ2,1) ≈ ‖f‖L˜2T (B˙σ2,1), since V (t, x) takes values
in a neighborhood of V¯ ∈ M.
Integrating (4.9) over [0, t] × Rd (t ∈ [0, T ]) gives
‖∆˙q(V − V¯ )‖2L2
A˜0
∣∣∣t
0
+ ‖(I − P)∆˙qV ‖2L2t (L2)
= C
∫
R+
∫
Rd
〈I1(V ) + I2(V ), ∆˙qV 〉dxdt
+C
∫
R+
∫
Rd
〈divA(V )∆˙qV, ∆˙qV 〉dxdt, (4.10)
where we used the fact ∆˙qV¯ = 0. Next, we begin to estimate the integrations in the right-hand
side of (4.10) respectively.
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From the equations (1.5) and Corollary 1.1, we have |Vt| ≤ C(|∇V |+ |(I − P)V |). Then∣∣∣ ∫
R+
∫
Rd
〈divA(V )∆˙qV, ∆˙qV 〉dxdt
∣∣∣
≤ C
∫
R+
(‖Vt‖L∞ + ‖∇V ‖L∞)‖∆˙qV ‖2L2dt
≤ C
∫
R+
(‖∇V ‖L∞ + ‖(I − P)V ‖L∞)‖∆˙qV ‖2L2dt
≤ C
(
‖∇V ‖L2t (L∞) + ‖(I − P)V ‖L2t (L∞)
)
‖∆˙qV ‖L∞t (L2)‖∆˙qV ‖L2t (L2)
≤ Cc2q2−2qσ
(
‖∇V ‖L2t (B˙σ−12,1 ) + ‖(I − P)V ‖L2t (B˙σ−12,1 )
)
×‖V − V¯ ‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 ), (4.11)
where we used the embedding property (5) of Lemma 2.2. Here and below {cq} denotes some
sequence which satisfies ‖(cq)‖l1(Z) ≤ 1, although each {cq} is possibly different.
With the aid of Cauchy-Schwartz inequality and the commutator estimates in Proposition
2.4, we have ∫
R+
∫
Rd
〈I1(V ), ∆˙qV 〉dxdt
≤ C
d∑
j=1
‖[∆˙q, A˜0(V )−1A˜j(V )]Vxj‖L2t (L2)‖∆˙qV ‖L2t (L2A˜0 )
≤ Ccq2−qσ‖A˜0(V )−1A˜j(V )‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 )‖∆˙qV ‖L2t (L2A˜0 )
≤ Ccq2−qσ‖V − V¯ ‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 )‖∆˙qV ‖L2t (L2A˜0 ) (4.12)
and ∫
R+
∫
Rd
〈I2(V ), ∆˙qV 〉dxdt
≤ C
(
‖[∆˙q, A˜0(V )−1]LV ‖L2t (L2) + ‖∆˙q(A˜
0(V )−1r˜(V ))‖L2t (L2)
)
×‖(I − P)∆˙qV ‖L2t (L2A˜0 )
≤ Ccq2−qσ
(
‖A˜0(V )−1‖L˜∞t (B˙σ2,1)‖LV ‖L˜2t (B˙σ−12,1 ) + ‖A˜
0(V )−1r˜(V )‖L˜2t (B˙σ2,1)
)
×‖(I − P)∆˙qV ‖L2t (L2A˜0 )
≤ Ccq2−qσ‖V − V¯ ‖L˜∞t (B˙σ2,1)
(
‖(I − P )V ‖L˜2t (B˙σ−12,1 ) + ‖∇V ‖L˜2t (B˙σ−12,1 )
)
×‖(I − P)∆˙qV ‖L2t (L2A˜0 ), (4.13)
where we also used the homogeneous versions as Propositions 2.2-2.3.
Combining with (4.10)-(4.13), we are led to the estimate
‖∆˙q(V − V¯ )‖2L2
A˜0
+ ‖(I − P)∆˙qV ‖2L2t (L2)
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≤ ‖∆˙q(V0 − V¯ )‖2L2
A˜0
+ Cc2q2
−2qσ
(
‖∇V ‖
L˜2t (B˙
σ−1
2,1 )
+ ‖(I − P)V ‖
L˜2t (B˙
σ−1
2,1 )
)
×‖V − V¯ ‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 ) + Ccq2
−qσ‖V − V¯ ‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 )
×‖∆˙qV ‖L2t (L2A˜0 ) + Ccq2
−qσ‖V − V¯ ‖L˜∞t (B˙σ2,1)
(
‖(I − P)V ‖L˜2t (B˙σ−12,1 )
+‖∇V ‖L˜2t (B˙σ−12,1 )
)
‖(I − P)∆˙qV ‖L2t (L2A˜0 ). (4.14)
Then multiplying the factor 22qσ on both sides of (4.14), we obtain
22qσ‖∆˙q(V − V¯ )‖2L2
A˜0
+ 22qσ‖(I −P)∆˙qV ‖2L2t (L2)
≤ 22qσ‖∆˙q(V0 − V¯ )‖2L2
A˜0
+ Cc2q
(
‖∇V ‖
L˜2t (B˙
σ−1
2,1 )
+ ‖(I − P)V ‖
L˜2t (B˙
σ−1
2,1 )
)
×‖V − V¯ ‖
L˜∞t (B˙
σ
2,1)
‖∇V ‖
L˜2t (B˙
σ−1
2,1 )
+ Cc2q‖V − V¯ ‖L˜∞t (B˙σ2,1)‖∇V ‖L˜2t (B˙σ−12,1 )
×‖∇V ‖
L˜2t (B˙
σ−1
2,1 )
+ Cc2q‖V − V¯ ‖L˜∞t (B˙σ2,1)
(
‖(I − P)V ‖
L˜2t (B˙
σ−1
2,1 )
+‖∇V ‖
L˜2t (B˙
σ−1
2,1 )
)
‖(I − P)V ‖
L˜2t (B˙
σ
2,1)
. (4.15)
By performing Young’s inequality, we have
2qσ‖∆˙q(V − V¯ )‖L∞T (L2) + 2
qσ‖(I − P)∆˙qV ‖L2T (L2)
≤ 2qσ‖∆˙q(V0 − V¯ )‖L2 + Ccq
√
‖V − V¯ ‖L˜∞T (B˙σ2,1)
×
(
‖∇V ‖L˜2T (B˙σ−12,1 ) + ‖(I − P)V ‖L˜2T (B˙σ−12,1 ) + ‖(I − P)V ‖L˜2T (B˙σ2,1)
)
, (4.16)
where we used norms ‖f‖L2
A˜0
≈ ‖f‖L2 and ‖f‖L˜2T (B˙σ2,1) ≈ ‖f‖L˜2T (B˙σ2,1).
Summing up (4.16) on q ∈ Z, we can get (4.6) immediately.
Remark 4.1. According to the elementary fact
Lθ(Lp) ∩ L˜θ(B˙sp,r) = L˜θ(Bsp,r)(θ ≥ r),
and Corollary 6.1, which are achieved in the Appendix, it follows from (4.2) and (4.6) that
E(T ) + ‖(I − P)V ‖L˜2T (Bσ2,1) ≤ C‖V0 − V¯ ‖Bσ2,1 + C
√
E(T )D(T ). (4.17)
Lemma 4.3. If V − V¯ ∈ C˜T (Bσ2,1) ∩ C˜1T (Bσ−12,1 ) is a solution of (1.5) and (3.1) for any T > 0,
then the following estimate holds:
‖∇V ‖L˜2T (Bσ−12,1 ) ≤ C‖V0 − V¯ ‖Bσ2,1 + CE(T )
+C‖(I − P)V ‖
L˜2T (B
σ
2,1)
+ C
√
E(T )D(T ), (4.18)
where C is a uniform positive constant independent of T .
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Proof. In this paragraph, we shall take full advantage of the [SK] stability condition in Theorem
1.3 to establish the inequality (4.18).
For this purpose, we set Z = V − V¯ . Then the symmetric hyperbolic system (1.5) can be
written as the linearized form at V¯
A˜0Zt +
d∑
j=1
A˜jZxj + LZ = G, (4.19)
where A˜0 = A˜0(V¯ ), A˜j = A˜j(V¯ ) and L are the constant matrices, and G = G1 + G2 with
G1 := −
d∑
j=1
A˜0
(
A˜0(V )−1A˜j(V )− (A˜0)−1A˜j
)
Vxj ,
G2 := A˜0
{
−
(
A˜0(V )−1 − (A˜0)−1
)
LV + A˜0(V )−1r˜(V )
}
.
Applying the inhomogeneous localization operator ∆q(q ≥ −1) to (4.19) gives
A˜0∆qZt +
d∑
j=1
A˜j∆qZxj + L∆qZ = ∆qG. (4.20)
Perform the Fourier transform with respect to the space variable x for (4.20) and multiply the
resulting equation by −i|ξ|K˜(ω). Then by taking the inner product with ∆̂qZ and taking the
real part of each term in the resulting equality, we can obtain
|ξ|Im
〈
K˜(ω)A˜0
d
dt
∆̂qZ, ∆̂qZ
〉
+ |ξ|2〈[K˜(ω)A˜(ω)]′∆̂qZ, ∆̂qZ〉
= −|ξ|Im〈K˜(ω)L∆̂qZ, ∆̂qZ〉+ |ξ|Im〈K˜(ω)∆̂qG, ∆̂qZ〉 (4.21)
with A˜(ω) =
∑d
j=1 A˜
jωj and ω = ξ/|ξ|.
The skew-symmetry of K˜(ω)A˜0 implies that
|ξ|Im
〈
K˜(ω)A˜0
d
dt
∆̂qZ, ∆̂qZ
〉
=
1
2
d
dt
|ξ|Im〈K˜(ω)A˜0∆̂qZ, ∆̂qZ〉. (4.22)
It follows from the condition that [K˜(ω)A˜(ω)]′ + L is positive definite for ω ∈ Sd−1 that
|ξ|2〈[K˜(ω)A˜(ω)]′∆̂qZ, ∆̂qZ〉 ≥ c|ξ|2|∆̂qZ|2 − C|ξ|2|(I − P)∆̂qZ|2. (4.23)
Moreover, by virtue of Young’s inequality, we have∣∣∣|ξ|Im〈K˜(ω)L∆̂qZ, ∆̂qZ〉∣∣∣ ≤ ε|ξ|2|∆̂qZ|2 + Cε|(I − P)∆̂qZ|2 (4.24)
for any ε > 0, and ∣∣∣|ξ|Im〈K˜(ω)∆̂qG, ∆̂qZ〉∣∣∣ ≤ C|ξ||∆̂qZ||∆̂qG|, (4.25)
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where we have used the uniform boundedness of the matrix K˜(ω). Combining the equalities
(4.21)-(4.22) and the inequalities (4.23)-(4.25), we deduce that
|ξ|2|∆̂qZ|2 ≤ C(1 + |ξ|2)|(I − P)∆̂qZ|2 + C|ξ||∆̂qZ||∆̂qG|
−1
2
d
dt
|ξ|Im〈K˜(ω)A˜0∆̂qZ, ∆̂qZ〉. (4.26)
Integrating (4.26) over [0, t] × Rd, and using Plancherel’s theorem yields∫ t
0
‖∆q∇Z‖2L2dτ
≤ C
∫ t
0
(
‖(I − P)∆qZ‖2L2 + ‖(I − P)∆q∇Z‖2L2
)
dτ + C
∫ t
0
‖∆q∇Z‖L2‖∆qG‖L2dτ
−1
2
d
dt
|ξ|Im〈K˜(ω)A˜0∆̂qZ, ∆̂qZ〉dξ
∣∣∣t
0
. (4.27)
The last term on the right side of (4.27) can be estimated as
−1
2
d
dt
|ξ|Im〈K˜(ω)A˜0∆̂qZ, ∆̂qZ〉dξ
∣∣∣t
0
≤ C
∫
Rd
(1 + |ξ|2)(|(∆̂qZ)|2 + |(∆̂qZ0)|2)dξ
≤ C22q(‖∆qZ‖2L2 + ‖∆qZ0‖2L2), (4.28)
where we used Bernstein’s inequality (Lemma 2.1) in the last step of (4.28). Substituting it into
(4.27), we conclude that
‖∆q∇Z‖2L2t (L2)
≤ C22q(‖∆qZ‖2L∞T (L2) + ‖∆qZ0‖
2
L2)
+C
(
‖(I − P)∆qZ‖2L2T (L2) + ‖(I − P)∆q∇Z‖
2
L2T (L
2)
)
+C‖∆q∇Z‖L2T (L2)‖∆qG‖L2T (L2). (4.29)
Then multiplying the factor 22q(σ−1) on both sides of (4.29) gives
22q(σ−1)‖∆q∇Z‖2L2t (L2)
≤ Cc2q(‖Z‖2L˜∞T (Bσ2,1) + ‖Z0‖
2
Bσ
2,1
) + Cc2q
(
‖(I − P)Z‖2
L˜2T (B
σ
2,1)
)
+Cc2q‖∇Z‖L˜2T (Bσ−12,1 )‖G‖L˜2T (Bσ−12,1 ) (4.30)
with ‖G‖L˜2T (Bσ−12,1 ) ≤ ‖G1‖L˜2T (Bσ−12,1 ) + ‖G2‖L˜2T (Bσ−12,1 ), where
‖G1‖L˜2T (Bσ−12,1 ) ≤ C‖Z‖L˜∞T (Bσ−12,1 )‖∇V ‖L˜2T (Bσ−12,1 ) (4.31)
and
‖G2‖L˜2T (Bσ−12,1 ) ≤ ‖Z‖L˜∞T (Bσ−12,1 )‖(I − P)V ‖L˜2T (Bσ−12,1 ) + C‖A˜
0(V )−1r˜(V )‖L˜2T (Bσ−12,1 ). (4.32)
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From Corollaries 6.1 and 1.1, we have
‖A˜0(V )−1r˜(V )‖
L˜2T (B
σ−1
2,1 )
≤ C
(
‖A˜0(V )−1r˜(V )‖L2T (L2) + ‖A˜
0(V )−1r˜(V )‖
L˜2T (B˙
σ−1
2,1 )
)
≤ C
(
‖Z‖L∞T (L∞)‖(I − P)V ‖L2T (L2) + ‖A˜
0(V )−1‖
L˜∞T (B˙
σ−1
2,1 )
‖r˜(V )‖
L˜2T (B˙
σ−1
2,1 )
)
≤ C
(
‖Z‖
L˜∞T (B
σ−1
2,1 )
‖(I − P)V ‖
L˜2T (B
σ
2,1)
+ ‖Z‖
L˜∞T (B˙
σ−1
2,1 )
‖∇V ‖
L˜2T (B˙
σ−2
2,1 )
)
≤ C‖Z‖L˜∞T (Bσ−12,1 )
(
‖(I − P)V ‖L˜2T (Bσ2,1) + ‖∇V ‖L˜2T (Bσ−12,1 )
)
. (4.33)
To conclude, we combine the estimates (4.30)-(4.33) to obtain
22q(σ−1)‖∆q∇Z‖2L2t (L2)
≤ Cc2q(‖Z‖2L˜∞T (Bσ2,1) + ‖Z0‖
2
Bσ
2,1
) + Cc2q
(
‖(I − P)Z‖2
L˜2T (B
σ
2,1)
)
+Cc2q‖∇Z‖L˜2T (Bσ−12,1 )
{
‖Z‖L˜∞T (Bσ−12,1 )
(
‖∇V ‖L˜2T (Bσ−12,1 ) + ‖(I − P)V ‖L˜2T (Bσ2,1)
)}
. (4.34)
By employing Young’s inequality, we are led to the estimate
2q(σ−1)‖∆q∇Z‖L2T (L2)
≤ Ccq(‖Z‖L˜∞T (Bσ2,1) + ‖Z0‖Bσ2,1) + Ccq‖(I − P)Z‖L˜2T (Bσ2,1)
+Ccq
√
‖Z‖
L˜∞T (B
σ
2,1)
(
‖∇V ‖
L˜2T (B
σ−1
2,1 )
+ ‖(I − P)V ‖
L˜2T (B
σ
2,1)
)
. (4.35)
In the end, summing up (4.35) on q ≥ −1, we immediately deduce that
‖∇Z‖L˜2T (Bσ−12,1 )
≤ C(‖Z0‖Bσ
2,1
+ E(T )) + C‖(I − P)Z‖L˜2T (Bσ2,1) + C
√
E(T )D(T ), (4.36)
which is just the desired inequality (4.18).
The proof of Proposition 4.1. Combining the inequalities (4.17) and (4.18), we end up with
E(T ) +D(T ) ≤ C‖V0 − V¯ ‖Bσ
2,1
+C
√
E(T )D(T )
≤ C‖V0 − V¯ ‖Bσ
2,1
+C
√
δ1D(T ). (4.37)
We take δ1 > 0 suitably small such that C
√
δ1 ≤ 1/2. Then the a priori estimate (4.1) follows
readily. This finishes the proof of Proposition 4.1. 
The proof of Corollary 1.2. From Remark 2.2 an the energy inequality (1.8), we get
∇PU ∈ L2t (Bσ−12,1 ) and ∇PUt ∈ L2t (Bσ−22,1 )
for any t > 0. Set
H(t) = ‖∇PU(·, t)‖2
Bσ−2
2,1
∈ L1t .
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By direct calculations, it is not difficult to see that
d
dt
H(t) 6 ‖∇PU(·, t)‖2
Bσ−2
2,1
+ ‖∇PUt(·, t)‖2Bσ−2
2,1
∈ L1t .
Then apply to the embedding property in Sobolev spaces to get H(t)→ 0, as t→ +∞.
On the other hand, we can deduce that PU(t, x) − U¯ is bounded in C([0,∞), Bσ2,1). Hence,
from interpolation arguments and the definition of projection operator P, we obtain
‖∇P(U(·, t) − U¯)‖Bσ−1−ε
2,1
→ 0 (ε > 0), as t→ +∞.
It further follows from Gagliardo-Nirenberg-Sobolev inequality in [12] that
‖PU(·, t) − U¯‖Bσ−1−εp,2 → 0
(
p =
2d
d− 2 , d > 2
)
.
What remains is the asymptotic behavior of (I−P)U , which can be dealt with in a similar way,
here, we omit the details. 
5 Applications
In this section, we see that the new global existence result can be applied to some concrete
partially dissipative hyperbolic equations, for instance, the compressible Euler equations with
damping, which are given by the following form{
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇P = −ρu. (5.1)
Here ρ = ρ(t, x) is the fluid density function of (t, x) ∈ [0,+∞) × Rd with d ≥ 1; u = (u1, u2, · ·
·, ud)⊤ denotes the fluid velocity. The pressure P is related to the density by P (n), which satisfies
P ′(ρ) > 0, ∀ρ > 0.
For simplicity, a usual assumption is the γ-law: P (ρ) = Aργ(γ ≥ 1), where A > 0 is some
physical constant, the adiabatic exponent γ > 1 corresponds to the isentropic flow and γ = 1
corresponds to the isothermal flow.
Let us consider the Cauchy problem of the compressible Euler equations (5.1) subject to the
initial data
(ρ,u)(0, x) = (ρ0,u0). (5.2)
The system (5.1) describes the compressible gas flow passes a porous medium and the medium
induces a friction force, proportional to the linear momentum in the opposite direction. It is
easy to show that (5.1) is a strict hyperbolic system when the smooth solutions (ρ,u) away
from vacuum. For the one-dimensional space case, the global existence of a smooth solution
with small data was obtained first by Nishida [29], and the asymptotic behavior of the smooth
solution was studied in many papers, see e.g. the excellent survey paper by Dafermos [9] and
the book by Hsiao [16]. In multi-dimension space, as shown by [32, 34], if the initial data
are small in some Sobolev space Hs(Rd) with s > 1 + d/2 (s ∈ Z), the damping term can
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prevent the development of shock waves in finite time and the Cauchy problem (5.1)-(5.2)
admits a unique global classical solution. Furthermore, it is proved that the solution in [32] has
the L∞ convergence rate (1 + t)−3/2(d = 3) to the constant background state and the optimal
Lp(1 < p ≤ ∞) convergence rate (1+t)−d/2(1−1/p) in general several dimensions [34], respectively.
For the large-time behavior of solutions with vacuum, the reader is referred to [18, 19].
Recently, in [14], Fang and the first author studied the existence and asymptotic behavior
of classical solutions in the framework of Besov spaces with relatively lower regularity. From
[14], we find that the low-frequency estimate of density for (5.1) is absent. Then, we overcame
the difficulty by using Gagliardo-Nirenberg-Sobolev inequality (see, e.g., [12]) to obtain a global
classical solution, regretfully, the result fails to hold in the critical Besov spaces (σ = 1 + d/2).
In fact, we added a little regularity (σ = 1 + d/2 + ε, ε > 0) to ensure the global existence of
classical solutions, which is essentially different from the Euler-Poisson equations in [35].
Now, to obtain the desired result of critical regularity, we hope that the compressible Euler
equations (5.1) may enter in the class of the hyperbolic balance laws (1.1) of partially dissipative
structure.
To this end, set
U =
(
ρ
m
)
, G(U) =
(
0
−m
)
∈ M⊥
with m = ρu. Allow us to abuse the notations here. Moreover, corresponding to the orthogonal
decomposition Rd+1 =M⊕M⊥ with dim M = 1, we write U = PU + (I − P)U with
PU =
(
ρ
0
)
, (I − P)U =
(
0
m
)
,
where P is the orthogonal projection onto M. In addition, the constant equilibrium state is
(ρ¯, 0)⊤ ∈ E .
Let us introduce the energy function
η(U) :=
|m|2
2ρ
+ h(ρ) with h′(ρ) =
∫ ρ
1
P ′(s)
s
ds.
Define
W =
(
W1
W2
)
:= ∇η(U) =
(
− |m|22ρ2 + h′(ρ)
m/ρ
)
.
Clearly, the mapping U → W is a diffeomorphism from OU := R+ × Rd onto its range OW .
Then for classical solutions (ρ,u) away from vacuum, (5.1) is equivalent to the following system
A0(W )Wt +
d∑
j=1
Aj(W )Wxj = H(W ) (5.3)
with
A0(W ) =
(
1 W⊤2
W2 W2 ⊗W2 + P ′(ρ)Id
)
,
Aj(W ) =
(
W2j W
⊤
2 W2j + P
′(ρ)e⊤j
W2W2j + P
′(ρ)ej W2j(W2 ⊗W2 + P ′(ρ)Id) + P ′(ρ)(W2 ⊗ ej + ej ⊗W2)
)
,
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H(W ) = G(U(W )) =
(
0
−P ′(ρ)W2
)
,
where Id stands for the d×d unit matrix, and ej is d-dimensional vector where the jth component
is one, others are zero. It follows from the definition of variable W that h′(ρ) = W1 + |W2|2/2,
so P ′(ρ) can be viewed as a function of W , since ρ is the function of W1 + |W2|2/2, i.e. of W .
It is not difficult to see that A0(W ) is symmetric and positive definite, and the matrices
Aj(W )(j = 1, · · ·, d) are symmetric. Obviously, H(W ) = 0 holds if and only if W ∈ M. In
addition,
L(W ) = −∇H(W ) =
(
0 0
P ′′(ρ) ∂ρ∂W1W2 P
′′(ρ) ∂ρ∂W2 ⊗W2 + P ′(ρ)Id
)
.
For W ∈ M, i.e. W2 = 0, the matrix L(W ) is symmetric and nonnegative definite, and its
null space coincides with M. Hence, the system (5.3) is symmetric dissipative in the sense of
Definition 1.2.
Set η˜(W ) = ρh′(ρ)− h(ρ), which can be viewed as the function of W . Then,
DW η˜(W ) =
(
∂ρ
∂W1
h′(ρ) + ρ− h′(ρ) ∂ρ∂W1
h′(ρ) ∂ρ∂W2 + ρW2 − h′(ρ)
∂ρ
∂W2
)
=
(
ρ
ρ · mρ
)
= U,
so it follows from the proof of Theorem 1.1 in [23] that 〈U,W (U)〉− η˜(W ) is an entropy function
in the sense of Definition 1.1. By a straightforward computation, we find
〈U,W (U)〉 − η˜(W ) = (ρ,m)
(
− |m|2
2ρ2
+ h′(ρ)
m/ρ
)
− (ρh′(ρ)− h(ρ)) = η(U).
Hence, the energy function η(U) is just the desired entropy. Furthermore, the associated entropy
flux is
q(U) =
( |m|2
2ρ2
+ ρh′(ρ)
)m
ρ
.
Next, we show the linearized equations of the dissipative hyperbolic system (5.3) satisfies
the stability condition, see Definition 1.4. Set U¯ = (ρ¯, 0)⊤ ∈ E . The corresponding equilibrium
state for the variable W is W¯ = (h′(ρ¯), 0)⊤ ∈ M. The linearized equations near W¯ = (h′(ρ¯), 0)⊤
reads
A0Wt +
d∑
j=1
AjWxj + L = 0, (5.4)
where
A0 = A0(W¯ ) =
(
1 0
0 P ′(ρ¯)Id
)
,
Aj = Aj(W¯ ) =
(
0 P ′(ρ¯)e⊤j
P ′(ρ¯)ej O
)
,
L = L(W¯ ) =
(
0 0
0 P ′(ρ¯)Id
)
.
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Claim: Let ϕ = (W˜1, W˜2)
⊤ ∈ Rd+1, λ ∈ R and ω ∈ Sd−1. If Lϕ = 0 and λA0ϕ + A(ω)ϕ = 0,
then ϕ = 0.
Indeed, the condition Lϕ = 0 gives W˜2 = 0. Then ϕ = (W˜1, 0)
⊤. For this ϕ, we suppose
that λA0ϕ + A(ω)ϕ = 0, which implies λW˜1 = 0 and P
′(ρ¯)W˜1ω = 0. This shows that W˜1 = 0
and hence ϕ = 0.
Over all, the compressible Euler equations with damping are included in the class of dissi-
pative hyperbolic equations and satisfy the stability condition at W¯ . Therefore, from Theorems
1.4-1.5, the Cauchy problem (5.1)-(5.2) admits the local classical solutions for general data in
critical spaces.
Theorem 5.1. Let ρ¯ > 0 be a constant reference density. Suppose that ρ0 − ρ¯ and m0 ∈ Bσ2,1
with ρ0 > 0, then there exists a time T1 > 0 such that
(i) Existence: the Cauchy problem (5.1)-(5.2) has a unique solution (ρ,m) ∈ C1([0, T1]×Rd)
with ρ > 0 for all t ∈ [0, T1] and
(ρ− ρ¯,m) ∈ C˜T1(Bσ2,1) ∩ C˜1T0(Bσ−12,1 ).
(ii) Blow-up criterion: there exists a constant C0 > 0 such that the maximal time T
∗ of
existence of such a solution can be bounded from below by T ∗ ≥ C0‖(ρ0−ρ¯, m0)‖Bσ
2,1
. Moreover,
if T ∗ is finite, then
lim sup
t→T ∗
‖(ρ− ρ¯, m)‖Bσ
2,1
=∞
if and only if ∫ T ∗
0
‖(∇ρ,∇m)‖L∞dt =∞.
Under the assumption of small initial data, we further obtain global-in-time classical solutions
to (5.1)-(5.2) in critical spaces.
Theorem 5.2. Let ρ¯ > 0 be a constant reference density. Suppose that ρ0 − ρ¯ and m0 ∈ Bσ2,1,
there exists a positive constant δ˜0 such that if
‖(ρ0 − ρ¯,m0)‖Bσ
2,1
≤ δ˜0
with m0 = ρ0u0, then the Cauchy problem (5.1)-(5.2) has a unique global solution (ρ,m) satis-
fying
(ρ,m) ∈ C1(R+ × Rd)
and
(ρ− ρ¯,m) ∈ C˜(Bσ2,1) ∩ C˜1(Bσ−12,1 ).
Furthermore, it holds that
‖(ρ− ρ¯,m)‖
L˜∞(Bσ
2,1)
+ µ˜0
(
‖m‖
L˜2(Bσ
2,1)
+ ‖(∇ρ,∇m)‖
L˜2(Bσ−1
2,1 )
)
≤ C˜0‖(ρ0 − ρ¯,m0)‖Bσ
2,1
,
where C˜0, µ˜0 are some positive constants.
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Remark 5.1. In comparison with the previous works [32, 14], Theorem 5.1 indicates the critical
regularity of global classical solutions. In addition, the result is valid for the general pressure
in arbitrary space dimensions (Due to the techniques used, the papers [32, 14] were denoted to
the system (5.1)-(5.2) with γ-law pressure in at least three space dimensions).
From Corollary 1.2, we also get the corresponding large-time behavior of (ρ,m).
Corollary 5.1. Let (ρ,m) be the solution in Theorem 5.1. Then
‖∇ρ(·, t)‖Bσ−1−ε
2,1
→ 0,
‖ρ(·, t)− ρ¯‖Bσ−1−εp,2 → 0
(
p =
2d
d− 2 , d > 2
)
,
and
‖m(·, t)‖Bσ−ε
2,1
→ 0
for any ε > 0, as t→ +∞.
6 Appendix
In this section, we first investigate the connection between the homogeneous Chemin-Lerner’s
spaces and inhomogeneous Chemin-Lerner’s spaces. Precisely, we have
Proposition 6.1. Let s > 0, 1 ≤ θ, p, r ≤ ∞. When θ ≥ r, it holds that
LθT (L
p) ∩ L˜θT (B˙sp,r) = L˜θT (Bsp,r) (6.1)
for any T > 0.
Proof. Without loss of generality, we deal with r < ∞ only. In order to prove (6.1), we first
show for all s ∈ R
LθT (L
p) ∩ L˜θT (B˙sp,r) ⊂ L˜θT (Bsp,r).
Indeed, if f ∈ LθT (Lp), then
‖∆−1f‖LθT (Lp) = ‖Ψ ∗ f‖LθT (Lp) ≤ C‖f‖LθT (Lp).
On the other hand, if f ∈ L˜θT (B˙sp,r), then{ ∞∑
q=−∞
(
2qs‖∆˙qf‖LθT (Lp)
)r}1/r
=
{ ∞∑
q=−∞
(
2qs‖Φq ∗ f‖LθT (Lp)
)r}1/r
< +∞.
Of course, { ∞∑
q=0
(
2qs‖Φq ∗ f‖LθT (Lp)
)r}1/r
=
{ ∞∑
q=0
(
2qs‖∆qf‖LθT (Lp)
)r}1/r
< +∞.
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Hence, we arrive at { ∞∑
q=−1
(
2qs‖∆qf‖LθT (Lp)
)r}1/r
< +∞.
That is, f ∈ L˜θT (Bsp,r).
Conversely, thanks to Remark 2.2 (θ ≥ r) and s > 0, we have the following imbeddings
L˜θT (B
s
p,r) →֒ LθT (Bsp,r) →֒ LθT (B0p,1) →֒ LθT (Lp),
so if f ∈ L˜θT (Bsp,r) then f ∈ LθT (Lp).
In addition, for q < 0, we obtain
‖∆˙qf‖LθT (Lp) =
{ ‖Φq ∗Ψ ∗ f‖LθT (Lp) ≤ C‖∆−1f‖LθT (Lp), q < −1,
‖∆˙−1f‖LθT (Lp) ≤ C‖f‖LθT (Lp), q = −1.
Hence, when s > 0, it is not difficult to get
‖f‖L˜θT (B˙sp,r) =
{ ∞∑
q=−∞
(
2qs‖∆˙qf‖LθT (Lp)
)r}1/r
≤
{∑
q<0
(
2qs‖∆˙qf‖LθT (Lp)
)r}1/r
+
{∑
q≥0
(
2qs‖∆˙qf‖LθT (Lp)
)r}1/r
≤ C
∑
q<−1
2qs‖∆˙qf‖LθT (Lp) + C2
−s‖∆˙−1f‖LθT (Lp) +
{∑
q≥0
(
2qs‖∆˙qf‖LθT (Lp)
)r}1/r
≤ C‖∆−1f‖LθT (Lp) +
{∑
q≥0
(
2qs‖∆qf‖LθT (Lp)
)r}1/r
+C‖f‖LθT (Lp)
≤ C‖f‖L˜θT (Bsp,r).
Therefore, f ∈ LθT (Lp) ∩ L˜θT (B˙sp,r) if f ∈ L˜θT (Bsp,r).
Corollary 6.1. Let the assumptions of Proposition 6.1 be fulfilled. Then
‖f‖L˜θT (Bsp,r) ≈ ‖f‖LθT (Lp) + ‖f‖L˜θT (B˙sp,r).
In what follows, we are concerned with the existence result for the linear problem (3.2)-
(3.3) in more general Besov spaces, which is used to establish the local existence in Bσ2,1 for the
quasilinear symmetric system (1.5) with (3.1).
Proposition 6.2. Let T > 0 and let r ∈ [1,∞), s > 0 and V0 − V¯ ∈ Bs2,r. Assume that
V − V¯ ∈

CT (Bs2,r) ∩ C1T (Bs−12,r ) if s > 1 + d/2, or s = 1 + d/2 and r = 1;
CT (Bs+ε2,∞) ∩ C1T (Bs−1+ε2,∞ ) for ε > 0 if s = 1 + d/2 and r > 1;
CT (B1+d/22,∞ ∩W 1,∞) ∩ C1T (Bd/22,∞ ∩ L∞) if 0 < s < 1 + d/2;
V (t, x) ∈ O1 for any (t, x) ∈ QT ,
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where O1 is a bounded open convex set in RN satisfying O¯1 ⊂ OV . Then the system (3.2)-(3.3)
has a unique solution Vˆ belongs to
Vˆ − V¯ ∈ C˜T (Bs2,r) ∩ C˜1T (Bs−12,r )
and satisfies
‖Vˆ − V¯ ‖L˜∞T (Bs2,r) ≤ ‖V0 − V¯ ‖Bs2,re
C
∫ T
0
(a1(t)+a2(t))dt, (6.2)
where
a1(t) = ‖Vt(t, ·)‖L∞ ,
a2(t) =

‖V (t, ·)− V¯ ‖Bs
2,r
if s > 1 + d/2, or s = 1 + d/2 and r = 1;
‖V (t, ·)− V¯ ‖Bs+ε
2,∞
for ε > 0 if s = 1 + d/2 and r > 1;
‖V (t, ·)− V¯ ‖
B
1+d/2
2,∞ ∩W
1,∞ if 0 < s < 1 + d/2.
Proof. The energy inequality (6.2) can follow from the proof of Lemma 3.1 at a similar way, how-
ever, we should point out the estimates of commutator ‖[∆q, A˜0(V )−1A˜j(V )]Zˆxj‖L2 for general
indexes s, r. Precisely, from [2], we have
Lemma 6.1. For all t ∈ [0, T ] and s > 0, it holds that
2qs‖[∆q, A˜0(V )−1A˜j(V )]Zˆxj‖L2
≤

Ccq‖∇(A˜0(V )−1A˜j(V ))‖Bs−1
2,r
‖Zˆ‖Bs
2,r
, if s > 1 + d/2, or s = 1 + d/2 and r = 1;
Ccq‖∇(A˜0(V )−1A˜j(V ))‖Bs−1+ε
2,∞
‖Zˆ‖Bs
2,r
, for ε > 0 if s = 1 + d/2 and r > 1;
Ccq‖∇(A˜0(V )−1A˜j(V ))‖Bd/2
2,∞∩L
∞‖Zˆ‖Bs2,r , if 0 < s < 1 + d/2,
where ‖cq(t)‖ℓ1 ≤ 1, for all t ∈ [0, T ].
Note that these facts, similar to the steps (3.9)-(3.16), we readily deduce that
‖∆qZˆ‖L∞t (L2) ≤ ‖∆qZˆ0‖L2 + C
∫ t
0
cq(τ)2
−qsa2(τ)‖Zˆ‖Bs
2,r
dτ
+C
∫ t
0
‖divA(V )‖L∞‖∆qZˆ‖L2dτ. (6.3)
Then we multiply both sides by 2qs and take the ℓr norm to obtain
‖Zˆ‖
L˜∞T (B
s
2,r)
≤ ‖Zˆ0‖Bs
2,r
+ C
∫ T
0
(a1(t) + a2(t))‖Zˆ‖L˜∞t (Bs2,r)dt.
Applying Gronwall’s inequality leads to the inequality (6.2) directly.
To show the existence of solution Vˆ (t, x), we use the classical Friedrichs’ regularization
method, which was used in [7] for example. More precisely, we consider the approximate system
for Zˆk = Vˆk − V¯ :
∂tZˆk +
d∑
j=1
A˜0(V )−1Pk
(
A˜j(V )∂xj Zˆk
)
= 0, (6.4)
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with
Zˆk|t=0 = PkZˆ0, (6.5)
where Zˆ0 = Vˆ0 − V¯ and Pk is the cut-off operator on L2(Rd) defined by
Pkf := F−1(1B(0,k)Ff).
Denote the space
L2k := {f ∈ L2(Rd) : suppFf ⊂ B(0, k)},
where B(0, k) is the ball with center 0 and radius k.
From Lemma 2.1, we can see that the operator ∂xj is continuous on L
2
k. Furthermore, it
turns out that the linear operator
Zˆ 7→
d∑
j=1
A˜0(V )−1Pk
(
A˜j(V )∂xj Zˆ
)
is also continuous on L2k, since the functions A˜
0(V )−1 and A˜j(V ) are both bounded in [0, T ]×Rd.
Thus, the approximate system (6.4) appears to a linear system of ordinary differential equations
in L2k, which implies the existence of a unique function Vˆk(t, x) such that Zˆk(t, x) = Vˆk(t, x)−V¯ ∈
C1([0, T ], L2k) is the solution of (6.4)-(6.5). Furthermore, it follows from the spectral localization
that Zˆk(t, x) ∈ C1([0, T ], Bα2,r) for any α ∈ R.
Using the facts that the operator Pk is self-adjoint on L
2 and PkZˆk = Zˆk, we proceed exactly
as in the proof of the inequality (6.2) and obtain
sup
t∈[0,T ]
‖Zˆk(t)‖Bs2,r ≤ ‖PkZˆ0‖Bs2,reC
∫ T
0
(a1(t)+a2(t)+a22(t))dt
≤ C‖V0 − V¯ ‖Bs
2,r
eC
∫ T
0
(a1(t)+a2(t)+a22(t))dt
≤ C. (6.6)
Here and below, the constant C > 0 independent of k. Furthermore, it follows from (6.4) and
(6.6) that
sup
t∈[0,T ]
‖∂tZˆk‖Bs−1
2,r
≤ C. (6.7)
Therefore, we deduce that the approximative solution sequence {Zˆk = Vˆk − V¯ } to (6.4)-
(6.5) is uniformly bounded in C([0, T ], Bs2,r) ∩ C1([0, T ], Bs−12,r ). Moreover, it weak ⋆-converges
(up to a subsequence) to some function Vˆ such that Vˆ − V¯ ∈ L∞([0, T ], Bs2,r) in terms of the
Banach-Alaoglu Theorem (see [33], Remark 2, p.180). Since {∂tVˆk} is also uniformly bounded
in C([0, T ], Bs−12,r )(it weak ⋆-converges to Vˆt in L∞([0, T ], Bs−12,r ), then {Vˆk − V¯ } is uniformly
bounded in Lip([0, T ], Bs−12,r ), hence uniformly equicontinuous on [0, T ] with the norm in B
s−1
2,r .
From Proposition 2.1, Ascoli-Arzela theorem and Cantor diagonal process, we arrive at
φj(Vˆk − V¯ )→ φj(Vˆ − V¯ ) in C([0, T ], Bs−12,r ) (6.8)
35
as k → ∞, for φj ∈ C∞c which is supported in the ball B(0; j + 1) and equal to 1 on B(0; j).
The property of strong convergence and
lim
n→∞
Pk(V0 − V¯ ) = V0 − V¯ in Bs2,r (6.9)
enable us to pass to the limit in (6.4)-(6.5) and Vˆ is the solution of (3.2)-(3.3) in the sense
of distribution. Next, we check the solution Vˆ has the required regularity. Indeed, Vˆ − V¯ ∈
C([0, T ], Bs−12,r ). On the other hand, since Vˆ − V¯ ∈ L∞([0, T ], Bs2,r), we have
‖2qs‖∆q(Vˆ − V¯ )‖L2‖ℓr < +∞. (6.10)
The inequality (6.10) implies that there exists an integer q0 such that{∑
q≥q0
(
2qs‖∆q(Vˆ − V¯ )‖L2
)r}1/r
<
ε
4
(6.11)
for any positive constant ε. Then, we have
‖Vˆ (t)− Vˆ (t′)‖Bs
2,r
≤
{∑
q<q0
(
2qs‖∆q(Vˆ (t)− Vˆ (t′))‖L2
)r}1/r
+ 2
{∑
q≥q0
(
2qs‖∆q(Vˆ (t)− V¯ )‖L2
)r}1/r
≤ C
∑
q<q0
2qs‖∆q(Vˆ (t)− Vˆ (t′))‖L2 +
ε
2
≤ C2q0s‖Vˆ (t)− Vˆ (t′)‖L2 +
ε
2
. (6.12)
Since Vˆ − V¯ ∈ C([0, T ], Bs−12,r ) →֒ C([0, T ], L2) for the case of s > 1, the first term on the right-
hand side of (6.12) tends to zero where t′ goes to t. This implies that Vˆ − V¯ is continuous in
time with values in Bs2,r. Using the fact that Vˆ is a solution of (3.2)-(3.3), we further conclude
that Vˆ − V¯ ∈ C([0, T ], Bs2,r) ∩ C1([0, T ], Bs−12,r ). In the case where 0 < s ≤ 1, we consider the
regularized system by smoothing out the initial data:{
A˜0(V )∂tZˆk +
∑d
j=1 A˜
j(V )∂xj Zˆk = 0,
Zˆk|t=0 = PkZˆ0.
(6.13)
Thanks to the above result for the case of s > 1, the solution Zˆk = Vˆk − V¯ of (6.13) is well
defined on [0, T ] and belongs to C([0, T ], Bα2,r) ∩ C1([0, T ], Bα−12,r ) for any α > 1. Furthermore,
the function δZˆk := Zˆk+1 − Zˆk satisfies{
A˜0(V )∂tδZˆk +
∑d
j=1 A˜
j(V )∂xjδZˆk = 0,
δZˆk|t=0 = (Pk+1 − Pk)Zˆ0.
(6.14)
Similar to (6.2), we have
sup
t∈[0,T ]
‖δZˆk(t)‖Bs2,r ≤ ‖(Pk+1 − Pk)Zˆ0‖Bs2,reC
∫ T
0
(a1(t)+a2(t))dt. (6.15)
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As Zˆ0 = Vˆ0 − V¯ belongs to Bs2,r(0 < s ≤ 1), the sequence (PkZˆ0)k∈N converges to Zˆ0. Thus,
it follows from (6.15) that the sequence (Zˆk)k∈N is Cauchy in C([0, T ], Bs2,r) and converges to
some Zˆ = Vˆ − V¯ ∈ C([0, T ], Bs2,r) ∩ C1([0, T ], Bs−12,r ) in (6.13), which is, of course, a solution of
(3.2)-(3.3).
Over all, we conclude that Vˆ (x, t) is the solution of (3.2)-(3.3) satisfying Vˆ−V¯ ∈ C([0, T ], Bs2,r)
∩ C1([0, T ], Bs−12,r ) for s > 0, furthermore, we arrive at Vˆ − V¯ ∈ C˜T (Bs2,r) ∩ C˜1T (Bs−12,r ).
Finally, the uniqueness is merely a consequence of (6.2). This completes the proof of Propo-
sition 6.2.
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