A version of strong negation is introduced into Categorial Grammar. The resulting syntactic calculi turn out to be systems of connexive logic.
Introduction
In [21, Section 7.6], [22] the idea of introducing negation into Categorial Grammar has briefly been ventilated by remarking that directional versions of intuitionistic negation do not make sense linguistically. In [3] , W. Buszkowski explores three ways of using negative information in Categorial Grammar: (a) admitting negative data about type assignments in a unification based procedure for learning a categorial grammar, (b) using restrictions of language models, and (c) admitting negated syntactic types. As to introducing a negation connective into Categorial Grammar, Buszkowski [3, p. 118] suggests that "[n]egative postulates can be written X → −A instead of X → A", where the latter means that expression X is not of syntactic type A. Since negative information may be available in the process of defining or learning a categorial grammar's type assignment for some natural language, the introduction of negated syntactic types is of interest. 1 Buszkowski defines the associative Lambek calculus with negation, LN, as the result of enriching the associative Lambek calculus as initially axiomatized in [15] by the double negation laws and the classical contraposition rule:
An operation − satisfying (DN) and (TR) is called a De Morgan negation (see [6] , [7] , [8] ), because if → is a lattice ordering, then − satisfies the De Morgan laws with respect to the lattice meet and the lattice join.
According to Buszkowski, the linguistically intended models for the associative Lambek calculus with negation are powerset residuated semigroups with Boolean complement over semigroups. He observes that LN fails to be complete with respect to these models and proves that LN is characterized by the class of all residuated semigroups of cones with quasi-Boolean complement (over partially-ordered semigroups), see [3, p. 122 f.]. In [3] , the problem of axiomatizing the theory of the class of intended models, the exploration of cut-elimination in a suitable Gentzen-style sequent system for LN, and the question whether LN is decidable are left for future research.
In the present paper, introducing negated types into Categorial Grammar gives a form of strong, non-classical negation that turns the functor-type forming directional implications of Categorial Grammar into connexive implications. The introduction of negation into Categorial Grammar thereby provides additional motivation for systems of connexive logic presented along the lines of [25] , [26] . The starting point of our considerations are powerset residuated groupoids and semigroups, see Section 2.
The negation ∼ (x\y) of the functor-type symbol (x\y) will be understood as follows: an expression e has type ∼ (x\y) iff for any expression e of type x, the phrase structure (e e) is definitely not of type y. Similarly, the negation ∼ (y/x) of (y/x) will be interpreted as follows: an expression e has type ∼ (y/x) iff for any expression e of type x, the phrase structure (ee ) is definitely not of type y.
Negative syntactic types
Recall that a groupoid is a structure (M, ·), where M is a non-empty set, and · is a binary operation on M . If · is associative, then (M, ·) is called a semigroup. If (M, ·) is a groupoid (semigroup), then the structure (P(M ), ⊆, •, ⇒, ⇐) is called the powerset residuated groupoid (semigroup) over (M, ·), where ⊆ is the subset relation and for x, y ⊆ M the operations ⇐, ⇒, and •, are defined as follows:
The non-associative (associative) Lambek calculus NL (L) (see [15] , [16] , and Section 3) is complete with respect to the class of all powerset residuated groupoids (semigroups), see [2] , [4] . Given this semantics, one might try to introduce negated syntactic types by considering functions − on P(M ) satisfying the following conditions:
Thus, the defining properties of (y ⇐ x), (x ⇒ y), and (x • y) are classically negated to obtain −(y ⇐ x), −(x ⇒ y), and −(x • y). Clearly, such one-place functions − exist, since Boolean complement satisfies the above equations. By classical logic we have:
If a ∈ x (a = b) is taken to give the information that a ∈ x (a = b) is definitely false (and not just not true), then we obtain (i) -(iii) not only in classical, but also in constructive logic with strong negation. For the latter see, for example, [1] , [10] , [11] , [12] , [13] , [14] , [17] , [18] , [19] , [20] , [21] .
Negated functor types
Let us first consider equations (i) and (ii). There seems to be an underlying and usually tacit assumption in Categorial Grammar that expressions behave uniformly with respect to type membership insofar as functor types are total functions.
Uniformity with respect to type membership:
All functor-types are total functions: If an expression forms an expression of type y with some arguments of type x, then it forms an expression of type y with every argument of type x.
In fact, Buszkowski [3] observes that introducing De Morgan negation gives rise to certain powerset operations defined by existential conditions, operations which are of interest in contexts where uniformity with respect to type membership is violated. The system LN can be presented using dual operations \ d , / d , × r , and × l that can be defined from \, /, × (product), and − such that / d and \ d are interpreted by the following powerset operations (notation adjusted):
n mathematical linguistics, these dual residuals have been considered more often than ⇒, ⇐, and they seem also to be of interest for categorial grammar in relation to partial functors: expressions which form an expression of category y with some (not necessarily all) arguments of category x." In a purely categorial setting, based solely on a type assignment and a syntactic calculus, the linguistic phenomena that might be responded to by postulating partial functors are phenomena that may as well be dealt with by introducing new atomic syntactic types and thereby securing total functionality.
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Example 2.1
The definite article la in French is genus femininum. Assuming that femme is a noun N and sourit is an intransitive verb (n\s), learning that ((La femme) sourit) is a sentence, leads to typing la as ((s/(n\s))/N ):
Since garçon is also a noun, and ((La garçon) sourit) is ungrammatical, one might regard la's type as that of a partial function accepting only feminine nouns. Assuming uniformity with respect to type membership, however, a more discriminating type assignment accounts for the data, too: In the present authors's view, uniformity with respect to type membership is an attractive assumption. In our context it is an interesting assumption, because it justifies the following understanding of − not justified by using classical logic:
Taking up the idea underlying Buszkowski's proposal concerning notation, we obtain:
In the language based on {⇒, ⇐, −}, − is a rewrite operation in the sense that every term −x can be rewritten as a term in which for every subterm −y, y is atomic.
As we shall see, the above algebraic interpretation of type negation turns the directional implications of Categorial Grammar into connexive implications, see [25] , [26] . Under this reading, the following sequents are correct:
For example, any expression of type (∼ y/x) is also of type ∼ (y/x), and vice versa. Moreover, we shall have double-negation laws with the effect that an expression e belongs to type ∼∼ x iff e belongs to type x.
Negated product types
Let us now inspect equation (iii). The considerations of this subsection will be negative: we shall assemble some reasons for not introducing negated product types. A reflection on (iii) reveals that this interpretation of the negation of product types (x × y) seems to provide no information that may be useful in discovering or defining the type assignment of a categorial grammar. Suppose we are informed that an expression e is not of type (x × y). According to the above interpretation, we learn that e is not a phrase (e 1 e 2 ), where e 1 is of type x and e 2 is of type y. But no particular further conclusion may be drawn from this information. Since
Then, an expression e is of type ∼ (x 1 × x 2 ) iff e is a pair (e 1 e 2 ) such that (i) e 1 is of type x 1 and e 2 is of type ∼ x 2 , or (ii) e 1 is of type ∼ x 1 and e 2 is of type x 2 , or (iii) e 1 is of type ∼ x 1 and e 2 is of type ∼ x 2 . But if, say, e 1 is of type x and e 2 is of type ∼ y, concluding that (e 1 e 2 ) is of type ∼ (x × y) is certainly much less informative than concluding that (e 1 e 2 ) is of type (x × ∼ y). And suppose that p, q, r are distinct atomic types and that we learn that p is of type ∼ (q × r). Then, assuming (iv), every expression of type p is of a product type (∼ q × r) or (q × ∼ r) or (∼ q × ∼ r), which is certainly unwanted.
In addition to the previous appeal to intuition, there is another, slightly more technical reason for refraining from introducing negated product types. Once ∼ (x 1 × x 2 ) is interpreted in terms of extensional (alias additive) disjunction ∨ in the metalanguage, it is natural to add ∨ to the object language of the syntactic calculus, too. And if both additive disjunction ∨ and negation ∼ are in the object language, then additive conjunction ∧ will probably also show up in the metalanguage in order to interpret types ∼ (x ∨ y), and a natural move is including ∧ in the object language of the syntactic calculus. In algebraic terms this means that the syntactic calculus extended by ∧ and ∨ is interpreted in extended powerset structures over residuated groupoids containing an operation − satisfying:
Thereby one obtains:
and − is a rewrite operation also in the extended language containing •, , and . However, introducing the powerset operations and also introduces a well-known problem. These operations satisfy the distribution laws:
In the absence of the structural rules of contraction and weakening, however, the usual sequent rules for ∧ and ∨, the lattice-rules, do not allow one to derive the corresponding distribution laws. Of course, one could work with a kind of semantics other than powerset residuated groupoids. Semilattice-ordered groupoids (see the semilattice-ordered groupoids in [21] ) or phase structures [13] may be adapted such that each of the following sequents
and their converses are valid (and not only the last two sequents and their converses). But from a linguistic point of view, these semantics seem much less well-motivated than powerset residuated groupoids.
Since, intuitively and in view of equation (iii), learning that an expression is definitely not of type (x × y) hardly provides any useful information, in this paper I decide to restrict the language and to exclude negated product types. Syntactically, this means that in the language of residuated groupoids (semigroups), terms ∼ (x • y) are not defined, and − remains a rewrite operation in the restricted language based on {⇒, ⇐, •, −}.
Negated atomic types
Note that we have not defined an operation −. Instead we have constrained such an operation by conditions on compound terms (x ⇒ y), (y ⇐ x), and −x. What about elements of P(M ) used to interpret atomic type symbols? In other words, how are we supposed to interpret the negation of atomic types? Like in constructive logic with strong negation, positive and negative information is here taken on a par. Evidence concerning atomic type membership may be positive (say, "Expression e is a name") or negative ("Expression e is definitely not a name"). Then, obviously, nothing in particular must be assumed about the negation of atomic types.
One might postulate that for an atomic type symbol p, the interpretations of p and ∼ p are always disjoint. From a realistic point of view it seems even appropriate to assume that the interpretation of p is the set-theoretic complement of the interpretation of ∼ p: any expression either belongs to type p or not, but not both. From an informational point of view, however, this is not appropriate. Information about type membership may be supplied from different sources (say, presumably competent speakers), one indicating that an expression e belongs to type x and another indicating that e is clearly not of type x, i.e., is of type ∼ x. If we do not want to forestall the possibility of such contradictory information, it is wise not to preclude it by a general definition that covers the interpretation also of atomic type symbols.
Another problem is whether one would be ready to accept a syntactic calculus that allows one to derive any sequents X → x and X → ∼x. In the absence of additive syntactic type symbols (y ∧ ∼y) such a readiness seems unlikely.
Proof theory
In this section, I shall define two syntactic calculi with negation and connexive implication, one associative and one non-associative. These sequent systems are shown to enjoy cut-elimination. Cut-elimination has a number of useful consequences including, in this case, decidability. The sequent rule for negated directional implications are inspired by the above clauses −(y ⇐ x) = {b ∈ M | (∀a ∈ x) b · a ∈ −y} and −(x ⇒ y) = {b ∈ M | (∀a ∈ x) a · b ∈ −y}.
Lambek calculi with connexive implication
We assume an infinite set At of atomic type symbols. The set of type symbols and the set of Gentzen-terms (G-terms) are inductively defined as follows:
1. Every atomic type symbol is a type symbol.
2. If x and y are type symbols, then so are (x × y), (x\y), and (y/x).
3. If x is a type symbol and x does not contain (and is different from) any type symbol of the form (y × z), then ∼ x is a type symbol.
4. Nothing else is a type symbol.
5. Every type symbol is a G-term.
6. If X and Y are G-terms, then (XY ) is a G-term.
Nothing else is a G-term.
A type symbol is also called a formula, and the notion of a subformula is defined in the usual way. We shall now use x, y, z, possibly with subscripts or superscripts, as variables for type symbols, and X, Y, Z, possibly with subscripts or superscripts, as variables for G-terms. Instead of (XY ) we shall also write XY . Moreover, we shall write Z[X] to express that Z is a G-term with factor X, i.e.,
, and Z [X] is a G-term that contains X as a factor and is shorter than Z[X]. Note that there is nothing like an 'empty G-term'.
Definition 3.2
The non-associative (associative) Lambek calculus with negation and connexive implication, NL ∼ (L ∼ ), in the language based on {/, \, ×, ∼} results from the nonassociative (associative) Lambek calculus NL (L) upon the addition of the following sequent rules:
The system NL in the language based on {/, \, ×} is given by the following rules:
The system L consists of NL together with:
In extensions of NL ∼ and L ∼ , the earlier sequents 1.-4. have simple proofs, see, for example, the following proof of 4.:
Also the following sequents are easily provable:
We shall use uppercase Greek letters ∆, Γ, Θ, possibly with sub-or superscripts as schematic letters for finite sets of sequents and s, s 1 , s 2 to denote arbitrary single sequents. For S ∈ {NL ∼ , L ∼ }, ∆ S s means that sequent s is derivable from ∆ in system S. If the context is clear, we just write ∆ s, and if ∆ is empty, we shall write s. If ∆ x → y and ∆ y → x, we shall also write ∆ x ↔ y.
The sequents 2. and 4.-6. are directional first-degree versions of the so-called Boethius' theses. Moreover, if the restriction to non-empty antecedents of sequents is given up, directional versions of the so-called Aristotle's theses are provable: ∼ (∼ x/x), ∼ (x/ ∼ x), ∼ (∼ x\x), and ∼ (x\ ∼ x). Aristotle's theses and Boethius' theses are characteristic of systems of connexive logic, see [25] and references therein. Therefore, in the presence of ∼, the implications / and \ are connexive implications. Note that connexive logic is supraclassical: Aristotle's theses and Boethius' theses are not theorems of classical logic. Since classical logic is Post complete, these principles cannot be consistently added to classical logic. In [24] , it has been suggested to extend NL by rules such that the sequents characteristic of quasi-groups become provable: y → (x\(x × y)), y → ((y × x)/x), (x\(x × y)) → y), and ((y × x)/x) → y. As in the present case, the result of this addition is a supraclassical system, if the structural rules of (intuitionistic and) classical logic are added.
A type symbol x is in negation normal form if for every subformula ∼ y of x, y is atomic. The calculi NL ∼ , and L ∼ satisfy a negation normal form theorem.
Definition 3.3
The function on the set of type symbols is inductively defined as follows:
If X is a G-term, the G-term X is inductively defined in the obvious way: x is defined as above, and (XY ) = (X Y ).
By induction on the complexity of type symbols, one can establish the following:
For every type symbol x, x is in negation normal form and S x ↔ x , for S ∈ {NL ∼ , L ∼ }.
Corollary 3.5
For every G-term X and type symbol
Let x y denote a type symbol that contains a certain occurrence of y as a subformula. Let then x z denote the result of replacing this occurrence of y in x by z. We define the degree d(y) of a type symbol y as the number of separate occurrences of connectives in y.
Observation 3.6
In NL ∼ and L ∼ , the relation x ↔ y fails to be a congruence relation.
Proof. In both systems we have (x/y) ↔ (x/((x/y)\x)), but nevertheless it does not hold that ∼ (x/y) ↔ ∼ (x/((x/y)\x)).
Definition 3.7
The type symbols x and y are provably strongly equivalent in NL ∼ and L ∼ ( x y) iff x ↔ y and ∼ x ↔ ∼ y.
Proof. By induction on l = d(x y ) − d(y). For l = 0, the claim is obvious. Suppose that l = m + 1 and that the claim holds for every j ≤ m. We consider here only two cases. Case 1: x is a negated atom. Then x y = ∼ y and x z = ∼ z. By assumption we have ∼ y ↔ ∼ z, and by (∼∼ →), (→ ∼∼) and (cut), ∼∼ y ↔ ∼∼ z. Case 2:
By the induction hypothesis, z y z z , and thus we obtain
Similarly, we obtain ∼ (x \z z ) → ∼ (x \z y ).
Cut-elimination and some of its implications
Theorem 3.9 Applications of (cut) can be eliminated from derivations in NL ∼ and L ∼ .
Proof. The proof is a straightforward extension of Lambek's cut-elimination proof for L in [15] . For readers not familiar with this proof we briefly rehearse it in outline here, although these remarks are rather elementary. Consider NL ∼ . It is shown that a proof of a sequent X → x with a single application of (cut) can be transformed into a proof of X → x not containing any application of (cut). (Then applications of (cut) in a proof can be eliminated successively.) The aim is to replace the single subproof Π ending in an application of (cut)
→ z such that every subproof of Π ending in an application of (cut) has a complexity smaller than the complexity of Π . The type symbol x is called the cut-formula. To define a complexity measure, the height h(Π) of a proof Π is inductively defined as follows. If Π is an axiomatic sequent
, where x is the cut-formula. It is assumed that the cut-degrees are lexicographically ordered. Then cases are distinguished as to the possible proofs of the premise sequents of the proof Π ending in an application of (cut). If one of the premises is an axiom, then Π is replaced by a (cut)-free proof.
If in the last step of the proof of the left premise sequent of (cut) the main connective of the cut-formula is introduced by a right introduction rule, but in the last step of the proof of the right premise sequent the corresponding left introduction rule has not been applied, a permuting reduction is carried out. The proof of the left premise sequent is used to apply the (cut)-rule in a premise of the right premise sequent of (cut). This gives a height-reducing replacement; the cut-formula remains the same. There is an analogous set of subcases, when in the last step of the proof of the right premise sequent of (cut) the main connective of the cut-formula is introduced by a left introduction rule, but in the last step of the proof of the left premise sequent the corresponding right introduction rule has not been applied. For example:
Finally, for all pairs of right and left rules, it may happen that the main connective of the cut-formula is introduced by these rules in both premise sequents of (cut). These are the principal cases, and we shall display here once case of these reductions of the degree of the cut-formula. The proof
For L ∼ , G-terms may be considered as finite lists of type symbols, so that the rules (assoc 1 ) and (assoc 2 ) can be neglected.
Note that this result also follows from the fact that deleting all negation symbols in the rules of Definition 3.2 results in sequent rules of L, so that every sequent provable in L ∼ and NL ∼ remains provable after deleting all negation signs.
Corollary 3.11 NL ∼ and L ∼ are decidable.
Proof. For NL ∼ decidability follows from bottom-up proof search. For L ∼ , G-terms again may be considered as finite lists of type symbols, so that the rules (assoc 1 ) and (assoc 2 ) can be neglected, and bottom-up proof search terminates.
Definition 3.12
Let At * := {x * | x ∈ At} be a set of new atomic type symbols, and let At:= At ∪ At * . Let X + be the result of replacing in the G-term X every occurrence of a negated atomic type symbol ∼ p by p * . For every G-term X, the G-term X * is defined as X + .
Corollary 3.13
For every G-term X and type symbol x in the language based on At:
in the language based on At.
An atomic type symbol p occurs positively in the scope of an even number of occurrences of ∼, and it occurs negatively in the scope of an uneven number of occurrences of ∼. A positive (negative) occurrence of p in formula x is positive (negative) in formulas x × y, y × x and in sequents X → x. A positive (negative) occurrence of p in x is negative (positive) in formulas ∼ x, (x\y), (y/x) and in sequents Y [x] → y. Let ×X be the result of replacing every sub-G-term (Y Z) in X by (Y ×Z). Clearly, ×X is a formula. An atomic type symbol occurs positively (negatively) in X iff it occurs positively (negatively) in ×X. Let pos(X) (neg(X)) denote the set of all atomic type symbols that occur positively (negatively) in X. Suppose we would want to interpret negated product types (x × y) by a powerset operation − that satisfies
We could then introduce the following sequent rules for negated product types:
With these rules, applications of cut would still be eliminable.
Semantics
We shall observe that NL ∼ (L ∼ ) is complete with respect to powerset residuated groupoids (semigroups) but fails to be complete with respect to structures called negative powerset residuated groupoids (semigroups). Definition 4.1 Let (P(M ), ⊆, •, ⇒, ⇐) be the powerset residuated groupoid (semigroup) over the groupoid (semigroup) (M, ·), and let v be a function from At into P(M ). The interpretation function I v from negation-free G-terms based on At into P(M ) is defined as follows:
for every powerset residuated groupoid (semigroup) (P(M ), ⊆, •, ⇒, ⇐) and every valuation function v from At into P(M ).
Since NL (L) is characterized by the class of all powerset residuated groupoids (semigroups), see [2] , [4] 
The faithful embedding of NL ∼ (L ∼ ) into NL (L) under the translation (·) * shows that after introducing ∼ we still have, in a sense, basically the same syntactic calculus. Positive and negative information about atomic type membership is treated on an equal footing, and the rest is rewriting. Negated types are nevertheless useful in approximating a correct type assignment for a language under investigation, because for some expressions only negative information about their membership in certain atomic or functor types may be available. 
Clearly such functions exist, since identity satisfies the above equations.
Definition 4.4
Let (P(M ), ⊆, •, ⇒, ⇐, −) be a negative powerset residuated groupoid (semigroup) over the groupoid (semigroup) (M, ·), let v be a function from At into P(M ), and let T be the set of all G-terms based on At. Then the interpretation function I * v from T ∪ At * into P(M ) is defined as follows: Proof. By Observation 3.6, ∼ is not extensional.
Conclusion
In this paper, we have introduced a certain non-classical negation into Categorial Grammar. Buszkowski [3] adds the axioms characteristic of a well-understood basic type of negation to an axiom system for the associative Lambek calculus and then investigates the semantical effects of this addition. In the present paper, another approach to introducing a negation connective into Categorial Grammar is ventured, namely considering the effects of falsifying the defining properties of the powerset operations used in the semantics of the Lambek calculi. While in the case of the powerset operation used to interpret product types the result casts doubt on the negation of product types, the ideal of uniformity with respect to type membership leads to a notion of negation that gives rise to connexive implications. This is interesting, because connexive implication previously has been discussed completely independently of Categorial Grammar. It may be difficult to judge whether the new kind of negation is more compatible with the linguistic sense of negative information than the quasiBoolean negation considered by Buszkowski. Under the assumption of uniformity with respect to type membership, the sequent rules for negated directed implications seem justified, and under the translation (·)
* , a characterization of NL ∼ and L ∼ is obtained with respect to linguistically intended models. Moreover, the sequent systems NL ∼ and L ∼ have the advantage of admitting cut-elimination and, as a result, being decidable.
Whether the operation ∼ in NL ∼ and L ∼ is in fact some kind of negation is, perhaps, a matter of debate, as the answer to the question "What is negation?" is contentious, see [9] , [23] . Although Nelson's constructive four-valued logic can be faithfully embedded into positive intuitionistic logic, strong negation in Nelson's logic is nevertheless widely accepted as a genuine negation operation. Therefore, the faithful embedding of NL ∼ (L ∼ ) into NL (L) under the translation (·) * does not necessarily exclude ∼ in NL ∼ and L ∼ from being a negation.
