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Abstract: We prove diffusion for a quantum particle coupled to a field of bosons (phonons or photons). The
importance of this result lies in the fact that our model is fully Hamiltonian and randomness enters only via
the initial (thermal) state of the bosons. This model is closely related to the one considered in [9] but various
restrictive assumptions of the latter have been eliminated. In particular, depending on the dispersion relation of
the bosons, the present result holds in dimension d ≥ 3 and no severe infrared conditions on the coupling are
necessary.
1 Introduction
The rigorous derivation of long-time diffusion from first principles of mechanics, be it quantum or classical,
remains an inspiring challenge in mathematical physics. To our best knowledge, there are up to this date very
few results of this type, see Section 2.5 for a brief review. Recently, in [9], a model was introduced which is
quite tractable and for which diffusion was proven in dimension d ≥ 4. It is a quantum system described by a
Hamiltonian of the type
H = HS +HE + λHI , λ ∈ R (1.1)
where HS is the Hamiltonian of a free particle moving on the lattice and it consists of two parts HS = Hkin +
Hspin describing the translational (kinetic) degrees of freedom and a spin degree of freedom, respectively. The
Hamiltonian HE describes a free field of bosons (the environment), and HI effectuates the coupling between
both. The system is started with the environment in a thermal state at inverse temperature β or in a nonequi-
librium state (then we have two phonon fields, at different inverse temperatures β1 6= β2). Such models are a
paradigm of open quantum systems. The form of the Hamiltonian will be given in Section 2, but let us already
list the properties that allow us to handle this model:
• The mass of the particle, or, since we are on a lattice, rather the inverse hopping strength, is chosen large.
In (1.1) this is accomplished by choosing Hkin inHS small. This allows a better control of a diagrammatic
expansion in real space, since the particle needs a long time to explore a large volume on the lattice.
• Even though the mass is large, the ’mixing rate’ that the spin and momentum degrees of freedom of the
particle experience due to the interaction with the phonons is not small. This is possible because of the
inclusion of the spin-degree of freedom.
• By choosing the interaction Hamiltonian sufficiently smooth (in the momentum of the phonons) and the
dimension d sufficiently large, we ensure that the free space-time correlation functions of the boson field
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decay at an integrable rate in time. We need them to decay at least as O(t−(1+α)) for large times t with
α > 1/4. To engineer this in d ≥ 3, it suffices to choose the dispersion relation of the bosons to be quadratic
in the momentum for small momenta, and to cut off the interaction for large momenta.
• By choosing the coupling constant λ small, we have a well controlled Markovian approximation (Lind-
blad equation) that describes the particle for times of O(λ−2). This Markovian approximation serves as a
first approximation to the true behavior and we set up an expansion to control the deviations from it.
Under these assumptions we prove that the reduced dynamics of the particle is diffusive. Our proof is
based on a renormalization group (RG) method that was developed in [4, 5, 1] to prove diffusion for random
walk in a random environment (RWRE). In the present context the random environment is provided by the
phonon field. Unlike in the case of RWRE, in the case at hand the particle influences the environment and the
reduced dynamics is non-Markovian. However, the Markovian approximation mentioned above provides a
starting point for the analysis where a Markovian dynamics is perturbed by a small non-Markovian noise. In
units of the weak coupling time scale O(λ−2) our model can then be viewed as a (quantum) random walk in
a (quantum) random environment. The RG method consists of an iterative scheme to show that on successive
larger temporal and spatial scales the random environment becomes smaller and smaller and the dynamics
tends to a renormalized Markovian ”fixed point”. We show that the renormalized noise vanishes in this limit
by showing that its (quantum) correlation functions tend to zero. Here we use a formalism developed earlier by
us [10] for the confined case, i.e. the proof that the state of a confined quantum system interacting with a similar
field as here tends to the equilibrium state.
The difference of the model considered in this paper and the one treated in [9] is that in the latter case an
additional condition was imposed on the free boson correlation function that restricts the model to dimensions
d ≥ 4 and to a rather special class of analytic particle-phonon interaction terms. In the context of these models
where the particle mass is chosen to scale as O(λ−2) it still remains a challenge to treat more generic phonon or
photon reservoirs where the temporal correlations decay as O(t−1) (which is the case in d = 3 if the dispersion
relation is linear for small momenta). To deal with these cases with our method one needs a more careful RG
analysis. A much more difficult and interesting problem is to relax the large mass assumption. In this case the
control of the corrections to the Markovian approximation seems still beyond current techniques.
Acknowledgements.We thank for European Research Council and Academy of Finland for financial support.
2 The model
We consider a finite, discrete hypercube Λ = ΛL = Z
d/LZd with L ∈ 2N. Whenever necessary, we identify
ΛL with the subset of Z
d given by {−L/2 + 1, . . . , L/2}d. We will take the thermodynamic limit at the end by
letting L → ∞. Since most concepts in the present section depend on the volume Λ, we often do not indicate it
explicitly.
2.1 Dynamics
2.1.1 Particle
The Hilbert space of the particle is
HS = S ⊗ l2(Λ) (2.1)
where S is the finite dimensional space of internal degrees of freedom. The Hamiltonian is
HS = Hspin ⊗ 1+ 1⊗Hkin, Hkin = − 1
λ−2mp
∆ (2.2)
where ∆ is the discrete Laplacian on l2(Λ) with periodic boundary conditions, defined by the kernel ∆(x, y) =
δ|x−y|1,1− 2dδx,y where |x− y|1 =
∑d
i=1 |xi− yi|with | · | the distance on the discrete torus Z/LZ. The parameter
λ−2mp is the mass of the particle, where the factor λ−2 is put in to stress that we choose the mass very big by
making λ small. For simplicity, we assume that the Hamiltonian Hspin is nondegenerate such that we can label
its eigenvectors by their eigenvalues, which we denote by e ∈ σ(Hspin).
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2.1.2 Phonon field
A single phonon is described by the one-particle Hilbert space l2(Λ). It will however be convenient to consider
this space in the Fourier-representation, l2(Λ∗) where Λ∗ = 2πL (Z
d/LZd) is the dual lattice. We consider Λ∗ as a
subset of Td-the d-dimensional torus identified with [−π, π]d. The Hilbert space of the phonon field is
HE = Γ(l
2(Λ∗)) (2.3)
where Γ(h) is the symmetric (bosonic) Fock space built on the one-particle Hilbert space h.
The Hamiltonian of the phonon field is given by
HE =
∑
q∈Λ∗
ω(q)a∗qaq (2.4)
where a∗q/aq are the creation/annihilation operators satisfying the canonical commutation relations (CCR)
[aq, a
∗
q′ ] = δq,q′ . (2.5)
ω(q) ≥ 0 is the frequency of the phonon with momentum q and we take ω a smooth function defined on Td. We
impose later further conditions on ω.
We will also consider a non-equilibrium setup, in which case we consider two different phonon fields, dis-
tinguished by the label j = 1, 2. In this case the Hilbert space isHE = Γ(l
2(Λ∗))⊗Γ(l2(Λ∗)) and the Hamiltonian
HE =
∑
q∈Λ∗
(
ω1(q)a
∗
q,1aq,1 + ω2(q)a
∗
q,2aq,2
)
(2.6)
where a∗q,1/aq,1 act on the first tensor in HE and a
∗
q,2/aq,2 on the second.
We assume the reader is familiar with these basic notions of second quantization and we refer to [12] for
more detailed accounts.
2.1.3 Full Hamiltonian
The interaction between particle and phonon field is chosen linear in the creation/annihilation operators. It is
of the form
HI = (2π/L)
d/2
∑
q∈Λ∗,j=1,2
(
W ⊗ eiqX ⊗ φj(q)aq,j
)
+ h.c. (2.7)
where ‘h.c.’ stands for ‘hermitian conjugate’, W is a Hermitian matrix acting on S (the space of the internal
degree of freedom), X = (Xj), j = 1, . . . , d is the vector of multiplication operators with the variable x ∈ Zd
on l2(Zd), qX is shorthand for
∑d
j=1 qjXj , and φj(q) are ”structure factors” that describe the coupling to the
phonons. We will take φj(q) the values of smooth functions φj : T
d → C at q ∈ Λ∗. We will impose some further
conditions on φj later.
The fact that the particle couples to both phonon fields via the same W -matrix, is by no means important,
and we make it for notational simplicity.
The total Hamiltonian is then
H = HS +HE + λHI (2.8)
acting on H = HS ⊗HE. If ωj(q) > 0 for any q ∈ Λ∗, then HI is an infinitesimal perturbation (in the sense of
Banach operator theory) of HE. By a standard application of the Kato-Rellich theorem, H is self-adjoint on the
domain of HE (we need not worry about HS since it is bounded). The condition ωj(q) > 0 is also necessary to
have a well-defined finite-volume Gibbs state (see e.g. (2.16)). However, once we take the thermodynamic limit,
the only remaining regularity assumption will be Assumption A. More concretely, this means that if we wish to
consider a smooth function ωj that vanishes in some points, then we should modify it in these points such that
it is discontinuous and strictly positive. The modification will be invisible in the thermodynamic limit).
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2.2 States
States of the combined system and environment are given by density operators ρSE ∈ B1(HS ⊗HE) where B1
denotes trace class operators. The initial states that we will consider are of the following form
ρSE = ρS ⊗ ρrefE (2.9)
with
ρrefE =
1
N e
−β1HE1 ⊗ e−β2HE2 , N = Tr (e−β1HE1 ⊗ e−β2HE2 ) (2.10)
and ρS ∈ B1(HS) is chosen to have support concentrated around the origin in the following sense. Elements of
HS can be represented by functions ψ(x) with x ∈ Λ ⊂ Zd and taking values in the spin space S . In this basis
ρS is given by a kernel (matrix) ρS(x
′, x) taking values in B(S ). Then we require
ρS(x
′, x) = 0, for |x|, |x′| > R (2.11)
for some R <∞.
Since the environment Hamiltonians are quadratic in the creation/annihilation operators, the density matrix
ρrefE is a “Gaussian state”, sometimes also referred to as a ‘quasifree state”. Moreover, since these density matrices
are functions of the environment Hamiltonian, the initial environment state ρrefE is obviously invariant under the
free environment evolution:
e−itHEρrefE e
itHE = ρrefE (2.12)
In fact, these two properties, Gaussianity and invariance under the free dynamics, are what we will really use in
our analysis, and the specific choice that we made for ρrefE is not important, except for one of our results which
will additionally require β1 = β2 and where we exploit the fact that the system is in (close to) thermodynamic
equilibrium. The dynamics of the density matrix of the entire system is given by
ρSE,t = e
−itH (ρS ⊗ ρrefE ) eitH = e−itL(ρS ⊗ ρrefE ) (2.13)
where we denote L := ad(H).
The reduced dynamics of the particle is defined by taking a partial trace TrE over the environment Hilbert
space HE:
ρS,t = TrE ρSE,t = TrE(e
−itL(ρS ⊗ ρrefE )) := ZtρS (2.14)
All our results will concern the reduced density matrix ρS,t, which means that we only consider particle observ-
ables, but it is straightforward to extend the formalism so as to handle observables of the boson field, as well as
more general initial states.
2.3 Thermodynamic limit
Since we are ultimately interested in long-time properties, we have to perform the thermodynamic limit to
eliminate Poincare´ recurrences. We take care of this below, but first we introduce the free boson correlation
function which will play an important role in our our main assumptions. First, we define the so-called Segal
field operators
Φ(x, t) := (2π/L)d/2
∑
q∈Λ∗, j={1,2}
(
ei(qx+ωj(q)t)φj(q)a
∗
q,j + e
−i(qx+ωj(q)t)φj(q)aq,j
)
(2.15)
The correlation function is then defined as
ζ(x, t) := Tr
[
ρrefE Φ(x, t)Φ(0, 0)
]
= (2π/L)d
∑
q∈Λ∗,j={1,2}
|φj(q)|2
(
1
eβωj(q) − 1e
i(xq+tωj(q)) +
1
1− e−βωj(q) e
−i(xq+tωj(q))
)
(2.16)
where the second equality is again a standard exercise in second quantization, and one recognizes the Bose-
Einstein distribution 1/(eβωj − 1). Let us denote by ζj(x, t) the corresponding expressions where j in the last
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sum is fixed, such that
∑
j=1,2 ζj(x, t) = ζ(x, t). It is clear that ζj is the correlation function due to reservoir
j. The correlation function ζ(x, t) will naturally come up in the evaluation of the perturbation series for the
dynamics.
To describe the thermodynamic limit, let us indicate the dependence in (2.16) on the volume Λ explicitly by
a superscript ζΛ(x, t), ζΛj (x, t). We write limΛրZd as a shorthand for the limit limL→∞, since Λ = ΛL. We assume
that the finite-volume free correlation functions converge
lim
ΛրZd
ζΛj (x, t) = ζ(x, t) (2.17)
for any x and uniformly on compacts in t ∈ Hβj = {z ∈ C, 0 ≤ Im z ≤ βj}, and that the limiting correlation
functions ζj(x, t) are bounded and continuous. This will hold for the basic examples of optical and acoustic
phonons in Section 2.4 (in the latter case we need to exclude q = 0 in the sum in eq. (2.16), cfr. the discussion
in Section 2.1.3). The reason that it is natural to consider times in the strip Hβj has to do with the KMS-relation,
which is the mathematical translation of the detailed balance property for reservoirs in thermal equilibrium. We
will not need any of this theory here, but we refer the interested reader to [3].
Note also that the spaces HS for Λ finite are naturally embedded into HS for Λ = Z
d (L = ∞) by our
identification of Λ,Λ∗ with subsets of Zd,Td. In particular, a density matrix ρΛS satisfying (2.11), is embedded
into B1(HS) for L > R. More generally, we have
Lemma 2.1. If the initial state is chosen as described above (including in particular the convergence (2.17) and the
boundedness of ζ(x, t)) then the limit
ρS,t := lim
ΛրZd
ρΛS,t (2.18)
exists in B1(HS) with HS defined with Λ = Z
d.
Note that this implies that ρS,t is a density matrix, i.e. ρS,t ≥ 0 and Tr ρS,t = 1.
2.4 Results
In this section, all quantities refer to infinite volume (Λ = Zd), unless we explicitly state the opposite, but this
happens only in Section 2.4.2.
We need an assumption that will guarantee sufficiently fast decay of correlations of the freely evolving
phonon field.
Assumption A (Decay(α)). There is an α > 0 such that, for j = 1, 2∫
R+
dt (1 + |t|)α sup
x∈Zd,0≤u≤βj
|ζj(x, t+ iu)| <∞ (2.19)
With no loss, we suppose α < 1.
The supremum over u on the RHS is irrelevant for most parts of the argument; it only plays a role for our
equilibrium results i.e. with β = 1 = β2. In fact, for natural form factors φ, the decay property for 0 < u ≤ β
can often be obtained from the decay for u = 0. In what follows, we will always refer to the total correlation
function ζ =
∑
j ζj .
The next assumption eliminates a drift by requiring that the model be reflection-symmetric and rotation-
symmetric (as far as the lattice allows). Let OZd be the subgroup of the orthogonal group O(d) that fixes the
lattice, i.e. O ∈ OZd iff. u ∈ Zd ⇒ Ou ∈ Zd and |Ou| = |u|.
Assumption B (Symmetries). The correlation function ζ is OZd -invariant in the sense that
ζ(Ox, t) = ζ(x, t), for any O ∈ OZd . (2.20)
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Of course, this assumption is satisfied by choosing the parameters of the Hamiltonians HE, HI and the initial
state ρrefE symmetric. The OZd -invariance of the particle dynamics was already assured by our explicit choice of
Hkin.
The next assumption assures that the particle is sufficiently well-coupled to the phonon field. To state it, we
need some definitions.
First, we assume that the spectrum of Hspin is non-degenerate. Then we can choose a basis ψe ∈ S of
normalized eigenvectors of Hspin, labelled by e ∈ σ(Hspin), and we defineWe,e′ := 〈ψe,Wψe′〉S (in general, we
write 〈·, ·〉E for the scalar product in a Hilbert space E ).
Secondly, let us introduce the set of Bohr frequencies corresponding to the spin Hamiltonian Hspin,
E := σ(ad(Hspin)) = {ε = e− e′; e, e′ ∈ σ(Hspin)} (2.21)
We assume the spectrum of ad(Hspin) is also non-degenerate except for the eigenvalue 0 which is dimS -fold
degenerate. That is, for any ε ∈ E , ε 6= 0, there is a unique ordered pair (e, e′), e, e′ ∈ σ(Hspin) such that e′−e = ε.
Next, let
ζω(x) =
∫
R
dt e−iωtζ(x, t) (2.22)
be the Fourier transform of the correlation function in time, which is well-defined by Assumption A. Without
further comment, we will always choose the definition of the Fourier transform in such a way as to minimize
the number of factors 2π in our formulas. We require that
lim
|x|→∞
ζε(x) = 0 (2.23)
for all 0 6= ε ∈ E . We consider its distributional Fourier transform ζˆω , defined by ζω(x) =
∫
dq e−iqxζˆω(q). From
(the infinite volume limit of) (2.16), it is formally given by
ζˆω(q) = (−1)sgn(ω)2π
∑
j=1,2
|φj(q)|2 1
eβjω − 1δ(ωj(q)− |ω|). (2.24)
We assume that for all 0 6= ε ∈ E the distribution ζˆε defines a finite positive Borel measure on Td which we
denote by ζˆε(dq). It is readily seen that this assumption holds e.g. if we suppose that∇ωj is bounded away from
0 in a neighborhood of the setMε,j = {q ∈ Td | ωj(q) = |ε|} for 0 6= ε ∈ E . For ω = 0, we assume ζˆω = 0. These
conditions hold in the examples below.
Wewill now define aMarkov jump processwith state spaceF := σ(Hspin)×Td. The rates j(e′, dk′; e, k) of the
jump process (jumps are fromunprimed to primed variables) are translation invariant in k-space: j(e′, dk′; e, k) =
j(e′, d(k′ − k); e, 0) and given by
j(e′, dk′; e, 0) = |We,e′ |2ζˆe′−e(dk′) (2.25)
The main assumption then is that this Markov process acts irreducibly on absolutely continuous densities: The
transition map Pt acts on L
1(F) = L1(F , µ), where µ is the product of Lesbeguemeasure on Td and the counting
measure σ(Hspin) and we demand that, for any t > 0, the only Borel sets E for which the implication
Suppf ⊂ E ⇒ SuppPtf ⊂ E, f ∈ L1(F) (2.26)
holds, are, up to null sets, ∅ or F .
We summarize:
Assumption C (Fermi Golden Rule). Assume
i) The spectra ofHspin and ad(Hspin) (apart from the eigenvalue 0) are non-degenerate
ii) ζ0 ≡ 0 and for all 0 6= ε ∈ σ(ad(Hspin)), ζε(x) decays at infinity and ζˆε defines a finite positive measure.
iii) The Markov process on F = σ(Hspin)× Td with jump rates (2.25) is irreducible in the above sense.
Before proceeding to the results, let us give some examples of models for which all our assumptions are
satisfied.
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Example 1 (optical phonons). Let
ω(q) = (m2ph +
d∑
i=1
sin2
qi
2
)
1
2 , withmph 6= 0. (2.27)
This is a typical dispersion relation of an optical phonon branch. Note that |det(Hessian(ω))| is bounded away
from 0 in a neighbourhood of 0. Let the form factor is φ(·) be a smooth function on Rd with compact support in
this neighborhood of 0. Then a standard argument relying on stationary phase estimates yields
sup
x
|ζ(x, t)| ≤ C(1 + |t|)−d/2 (2.28)
Hence Assumption A is satisfied with α = (d/2)− 1− δ, for any δ > 0. To ensure that Assumption C is satisfied,
we chooseS = C2 withW = σx andHspin = ε0σz wherewe use the traditional notation σx =
(
0 1
1 0
)
, σz =
(
1 0
0 −1
)
.
Then a sufficient condition for Assumption C is that Mε0 ∩ Suppφ has positive measure on Mε0 . With these
choices, our equilibrium result (β1 = β2) holds for d ≥ 3, and the non-equilibrium result (β1 6= β2) holds for
d ≥ 4.
Example 2 (acoustical phonons). If one considers acoustical phonons, for example with the above dispersion
relation (2.27) with mph = 0, then, for smooth φ(q), supx |ζ(x, t)| ≤ C(1 + |t|)−(d−1)/2. Hence, the equilibrium
result holds for d ≥ 4 and the nonequilibrium one for d ≥ 5. From the point of view of our techniques, the
important difference with the above example lies not therein that inf ω = 0, but in the fact that ω(q) is linear in
|q| for small q.
2.4.1 Diffusion
Our most important result concerns diffusion of the particle. To state this somehow concisely, we note that the
density matrix ρS,t determines a probability measure Pt(x) on Z
d:
Pt(x) = TrS [ρS,t(x, x)] =
∑
e∈σ(Hspin)
ρS,t(x, e;x, e)
where TrS is the partial trace on B(S ) (below Tr is the full trace on HS), and we wrote the matrix ρS,t(x
′, x) ∈
B(S ) in the basis indexed by σ(Hspin) as ρS,t(x′, e′;x, e). Physically speaking, Pt(x) is the probability to find the
particle at time t on the lattice site x ∈ Zd. Equivalently, for an observable F (X)∑
x
Pt(x)F (x) = Tr[ρS,tF (X)], F ∈ l∞(Zd) (2.29)
Hence, the function γ 7→ Tr[ρS,teiγX ], figuring in the theorems below, is the characteristic function of the prob-
ability measure Pt.
Theorem 1 (Equilibrium). Assume that Assumptions B, C and Assumption A with α > 1/4, hold, and moreover, that
β1 = β2. Then, there is a λ0 > 0 such that, for 0 < |λ| < λ0, the characteristic function of X√t converges to a Gaussian:
for all k ∈ Rd
lim
t→∞Tr[e
ik X√
t ρS,t] = e
−|k|2D⋆ , (2.30)
for some strictly positive diffusion constantD⋆. Moreover, also moments of X√
t
converge to moments of the Gaussian. That
is, for any multi-index I
lim
t→∞Tr[(
X√
t
)IρS,t] = (−i∂k)Ie−|k|2D⋆
∣∣∣
k=0
. (2.31)
Theorem 2 (Non-Equilibrium). Assume that Assumptions B, C and Assumption A hold with α > 1/2, but possibly
β1 6= β2. Then, there is a λ0 > 0 such that, for 0 < |λ| < λ0, the conclusions of Theorem 1 hold
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2.4.2 Thermalization and decoherence
We describe some further results that could be of interest. The following result states that some observables
tend to an asymptotic value as t → ∞. Let ρβSE be the (finite volume) Gibbs state at inverse temperature β
corresponding to the interacting Hamiltonian H , i.e.
ρβSE =
1
Tr(e−βH)
e−βH (2.32)
Take Λ = Zd now and and consider a ‘particle observable’ A ∈ B(HS) that is translation-invariant, that is, its
kernel satisfies A(x′, e′;x, e) = A(x′ + y, e′;x + y, e) for any y ∈ Zd (recall the notation introduced in Section
2.4.1). Whenever necessary, we define a corresponding finite-volume (Λ = Zd/LZd) observable by restriction,
i.e.AΛ := 1ΛA1Λ with 1Λ = 1S ⊗1l2(Λ), using the identification of Λwith a subset of Zd. To avoid technicalities,
we moreover demand
|A(x′, e′;x, e)| ≤ Ce−c|x−x′| (2.33)
The algebra of all translation-invariant A ∈ B(HS) satisfying such a condition (constants 0 < c,C < ∞ can
depend on A) is denoted by A.
Define the equilibrium expectation value of A ∈ A as
〈A〉β := lim
ΛրZd
Tr[ρβSE(A
Λ ⊗ 1E)] (2.34)
Note that ρβSE depends on Λ, too. The existence of the limit follows easily by the expansions in Section 10.3.
Theorem 3. Let A ∈ A. Under the conditions of Theorem 1 (including the restriction on |λ|), we have
lim
t→∞Tr[ρS,tA] = 〈A〉β , whereβ := β1 = β2 (2.35)
If we drop the condition that β1 = β2, then the asymptotic state of the particle is given by a NESS (non-
equilibrium steady state):
Theorem 4. Let again A ∈ A. Under the conditions of Theorem 2, we have
lim
t→∞Tr[ρS,tA] = 〈A〉ness, (2.36)
for some linear functional A→ 〈A〉ness on A, satisfying |〈A〉ness| ≤ ‖A‖B(HS), 〈1〉ness = 1 and 〈A〉ness ≥ 0 for A ≥ 0.
The easiest way to give more details on the NESS consists in using the fact that it is a small perturbation (in
λ) of the NESS that one obtains in the Markovian approximation to our model, and this will be described below.
Let us however quote one important property of both functionals 〈·〉ness and 〈·〉β , namely decoherence.
Choose the observables Ay with kernel Ay(x
′, e′, x, e) = δx′−x,ya(e, e′), then there is a γ0 > 0
|〈Ay〉ness| ≤ Ce− 12 γ0|y| (2.37)
for some constant C, independent from y. The same statement holds for 〈Ay〉β as well, but this does not require
our analysis since it is a property of the interacting Gibbs state introduced above.
2.4.3 The Markov approximation
Asmentioned already above, we can describe our results qualitatively by referring to theMarkov approximation
to our model. Strictly speaking this Markov approximation retains the quantum nature of the problem, but as
far as the the long-time properties of the system are concerned, we can describe what is happening with the help
of the ’classical’ Markov process that was already introduced before Assumption C by specifying the rates j(·, ·)
on the state space F = σ(Hspin) × Td. One should think of the elements in F as ’good quantum numbers’ for
the Hamiltonian HS, with k ∈ Td momentum and e ∈ σ(Hspin) spin. Since we assumed it to be irreducible, this
Markov process has a unique invariant state given by an absolutely continuous positive measure. We call the
associated density µQ(k, e).
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If β1 = β2, then we simply have
µQ(k, e) = (1/2π)
de−βe(
∑
e′
e−βe
′
)−1 (2.38)
The fact that this Gibbs state is uniform in k is due to the fact that the kinetic energy was chosen so small that on
the time scale λ−2 for which the Markov approximation is valid, the kinetic degrees of freedom do not couple
directly to the phonons.
For β1 6= β2, we do not have an explicit expression for the invariant density µQ(k, e), but it is connected to the
NESS discussed in the previous sections as follows. For A ∈ A, we define
〈A〉ness,Q := 1
(2π)d
∫
Td
dk
∑
e
µQ(k, e)
∑
x
eikxA(0, e, x, e) (2.39)
Then we have
〈A〉ness − 〈A〉ness,Q = o(|λ|0), λ→ 0 (2.40)
In fact, the same statement holds true when β1 = β2, but in that case it follows simply by explicitly compar-
ing the (S-part of) the full interacting Gibbs state with µQ(k, e), i.e. no analysis of the dynamics is necessary.
Furthermore, we note that by the invariance property j(e,′ dk′; e, k) = j(e,′ d(k′ − k); e, 0), we can deduce that
µQ(k, e) = (1/2π)
dµQ(e) (independent of k). For more details on how the NESS might look like in a concrete
example, we refer the reader to [11] where we construct a model that describes a ratchet. Starting from this
example, it is straightforward to prove that the NESS is not an equilibrium state.
From the Markov approximation, we can also infer an approximation for the diffusion constant. Assume
that the Markov process on F describes a particle that jumps in its (k, e) coordinates and, in between jumps,
propagates freely in space with velocity
vi = 2m
−1
p sin ki, k ∈ Td (2.41)
Note that, this is the gradient of k 7→ m−1p
∑d
i=1(2 − 2 coski), which is the dispersion relation of Hkin, up the
factor λ2. The disappearance of the factor λ2 is due to the fact that the Markov process describes the dynamics
of times of order λ−2. The diffusion constant DQ of such a particle is given by the velocity-velocity correlation
function
DQδi,j =
1
2
∫
R
dt〈vi(t)vj(0)〉 (2.42)
where the expectation 〈·〉 is computed with respect to the stationary Markov process. Then, the diffusion con-
stant D⋆ in Theorems 1, 2 has the asymptotics D⋆ = λ2DQ + o(λ
2) as λ→ 0.
2.5 Related work
2.5.1 Classical mechanics
Diffusion has been established for the two-dimensional finite horizon billiard in [7]. In that setup, a point particle
travels in a periodic, planar array of fixed hard-core scatterers. The finite-horizon condition refers to the fact that
the particle cannot move further than a fixed distance without hitting an obstacle.
In [21], the hard-core scatterers are replaced by a planar lattice of attractive Coulombic potentials, i.e., the
potential is V (x) = −∑j∈Z2 1|x−j| . In that case, the motion of the particle can be mapped to the free motion on a
manifold with strictly negative curvature, and one can again prove diffusion.
Recently, a different approach was taken in [6]: Interpreted freely, the model in [6] consists of a d = 3 lattice
of confined particles that interact locally with chaotic maps such that the energy of the particles is preserved
but their momenta are randomized. Neighboring particles can exchange energy via collisions and one proves
diffusive behavior of the energy profile.
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2.5.2 Quantum mechanics for extended systems
The earliest result for extended quantum systems that we are aware of, [25], treats a quantum particle interacting
with a time-dependent random potential that has no memory (the time-correlation function is δ(t)). Recently,
this was generalized in [20] to the case of time-dependent randompotentials where the time-dependence is given
by a Markov process with a gap (hence, the free time-correlation function of the environment is exponentially
decaying). In [26], a quantum particle interacting with independent heat reservoirs at each lattice site was
treated. This model also has an exponentially decaying free reservoir time-correlation function and as such, it
is very similar to [20]. Notice also that, in spirit, the model with independent heat baths is comparable to the
model of [6], but, in practice, it is easier since quantum mechanics is linear.
The most serious shortcoming of these results (except for [9], already discussed in the introduction) is the
fact that the assumption of exponential decay of the correlation function in time is unrealistic. In the model
of the present paper, the space-time correlation function, ζ(x, t), is the correlation function of freely-evolving
excitations in the reservoir, created by interaction with the particle. Since momentum is conserved locally, these
excitations cannot decay exponentially in time t, uniformly in x.
In the Anderson model, the analogue of the correlation function does not decay at all, since the potentials
are fixed in time. Indeed, the Anderson model is different from our particle-environment model: diffusion is
only expected to occur for small values of the coupling strength, whereas the particle gets trapped (Anderson
localization) at large coupling.
Finally, we mention two recent and exciting developments: 1) in [14], the existence of a delocalized phase in
three dimensions is proven for a supersymmetric model, and 2) In [16], delocalization of eigenvectors is proven
for a class of random band matrices. Both models can be thought of as toy versions of the Anderson model.
2.5.3 Quantum mechanics for confined systems
The theory of confined quantum systems, i.e., multi-level atoms, in contact with quasi-free thermal reservoirs
has been intensively studied in the last decade, e.g. by [2, 19, 13, 24, 10]. In this setup, one proves approach to
equilibrium for the multi-level atom. Although at first sight, this problem is different from ours (there is no ana-
logue of diffusion), the techniques are quite similar and we were mainly inspired by these results. However, an
important difference is that, due to its confinement, the multi-level atom experiences a free reservoir correlation
function with better decay properties than that of our model (if one assume enough infrared regularity) and the
’Markov approximation’ to the model has a gap, whereas in the extended system it is diffusive.
2.5.4 Scaling limits
Up to now, most of the rigorous results on diffusion starting from deterministic dynamics are formulated in a
scaling limit. This means that one does not fix one dynamical system and study its behavior in the long-time
limit, but, rather, one compares a family of dynamical systems at different times, as a certain parameter goes
to 0. The precise definition of the scaling limit differs from model to model, but, in general, one scales time,
space and the coupling strength (and possibly also the initial state) such that the Markovian approximation to
the dynamics becomes exact. In the model of the present paper, one can do this by considering the dynamics for
times t = O(λ−2) and then taking λ→ 0. The result is a Markovian approximation which was already referred
to in Section 2.4.3. Of course, the point of the present paper is that we go beyond the Markovian approximation
and we describe the dynamics for infinite times at fixed λ. There are quite some results on scaling limits in the
literature, for example [28, 18, 17, 23, 22, 15], and we do not attempt an overview.
2.6 Strategy of proof
We will now give a road map for the proof of Theorems 1 and 2. It is based on a careful analysis of the long
time properties of the reduced particle dynamics given by the operator Zt defined in eq. (2.14) and extended to
infinite volume in Section 5. We view Zt as a bounded map Zt : B1(HS)→ B1(HS) i.e.
Zt ∈ B(B1(HS)).
The main ingredient will be a proof that in a suitable norm the rescaled large time limit
lim
t→∞S
√
tZt (2.43)
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exists3. Here S√t is an operator implementing the scaling of the particle position occurring in Theorem 1 in the
space B(B(HS)) explained in detail in Section 3.3. This large time limit is controlled in two steps.
2.6.1 Random walk in random environment
The first step consists of studying the dynamics on the time scale O(1/λ2). This scale is large enough so that
the dissipative effects that we want to exhibit are clearly visible, and small enough such that a simple Duhamel
expansion can be controlled. Thus, let us fix t0 = λ
−2t0 with t0 of O(1). The evolution of the system plus
environment up to this time is given by
U := e−it0L. (2.44)
Denote the reduced time evolution on this scale by
T := Zt0 . (2.45)
In Section 11.1 we show that for λ small enough,
T = et0(−iLS+λ
2M) +O(|λ|2α) (2.46)
in an appropriate norm, cfr. Proposition 11.1. Here, LS = ad(HS) andM is the generator of a “quantumMarkov
process” that is very closely related to the Markov process discussed in Section 2.4.
We will now compare the full evolution (2.44) to the one where the particle dynamics is given by the reduced
evolution T and the environment evolves freely:
U = T ⊗ e−it0LE +B (2.47)
where LE = ad(HE). This defines the “excitation operatorB” acting onB1(HS⊗HE). This operator is analyzed
in Section 10. There we show that B is small and ”weakly correlated” (Propositions 10.1 and 10.2). To explain
what we mean by this, consider the full evolution for times t longer than t0. Taking t = Nt0 we have
e−iNt0L = UN = (T ⊗ e−it0LE +B)N . (2.48)
We rewrite this
UN = e−iNt0LE(T + B(N))(T +B(N − 1)) . . . (T +B(1)) (2.49)
where we use the shorthand T for T ⊗ 1 and e−it0LE for 1⊗ e−it0LE and define
B(τ) := eiτt0LEBe−i(τ−1)t0LE . (2.50)
Using cyclicity of the trace and the fact e−it0LEρrefE = ρ
ref
E , i.e. the invariance of the environment state under the
uncoupled dynamics we get
ZNt0ρS = TrE
[
(T +B(N)) . . . (T +B(2))(T +B(1))(ρS ⊗ ρrefE )
]
(2.51)
If B(τ), τ = 1, . . . , N were set to zero in (2.51), the reduced evolution would be given by ZNt0 = T
N i.e. by
a discrete-time semigroup acting in the system space. This is our ‘quantum random walk’. Using (2.46), it is
easy to show that it is diffusive; this is done in Section 11. More precisely, we show that the process generated
by M is diffusive and the diffusivity of TN follows then by simple perturbation theory. The presence of B(τ)
produces time dependence and dependence on the environment variables that are traced over in the end. We
wish to think about the latter as time dependent noise and the TrE as an expectation over the noise. Thus, given
D ∈ B(B1(HS ⊗HE)) we define E(D) ∈ B(B1(HS)) by
E(D)ρS := TrE
[
D(ρS ⊗ ρrefE )
]
. (2.52)
Using this notation we have
ZNt0 = E(UN ) (2.53)
3This statement is of course only true in infinite volume
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together with
T = E(U) (2.54)
and
E(B(τ)) = 0 (2.55)
for all τ which follows again from the invariance of ρrefE . In Section 3.1 we generalize this expectation to a larger
algebra needed to analyze (2.51). Given a set A = {τ1, τ2, . . . , τm} ⊂ {1, 2, . . . , N} with the convention that
τi < τi+1 we define the time-ordered correlation function
GA := E (B(τm)⊙B(τm−1)⊙ · · · ⊙B(τ1)) ∈ [B(B(HS))]⊗m (2.56)
Here ⊙ denotes a product that is tensor product in the system space and operator product in the environment
space, see Section 3.1. Like in classical probability we introduce in Section 3.2 connected correlation functions or
cumulants GcA in our non-commutative setup. Propositions 10.1 and 10.2 show that these cumulants are small
and inherit decay in time from the environment correlation function.
Thus wewant to think about T+B(τ) as transition probability kernels in the system spacewhich are random
due to the environment dependence and we want to prove average or “annealed” diffusion for the associated
process, a quantum version of random walk in random environment.
2.6.2 Renormalization group
The second step in the control of the large time asymptotics of Zt is to control the large N asymptotics of (2.53)
composed with the scaling. This is achieved using Renormalization Group (RG) method which consists of
studying (2.51) in an inductive way. Pick an integer ℓ and define the RG map
R(U) := Sℓ(Uℓ2), (2.57)
where the scaling Sℓ = Sℓ ⊗ 1 acts on B(B1(HS)) only (see Section 3.3). Iterating it n times, and using (Sℓ)n =
Sℓn we get
Un := Rn(U) = Sℓn(Uℓ2n). (2.58)
Define now
Tn := E(Un). (2.59)
By (2.53) Tn gives the (rescaled) reduced dynamics at time ℓ
2nt0:
Tn = SℓnZℓ2nt0 . (2.60)
Thus the existence of the limit (2.43) is closely related to proving (in a sense to be made precise) the existence of
lim
n→∞ Tn = T
∗ (2.61)
This is the content of Proposition 6.3.
Tn is analyzed inductively in n. We define the renormalized noise Bn in analogy with (2.47) by
Un = Tn ⊗ e−iℓ2nt0LE +Bn. (2.62)
Bn is studied through its cumulants G
c
n,A defined as for B. The RG map (2.57) leads to a recursion
Tn+1 = F(Tn, Gcn,•) (2.63)
where the map F is given explicitly in eq. (3.9) and another one for the correlation functions
Gcn+1,A = FA(Tn, Gcn,•) (2.64)
with FA given in eq. (3.37). The recursion (2.63) is studied in Section 7 and (2.64) in Sections 8 and 9. For this
analysis a choice of suitable norm for Gcn,A is crucial: Norms which respect the structure of the iteration (2.64)
are constructed in Section 5.2.
The convergence (2.61) is a consequence of the fact that that the map (2.64) contracts the norms of the correla-
tion functionsGcn,• and preserve their temporal decay i.e. the noise is “irrelevant”. For the contraction one needs
to study carefully the linearization of the map FA (Section 8). A crucial input to this analysis is the existence
of two symmetries in the problem: unitarity and reversibility (Sections 4.1 and 4.3) that provide the contractive
factors. However, the symmetry from reversibility is only present in the equilibrium case, i.e. β1 = β2, and this
is the reason why our results are stronger in that case.
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3 Renormalization group formalism
In this section, we define the correlation functions GA and derive the recursion relations for their renormalized
versions Gn,A as well as for the Tn. We also discuss the symmetries preserved by the RG map. Throughout this
section and the next one, all expressions are in finite volume. In particular, all vector spaces that we introduce
are finite-dimensional (with one exception: R⊗
N
) and all sums that appear are finite. The infinite volume limit
and the definitions of the tensor product spaces in that limit will be discussed in Section 5.
3.1 Correlation functions of excitations
Wewill now define the correlation function (2.56) and explain how the reduced dynamics (2.51) can be expressed
in terms of it. We abbreviate
RS = B(B1(HS)), RE = B(B1(HE)) (3.1)
such that U,B(τ) are elements of RS ⊗RE and T is an element of RS. Define, forD,D′ ∈ RS ⊗RE the object
D ⊙D′ ∈ RS ⊗RS ⊗RE
as an operator product in E-part and tensor product in S-part. Concretely, let first D = DS ⊗ DE and D′ =
D′S ⊗D′E. Then
D ⊙D′ := DS ⊗D′S ⊗DED′E.
Extend then by linearity to the whole space RS ⊗RE . Iterating this construction we define for Di ∈ RS ⊗RE,
i = 1, . . . ,m
Dm ⊙ · · · ⊙D2 ⊙D1 ∈ (RS)⊗m ⊗RE.
We define the ‘expectation’
E : (RS)
⊗m ⊗RE → (RS)⊗m
on simple tensors DS ⊗DE, DS ∈ (RS)⊗m , DE ∈ RE by
E(DS ⊗DE) := DSTrE(DEρrefE )).
and then we extend by linearity. Hence we have explained the definition (2.56) of GA.
Note that by (2.55) G{τ} = 0, and GA = GA+τ since e−it0LEρrefE = ρ
ref
E . It will be convenient to label the RS’s
and to drop the subscript S (since we will rarely need RE), writing simply R for RS. Let us denote by R
⊗N the
linear space spanned by simple tensors . . .⊗V2 ⊗ V1 where all but a finite number of Vj are equal to the identity
1. For finite subsets A ⊂ N, we then define RA as the finite-dimensional subspace of R⊗N spanned by simple
tensors . . . ⊗ V2 ⊗ V1 with Vj = 1, j /∈ A and we write in particular Rτ = R{τ}. Let A = {τ1, τ2, . . . , τm} with
τ1 < τ2 < . . . < τm. Obviously, RA is naturally isomorphic to R
⊗m by identifying the right-most tensor factor
to Rτ1 , the next one to Rτ2 , etc. . .We denote this isomorphism from R
⊗m to RA by IA and we will from now on
write GA to denote IA[GA] ∈ RA since GA acting on the ‘unlabeled’ space R⊗m will not be used.
Consider a collection A of finite disjoint subsets of N, then each of the spaces RA∈A is a subspace of RSuppA
where SuppA = ∪A∈AA. Given a collection of operators KA ∈ RA, we have
∏
AKA ∈ RSuppA. However, we
prefer to denote such products by
⊗
A∈A
KA ∈ RSuppA, (3.2)
i.e. we keep the tensor product explicit in the notation.
To express (2.51) in terms of the correlation functions (2.56) we need one more operation; the contraction T
of neighboring spaces. Let I = {τ1, . . . , τm} be a discrete interval, i.e. τi = k+ i for some k, and consider a family
Vτ ∈ R, τ ∈ I , then we define
T (Iτm [Vm] ⊗ Iτm−1 [Vm−1]⊗ . . . Iτ1 [Vτ1 ]) := VmVm−1 . . . V1 (3.3)
and then extend T linearly to an operator RI → R. In formulas like the one above, we will often abbreviate
Iτ [Vτ ] by Vτ , which is an abuse of notation that does not cause confusion since we keep the tensor product
explicit on the LHS, as indicated above.
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With these definitions eq. (2.51) can be written as
ZNt0 = T (E [(T +B(N))⊙ . . . (T +B(2))⊙ (T +B(1))]) (3.4)
and expanding the product we end up with desired formula
ZNt0 =
∑
A⊂{1,...,N}
T [ ⊗
τ∈Ac
T (τ)⊗GA], Ac = {1, . . . , N} \A (3.5)
where the operators T (τ) are shorthand for copies of Iτ [T ] ∈ Rτ , as announced above, and hence, for each
operator appearing in the product, we have specified the space RA or Rτ in which it acts (indeed, recall that
GA was defined to act in RA). In contrast, the order in which we write the factors inside the T [·] does not have
any meaning. For a completely explicit expression of T (and of TA′ , which will be introduced later), we refer to
Section 3.5.1.
3.2 Connected correlation functions
The ‘connected correlation functions” or ’cumulants’, denoted by GcA, are defined to be operators on RA satis-
fying
GA′ =
∑
partitionsA of A′
(
⊗
A∈A
GcA
)
(3.6)
The tensor product in this formula is well-defined sinceRA′ = ⊗
A∈A
RAwheneverA is a partition ofA′. Note that
this definition of connected correlation functions reduces to the usual probabilistic definition when all operators
that appear are numbers and the tensor product can be replaced by multiplication. Just as in the probabilistic
case, the relations (3.6) for all sets A′ fix the operators GcA uniquely since the formula (3.6) can be inverted. This
is done inductively in |A|, i.e.
Gc{τ} = G{τ}, G
c
{τ1,τ2} = G{τ1,τ2} −Gcτ2 ⊗Gc{τ1} (3.7)
Gc{τ1,τ2,τ3} = G{τ1,τ2,τ3} −
∑
j=1,2,3
Gc{τj} ⊗Gc{τ1,τ2,τ3}\{τj} − ⊗j=1,2,3G
c
{τj}. (3.8)
Note however that there are many simplifications because G{τ} = Gc{τ} = 0 by definition.
Inserting (3.6) into (3.5) we get
ZNt0 = T
N +
∑
A∈B(I)
T
[(
⊗
τ∈I\SuppA
T (τ)
)
⊗
(
⊗
A∈A
GcA
)]
(3.9)
where I = {1, 2, . . . , N}, B(I) is the set of non-empty collections A of disjoint subsets A of I , and SuppA =
∪A∈AA. Formula (3.9) follows from (3.5) by substituting (3.6) since, obviously, any disjoint collection A is a
partition of SuppA. The term TN in (3.9) originates from A = ∅ in (3.5).
3.3 Kernels and rescaling of space
To define the scaling operator introduced in (2.43) we need to write our operators in a suitable basis. First, let us
fix a basis for the space B1(HS) . Since we assumed Hspin to be non-degenerate, we may label a basis of S by
eigenvalues e ∈ σ(Hspin). Hence ψ ∈ HS = S ⊗ l2(ΛL) may be identified with a function ψ(x, e). Next, in this
basis ρ ∈ B1(HS) becomes a kernel (matrix)
ρ = ρ(xL, eL;xR, eR),
where xL, xR ∈ ΛL and eL, eR ∈ σ(Hspin) (R/L for “right/left”). The scaling operator will act on a particular
combination of xL and xR. Therefore we need to introduce new coordinates. Note that the construction below
depends on the finite volume Λ (by the parameter L) in a trivial way, and we will not indicate this dependence
explicitly.
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Let, for a vector a ∈ 12Zd, ⌊a⌋ stand for the vector with components ⌊a⌋i = ⌊ai⌋ (largest integer smaller than
ai). Then we define
x := ⌊xL + xR
2
⌋, v := ⌊xL − xR
2
⌋ (3.10)
and
η := xL − (x+ v) ∈ {0, 1}d (3.11)
such that we have
xL = x+ v + η xR = x− v (3.12)
The variables eL, eR, η will play a minor role in our analysis. Together with v, we gather them in one symbol s
which hence takes values in the set
S := σ(Hspin)× σ(Hspin)× {0, 1}d × Zd/LZd.
The new variables (x, s) thus run through the set
A0 := Z
d/LZd × S, (3.13)
and we may identify ρ ∈ B(HS) (or, since the space is finite-dimensional, any Bp(HS)) with a function on A0,
i.e.
ρ = ρ(x, s).
SimilarlyK ∈ R is given by a function on A0 × A0 i.e. a kernelK(x′, s′;x, s) which acts on B1(HS) by
(Kρ)(x′, s′) =
∑
(x,s)∈A0
K(x′, s′;x, s)ρ(x, s) (3.14)
We define a distinguished subset S0 ⊂ S
S0 := {s = (eL, eR, η, v) ∈ S |eL = eR, v = 0, η = 0} (3.15)
Note that S0 is independent of L, |S0| = dimS , and that
Tr ρ =
∑
x,s
ρ(x, s)1S0(s) (3.16)
The scaling in the renormalization step affects only the variable x. At first, x takes values in Zd/LZd, but
later on it lives on finer lattices. This motivates the definitions
Xn := ℓ
−n(Zd/LZd), An := Xn × S (3.17)
To reconstruct the original coordinates xL, xR from the (x, s) at scale n, one finds
xL = ℓ
nx+ v + η xR = ℓ
nx− v. (3.18)
The scaling map transforms functions on An into functions on An+1, i.e. we define
Sℓ : l
∞(An)→ l∞(An+1) (3.19)
with
Sℓρ(x, s) = ℓ
dρ(ℓx, s).
Since R is the space of kernels on A0×A0, let us denote by Rn the space of kernelsK on An×An and the action
Sℓ : Rn → Rn+1
by SℓK = SℓKS
−1
ℓ i.e.
(SℓK)(x
′, s′;x, s) = ℓdK(ℓx′, s′; ℓx, s). (3.20)
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When summing over a variable x ∈ Xn, it is natural to take account of the cell volume i.e. consider Riemann
sums. We do this by defining ∫
Xn
dxf(x) :=
∑
x∈Xn
ℓ−ndf(x) (3.21)
Also, we use the shorthand z = (x, s) and the notation∫
An
dzf(z) =
∫
An
dxds f(x, s) :=
∑
(x,s)∈An
ℓ−ndf(x, s). (3.22)
These conventions are motivated by the fact that they preserve normalization. Thus we have∫
Xn+1
dx (Sℓf)(x) =
∫
Xn
dx f(x). (3.23)
and it is natural to define a trace on functions on An by
Tr f :=
∫
An
dz f(z)1S0(s) =
∑
s∈S0,x∈X
ℓ−ndf(x, s) (3.24)
This trace is invariant under scaling;
Tr ρ = TrSℓρ. (3.25)
In particular, if ρ ∈ B1(HS), hence ρ a function on A0, then Sℓnρ is a function on An and we have TrSℓnρ = Tr ρ
so that the ’Tr’ defined here is indeed connected to the original trace of operators. Similarly the sum in (3.14)
becomes an integral and the product of two kernelsK1,K2 ∈ Rn becomes
(K2K1) (z
′, z) =
∫
An
dz′′K2(z′, z′′)K1(z′′, z) (3.26)
We will also need a discrete delta-function
δ(z′, z) = ℓ−ndδx′,xδs′,s, z = (x, s), z′ = (x′, s′) (3.27)
which satisfies ∫
An
dz′δ(z′, z) = 1.
In the rest of the paper, we will usually not indicate the integration space in expressions like
∫
dz,
∫
dx,
∫
dx
since it can be deduced from the name of the integration variable (and the context).
3.4 RG recursion for T
Let us now study the renormalized reduced dynamics Tn defined in (2.59). Tn belongs to the rescaled space
Rn. We copy the setup of Section 3.1, defining spaces Rn,A as products of Rn,τ , copies of Rn. We also define,
analogously to (2.50),
Bn(τ) := e
iτℓ2nt0LEBne
−i(τ−1)ℓ2nt0LE (3.28)
and the time-ordered correlation function
Gn,A := E (Bn(τm)⊙Bn(τm−1)⊙ · · · ⊙Bn(τ1)) ∈ (Rn)⊗m , (3.29)
for A = {τ1, . . . , τm} with τ1 < τ2 < . . . < τm. With these notations, the concepts of Section 3.1 correspond to
n = 0, i.e. T and B(τ) introduced there will now be referred to as T0, B0(τ). As in Section 3.1, we embed Gn,A
into Rn,A and we write Tn(τ) to denote a copy of Tn embedded in Rn,τ . The recursion relation for Tn is obtained
from the analogue of eq. (2.53):
Tn+1 = SℓT
[
E
(
(Tn +Bn(ℓ
2))⊙ . . . (Tn +Bn(2))⊙ (Tn +Bn(1))
)]
(3.30)
16
which leads as in (3.5) to
Tn+1 =
∑
A⊂{1,...,ℓ2}
SℓT [ ⊗
τ∈Ac
Tn(τ)⊗Gn,A], Ac = {1, . . . , ℓ2} \A. (3.31)
To get the analogue of (3.9 ) define first Iτ ′ , the set of times at scale n associated to a time τ
′ at scale n+ 1, by
Iτ ′ := {ℓ2(τ ′ − 1) + 1, ℓ2(τ ′ − 1) + 2, . . . , ℓ2τ ′} (3.32)
Then
Tn+1 = Sℓ[T
ℓ2
n ] +
∑
A∈B(Iτ′ )
SℓT
[(
⊗
τ∈Iτ′\SuppA
Tn(τ)
)
⊗
(
⊗
A∈A
Gcn,A
)]
(3.33)
where B(Iτ ′) is the set of non-empty collections A of disjoint subsets A of Iτ ′ , and SuppA = ∪A∈AA. Note
that the τ ′ on the RHS is arbitrary because of time-translation invariance, cfr. the discussion in Section 3.1, and
because the contraction T has been defined such that it produces operators in R. We could have put simply
τ ′ = 1 here, but we will need it anyhow in the next section.
3.5 Recursion relations for correlation functions
We derive the recursion forGcn+1,A′ , the cumulants at scale n+1, in terms of those at scale n. The set of times at
scale n that contribute to Gcn+1,A′, is
IA′ := ∪τ ′∈A′Iτ ′ (3.34)
We will need an extension of the contraction operator T . Given τ ′ ∈ N, let
Tτ ′ : Rn,Iτ′ → Rn,τ ′
be the contraction as defined in Section 3.1 with the interval I = Iτ ′ , but followed by the imbedding of Rn into
Rn,τ ′ . Given a finite set A
′ ⊂ N, we set
TA′ := ⊗
τ ′∈A′
Tτ ′ : Rn,IA′ → Rn,A′
In words, we contract within the time intervals Iτ ′ . Below in Section 3.5.1 we illustrate the action of TA′ by
defining it explicitly with kernels. Again, let B(IA′) be the set of non-empty collections A of disjoint subsets A
of IA′ . Let us first write Gn+1,A′ in terms of objects at scale n:
Gn+1,A′ =
∑
A∈B(IA′ ):∀τ ′∈A′:SuppA∩Iτ′ 6=∅
SℓTA′
[
⊗
A∈A
Gcn,A ⊗
τ /∈SuppA
Tn(τ)
]
(3.35)
Here, the rescaling Sℓ acts on all copies of Rn, that is, we write Sℓ instead of Sℓ ⊗ . . .⊗ Sℓ.
Note that any collection A ∈ B(IA′ ) that satisfies ∀τ ′ ∈ A′ : SuppA ∩ Iτ ′ 6= ∅ induces a graph GA′(A) on the
vertex set A′ by the prescription that we connect τ ′1, τ
′
2 ∈ A′ by an edge whenever there is an A ∈ A such that
A ∩ Iτ ′1 6= ∅, and A ∩ Iτ ′2 6= ∅, (3.36)
This leads to the basic relation between scale n and n+ 1
Gcn+1,A′ =
∑
A∈B(IA′ ):GA′(A) connected
SℓTA′
[
⊗
A∈A
Gcn,A ⊗
τ /∈SuppA
Tn(τ)
]
(3.37)
To prove this relation, we merely need to check that the recursion relation (3.6) holds. This is done by writing
each term on the RHS of (3.35) as a tensor product over connected components A′1, . . . , A
′
m of the graph GA′(A)
and realizing that the factors of the tensor product are precisely given by (3.37) with A′ replaced by A′1, . . . , A′m.
For a detailed description of this proof in the probabilistic (i.e. commutative) case, we refer to [5]. In Figure 1,
we pick a specific A′ and we draw three collections that A that contribute to the sum in (3.37).
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A′
A1
A1 A2 A3
A1 A2 A3
IA′
IA′
IA′
Figure 1: We consider the set A′ = {1, 2, 4} (upper part of the figure) at the scale n. At scale n + 1 this set is
represented by the set IA′ . In the figure, we took ℓ
2 = 4, so that IA′ = [1, 12] ∪ [13, 16]. We show three different
collections A that contribute to Gcn,A. From top to bottom, we first have A = {A1} with A1 = {1, 8, 14}, then
A = {A1, A2, A3} with A1 = {1, 16}, A2 = {6, 8}, A3 = {7, 13, 14} and A = {A1, A2, A3} with A1 = {1, 2}, A2 =
{4, 5}, A3 = {7, 8, 15, 16}.
3.5.1 Kernel representation and the map TA′
In Section 3.3, we introduced coordinates x ∈ Xn, s ∈ S, z ∈ An, such that operators in Rn can be identified with
kernels on An × An. In a similar way, we can identify operators in Rn,A with kernels on An,A × An,A, where
An,A is the cartesian product ×τ∈AAn,τ and An,τ are copies of An. Throughout the paper, we denote by zA, z′A
elements of An,A, and, hence, for anyKA ∈ Rn,A, we have a kernelKA(z′A, zA). Let us now illustrate the action
of the contraction operatorKA′ on kernels.
Consider a partition A of IA′ (hence in particular A ∈ B(IA′ )) and consider a family of kernels KA(z′A, zA)
with A ∈ A. Let us call a set of two consecutive times {τ, τ + 1} ∈ IA′ a bulk bond whenever {τ, τ + 1} ⊂ Iτ ′ for
18
some τ ′. Then we have(
TA′
[
⊗
A∈A
KA
])
(z˜′A′ , z˜A′) =
∫
dz′IA′dzIA′
∏
{τ,τ+1} bulk bonds
δ(zτ+1, z
′
τ )
∏
A∈A
KA(z
′
A, zA)
∏
τ ′∈A′
δ(z˜′τ ′ , z
′
max Iτ′
)δ(z˜τ ′ , zmin Iτ′ ) (3.38)
where the discrete δ-function was defined in (3.27). Note that this formula is slightly different in spirit from the
formulas in Section 3.5, because thereAwas a collection of disjoint sets, not necessarily a partition. In each term
of (3.37), we can define a partition A′ by adding to A the sets {τ}, τ ∈ IA′ \ SuppA and setting K{τ} = Tn(τ).
Then, each term of (3.37) is recast in the form (3.38).
To avoid any possible misunderstanding, let us give a concrete example. We take A′ = {1, 2} and ℓ2 = 4,
such that IA′ = {1, 2, . . . , 8}. For the partition A, we take A = {A1, A2} with A1 = {1, 2, 5, 6}, A2 = {3, 4, 7, 8}.
Then
(TA′ [KA2 ⊗KA1 ]) (z˜′1, z˜′2; z˜1, z˜2) =
∫
dz2,3,4,6,7,8KA1(z2, z3, z6, z7; z˜1, z2, z˜2, z6)
KA2(z4, z˜
′
1, z8, z˜
′
2; z3, z4, z7, z8) (3.39)
Note that we write KA(z
′
1, z
′
2 . . . ; z1, z2, . . .) where z1 are the coordinates of the smallest time, then z2, etc.., and
similarly for z′1, z
′
2 and whenever possible, we have used zτ to denote the unprimed coodinate corresponding to
time τ (we could not do it for the primed coordinates, because they are sometimes identified with an unprimed
coordinate of the previous time.)
4 Unitarity and Reversibility
The correlation functions Gcn,A satisfy identities that are crucial for the proof of our results. The first of these
“Ward identities” (called the ’unitarity’ identity below) is due to invariance of the trace Tr(·) on B1(H ) under
unitary maps and time-independence on the reference state of the environment w.r.t. the uncoupled dynamics.
The second one (the ’Gibbsian’ identity) is due to the invariance of the equilibrium Gibbs state under the dy-
namics. To discuss the latter we need to elaborate on the relationship between free and interacting Gibbs states,
see Section 4.2.1. The Ward identities will produce some additional smallness in our expansion. The ’Unitarity’
identity eliminates certain terms exactly, the ’Gibbsian’ identity does this only approximatively, as long as the
temperature is not infinite.
4.1 Ward identity from unitarity
We start by examining the consequences of the conservation of probability, i.e. unitarity of e−itH . Let ρSE ∈
B1(H ) and abbreviate ρ = Sℓn−1ρSE. Then
TrBn(τ)ρ = 0. (4.1)
where the total trace Tr could also be written as Tr = TrTrE where the Tr on the RHS acts on functions on An
as defined in 3.3. Indeed, from (2.62), (2.57) and (3.28) we infer
Bn(τ)ρ = Sℓn(UnρU
−1
n )− (Tn ⊗ 1E)ρ
where Un ∈ B(H ) is unitary. Thus, by using (3.25),
TrBn(τ)ρ = Tr(UnρU
−1
n )− Tr((Tn ⊗ 1E)ρ)
= Tr ρ− Tr ρ = 0 (4.2)
By picking appropriate ρSE this identity leads to the following one for kernels:∫
An
dz′τ1S0(s
′
τ )G
c
n,A(z
′
A, zA) = 0, τ = maxA, z
′
τ = (x
′
τ , s
′
τ ). (4.3)
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We rewrite this relation in the form in which it will be used. Let P ∈ B(l∞(S)) be a one-dimensional projector
with kernel
P (s′, s) = µ(s′)1S0(s), (4.4)
where µ(·) is some function that satisfies (to ensure that P is indeed a projector) the normalization condition:∑
s′∈S0
µ(s′) = 1. (4.5)
In the rest of the paper, rank-one operators like P will be written as P = |µ〉〈1S0 |. Then the Ward identity can
also be expressed simply as ∫
dx′τ (P ⊗ 1 . . .⊗ 1)Gcn,A(x′A, xA) = 0, τ = maxA (4.6)
where P acts on (the s-coordinates of) Rτ=maxA.
4.2 Equilibrium setup: the case β1 = β2
In this section, we assume that the reference state of the two environments is in equilibrium at temperature
β = β1 = β2.
4.2.1 Equilibrium states
We already introduced the state ρrefE onB(HE). We now introduce a corresponding finite-volume reference state
on B(HS). It is given by
ρrefS =
(
Tr[e−βHS ]
)−1
e−βHS (4.7)
and we define
ρrefSE = ρ
ref
S ⊗ ρrefE (4.8)
We will also need the Gibbs state of the coupled system. We introduce
ρβSE =
(
Tr[e−βH ]
)−1
e−βH , ρβS := TrE ρ
β
SE (4.9)
Hence we adopt the convention of using the superscript “ref” for states that are Gibbs with respect to the un-
coupled Hamiltonian, and the superscript β for interacting Gibbs states and restrictions of those. In particular,
note that ρβS is not a Gibbs state but merely a restriction of a Gibbs state.
To ease the discussion of the thermodynamic limit, we also introduce
νref := |Λ|ρrefS , νβ := |Λ|ρβS (4.10)
As a consequence of translation invariance, the kernels of νβ , νrefare constant in the variable x ∈ X0, hence they
reduce to functions of s ∈ S;
νβ(x, s) = µβ(s), νref(x, s) = µref(s) (4.11)
Moreover, the chosen normalization ensures that∑
s∈S0
µβ(s) =
∑
s∈S0
µref(s) = 1 (4.12)
Next, we introduce the Radon-Nikodym derivative as an unbounded operator on H
Drd := e
1
2∆F (β)e−
β
2He
β
2 (HS+HE), (4.13)
where∆F (β) is a number defined by
e∆F (β) =
Tr
[
e−β(HS+HE)
]
Tr [e−βH ]
(4.14)
One can check that the ’free energy difference’∆F (β) has a limit as Λր Zd (it is not proportional to |Λ|, because
the number of particles does not grow with the volume). Drd is an unbounded operator, even in finite volume,
but it is obviously well-defined by the functional calculus. The reason why we call Drd a ‘Radon-Nikodym
derivative’ is that, formally,
ρβSE = Drdρ
ref
SED
∗
rd (4.15)
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4.2.2 Correlation functions involving τ = 0
Let us define the operator U0(0) by
U0(0)ψ := DrdψD∗rd (4.16)
for ψ in an appropriate subset of B2(H ), such that formally
ρβSE = U0(0)ρrefSE. (4.17)
It is not hard to see that U0(0) is densely defined on B1(H ). This is however not our point. Rather we want to
treat the operator U0(0) en par with the operator U0 introduced previously, hence we write
U0(0) = T0(0)⊗ 1E +B0(0) (4.18)
where
T0(0) := E U0(0) (4.19)
We can now extend formally the definition (2.56) such that the set A can include τ = 0. We define an additional
copy, Rn,0, of Rn such that again Gn,A is embedded into Rn,A. When defining the renormalization transforma-
tion of U0(0), we omit the iteration and keep the rescaling only, such that we have
Un(0) := SℓnU0(0), Bn(0) := SℓnB0(0), Tn(0) := SℓnT0(0) (4.20)
With these definitions, we can also formally define the correlation functions Gn,A ∈ Rn,A at higher scales n ≥ 1.
Lemma 4.1. The operators Tn(0) and Gn,A, G
c
n,A with A ∋ 0, are bounded. The relation (3.37) remains valid for A ∋ 0
if one defines I0 := {0}.
The boundedness will be easily proven with help of expansions in Section 10.3. The validity of the recursion
relation is formally obvious. For later use, we also define the bounded map Z˘t : B1(HS)→ B1(HS)
Z˘tρS := TrE[e
−itL(DrdρS ⊗ ρrefE D∗rd)] = TrE[e−itLU0(0)(ρS ⊗ ρrefE )] (4.21)
4.3 Ward identity from equilibrium
To state this Ward identity, it is convenient to introduce an additional piece of notation. Given K ∈ R ⊗R and
ψ ∈ B1(HS), letKψ ∈ R ⊗B1(HS) be given by
(V2 ⊗ V1)ψ := V2 ⊗ (V1ψ) (4.22)
on elementary tensors K = V2 ⊗ V1 and then extending by linearity. This notation is only used in the lemma
below and its proof.
Let us also define the scaled versions of the states (4.10)
νrefn := Sℓnν
ref , νβn := Sℓnν
β (4.23)
Then we have the Ward identity:
Lemma 4.2.
E(Bn(τ)⊙Bn(1))νβn = −E(Bn(τ) ⊙Bn(1)Bn(0))νrefn − E(Bn(τ)⊙ (Tn ⊗ 1E)Bn(0))νrefn (4.24)
+ E(Bn(τ − 1)⊙Bn(0))νrefn (4.25)
Proof. Up to trivial rescaling, the proof is the same for all n, we will therefore for simplicity set n = 0 and omit
it everywhere. We also abuse notation by writing Tn, Tn(0) for Tn ⊗ 1E, Tn(0)⊗ 1E. We introduce the projector
P that acts on B1(H ) by
Pψ = (TrE ψ)⊗ ρrefE , ψ ∈ B1(H ) (4.26)
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We start from
B(1)P ρβSE = −B(1)(1− P)ρβSE − TρβSE + eit0LEρβSE (4.27)
where we used B(1) = eit0LEU − T and ρβSE = UρβSE. Next, we substitute
ρβSE = U(0)ρrefSE = U(0)(ρrefS ⊗ ρrefE ) = (T (0) +B(0))(ρrefS ⊗ ρrefE )
and use PρβSE = ρβS ⊗ ρrefE to obtain
B(1)(ρβS ⊗ ρrefE ) = (−B(1)(1 − P)B(0)− TB(0) + eit0LEB(0))(ρrefS ⊗ ρrefE )
+ (eit0LET (0)− TT (0))(ρrefS ⊗ ρrefE ) (4.28)
This relation has the form
∑
jDj(ψS,j ⊗ ρrefE ) = 0, for some ψS,j ∈ B1(HS) and Dj operators on B1(H ), hence
it implies that ∑
j
E(D′ ⊙Dj)ψS,j = 0, for any D′ (4.29)
where we used the convention (4.22). We choose D′ = B(τ) and we spell out (4.29), obtaining
E(B(τ) ⊙B(1)) ρβS = −E(B(τ) ⊙B(1)B(0))ρrefS
−E(B(τ) ⊙ TB(0))ρrefS + E(B(τ − 1)⊙B(0))ρrefS (4.30)
where the two first terms in (4.28) containing no B(·)-operator have disappeared because E(B({τ})) = 0, and
we used E(B(τ)eit0LE ⊙ . . .) = E(B(τ − 1)⊙ . . .). The lemma follows upon multiplying with |Λ| and reinstating
the subscript n.
4.3.1 Ward identity in terms of correlation functions GcA,n
As it stands, Lemma 4.2 is not written in terms of the correlation functions GcA. We can however easily rewrite
it in that way. Since the Ward identity compares operators in different copies of Rn, it is unnatural to index
the z, z′-coordinates by τ ∈ A and hence we use arbitrary indices, with the convention that the z, z′-coordinates
corresponding to earlier times stand to the left of the later ones. We again drop the index n.
The Ward identity reads∫
dzaG
c
{1,τ}(z
′
a, zb
′; za, zb)νβ(za) =
∫
dzaLτ (z
′
a, zb
′; za, zb)νref(za) (4.31)
with
Lτ (z
′
a, z
′
b; za, zb) := −
∫
dz Gc{0,1,τ}(z, z
′
a, z
′
b; za, z, zb)
−
∫
dz T (z′a, z)G
c
{0,τ}(z, z
′
b; za, zb) +G
c
{0,τ−1}(z
′
a, z
′
b; za, zb) (4.32)
The verification of this relation from Lemma 4.2 is by inspection, using the fact thatGA = G
c
A whenever |A| ≤ 3,
which in turn follows from the vanishing of GA whenever |A| = 1.
Remark. The reader should think of eq. (4.31) as analogous to the unitarity Ward identity, eq. (4.3). Namely, the
RHS turns out to run down to zero fast under the RG (i.e. as n → ∞) and this lets us get extra contraction for
the RG flow of the two-point function.
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5 The infinite volume setup
Up to this point, our whole treatment was restricted to finite volume Zd/LZd. This allowed us to neglect all
sorts of analytical questions since all the operators pertaining to the S-part were actually finite matrices (this is
not true for operators on HE, though). In this section, we indicate which quantities remain meaningful in the
thermodynamic limit and we give their precise definition. Note that the lattices Xn,An remain meaningful with
L = ∞, as was already indicated in Section 3.3. However, the spaces Rn,A, defined as tensor products in finite
volume, are no longer uniquely defined and we will choose a norm to specify them in Section 5.2.
5.1 Thermodynamic limits
Let us now indicate explicitly the volume dependence in the evolution operators TΛn , T
Λ
n (0), the correlation func-
tionsGΛn,A, G
c,Λ
n,A and the ’unnormalized states’ ν
β,Λ
n , ν
ref,Λ
n . Those objects were previously simply denoted by the
same symbols without Λ but now we reserve this notation for infinite-volume quantities. The thermodynamic
limit is then defined by point-wise convergence of kernels (well-defined since AΛn is naturally a subset of An) as
Λր Zd (recall that this is shorthand for L→∞ since Λ = ΛL). Recall the assumption (2.17), it leads to
Lemma 5.1. The kernels of the operators TΛn , T
Λ
n (0), the correlation functions G
Λ
n,A, G
c,Λ
n,A and the ’unnormalized states’
νβ,Λn , ν
ref,Λ
n converge pointwise as Λր Zd. The limiting kernels satisfy the recursion relations (3.33), (3.37) and the Ward
identities (4.3) and (4.31). In particular, the sums on An implicit in the RHS of these recursion relations are absolutely
convergent.
This lemma follows directly from the bounds of Lemma 10.1 and (for τ = 0) those of Section 10.3.
5.2 Norm on kernels
5.2.1 Tensor product completions
We have introduced the space Rn (on scale n) for operators acting on (rescaled) particle density matrices. As
long as the volume Λ is finite, this space is finite-dimensional and hence isomorphic to B(B1(HS)). Similarly,
the tensor product spaces RA,n are finite dimensional and thus all norms are equivalent. However, as Λ ր Zd,
care is needed. Even if we choose a norm forRn there are several ways to complete the algebraic tensor products.
Our choice is dictated by the recursion relation (3.37) which we want to be continuous in the norm. The norms
are of course meaningful for Λ finite as well, and in the definition below we will not distinguish different values
of Λ.
Recall that an element of Rn,A is represented by the kernel KA = KA(z
′
A, zA) with A = {τ1, . . . , τm}, τi <
τi+1 and zA = (zτ1 , . . . , zτm) ∈ An,A. Recall also that zτ = (xτ , sτ ). Since the scale subscript n does not play any
role as far as the definition of the norm is concerned, we suppress it in what follows and we will simply write
R,RA, etc...
We need to distinguish in the norm the x and the s variables and so will view R as the tensor product
Rx ⊗Rs where K ∈ Rx is represented by the kernelK(x′, x) and K ∈ Rs by K(s′, s). Introduce the following
L1 − L∞ norm in the spaces Rx and Rs
‖K‖ := max
(
sup
y′
∫
dy(|K(y′, y)|, sup
y
∫
dy′|K(y′, y)|)
)
(5.1)
where y stands either for x if K ∈ Rx and for s if K ∈ Rs. We use and recall the conventions introduced in
Section 3.3:
∫
dx denotes the sum over Xn together with a scaling factor and
∫
ds is the sum over S (without any
scaling factor), hence
∫
dy can be either of these two ’integrals’. This distinguished use of the symbol y is only
in the present section, i.e. Section 5.2.1. The space RA can be viewed as the tensor product R
x
τm ⊗Rsτm ⊗ . . . ⊗
Rxτ1 ⊗Rsτ1 . It is however simpler to consider more generally kernelsK ∈ ⊗mi=1Rσi where σi ∈ {x, s}, hence not
necessarily with the same number of x- and s-coordinates (Note that we drop the τ -labels since what follows is
independent of the labelling of tensors). We now define the norm ‖K‖ on such kernels, inductively in the degree
m.
23
WriteK = K(y′, y)with y = (y1, . . . , ym) and yi equals xi or si depending on σi, and analogously for y′. For
1 ≤ i ≤ m, fix y< = (y1, . . . , yi−1) and y> = (yi+1, . . . , ym) and letK(i) ∈ Rσi be the restriction of K to Rσi with
y< and y> kept fixed. Then K(i) := ‖K(i)‖ is a kernel of degree m − 1. We define the norm inductively in the
degree of kernels by setting
‖K‖ := max
i
‖K(i)‖.
The virtue of this norm is that it behaveswell under tensor products and contractions (the operator T introduced
in Section 3.1), the basic building blocks of the the recursion relation (3.37). We define the contraction ι : Rσ ⊗
Rσ → Rσ by
(ιK)(y′, y) =
∫
dy˜ K(y˜, y′; y, y˜) (5.2)
We extend this map to ⊗mi=1Rσi in the natural way: for i < j s.t. σi = σj let ιij act in the i:th and the j:th factors
Rσj ⊗Rσi . Finally, we write |K| for the operator with kernel |K|(y′, y) := |K(y′, y)|.
Points 1) and 2) of the following lemma are used throughout, point 3) is necessary only in the proof of
Lemma 7.2.
Lemma 5.2. Let K and L be kernels as above. Then
1)
‖K ⊗ L‖ ≤ ‖K‖‖L‖ (5.3)
2) Let σi = σj such that ιij is defined, then
‖ιijK‖ ≤ ‖K‖ (5.4)
3) Let K be of degreem with σ1 = σ2 = . . . = σm, then, for any i ∈ {1, . . . ,m},
sup
y,y′
|ι12ι23 . . . ιm−1,mK| ≤ ‖ sup
yi,y′i
|K|‖ (5.5)
where on the RHS the norm is applied to a kernel of degreem− 1.
Proof. For the first claim, we proceed by induction in the degree of K ⊗ L. Obviously (K ⊗ L)(i) = K(j) ⊗ |L| if
i = degree(L) + j, and (K ⊗ L)(i) = |K| ⊗ L(i) if i ≤ degree(L). Thus
‖K ⊗ L‖ ≤ max
ij
(‖K(i) ⊗ L‖, ‖K ⊗ L(j)‖) ≤ max
ij
(‖K(i)‖‖L‖, ‖K‖‖L(j)‖) = ‖K‖‖L‖
where we used induction in the second step.
For the second claim, the inductive definition of our norm means it suffices to check the claim for K of
degree two. Thus consider the first term in (5.1) for ιK :
sup
y′
∫
dy
∣∣∣∣∫ dy˜ K(y˜, y′; y, y˜))∣∣∣∣ ≤ sup
y′
∫
dy˜
∫
dy |K(y˜, y′; y, y˜)| ≤ sup
y′
∫
dy˜ sup
y′′
∫
dy |K(y′′, y′; y, y˜)|
and the expression on the right is bounded by ‖K(1)‖. By analogous reasoning, the second term in (5.1) is
bounded by ‖K(2)‖ and hence we have indeed ‖ιK‖ ≤ ‖K‖.
To get the third claim, it is sufficient to check it form = 2 and form = 3 with i = 2, since all other cases can
be reduced to one of these. We check explicitly the casem = 3 with i = 2. The LHS is estimated as
sup
y,y′
∫
dy˜
∫
dy˘|K(y˜, y˘, y′; y, y˜, y˘))| ≤ sup
y,y′
∫
dy′′′ sup
y˜
∫
dy˘ sup
y′′
|K(y′′′, y′′, y′; y, y˜, y˘))|
≤ sup
y
∫
dy′′′ sup
y′
∫
dy˘ sup
y˜,y′′
|K(y′′′, y′′, y′; y, y˜, y˘))|
and one now verifies easily that the result is indeed smaller than the RHS. The m = 2 case follows by similar,
though simpler reasoning.
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5.2.2 Definition of the norm ‖ · ‖γ
We will modify the norms introduced above to encode information about the decay properties of the kernels.
Thus wewill define a norm ‖KA‖γ that depends on two parameters: γ0 (giving the decay in the v−v′ coordinate,
and γ given the decay in the x− x′ coordinate. Note that the parameter γ0 is not included in the notation for the
norm, since we will never need to consider a different one. The parameter γ will equal a multiple (of order 1) of
γ0. Given a kernelKA ∈ RA, let
KγA(z
′
A, zA) := KA(z
′
A, zA)e
γ
∑
τ∈A |x′τ−xτ |eγ0
∑
τ∈A |v′τ−vτ | (5.6)
where we wrote zτ = (xτ , sτ ) and sτ = (vτ , ητ , (eL)τ , (eR)τ ). Then we set
‖KA‖γ := ‖KγA‖. (5.7)
Note that
(KA ⊗KB)γ = KγA ⊗KγB. (5.8)
Recall the contraction ιi,j introduced above, with each of the indices i, j corresponding to a pair (τ, σ)with τ ∈ A
and σ = x, s. We define now (contractions on the RHS are as in the previous section)
ιτ,τ ′ := ι(τ,x),(τ ′,x)ι(τ,s),(τ ′,s) = ι(τ,s),(τ ′,s)ι(τ,x),(τ ′,x) (5.9)
Starting from (5.2) and using the triangle inequality |x′ − x| ≤ |x′ − x˜|+ |x˜− x| and similarly for v, v′, v˜, we
get for point-wise nonnegative kernelsKA
(ιττ ′KA)
γ ≤ ιττ ′KγA. (5.10)
These observations lead to
Lemma 5.3. 1) Let A be a collection of disjoint sets A ⊂ N0 such that IA′ = SuppA (see Section 3.5) and let for all
A ∈ A an operatorKA ∈ RA be given, then∥∥∥∥TA′ [ ⊗
A∈A
KA
]∥∥∥∥
γ
≤
∏
A∈A
‖KA‖γ (5.11)
2) Let KA ∈ RA. Then
‖Sℓ[KA]‖γ = ‖KA‖γ/ℓ, (5.12)
and
‖KA‖γ ≤ ‖KA‖γ′
for γ < γ′.
Proof. For 1) we bound (5.11) from above by replacingKA by |KA| and then use (5.8) and (5.10). Then, since T
is a product of contractions ιi,j , Lemma 5.2 2) applies and we get the claim. For the first claim in 2) observe that
the norm (5.1) is invariant under Sℓ and the effect in γ is the stated one. The second claim is obvious.
Remark From now on, the space R is meant to be equipped with the norm ‖ · ‖γ . The exponential factors in our
norm (provided γ > 0) imply in particular that kernelsK ∈ R map the space
Bp(HS) =
{
V ∈ B(HS)
∣∣ Tr(V V ∗)p/2 <∞}
into itself, for any 1 ≤ p <∞.
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5.2.3 Definition of the norm ‖ · ‖G
When studying phenomena like diffusion that are intimately connected with the translation invariance of the
system, we will mainly need to consider the coordinates x, x′ (see Section 5.3.1 on translation invariance). There-
fore, we often want to consider K ∈ R = Rx ⊗Rs as a kernel in x, x′ but taking values in the ’internal space’
Rs which for short will be called G . G is completed with the norm
‖F‖G := max
(
sup
s′
∑
s
|F (s′, s)|eγ0|v−v′|, sup
s
∑
s′
|F (s′, s)|)eγ0|v−v′|
)
(5.13)
Obviously, the norm ‖ · ‖G relates well to ‖ · ‖γ on R. Given K ∈ R,
max
(
sup
x′
∫
dx‖K(x′, x)‖G eγ|x−x′|, sup
x
∫
dx′‖K(x′, x)‖G eγ|x−x′|
)
≤ ‖K‖γ. (5.14)
Indeed, looking back at Section 5.2.1 and taking σ1 = x and σ2 = s, the LHS equals ‖Kγ(2)‖ whereas the RHS
equals maxi=1,2 ‖Kγ(i)‖.
5.3 Symmetries
5.3.1 Translation invariance
We implement spatial translations on HS = S ⊗ l2(Zd) by the operators Vu ∈ B(HS), u ∈ Zd;
(Vuψ)(y) := ψ(y + u) ∈ S , ψ ∈ HS (5.15)
Write in general Ad(S)O = SOS−1 for O,S ∈ B(HS), S invertible. Then Ad(Vu) implements translations on
density matrices. In A0-coordinates, it acts as
Ad(Vu)ρ(x, s) = ρ(x+ u, s) (5.16)
We will also denote by Ad(Vu) the operator on An defined by (5.16), now with x, u ∈ Xn. It is then natural to call
K ∈ R = Rn translation invariant if it commutes with translations, i.e.
VuKV−u = K, for u ∈ Xn (5.17)
For such a translation invariant operator K , we will often abbreviate the reduced kernel
K(x′ − x) = K(x′, x) (K(x′, x) ∈ G ) (5.18)
and we have
Lemma 5.4. Let K ∈ Rn be translation-invariant, then
‖K‖γ =
∫
Xn
dx‖K(x)‖G eγ|x| (5.19)
Proof. The inequality ≥ follows from (5.14). Following the discussion after (5.14), in order to get ≤, we need to
bound ‖Kγ1 ‖ by ‖Kγ2 ‖. This follows since the supremum over the x or x′ coordinate can be dropped because of
translation invariance and hence we get an upper bound by moving the supremum over the s or s′ coordinate
to the right.
5.3.2 Fourier Transform
The translation invariance suggests to Fourier transform the kernel in the variable x ∈ Xn. The dual space to the
lattice Xn is the torus
Tn := (ℓ
n
T)d (5.20)
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We define for p ∈ Tn,
ρˆ(p, s) :=
∫
Xn
dx eipxρ(x, s), for ρ ∈ ℓ1(An), (5.21)
and, for a translation-invariantK ∈ Rn,
Kˆ(p) :=
∫
Xn
dx eipxK(x), (Kˆ(p) ∈ G ). (5.22)
where the sum on the RHS is absolutely convergent if ‖K‖γ is finite for some γ ≥ 0. It follows that, if we have
two translation invariant kernelsK1,K2 taking values in G , then
K̂1K2(p) = Kˆ1(p)Kˆ2(p) (5.23)
where the product on the LHS is inRn and on the RHS in G . The following standard consequence of exponential
decay will be used throughout. IfK is a translation-invariant kernel then
sup
Im p≤γ
‖Kˆ(p)‖G ≤ ‖K‖γ (5.24)
5.3.3 Symmetries of the lattice
Let us investigate the action of a lattice symmetry O on our operators. We consider a density matrix ρ, and we
abbreviate the transformed density matrix as ρO ≡ Ad(VO)ρ, such that
ρO(xL, xR) = ρ(OxL, OxR) (5.25)
To write this transformation in our new coordinates x, s, we let xO, vO, ηO be the coordinates corresponding to
OxL, OxR (we suppress the coordinates eL, eR since they are untouched by O). Define the vector eˆ by
eˆj =
{
0 if (Oη)j ∈ {0, 1}
1 if (Oη)j = −1
(5.26)
Then, one checks that
xO = Ox− eˆ, vO = Ov − eˆ, ηO = Oη + 2eˆ (5.27)
Hence ρO(x, v, η) = ρ(Ox − eˆ, Ov − eˆ, Oη + 2eˆ). We compute the fourier transform of ρ in the variable x.
ρˆO(p, v, η) = e
ipeˆρˆ(O−1p,Ov − eˆ, Oη + 2eˆ) = (Ip,Oρˆ(O−1p, ·, ·)) (v, η) (5.28)
where Ip,O is an invertible transformation acting on the degrees of freedom v, η.
6 Convergence to a fixed point
We now state the induction hypotheses for the RG flow of the reduced dynamics Tn (Proposition 6.1), and the
correlation functions Gcn,A (Proposition 6.2). Their validity for all n implies our main results, as we show below
in Section 6.2. The inductive proof of these induction hypotheses is postponed to Sections 7-11 and we provide
a brief guide to the proof in Section 6.1.3.
6.1 Induction hypotheses
Let us first discuss constants and small parameters of our theory. The spin Hamiltonians Hspin, spin-phonon
interaction W , particle mass mp, as well as the environment correlation function ζ and temperatures β, βi are
considered fixed and constants depending only on them are denoted by C (large constants) and c (small con-
stants). The adjustable parameter in the problem is the coupling λ and in the proof also the RG scaling factor ℓ
and t0 entering the initial time scale t0 = λ
−2t0.
27
We define the exponents
α˜ :=
{
(2α− 1)/4 1/2 < α < 1
(4α− 1)/8 1/4 < α ≤ 1/2 , α˜I :=
{
not defined 1/2 < α < 1
α/4 1/4 < α ≤ 1/2 (6.1)
with α the correlation decay exponent in Assumption A. The exponent αI (I for ’initial’) appears in the treatment
of correlation functions GcA with A ∋ 0 (‘boundary’ correlation functions; those were defined only in the case
β1 = β2) and we define this exponent only for α ≤ 1/2. Then, we introduce the ’running coupling constants’
ǫn := ℓ
−nα˜ǫ0, ǫ0 := C|λ|α (6.2)
ǫI,n = ℓ
−nα˜IǫI,0, ǫI,0 = C|λ|2−2α (6.3)
In the Sections 7, 8 and 9 the λ appears only through ǫ0, ǫI,0, hence the latter can be considered the funda-
mental small parameters.
Our basic convention is that ℓ is chosen large enough compared to the fixed parameters and we will for
example freely assume that ℓ−1C < 1. The coupling constant |λ| (or ǫ0, ǫI,0) is then chosen small compared to ℓ,
such that we can freely assume that |λ|C(ℓ) < 1 for quantities C(ℓ) depending on ℓ but not on λ. Finally, unless
otherwise stated all constants are uniform in n, the RG iteration.
6.1.1 Induction hypothesis for Tn
The first induction hypothesis concerns the reduced evolution Tn and Tn(τ = 0) of (4.20). The hypothesis
involves parameters p0, γ0 and D0 that will be fixed in Section 11; they result from the weak coupling analysis.
Proposition 6.1 (Induction hypothesis for Tn). There exist τ0, ℓ0 < ∞ and λ(ℓ) > 0 such that for ℓ > ℓ0 and
0 < |λ| ≤ λ(ℓ) the following holds, uniformly in t0 ∈ [τ0, 2τ0] and in n.
1) Analyticity. The operators Tˆn(p) and Tˆn(0, p) (’0’ refers to τ = 0) are analytic in a strip of width γ0 with
sup
|Im p|≤γ0
‖Tˆn(p)‖G ≤ C, sup
|Im p|≤γ0
‖Tˆn(0, p)‖G ≤ C (6.4)
Moreover, Tˆn(0, p) = Tˆn−1(0, p/ℓ) for n ≥ 1.
2) Diffusion. Let |Re p| < pn given below and |Im p| ≤ γ0. The operators Tˆn(p) have a simple eigenvalue4 efn(p),i.e.
Tˆn(p)Rn(p) = Rn(p)Tˆn(p) = e
fn(p)Rn(p) (6.5)
where the one-dimensional spectral projector Rn(p) is bounded as
‖Rn(p)‖G ≤ C. (6.6)
and the complementary part as
‖(1− Rn(p))Tˆn(p)‖G ≤ 12 ℓ−
α˜
8 n =: bn, (6.7)
There is a diffusion constant Dn > 0 such that the analytic function fn(p) satisfies
|fn(p) +Dnp2| < ℓ− α˜4 n|p|3 (6.8)
Moreover, for n ≥ 1,
‖Rn(p)−Rn−1(p/ℓ)‖G ≤
√
ǫ0ℓ
− α˜4 (n−1), |Dn −Dn−1| ≤ √ǫ0ℓ− α˜4 (n−1) (6.9)
The constant pn is given by
e−
1
2Dnp
2
n = ℓ−
α˜
4 ne−
1
2D0p
2
0 . (6.10)
4For example, consider Tˆn(p) as an operator on l
∞(S), see the discussion in Appendix A
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and p0 ≤ D0/2. The spectral projection Rn(0) is given by
Rn(0) = |µTn〉〈1S0 | (6.11)
(notation as in Section 4.1) where µTn is a function on S whose restriction to S0 defines a probability measure:∑
s∈S0 µTn(s) = 1 and µTn(s) ≥ 0, s ∈ S0. Moreover in the equilibrium case β1 = β2 = β
‖Rn(0)− |µβ〉〈1S0 |‖G ≤ C
√
ǫ0 (6.12)
with µβ as in Section 4.2.1.
3) Gap. Let |Re p| ≥ pn and |Im p| ≤ γ0. Then
‖Tˆn(p)‖G ≤ bn (6.13)
4) In position space we have
‖Tn(x)‖G ≤ Ce−10γ0|x| (6.14)
For later use we note that (6.8) together with p0 ≤ D0/2 implies
e−
3
2Dn(Re p)
2−C(Im p)2 ≤ |efn(p)| ≤ e− 12Dn(Re p)2+C(Im p)2 . (6.15)
6.1.2 Induction hypothesis for Gcn,A
Wemove to the correlation functionsGcn,A. First, we define a distance-like function on setsA of times as follows:
assume that A = {τ1, . . . , τm} with τ1 < . . . < τm, then
dist(A) = dist(τ1, . . . , τm) :=
m−1∏
j=1
(1 + |τj+1 − τj |) (6.16)
and we will always use dist(A)α = (dist(A))α to quantify the decay in time of the operators Gcn,A, with α as in
Assumption A. Since Gcn,A are translation invariant in time if 0 /∈ A it suffices to consider two cases: minA = 0
andminA = 1.
Proposition 6.2 (Induction hypothesis for GcA). Let t0, ℓ, λ be as in Proposition 6.1 and recall ǫn defined in eq. (6.1).
1) Let 1 > α > 1/2. Then ∑
A⊂N:|A|=k,minA=1
dist(A)α‖Gcn,A‖10γ0 ≤ ǫkn, k ≥ 2 (6.17)
2) If the environment is in equilibrium, i.e., if β1 = β2, then (6.17) holds for 1/4 < α ≤ 1/2. In that case the correlation
functions with A ∋ 0 satisfy ∑
A⊂N:|A|=k,minA=0
dist(A)α‖Gcn,A‖10γ0 ≤ ǫI,nǫkn, k ≥ 2 (6.18)
6.1.3 Plan of proof of induction hypotheses
Given the induction hypotheses Proposition 6.1 and Proposition 6.2 up to scale n, we prove Proposition 6.1 on
scale n+ 1 in Section 7. This result is stated explicitly in Section 7.3.
The proof of Proposition 6.2 on scale n+1 is spread over Sections 8 and 9. In the former section, we treat the
linear part of the recursion relation and in the latter the nonlinear part (notions not yet defined). The nonlinear
part is straightforward and one does not need to distinguish between the cases α > 1/2 and α ≤ 1/2. In
particular, the equilibrium condition β1 = β2 plays no role here. The linear part is slightly tricky; to treat the
case α ≤ 1/2, we have to exploit the equilibrium condition and consider correlation functions with A ∋ 0. The
linear part also dictates the choice of the exponents α˜, α˜I in eqs. (6.2,6.3), respectively.
Then, we need to establish the induction hypotheses on scale n = 0. In Section 10, we establish Proposition
6.2 and in Section 11, we establish Proposition 6.1. In those sections, we also outline how to choose the constants
γ0, p0 andD0.
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6.2 Proof of the main theorems
We assume the induction hypotheses Proposition 6.1 and Proposition 6.2 for all n. Then we have
Proposition 6.3. Let t0, ℓ, λ be as in Proposition 6.1. There is a projector P
⋆ ∈ G of the form |µ⋆〉〈1S0 |, and a diffusion
constant D˜⋆ > 0 such that for p in the strip |Im p| < γ0∥∥∥Tˆn(p)− e−D˜⋆p2P ⋆∥∥∥
G
≤ Cℓ−cn (6.19)
for some exponent c > 0. In the case β1 = β2, we have µ
⋆ = µβ , the projected Gibbs state (4.11).
Proof. Let first |Re p| ≥ pn. Then the claim follows from the definition (6.10) and the bounds (6.13) and (6.15).
For |Re p| ≤ pn note first that by (6.9) both Rn(0) and Dn are convergent sequences. Calling their limits P ⋆, D˜⋆
respectively we get
‖Rn(0)− P ⋆‖G , |Dn − D˜⋆| ≤ ǫ1/4n . (6.20)
Letm = cn where 0 < c < 1 is such that sup|Re p|≤pn |ℓ−m/2p| ≤ γ0. Such an n-indepdent c exists since pn grows
not faster than (Cn log ℓ)1/2 with n. Write
‖Rn(0)−Rn(p)‖G ≤
m−1∑
j=0
‖Rn−(j+1)(pℓ−(j+1))−Rn−j(pℓ−j)‖G
+ ‖Rn(0)−Rn−m(0)‖G + ‖Rn−m(pℓ−m)−Rn−m(0)‖G (6.21)
The first and second term on the RHS is bounded by Cǫ
1/4
n−m = Cǫ
1/4
(1−c)n using (6.9). The third term is bounded
by C(γ0)
−1ℓ−m/2 by analyticity of p→ Rn−m(p) in the ball of radius γ0 at origin, i.e. by (6.6). Hence
‖Rn(0)−Rn(p)‖G ≤ Cℓ−cn. (6.22)
Next, bound
|efn(p) − e−D˜⋆p2 | ≤ |efn(p) − e−Dnp2 |+ |e−Dnp2 − e−D˜⋆p2 |
≤ C(|fn(p) +Dnp2|+ |Dn − D˜⋆|) ≤ Cℓ−cn (6.23)
by (6.8) and (6.20), and the slow growth of pn.
Combining (6.20), (6.22) and (6.23) with (6.7) yields the bound (6.19). It remains to argue that P ⋆ = P β in
the case β1 = β2 = β. Take Λ finite and recall that ρ
β
SE = Un=0(τ = 0)ρrefSE and, by the invariance of the Gibbs
state
ρβS = TrE[e
−itLρβSE] = Z˘tρ
ref
S , t ≥ 0 (6.24)
with Z˘t defined in Section 4.2.2. On the other hand,
Sℓn [Z˘ℓ2nt0 ] = E(UnUn(0)) = TnTn(0) + T [Gc{0,1},n] (6.25)
where (0) refers to τ = 0. On both sides, we can take the thermodynamic limit. Moreover, we know that
‖Gc{0,1},n‖10γ0 ≤ e−cn by Proposition 6.2. Let us then Fourier transform (6.25) and apply the p = 0-component
to µref , this yields
µβ = Tˆn(0)Tˆn(0, 0)µ
ref +O(e−cn) (6.26)
where the LHS follows from (6.24) and we wrote Tˆn(0, 0) = Tˆn(p = 0, τ = 0), Tˆn(0) = Tˆn(p = 0). In fact, by
(6.24) for t = 0, we have also Tˆn(0, 0)µ
ref = µβ and by Proposition 6.3, we have Tˆn(0) = P
⋆ +O(e−cn). Hence
µβ = P ⋆µβ (6.27)
and this of course implies P ⋆ = P β .
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6.2.1 Proof of results in Section 2.4 along a subsequence of times
We argue that Proposition 6.3 implies the results of Section 2.4 along the sequence of times tn := ℓ
2nt0. The
resulting diffusion constant is given by
D⋆ = t−10 D˜
⋆ = t−10 λ
2D˜⋆ (6.28)
Let us first write the claims of Theorems 1 and 2 in terms of the RG. Express the time t in units of the kinetic
time scale, t = st0, t0 = λ
−2t0. Then we have
Tr[e
ip X√
t ρS,t] = Tr[e
ip X√
t0 S√s[Zst0 ]S√sρS,0] (6.29)
For t = tn = ℓ
2nt0, S√s[Zst0 ] = Tn and by the Fourier transform, we get
Tr[e
ip X√
tn ρS,tn ] = tr[Tˆn(
p√
t0
)ρˆS,0(
p
ℓn
√
t0
)] (6.30)
where the ’trace’ tr is defined by tr[ψ] =
∑
s∈S0 ψ(s). Both Tˆn (by Proposition 6.1) and ρˆS,0 (by the finite-range
condition (2.11)) are analytic in p and uniformly bounded in the strip |Im p| < γ0. Hence, by Proposition 6.3,
(6.30) converges as n→∞ to
e−D
⋆p2tr[P ⋆ρˆS,0(0)] = e
−D⋆p2 .
By the Vitali theorem, the derivatives converge as well and Theorem 1 and 2 follow (along a subsequence).
For Theorems 3 and 4 we need to consider a translation invariant observable A instead of e
ip X√
t in (6.30). Its
kernel A(x, s) = A(s) is constant in x, hence we have Tr[AρS,ℓ2n ] = tr[AρˆS,ℓ2n(0)], and, by Proposition 6.3,
lim
n→∞Tr[AρS,ℓ
2n ] = tr[AP ⋆ρˆS,0(0)] = tr[Aµ
⋆] (6.31)
In the case where µ⋆ = µβ , the last line of course equals 〈A〉β . The decoherence result (2.37) is a simple con-
sequence of the fact that ‖P ⋆‖
G
< C, hence
∑
s µ
⋆(s)eγ0|v| < C with v as in Section 3.3.
6.2.2 Proof of results in Section 2.4 for general times
Let us now consider general times in (6.29). We will generalize a bit our RG iteration. We can run the RG
iteration i.e. Propositions 6.2 and 6.3 as well with scaling factor 2ℓ (by possibly reducing λ) and we can also at
each iteration step choose arbitrarily between the two factors. Let σ ∈ {0, 1}N label the possible choices: if σn = 0
at the n:th step apply scaling ℓ, if σn = 1 apply scaling 2ℓ. Denote the resulting sequence of operators Tn,σ. They
satisfy Proposition 6.3 uniformly in σ and hence we obtain projectors P ⋆σ and diffusion constants D
⋆
σ .
Lemma 6.1. P ⋆σ , D
⋆
σ are independent of σ.
Proof. Denote the corresponding times by tn,σ :
tn,σ = λ
−2ℓ2n4mt0 (6.32)
where m = m(n, σ) := #{i ≤ n : σi = 1}. Since Tn,σ = S
(tn,σ/t0)
1
2
[Ztn,σ ] we have TN,σ = TN,σ′ whenever
tN,σ = tN,σ′ . In such case, since both sequences satisfy the bounds of Proposition 6.3 we conclude
‖P ⋆σ − P ⋆σ′‖G , |D⋆σ −D⋆σ′ | ≤ Cℓ−cN . (6.33)
Now, given σ, σ′ and n there exists N ≥ n and σ˜, σ˜′ s.t. σ˜i = σi for all i ≤ n, similarly for the primes, and tN,σ˜ =
tN,σ˜′ . Indeed, just take N = n + |m(n, σ′) −m(n, σ)| and σ˜′i = 0, σ˜i = 1 for i > n in casem(n, σ′) −m(n, σ) > 0
and vice versa in the opposite case.
Hence, we conclude that (6.33) holds for all σ, σ′ and N and the claim follows.
Since the claims of the Propositions 6.2 and 6.3 are uniform in the initial time t0 ∈ [τ0, 2τ0] as well we have
σ-independent limits P ⋆σ,t0 ≡ P ⋆t0 , D⋆σ,t0 ≡ D⋆t0 . Let us also denote the t0-dependence of the times (6.32) explicitly
as tn,σ,t0 . Let U ⊂ [τ0, 2τ0] be the set of t0 s.t. there exist σ, σ′ and n, n′ such that tn,σ,t0 = tn′,σ′,τ0 . By similar
reasoning as in the proof above, one sees that for t0 ∈ U , one can in fact find arbitrarily large n, n′ such that this
equality holds. It follows that on the set U , the limits P ⋆t0 , D
⋆
t0
are constant.
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Lemma 6.2. If log 2/ log ℓ is irrational, then U is dense in [τ0, 2τ0].
Proof. Consider log tn,σ,t0 = −2 logλ + log t0 + 2n log ℓ + 2m log 2. If log 2/ log ℓ is irrational, then the map x →
(x+ log 2/ log ℓ) mod 1 has dense orbits and the claim follows easily from this.
By a similar density of orbits argument, it is easy to see that there exists T < ∞ such that the set of times
tn,σ,t0 with t0 ∈ U is dense in [T,∞). Along any sequence of times from this dense set, the limit (2.30) exists
and is independent of the chosen sequence. By the strong continuity of the Zt (which will be easily derived in
Lemma 10.1), the function (2.30) is continuous in t and hence the limit is independent of ℓ, t0. This completes
the proof of Theorems 1 and 2. Theorem 3 follows analogously by considering sequences of times in (2.35).
7 Flow of T
As announced in Section 6.1.3, we prove the induction step for T . The following convention applies to Sections
7, 8 and 9: We always assume that the induction hypotheses Propositions 6.1 and 6.2 are satisfied on scale n (we
then prove them on scale n + 1), and we do not repeat this assumption in the statements of all lemmata and
propositions. Throughout this Section, as well as in Sections 8 and 9, we use the conventions on ℓ, ǫ0, ǫI,0 that
were explained at the beginning of Section 6.1.
7.1 Powers of Tn
We show how to bound powers of Tn and we abbreviate T = Tn, R = Rn, . . .whenever no confusion is possible.
This bound will be an important ingredient of both induction steps for Tn and G
c
n,A.
Lemma 7.1. T = Tn satisfies ∫
dx e10γ0|x|‖(SℓTm)(x)‖G ≤ C, 1 ≤ m ≤ ℓ2 (7.1)
sup
x
e20γ0|x|‖(SℓT ℓ2)(x)‖G ≤ C (7.2)
sup
x
e
20γ0√
m
|x|‖Tm(x)‖G ≤ Cm−d/2, 20 ≤
√
m ≤ ℓ (7.3)
Proof. Let us first suppose max(20, 16dα˜ ) ≤
√
m ≤ ℓ. By analyticity
e
20γ0√
m
|x|
Tm(x) = (2π)−d
∫
Tn
dp Tˆ (p+ i
20γ0√
m
ex)
meipx (7.4)
where ex = x/|x|. To evaluate this integral let χn(p) be the indicator function for |Re p| ≤ pn. On its support
(and with |Im p| ≤ γ0) we have Tˆ (p)m = emf(p)R(p) + ((1 −R(p))Tˆ (p))m and using (6.7) and (6.15),∫
Tn
dpχn(p)‖Tˆ (p+ i20γ0√
m
ex)
m‖G ≤ CeCγ20
∫
Rd
dp e−
1
2Dnmp
2
+ bmn p
d
n ≤ C(m−d/2 + ℓ−cmn) (7.5)
with c > 0 since pn grows no faster than C(n log ℓ)
1
2 .
To perform the integral with 1 − χn, we use (6.13) and m > 20 (first inequality), and then m > 16dα˜ (last
inequality), to obtain∫
Tn
dp (1− χn(p))‖Tˆm(p+ i20γ0√
m
ex)‖G ≤ bmn Vol(Tn) = (2π)d(12 )mℓ−
α˜
8mnℓdn ≤ bm/2n (7.6)
whereVol(Tn) = (2π)
dℓdn is the volume of the d-dimensional torus Tn = ℓ
nTd. Combining the bounds (7.5) and
(7.6), we get a bound O(m−d/2) for (7.4) which implies (7.3) for max(20, 16dα˜ ) ≤
√
m. Taking m = ℓ2 and using
that (SℓT
m)(x) = ℓdTm(ℓx), we get (7.2).
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To get (7.1), we first note that, from (7.3) we get immediately∫
dx e
10γ0√
m
|x|‖Tm(x)‖G ≤ C (7.7)
By scaling and using 10ℓγ0√
m
≥ 10γ0, (7.1) follows for√m ≥ max(20, 16dα˜ ). For 20 ≤
√
m ≤ 16dα˜ we get ‖Tm(x)‖G eγ0|x| ≤
C from eq. (6.14). This settles (7.3) and, upon scaling, also (7.1).
For later purposes we register the following consequence of (7.5) and (7.6):
‖(SℓT ℓ2n )(x)− T˜n+1(x)‖G ≤ Cℓ−cne−20γ0|x| (7.8)
where (p˜ := p+ 20iγ0ex)
T˜n+1(x) = (1/2π)
de−20γ0|x|
∫
Tn+1
dpRn(p˜/ℓ)e
ℓ2fn(
p˜
ℓ
)eipxχn(p/ℓ). (7.9)
7.2 Contribution to Tn+1 from G
c
A
We recall the expression (3.33) for Tn+1 in terms of quantities at scale n;
Tn+1 = SℓT
ℓ2
n +
∑
A∈B(Iτ′ )
Tτ ′Sℓ
[
⊗
A∈A
Gcn,A ⊗
τ /∈SuppA
Tn(τ)
]
(7.10)
and below we define En as the second term on the RHS.
We now derive the necessary bounds on E. This bound is the only place in the induction step T → T ′ in
which we need information on the cumulants GcA.
Lemma 7.2. Let
En := Tn+1 − Sℓ[T ℓ2n ]. (7.11)
Then
sup
x
e10γ0|x|‖En(x)‖G ≤ Cǫn (7.12)
and hence in particular ‖En‖γ0 ≤ Cǫn.
Proof. We (again) abbreviate T = Tn, E = En and G
c
A = G
c
n+1,A. We take ℓ > 10 and apply Lemma 5.3 to eq.
(7.10):
‖E‖10γ0 =
∥∥∥∥Tτ ′Sℓ [ ⊗
A∈A
GcA ⊗
τ /∈SuppA
T (τ)
]∥∥∥∥
10γ0
≤
∏
A∈A
‖GcA‖γ0
∏
J
‖T |J|‖10γ0/ℓ (7.13)
where the product
∏
J runs over all discrete intervals J in the sets Iτ ′ \ SuppA. That is; we decompose the
set Iτ ′ \ SuppA into a union of discrete intervals J (i.e. sets of consecutive numbers) such that no two of those
intervals are consecutive. By invoking Lemma 7.1, we bound
‖T |J|‖10γ0/ℓ ≤ C, since |J | ≤ ℓ2 (7.14)
The number of discrete intervals is at most 1 + |SuppA| < 2|SuppA| and hence we can bound
‖E‖10γ0 ≤
∑
A∈B(Iτ′ )
C|SuppA|
∏
A∈A
‖GcA‖γ0 ≤ C
ℓ2ǫ2n
1− Cℓ2ǫ2n
(7.15)
where the second inequality follows from Proposition 6.2 and the fact that
∑
A∈A |A| is at least 2.
To get a bound on supx ‖E(x)‖G eγ|x|, wemust proceed differently; we split the contributions toE = EI+EII
in (7.10) into those where there is at least one T , namely when SuppA 6= Iτ ′ , and those for which there are no
T ’s, i.e., SuppA = Iτ ′ . For the second term, EII , we use that
‖EII‖10γ0 ≤
∑
A∈B(Iτ′ ),SuppA=Iτ′
C|SuppA|
∏
A∈A
‖GcA‖γ0 ≤ Cℓ
2
ℓ2ℓ
2
ǫℓ
2
n (7.16)
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where ℓ2ℓ
2
originates as a crude bound for the number of partitions of ℓ2 elements (bounding the sum over
A ∈ B(Iτ ′)). Further, remark that EII , EI are translation invariant and use the a priori bound on the supremum
norm given by
sup
x
‖EII(x)‖G eγ|x| ≤ ℓdn
∫
Xn
dx‖EII(x)‖G eγ|x| = ℓdn‖EII‖γ (7.17)
This bound originates from the definition of
∫
Xn
dx in (3.21). Using now the bound on ‖EII‖10γ0 derived above,
we get
sup
x
‖EII(x)‖G e10γ0|x| ≤ ℓdn(Cℓ2ǫn)ℓ
2 ≤ Cǫ0ℓ−cnℓ2α˜ ≤ ǫn (7.18)
where the second and third inequality follows from ǫn = ǫ0ℓ
−α˜n (by Proposition 6.2).
We now deal with EI . For any A, choose a τ such that τ /∈ SuppA (by the definition of EI , there is at least
one) and let the product
∏
J run over the discrete intervals J in Iτ ′ \ SuppA \ τ . Then
sup
x
‖EI(x)‖G e10γ0|x| ≤
∑
A∈B(Iτ′ ),SuppA6=Iτ′
∏
J
‖T |J|‖10γ0/ℓ
∏
A∈A
‖GcA‖γ0
(
sup
x
‖T (x)‖G eγ0|x|
)
(7.19)
≤ Cǫn sup
x
‖T (x)‖G eγ0|x| ≤ Cǫn (7.20)
The second inequality is obtained by
∏
J ‖T |J|‖10γ0/ℓ ≤ C|SuppA| and summing A as in (7.15). The third inequal-
ity is 4) of Proposition 6.1. To get the first inequality, first apply point 2) of Lemma 5.2 in all s-coordinates and
then apply point 3) of the same Lemma in the x-coordinates, choosing τ for the index ‘i’.
7.3 Analysis of Tn+1
We complete the induction step for T by establishing
Lemma 7.3. Proposition 6.1 holds on scale n+ 1.
Proof. Whenever confusion is excluded, we abbreviate T = Tn, R = Rn. From Lemma 7.2 we get
Tˆn+1(p) = Tˆn(p/ℓ)
ℓ2 + Eˆn(p), with sup
Im p≤2γ0
‖Eˆn(p)‖G ≤ Cǫn. (7.21)
Let first |Re p| ≥ pn+1 (recall the definition of pn in (6.10)). To study the first term in (7.21) with Proposition 6.1
we need to consider two cases:
1. |Re p| ≥ ℓ pn. By (6.13)
‖Tˆ (p/ℓ)ℓ2‖G ≤ bℓ
2
n <
1
2
bn+1. (7.22)
Now use Cǫn = Cǫ0ℓ
−α˜n ≤ 12bn+1 by taking ǫ0 ≤ c(ℓ) to get (6.13) for n+ 1.
2. pn+1 ≤ |Re p| ≤ ℓ pn. By Proposition 6.1 2) we have in this region
Tˆ (p/ℓ)ℓ
2
= R(p/ℓ)eℓ
2fn(
p
ℓ
) + (1−R(p/ℓ))Tˆ (p/ℓ)ℓ2 (7.23)
To control the first term on the RHS, we use (6.6), (6.10) and (6.15) to get
‖R(p/ℓ)eℓ2fn(p/ℓ)‖G ≤ e−
1
2Dnp
2
n+1eCγ
2
0 ≤ Cℓ− 14 α˜(n+1) ≤ 1
3
bn+1. (7.24)
The second term on the RHS of (7.23) is bounded by (6.7),
‖(1−R(p/ℓ))Tˆ (p/ℓ)ℓ2‖G ≤ bℓ
2
n ≤
1
3
bn+1 (7.25)
Again, we may assume Cǫn ≤ 13bn+1 and so (6.13) holds for n+ 1.
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Let then |Re p| ≤ pn+1. We apply spectral perturbation theory, see Lemma A.1. Referring to the notation in that
lemma, we have A = Tˆn+1(p) and A0 = Tˆn(p/ℓ)
ℓ2 , a0 = e
ℓ2fn(p/ℓ), P0 = Rn(p/ℓ) and A1 = En(p).
Let us first consider p in a wider strip |Re p| ≤ pn+1 and |Im p| ≤ 2γ0. In this region by (6.15),
|a0| = |eℓ2fn(p/ℓ)| ≥ e− 32Dnp2n+1−Cγ20 > cℓ− 3α˜4 (n+1) (7.26)
whereas from (6.7)
‖A0 − a0P0‖G ≤ bℓ
2
n = (
1
2
)ℓ
2
ℓ−ℓ
2 α˜
8 n. (7.27)
This is no bigger than |a0|/2 say and so (A1), the first condition of the LemmaA.1, holds. Because of ‖A1‖ ≤ Cǫn
and (6.6), the condition (A13) holds if
Cǫn ≤ |a0|
which is true for small ǫ0. Lemma A.1 then implies that the isolated eigenvalue persists and∣∣∣efn+1(p) − eℓ2fn( pℓ )∣∣∣ ≤ Cǫn, (7.28)
‖Rn+1(p)−Rn(p/ℓ)‖G ≤ Cǫn(|a0| − ‖A0 − a0P0‖G − Cǫn)−1 ≤ Cǫ0ℓ−nα˜ℓ
3
4 α˜(n+1) (7.29)
so the first claim in (6.9) follows. Furthermore,
‖(1−Rn+1(p))Tˆn+1(p)‖G ≤ C‖Rn+1(p)−Rn(p/ℓ)‖G + Cbℓ
2
n + Cǫn ≤ bn+1. (7.30)
It remains to iterate (6.8). The analyticity of fn+1 follows immediately. To derive the symmetry properties of
fn+1, consider a lattice symmetry O. We start from the symmetry property (cfr. Section 5.3)
Tn+1 = Ad(V
−1
O ))Tn+1Ad(VO) (7.31)
By the result in Section 5.3.3, if follows then that
Tˆn+1(O
−1p) = I−1p,OTˆn+1(p)Ip,O (7.32)
which implies that fn+1(p) = fn+1(O
−1p), and hence the Taylor expansion of fn+1(p) around p = 0 contains no
odd powers.
Furthermore, by (7.26) and (7.28), we have fn+1(p) = ℓ
2fn(p/ℓ) + g(p)with
sup
|Im p|≤2γ0
|g(p)| ≤ Cǫnℓ 34 α˜(n+1) ≤ √ǫ0ℓ− 14 α˜n (7.33)
The diffusion constantDn+1 is defined as the quadratic term in the Taylor expansion: Dn+1δi,j = 12∇i∇jfn+1(p =
0). By Cauchy,
|Dn+1 −Dn| ≤ 2γ−20 sup
|p|≤2γ0
|g(p)| (7.34)
and the second claim of (6.9) follows by the bound (7.33). Furthermore, for |Im p| ≤ γ0 we have∣∣fn+1(p) +Dn+1p2∣∣ ≤ |ℓ2fn(p/ℓ) +Dnp2|+ |g(p)− 12 ∑
i,j
pipj(∇i∇jg)(0)| (7.35)
≤ (ℓ−1ℓ− α˜4 n + 6γ−30 sup
|Im p′|≤2γ0
|g(p′)|) |p|3 (7.36)
which proves (6.8) at n+ 1 because of (7.33).
Eq. (6.11) follows since Tn necessarily preserves the trace of density matrices and Tr ρ =
∑
s∈S0 ρˆ(p = 0, s).
The bound (6.12) iterates due to (7.29) and will be established for n = 0 in Section 11.3.
We complete the proof of items 2) and 3) of Proposition 6.1 by noting that the constants C in the bounds (6.6,
6.12) may be chosen uniform in n by invoking (6.9) for all n′ ≤ n. To get item 1) of Proposition 6.1, note similarly
that the proofs of 2) and 3) give for all pwith |Im p| ≤ γ0
‖Tˆn+1(p)− Tˆn(p)‖G ≤ Cℓ−cn
35
with c > 0. Since this holds with n replaced by n′ for all n′ ≤ n, Tˆn+1(p) can be bounded by an n-independent
constant. The bound on Tˆn+1(0, p) propagates trivially due to Tˆn+1(0, p) = Tˆn(0, p/ℓ).
It then remains to prove item 4). For this we use the L∞-bound on En(x) (Lemma 7.2), and the bound (7.8).
Together they show
e10γ0|x|‖Tn+1(x) − T˜n+1(x)‖G ≤ Cℓ−cn.
Consider now T˜n+1(x) and p˜ defined in (7.9). From (6.8) and (7.33) we get |Re ℓ2fn(p˜/ℓ) + Dnp2| ≤ C on the
support of χn. Hence
e10γ0|x|‖T˜n+1(x)‖G ≤ CD−d/2n sup
|Re p|≤pn,|Im p|≤γ0
‖Rn(p)‖G .
These estimates show 4) holds uniformly in n.
This finishes the proof of the induction step n→ n+ 1 for Proposition 6.1 on the condition of the bounds of
Proposition 6.2 at level n.
8 Flow of GcA: Linear part
Wewill now analyze the recursion relation for the correlation functionsGcA given in (3.37). In the present section
and in Section 9, we drop the subscript n on operators, writing e.g.GcA = G
c
n,A, T = Tn and we denote operators
on scale n+ 1 by a prime, e.g. Gc
′
A = G
c
n+1,A
We split the recursion relation into a linear and a nonlinear part (although these adjectives do not fit literally).
Consider the terms in the sum in (3.37) withA a collection that consists of just one set, namelyA = {A}. We use
the notation A→ A′ to indicate that A contributes to Gc′A′ in this sense. In other words,
A→ A′ ⇔ A ⊂ IA′ and ∀τ ′ ∈ A′ : (A ∩ Iτ ′) 6= ∅. (8.1)
The linear RG flow is the contribution of such A, with the additional restriction that |A′| = |A|:
Gc
′
A′,lin :=
∑
A:A→A′,|A′|=|A|
SℓTA′
[
GcA ⊗ ⊗
τ∈IA′\A
T (τ)
]
(8.2)
The aim of this section is to state good bounds on ‖Gc′A′,lin‖10γ0 , such that the induction hypothesis Proposition
6.2 can be carried from scale to scale if GcA is replaced by G
c
A,lin. We call the remaining terms in the sum (3.37)
nonlinear and we treat them in Section 9. By inspecting Proposition 6.2, it is easy to understand the qualitative
difference between the linear and nonlinear contributions. Recall that in Proposition 6.2 we claim a bound
proportional to ǫ
|A|
n . The nonlinear contributions to Gc
′
A′ carry at least |A′| + 1 powers of ǫn and this gives us
some leeway. However, the linear contribution has just |A′| factors of ǫn and this forces us to do a careful analysis
to be able to get a bound with ǫ
|A′|
n+1. There are two mechanisms at work that help us here:
• Rescaling of time: Since the microscopic times described by the macrotimes τ on scale n + 1 are ℓ2 larger
than those on scale n, the blow-up factor dist(A)α for A→ A′ is roughly speaking ℓ2α(|A′|−1) times larger
than dist(A′)α.
• Ward Identities: The Ward identities from unitarity and (in the case β1 = β2) reversibility allow to improve
our estimate on each term in the sum on the RHS of (8.2). The gain from each of the Ward identities is
roughly ℓ−1. (this will be explained later)
The main force working against us is
• Entropy factors: For each A′, there are ℓ2|A′| sets A such that A → A′, |A| = |A′|. However, due to the
summability over A with minA fixed in Proposition 6.2, only one factor ℓ2 (corresponding to minA),
shows up in our estimates.
The gain from the Ward Identities is explained in Section 8.1. Then, in Sections 8.2 and 8.3, we prove Pro-
positions 8.1, 8.2, 8.3, which we present now.
Proposition 8.1 provides a bound on Gc
′
A′,lin which is valid regardless of whether ρ
ref
E is an equilibrium state
or not. For this reason we call this bound ’non-equilibrium’. In what follows, we denote by ⌊x⌋ the largest
integer smaller than x.
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Proposition 8.1 (Non-equilibrium linear RG).∑
A′⊂N:|A′|=k,minA′=1
dist(A′)α‖Gc′A′,lin‖10γ0 ≤ Ckǫknℓ1−4αℓ−2α⌊
k−3
2 ⌋(logC ℓ), k > 2 (8.3)
∑
A′⊂N:|A′|=2,minA′=1
dist(A′)α‖Gc′A′,lin‖10γ0 ≤ Cℓ1−2αǫ2n(logC ℓ) (8.4)
Note that the bound in the case |A′| = 2 is only useful when α > 1/2, since for α ≤ 1/2 the power of ℓ on the
RHS becomes nonnegative. The next two propositions are only meaningful in the equilibrium case β1 = β2 = β.
Proposition 8.2 deals with correlation functions Gcn,A with A ∋ 0.
Proposition 8.2 (Initial time linear RG). Assume β1 = β2 = β, then∑
A′⊂N0:|A′|=k,minA′=0
dist(A′)α‖Gc′A′,lin‖10γ0 ≤ CkǫknǫI,nℓ−2α⌊
k−1
2 ⌋(logC ℓ), k > 2 (8.5)
∑
A′⊂N0:|A′|=2,minA′=0
dist(A′)α‖Gc′A′,lin‖10γ0 ≤ Cǫ2nǫI,nℓ−min(1,2α)(logC ℓ) (8.6)
The improved bound in Proposition 8.2 (compared to Proposition 8.1) is due to the fact that the macroscopic
time 0 does not get rescaled, and hence there is essentially no entropy factor from sets A containing 0.
Finally, we state a bound that applies to bulk sets A, but that is better than Proposition 8.1 since it allows to
treat the |A′| = 2 correlation function for α < 1/2.
Proposition 8.3 (Equilibrium linear RG). Assume β1 = β2 = β and that 0 < α ≤ 1/2. Then∑
A′⊂N:|A′|=2,minA′=1
dist(A′)α‖Gc′A′,lin‖10γ0 ≤ Cǫ2nℓ−2α(logC ℓ) (8.7)
The improved bound in Proposition 8.3 is due to the fact that we can use twoWard identities instead of one.
If one neglects the contribution of the nonlinear part in the recursion relation (3.37), then the above bounds
establish the induction hypothesis Proposition 6.2. Indeed, for 1/2 < α < 1 (the case β1 6= β2), Proposition 8.1
implies the bound (6.17) of Proposition 6.2 provided that
1− 2α < −2α˜ (8.8)
(1− 4α)− 2α⌊(k − 3)/2⌋ < −kα˜, k > 2 (8.9)
and this is indeed satisfied for our choice α˜ = α/2 − 1/4. For 1/4 < α ≤ 1/2 (the case β1 = β2), we need
(combining Propositions 8.1 and 8.3)
− 2α < −2α˜ (8.10)
(1− 4α)− 2α⌊(k − 3)/2⌋ < −kα˜, k > 2 (8.11)
to satisfy the bound (6.17) and (by Proposition 8.2)
− 2α < −2α˜− α˜I (8.12)
−2α⌊(k − 1)/2⌋ < −kα˜− α˜I, k > 2 (8.13)
to satisfy the bound (6.18). One inspects that α˜ = α/2− 1/8 and α˜I = 1/4 do the job.
8.1 Contraction from the Ward Identities
Consider the connected correlation function GcA ∈ RA (we have dropped the subscript n again). As explained
in Section 4.1, it satisfies the Ward identity∫
dx′τ (P ⊗ 1 . . .⊗ 1)GcA(x′A, xA) = 0, τ = maxA (8.14)
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where P is any projector in G of the form P = |µ〉〈1S0 | with
∑
s∈S0 µ(s) = 1, as introduced in Section 4.1. We
will use this identity to derive a bound on the operator
(Tm ⊗ 1⊗ . . .⊗ 1)GcA (8.15)
where Tm acts on the leg of the tensor product indexed by τ = maxA. The relevance of (8.15) is that it comes
up after writing out the RHS of (8.2) explicitly, i.e. performing the contraction TA′ . However, for the purpose of
the present section, one can just accept (8.15) as the basic object of study. The reason why one can get a bound
on (8.15) is that, formally speaking, Tm has a right eigenvector with eigenvalue 1 given by 1S0 = 1[s∈S0] (in
particular, it is independent of x) and it contracts vectors orthogonal to 1S0 to size∼ m−1/2. The condition (8.14)
ensures that Gcn,A as a function of x
′
τ is orthogonal to 1S0 and hence (8.15) should decay∼ m−1/2. This intuition
is captured by
Lemma 8.1. Let K ∈ R be a kernel satisfying the ’Ward Identity’∫
dx′ PK(x′, x) = 0, (8.16)
Then, there is an operator Vm,γ ∈ R satisfying
‖SℓVm,γ0/2‖10γ0 ≤
C log(1 +m)√
m
, for 1 ≤ m ≤ ℓ2. (8.17)
and such that
|TmK| ≤ |Vm,γ | |Keγ|x′−x||, (8.18)
where we recall that |L| is the operator whose kernel is the absolute value of the kernel of L, and the inequality in the last
formula is between kernels.
The proof of this lemma is postponed to Section 8.1.1.
Now it is straightforward to bound (8.15) (after rescaling), indeed, let γ = 10γ0, then
‖Sℓ (Tm ⊗ 1⊗ . . .⊗ 1)GcA‖10γ0 = ‖ | (Tm ⊗ 1⊗ . . .⊗ 1)GcA| ‖10γ0/ℓ (8.19)
≤ (‖Vm,γ0/2 ⊗ 1⊗ . . .⊗ 1) (GcAe γ02 |x′maxA−xmaxA|)| ‖10γ0/ℓ (8.20)
≤ C log
C(1 +m)√
m
‖GcA‖ 10γ0
ℓ
+
γ0
2
(8.21)
The first inequality uses (8.18) with the coordinates zA\maxA, z′A\maxA kept fixed. The second inequality uses
(8.17) and the definition of the norm ‖ · ‖γ .
Let us now try an analogous trick based on the Ward identity (4.31) which we rewrite here with the help of
the projectors P β := |µβ〉〈1S0 | and P ref = |µref〉〈1S0 |;∫
dxaG
c
{1,τ}(xa
′, x′b;xa, xb)(1 ⊗ P β) =
∫
dxaLτ (xa
′, x′b;xa, xb)(1⊗ P ref) (8.22)
It will be used to get smallness for the right action by Tm i.e. for Gc{1,τ}(1 ⊗ Tm) by a similar reasoning to the
one given above for the Ward identity from unitarity. The operator T formally has a unique left eigenvector
with eigenvalue 1, given by µTn as defined in 6.11, and T
m contracts vectors orthogonal to µTn to size ∼ m−1/2.
Hence, if (8.22) would hold with the RHS replaced by 0 and P β replaced by R(0), then we could repeat the reas-
oning of the unitarity Ward identity. However, the projection P β = |µβ〉〈1S0 | is
√
ǫ0-close to R(0) = |µTn〉〈1S0 |,
see (6.12) in the induction hypothesis. Actually µTn converges to µ
β as n → ∞, but this is not even needed
here. The presence of the RHS in (8.22) introduces an additional error term which is small because Lτ consists
of correlation functions that include τ = 0 and therefore contract faster.
Lemma 8.2. Let K, K˜ ∈ R be kernels satisfying the ’Ward Identity’∫
dxK(x′, x)P β =
∫
dx K˜(x′, x)P ref (8.23)
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Then, there are operatorsWm,γ , W˜m,γ ∈ R satisfying
‖SℓWm,γ0/2‖10γ0 ≤ Cm−1/2 logm+ C‖R(0)− P β‖G , (8.24)
‖SℓW˜m,γ0/2‖10γ0 ≤ C (8.25)
for 1 ≤ m ≤ ℓ2, and
|KTm| ≤ |Keγ|x−x′||Wm,γ + |K˜eγ|x−x′||W˜m,γ (8.26)
We will use the Lemma to derive a bound on the correlation function (Tm+ ⊗ 1)Gc{1,τ}(1 ⊗ Tm−). Its kernel is
bounded
| (Tm+ ⊗ 1)Gc{1,τ} (1⊗ Tm−) | ≤ Vm+,γ |eγ|x
′
τ−xτ |Gc{1,τ} (1⊗ Tm−) | (8.27)
≤ Vm+,γ
(
|eγ(|x′τ−xτ |+|x′1−x1|)Gc{1,τ}|Wm−,γ + |eγ|x
′
1−x1|Lτ |W˜m−,γ
)
(8.28)
where we used first (8.18) and then (8.26). Collecting the bounds on V,W, W˜ , we get
‖Sℓ (Tm+ ⊗ 1)Gc{1,τ} (1⊗ Tm−) ‖10γ0
≤ C logm+√
m+
‖|e γ02 |x′τ−xτ |Gc{1,τ} (1⊗ Tm−) ‖10γ0/ℓ
≤ C logm+√
m+
(
‖Gc{1,τ}‖ 10γ0
ℓ
+
γ0
2
(
logm−√
m−
+ ‖R(0)− P β‖G ) + ‖L‖ 10γ0
ℓ
)
(8.29)
The operator norm ‖Lτ‖γ can be bounded by norms of correlation functions:
‖Lτ‖γ ≤ ‖Gc{0,1,τ}‖γ + ‖Gc{0,τ}‖γ + ‖Gc{0,τ−1}‖γ (8.30)
by (4.31) and Lemma 5.3 (1). The upshot of the calculation in (8.29) is that all terms between the large brackets
on the last line are smaller than ‖Gc{1,τ}‖ 10γ0
ℓ
(which would be the resulting bound if we had used only the
unitarity Ward identity). As anticipated before Lemma 8.2, the smallness comes either from the factor logm−√m− ,
the difference ‖R(0)−P β‖
G
and the correlation functions contributing to Lτ that are small because they involve
the initial time 0 and therefore contract faster, see Proposition 8.2.
8.1.1 Proof of Lemma 8.1
We start from (8.16), i.e.
∫
dxPK(x, x0) = 0 for any x0. This implies trivially that
TmK(x′, x0) =
∫
dx e−γ|x−x0| (Tm(x′, x)− Tm(x′, x0)P )K(x, x0)eγ|x−x0| (8.31)
We now choose the projector P to equal R(0) (the spectral projector of Tˆ (p = 0)) and we define Vm,γ ∈ R
Vm,γ(x
′, x) := sup
x0
∣∣∣e−γ|x−x0| (Tm(x− x′)− Tm(x0 − x′)R(0))∣∣∣ (8.32)
where the absolute value | · | is applied to a kernel in s, s′, that is, for an operator D in G we set |D| to be the
operator with kernel |D|(s′, s) := |D(s′, s)|. Note that Vm,γ is translation invariant by the translation invariance
of Tm. From (8.31) and (8.32), we get the inequality (8.18) of Lemma 8.1
It remains to establish the bound on Vm,γ , i.e. (8.17). It suffices to consider
√
m large enough only, we take√
m ≥ 80. Since the operator Vm,γ is translation invariant, we can use Lemma 5.4 and hence it suffices to show
that
sm := sup
x
e
20γ0√
m
|x|‖Vm,γ0/2(0, x)‖G ≤ Cm−1/2(d+1) logm. (8.33)
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Indeed, we then get
‖Vm,γ0/2‖10γ0/ℓ ≤ sm
∫
dx e
(
10γ0
ℓ
− 20γ0√
m
)|x| ≤ Cm−1/2 logm (8.34)
which implies (8.17) by scaling.
To prove (8.33) we split Vm,γ(x
′, x) = V ′m,γ(x′, x) +V ′′m,γ(x′, x)where the terms are defined by restricting the
supremum in (8.32) to γ02 |x− x0| ≤ logm and γ02 |x− x0| > logm respectively. We bound
e
20γ0√
m
|x||V ′′m,γ0/2(0, x)| ≤ e
20γ0√
m
|x|
sup
x0:γ0|x−x0|>logm
e−
γ0
2 |x−x0| |Tm(x)− Tm(x0)R(0)|
≤ 1
m
e
20γ0√
m
|x||Tm(x)|+ sup
x0
1√
m
e−
γ0
4 |x−x0|e
20γ0√
m
|x0| |Tm(x0)R(0)|
where we used the triangle inequality |x| ≤ |x0| + |x − x0| and √m ≥ 80 in the last step. The desired bound
(8.33) (without the log) now follows from (7.3).
Next, we consider V ′m,γ0/2. The argument for showing (8.33) for V
′
m,γ0/2
is analogous to the proof of Lemma
7.1 and we will use some notation from that proof. We start from the momentum space representation
Tm(x′, x)− Tm(x′, x0)R(0) = (1/2π)d
∫
Tn
dp eip(x−x
′)
[
Tˆm(p)− Tˆm(p)R(0)e−ip(x−x0)
]
(8.35)
and proceed as in (7.5) and (7.6) to conclude that up to terms exponentially small in m (and n) it suffices to
bound ∥∥∥∥∫
Tn
dp emfn(p¯)eipx(R(p¯)−R(0)e−ip¯(x−x0))χn(p)
∥∥∥∥
G
(8.36)
where p¯ = p+ 20iγ0√
m
ex. This is bounded by
C
∫
Tn
dp e−
Dn
2 mp
2
(‖R(p¯)−R(0)‖G + |1− e−ip˜(x−x0)|)χn(p). (8.37)
using the bound (6.15). Since
|1− e−ip˜(x−x0)| ≤ C(|p|+ γ0/
√
m) logm
the second term on the RHS of (8.37) contributes O(m−(d+1)/2 logm). For the first term use analyticity of R(p)
in a ball of radius γ0 at the origin to get
‖R(p¯)−R(0)‖G ≤ C(|p|+ γ0/
√
m+ 1|Re p|>cγ0)
and hence the first term on the RHS of (8.37) contributes O(m−(d+1)/2), as well.
8.1.2 Proof of Lemma 8.2
We start from the Ward Identity ∫
dx′K(x′′, x′)P β =
∫
dx′K˜(x′′, x′)P ref (8.38)
Then ∫
dx′K(x′′, x′)Tm(x′, x) (8.39)
=
∫
dx′K(x′′, x′)eγ|x
′′−x′| (Tm(x′, x)− P βTm(x′′, x)) e−γ|x′′−x′| (8.40)
+
∫
dx′K˜(x′′, x′)eγ|x
′′−x′|P refTm(x′′, x)e−γ|x
′′−x′| (8.41)
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We now define the operatorsWm,γ , W˜m,γ by specifying their reduced kernels
Wm,γ(x
′, x) := sup
x′′
∣∣Tm(x′, x)− P βTm(x′′, x)∣∣ e−γ|x′′−x′| (8.42)
W˜m,γ(x
′, x) := sup
x′′
∣∣P refTm(x′′, x)∣∣ e−γ|x′′−x′| (8.43)
(the absolute values on the RHS are again meant as absolute values of kernels on An×An, see the remark below
(8.32)) Note that both operators are translation invariant. By completely analogous reasoning as the one leading
to (8.18), we get the inequality (8.26).
Now to the bounds onWm,γ , W˜m,γ . If P
β is replaced byR(0) in the definition ofWm,γ(x
′, x), we get the first
term of the bound by an analogous proof as that of Lemma 8.1. The error term due to R(0)−P β is estimated by
C‖R(0) − P β‖
G
where the constant C originates from bounding SℓT
m with the help of Lemma 7.1. Similarly,
the bound on W˜m,γ0/2 is immediate from Lemma 7.1.
8.2 Preliminaries for the induction step GcA → Gc
′
A′
In this section, we gather some tools for the proofs of Propositions 8.1, 8.2, 8.3. We state the main bound that
we will use to control the sum over correlation functions at the lower scale. We abbreviate k := |A| = |A′| and
m+ := max IA′ −maxA;
‖Gc′A′,lin‖10γ0 ≤
∑
A→A′,|A|=k
∥∥∥∥SℓTA′ [GcA ⊗
τ∈IA′\A
T (τ)
]∥∥∥∥
10γ0
≤
∑
A→A′,|A|=k
‖(Tm+ ⊗ 1⊗ . . .⊗ 1)GcA‖10γ0/ℓ
k∏
j=1
‖T τj−τj−1−1‖10γ0/ℓ,
≤
∑
A→A′,|A|=k
Ck
log(1 +m+)√
1 +m+
‖GcA‖γ0 (8.44)
On the second line, we set the dummy τ0 = 0 or, if τ1 = 0, then τ0 = −1. The bound is obtained by proceeding
as in the proof of Lemma 7.2, bounding powers Tm by Lemma 7.1, except the power Tm+ , which is bounded by
using Lemma 8.1, as explained in the beginning of Section 8.1.
Next, we introduce some useful notation. We let h(A) stand for a function of the ordered times τ1, . . . , τk of
Awith the property that, for minA > 0,
h(A) = h(A+ τ) (time-translation invariance) (8.45)
and satisfying the normalization conditions, uniformly in τk, τ1, respectively,∑
0<τ1<τ2<...<τk:τk fixed
h(A) ≤ 1, and
∑
τ1<τ2<...<τk:τ1 fixed
h(A) ≤ 1 (8.46)
Note that the first condition follows from the second by time-translation invariance. In particular, we will use
that the function of k− 1 variables obtained by performing the sum∑τ1:τ1<τ2 h(A) or∑τk:τk>τk−1 h(A) satisfies
the same conditions, and hence we will also call it h(·). This is how h(·) will enter: we write
‖Gc′A′,lin‖10γ0 ≤
∑
A→A′
ǫ|A|
log(1 +m+)√
1 +m+
dist(A)−αh(A). (8.47)
by using (8.44). Now our task is to estimate the RHS, which is done by elementary analysis in the next sec-
tions (note indeed that all operators have disappeared from the RHS). Below, we consistently use the notation
τ1, τ2, . . . for the ordered elements of A and τ
′
1, τ
′
2, . . . for those of A
′. The variables τ1, τ2, . . . range over the sets
Iτ ′1 , Iτ ′2 , . . .
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8.2.1 Change of variables
We need to sum (8.47). Hence we will have to convert the factor dist(A′)α into dist(A)α. In doing this, we will
gain small factors of ℓ−2α. Indeed, we find the inequality
dist(τ ′1, τ
′
2)
α ≤ ℓ−2αdist(A)α, A→ {τ ′1, τ ′2}, τ ′2 − τ ′1 > 1 (8.48)
That is, if the macroscopic times are not neighbors, thenwe gain a small factor. However, even if the macroscopic
times are neighbors, then we still get a small factor from every second difference of macroscopic times, i.e.
dist(A′)α ≤ C|A′| (ℓ−2α)⌊ |A′|−12 ⌋ dist(A)α, for any A→ A′ with |A′| = |A| ≥ 3 (8.49)
Indeed, for all 1 < j < |A′|, either |τj − τj+1| ≥ ℓ2 |τ ′j − τ ′j+1| or |τj − τj−1| ≥ ℓ2 |τ ′j − τ ′j−1|. We will refer to these
bounds as ’change of variables’.
8.3 Proof of Proposition 8.1
To prove Proposition 8.1, we need to control the sum∑
A′:|A′|=k,maxA′fixed
dist(A′)α
∑
A→A′
1√
1 + max Iτ ′
k
− τk dist(A)
−αh(A) (8.50)
which emerges5 from the LHS of (8.3,8.4) by (8.47). We will do this by using the change of variables and the
integrability of h(·), both introduced above. Note that we dropped the factor logC(1 +m+) since it can always
be estimated by C′ logC ℓ which suffices for our purposes. We also did not write ǫ|A|n since this factor just goes
through all estimates.
8.3.1 The case |A′| = 2
Let us assume first that τ ′1 < τ
′
2 − 1, then (8.50) reduces to
∑
τ ′1:τ
′
1<τ
′
2−1
(1 + τ ′2 − τ ′1)α
∑
τ1∈Iτ′1 ,τ2∈Iτ′2
h(τ1, τ2)(1 + τ2 − τ1)−α(max Iτ ′2 − τ2 + 1)−1/2 (8.51)
≤ Cℓ−2α
∑
τ1<τ2−ℓ2
∑
τ2∈Iτ′2
h(τ1, τ2)(max Iτ ′2 − τ2 + 1)−1/2 (8.52)
≤ Cℓ−2α
∑
τ2∈Iτ′2
(max Iτ ′2 − τ2 + 1)−1/2 = Cℓ−2α
ℓ2∑
x=1
x−1/2 ≤ Cℓ1−2α (8.53)
To get the first inequality, we used the change of variables formula (8.49), the second inequality follows from the
properties of h(·), i.e., from (8.46).
Next, let us treat the case τ ′2 = τ
′
1 + 1, then (8.50) gives (we can bound dist(A
′)α by a constant here)
C
∑
τ1∈Iτ′
1
,τ2∈Iτ′
2
h(τ1, τ2)(1 + τ2 − τ1)−α(max Iτ ′2 − τ2 + 1)−1/2 (8.54)
≤ C
∑
τ2
(1 + τ2 −min Iτ ′2)−α(max Iτ ′2 − τ2)−1/2 =
ℓ2∑
x=1
x−α(1 + ℓ2 − x)−1/2 ≤ Cℓ1−2α (8.55)
5In fact, Proposition 8.1 demands that we keep minA′ fixed. However, by time-translation invariance, the
claim withmaxA′ fixed is equivalent
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In the first inequality, we used (1+ τ2− τ1)−α ≤ (1+ τ2−min Iτ ′2)−α, and we bounded the sum over τ1 by (8.46).
The last inequality follows easily after splitting the sum in 1 < x ≤ ℓ2/2 and ℓ2/2 < x ≤ ℓ2. Putting the two
contributions together, we get Cℓ1−2α as a bound for (8.50) in the case |A| = |A′| = 2.
8.3.2 The case |A′| = 3
We start with the subcase τ ′1 = τ
′
2 − 1 = τ ′3 − 2which turns out to be the most tricky one. First, we dominate∑
τ1,2,3∈Iτ′
1,2,3
dist(τ1, τ2, τ3)
−α(1 + max Iτ ′3 − τ3)−1/2h(τ1, τ2, τ3) (8.56)
≤
∑
τ2,3∈Iτ′
2,3
dist(τ2, τ3)
−α(1 + τ2 −min Iτ ′2)−α(1 + max Iτ ′3 − τ3)−1/2h(τ2, τ3) (8.57)
by (1 + τ2 − τ1)−α ≤ (1 + τ2 −min Iτ ′2)−α and the properties of h, i.e. (8.46). Then, we change variables
x = τ2 −min Iτ ′2 , y = max Iτ ′3 − τ3, 0 ≤ x, y < ℓ2 (8.58)
such that we have to bound
ℓ2−1∑
x,y=0
F (x, y), F (x, y) = h(x, 2ℓ2 − y − 1)(x+ 1)−α(y + 1)−1/2(2ℓ2 − x− y − 1)−α (8.59)
where we used the invariance of h(·, ·) under joint translations of its arguments.
To perform these sums, we define the sets
Can := {(x, y)
∣∣ (1− δn,0)2n ≤ x ≤ 2n+1, (1− δn,0)2n ≤ y ≤ 2/3ℓ2} (8.60)
Cbn := {(x, y)
∣∣ (1− δn,0)2n ≤ y ≤ 2n+1, (1− δn,0)2n ≤ x ≤ 2/3ℓ2} (8.61)
Cc := {(x, y)∣∣ 2ℓ2 − x− y ≤ 2/3ℓ2} (8.62)
And we will split
ℓ2−1∑
x,y=0
F (x, y) ≤
n∗∑
n=0
∑
Can
F (x, y) +
n∗∑
n=0
∑
Cbn
F (x, y) +
∑
Cc
F (x, y) (8.63)
for n = 0, . . . n∗ with n∗ the smallest natural number such that 2n
∗ ≥ ℓ2. To perform the sum in Can, we bound
sup
Can
(
(2ℓ2 − x− y − 1)−α(x+ 1)−α(y + 1)−1/2
)
= Cℓ−2α(2n)−1/2−α, (8.64)
we use properties (8.46) to perform the y-sum and we bound the x-sum by 2n, the ’width’ of its domain. This
yields ∑
Can
F (x, y) ≤ Cℓ−2α(2n)1−1/2−α (8.65)
The sum in Cbn is done analogously, except that now the x-sum is controlled by (8.46) and the y-sum by its width
2n. On Cc, we can bound (x+ 1)−α(y + 1)−1/2 ≤ ℓ−1−2α, and then the sum is done straightforwardly as
∑
Cc
F (x, y) ≤ ℓ−1−2α
ℓ2−1∑
x,y=0
h(x, 2ℓ2 − y)(2ℓ2 − x− y − 1)−α (8.66)
≤ ℓ−1−2α
ℓ2−1∑
x=0
(ℓ2 − x)−α ≤ ℓ1−4α (8.67)
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The sum over n = 1, . . . , n∗ yields
ℓ2−1∑
x,y=0
F (x, y) ≤ ℓ1−4α + ℓ−2α
n∗∑
n≥1
(2n)1−1/2−α (8.68)
≤ Cℓ−2α(21/2−α)n∗ ≤ Cℓ1−4α (8.69)
Let us now look at the case where one pair of τ ′1, τ2, τ
′
3, is consecutive. If 1 + τ
′
1 < τ
′
2 = τ
′
3 − 1, then we
get a factor ℓ−2α from (1 + τ2 − τ1)α by change of variables, we integrate τ1 by using the normalization of h(·)
and we can treat the remaining times τ ′2, τ
′
3 as outlined in the case |A′| = 2, gaining an extra factor ℓ1−2α. The
other possible case with one consecutive pair, i.e. 1 + τ ′1 = τ
′
2 < τ
′
3 − 1, can be related to the previous case
by symmetry considerations, using the translation invariance of h(·). Finally, the case where no pair is consec-
utive is of course analogous to the corresponding case with |A′| = 2: One gets ℓ−4α from change of variables,
and the remaining sum over τ1,2,3 yields ℓ by using the normalization of h(·) and the factor (1+max Iτ ′3−τ3)−1/2.
Hence in all subcases with |A′| = 3, we obtain a factor ℓ1−4α.
8.3.3 The case |A′| = k > 3
We perform the sum over τ1, τ2, . . . , τk−3. As argued in (8.49), we get at least one small factor ℓ−2α from every
second sum. This yields the bound ℓ−2α⌊
|A′|−3
2 ⌋. The last three sums are then bounded by Cℓ1−4α by repeating
the analysis of the case |A′| = 3.
Combining all cases, we get the claim of Proposition 8.1
8.4 Initial time linear RG: Proof of Proposition 8.2
We start as in Section 8.3 from the bound (8.50). Now we perform the sum over times τ1, . . . , τk starting from τk,
keeping in mind that τ1 = 0.
In the case k = |A′| > 2, we get a factor ℓ−2α⌊ k−12 ⌋ by the change of variables, and the sum is performed
by using the summability of the function h(τ1, . . . , τk) with τ1 = 0 fixed. In contrast to the proofs above, this
suffices since τ1 is indeed fixed here: τ1 = 0. For the case k = |A′| = 2, we perform the sum over τ2 by splitting
it in the regions τ2 ≥ ℓ2/2 and τ2 < ℓ2/2. For τ2 ≥ ℓ2/2, we can use the change of variables, and hence we get
(8.50) ≤ C
∑
τ2≥ℓ2/2
ℓ−2αh(0, τ2) + C
∑
1≤τ2<ℓ2/2
(ℓ2 − τ2)−1/2(1 + τ2)−αh(0, τ2)
≤ Cℓ−2α + Cℓ−1 (8.70)
This finishes the proof.
8.5 Equilibrium linear RG: Proof of Proposition 8.3
We have to perform the sum ∑
τ ′1:τ
′
1<τ
′
2
dist(τ ′1, τ
′
2)
α‖Gc′{τ ′1,τ ′2},lin‖10γ0 (8.71)
Let us abbreviate
m+ = max Iτ ′2 − τ2, m− = τ1 −min Iτ ′1 (8.72)
Then we obtain
‖Gc′{τ ′2,τ ′2},lin‖10γ0 ≤
∑
{τ1,τ2}→{τ ′1,τ ′2}
C
log(1 +m+)
(1 +m+)1/2
( log(1 +m−)
(1 +m−)1/2
‖Gc{τ1,τ2}‖γ0
+ ‖Gc{0,1,τ2−τ1+1}‖γ0 + ‖Gc{0,τ2−τ1+1}‖γ0 + ‖Gc{0,τ2−τ1}‖γ0
)
(8.73)
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where we used the time-translation invariance property Gc{τ1,τ2} = G
c
{1,τ2−τ1+1}, the bounds (8.29) and (8.30),
and the bound (6.12) for ‖P β −R(0)‖
G
.
Next, we perform the sum over τ ′1 of the RHS in (8.73). This RHS is split in four terms. The τ
′
1-sum of the last
three terms is bounded brutally by Cℓ2ǫ2nǫI,n by using the integrability of the function h(·) to perform the sum
over τ2−τ1 and estimating the sum over τ1 by ℓ2. By the smallness of ǫI,n, this bound is sufficient for Proposition
8.3. Next, we focus on the (τ ′1-sum of the) first term in (8.73). It is of the form∑
τ ′1:τ
′
1<τ
′
2
dist(τ ′1, τ
′
2)
α
∑
{τ1,τ2}→{τ ′1,τ ′2}
C(1 +m+)
−1/2(1 +m−)−1/2dist(τ1, τ2)−αh(τ1, τ2) (8.74)
To evaluate this sum, let us first consider the case τ ′1 < τ
′
2 − 1. We set
z := τ2 − τ1, x = max Iτ ′2 − τ2 (8.75)
and we estimate (8.74) restricted to τ ′1 < τ ′2 − 1 by
Cℓ−2α
∞∑
z=ℓ2
h(τ1, τ1 + z)
ℓ2−1∑
x=0
(1 + x)−1/2(1 + (x+ z)mod ℓ2)−1/2 ≤ Cℓ−2α log ℓ (8.76)
We used the change of variables to get the factor ℓ−2α and the Cauchy-Schwarz inequality to estimate the x-sum.
Restricting (8.74) to τ ′1 = τ
′
2 − 1 and setting y := τ1 −min Iτ ′1 , we get
C
ℓ2−1∑
x,y=0
h(1, ℓ2 − x− y)(1 + x)−1/2(1 + y)−1/2(ℓ2 − x− y − 1)−2α (8.77)
This sum is analogous to the one treated in Section 8.3.2, the only difference being that one exponent is 1/2
instead of α. The multiscale treatment can be copied without changes. The result is that the sum is bounded by
Cℓ−2α and this yields Proposition 8.3.
9 Flow of GcA: nonlinear part
In this section, no information on Tn is needed, except for the bound on T
m
n from Lemma 7.1. Starting from
the induction hypothesis on the cumulants at scale n, we deduce an estimate on the nonlinear part of the con-
tribution to scale n + 1. We do not distinguish between bulk and boundary terms, and hence we have A ⊂ N0
throughout. We drop the scale subscript n and we mark operators on scale n+ 1 by a prime, as explained at the
beginning of Section 8.
As was explained in Section 8 as well, the nonlinear contribution to the RG flow is defined by excluding
from the sum (3.37) the contributions of A = {A} (a single set) with |A| = |A′|. Hence we still need to study the
remaining terms
Gc
′
A,nlin := Sℓ
∑
A ∈ B(IA′ ),GA′(A) connected∑
A∈A
|A| > |A′|
TA′
[
⊗
A∈A
GcA ⊗ ⊗
τ /∈SuppA
T (τ)
]
(9.1)
that is, either A has more than one element, or if it consists of one element A, then |A| > |A′|, and this is
combined in the condition
∑
A∈A |A| > |A′|. Our result is
Proposition 9.1. Fix an exponent αˆ with αˆ < α and a constant cv > 0. If cv is chosen small enough, then
sup
τ ′
∑
A′⊂N0:A′∋τ ′
(ǫˆ′)−|A
′|dist(A′)α‖Gc′A′,nlin‖10γ0 ≤ 1, with ǫˆ′ = c−1v ℓ−αˆǫ, (9.2)
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We remind the conventions introduced at the beginning of Section 6.1; ℓ−1 and ǫ0 should be chosen suffi-
ciently small compared to constants like cv . Proposition 9.1 establishes (the nonlinear parts of) Proposition 6.2.
Indeed, for α > 1/2, it suffices to fix α˜ < αˆ < α whereas for the case α ≤ 1/2, we observe that we can choose αˆ
such that additionally kα˜+ α˜I < k˜ˆα holds for k ≥ 2.
To derive Proposition 9.1, one can ignore the Ward Identities completely since they can at best give a factor
ℓ2 in each term of the sum, and such factors are irrelevant in view of the fact that we have extra factors of ǫ due
to the condition
∑
A∈A |A| > |A′| (cfr. the discussion at the beginning of Section 8).
Consequently, we will use the following basic bound for the cumulants. In fact, a special case of this bound
appeared already in the proof of Lemma 7.2.
Lemma 9.1 (A priori recursion relation).
‖Gc′A′‖10γ0 ≤
∑
A∈B(IA′ ),GA′(A) connected
eC|SuppA|
∏
A∈A
‖GcA‖γ0 (9.3)
Proof. We take ℓ > 10 and apply Lemma 5.3 to eq. (3.37):∥∥∥∥TA′Sℓ [ ⊗
A∈A
GcA ⊗
τ /∈SuppA
T (τ)
]∥∥∥∥
10γ0
≤
∏
A∈A
‖GcA‖γ0
∏
J
‖T |J|‖10γ0/ℓ (9.4)
where the product
∏
J runs over all discrete intervals J in the sets IA′ \ SuppA, cfr. the proof of Lemma 7.2. By
invoking Lemma 7.1, we bound
‖T |J|‖10γ0/ℓ ≤ C, since |J | ≤ ℓ2 (9.5)
The number of discrete intervals J is at most 2|SuppA| and this yields the claim.
9.1 Sum over connected coverings
Our strategy for bounding the sum over polymers A in eq. (9.1) consists of the following splitting. For each
A ∈ A, we let S(A) ⊂ A′ be the macroscopic domain of A, that is
S(A) = {τ ′ ∈ A′, A ∩ Iτ ′ 6= ∅} (9.6)
Note that any collection A of sets A induces a collection S = S(A) with elements S(A). We call a collection of
sets connected whenever it can not be split into two collections whose members are mutually disjoint. For any
A ∈ B(IA′), the connectedness of the graph GA′(A) implies that S = S(A) is connected and that SuppS = A′.
We call the set of connected collections C.
With this terminology, (9.3) can be written as
‖Gc′A′‖10γ0 ≤
∑
S∈C,SuppS=A′
∑
A∈B(IA′ ):S(A)=S
∏
A∈A
‖GcA‖γ0eC|A| (9.7)
≤
∑
S∈C,SuppS=A′
∏
S∈S
F1
(∑
A→S
‖GcA‖γ0eC|A|
)
(9.8)
where the function F1(x) :=
∑∞
p=1 x
p = x/(1 − x) appears because there can be more than one set A ∈ A such
that A→ S.
Let us now determine how this bound can be modified if we restrict the sum in (9.3) to those entering in
the nonlinear RG, i.e. in (9.1) . If |S| > 2, then the condition∑A∈A |A| > |A′| is always verified. If |S| = 1, i.e.
there is one S = A′, then there are either at least two A ∈ A such that A→ A′, or there is only one but it satisfies
|A| > |A′|. Hence we get
‖Gc′A′,nlin‖10γ0 ≤
∑
S∈C,SuppS=A′|S|>1
∏
S∈S
F1
(∑
A→S
‖GcA‖γ0eC|A|
)
(9.9)
+
∑
A→A′,|A|>|A′|
‖GcA‖γ0eC|A| + F2
( ∑
A→A′
‖GcA‖γ0eC|A|
)
(9.10)
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where F2(x) =
∑∞
p=2 x
p.
The following lemma shows how to control sums overA→ S that will appear in the evaluation of the above
expression
Lemma 9.2. 1) ∑
A→S
eC|A|dist(A)α‖GcA‖γ0 ≤ (Cǫ)|S| (9.11)
2) Abbreviate
vn(S) := (ℓ
−αˆǫ)−|S|dist(S)α
∑
A→S
‖GcA‖γ0eC|A|. (9.12)
Then
sup
τ ′
∑
S∋τ ′
vn(S) ≤ Cℓ2+2α. (9.13)
3)
sup
τ ′
∑
S∋τ ′
(ℓ−αˆǫ)−|S|dist(S)α
∑
A→S,|A|>|S|
‖GcA‖γ0eC|A| ≤ Cℓ2+3αǫ. (9.14)
Proof. To get (9.11), we recall the function h(·) introduced in (8.47), and we bound the LHS by∑
k≥|S|
(Cǫ)k
∑
τ1∈Iτ′
1
∑
A:|A|=k,minA=τ1
h(A) ≤ ℓ2(Cǫ)|S|, τ ′1 = minS (9.15)
using the summability of h, i.e. (8.46) and bounding the sum over τ1 = minA by ℓ
2.
Now to (9.13); we rewrite∑
S∋τ ′
vn(S) ≤
∑
A:A∩Iτ′ 6=∅
(
ℓ−αˆǫ
)−|S(A)|
ǫ|A|dist(S(A))α(dist(A))−αh(A) (9.16)
Assume there is a τ ′ ∈ S(A), τ ′ 6= minS(A),maxS(A), such that the set A ∩ Iτ ′ contains only one element. Then
we get a factor ℓ−2α from change of variables, and if there are p such τ ′, then we get at least ⌊(p+ 1)/2⌋ of these
factors. From elementary considerations,
2(⌊(p+ 1)/2⌋) ≥ p ≥ |S(A)| − (|A| − |S(A)|) − 2 (9.17)
Hence, we bound ∑
S∋τ ′
vn(S) ≤
∑
A:A∩Iτ′ 6=∅
(
ℓ−αˆǫ
)−|S(A)|
ǫ|A|ℓ−α(2|S(A)|−|A|−2)h(A)
≤ ℓ2α
∑
kA≥kS≥2
(ǫℓα)kA−kS ℓ(αˆ−α)kS
∑
A:A∩Iτ′ 6=∅,|A|=kA
h(A)
≤ ℓ2α+2
∑
kA≥kS≥2
kA(ǫℓ
α)kA−kS ℓ(αˆ−α)kS ≤ Cℓ2+2α (9.18)
The second inequality follows by setting kS = |S(A)|, kA = |A|. To get the third inequality, we bound the sum
over h(A) with A ∋ τ by |A| times the sum over h(A) with minA fixed, and then we proceed as in the proof of,
(9.11). This yields (9.13). To obtain (9.14), one repeats the calculation with the only difference that the sum over
kA, kS in (9.18) is restricted to kA − 1 ≥ kS ≥ 2.
47
9.2 Proof of Proposition 9.1
We perform the sum ∑
A′∋τ ′
(ǫˆ′)−|A
′|dist(A′)α‖Gc′A′,nlin‖10γ0 ≤ I+ II+ III (9.19)
where the three terms on the RHS refer to the three terms in (9.10). The second term can be bounded immediately
with the help of (9.14) (with S = A′), yielding
II ≤ Cℓ2+3αǫ (9.20)
We estimate the term III, with x :=
∑
A→A′ ‖GcA‖γ0eC|A| ≤ (Cǫ)|A
′| by (9.11) in Lemma 9.2. In particular, we
have x < 1− c, and hence F2(x) ≤ ǫ2Cx with F2 as in (9.10), since |A′| ≥ 2. Therefore,
III ≤ Cǫ2
∑
A′∋τ ′
(ǫˆ′)−|A
′|dist(A′)α
∑
A→A′
‖GcA‖γ0eC|A| ≤ ǫ2ℓ2+2α (9.21)
where we used (9.13) in Lemma 9.2 (recognizing the definition of vn(S) with S = A
′). Now we turn to
I ≤
∑
A′∋τ ′
(ǫˆ′)−|A
′|dist(A′)α
∑
S∈C,SuppS=A′,|S|>1
∏
S∈S
∑
A→S
‖GcA‖γ0eC|A| (9.22)
where we dropped the function F1(·) at the cost of increasing the constant C, using, as in the treatment of term
III above, that its argument is smaller than 1− c. First, for any S ∈ C with SuppS = A′, Lemma B.1 implies
dist(A′)α ≤
∏
S∈S
dist(S)α (9.23)
such that (9.22) is dominated by
∑
S∈C,|S|>1,SuppS∋τ ′
(ǫˆ′)−|SuppS|
∏
S∈S
dist(S)α
(∑
A→S
‖GcA‖γ0eC|A|
)
(9.24)
By substituting (9.12) for each S ∈ S in (9.24), and setting N(S) =∑S∈S |S|,
(9.22) ≤
∑
S∈C,|S|>1,SuppS∋τ ′
(ǫˆ′)N(S)−|SuppS|(ℓ)(2+2α)|S|︸ ︷︷ ︸
r(S)
∏
S∈S
c|S|v ℓ
−(2+2α)vn(S) (9.25)
By the connectedness of S, we have N(S) − |SuppS| ≥ |S| − 1, and combined with |S| ≥ 2, this yields
r(S) ≤ 1. Hence we are left with the task of estimating (the constraint |S| > 1 can now be dropped)∑
S∈C,SuppS∋τ ′
∏
S∈S
c|S|v ℓ
−(2+2α)vn(S). (9.26)
The tool to perform this sum is the bound
∑
S∋τ ′ ℓ
−(2+2α)vn(S) ≤ C from Lemma 9.2. Indeed, sums over
collections of connected sets, as in (9.26), can be handled conveniently with cluster expansions, with the bound
from Lemma 9.2 playing the role of the Kotecky-Preiss criterion. We state the relevant cluster expansion result
in Proposition B.1 in Appendix B. A basic corollary, eq. (B5), implies that (9.26) is bounded by a constant that
can be made smaller than 1 by choosing cv small enough.
Collecting the bounds on the three terms I, II, III, Proposition 9.1 follows
10 Estimates on the first scale: Excitations
In this section, we prove bounds on the correlation functions GcA, i.e. the claims of induction hypothesis 6.2 for
n = 0. We treat the bulk correlation functions (0 /∈ A) in Section 10.2 and the boundary correlation functions
(0 ∈ A) in Section 10.3. We derive an explicit representation for the operators GcA that is based on the Dyson
expansion. This representation will also be useful to analyze T for n = 0 in Section 11. Since we start so to say
from scratch, the first part of our discussion is in finite volume Λ and we perform the thermodynamic limit in
Section 10.2.1.
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10.1 Dyson Expansion
We recall the reduced dynamics of the system at microscopic time t
ZtρS = TrE
[
e−itH(ρS ⊗ ρrefE )eitH
]
(10.1)
and the dynamics on the n = 0 scale, Tn=0 (introduced in Section 3), it is related to Zt through T0 = Zλ−2t0 .
In the next sections, we will develop an expansion for Zt and we will relate this expansion to the correlation
functions GcA.
10.1.1 Derivation of the expansion
We introduce the time-evolved interaction Hamiltonian
HI(s) := e
isHE
∑
q∈Λ∗,i=1,2
(
φ(q)(W ⊗ eiqX ⊗ a∗i,q) + h.c.
)
e−isHE (10.2)
and define the Liouvillians LI(s) = ad(HI(s)), LS = ad(HS) and LE = ad(HE). Let us also use the shorthand
Us = e
−isLS . Then the Duhamel formula
eitLEe−itL = Ut +
∫ t
0
dsUt−s(−iλLI(s))eisLEe−isL
yields upon iteration the Dyson series for the reduced dynamics Zt:
ZtρS =
∑
m≥0
(−λ2)m
∫
0<t1<...<t2m<t
dt1 . . .dt2m TrE
[
Ut−t2mLI(t2m) . . . Ut2−t1LI(t1)Ut1(ρS ⊗ ρrefE )
]
(10.3)
where the invariance TrE(e
−itLEA) = TrEAwas used. Form = 0, the RHS is understood as UtρS.
Next, we write the integrand using the formalism developed in Section 3.1:
TrE
[
Ut−t2mLI(t2m) . . . Ut2−t1LI(t1)Ut1(ρS ⊗ ρrefE )
]
(10.4)
= T E [Ut−t2m ⊙ LI(t2m)⊙ . . .⊙ Ut2−t1 ⊙ LI(t1)⊙ Ut1 ] ρS. (10.5)
We recall that the expectation E acts on an element ofR⊗
n⊗RE and the contraction T : R⊗n → R. As in Section
3.1, it will be convenient to label the spaces R in R⊗
n
by the times that occur in the corresponding operators.
Given a 2m-tuple of times {t1, . . . , t2m} ≡ t ⊂ [0, t] let t0 = 0, t2m+1 = t and denote the family of intervals
Ji ≡ [ti, ti+1], i = 0, 2m by J (t). We will then index the space R where LI(ti) lies by Rti and the space R where
Uti+1−ti lies by RJi . Thus
E [Ut−t2m ⊙ LI(t2m)⊙ . . .⊙ Ut2−t1 ⊙ LI(t1)⊙ Ut1 ] ∈
2m⊗
i=1
Rti ⊗
J∈J (t)
RJ (10.6)
and as before the operator T contracts the operators in the obvious chronological order, i.e. such that those in
R[0,t1] are on the right, then those in Rt1 , then those in R[t1,t2], etc.
Let {u, v} be a pair of (distinct) times with the convention that u < v. Then we define
Ku,v = −λ2E [LI(v))⊙ LI(u))] , Ku,v ∈ R ⊗R (10.7)
and we view this operator as an element in Rv ⊗ Ru. We also abbreviate Us′−s by UJ with J = [s, s′] and we
view UJ as an element in RJ . Since LI is linear in the creation and annihilation operators, the Wick theorem
yields
E [Ut−t2m ⊙ LI(t2m)⊙ . . .⊙ Ut2−t1 ⊙ LI(t1)⊙ Ut1 ] =
∑
π∈Pairings(t)
⊗
{u,v}∈π
Ku,v ⊗
J∈J (t)
UJ (10.8)
where the sum on the RHS runs over pairings π, i.e. partitions of the times t1, . . . , t2m in m pairs (u, v) with the
convention that u < v.
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By plugging (10.8) into (10.3), we obtain
Zt =
∑
m≥0
∫
0<t1<...<t2m<t
dt1 . . .dt2m
∑
π∈Pairings(t)
T [⊗{u,v}∈πKu,v ⊗J∈J (t) UJ] (10.9)
As before, we equip products of R, e.g. as in (10.6), with the norm ‖ · ‖γ .
10.1.2 A formalism for the combinatorics
The integral over ordered t, together with the sum over pairings, π, on the set of times, is represented as a
combined integral and sum over ordered pairs (ui, vi) with ui, vi ∈ R+ and i = 1, . . . ,m, such that
ui < vi, u1 < . . . < um (10.10)
This is done as follows. For any pair (r, s) ∈ π, we let ui = tr, vi = ts where the index i = 1, . . . ,m is chosen
such that the ui are ordered u1 < u2 . . . < um. We represent one pair (ui, vi) by the symbol wi and the m-tuple
of them by w. We call ΩJ the set of w such that ui, vi ∈ J (for arbitrarym), and we use the shorthand∫
ΩJ
dw :=
∑
m≥0
∫
Jm
du
∫
Jm
dv 1[ui<vi]1[u1<...<um] (10.11)
where the RHS is set to 1 form = 0, corresponding to w = ∅ in the LHS. In what follows, we will often consider
the ordered times t, u, v to be implicitly defined by w. For example, we will write J (w) instead of J (t). The
Dyson expansion in terms of the sets of pairs w reads
Zt =
∫
Ω[0,t]
dw T
[
⊗w∈wKw ⊗
J∈J (w)
UJ
]
(10.12)
10.1.3 Connected correlations and the Dyson series
To relate the previous sections to the setup in Section 3, we need to discretize time and express the operators
GA, G
c
A in terms of the Dyson series.
Recall that N is the set of macroscopic times. To each macroscopic time, we now associate a domain of
microscopic times,
Dom(τ) = [λ−2t0(τ − 1), λ−2t0τ ] (10.13)
To a set A ⊂ N of macroscopic times, we then associate the domain
Dom(A) =
⋃
τ∈A
Dom(τ) (10.14)
We take t = λ−2t0N . Then, a set of pairs w ∈ Ω[0,t] determines a graph G(w) on {1, . . . , N} by the following
prescription: the vertices τ < τ ′ are connected by an edge if and only if there is a pair w = (u, v) in w such that
u ∈ Dom(τ) and v ∈ Dom(τ ′) (10.15)
(Note that there may be several such pairs). We write Supp(G(w)) for the set of non-isolated vertices of G(w), i.e.
the vertices that have at least one connection to another vertex. If w ∈ ΩDomA, than Supp(G(w)) is obviously a
subset of A. In that case we write GA(w) for the induced graph with vertex set A. The graphs G(w) in the Dyson
expansion with support A give rise to the correlation function GA of Section 3, and connected graphs GA(w)
give rise to the connected correlation functions. This goes as follows. Recall the collection J (w) of intervals
determined by the times in w. Given a macroscopic time τ ∈ N we define Jτ (w) as the family of intervals
{Dom(τ) ∩ J | J ∈ J(w)} and set
JA(w) :=
⋃
τ∈A
Jτ (w) (10.16)
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Using the group property of Us and the definition of contraction we have
UJ = ι(UJ2 ⊗ UJ1)
for J = J1 ∪ J2 with J1, J2 consecutive intervals. Applying this to the intervals J in (10.12) intersecting more
than one Dom(τ) we get
T
[
⊗
w∈w
Kw ⊗
J∈J(w)
UJ
]
= T
[
⊗
w∈w
Kw ⊗
J∈J[1,N ](w)
UJ
]
=: T V[0,N ](w). (10.17)
where we abbreviated [1, N ] = {1, 2, . . . , N}. The tensor product defining V[1,N ](w) factors across the macro-
scopic times, i.e:
V[1,N ](w) = ⊗
τ /∈Supp(G(w))
VDom(τ)(w)⊗VSupp(G(w))(w) (10.18)
which can also be written as
V[1,N ](w) = ⊗
τ /∈Supp(G(w))
VDom(τ)(w)⊗
i
VSupp(Gi(w))(w) (10.19)
where Gi are the connected components of G.
As in Section (3.5), we may perform the time ordered contraction T in two steps, first within the time
intervals Dom(τ) and then contracting the rest:
T = T N⊗
τ=1
Tτ (10.20)
where
Tτ : ⊗
i:ti∈Dom(τ)
Rti ⊗
J∈Jτ (w)
RJ → Rτ .
The beautiful formula (10.20) is not a typo but a consequence of the fact that we defined T both as contracting
microscopic times and intervals, and macroscopic intervals. Writing as before TA = ⊗τ∈A Tτ , eq. (10.18) leads
then to the expansion (3.5) with
GA =
∫
ΩDom(A)
dw 1[Supp(G(w))=A]TA
[
⊗
w∈w
Kw ⊗
J∈JA(w)
UJ
]
(10.21)
and
T =
∫
ΩDom(τ)
dw T
[
⊗
w∈w
Kw ⊗
J∈Jτ (w)
UJ
]
(10.22)
(note that τ on the RHS is arbitrary) whereas (10.19) gives
GcA =
∫
ΩDom(A)
dw 1[GA(w) connected] TA
[
⊗
w∈w
Kw ⊗
J∈JA(w)
UJ
]
(10.23)
10.2 Bounds on bulk correlation functions
In this Section, we state and prove Lemma 10.1, which is actually the induction hypothesis 6.2 for bulk sets A
(not containing 0) and on scale n = 0. Boundary correlation functions (A ∋ 0) will be treated in Section 10.3.
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10.2.1 Bounds on the Dyson expansion
As a first step, let us derive a term by term bound on the Dyson expansion and perform the thermodynamic
limit. Let us write the operatorKu,v in (10.7) explicitly. Using the field operators ( 2.15) we can rewrite (10.2) as
HI(s) =
∑
x
W ⊗ 1x ⊗ Φ(x, s). (10.24)
Let us use the notation ad(A) = A0 − A1 where A0 is left multiplication and A1 is right multiplication (by A).
Then, (10.7) becomes
Ku,v = −λ2
∑
x,y
∑
a,b∈{0,1}
(−1)a+bζab(x− y, v − u)(W ⊗ 1x)a ⊗ (W ⊗ 1y)b (10.25)
where
ζab(x− y, v − u) = TrE
(
Φ(x, v)aΦ(y, u)bρrefE
)
(10.26)
By (2.16)
ζ00(x, t) = ζ10(x, t) = ζ11(x,−t) = ζ01(x,−t) = ζ(x, t) (10.27)
(we used translation invariance in time and O(d) invariance in x).
Eq. (2.17) (thermodynamic limit for ζ) implies the kernel of Ku,v has a pointwise limit as Λ ր Zd. For the
remainder of the present section, we use the notation Ku,v and h(s) (introduced below) both for Λ finite and
Λ = Zd, indicating differences whenever necessary. Since the kernel of 1ay is diagonal in the coordinates x, v
(recall that z = (x, v, η, eL, eR) ∈ A0 and note that this v has nothing to do with the time-coordinates u, v used
below), we get
‖Ku,v‖γ ≤ Cλ2 (10.28)
for all γ. In fact, using the time decay of ζ in assumption A and denoting
λ2h(v − u) := ‖Ku,v‖20γ0 , (10.29)
we get h(s) ≤ C for Λ finite and ∫ ∞
0
ds(1 + |s|)αh(s) ≤ C, forΛ = Zd (10.30)
Lemma 10.1. The sums and integrals on the RHS of (10.12), (10.21) (10.22) and (10.23) converge absolutely. For
example, the series defining Zt is bounded by∫
Ω[0,t]
dw
∥∥∥∥T [ ⊗w∈wKw ⊗J∈J(w)UJ
]∥∥∥∥
20γ0
≤
{
eCλ
2t2 Λ finite
eCλ
2t Λ = Zd
(10.31)
In particular, the limits of (10.12), (10.21) (10.22) and (10.23) as Λր Zd exist. Moreover Zt is strongly continuous in t.
Proof. The following reasoning applies for finite and infinite Λ alike.Using Lemma 4.3. we get∥∥∥∥T [ ⊗w∈wKw ⊗J∈J(w)UJ
]∥∥∥∥
γ
≤
∏
w∈w
‖Kw‖γ ×
∏
J∈J(w)
‖UJ‖γ (10.32)
and using standard propagation bounds for the lattice Laplacian∆, we have
‖UJ‖20γ0 ≤ Ceλ
2C|J| (10.33)
(recall that we treat γ0 as a constant). Hence the LHS of (10.31) can be bounded by∫
Ω
dw
∏
J∈J[0,t](w)
Ceλ
2C|J| ×
∏
w∈w
λ2h(v − u) (10.34)
≤ eλ2Ct
∑
m∈N
∫
0<u1<...<um<t
du
(
m∏
i=1
C
∫ t
ui
dvih(vi − ui)
)
(10.35)
≤ eCλ2t
∑
m≥0
(λ2Ct)m
m!
(∫ t
0
dsh(s)
)m
≤
{
eCλ
2t2 Λ finite
eCλ
2t Λ = Zd
(10.36)
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To get the second last inequality, we first performed the vi-integrals, and then we estimated the ui-integrals by
the volume of anm-dimensional simplex. In the last one we used eq. (10.30) and h(s) > C for finite Λ. For any
finite t, the term-by-term convergence of the series follows by the Vitali convergence theorem, since each term
converges pointwise and the series is summable uniformly in Λ. For the series in (10.21, 10.22, 10.23), similar
reasoning applies. Strong continuity of t 7→ Zt follows from strong continuity of s 7→ Us.
The following estimate is an immediate consequence of (10.23) and bounds as in the proof of Lemma 10.1.
We write w−→
min
A to denote that the graph GA(w) is connected and that no pair can be dropped from w without
losing this property. In particular, this implies that GA(w) is a spanning tree on A. We say that suchw ’minimally
span’ A.
Lemma 10.2.
‖GcA‖10γ0, ≤ eC|A|
∫
ΩDom(A)
dw 1[w−→
min
A]
∏
w∈w
λ2Ch(v − u) (10.37)
Proof. By (10.23) and Lemma 10.1, we have
‖GcA‖10γ0 ≤
∫
ΣDom(A)
dw 1[GA(w) connected]
∏
J∈JA(w)
Ceλ
2C|J| ×
∏
w∈w
λ2h(v − u) (10.38)
and, since |JA(w)| ≤ |w| + |A|, we may dominate the integrand by eC|A|
∏
w∈w λ
2Ch(v − u), since |Dom(A)| =
λ−2|A|. Next, we state an appealing estimate was the main motivation for encoding the pairings π in the pair-
sets w. For any (integrable) function f on ΩDom(A), we have∫
ΣDom(A)
dw 1[GA(w) connected]|f(w)| ≤
∫
ΩDom(A)
dw′ 1[w−→
min
A]
∫
ΣDom(A)
dw′′ |f(w′ ∪ w′′)| (10.39)
To realize why this holds true, choose a spanning treeT for the connected graph GA(w) and then pick a minimal
subset w′ of the pairs in w such that GA(w′) = T . Since, in general, this can be done in a nonunique way, the
integrals on the RHS contain the same w more than once, and the inequality is strict unless f is concentrated on
minimally spanning w.
We apply this inequality with f(w) :=
∏
w∈w λ
2Ch(v − u) to (10.38) (with the integrand dominated as
indicated there). The resulting integral over dw′′ can then be performed similarly to (10.36), yielding eC|A|. This
proves the claim.
We now derive the main result of the present section
Proposition 10.1. For λ small enough and with ǫ0 = C|λ|α,∑
A ⊂ N : minA = 1
ǫ
−|A|
0 dist(A)
α‖GcA‖10γ0 ≤ 1 (10.40)
Proof. Any w that spans A minimally determines a spanning tree on A. Hence we can reorganize the bound
(10.37) by first integrating all w that determine the same tree. This amounts to integrate, for each edge of the
tree, all pairs (u, v) that determine this edge. Furthermore, we use that
dist(A)α ≤
∏
{τ,τ ′}∈E(T )
(1 + |τ ′ − τ |)α, for any spanning tree T on A (10.41)
where E(T ) is the set of edges of the spanning tree T (see Appendix B for a simple proof). We arrive at the
bound
dist(A)α‖GcA‖10γ0 ≤ eC|A|
∑
span. treesT onA
∏
(τ,τ ′)∈E(T )
eˆα(τ, τ
′) (10.42)
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where, for τ < τ ′,
eˆα(τ, τ
′) := λ2(1 + |τ − τ ′|)α
∫
Dom(τ)
du
∫
Dom(τ ′)
dv h(v − u), (10.43)
and eˆα(τ
′, τ) := eˆα(τ, τ ′). Next, we establish ∑
τ ′∈N\{τ}
eˆα(τ, τ
′) ≤ C|λ|2α, (10.44)
by using the bound (10.30) on h from Lemma 10.1;
eˆα(τ, τ + 1) ≤ λ2C
∫ 2λ−2t0
0
ds sh(s) ≤ λ2C(2λ−2t0)1−α ≤ C|λ|2α
∑
τ ′>τ+1
eˆα(τ, τ
′) ≤ λ2C(t0|λ|−2)−α
λ−2τt0∫
λ−2(τ−1)t0
du
∞∫
u+λ−2t0
dv(v − u)αh(v − u) ≤ C|λ|2α
Starting from the inequality (10.42), we bound the sum in (10.40) as∑
A ⊂ N
minA = 1
ǫ
−|A|
0 dist(A)
α‖GcA‖10γ0 ≤
∑
treesT onN :
Supp(T ) ∋ 1, |T | ≥ 2
(C|λ|2α)−|E(T )|
∏
(τ,τ ′)∈E(T )
eˆα(τ, τ
′) (10.45)
where we denote by Supp(T ) the vertices that have at least one edge and E(T ) is the set of edges. This sum
can be controlled relying on the bound (10.44). This is a special case of Lemma B.1 in Appendix B where (10.44)
plays the role of the Kotecky-Preiss criterion (B3), κ = 1, and the edges {τ, τ ′} of the tree T play the role of the
sets S.
10.3 Bounds on boundary correlation functions
In this section, we work in the equilibrium case β1 = β2 = β, since only in that case the boundary correlation
functions are relevant. We recall from Section 4.2.2:
Z˘tρS = TrE
[
e−itHDrd(ρS ⊗ ρrefE )D∗rdeitH
]
(10.46)
which differs from the reduced evolution Zt by the fact that we included the Radon-Nikodym derivativeDrd.
For a dense set of ρ ∈ B1(H ), we can write a formal Duhamel expansion
DrdρD
∗
rd = e
∆F (β)
∞∑
m=0
∫
0<β1<...<βm<β
dβ1 . . . dβm λ
m L˜I(βm) . . . L˜I(β1)ρ (10.47)
where the term withm = 0 is defined to be 1 and
L˜I(βi)ρ = −1
2
[e
βi
2 (HS+HE)HIe
− βi2 (HS+HE), ρ]+ (10.48)
with [B,A]+ = BA + AB. We will now combine this expansion with the Dyson expansion for the unitary
evolution to obtain an expansion for Z˘t. For this it is convenient to set in eq. (10.47) βi = ti − β with ti ∈ [−β, 0]
and
LI(t) := L˜I(t+ β) for t ∈ [−β, 0].
We also generalize
UJ := UJ∩[0,t] for J ⊂ [−β, t].
and
Ku,v := (i1[u≥0] + 1[u<0])(i1[v≥0] + 1[v<0])E[LI(v)⊙ LI(u)] (10.49)
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This bizarre looking formula simply takes care of the fact that the Dyson expansion for the Radon Nikodym
derivative does not have factors of i. In particular, the above definitions of UJ ,Ku,v reduces to the ones given
previously in Section 10.1.1 in the case J ⊂ R+, 0 < u < v. For a set of pairs w ∈ Ω[−β,t], we let now J (w) be the
induced collection of intervals partitioning the interval [−β, t] instead of the interval [0, t].
It is now straightforward to check the formal expansion
Z˘t = e
∆F (β)
∫
Ω[−β,t]
dw T
[
⊗
w∈w
Kw ⊗
J∈J[−β,t](w)
UJ
]
(10.50)
The factor e∆F (β) can be determined from the relation
1 = Tr[Z˘0ρ
ref
S ] = Tr[Z˘0(1[x=0]ν
ref)] (10.51)
where ρrefS and ν
ref were defined in Section 4.2.1 (note that 1[x=0]ν
ref is a function on A0) and the last equality
exploits the fact that ρrefS and ν
ref do not depend on x ∈ X0 and also the operator Z˘0 is translation-invariant. The
advantage of the rightmost term in (10.51) is that Z˘0 acts on an operator in B1(HS) that is strictly localized on
the lattice and in particular it has a limit as Λր Zd. Let us first define
h˘(s) = sup
−β≤u≤v:v−u=s
‖Ku,v‖20γ0 (10.52)
Then, Assumption A still implies that
∫
R+
ds(1 + sα)h˘(s) < C. To see this, let us inspect how the operator Ku.v
written out explicitly in (10.25), gets modified for negative u, v.
1) Depending on a, b ∈ {0, 1}, there are minus signs that do not affect our bounds.
2) The correlation function ζ(x, t) is evaluated with t in the complex strip Hβ instead of only on the real axis,
but, by Assumption A, this does not spoil the decay property. This is in fact the only reasonwhywe needed
the complex strip in Assumption A.
3) The operators 1ax in (10.25) should be replaced by e
rHS
1
a
xe
−rHS , 0 < r < β/2. By a simple propagation
estimate in imaginary time, cfr. (10.33), the ‖ · ‖20γ0-norm of such expressions is uniformly bounded by a
constant.
By the above remarks, it now follows that Lemma 10.1 still holds if we replace h → h˘. In particular, we can
bound the expansion in (10.50) as in Lemma 10.1, we control the expansion of the rightmost term in (10.51) and
hence we obtain the thermodynamic limit of the number e∆F (β) and the equilibrium state νβ , and we prove that
the operator T1(0) defined in Section 4.2.2 is bounded and has a thermodynamic limit, too. Finally, from the
expansion we get as well that
sup
s∈S
(
e20γ0|v||µβ(s)− µref(s)|
)
≤ Cλ2 (10.53)
with µβ(s), µref(s) defined in Section 4.2.1 and we recall that s = (v, η, eL, eR).
Let us next generalize the expression for the correlation functions GcA. For the macroscopic time τ = 0, we
define Dom(τ) := [−β, 0]. Then the equalities (10.21) and (10.23) remain true without any changes and Lemma
10.2 remains true upon replacing h→ h˘.
Finally, we prove the bound (6.18) (induction hypothesis 6.2) at scale n = 0.
Proposition 10.2. Recall that ǫ0 = C|λ|α and ǫI,0 = C|λ|2−2α. For λ small enough;∑
A ⊂ N
minA = 0
ǫ
−|A|
0 dist(A)
α‖GcA‖20γ0 ≤ ǫI,0 (10.54)
Proof. The proof mimics that of Proposition 10.1. We first derive
dist(A)α‖GcA‖ ≤ eC|A|
∑
span. treesT onA
∏
(τ,τ ′)∈E(T )
eˆα(τ, τ
′) (10.55)
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where eˆα(τ, τ
′) was defined in (10.43) and this definition carries over to the case where one of τ, τ ′ equals 0,
provided that we replace again h by h˘. However, the bound (10.44) can now be improved as
∑
τ ′∈N\{τ}
eˆα(τ, τ
′) ≤
{
C|λ|2α τ 6= 0
Cλ2 τ = 0
(10.56)
the improvement for τ = 0 is due to the fact that the length of Dom(τ) is β < C for τ = 0 instead of t0λ
−2 for
τ 6= 0. In the sum over trees (10.45), there is now always one edge of the form {0, τ} for which we have the bound
Cλ2 = Cǫ20ǫI,0 instead of Cǫ
2
0, and this accounts trivially for the improved bound on the RHS of (10.54).
11 Estimates on the first scale: reduced evolution T
The analysis of the operator T = Tn=0 proceeds in three steps. Note that T depends on the coupling constant λ
both through the strength of the interaction and through the definition of the time scale λ−2t0, since T = Zλ−2t0 .
In a first step, accomplished in Section 11.1, we prove that, as λ → 0, the operator Zλ−2t can be replaced by the
Markov semigroup et(−iλ
−2LS+M) with M a dissipative operator. This is the ’Markov approximation’ that we
referred to already in Section 2.4.3. This Markov approximation is well-known in the literature since the work
of Davies [8] and we describe it mainly for reasons of completeness.
In the second step, in Section 11.2, we argue that the Markov semigroup t 7→ et(−iLS+λ2M) has good proper-
ties, corresponding more or less to the requirements that Prop 6.3 imposes on T . The reasoning in that section
is standard in the analysis of (classical) linear Boltzmann equations, involving tools as Weyl’s theorem and the
Perron-Frobenius theorem. Finally, in Section 11.3, we argue that T inherits these properties from the Markov
semigroup. This follows immediately by perturbation theory.
11.1 The weak-coupling limit
11.1.1 The generatorM
We first define the generatorM and we investigate its properties. Let U0t stand for the propagator Ut with λ = 0,
that is;
U0t = e
−itLspin, Lspin = ad(Hspin) (11.1)
and we will again write U0J to denote U
0
s′−s for an interval J = [s, s
′]. We define
λ2G0v−u := T
[
Ku,v ⊗ U0[u,v]
]
(11.2)
λ2Gv−u := T
[
Ku,v ⊗ U[u,v]
]
(11.3)
Since U0t is a finite dimensional unitary tensored with the identity, acting only on the spin degrees of freedom,
‖U0t ‖γ ≤ C uniformly in t, γ, and (10.30) implies∫ ∞
0
ds(1 + |s|)α‖G0s‖20γ0 ≤ C. (11.4)
Next, let Pε be the projector to the the eigenspace corresponding to the eigenvalue ε ∈ E = σ(Lspin), cfr. eq.
(2.21). Then the connection between the operators G0s and the generatorM is via
M =
∑
ε∈E
∫ ∞
0
ds e−isεPεG0sPε (11.5)
Thus we also have
‖M‖20γ0 ≤ C. (11.6)
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11.1.2 Emergence ofM from the Dyson expansion
We recall the expansion (10.12) for the reduced evolution Zt:
Zt =
∫
Ω[0,t]
dw T
[
⊗
w∈w
Kw ⊗
J∈J(w)
UJ
]
(11.7)
We will show that the leading contribution to Zt in the above integral comes from of pairs
Ω0[0,t] := {w ∈ Ω[0,t] : vi < ui+1 i = 1, . . . , |w| − 1}. (11.8)
Set Ω1[0,t] = Ω[0,t] \ Ω0[0,t] and fix γ = 20γ0 in Lemmata 11.1 and 11.2. First we have
Lemma 11.1. ∫
Ω1
[0,t]
dw
∥∥∥∥T [ ⊗w∈wKw ⊗J∈J(w)UJ
]∥∥∥∥
γ
≤ CeCλ2t|λ|2α (11.9)
Proof. We proceed as in the proof of Lemma 10.2, and we bound the LHS of (11.9) by
eλ
2Ct
∫
Ω1
[0,t]
dw
∏
w∈w
λ2h(v − u) (11.10)
Every w ∈ Ω1[0,t] has to contain at least two pairs (u, v), (u′, v′) such that u < u′ but u′ < v. Choose the first two
such pairs and integrate over the coordinates of all other pairs, using that ‖h‖1 =
∫
ds h(s) <∞ and proceeding
as in the proof of Lemma 10.1. This yields the bound
(11.10) ≤ eλ2t(C+‖h‖1)q(t) (11.11)
with
q(t) =
∫
0<u<u′<v<t,u′<v′<t
h(v − u)h(v′ − u′)
and q(t) can be easily estimated by first performing the integral over v′, which gives a factor ‖h‖1, and then the
one over u′, such that one gets (recall that α ≤ 1)
q(t) ≤ ‖h‖1λ4
∫
0<u<v<t
dudvh(v − u)|v − u| (11.12)
≤ ‖h‖1λ4
∫ t
0
du
(
max
0<s<t−u
|s|1−α
)∫
ds|s|αh(s) (11.13)
≤ ‖h‖1
(∫
ds|s|αh(s)
)
(λ2t)2|λ|2α (11.14)
which yields the bound (11.9) upon invoking Assumption A.
Next, we organize the contributions from leading sets of pairs. We call Z0t the integral over them, i.e. in eq.
(11.7) we replace Ω[0,t] by Ω
0
[0,t]. Note that these can be written explicitly as
Z0t =
∞∑
n=0
λ2n
∫
dudv . . . Uu3−v2Gv2−u2Uu2−v1Gv1−u1Uu1 (11.15)
where Gs and Us were defined above. We prove
Lemma 11.2.
‖Z0t − e(−iLS+λ
2M)t‖γ ≤ Ceλ2Ct|λ|2α (11.16)
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Proof. Using integrability of Gt and the bound (10.33) together with the product structure in eq. (11.15), we get
that the Laplace transform
Zˆ0z :=
∫ ∞
0
dt e−tzZ0t (11.17)
is analytic in the half plane Re z > Cλ2 and given explicitly by
Zˆ0z =
(
z + iLspin + iλ
2m−1p ad(∆)− λ2Gˆz
)−1
(11.18)
where Gˆz =
∫∞
0 dte
−tzGt and we recalled that LS = Lspin+ λ2m−1p ad(∆) . Using (10.30) we get Gˆz is analytic in
Re z > C|λ|2 too and bounded there by
‖Gˆz‖γ ≤ C. (11.19)
The same bound holds for ad(∆). Recall that the spectrum of Lspin is real and given by the set E (2.21). Hence
‖Zˆ0z‖γ ≤
1
dist(z, iE) (11.20)
if Re z > C|λ|2. By the resolvent identity
Zˆ0z − (z + iLspin)−1 = λ2Zˆ0z (im−1p ad(∆)− Gˆz)(z + iLspin)−1 (11.21)
which implies, using (11.20) and Re z > C|λ|2,
‖Zˆ0zPε‖γ ≤ C
1
|z + iε| (11.22)
where we recall that Pε is the spectral projector to eigenvalue ε eigenspace of Lspin.
Inverse Laplace transform gives
Z0t − e(−iLS+λ
2M)t =
∫
C
dz etz(Zˆ0z − (z + iLS − λ2M)−1) (11.23)
where C = {z : Re z = A|λ|2} and A is taken large enough, A > C. By the resolvent identity we have
Zˆ0z − (z + iLS − λ2M)−1 = λ2Zˆ0z (Gˆz −M)(z + iLS − λ2M)−1 (11.24)
and from (11.5)
M =
∑
ε
eiεPεGˆ
0
0Pε.
The integrand in (11.23) is large when z is close to−iε, ε ∈ E . Thus we localize the contour C = ∪ε∈ECε such that
on Cε, −iε is the nearest element of −iE . For z ∈ Cε we write
Gˆz −M = (Gˆz − Gˆ0z) + (Gˆ0z − Gˆ0iε) + (Gˆ0iε −M) := Dε1 +Dε2 +Dε3. (11.25)
and set
λ2Zˆ0zD
ε
i (z + iLS − λ2M)−1 := Iεi (z) (11.26)
Then, by (11.21),
Z0t − e(−iLS+λ
2M)t =
∑
ε
∫
Cε
dz etz(Iε1 (z) + I
ε
2 (z) + I
ε
3 (z)). (11.27)
Recalling (11.2) and (11.3) and using ‖Ut − U0t ‖γ ≤ eC|λ|
2t − 1 together with Re z = A|λ|2, A large enough, we
bound
‖Dε1‖γ ≤
∫ ∞
0
dt h(t)|e−C|λ|2t − 1| ≤ sup
t≥0
(
|e−C|λ|2t − 1|
(1 + t)α
) ∫ ∞
0
dt h(t)(1 + t)α ≤ C|λ|2α. (11.28)
where we used (10.30).
58
To bound ‖Dε2‖γ we note that by (11.4) Gˆ0z is analytic in Re z > 0 and by the same bound as in (11.28), we
get for z ∈ Cε
‖Dε2‖γ ≤ C
∫ ∞
0
dth(t)
∣∣e−zt − eiε∣∣ ≤ Cmin{1, |z + iε|2α} (11.29)
Since (11.20) also holds for the resolvent of −iLS + λ2M
‖
∫
Cε
dz etz(Iε1 (z) + I
ε
2 (z))‖γ ≤ C|λ|2
∫
Cε
dz ezt
1
[z + iε|2 (|λ|
2α +min{1, |z + iε|2α})) ≤ CeCλ2t|λ|2α. (11.30)
Finally, to estimate Iε3 , from (11.5) we haveM =
∑
ε′ Pε′Gˆ
0
iε′Pε′ and thus
Dε3 = Gˆ
0
iε −M =
∑
(ε1,ε2) 6=(ε,ε)
Pε1Gˆ
0
iεPε2 −
∑
ε′ 6=ε
Pε′Gˆ
0
iε′Pε′
Using (11.22) and the analogous estimate for Pε(z + iLS − λ2M)−1 we get
‖Iε3(z)‖γ ≤ Cλ2
∑
(ε1,ε2) 6=(ε,ε)
(|z + iε1||z + iε2|)−1
and so
‖
∫
Cε
etzI3(z)dz‖γ ≤ C|λ|2
∑
(ε1,ε2) 6=(ε,ε)
∫
Cε
dz ezt(|z + iε1||z + iε2|)−1 ≤ CeCλ2t|λ|2| log |λ|| (11.31)
The bounds (11.30) and (11.31) yield the claim.
For completeness, we note that Lemmata 11.1 and 11.2 lead in a straightforward way to
Proposition 11.1. For any t <∞, and λ small enough,
sup
t<λ−2t
‖Zt − e(−iLS+λ2M)t‖20γ0 ≤ CeCt|λ|2α (11.32)
This is known as Davies’ weak coupling limit and it was first proven in [8]6
11.2 Analysis of the semigroup etQ
Wewill now analyze the Markov semigroup et(−iLS+λ
2M) that was derived in the previous section. The splitting
of the generator into −iLS and λ2M is logical from the point of view of the derivation from the microscopic
dynamics, sinceM represents the contribution due to the interaction with the environment, but it is not optimal
for the analysis of the semigroup, instead, we write
− iLS + λ2M = −iLspin + λ2Q, withQ := −iad( 1
mp
∆) +M (11.33)
such that on the RHS, the first term is of O(1) and the second is proportional to λ2. Moreover, both terms
commute and consequently it suffices to investigate the semigroup t 7→ etλ2Q, or simply t 7→ etQ.
6To be precise, [8] deals only with confined systems so that Propostion 11.1 is not covered. However, the
arguments are essentially identical in both cases.
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11.2.1 Fourier transform revisited
Note that up to this point, we have viewed ρ as a function ρ(x, s) on A0 and M and Q as kernels K(x
′, s′;x, s)
on A0×A0. In particular, translation invariant kernels were studied in terms of the Fourier transform Kˆ(p; s, s′)
in the variable x′ − x. For the present discussion, it is easier to use a slightly different, in fact more natural,
Fourier representation. Namely we replace the previously used position variable ⌊xL+xR2 ⌋ by xL+xR2 . Recall
from Section 2.4.1 that ρ can be also be viewed as a kernel ρ(xL, xR) ∈ B(S ), with xL, xR ∈ Zd. Similarly, any
K in R can be viewed as a kernel
K(x′L, x
′
R, xL, xR) ∈ B(B(S )). (11.34)
Define for ρ ∈ B2(HS)
ρ˜(p, k) =
∑
xL,xR
eip
xL+xR
2 eik(xL−xR)ρ(xL, xR) (11.35)
which is in L2(Td × Td,B2(S )). Denote by ρ˜(p) := ρ˜(p, ·).
In Section 5.3.2, we defined the Fourier transform ρˆ(p) := ρˆ(p, ·) wrt. to the variable x = ⌊xL+xR2 ⌋. The two
transforms are closely related, namely a short calculation gives
ρ˜(p) = Ipρˆ(p)
where Ip : l2(S)→ L2(Td,B2(S )) is the unitary map
(Ipf)(k) =
∑
v,η
f(v, η)eip
η
2 eik(2v+η). (11.36)
where on the RHS, f(v, η) ∈ B2(S ), and we recall that v, η are the (position-like) coordinates that, together with
eL, eR ∈ σ(Hspin), constitute the variable s ∈ S.
For a translation invariant kernelK with ‖K‖γ <∞ for some γ > 0, we have as before
(K˜ρ)(p) = K˜(p)ρ˜(p). (11.37)
where K˜(p) ∈ B(L2(Td,B2(S ))) (cfr. the Remark in Section 5.2.2). SinceQ is translation-invariant and [Q,Lspin] =
0, as we see from (11.5), we can decompose further
Q˜(p) = ⊕ε∈EQ˜ε(p) (11.38)
where Q˜ε(p) := PεQ˜(p)Pε with Pε the spectral projections of Lspin. By Assumption C, the spaces Pε(B(S )), ε 6=
0 are one-dimensional and and hence we can identify
Q˜ε(p) ∈ B(L2(Td)), ε 6= 0
The space P0(B(S )) has dimS -dimensions and there is a natural basis labelled by e ∈ σ(Hspin), such that
P0(L
2(Td,B2(S ))) is identified with L
2(F), with F = σ(Hspin) × Td and the measure is counting × Lesbegue,
and so we identify
Q˜0(p) ∈ B(L2(F)).
11.2.2 Lindblad representation for Q
We can write a more explicit expression forM of (11.5) using (11.2) and (10.25):
(Mρ)(x, y) =
∑
ε
(
ζε(x − y)W ∗ǫ ρ(x, y)Wǫ −
∫ ∞
0
dsζ(0, s)e−isεWǫW ∗ǫ ρ(x, y)−
∫ 0
−∞
dsζ(0, s)e−isερ(x, y)WǫW ∗ǫ
)
.
(11.39)
In (11.39) we have denoted Wε := Pε(W ), ζε is the Fourier transform of ζ defined in (2.22) and we use the
notation ρ(x, y) ∈ B(S ) with x, y ∈ Zd (see Section 2.2). To derive (11.39) from (10.25) and (11.2) , one needs to
calculate
PεT ((W ⊗ 1x)a ⊗ U0t ⊗ (W ⊗ 1y)b)Pε = PεW aU0tW bPε ⊗ 1ax1by.
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To proceed write Pε in terms of the projectors πe ∈ B(S ) to the basis vector labelled by e ∈ σ(Hspin). For
0 6= ε = e1 − e2 we have Pε(ρ) = πe1ρπe2 and for ε = 0 we have P0(ρ) =
∑
e πeρπe. Some algebra then gives the
representation (11.39).
Denote the operator acting on ρ in the first term of (11.39) by Φ:
(Φρ)(x, y) :=
∑
ε
ζǫ(x− y)W ∗ǫ ρ(x, y)Wǫ. (11.40)
Since ζǫ(·) is bounded, one easily checks that Φ is bounded on Bp(HS), 1 ≤ p ≤ ∞ and completely positive, and
that there is a bounded and completely positive map Φ⋆ on B(HS) such that Φ acting on B1 is the adjoint of Φ
⋆.
The pairing between B1 and B∞ is given by the trace, i.e. Tr ρΦ⋆(O) = TrOΦ(ρ) (whereas ‘∗’ inW ∗ε denotes the
Hermitian adjoint in B(S )). Concretely,
Φ⋆(O)(x, y) =
∑
ε
ζǫ(y − x)WǫO(x, y)W ∗ǫ (11.41)
In the second term of (11.39), using ζ(0, s) = ζ(0,−s) we have∫ ∞
0
dse−isεζ(0, s) = (1/2)ζǫ(0) + itǫ(0)
with tǫ(0) real, and in the third term one has
∫ 0
−∞ ds e
−isεζ(0, s) = (1/2)ζǫ(0) − itǫ(0). Thus altogether we may
write (11.39) as
Mρ = Φ(ρ)− 1
2
(Φ⋆(1)ρ+ ρΦ⋆(1)) + i[HLamb, ρ] (11.42)
and the ”Lamb shift” to the Hamiltonian by
HLamb :=
∑
ε
tǫ(0)WǫW
∗
ǫ . (11.43)
In terms of the Fourier transform variables of Section 11.2.1 we have
(Φ˜ρ)(p, k) =
∑
ǫ
∫
ζˆǫ(dq)Wǫρ˜(p, k − q)W ∗ǫ (11.44)
where the positive measure ζˆǫ(dq) is the Fourier transform of the function ζǫ(x), introduced in (2.24). Note that
Φ˜(p) is independent of p and hence we will write
Φ˜ = Φ˜(p).
Let us next decompose as in (11.38). We get
Φ˜ε = 0 if ε 6= 0.
Indeed, writing ε = e1− e2, we have Pε(W ∗ε′Pε(ρ)Wε′ ) = πe1W ∗ε′πe1ρπe2Wε′πe2 which obviously vanishes unless
ε′ = 0. However, for ε′ = 0, ζε′ = 0 by Assumption C.
Consider then Φ˜0. As explained in the previous section it can be viewed as acting on functions ϕ(e, k) on
σ(Hspin)× Td. Recalling the definition (2.25) of the jump rates j, eq. (11.44) becomes
(Φ˜0ϕ)(e
′, k′) =
∑
e∈σ(Hspin)
∫
j(e′, dk; e, 0)ϕ(e, k′ − k) (11.45)
and since ζˆε is a finite positive measure, Φ˜0 defines a bounded positivity preserving operator on L
1(F), L∞(F),
and, by Riesz-Thorin interpolation, also on Lq(F), 1 < q <∞.
Denote the escape rates of the Markov process by
w(e) :=
∑
e′
∫
j(e′, dk′; e, 0) (11.46)
We can now give explicit expressions for the operators in the decomposition (11.38):
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Proposition 11.2. (a) For ε = 0
Q˜0(p) = Φ˜0 + q0(p) (11.47)
where Φ˜0 is a compact operator on L
1(F). It is also positivity improving, i.e. if ϕ ≥ 0, then etΦ˜0ϕ > 0 (i.e. the function
is strictly postive a.e.) for any t > 0. q0(p) is a multiplication operator by the function
q0(p)(e, k) = −w(e) + iEkin(p, k) (11.48)
where Ekin(p, k) =
2
mp
∑d
j=1(cos(
pj
2 + kj)− cos(pj2 − kj)) and
minw := min
e
w(e) > 0. (11.49)
(b) For ε = e− e′ 6= 0, Qε(p) is a multiplication operator by the function
qε(p)(e, k) = −1/2(w(e) + w(e′)) + i(Ekin(p, k) +HLamb(e)−HLamb(e′)) (11.50)
withHLamb(e) = TrS (πeHLambπe). In particular, the term i(. . .) is purely imaginary.
Proof. Compactness of Φ˜0 follows from the fact the function x → ζǫ(x) decays at infinity for any ε ∈ E by
Assumption C. The positivity improving property of etΦ˜0 follows directly from the irreducibility assumption in
Assumption C. For the same reason the escape rates are strictly positive, i.e. (11.49).
In (11.48) the first term on the RHS comes from the Φ⋆(1) terms in (11.42) and the second one from the
Laplacian term in (11.33). In (11.50) the last term comes from the last term in (11.42). This term is zero for ε = 0.
11.2.3 Perron-Frobenius theorem for maps on B(HS)
Definition 11.1. A bounded positive map φ on B(HS) is ergodic if for any A ≥ 0, A 6= 0, etφA > 0 for any t > 0.
Proposition 11.3 (Schrader [27]). Assume that a positive map φ on B(HS) is ergodic and that its spectral radius r(φ)
is an eigenvalue with corresponding eigenvector S. Then r(φ) is a simple eigenvalue and S can be chosen positive definite:
S > 0.
We will apply the above theorem to the map etQ
⋆
, with t > 0 arbitrary. First we establish
Lemma 11.3. The map Φ⋆ is ergodic on B(HS).
Proof. By duality, it suffices to prove that etΦ(ρ) > 0 for any nonnegative ρ ∈ B1(HS). Employing the fiber
decomposition, we see that this is equivalent to etΦ˜ε=0ϕ > 0 for any nonnegative function ϕ on F . This was
proven in Proposition 11.2.
Lemma 11.4. The map etQ
⋆
is ergodic on B(HS).
Proof. First, we note that the generator Q⋆ has the form
Q⋆(O) = Φ⋆(O) +BO +OB∗, B = i(
1
mp
∆+Hlamb)− 1
2
Φ⋆(1) (11.51)
Since Vt : O → etBOetB∗ is a completely positive map, for any operator B, all integrands in the Duhamel
expansion
etQ
⋆
= 1 +
∞∑
m=1
∫
0<t1<...<tm<t
dtm . . .dt1Qt(t1, . . . , tm) (11.52)
with Qt(t1, . . . , tm) := Vt−tmΦ⋆ . . .Φ⋆Vt2−t1Φ⋆Vt1 are completely positive maps, as well.
Therefore, for any positive O ∈ B(HS), it suffices to find an m0 and a subset of positive measure of the
m0-dimensional simplex such that Qt(t1, . . . , tm0)(S) > 0. Let m0 be smallest natural number m such that
(Φ⋆)mO > 0. The ergodicity of Φ⋆ ensures that m0 < ∞. Then by continuity, there is an neighborhood of
t1 = t2 = . . . = tm0 = 0 in the simplex where the integrand is bounded away from 0.
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We conclude that
Lemma 11.5. The operator Q⋆ has only one eigenvalue, namely 0, whose real part is nonnegative. This eigenvalue is
simple and its eigenvector can be chosen to be 1.
Proof. The fact that 1 is an eigenvector with eigenvalue 0 since Q⋆ generates a unity-preserving semigroup. For
the same reason, there are no eigenvalues (in fact, no spectrum) with strictly positive real part. Assume that
Q⋆S = λS for some λ,Reλ = 0 and S ∈ B(HS). SinceQ⋆ is bounded, we have etQ⋆S = etλS and we can choose
t such that etλ = 1. Proposition 11.3 implies now that S = 1.
Consider Q˜(p) as bounded operators acting on L1(B1(S )). It is straightforward to check that there are
bounded operators Q˜⋆(p) acting on L∞(B(S )) such that Q˜(p) is the adjoint of Q˜⋆(p). The above result has
implications for the spectrum of Q˜⋆(p) which we describe below. The internal space S does not play any role
in this argument and therefore we pretend it is 1-dimensional so that HS ∼ L2(Td) and Q˜⋆(p) acts on function
on Td (until the end of the proof of the following lemma). The generalization to finite-dimensionsal S is then
obvious. Note first that for ρ ∈ B1(HS), the fiber ρ˜(p) can be uniquely defined for any p, such that
Tr[eipXρp] = 〈1, ρ˜(p)〉 (11.53)
where 〈·, ·〉 is the pairing between L∞ and L1 and X is the operator acting by multiplication with x ∈ Zd on
l2(Zd). This follows from the singular value decomposition.
Lemma 11.6. For p 6= 0, Q˜⋆(p) does not have any eigenvalue with nonnegative real part. For p = 0, the only eigenvalue
with nonnegative real part is 0 and it is simple.
Proof. Assume Q˜⋆(p)ϕ = λpϕ for some ϕ ∈ L∞. We construct a related eigenvector of Q⋆ with eigenvalue λp.
Indeed, let
Sϕ,p = Oϕe
ipX ∈ B(L2) (11.54)
where Oφ ∈ B(L2) is the operator that acts by multiplication with the function φ(k), k ∈ Td. We have O˜ρ(p) =
φρ˜(p), i.e. the pointwise product of the functions, and hence, by (11.53),
Tr[eipXOφρ] = 〈φ, ρ˜(p)〉 (11.55)
Hence, for all ρ ∈ B1
Tr[Sϕ,pQρ] = 〈ϕ, Q˜(p)ρ˜(p)〉 = 〈Q˜⋆(p)ϕ, ρ˜(p)〉 = λp〈ϕ, ρ˜(p)〉 = λp Tr[Sϕ,pρ] (11.56)
and it follows that Q⋆Sϕ,p = λpSϕ,p. If Reλp ≥ 0, then Lemma 11.5 implies that Sϕ,p = C1, which can only be
true if p = 0 and ϕ = C1. Hence the geometric multiplicity of the eigenvalue 0 is 1. In an analogous way, one
argues that the algebraic multiplicity is 1 so the eigenvalue at 0 is simple.
Of course, the conclusions about the spectrum of Q˜⋆(0) could also have been obtained via a ‘commutative’
Perron-Frobenius type argument, by first restricting to Q˜⋆0(0) and using that this operator generates a Markov
process with the irreducibility property of Assumption C.
11.2.4 Spectral properties of Q˜ε(p)
We can now state the main result on spectral properties of Q˜ε(p):
Proposition 11.4. There are strictly positive constants γQ, pQ, aQ, bQ s.t. the following holds.
a) Q˜ε(p) extend to an analytic family of bounded operators on L
1(F) for ε = 0 and on L1(Td) for ε 6= 0, in the region
|Im p| < γQ.
b) Take p with |Re p| ≤ pQ and |Im p| < γQ. Then the spectrum of Q˜0(p) lies in the half plane Re z < −aQ except for
a simple isolated eigenvalue at fQ(p) with Re fQ(p) > −aQ/2 and p 7→ fQ(p) analytic. The spectrum of Q˜ε(p)
lies in the half plane Re z < −aQ.
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c) Take p with |Re p| ≥ pQ and |Im p| < γQ. Then σ(Q˜ε(p)) ⊂ {z : Re z ≤ −bQ} for all ε.
d) The claims a),b),c) remain true for the operators eκ∂kQ˜ε(p)e
−κ∂k for κ ∈ C, |κ| ≤ κ0 for some κ0 > 0.
e) The analytic function fQ(p) satisfies
|fQ(p) +DQp2| ≤ C|p|4 (11.57)
for a strictly positive ’diffusion constant’DQ > 0. The corresponding left eigenvector and right eigenvectors can be
chosen to be analytic in p such that, at p = 0, the former equals 1F and the latter µQ, where the function µQ(k, e)
is independent of k, normalized to
∫
dk
∑
e µQ(k, e) = 1 and such that C > µQ(k, e) ≥ c > 0.
Proof. a) follows since by Proposition 11.2 the only p-dependence of Q˜ε(p) is in the multiplication operators
which are analytic (in fact, the restriction on Im p is not even needed here). For ε 6= 0, the spectral claims b),c)
follow from Proposition 11.2 since the real part of the multiplication operator is negative.
We focus now on ε = 0. Since Φ˜0 is compact and the spectrum of q0 lies in a half space {z : Re z ≤ −b}
with b > 0 the spectrum of Q˜0(p) in {z : Re z ≥ −b/2} consists of a finite number of eigenvalues of finite
multiplicity. Therefore, we can use duality between Q˜⋆(p) and Q˜(p) to conclude that the latter has a unique and
simple eigenvalue with nonnegative real part for p = 0, namely 0, and none for p 6= 0. These properties carry
over to the spectrum of Q˜0(p). As we already know that Φ˜0 generates a positivity-improving semigroup, we
immediately deduce that the eigenvector of Q˜0(0) at 0 is a strictly positive function µQ(k, e). From the fact that
the jump rate depends on k, k′ only through k′ − k, it follows that µQ(k + q, e) is also invariant i.e. that µQ is
constant in k. Therefore, the strict positivity and the fact that the number of e’s is finite, imply that µQ is bounded
below and above. By analyticity for γQ, pQ small enough the simple eigenvalue persists for small |p|and lies in
Re z > −aQ/2 whereas the rest of spectrum is in Re z < −aQ for some aQ > 0. We have now proven all claims
of b). To end the proof of c), it suffices to realize that p-space is compact and the eigenvalues depend analytically
on p.
To get d), note that the operator ∂k commutes with Φ˜0 so that
Q˜κε (p) := e
κ∂kQ˜ε(p)e
−κ∂k = Q˜ε(p) + i(Ekin(p, k − κ)− Ekin(p, k)) (11.58)
Hence by perturbation theory a),b),c) remain valid if |κ| is small enough.
Finally, we turn to e). By perturbation theory of isolated eigenvalues, we get (recall that 〈·, ·〉 is the pairing
between L1 and L∞.)
fQ(p) = 〈1, (Q0(p)−Q0(0))µQ〉+O(|p|2) (11.59)
The first term on the RHS vanishes by the explicit expression (11.48) and the fact that µQ is constant in k. More
generally, the absence of odd powers in the Taylor expansion at p = 0, follows from the invariance of the
model under lattice symmetries, cfr. the reasoning in the proof of Lemma 7.3. To determine the second order
contribution to fQ(p) we invoke second order spectral perturbation theory, yielding
fQ(p) = −
d∑
i,j=1
pipj〈1, vjQ˜0(0)−1viµQ〉+O(|p|4), (11.60)
where vi = −i∂piEkin(p, ·) is the ”group velocity” (2.41). The inverse of Q˜0(0) in this formula is well-defined
because RQ(0)viµQ = 0where
RQ(p) = |µQ(p)〉〈1| (11.61)
is the spectral projection to µQ.
The non-negativity of DQ is deduced from the fact that the operators Q˜p (for Im p = 0) generate contractive
semigroups. To establish the strict positivity of DQ, we employ a standard construction: First, consider the
space L2(F , µQ), defined by the scalar product 〈ψ, ψ′〉µQ := 〈µQψ, ψ′〉 where ψµQ is the pointwise product of
two functions, and let the operatorK be defined as the closure in L2(F , µQ) of the operator
Kψ = µ−1Q Q0(0)(µQψ), ψ ∈ L1(F) (11.62)
where the multiplication operator µ−1Q is well-defined because µQ is bounded below. By Proposition 11.2 and
the remarks preceding it, we have that K is bounded. Furthermore, K is sectorial, that is, there is a constant
CK > 0 such that
|〈ψ, (ImK)ψ〉µQ | ≤ −CK〈ψ, (ReK)ψ〉µQ (11.63)
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where 2ReK = K +K∗, 2ImK = K −K∗ and the adjoint is taken in the Hilbert space L2(F , µQ). Both the left
and right eigenvectors ofK are 1 (constant function on F ) and the diffusion constant can be represented as
DQδi,j = 〈vi,K−1vj〉µQ (11.64)
Moreover,K inherits the unicity of the eigenvalue at 0 and the spectral gap from Q˜0(0). It follows thatK
−1vj ∈
L2(F , µQ). Using the sectoriality we can now deduce that DQ 6= 0. In the case where β1 = β2, the operator K is
self-adjoint and the above reasoning can be slightly simplified. Since the claimed properties of µQ were already
established above, we have now proven all claims in e).
11.3 Proof of Proposition 6.1 for n = 0
Recall that T0 = Zλ−2t0 . From Proposition 11.1, the relation −iLS + λ2M = −iLspin + λ2Q and the fact that Lspin
and Q commute, we infer
‖T0 − e−iλ−2t0Lspinet0Q‖20γ0 ≤ C|λ|2α. (11.65)
Then we set
TQ := e
−iλ−2t0Lspinet0Q =
∑
ε
e−it0λ
−2εPεe
t0QPε. (11.66)
We need to translate the spectral information of Proposition 11.4 to the γ-norm. Recall that et0Qˆ(p) = I−1p et0Q˜(p)Ip
and that from (11.36) we have
eκ∂kIp = Ipeiκ(2v+η).
Thus
etQˆ(p)(v′, η′; v, η) = eiκ(2(v−v
′)+η−η′)(I−1p etQ˜
κ(p)Ip)(v′, η′; v, η) (11.67)
where we use the notation (11.58) and both sides are operators on B2(S ). Since
(I−1p et0Q˜
κ(p)Ip)(v′, η′; v, η) = 〈 ϕ′, et0Q˜
κ(p)ϕ〉 (11.68)
where ϕ(k) = eip
η
2 eik(2v+η) (and ϕ′ similarly) we conclude
‖Pεet0Qˆ(p)Pε‖G ≤ C sup
|κ|≤γ0
‖et0Q˜κε (p)‖ (11.69)
where the norm on the RHS is the operator norm on B(L1(Td)),B(L1(F)), depending on ε. By similar reason-
ing, we get a bound on the ‖ · ‖γ of the projection RQ(p).
We now finally choose γ0 := min(κ0, γQ) where the latter constants were introduced in Proposition 11.4.
That proposition can then be recast as follows.
(1) Let pwith |Re p| ≤ pQ and |Im p| < γ0. Then
TQ(p) = e
t0fQ(p)RQ(p) + (1−RQ(p))TQ(p). (11.70)
with
‖(1−RQ(p))TQ(p)‖G ≤ Ce−
3aQ
4 t0 , (11.71)
and fQ(p) and RQ(p) are as in Proposition 11.4 with
|etfQ(p)| ≥ ce−
aQ
2 t0 . (11.72)
(2) In the region |Re p| ≥ pQ and |Im p| < γ0
‖TQ(p)‖G ≤ Ce−
bQ
2 t0 . (11.73)
We can now apply spectral perturbation theory, see e.g. Lemma A.1. First, for t0 sufficiently large (compared to
the constants in the above statements), the eigenvalue et0fQ(p) is isolated, by (11.71) and (11.72). Thus, taking
then λ small enough, |λ| ≤ λ(t0) the following holds.
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(a) The isolated eigenvalue persists and the new eigenvalue ef0(p) has the same properties: f0(0) = 0 by unitarity,
∇f0(0) = 0 and |f0(p) +D0p2| ≤ C|p|4 by lattice symmetries, with D0 → t0DQ as λ→ 0.
(b) The bounds (11.71) and (11.73) hold for ef0(p) and T0 (and different C and c). Now take τ0 large enough and
then Proposition 6.1 (except for (6.12) and (6.4) for Tˆn(0, p)) holds for n = 0 and t0 ∈ [τ0, 2τ0].
To get the claims for R0(0), i.e. (6.12), note that (10.53) tells us that µ
β is λ2-close to the λ = 0 system
equilibrium state, i.e. the Gibbs state ∼ e−βHspin . The latter is identical to the state µQ(0) in case β1 = β2 = β,
and hence one has ‖P β − RQ(0)‖G = O(λ2). Since ‖RQ(0) − R0(0)‖ = O(|λ|2α), (6.12) holds for n = 0. Finally,
the bound (6.4) for Tˆ0(0, p) was proven in Section 10.3.
A Appendix: Spectral perturbation theory
In the lemma below, we gather some spectral perturbation theory that is used in the proof of Lemma 7.3. We
consider operators on a Banach space A . Denote by ‖ · ‖ the usual operator norm on B(A ) and let ‖ · ‖⋄ by a
norm on a dense subset of B(A ) such that
‖A‖ ≤ ‖A‖⋄
‖AB‖⋄ ≤ ‖A‖⋄‖B‖⋄
The following lemma could just as well (and more naturally) be stated for ‖ · ‖ as for ‖ · ‖⋄. The use of ‖ · ‖⋄ is
dictated by our application, where A = l∞(S) and ‖ · ‖⋄ = ‖ · ‖γ . In fact, in Lemma 7.3, we did not mention the
space A = l∞(S) at all, but note that without such an underlying space, it is not a-priori clear what one means
by expressions like ’a simple eigenvalue’.
Lemma A.1. Let the operator A0 ∈ B(A ), with ‖A0‖⋄ < ∞, have a simple eigenvalue a0 with corresponding one-
dimensional spectral projection P0 such that
‖A0 − a0P0‖⋄ < |a0|, ‖P0‖⋄ <∞ (A1)
In particular, a0 is an isolated point in the spectrum of A0. We study A = A0 + A1 for some perturbation A1 ∈ B(A ).
Set
b(r) :=
‖P0‖⋄
r
+
1
|a0| − r − ‖A0 − a0P0‖⋄
, for r < |a0| − ‖A0 − a0P0‖⋄ (A2)
If, for some r > 0, we have
‖A1‖⋄b(r) < 1 (A3)
then the eigenvalue persists as an isolated point in the spectrum when the perturbation is added (we call this eigenvalue a)
and
|a− a0| ≤ r (A4)
The spectral projection P corresponding to a satisfies
‖P − P0‖⋄ ≤ 2πrb(r)
‖A1‖⋄b(r)
1 − ‖A1‖⋄b(r)
(A5)
Proof. The condition (A1) implies that the eigenvalue a0 is an isolated point in the spectrum. Let Dr = {z ∈
C, |z − a0| ≤ r} and choose r such that A0 has no other spectrum than a0 on Dr. To prove that the eigenvalue
persists in the interior ofDr, it suffices to show that supz∈∂Dr ‖(z − (A0 + kA1))−1‖⋄ remains finite for k ∈ [0, 1].
Without loss, we can assume k = 1 in the proof below. Consider the Neumann series
(z −A)−1 = (z −A0)−1
∑
n≥0
(
A1(z −A0)−1
)n
(A6)
To establish that the resolvent remains finite, we show a stronger property (because of the different norms),
namely
sup
z∈∂Dr
∑
n≥0
(‖A1‖⋄ ‖(z −A0)−1‖⋄)n <∞ (A7)
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To get this, we bound
sup
z∈∂Dr
‖(z −A0)−1‖⋄ ≤ sup
z∈∂Dr
‖P0‖⋄
|z − a0| + supz∈∂Dr
‖(z − (A0 − a0P0))−1‖⋄ ≤ b(r) (A8)
where the first inequality follows because (z−A0)−1 = P0(z−a0)−1+(1−P0)(z−A0)−1 and the last inequality
follows from the Neumann series. Therefore, (A7) is finite if ‖A1‖⋄b(r) < 1 and we conclude that the eigenvalue
a lies in the interior ofDr. The bound for the projection follows as (the integral over ∂Dr is performed clockwise)
P − P0 = 1
2πi
∫
∂Dr
dz
(
(z −A)−1 − (z −A0)−1
)
(A9)
=
1
2πi
∫
∂Dr
dz (z −A0)−1
∑
n≥1
(A1(z −A0)−1)n (A10)
‖P − P0‖⋄ <
1
2π
∫
∂Dr
dz ‖(z −A0)−1‖ ‖A1‖⋄‖(z −A0)
−1‖⋄
1− ‖A1‖⋄‖(z −A0)−1‖⋄
(A11)
< rb(r)
‖A1‖⋄b(r)
1 − ‖A1‖⋄b(r)
(A12)
Let us denote by c, C constants that depend only on ‖P0‖⋄. If we assume that
‖A1‖⋄ ≤ c(|a0| − ‖A0 − a0P0‖⋄), (A13)
then we can choose r = C‖A1‖⋄ to estimate the spectral shift. To bound the difference of projections, we choose
r = c(|a0| − ‖A0 − a0P0‖⋄), such that rb(r) < C, and we obtain
‖P − P0‖⋄ ≤ C
‖A1‖⋄
|a0| − ‖A0 − a0P0‖⋄
(A14)
B Appendix: Combinatorics
We collect some easy combinatorial lemma’s.
Lemma B.1. Let T be a spanning tree on the finite set A ⊂ N0, and define
dist(T ) :=
∏
{τ,τ ′}∈E (T )
(1 + |τ ′ − τ |) (B1)
where E (T ) is the set of edges of T . Then
dist(A) ≤ dist(T ) (B2)
with dist(A) defined as in Section 6.
See e.g. [10] for the 5-line proof. The following result lies at the heart of cluster expansions. For finite subsets
S ⊂ N0, write S ∼ S′ whenever S ∩ S′ 6= ∅. Let S be a collection of finite subsets S = {S1, . . . , Sm}. Note
that the connectedness of the graph with vertices Sj and edges {Si, Sj} whenever Sj ∼ Sj is equivalent to the
connectedness of S defined in Section 9 and, as in that section, we write C for the set of connected collections.
Proposition B.1. Let w(·) be a function on finite subsets S ⊂ N0. Assume that for some κ > 0,∑
S:S∼S′
eκ|S||w(S)| ≤ κ|S′|. (B3)
Then, with w(S) =∏S∈S w(S), ∑
S
1[{S′}∪S∈C]|w(S)| ≤ eκ|S
′| (B4)
We refer to [29] for the proof. The condition (B3) is often called the Kotecky-Preiss condition. An immediate
consequence is ∑
S∈C:SuppS∋τ
|w(S)| ≤
∑
S′:S′∋τ
|w(S′)|
∑
S
1[{S′}∪S∈C]|w(S)| ≤
∑
S′:S′∋τ
|w(S′)|eκ|S′| ≤ κ (B5)
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