Abstract-Active appearance model (AAM) has been widely used in face tracking and recognition. However, accuracy and efficiency are always two main challenges with the AAM search. The paper therefore proposed a fast appearance-model based 3D face tracking algorithm to track a face appearance with significant translation, rotation, and scaling activities by using stochastic meta-descent (SMD) optimization scheme to accelerate the appearance model search and to improve the tracking efficiency and accuracy. The proposed algorithm constructs an active face appearance model by using several semantic landmark points extracted from each frame and then processes the appearance model search to approximate the model translating, rotating, and scaling by using the SMD filter to minimize the appearance difference between the current model and the new observation. We compared the results with both a conventional AAM and a Camshift filter and found that our algorithm outperforms both two in terms of efficiency and accuracy in tracking a fast moving, rotating, and scaling face object in a video sequence.
I. INTRODUCTION
Tracking human body, hand, and face has captured huge research interests in the past decades and is being widely used in human behaviour analysis, face recognition, and humancomputer interaction etc. However, capability of fast and robust tracking at 3D body human body and its components with significant motion is still an ongoing research topic [1, 4, 7] . Appearance model, on the other hand, is an active approach applied in the model-based object tracking especially in tracking pedestrian, face, and gesture etc. The appearance-model approach uses a parameterised model to approximate the object appearance and controls the model translating, rotating, and scaling activities by updating those model parameters [2, [11] [12] . However, the efficiency and accuracy are always a trade-off issue with the appearance model approach and become main benchmarks in evaluating the performance of an appearance-model based object tracking.
An appearance model usually comprises of two components, i.e. constructing a parameterised appearance model, and then updating the model parameters to make the model approaching to the new observation [2] . When constructing an appearance model, it usually requires that the constructed model shall be able to represent and describe the appearance information including location and orientation of the object well by using several parameters to approximate the object appearance without losing key appearance information. This requires that the features used in constructing the model shall be rich and accurate enough in describing the object appearance. For instance, a human face is usually modelled and represented by those landmark face features such as eyes, nose, mouth, and ears etc that can describe the motion, orientation, and even the expression of a human face well. Generally, features used to model an object appearance include the low-level features, e.g. colour, edge, and shape etc. [11] , the invariant features such as the scale-invariant feature transform (SIFT) etc [12] , and the semantic features such as eye and mouth features of a face which required certain prior training process. On the other hand, given an object appearance model and a new observation, it also requires that the model can be efficiently manipulated by iteratively adjusting those model parameters to have the model maximally matching the current observation, which can also be understood as tracking the object by minimizing the spatial appearance difference between the landmark feature points of the appearance model and the new observation.
In this paper, aiming at tracking a human face with significant movement and rotation, we propose an appearancemodel based face tracking system to track a human face in a 3D space. There are two main contributions from this paper. First, the paper proposed a 3D face appearance model by using semantic landmark-feature points to represent the pose, orientation, and scale of a face model. Second, the paper introduces the SMD to accelerate the appearance model search and to improve the search accuracy and finally improves the tracking efficiency. We compared the performance of our algorithm with a conventional AAM model and a Camshift filter and found that our proposed algorithm is able to work more robustly, efficiently, and accurately over the other two especially at tracking a face model with high motion and rotation activities.
II. PREVIOUS WORKS
In the past decades, there has been huge amount of research working at model-based face tracking. In year 1996, Basu, Essa and Pentland [1] used an ellipsoid model plus optical flow approach to track head motion in 3D space, but the scheme is concerned by its tracking speed and sensitivity to the noise in the input video sequence. Then, there has been much evolvement since that at the model-based face tracking till the introduction of two typical examples of model-based approaches, i.e. Active Shape Models (ASM) and Active Appearance Models (AAM) developed by Cootes and Taylor [2, 7] . Both ASM and AAM use some low-level features, such as shape, texture, edge, and SIFT etc features to construct the object appearance model [2, 11, 13] . However, the accuracy and search speed are always two main concerns although lots of research has been working at improving the efficiency of the ASM search and AAM search [10] [11] [12] [13] . Meanwhile, there have been lots of developments in tracking strategy itself, such as Kalman filters, particle filters [3] , and mean-shift tracker [4, 9] . There is a trend to combine an AAM/ASM with a particle filter or a mean-shifter filter but it looks can only intake some simple low-level features for its appearance model [11] . Credit to its low computational cost and the parameter-free nature, the mean-shift tracker has been widely used in those strict time-constrained applications such as realtime object tracking and image segmentation etc. However, a mean-shift tracker uses simple feature histogram only as its inputs and is very difficult to handle those complicated and high-dimension landmark features as an appearance-model based approach can offer. Therefore, to compete with the fast convergence speed that a mean-shift tracker can promise while keeping its capabilities in tracking objects based on more complex features, improving the efficiency of an appearance model search becomes very critical in advertising these technologies into a practical application.
In 2005, Bray et al. presented an optimization algorithm by using Stochastic Meta-Descent (SMD) that is able to online adjust its iteration step size and thus to achieves a substantially high convergences speed [5] [6] . One of the very successful applications of SMD is using SMD in optimizing the gradient-descent based search in tracking the activities of an artificial hand. The application demonstrates the capability of the SMD in optimizing gradient-based search by using more than 100 features points which is relatively difficult to achieve by other schemes.
In the paper, we construct an ellipsoidal human face appearance model with nine landmark-features points, e.g. eyes points, mouth points, forehead points, and chin point etc, detected from the image; then we introduce the Stochastic Meta-Descent (SMD) scheme into our algorithm to accelerate the appearance-model search aiming to minimize the appearance difference between the current appearance model and the new observation. The SMD itself is a gradient-based online optimization method that can quickly adjust the descent step size according to the gradient distribution and thus achieve a fast convergence. From the final simulation results, we found that the proposed scheme is relatively efficient and accurate in tracking a 3D face with continuous and remarkable motion and rotation compared with the conventional AAM and the Camshift algorithm. The following parts are organize as, we will first introduce the construction of an appearance-model based 3D face model, then the SMD scheme will be illustrated in details before introducing how to make it working with an appearance model search. Finally, some testing results will be given followed by the analysis and conclusion. Figure 1 . The whole algorithm comprises of detecting landmark points, constructing a 3D face appearance model, and on-line approaching the new observation through appearance-model search. The main concepts of the proposed algorithm are to construct a 3D face appearance model by using an ellipsoid model with several semantic landmark points to manipulate the face model through the model parameters. The landmark points are used to determine the location and orientation of the face appearance model. Given a new observation at the landmark points, we use SMD to accelerate the appearance-model search that aims to minimize the appearance distance between the landmark points of the current appearance model and the observation by adjusting the model parameters. A tracking is thus fulfilled by literately and continuously process the appearance-model search and update.
A. 3D Face Appearance Model
In the paper, we used an ellipsoidal model that was ever successfully employed by Basu et al in tracking a head with significant movements over a large number of sequences [1] . The ellipsoidal intrinsic model itself is represented by a parameter set M that indicates the radii of the ellipsoid in the x, y, and z coordinates accordingly. Given that the model has freedom in translating, rotating, and scaling in a 3D space, we use another varying parameter set S to denote the location of the ellipsoid centre and the rotations of the ellipsoid in threedimensional space, i.e. x, y, and z co-ordinates. Finally, to map each co-ordinate point x m residing on the surface of the ellipsoid model to a projected 2D camera-based measurement x c , we use a model function ƒ to denote such a translation from a real 3D ellipsoid-model space to the projected screenspace that is measured by a single camera, 
To provide the feature landmark points with freedom in manipulating the face appearance model, in the face appearance model we use up to 9 semantic landmark feature points to indicate the position of the forehead (2 points), eyes (4 points), mouth (2 points), and chin (1 point), and to represent the model appearance. Thus, problem of tracking at the 3D ellipsoid-model becomes as continuously observing the 9 semantic feature landmarks in the consecutive image frames and having the model translating, rotating, and scaling in a 3D space to minimize the appearance difference between the current appearance model and the new observation by adjusting the model parameters.
B. Detection of the 9 landmark-Feature Points
To get the 9 semantic landmark points used to construct the ellipsoid face appearance model, we used the simple Harr and corner features introduced in Viola and Jones algorithm [8] to detect areas containing face, mouth, and eyes. Then, we used 2 points, i.e. left and right corners of the mouth, to represent the position of the mouth; 2 pairs of the inner and outer corners' points of the 2 eyes to represent the positions of the left and right eyes, and 2 forehead points (up-left and up-right points of the detected face rectangle) and one chin point (down-middle point of the detected face rectangle) to denote the scale and position of the face appearance model. Figure 2 shows an example of the 9 landmark points used to represent the 3D face appearance model. 
C. Model Initialization
The initialisation of the model comprises of setting the parameter set M used to decide the initial model scale, and the parameter set S used to decide the initial position and orientation of the model. In the paper, we assume that we have some prior knowledge about the initial depth information between the camera and the centric point of the appearance model so that we are able to setup the model parameters in the z coordinate (in the future this can be simply implemented by using stereo cameras to obtain the depth information of the initial face appearance model). Once the face appearance model is initially setup, we use the scale information to set the radii parameter of the ellipsoid model in x and y coordinates and determine the parameter set M of the appearance model. Then, the nine landmark-feature points detected from the current frame are used to setup the parameter set S and to obtain the initial information about the location and orientation of the face appearance model.
D. Using SMD Optimization in Appearance-Model Search
Problem of face tracking now becomes as simple as detecting those 9 landmark-feature points in each frame followed by processing an appearance-model search to minimize the appearance difference between the current appearance model and the new observations. To speed up such an appearance-model search, the SMD is applied aiming to accelerate the convergence speed in the search iteration.
On contrary to the conventional gradient descent that is slow in convergence and has the shortage of not being able to find the global minimum in a complex function and being easy to diverge to an infinite, the SMD, based on the gradient descent approach, updates the model parameters by adopting online adaptive step variation scheme in each iteration to reduce the required iterations amount which leads to a faster convergence to a global minimum. In SMD, it observes the sign of the autocorrelation of the gradient between adjacent iterations, and then optimizes the iteration step size by decreasing step sizes when the gradient oscillates (i.e. where g i .g i-1 < 0) and increasing step sizes when the gradient is consistent. In addition, since step sizes is parameter-specific, all model parameters can therefore reach their optimal independently and individually and thus to accelerate the whole process. Besides, stochastic sub-sampling can also be used to avoid spurious local minimum. That is, by randomly choosing sample model points during iteration, the local minimum will change at iteration to ensure that the algorithm converges towards the global minimum instead of the local one and the model converges towards the correct final position.
The cost (error) function of the SMD seeks to minimise the appearance distance between the current appearance model and the new observation of the new frame. The process is, given a new observation, we project the nine landmarkfeature points in 3D space, denoted as x m , into a 2D screen by equation (1); then we calculate the observation appearance based on the projection set x c . Let x p denote the current model appearance, the cost function can be expressed by
Where || . || denotes the L 2 -norm. Obviously, the tracking problem here becomes minimizing the cost function by literately manipulating the 3D ellipsoid-model in translation, rotation, and scaling so that the projection of those 3D 9 landmark-feature points on the 2D screen finally introduces a minimal appearance difference between the current appearance model and the new observation. In the simulation, we also found that using the feature points of the eyes and mouth only is very effective to account for the model rotation, while using all 9 feature points is better in model translation.
To calculate the gradient of the cost function E in the state space of poses S, let J K denote the Jacobian of a function K: R n -> R m , i.e. the m x n matrix of partial derivatives of the m outputs of K with respect to the n inputs. The gradient g i of the error function E at iteration i is calculated by backwards chaining of derivatives, where T denotes the matrix transpose.
Convergence of gradient descent to the minimum can be accelerated significantly by scaling the gradient of each parameter using its own step size. The model parameter set S is then updated via equation (4), where i denotes the i th iteration and a is the step size.
The step size of each individual parameter is updated by observing the autocorrelation of the gradient as mentioned before.
Step sizes shall remain positive to ensure the gradient descent approach converging to the minimum, and also shall incorporate the history of the gradient autocorrelation to achieve minimal computational cost. Therefore, the step sizes shall be updated via the following formula,
Where ȝ is a scalar meta-step size for the adaptation of a, v i represents the effect of all past step sizes on the new parameter values and is calculated via,
where 0 Ȝ 1 governs the time scale over which the step size history is taken into account, and H i denotes the instantaneous Hessian at iteration i.
Therefore, in iteration, the SMD optimisation calculates the gradient descent, updates gradient step sizes; updates the model parameter set S; and finally updates SMD v vector. After iteration, the updated model parameter set S indicates the new location and orientation of the appearance model and gradually the appearance model will converge towards the new observation. By repeating the process of appearance model search in each new frame, the face model can be continuously updated and the face model can be thus continuously tracked.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate the efficiency and accuracy of the proposed algorithm, we ran the proposed algorithm, a conventional AAM, and a Camshift algorithm referred by the OpenCV [10] on many testing video sequences. All testing sequences are in 320x240 resolution size and 15 frames/sec. The initial SMD parameters are set as a 0 = {10, 20, 30, 40, 50, 60}, ȝ=0.05, and Ȝ=0. We used HSV (4:2:2) in measuring the feature value of each individual landmark-feature point in the appearance model. Figure 3 shows several comparisons between our proposed scheme and the Camshift tracker in terms of tracking accuracy at face translation (movement without rotation), rotation, translation plus rotation, and scaling up and down. All testing results shows that the Camshift tracker gets lost easily in the testing scenarios especially for those containing significant rotation and motion, while our proposed algorithm robustly has a better tracking accuracy with translation being extremely accurate. The rotation values of the proposed algorithm were accurate as well even when combined with a remarkable scaling factor. Another testing was conducted by comparing the speed of a conventional AAM search and the appearance model search of our proposed scheme with results list in the Table I. The figures in  the Table I are the mean values of the all testing results from kinds of video sequences covering all intensity levels of translation, rotation, and scaling. In addition to that our proposed algorithm can speed up the convergence, in the testing we also found that the conventional AAM search is easy to either diverge to infinite or converge to a local minimum when the new observation is far from its current appearance model due to the poor adaptation of its step size during iteration. Therefore, introducing the SMD into the appearance model search can achieve a better convergence not only in its speed and but also in its accuracy when compared with a conventional AAM search. (Note: video of testing results will be provided upon request) V. CONCLUSION AND FUTURE WORKS The paper proposed a 3D appearance-model based face tracking algorithm by using semantic landmark-feature points to construct the appearance model and using stochastic metadescent (SMD) optimization scheme to accelerate the appearance model search, aiming to improve the efficiency and accuracy of the face tracking. The testing results demonstrate the efficiency and accuracy of the proposed algorithm in tracking a 3D-face appearance model to some extend by comparing with some of the state of the arts, which meets our expectation.
While the proposed algorithm works quite efficiently in tracking a single face object by constructing a single face appearance model, however, we also notice that there is still lots of work ahead if employing our proposed algorithm in a multi-faces tracking case, especially in the case when two face models occlude each other which may break the grouping of the landmark-feature points. Fig. 3 . Comparisons between the proposed algorithm and the Camshift in terms of the accuracy when tracking a 3D face with significant translating, rotating, and scaling. The first/third/fifth rows are results from the proposed algorithm while the second/fourth/sixth rows are results from the Camshift filter. It can be seen that the proposed algorithm can track the moving/rotating/scaling face more stably and accurately (processing frame rate = 15fps) than a Camshift filter does.
