How can we find any satisfying assignment for a Boolean formula that has many satisfying assignments? There exists an obvious randomized algorithm for solving this problem: one can just pick an assignment at random and check the truth value of the formula for this assignment, this is iterated until a satisfying assignment occurs. Does there exist a polynomial-time deterministic algorithm that solves the same problem? This paper presents such an algorithm and shows that its worst-case running time is linear when input formulas are in k-CNF and a fraction of satisfying assignments (among all possible assignments) is greater than a constant. This algorithm is almost the same as the algorithm proposed by Monien and Speckenmeyer (and independently by Dantsin) in the early 1980s for less than 2 n steps 3-SAT decision.
Introduction
It is well-known that 3-SAT (the problem of satisfiability of a formula in 3-CNF) is NP-complete, all known decision algorithms for it (as well as for finding any satisfying assignment) have exponential upper bounds on time. Research on this problem has concentrated on three main directions.
The first direction is the improvement of the trivial bound 2 n on the complexity of 3-SAT (and general SAT) with respect to different parameters ( [12, 2, 18, 13, 4, 14, 9, 15, 10, 7, 8] ). Some recent bounds are:
0.59n , where n is the number of variables in the input formula ( [9, 15] ),
• 2 0.309K , where K is the number of clauses in the input formula ( [7, 8] ),
, where L is the length of the input formula ( [8] ).
The second direction is the experimental study of the running time of various algorithms on various classes of formulas. Many (randomized) algorithms concerning SAT were proposed. Many reassuring experimental results about their performance were obtained during the last five years (TABLEAU [1] , GSAT [17, 16] ). Unfortunately, there is still a serious gap between experimental and theoretical results. Nobody can describe a nontrivial class of formulas and guarantee that GSAT or TABLEAU works efficiently for formulas of this class. Known theoretical results concerning GSAT guarantee only that GSAT works efficiently for most formulas ( [11] ).
The third direction is the search for algorithms that are guaranteed to work efficiently on separate classes of formulas. For example, polynomial-time algorithms are known for formulas in 2-CNF, Horn formulas, formulas that represent systems of linear equations over Z 2 and some other classes of CNF-formulas. There is a survey of such results in [3] . In this paper we consider one family of such classes. Namely, we are interested in CNF-formulas that have many satisfying assignments with respect to the number of all possible assignments.
Consider, for example,
the total number of assignments to the variables a, b, c is 2 3 = 8; four of these are satisfying ({a, b, c}, {a, b, c}, {a, b, c}, {a, b, c}), so 50% of assignments are satisfying. There exists a very simple randomized algorithm that works efficiently on formulas of this class. This algorithm just picks an assignment at random and check the truth value of the formula for this assignment, this is iterated until a satisfying assignment occurs. For example, if at least 50% of assignments satisfy f , then this algorithm will stop after consideration of the first assignment with probability at least 1/2. After the second step it will stop with probability at least 3/4 and so on (with probability at least 1-
after the i-th step).
We now give a more formal description of this algorithm. We define a complete assignment (as opposed to a partial assignment) to be an assignment that fixes values of all variables appearing in the formula. For precise definitions we refer the reader to Section 2.
Algorithm 1.1
Input: A satisfiable Boolean formula f with variables a 1 , a 2 , . . . , a n . Output: A satisfying assignment for f .
Method:
1) Pick a complete assignment S at random. 2) If S satisfies f , output S, otherwise go to step 1.
Proposition 1.2
The mathematical expectation of the Algorithm 1.1 running time on formula f is O(Lδ −1 ), where δ is the fraction of complete satisfying assignments for f , i.e. δ = the number of complete satisfying assignments for f the number of all complete assignments, i.e. 2 n .
Proof. Easy calculation.
We show that there exists a deterministic algorithm taking a polynomial time on this class. This algorithm is given in Section 3. It can be applied to an arbitrary CNFformula; it takes a polynomial time on CNF-formulas that have a sufficiently large number of satisfying assignments and consist of clauses bounded in length by some constant. It is based on the method proposed in [12] (see also [13] ) and independently in [2] (see also [4] ) for solving the satisfiability problem in less than 2 n steps (here and below, n is the number of variables occurring in the input formula). This method is, in fact, a modification of the branching-tree algorithm ( [5] ) which is close to and often referred as the Davis-Putnam procedure ( [6] ; it is enough to prove satisfiability of one of these to prove satisfiability of f . Satisfiability of each of these formulas reduces again to satisfiability of two formulas and so on. In this way we obtain a tree like the following: We call this a branching tree. A full branching tree constructed by this procedure seems to contain up to 2 n leaves. However, as it was shown in [2] and [12] , the number of leaves in a branching tree can be decreased by a special choice of the succession of variables the formula branches through. One can do it by choosing the variables for successive branchings from the same clause. We group these 2 k (k is the length of the clause) cases into k nodes. For example, the clause (a ∨ b ∨ c) will produce the branching
A side effect of each branching is that we obtain many unsatisfying assignments. These are all assignments that evaluate the chosen clause to F alse. In the example above all assignments containing simultaneously a, b and c (i.e. a :=F alse, b :=F alse, c :=F alse) are unsatisfying. Thus, if the input formula has many satisfying assignments, the limit of unsatisfying assignments will soon be reached. After that we cannot carry out the next branching, i.e. we obtain the empty formula. Owing to this fact, the algorithm must stop after a constant number of branchings, so it takes a linear time. This algorithm produces a satisfying assignment that has one additional property: since it is found after constructing only a few levels of the branching tree, this assignment is short. In other words, it fixes the values of only a constant number of variables; the values of other variables are immaterial. This constant does not depend on the total number of variables appearing in the formula. This paper is organized as follows. Section 2 contains basic definitions. In Section 3
we formulate main results and give a description of our deterministic algorithm. We discuss the results in Section 4, and then their proof is presented in Section 5 and Section 6.
Basic definitions
Let U be a finite set of Boolean variables. We use the following notations:
Literals are variables or their negations. A pair of complementary literals is a variable together with its negation.
where
The length of a clause mi j=1 l ij is the number of literals it contains (i.e. m i ). The length of a CNF-formula is the sum of the lengths of all its clauses.
Remark 2.1
The empty clause is interpreted as F alse; the empty formula is interpreted as T rue.
Our notion of assignment slightly differs from the usual one. We shall distinguish partial assignments and complete assignments. A partial assignment (or simply assignment ) is a set S ⊂ U ∪ U that does not contain complementary literals. The size of an assignment is its cardinality. A complete assignment for formula f with n variables is an assignment of size n (i.e. it fixes the values of all variables). An assignment (partial or complete) is satisfying for formula f if each clause of f contains at least one literal from S.
We write g = f [S] for an assignment S = {v 1 , v 2 , . . . , v m } and CNF-formulas f and g if g can be obtained from f by
• eliminating all clauses that contain the literals v i , and • deleting the literals v i from the other clauses.
We say that g is obtained from f by assignment S. For short we write
A branching tree is a tree whose nodes are labelled with CNF-formulas such that if some node is labelled with CNF-formula f , then its sons are labelled with formulas
Remark 2.2
This definition generalizes the notion of a branching tree introduced in Section 1.
Example 2.3
An example of a branching tree is shown in Figure 1 .
For the purpose of proving bounds on the size of the branching tree constructed by our algorithm, we introduce the following notation. A CNF-function is a pair (X, f ) where f is a CNF-formula and X is a set that contains all variables occurring in f (but also may contain other variables). In fact, our algorithm constructs some branching tree. Its nodes each can be labelled with some CNF-function in a natural way. To estimate the number of nodes in this tree (and thus the time complexity of the algorithm) we use some auxiliary results concerning branching tuples introduced in [10] . These results are presented in Section 5, and here we define some relevant terminology.
Suppose we have a tree T whose nodes are labelled with objects associated with some characteristic of their complexity: to each object F we attach a non-negative integer µ(F ) (complexity of F ). Assume that this tree has the property that the complexity of an object labelling any node is greater than the complexity of each of the objects labelling its sons. In this paper we use only µ 3 . However, until Section 6 we do not fix any concrete measure of complexity. It is even immaterial for us now that our objects are CNFfunctions.
Let us consider an arbitrary node in our tree labelled with object F 0 . Suppose its sons are labelled with F 1 , F 2 , . . . , F m (see Figure 2) . A branching vector of a node is an m-tuple (t 1 , . . . , t m ) where t i are positive numbers not exceeding µ(
The 1 , t 2 , . . . , t m ) is the only positive root of the characteristic polynomial of the branching vector t
We suppose τ ( 0 ) = 1 for leaves.
Remark 2.6
The characteristic polynomial h t (x) is a monotone function of x on the interval (0, +∞), and, h t (0) = −∞, h t (+∞) = 1. Hence, h t (x) = 0 has a unique solution on (0, +∞).
The largest of the branching numbers τ ( t ) of all nodes of the tree T we call the branching number of the tree T . We denote it τ max,T (or simply τ max ).
Instead of the notion of a tree level we introduce the notion of a floor of our tree T . The i-th floor of the tree T is the set of nodes containing objects F with µ(F ) = µ(F 0 ) − i, where F 0 is the object in the root.
Algorithm
We now consider an algorithm that finds in a linear time a satisfying assignment for formula in k-CNF that have a sufficiently large number of satisfying assignments. Below L denotes the length of the formula f , and n denotes the number of variables it contains.
The idea of Algorithm 3.1 is as follows. Let f be the input formula, and consider a clause a ∨ b in it. A satisfying assignment cannot contain a and b simultaneously. Therefore, having considered only one clause, we have excluded from consideration a quarter of all possible complete assignments (and so have found that at most 75% of complete assignments satisfy f ). Now we can consider f [a] and f [a, b] instead of f and apply the same argument to them, and so on.
Applying these operations, we obtain a branching tree for f . Algorithm 3.1 builds it in width successively constructing the floors Φ 0 , Φ 1 , . . . of this tree.
Algorithm 3.1
Input: CNF-formula f with variables a 1 , a 2 , . . . , a n . Output: A satisfying assignment for f , if f is satisfiable, otherwise "No".
Method:
0) i :=0; Φ 0 :={f }; for all m ∈ {1, . . . , n} Φ m :=∅. 1) Take the shortest clause
by assignments
. . .
If at least one of these formulas g i,j,m is the empty formula, stop with the answer corresponding to the chain of assignments leading to it. 3) For all g i,j,m that do not contain the empty clause,
If i > n, stop with the answer "No", otherwise go to step 1.
The main theorem of this paper states that Algorithm 3.1 works efficiently for formulas in k-CNF that have a sufficiently large number of satisfying assignments. We now define this class of formulas more precisely.
Definition 3.2
Let k ≥ 2 be an integer, and 0 < δ < 1. Class C k,δ is the set of CNF-formulas such that CNF-formula f belongs to C k,δ iff 1) each clause of f contains at most k literals;
2) the number of complete satisfying assignments for f the number of all complete assignments, i.e. 2 n ≥ δ.
We introduce some notation before formulating the result.
Definition 3.3
We denote by λ(q) the branching number τ ((1, 2, . . . , q) ), i.e. the only positive root of the polynomial
Remark 3.4
An easy calculation shows that if The statement of Main Theorem will be proved in two steps. In Section 5 we prove two lemmas which generalize the results from [10] concerning branching tuples. In Section 6 these results are applied to our problem.
Remarks
1. If δ is considered to be a constant, then we obtain a linear bound on the running time of the Algorithm 3.1 and a constant bound on the size of the satisfying assignment. We can also view δ as a polynomial function of the formula parameters (the length, the number of variables, etc.). In this case we also obtain subexponential bounds since the time bound of the algorithm has only polynomial dependence on δ. Table 1 .
Approximate values of B(k) are given in
B 2.27 7.27 17.79 39.36 83.09 Table 1 .
3.
One might suspect that only very short formulas can have many satisfying assignments. To disprove this, we present a simple method of constructing formulas in C 3,0.5 having arbitrary lengths not greater than O(n 2 ): take an arbitrary formula in 2-CNF and add a new variable to each of its clauses. Clearly, if one sets this new variable to true, the formula is satisfied irrespective of the values of other variables. 4. If some formula in k-CNF has a short satisfying assignment of size s, then this formula belongs to C k,δ , where δ = 2 −s . Thus, if some other class of formulas in k-CNF has short satisfying assignments, then this class must be contained in C k,δ for some appropriate δ. Therefore, Corollary 3.6 gives some characterization of classes C k,δ via the size of satisfying assignments. 5. By the use of Corollary 3.6, one can show that a satisfying assignment can be obtained by a simple algorithm enumerating all assignments of the size mentioned in Corollary 3.6. However, the number of these assignments (and, hence, the worst-case running time) is much worse than the bound guaranteed by Main Theorem. 6. Surprisingly, formulas in general CNF (i.e. without the restriction on the length of clauses) that have many satisfying assignments, do not have short satisfying assignments. The following simple counting argument shows that for arbitrary n there is a formula in CNF with n variables that has at least 50% fraction of satisfying assignments, but has no satisfying assignments of size at most √ n . For each set S of assignments we can construct a formula F in CNF such that S is the set of all assignments satisfying F . Thus, it suffices to prove that there is a set S consisting of at least 2 n/2 complete assignments, such that for each partial assignment I of size √ n , there exists a complete assignment J such that I ⊂ J,
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If n is sufficiently large, r(n) is less than 2 n . Thus, if for each such partial assignment we remove an arbitrary complete assignment from the set of all complete assignments, the remaining set will satisfy the condition above.
We have now that there are short satisfying assignments for formulas in k-CNF (k is a constant) and there are no such assignments for formulas in CNF. This fact seems to be connected with the conjecture (see e.g. [10] ) stating that there is no less-than-2 n algorithm for SAT (though there exists such an algorithm for k-SAT).
5 The number of nodes in a branching tree Lemma 5 .1 (Kullmann, Luckhardt, [10] ) The number of nodes of the i-th floor in a branching tree does not exceed (τ max ) i .
Proof. By induction on the number of nodes in the tree.
Base. Tree consisting of one node: (τ max ) i = 1 which is equal to the number of nodes if i = 0 and greater if i > 0.
Step. Let us consider tree R presented in Figure 3 . 
(by monotonicity of h t ).
Lemma 5.2
Let R be a branching tree such that branching vectors of all its nodes take the form We denote by T the tree constructed by Algorithm 3.1. We shall bound its size using the results of the previous section. For complexity µ we use µ((X, f )) = #X. Branching vectors of all nodes of the tree T take the form (1, 2, . . . , q) , q ≤ k. Characteristic polynomials of these branching vectors take the form
The corresponding branching numbers are λ(q). Thus, the branching number of this tree is the positive root of the polynomial ( ), i.e. λ(k). (See Remark 3.4.)
Let us consider several first floors of this tree obtained after step 3, at which point the algorithm has constructed all nodes of the i-th floor but has not yet constructed any of their sons. All assignments satisfying f also satisfy at least one formula of floors i, i + 1, . . . , i + k − 1 constructed by this stage. There are at most 2 n−j such assignments for each node of the j-th floor. From Lemma 5.2, there are at most (λ(k)) i nodes of the i-th floor, at most (λ(k)) i nodes of the (i + 1)-th floor etc. Hence, the original formula has not more than
Therefore, Algorithm 3.1 stops (having found a satisfying assignment) having completed not more than j ≤ log λ(k)/2 ( δ 2 ) floors. Hence, owing to Lemma 5.1 and Lemma 5.2 it can construct not more than k · λ(k) j + (λ(k)) j−1 + . . . + 1 nodes. Easy calculation shows that
and each node requires linear (with respect to the length of the formula) time. This implies part (b) of Main Theorem. Since the number of the floor where the first satisfying assignment occurs is at most
we get part (c).
Remark 6.1 Table 2 presents the dependence between k, δ and the value of the size of the short satisfying assignment guaranteed by Main Theorem. 
Conclusion
In this paper we have considered Boolean formulas in k-CNF that have many satisfying assignments. These formulas are easy for the simple randomized algorithm that just picks a random assignment. We have shown that there exists a deterministic algorithm that solves this problem in a polynomial time. We have also shown that this algorithm finds a short satisfying assignment. There exist formulas in general CNF that have many satisfying assignments but do not have short satisfying assignments. The benefit of this paper is that it presents one more class of Boolean formulas for which a polynomial-time deterministic algorithm is known.
