Introduction
In order to study some real physical system, a scientist will often represent that system in a mathematical sense. This may be a collection of numbers which he labels observations or an equation or system of equations which he employs as a model. In pro<;eeding from the real system to the mathematical model, assumptions and approximations were made which introduced a certain amount of error. In many geophysical problems, analytical tools are incapable of solving the equations in the model. Therefore, numerical techniques may have to be invoked which will introduce additional distortion into the representation. If the numerical techniques are carried out on a computer, there is the round-oiI error inherent to the truncated arithmetic. The first and last aspects of the total error are generally well recognized and documented. However, the error created by approximating continuous differential equations with discrete algebraic ones is generally not known in detail by the numerical modeler. This lack of knowledge concerning the error introduced by finite differencing provided the impetus for this work. This paper will examine the error in finite differencing, which we call trtmcation error, in specific detail for several linear systems derived from the "shallow water" limitations when applied to those more complicated systemS.
It is the authors' belief that more precise knowledge of the error will lead to reductions in it and that more elegant schemes can be formulated which are based on explicit knowledge of the error. At the least, a more judicious choice of a scheme can be made (e.g., Kreiss and Oliger, 1972) . It may even be possible to employ the error itself in improving the scheme.
Method
Continuous differential equations are approximated by discrete algebraic (finite-differenced) ones. The solution to the continuous equations is given by a function. The solution to the discrete equations is also given by a function. It is these two functions, both analytically derived, which are compared. Requiring an analytical solution to the differential equations means that we are dealing with equations which are never solved numerically! However, one chooses a solvable model which is similar-to the more realistic model of interest, and the analysis of the fonner is applied, with some care, to the latter. In this paper all the equations have b~ linearized so as to study the error in the scheme without the added complication of nonlinear effects. One might reasonably expect that one formulation judged superior to another via linear analysis would perform better than the other in a similar problem containing some degree of nonlinearity.
Many of the solutions derived here are propagating waves. The continuous solutions for a one dimensional problem have the form SA =ei(t__I),
where k is wavenwnber in the oX direction and (II is the phase frequency. A list of the more significant symbols is given in Appendix A. The appropriate general solution for the differenced system is easily found:
S.=ei ('i4_,,41) 
, , , where j is an index in the oX direction, ~ the spatial grid interval, n a time step index, and Ai the time step. The form (2) is appropriate because it will have ,the same functional form when substituted into the discrete equations as (1) has when substituted into the differential set. To see this more clearly, consider the first derivative of each solution:
formulation and used an approach similar to the one used here, to analyze some common space and time differencing formulations. Elvius and Sundstrom (1973) wrote the f -plane, shallow water primitive equations in matrix form, determined the eigenvectors and eigenfrequencies, and compared them with the continuous solutions. This method is more complete in that boundary conditions could be explicitly included but, as we shall see, in more complex systems there is some ambiguity introduced when the eigenvalues can only be found numerically. Their main concern was the proper choice of boundary conditions for various efficient, semi-implicit staggered-grid formulations. The work of Baer and Simmons (1970) for nonlinear, essentially spectral, equations involved testing several schemes for stability and also conservation of integral constraints. They found that there may be large amplitude errors which cancel out in the computation of the integral properties. Thus truncation error could not be necessarily determined from a scheme's conservative properties. Young (1968) tested many schemes on the spectral equations and also concluded that truncation error bore little relation to the order of the scheme chosen. However, he chose not to pursue the details of the truncation error.
It was decided that the emphasis here would not be on testing many schemes (e.g., Grammeltvedt, 1969) . Neither would various boundary or staggered-grid formulations be emphasized-there are simply too many. The problem would become too specialized. Instead, some simple commonly used ~hemes are applied to several hyperbolic systems and analyzed away from the boundaries. More specific applications are left to the reader. The purpose is to outline a way to determine quantitatively the error and to present what appear to be ~ome general properties of it.
Some of the results presented here can be found in previous work (Kwizak, 1970) . They are included for completeness. What represents new work is the study of more complex systems and comparisons of group velocities. The group velocity is perhaps a more important quantity than the phase velocity, in that energy is propagated at the group velocity.
It will be shown that explicit time differencing tends to speed up oscillations whereas implicit formulations slow them down. Space differencing makes non-dispersive waves dispersive. It also uniformly slows down the phase velocities, with the error increasing for shorter wavelengths. The group velocity for some wavelengths can be in the opposite direction of the correct group velocity. However, long waves, i.e., those resolved by many (> 10) grid points, are generally handled reasonably well. Properties evident in simple systems reappear when the schemes are applied to complex systems of equations with similar types of solutions. This may be a useful approximation to a scheme's behavior in more complicated systems, since the method is found to have a a~( SA)=ikSA, here subscripts in (4) refer to a grid point. -Just as there is no % dependence in the coefficient multiplying 3. -Simple systems There are two basic approaches to time differencing, either explicit or implicit formulations. We will treat both. !Ii the more complex systems they will be mixed.
As an example of an ordinary differential equation in time, consider inertial oscillations. If we define W5U+iV, SA on the right hand side of (3), there is no x dependence in the coefficient multiplying Sj in (4). That is, (3) and (4) 
An ~licit forDlulation of (7) is wft-Tl='lIJ-l_2if~a, To be strictly correct one must resort to an eigenvector analysis in such a case. In the particular problem considered later, it was allowable to use the form (6) despite being inexact, because (6) was close to the correct solution. Substitution of (1) and (2) into their respective systems yields dispersion relations from which the phase frequencies of the two systems are derived as a function of relevant parameters. The phase error is thereby deduced as a function of those parameters.
For solutions whose temporal dependence is exp(UlJnAt), the function for (II will involve either the arcsine or arctangent of some quantity. This presents an infinite number of frequencies, each shifted by some increment of r. Only those values of the inverse transcendentaIs between -r/2 and r/2 will be considered. This is justified since as the time and space increments approach zero, the finite-differenced solution for (II will approach the true solution, not one shifted by some increment of r.
The group velocities are obtained by differentiating the phase frequencies with respect to wavenumber. This will be used as an indication of how the energy con~ed in different wavenumbers is propagating. An excellent review of the physics of the group velocity is provided by Whitham (1974) . It should be noted that. the imaginary part of the phase frequency will imply growth (or decay). H the analytical frequency is real and the finite-difIerenced frequency complex, then there will be amplitude errors as well, in the numerical scheme chosen.
In this study various combinations of the "shallow water" primitive equations will be used. Some simple systems with only one distinct solution will be considered first. Many of these results will reappear when systems with multiple roots and non-constant coefficientsare examined.
The ratios of the physical solutions in (10) and (11), normalized by (8), are plotted in Fig. 1 as a function of the nondimensional parameter fAil. The explicit formulation is tending to overestimate the oscillation whereas the implicit treatment is underestimating it. The explicit formulation is unstable fo.-j.1./> 1. As the time step increases the two schemes diverge from the correct value.
It,is interesting to note: that in such a linear problem one ceuld achieve quite high accuracy, while retaining large time increments, through a judicious mixture of explicit and implicit integrations. That is, one could nullify the overestimation of an explicit formulation by following with an implicit scheme. For a nonlinear model, such as the spectral equations, this technique may be useful, though two problems remain. The time steps would probably still need to be relatively small so as not to miss too much of the nonlinear effects during any given time step. Also a useful implicit scheme which avoids iteration would be preferred.
Before proceeding to problems with mixed time and space derivatives, we consider space differentiation WA=Uk+VI.
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An explicit formulation of (14) is (16) 4t 4t
Ay which, when the solution
is inserted, reveals
. U-siU4.s+V-sinlA)' ).
4.s 4)'
Substitution of (17) into an inlplicit formulation 10-1 I f.t-+ 10'
Fro. 1. Frequencies for the explicit and implicit schemes normalized by the correct frequency as a function of the nondL,!!~I)Da1 ~ter fAl. The explicit acheme overestimates the osci1latiOD, whereas the implicit scheme underestimates it.~.(~J+.:
The explicit phase frequency (18) ~ ( 12) 2-
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In a sense there is a "computational wavenumber," sin(i4%)/4%, corresponding to the true wavenumber k. This implies that the representation is fairly good for long waves (i.e., those resolved by many grid points) but quite poor for shorter waves, particularly those.less than 44%. (Note: a 44% wavelength corresponds to i4%=.../2). A fourth-order scheme is
.20
Comparison of the two bite diftermce approzimations to a first derivative in space, normalized by the correct value, as a function of wavenumber. A is the corresponding wavelength in terms of grid intervals (i.e., when ~-r/2 the waveJength is ).
Cĩ t# This is due to the characteristics of the continuous system intersecting the grid points as indicated by the A = 1 curve in Fig. 4 . The true value at the point A" is that at the point A'. H one writes the centered-inspace difference as A"=B-A(B'-A'), then for A~l, B' is the value atB and the difference reduces to A"=A' which is the true solution. The fact that waves smaller than 4Ax appear to be treated poorly is due in part to our use of only the first harmonic of the arcsine (values between -r/2 and r/2). Since at A= lwe are computing arcsin (sink4x ) , we are therefore not retrieving k4x for k4x>r/2. This slight ambiguity concerning the arcsine in deriving the phase frequencies was apparently not recognized by previous investjgators. However, in actual computer tests, the choice of arcsine values between -r/2 and r/2 appears to be proper. Note that there is no such ambiguity in the computation of the group velocities.
For A = 1, th~ implicit formulation (see Fig. 3 ) is very close to the explicit scheme in terms of accuracy (but just slightly worse). For A> 1, the explicit scheme is unstable, whereas the implicit scheme maintains stability by slowing down the phase speeds. The rate of slowing down is not uniform. A=l is the Courant-Friedrichs-Lewy (CFL) condition for linear stability. There are two aspects of the curves worth noting. The characteristic shape is similar to that in Fig. 2 . The waves have been made dispersive (the phase velocity depends on the wavenumber) by the finite differencing process, with the representation poorer for shorter waves. At the CFL condition the phase frequency is exact for waves longer than 4Ax. FIo. 5. Comparison of the phase velocity for the implicit formulation to the largest possible phase velocity for stability as a function of wavenumber for various values of A. The implicit scheme slows the waves down more than would be required to maintain stability and the limit is only asymptotically approached. SPACE -+ FIG. 4. Three charaCteristic curves originating from the point A, superimposed on a grid point lattice. The A < 1 curve is stable, the A> 1 curve is linearly unstable for an explicit formulation. For the explicit formulation used, the characteristic A -1 is predicted exactly. for the implicit. The relations (21) and (22), normalized by (20), are plotted in Fig. 6 for various values of A. The dispersive property introduced by the finite differencing has important effects upon the transport of energy. The group velocity for the long waves (»4Az) is approximated reasonably well. The dramatic effect is that energy in waves shorter than 46x. is propagated in the opposite direction to the correct velocity. Waves 4Ax long have zero group velocity. The implicit scheme, for large (typical) values of A does a poor job even for the long waves. It is also apparent that the explicit formulation, for low wavenumbers, is always more &c-
Comparison of the group velocities between a so-called "fourth-order;" scheme anI;! the "second-order," centered-in-space scheme as a function of wavenumber. While long waves are treated quite well by the higher order scheme, its treatment of the shortest waves is inferior to the second-order scheme.
curate than the implicit scheme. Finally, Fig. 7 compares the explicit version of the second-oi'derscheme to the fourth-order scheme, where the group velocity for the latter is given by ( t cosk~-l cos2kAx ' (T" .,i: sin2kAs )
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The fourth-order scheme actually does worse than the second order for the shortest waves. However, the long waves are handled quite well, though their phase speed is overestimated.
Gravity waves can be modeled by the set of equations u,--"., v,= -"II, ",+JI ( The components of the vector group velocities ars ymmetric so we will consider only one of them. Here, however, I will be treated as a parameter and allowed to vary instead of setting it to zero. The true group velocity is after substitution of solutions of the form (17) implies that arcsin{::[ .~~~ I} (24) ..-.
:1t
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Contqur plots of these relations appear in Figs. 9 and 10. Fig. 9 compares the explicit fom1ulation (27) to the analytical fom1ulation (26), for a Ii. =cf>AJI / ~ ratio near the maximum allowable for stability (Ax=4y for simplicity here). A graph of the implicit fom1ulation for the same value of Ii. is very similar to Fig. 9 , and is not reproduced; instead a plot is presented for a value of Ii. considerably in excess of that used in Fig. 9 .
The solutions (23)-(25) behave similarly to the onedimensional advection equation (where 1=0). However, when considered in two dimensions, there is a different structure to the error for the gravity wave frequencies because they contain quadratic sine tetmS. The twodimensional cases for gravity waves [ (23)- (25) are of constant angle measured positive counterclockwjse from the correct angle (note that a 180° error m equivalent to a -180° error). This error is the same for all values of 4J and Az, and for the implicit and explicit schem~. The contours do not intersect the axis for the advection plot since the problem becomes one-dimensional and thus the angular error is either 0° or 180°.
The solutions to the governing equations are plane waves and rdatiODS (26)- (28) are merely the componmt of the group velocity in the x direction. There will be errors in the direction of the vector group velocity as well as in the magnitude. In some cases th~ errors can be quite large, particularly for waves which are traveling nearly perpendicular to the direction of the derivative. Fig. 11 is a contour plot of the angular error in the group velocity for the gravity waves and for the tw~~ensiona1 advection solution. The isopleths
Complex systems
In the previous section we considered three simple systems, each with one distinct mode. More typical .These are merely the advection solution and two inertiagravity waves Doppler-shifted by the mean state velocity.
A simple semi-implicit scheme for (29) The advection root of this finite-differencedset is merely Eq. (18). However, the eigenvector for this set will be different from that for the explicit version of (14). Eq. (32) is compared with (30) in Fig. 12 . The nature of the variation appears 'suspiciously similar to a pure implicit treatment of gravity waves; indeed, that is essentially what takes place. The advection or "quasigeostrophic" modes were compared in Section 3. In this linear problem, the mixture of the time schemes for different modes affects those modes essentially individually.
The group velocity components are again symmetric; the % component is given by Next we will introduce a variable Coriolis parameter f by considering the nondivergent barotropic vorticity equation. This model was commonly used for large..scale atmospheric prediction, until more sophisticated, primitive equation models were developed. However, it remains an important to~l for representing many important dynamic processes. Gates has studied the errors ca~ by numerical integration of a one-dimensional form of this equation. The results to be presented here for phase speeds are consistent with his analytical studies (Gates, 1959) and comparisons of actual integrations with known harmonic solutions (Gates and Riegel, 1962 One sees in Fig. 13 , that near the stability limit, determined mainly by the advection speed, the inertiagravity waves are transporting their energy far below the correct speed. This is consistent with the results of one-<limensional gravity waves presented in Fig. 7 for an implicit treatment at high values of A. Results similar to diose from the i-plane primitive equations are obtained for a semi-implicit two-layer set. The internal gravity waves are handled like slow moving gravity waves, and the external gravity waves as in the previous case. The treatment of the different components of the modes, either explicitly or implicitly, again separates out. This is in part a consequence of the cn condition being exceeded (that is A large) only for the external gravity waves, so that the explicit and implicit treatments of the other modes are nearly equivalent. It is therefore reasonable to infer that the mixture of time schemes, when the modes are widely separated, affects those modes essentially individually. Since semiimplicit schemes are used when one has waves which move much faster than others, the behavior of either set of waves can be closely approximated by an implicit or explicit treatment of the whole model. This is not too surprising for a linear model and is fortunate, since the analytical derivation of the semi-implicit phase frequencies can be intractable when either an explicit or implicit scheme is solvable.
The quasi-geostrophic mode is generally of more interest than inertia-gravity waves for the atmosphere since it contains the major port of the energy in the large-scale mid-latitude Bows. However, inertia-gravity waves are of major interest in oceanography, both for tidal problems and on a smaller scale for internal waves. The very sinall inertia-gravity waves are generally of less interest. The inertia-gravity waves are the apparent mechanism for bringing the Bow and pressure fields into geostrophic balance for both the atmosphere and ocean (e.g., Hlumen, 1972) . Thus, errors in their estimation may affect the adjustment time scales of numerical models. at where VS is the horizontal Laplacian operator, and .B=dffdy. H we assume that the solution for 1/1 has the foml (15), then (33) yields a dispersion relatioñ ,8j (11,&--. iI+1I If we finite difference (33) in the following explicit manner, using a five-point, "second-order" Laplaciañ This and similar versions of LTE have been extensively studied analytically. Miles (1974) presents an excellent review of the classical tidal problem. The solutions of (35) are contained in Matsuno (1966); they are two waves which behave like gravity waves and a third which is like a Rossby wave. Lindzen (1967) referred to the latter solution as a Rossby-Haurwitz wave. He allowed for vertical propagation in his treatment and also derived an approximate solution for a mid-latitude p-plane.
To solve (~5) we substitute a solution of the fonn
An implicit scheme, where all the terms are at the n and n+l time levels dictates a phase frequency satisfying
In a typical problem wbere Rossby waves are being studied, there will be other modes which may require a much lower ratio of 41/ &x for stability than that for pure Rossby waves. Therefore a value of 41/ &x= 10-1 s m-1 was chosen. Since.8 is so small (-10-U m-l S-1 for the earth) and the arctangent of a small number approximates the arcsine of that. number, then the two treatments are essentially identical. The phase velocity 
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The analytic phase frequencies have no y dependence and we anticipate that the frequencies of the numerical scheme do not either. As was pointed out in Section 2, in this problem it is not strictly correct to repalce y bỹ y in the form of the solution because the functional form of the derivatives will be inconsistent. This may cause the frequency derived for the finite-differenced set of equations to depend on y. This difficulty in ob- .~B ecause .8 is so small, for a terrestrial problem the dependence of D on y (and therefdre of UlB) is weak. The difference in UI between m=O and m= 10 for Ay= 10' m is in the 4th or larger significant digit; thus, our use of (40) appears reasonable.
The phase frequencies for the eastward moving gravity wave (E), the westward moving gravity wave (W), and the Rossby-Haurwitz wave (R) are presented in Figs. 17 and 18. The details of the curves for 0 ~ kAx .../20 are shown in the insert. The rather peculiar behavior of the Rossby-like waves may be due to the uSe of the approXimate solution (40). The analytical roots are complex for values of -O.Ol<kAz<O.05 (for cfJ= 104 ml S-I,.8= lO-u m-1 s-\ Ax= 10' m) whereas the numerical frequencies are real; no comparison was made in that range. The Rossby-Haurwitz waves move at about a tenth the speed of the gravity waves, so the linear stability limit, A = 1, is determined by the gravity waves. For small A, the explicit and implicit versions are agaiI) nearly identical. Therefore, Fig. 17 , where A-O.S, is representative of either scheme. The curves have the same basic shape as in previous, simpler problems. Fig. 18 compares the implicit and analytical phase velocities for A-S. The gravity waves are slowed down appreciably, but the much slower Rossby- Haurwitz wave is not appreciably changed by the tenfold increase in A.
Since th~ results are analogous to those from simpl~ systems, it seems reasonable to conclude that they are general properties of the finite difference sch~e. That is, one would expect the tnmcation error of this scheme to have these general properties for similar types of wave motions.
It would be posslole, though tedious, to compute the group velocity for this problem. However, since an approximate solution was used, it may not be appropriate to do 10. That is, the mjsrepresentation caused by using (40) may be magnified by taking the derivative of the numerical frequency solutions. State University Computing Center CDC 6500.
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Conclusions
This study was undertaken to attempt to quantitatively detennme the error introduced by finite differencing. Since the field is so broad, testing many schemes with various boundary and staggered grid formulations was not feasible. Therefore the study was also designed to outline a straightforward method of determining the error which can be applied in practice. The determination is imperative since statements concerning the order of a Taylor series are clearly inadequate to represent the truncation error.
This study confirms several previous results. Namely, that explicit formulations tend to overestimate oscillations whereas implicit formulations underestimate them. Space differencing produces dispersive waves evm if the true waves are not dispersive. The phase velocity errors increase as the wavenumber increases, or equivalently, as the number of grid points ~lving the wave decreases. Implicit schemes retain stability by slowing down the waves, which is the price extracted for the economy of large time steps. Generally, only the longest waves are handled reasonably well. Several new aspects of the truncation error have been revealed, particularly through comparison of the group velocities. The dispersive nature introduced by the finite differencing causes significant angular, as well as magnitude, errors in the group velocity. Since the group velocity is an indication of the propagation of the energy, this could cause grave dynamical effects in a numerical model, particularly if the short waves carry a significant fraction of the energy. It is also apparent that some of the characteristics of the error evident in simple systems reappear when the same scheme is used in more complex models with similar solutions. This work p:Ya.mined seYeral linear systems with the intent of studying the error in the scheme without the additional complications of nonlinear effects. This method could be extended to other types of problems. Further work is currently being considered on formulating boundary and initial conditions based on the interrelationships of variables in the discrete system. APPENDIX B Eilenvector analysis method An alternative, matrix, method is illustrated for the equatorial p-plane system of Section 4. 
