Abstract. We study the fourth moment of quadratic Dirichlet L-functions at s = 1 2
Introduction
· be a real primitive Dirichlet character modulo d given by the Kronecker symbol. In 2000, using random matrix theory, Keating and Snaith [11] conjectured that for any positive real number k,
where ♭ denotes the sum over fundamental discriminants, and C k are explicit constants (see [11] ). If restricting d to be an odd, positive and square-free integer, then χ 8d is a real primitive character with conductor 8d and with χ 8d (−1) = 1. It was conjectured (see [2] ) that for any positive real number k, *
G(2k + 1)Γ(2k + 1) X(log X)
where * denotes the sum over square-free integers, G(z) is the Barnes G-function, and
In this paper, we prove the conjecture (1.2) for k = 4 under the generalized Riemann hypothesis (GRH). 4 = a 4 2 6 · 3 3 · 5 2 · 7 · π 2 X(log X) 10 + O X(log X) 9 .75+ε .
For simplicity, we only focus on quadratic characters of the form χ 8d , and the result for χ d may be established similarly. We note that Soundararajan and Young [18] have established the modular L-function analogue of Theorem 1.1 in 2010, and that Florea [6] has proved the function field analogue with extra lower main terms in 2017.
Moreover, we obtain an unconditional lower bound that matches the conjectured asymptotic formula (1.2) . This was stated without proof by Rudnick and Soundararajan [14] 4 ≥ a 4 2 6 · 3 3 · 5 2 · 7 · π 2 + o(1) X(log X) 10 .
The study of moments of L-functions has a long history and can at least date back to Hardy and Littlewood. They studied the moments of the Riemann zeta function in order to study the Lindelöf hypothesis. Regarding the moments of the Riemann zeta function, we refer the reader to [13] for a nice survey. For the moments of quadratic Dirichlet L-functions, besides conjectures (1.1) and (1.2), using "recipe" approach, Conrey, Farmer, Keating, Rubinstein and Snaith [4] built a conjecture including all other principal lower order terms in 2005 as follows:
where P n (x), Q n (x) are explicit linear polynomials of degree n and E k (X),Ê k (X) = o k (X). In 1981, Jutila [10] showed the first moment with E 1 (X) = O(X +ε ) by Goldfeld and Hoffstein [7] in 1985. Their work implies the error O(X 1 2 +ε ) for the smoothed version, which was also obtained by Young [19] by using the recursive method in 2009. We remark that Alderson and Rubinstein [1] conjectured that E 1 (X) = O(X 1 4 +ε ). Moreover, the second moment was established by Jutila [10] in 1981 that ♭ 0<d≤X L( 1 2 , χ d ) 2 = C 2 X(log X) 3 + O X(log X) 5 2 +ε .
In 2000, Soundararajan [16] showed a stronger form with a power savingsÊ 2 (X) = O(X 5 6 +ε ). Very recently, Sono [15] improved it toÊ 2 (X) = O(X 1 2 +ε ) for the smoothed version. Soundararajan [16] also established for the first time the third moment withÊ 3 (X) = O(X 11 12 +ε ). It was improved to E 3 (X) = O(X 0.853366···+ε ) by Diaconu, Goldfeld and Hoffstein [5] in 2003 by using multiple Dirichlet series. In 2013, Young [20] improved further toÊ 3 (X) = O(X 3 4 +ε ) for the smoothed version.
No moments higher than four have been asymptotically evaluated, even under GRH. This seems beyond current techniques. However, there are some celebrated results on upper or lower bounds of the moments. In 2009, Soundararajan [17] conditionally proved that for all positive real k,
This was improved by Harper [8] in 2013 via showing that for all positive real k,
In 2006, Rudnick and Soundararajan [14] proved the lower bound
for all rational k ≥ 1. The method of this paper is mainly based on [18] and [16] . We use the approximate functional equation for the Dirichlet L-functions in the moment, and then we employ the Poission summation formula to separate the summation to the diagonal terms and the off-diagonal terms and other error terms. Both diagonal and off-diagonal terms would contribute to the main term. To bound error terms, using idea from [17, 18] , under GRH, we established an upper bound for the shifted moments of quadratic Dirichlet L-functions (see Theorem 2.4). We note that the off-diagonal terms contribute to an error term in [18] . In contrast, the off-diagonal terms contribute to the main term in our consideration. This is the subtle part that we have to analyze. We use the techniques in [16] to handle these off-diagonal terms carefully.
Notation. In this paper, we shall use the convention that ε > 0 denotes an arbitrary small constant which may vary in different situations. For two functions f (x) and g(x), we shall use the notation
, then we mean that the corresponding constants depend on a. Throughout the paper, the big O may depend on ε.
Basic tools
In this section, we introduce several tools that shall be used in this article.
Here, and henceforth, (c) stands for c+i∞ c−i∞ . It can be shown (see Lemma 2.1 of [16] ) that w(ξ) is real-valued and smooth on (0, +∞), bounded as ξ near 0, and decays exponentially as ξ → +∞. We define
where τ (n) is the number of divisors of n. Lemma 2.1. Let Φ be a smooth function with compact support on the positive real numbers, and suppose that n is an odd integer. Then 
2.3. The smooth function. Let Φ be a smooth Schwarz class function which is compactly supported on [ 
For any s ∈ C, we defineΦ
We note thatΦ(s) is a holomorphic function of s. Integrating by parts ν time gives uš
Then for Re(s) < 1, we see thatΦ 
We note that this bound is sufficient for us to establish Theorem 1.2. Also, to prove Theorem 1.1, we require a better bound of size O(X(log X) 10+ε ) to bound the errors. Indeed, we need to establish the bound of size O(X(log X) 10+ε ) for the shifted fourth moment. This can be obtained under GRH by modifying the argument in [17, 18] .
Similar results were obtained by Chandee [3] for the moments of the Riemann zeta function, and by Munsch [12] for the moments of all Dirichlet L-functions modulo q. The proof of Theorem 2.4 is postponed to Section 8. To prove Theorem 2.4, we require the following inequality.
Lemma 2.5. Let X and y be real numbers, and let k be a natural number with y k ≤ √ X log X . For any complex numbers a(p), we have
where the implied constant is absolute.
Proof. See [18, Lemma 6.3].
Setup of the problem
Let Φ be a smooth function as described in Subsection 2.3. We consider the following smoothed version of the fourth moment *
Using the approximate functional equation (2.3), we have *
where
Let X 9 10 ≤ U 1 ≤ U 2 ≤ X be two parameters which will be chosen later. We define
We remark that (3.1) is approximately equal to (3.3) by choosing appropriate values for U 1 and U 2 . This will be explained in Section 7.
Combining (3.2) and (3.3), we obtain that
Using the Möbius inversion to remove the square-free condition in (3.4) gives 6) where S 1 denotes the terms with a ≤ Y , Y ≤ X is a parameter to be chosen later, and S 2 denotes the terms with a > Y . We will prove that S 1 contributes to the main term. In the following lemma, we give an upper bound for S 2 .
Lemma 3.1. Unconditionally, we have
Proof. Write d = lb 2 , where l is square-free and b is positive. Grouping terms in S 2 according to c = ab, we deduce that 
Here we use the inequality 2ab ≤ a 2 + b 2 and the fact that |L c (
Also, by Lemma 2.3, we get that * (l,2)=1 l≤
Substituting both (3.9) and (3.10) in (3.8), we can bound (3.8) by
Together with (3.7), this yields
This completes the proof of the conditional part of the lemma. The unconditional part follows similarly by substituting (3.10) in (3.8).
Now we consider S 1 . Using the Poisson summation formula (see Lemma 2.1) for the sum over d, we obtain that
Outline of the proof. For brevity, we only sketch the proof of Theorem 1.1, and we note that Theorem 1.2 follows similarly. Firstly, we establish an asymptotic formula for the smoothed fourth moment (3.1). Indeed, as
, where S 1 (k = 0) denotes the terms with k = 0 in (3.11) (called diagonal terms) and S 1 (k = 0) denotes the remaining terms. Let
denotes the terms with square k (called off-diagonal terms), and S 1 (k = ✷) denotes the terms with non-square k. The main term in S 1 arises from both S 1 (k = 0) and S 1 (k = ✷). We shall prove 10 in Section 4, and show
10 , which has the same size as the main term in Theorem 1.1. Secondly, we will prove (3.1) ≈ S(U 1 , U 2 ), as well as removing the smooth function in the moment (3.1) in Section 7. This will complete the proof of our main theorem. In the last section, we will prove Theorem 2.4, which is stated without proof in Section 2.
Evaluation of S
In this section, we shall extract one main term of S 1 from S 1 (k = 0).
It follows from the definition of G k (n) in (2.4) that G 0 (n) = φ(n) if n = ✷, and G 0 (n) = 0 otherwise. By this fact and (3.11), it is easy to see that
Observe that
Inserting this into (4.1), combined with
we obtain that
Now we simplify the error term above. Recall that w(ξ) is bounded as ξ near 0 and decreases exponentially as ξ → +∞. It follows that
The last inequality follows by separating the sum into two parts corresponding to whether n 1 , n 2 ≤ U 1 U 2 . Combining (4.2) and (4.3), we have
Recall h(x, y, z) from (3.5) and ω(ξ) from (2.1). We have
where Z 1 (α, β) is defined by
Here
, and for p ∤ 2,
Furthermore, Z 1 (α, β) is analytic and uniformly bounded in the region Re(α), Re(β)
Note that
Then (4.5) follows by comparing Euler factors on both sides. The remaining part of lemma follows directly from the definition of Z 1 (α, β).
It follows from (4.4) and Lemma 4.1 that
The double integral in (4.6) can be written as 1 (2πi) 2 (1) (1) ) (
The integral of the residue at v = −u in (4.7) will contribute an error term. In fact, we have
It remains to consider the integral of the residue at v = 0 in (4.7). Note that
Moving the line of the integral below from Re(u) = 
Combining (4.6), (4.7), (4.8) and (4.9), we obtain that
whereΦ(s) is defined in (5.3) . By the definition of Z 1 (u, v) from Lemma 4.1, we see that
2 ) = 4a 4 . Hence, Lemma 4.2. We have
In this section, we compute another part of the main term of S 1 which arises from S 1 (k = ).
Recall from (3.11) that
To proceed, we need the following lemma.
Lemma 5.1. Let f (x) be a smooth function on R >0 . Suppose f decays rapidly as x → ∞, and f (n) (x) converges as x → 0 + for every n ∈ Z ≥0 . Then we have
wheref is the Mellin transform of f defined bỹ
This result is still valid for replacing cos with sin in (5.2).
Proof. See Section 3.3 of [18] .
Taking f (x) = h(xX, n 1 , n 2 ) in Lemma 5.1, we have
Recall from (3.5) the definition of h(x, y, z). The above integral is
Move the lines of the triple integral to Re(s) = h(xX, n 1 , n 2 )(cos + sin) 2πkxX 2n 1 n 2 a 2 dx
Substituting this in (5.1), we get that
, where k 1 is a fundamental discriminant (possibly k 1 = 1), and k 2 is a positive integer. In the region Re(α), Re(β) > 1 2 , we have
Here Z 2 (α, β, a, k) is defined as follows
and
In addition, Z 2 (α, β, a, k) is analytic in the region Re(α), Re(β) > 0, and we have
in the region Re(α), Re(β) ≥ 1 log X , where the implied constant is absolute.
Proof. The formula (5.5) follows from the joint multiplicativity of G k (n 1 n 2 ) with variables n 1 and n 2 . In fact,
Then we obtain (5.5) by comparing Euler factors on both sides.
For p ∤ 2ak, we know that
This shows that Z 2 (α, β, a, k) is analytic in the region Re(α), Re(β) > 0. It remains to prove the upper bound of Z 2 (α, β, a, k). It follows from (5.7) that for p ∤ 2ak,
≪ log 10 X.
For p|2a, we get that
For p ∤ 2a, p|k, using the trivial bound G k (p n ) ≤ p n , we obtain that p|k,p∤2a
By the above three bounds, we have obtained (5.6).
By (5.4) and Lemma 5.2, it follows that
Note that if moving the lines of integration in terms of variables u, v to the left, then we may encounter poles only when k = ✷ (then k 1 = 1). Thus, we break the sum in (5.8) into two parts depending on whether k = ✷.
Write
We will give an upper bound for S 1 (k = ✷) in the next section. In the rest of this section, we focus on S 1 (k = ✷) and obtain one main term. By the change of variables (replace k by k 2 ), we get that 
Here Z 3 (α, β, γ, a) is defined by
where for p|2a,
12)
and for p ∤ 2a, Proof. We first compute the left-hand side of (5.11) without (−1) k . Note that
If p|2a, we have
,
Inserting them into (5.15), combined with (5.14), we obtain that
Now we prove (5.11). It is clear that G 4k (n) = G k (n) for any odd n, so Z 2 (α, β, a, 4k 2 ) = Z 2 (α, β, a, k 2 ). Thus,
Together with (5.16), this yields (5.11).
The first property of Z 3 (α, β, γ, a) comes directly from its definition. Now we prove the second property. We know that for Re(α), Re(β) ≥ 
as desired.
It follows from (5.10) and Lemma 5.3 that
Note that Z 3 ( 
Note that we may extend the sum over a to infinity with an error term 
The last inequality is due to (2.5) and the fact Γ(s)(cos + sin)( 
Let K 1 (α, β, γ; p), K 2 (α, β, γ; p) denote the expressions of (5.12) and (5.13), respectively. We have the following
Moreover, Z 4 (α, β, γ) is analytic and uniformly bounded in the region Re(α), Re(β) ≥
This implies the equation (5.19) . The later part of lemma can be proved directly by the definition of Z 4 (α, β, γ). 
It follows from (5.18) and Lemma 5.4 that
. 
Move the line of the double integral below from Re(u) = 
We see that the expression in the bracket above is analytic for − 
Combining ( , it follows that Lemma 5.5. We have
Upper bounds for S 1 (k = ✷)
In this section, we shall prove the following upper bounds for S 1 (k = ).
Lemma 6.1. Unconditionally, we have
Under GRH, we have
Proof. It follows from (5.9) that
Separating the sum over k 1 to the sum over |k 1 | ≤ T := U 1 U 2 Y 2 X −1 , and that over |k 1 | > T . For the first category, we move the the lines of the integral to Re(u) = Re(v) = − . By (5.6), the terms in the first category are bounded by
Using Lemma 2.3, it follows that
This bound can be improved by using Theorem 2.4. In fact, by Theorem 2.4, we obtain that
for |Im(u)| ≤ T . By (8.10), we know that for |Im(u)| ≤ T ,
Using the Cauchy-Schwarz inequality in (6.4), combined with the above bound, we deduce that for
Recalling the definition of T , and using both (6.3) and (6.5) in (6.2), we have proved the contribution of the terms in the first category is ≪ U
2 Y (log X) 2 25 Φ (5) . Similarly, we can deduce that the contribution of the terms in the second category is also ≪ U
This completes the proof of the conditional part of the lemma. The unconditional part follows similarly by substituting (6.3) in (6.2).
Proof of main theorems
In this section, we complete the proof for Theorem 1.1 and Theorem 1.2.
2 . By (3.3), (3.6), combined with Lemmas 3.1, 4.2, 5.5 and 6.1, we obtain that
We define B U (
In fact, we have
is entire, we move the line of the integral to Re(s) = 0. By the bound |
This implies that the left-hand side of (7.2) is
Splitting the integral according to whether
Otherwise, use Lemma 2.3. This will establish (7.2) .
Using the Cauchy-Schwarz inequality on the third term, combined with (7.1) and (7.2), we obtain that *
In the following we remove the function Φ( d X ) in the above summation. Choose Φ such that Φ(t) = 1 for t ∈ (1 + Z −1 , 2 − Z −1 ), Φ(t) = 0 for all t / ∈ (1, 2), and Φ (ν) (t) ≪ ν Z ν for all ν ≥ 0. This implies that Φ (ν) ≪ ν Z ν , and thatΦ(1) =Φ(0) = 1 + O(Z −1 ). Then by (7.4), we get that *
Take Z = log X. We have *
Similarly, we can choose Φ(t) in (7.4) such that Φ(t) = 1 for t ∈ [1, 2], Φ(t) = 0 for all t / ∈ (1 − Z −1 , 2 + Z −1 ), and Φ (ν) (t) ≪ ν Z ν for all ν ≥ 0. Taking Z = log X, we can deduce that *
(7.6) Combining (7.5) and (7.6), we obtain that *
Applying the above with X = 
Let A 2 and B denote the numerator and denominator of the right-hand side in (7.7), respectively. We first handle B. By (3.3) and (3.6), combined with Lemmas 3.1, 4.2, 5.5 and 6.1, taking
2 , U 1 = U 2 = U , we get that
where the implied constant in O(ε 2 ) is absolute. For A, we have
Note that the difference between A and B lies in the difference between h(x, y, z) and h 1 (x, y, z). By slightly modifying the argument for computing B, with Y = X
where the implied constant in O(ε 2 ) is absolute. Choose Φ such that Φ(t) = 1 for t ∈ (1 + Z −1 , 2 − Z −1 ), Φ(t) = 0 for all t / ∈ (1, 2), and Φ (ν) (t) ≪ ν Z ν for all ν ≥ 0. Take Z = log X. Combining (7.7) with the estimates for A and B, we have *
Having summed this with X =
, . . . ,we obtain Theorem 1.2.
Proof of Theorem 2.4
In this section, we shall prove Theorem 2.4. The proof is very similar to that for [18, Corollary 5.1].
Let x ∈ R with x ≥ 10, and z ∈ C. Define
Proposition 8.1. Assume GRH for L(s, χ d ) for all fundamental discriminants d and RH for ζ(s). Let X be large. Let z 1 , z 2 ∈ C with 0 ≤ Re(z 1 ), Re(z 2 ) ≤ 1 log X , and |Im(z 1 )|, |Im(z 2 )| ≤ X. Let N (V ; z 1 , z 2 , X) denote the number of fundamental discriminants |d| ≤ X such that log |L(
1 − 25 log log log X ;
for V(z 1 , z 2 , X) < V ≤ 1 16 V(z 1 , z 2 , X) log log log X, we have
finally, for 1 16 V(z 1 , z 2 , X) log log log X < V , we have
Proof. It is helpful to keep in mind that log log X + O(1) ≤ V(z 1 , z 2 , x) ≤ 4 log log X. By slightly modifying the proof of the main proposition in [17] , we obtain that for any 2 ≤ x ≤ X,
where λ 0 = 0.56 . . . is the unique real number satisfying e −λ 0 = λ 0 . It follows that log |L(
The terms with l ≥ 3 in the the above sum contribute O(1). Using the fact p|d
By RH, we can deduce that
The above sum also has a trivial bound ≪ y. Combining (8.2) with these two bounds, by partial summation, we have
Inserting above estimates into (8.1), by M(z 1 , z 2 , x) ≤ M(z 1 , z 2 , X), we obtain that log |L(
For brevity, put V := V(z 1 , z 2 , X). Set
V log log log X. By taking x = log X in (8.4) and bounding the sum over p in (8.4) trivially, we know that N (V ; z 1 , z 2 , X) = 0 for V > 5 log X log log X . Thus, we can assume V ≤ 5 log X log log X .
From now on, we set x = X A/V and z = x 1/ log log X . Let S 1 be the sum in (8.4) truncated to p ≤ z, and S 2 be the sum over z < p ≤ x. It follows from (8.4) that log |L( log X−log log X log z , by Lemma 2.5, we obtain that log log log X , and taking m = ⌊10V ⌋ otherwise, we obtain that meas(X; S 1 ) ≪ X exp − V 2 1 2V 1 + O log log log X log log X + X exp (−V log V ) . (8.7)
Using the estimates (8.5) and (8.7), we can establish Proposition 8.1. This completes the proof.
For convenience, in the following we show a rough form of Proposition 8.1. Let k ∈ R >0 be fixed. For 10 √ log log X ≤ V ≤ 4kV(z 1 , z 2 , X), we have 
|L(
In the rest of this section, we complete the proof of Theorem 2.4.
Proof of Theorem 2.4. By Theorem 8.2, we can trivially get that This implies 2M(z 1 , z 2 , X) + 2V(z 1 , z 2 , X) ≤ 4 log log X + max{0, −6 log |t 1 − t 2 |} + O(1).
(8.11)
On the other hand, if t 1 t 2 < 0, then |t 1 − t 2 | = |t 1 | + |t 2 | ≤ max{|2t 1 |, |2t 2 |}, say |t 1 − t 2 | ≤ |2t 2 |. It implies that |t 1 | ≤ |t 2 | and that L(2t 2 , X) ≤ L(|t 1 − t 2 |, X). Note |t 1 − t 2 | = 2|t 1 | + |t 1 + t 2 |, so |t 1 − t 2 | ≤ max{4|t 1 |, 
