Abstract. We prove a generalization of the Edwards-Walsh Resolution Theorem: Theorem: Let G be an abelian group with PG = P, where PG = {p ∈ P : Z (p) ∈ Bockstein Basis σ(G)}. Let n ∈ N and let K be a connected CW-complex with πn(K) ∼ = G, π k (K) ∼ = 0 for 0 ≤ k < n. Then for every compact metrizable space X with Xτ K (i.e., with K an absolute extensor for X), there exists a compact metrizable space Z and a surjective map π : Z → X such that (a) π is cell-like, (b) dim Z ≤ n, and (c) Zτ K.
Introduction
The objective of this paper will be to prove the following resolution theorem: Theorem 1.1. Let G be an abelian group with P G = P, where P G = {p ∈ P : Z (p) ∈ Bockstein Basis σ(G)}. Let n ∈ N and let K be a connected CW-complex with π n (K) ∼ = G, π k (K) ∼ = 0 for 0 ≤ k < n. Then for every compact metrizable space X with Xτ K (i.e., with K an absolute extensor for X), there exists a compact metrizable space Z and a surjective map π : Z → X such that (a) π is cell-like, (b) dim Z ≤ n, and (c) Zτ K.
The word resolution refers to a map between topological spaces where the domain is in some way better than the range, and the fibers (point preimages) meet certain requirements.
Let us look at some examples of resolution theorems. Here is the cell-like resolution theorem, first stated by R. Edwards ([Ed] ), and later proven by J. Walsh in [Wa] : Theorem 1.2. (R. Edwards -J. Walsh, 1981) [Wa] : For every compact metrizable space X with dim Z X ≤ n, there exists a compact metrizable space Z and a surjective map π : Z → X such that π is cell-like, and dim Z ≤ n. If n ∈ N, then a subset Y ⊂ R n is called cellular if Y can be written as the intersection of a nested collection of n-cells in R n . A space Y is called cell-like if for some n ∈ N, there is an embedding F : Y → R n so that F (Y ) is cellular. A map π : Z → X is called cell-like if for each x ∈ X, π −1 (x) is cell-like. Whenever X is a finite-dimensional compact metrizable space, then X is cell-like if and only if X has the shape of a point. To detect that a compact metrizable space has the shape of a point, it is sufficient to prove that there is an inverse sequence (Z i , p i+1 i ) of compact metrizable spaces Z i whose limit is homeomorphic to X and The obvious question was whether a theorem similar to Theorem 1.3 could be stated for compact metrizable spaces and arbitrary abelian groups. In their work [KY2] , Koyama and Yokoi made a substantial amount of progress in answering this question. Their method relied heavily on the existence of Edwards-Walsh complexes, which have been studied by J. Dydak and J. Walsh in [DW] , and which had been applied originally, in a rudimentary form, in [Wa] . However, using a different approach from the one in [KY2] , M. Levin has proved a very strong generalization for Theorems 1.2 and 1.3, concerning compact metrizable spaces and arbitrary abelian groups: Theorem 1.5. (M. Levin, 2003) [Le1] : Let G be an abelian group and let n ∈ N ≥2 . Then for every compact metrizable space X with dim G X ≤ n, there exists a compact metrizable space Z and a surjective map π : Z → X such that:
(a) π is G-acyclic, (b) dim Z ≤ n + 1, and (c) dim G Z ≤ n.
The requirement of n ∈ N ≥2 in Levin's Theorem cannot be improved because there is a counterexample for n = 1 (G = Q, [Le1] ). The requirement that dim Z ≤ n + 1 cannot be improved either -there is a counterexample for dim Z ≤ n (G = Z/p ∞ , [KY2] ). The part that may be improved is dim G X ≤ n, using the characterization of cohomological dimension by extension of maps. Namely, for any paracompact Hausdorff space X, any abelian group G and n ∈ N, dim G X ≤ n if and only if every map of a closed subspace of X to K(G, n) can be extended to a map of X to K(G, n). By K(G, n) we will always mean an Eilenberg-MacLane CW-complex of type (G, n), and such is characterized (up to homotopy equivalence) by having π n ∼ = G and π k trivial for all other k. This fact about extending maps from any closed subspace of X to a K(G, n) can be written as K(G, n) ∈ AE(X) (K(G, n) is an absolute extensor for X). Another notation, and the one we will be using, is Xτ K(G, n). In fact, for any two topological spaces X and Y , Xτ Y will mean that every map from a closed subspace of X to Y can be extended continuously over X.
So, in order to generalize the requirement dim G X ≤ n from Theorem 1.5, note that dim G X ≤ n ⇔ Xτ K(G, n), and replace a K(G, n) with a CW-complex upon which the demands will be less strict. Here is a theorem generalizing Theorem 1.5 for some abelian groups. Theorem 1.6. (L. Rubin -P. Schapiro, 2005) [RS2] : Let G be an abelian group with P G = P, where P G = {p ∈ P : Z (p) ∈ Bockstein basis σ(G)}. Let n ∈ N ≥2 , and let K be a connected CW-complex with π n (K) ∼ = G, π k (K) ∼ = 0 for 0 ≤ k < n. Then for every compact metrizable space X with Xτ K, there exists a compact metrizable space Z and a surjective map π : Z → X such that:
(a) π is G-acyclic, (b) dim Z ≤ n + 1, and (c) Zτ K.
Note that the statement of Theorem 1.6 does not cover the case when P G = P. In fact, the statement of this theorem will be true when P G = P, but in this case the statement can be improved, as shown in Theorem 1.1. Before we proceed, though, let us review some basic facts from Bockstein theory.
Bockstein Theory
The cohomological dimension of a given compact metrizable space depends on the coefficient group, which can be any abelian group and there are uncountably many of them. It turns out that in the case of compact metrizable spaces, it suffices to consider only countably many groups. M. F. Bockstein found an algorithm for computation of the cohomological dimension with respect to a given abelian group G by means of cohomological dimensions with coefficients taken from a countable family of abelian groups σ(G). His definition of σ(G) was also used by V. I. Kuz'minov ( [Ku] ), and later adapted by E. Dyer ([Dy] ), and then by A. Dranishnikov ([Dr3] ).
Thus there are three different definitions of a Bockstein basis σ(G), which are not equivalent in general, but which are equivalent from the point of view of cohomological dimension. This can be shown using the Bockstein Theorem and Bockstein Inequalities, which will be stated in this section.
Notation:
(1) P stands for the set of all prime numbers, (2) Z (p) = { m n ∈ Q : n is not divisible by p} is called the p-localization of the integers, and (3) Z/p ∞ = { m n ∈ Q/Z : n = p k for some k ≥ 0} is called the quasi-cyclic p-group. For an abelian group G, we say that an element g ∈ G is divisible by n ∈ Z \ {0} if the equation nx = g has a solution in G, G is divisible by n if all of its elements are divisible by n, and G is a divisible group if G is divisible by all n ∈ Z \ {0}.
For an abelian group G, Tor G is the subgroup of all elements of G of finite order, and p-Tor G is the subgroup of all elements whose order is a power of p, that is, p-Tor G = {g ∈ G : p k g = 0 for some k ≥ 1}.
Here is the definition of a Bockstein basis σ(G) that we will use, adapted from the original one by E. Dyer ([Dy] ).
Theorem 2.2 (Bockstein Inequalities). [Dr3] : For any compact metrizable space X the following inequalities hold:
Theorem 2.3 (Bockstein Theorem). [Dy] : If G is an abelian group and X is a locally compact space, then dim G X = sup
Lemma 2.4. If G is an abelian group such that P G = P, then for any compact metrizable space X, dim G X = dim Z X.
Proof : P G = P means that for each p ∈ P, Z (p) ∈ σ(G). By the Bockstein Inequalities (BI4), (BI3) and (BI1), the supremum sup
dim H X has to be achieved at sup
Edwards Type Theorem and Walsh Technical Lemma
This will be a statement needed to produce a resolution π : Z ։ X, based on [Wa] . Notation: B r (x) stands for the closed ball with radius r, centered at x.
) be an inverse sequence of compact metric polyhedra (P i , d i ) of diameter less than 1 with surjective bonding maps,
an inverse sequence of Hausdorff compacta, X = lim X and Z = lim Z. Assume also that we have maps φ i : M i → P i , and, for each i ∈ N we have numbers
3 , and (III) for i > j and for any y
stands for the appropriate restriction).
If, in addition, we have that:
(V) for all x = (x i ) ∈ X and for all i, φ
Proof : The following diagram will help in visualizing the steps of this proof.
We would like to show that (π j (z)) j∈N is a Cauchy sequence in ∞ i=1 P i . Properties we will need are:
Note that by (2) j>q and (1) j+1 ,
Therefore, for the indexes j and j + k we get:
Thus (π j (z)) j∈N is a Cauchy sequence in the compact metric space
Notice that for any k ∈ N, and for any z ∈ Z,
So the sequence (π j ) j∈N converges uniformly to π. Therefore π : Z → ∞ i=1 P i is a continuous function.
We would like to see that π(Z) ⊂ X. If y j is j-th coordinate of π(z) for some z ∈ Z, then y j = lim
Now that we have a map π : Z → X, we need to see what its fibers are. Take any x = (x i ) ∈ X. From (II) i and (I) i , we will get that
Here is why: take any y ∈ φ
3 , and therefore
So φ i−1 (g i i−1 (y)) ∈ B ε(i−1) (x i−1 ), and therefore
As a consequence of (3) and the fact that ε(i) < δ(i), both (φ
) are inverse sequences with the same limit. Now we would like to show that this limit is π −1 (x).
Let us show that lim(φ
, where g i i−1 stands for the appropriate restriction. Take any z = (z i ) ∈ lim(φ
If we look at the distance between φ j (z j ) and the j-th coordinate of π(z) (see (4)), from (1) j+1 and (2) k>j we get:
That is, the j-th coordinate of π(z) is contained in B 2ε(j) (φ j (z j )), implying π(z) = x, i.e., z / ∈ π −1 (x). So we get that
, and since the left and right side of this statement are equal, then (IV) is true.
If (V) is also true, i.e., π −1 (x) is the inverse limit of an inverse sequence of compact nonempty spaces, then, according to Theorem 2.4 from Appendix II of [Du] , π −1 (x) = ∅. Thus, the map π : Z → X is surjective.
) be an inverse sequence of compact metric polyhedra (P i , d i ) with diameter less than 1 and with surjective bonding maps, and let L i be triangulations of P i . Suppose that we have maps g
stands for the appropriate restriction. Let X = lim X, Z = lim Z. Assume that for each i ∈ N we have numbers
Then there is a map π : Z → X with fibers
If, in addition, we have that:
(IV) mesh L i < ε(i) , for all i, then for all x ∈ X we have π −1 (x) = ∅, so the map π will be surjective. If we also have (V) for i ≥ 1 and for any y
Proof : The following diagram will be useful.
The existence of π : Z → X with the required properties of fibers follows from Lemma 3.1,
. Property (IV) will guarantee that, for any x ∈ X, π −1 (x) = ∅. This is true because, if we take any
It remains to show that properties (V) and (VI) imply that π is cell-like. Note that from (V) and (IV * ) we get that
, where g i+1 i stands for the appropriate restriction. It will be sufficient to show that the maps g
First note that P x i+1 ,i+1 being contractible implies that the inclusion map i :
i | yields the sought after null-homotopy for the restriction g
The following Lemma will be useful in the proof of the new version of Edwards' Theorem. 
Proof : Since C is finite, let us suppose that dim C = q. Note that the simplicial complex C has the property that for each k, there is an open neighborhood U k of |C (k) | in |C|, and a surjective map r k : |C| → |C| so that
(
r k preserves simplexes, i.e., for any τ ∈ C, r k (τ ) ⊂ τ , and
Also note that for vertices v ∈ C (0) we have that
Here is how we will define the open cover V = {V σ : σ ∈ C} for |C|:
Note that all elements of V are open sets: in (5) that is clear, and in (4)
Let us check that (i) is true:
• σ ⊂ V σ is clear for case (5), and, for case (4), since r k , r k+1 , . . . , r q−1 are all the identity on |C (k) | and
Hence V is a cover for |C| because of (i).
If σ and τ are two different simplexes of the same dimension, then
Let us prove property (iii). We know that y ∈
It remains to define the map r and prove the property (v). Define r := r 0 • r 1 • . . . • r q−1 : |C| → |C|. For any k-simplex σ of C where k = 1, . . . , q − 1, by (4) we get that
Also, for any q-simplex σ of C, we get r(V σ ) = r(
A version of Theorem 4.2 from [Wa] , adapted for our situation follows: 
Proof : There will be two separate parts of this proof, for n ≥ 2 and for n = 1.
Let us start with n ≥ 2. We will build an Edwards-Walsh complex L 1 above L
1 . Since dim L 1 ≤ n + 1 and L 1 is finite, L 1 has to have finitely many (n + 1)-simplexes, say, σ 1 , . . . , σ m . Focus on L (n) 1 , and above each of σ (n) i = ∂σ i ≈ S n , build a K(Z, n) by attaching cells of dimension (n + 2) and higher. Name the CW-complex that we get in this fashion
is a K(Z, n) attached to ∂σ i . Also notice that we can make the attaching maps piecewise linear, so that we will be able to triangulate L 1 keeping L 
and compose it with the inclusion i : σ
. So we get the map h that we need by gluing together all of the extensions h| f
.
Note that our inverse sequence (|L
) is a compact resolution for Y , so, in particular, it has the resolution property (R1): if we choose an open cover V for the minimum and hence finite subcomplex C in L 1 such that h(Y ) ⊂ C, then we can find an s > 1 and a map h s 1 :
h h P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P
Let us make a wise choice for V. Start by triangulating C: let C denote a finite simplicial complex which is a triangulation of C whose restriction to |L
Define an open cover V for |C|, and a map r : |C| → |C| as in Lemma 3.3. For this cover V for |C|, we may apply resolution property (R1): we can find an s > 1 and a map h s 1 : |L s | → |C| such that h and h
Because of our choices, we get that
This is true because, by (i), (iii) and (iv) of Lemma 3.3, h(y) ∈
• τ implies that h(y) ∈ V τ , and possibly also h(y) ∈ V σ for some σ which is a face of τ , but h(y) is in no other elements of V.
for some τ ∈ C and τ ⊂ K(σ i ). By (b), h s (f s (y)) ∈ τ . So we can conclude that (c) if f 1 (y) ∈ σ i , for some (n + 1)-simplex σ i of L 1 , then both h(y) and h s • f s (y) land in K(σ i ).
Now we will construct a map g s
, and In fact, g s 1 will be the stability theory version of h s . We know that h s : |L s | → |C| = C, where C is a triangulation of the finite CW-subcomplex C of L 1 . Since C is finite, we can pick a cell γ of maximal possible dimension dim γ = q (we have assumed that dim C = q, so dim C = q). It is safe to assume that q ≥ n + 2.
Pick a point w in γ. Since dim |L s | ≤ n + 1 and dim γ > n + 1, the point w we picked is an unstable value for h s . Therefore we can construct a new map g s 1,γ : |L s | → C \ {w} that agrees with h s on h −1 s ( C \ W ), and
We will repeat this process, starting with C \
• γ and the mapr • g s 1,γ instead of C and h s : pick a cell of maximal dimension in C \ • γ, etc. This is done one cell at a time, until we get rid of all cells in C with dimension ≥ n + 2. The map we end up with will be g s 1 : |L s | → C (n+1) , where C (n+1) stands for the CW-skeleton of dimension n + 1 for C.
, but the CW-skeleton of dimension n + 1 for L 1 is equal to the CW-skeleton of dimension n for L 1 , since we have built L 1 by attaching cells of dimension n+2 and higher to L
As we go on with our construction, we get g s
1 is an L 1 -modification of f s 1 . It remains to prove this theorem for n = 1. First note that dim Z Y ≤ 1 implies that dim Y ≤ 1. We will not need to construct an Edwards-Walsh complex L 1 here. Instead, look at the map f 1 : Y → |L 1 |. Let g 1 : Y → |L
(1) 1 | be a stability theory version of f 1 . We construct g 1 as before: since we know that dim L 1 ≤ 2, pick any 2-simplex σ of L 1 . We can pick a point w ∈
• σ with an open neighborhood W ⊂ • σ, and since dim σ = 2, the point w is an unstable value for f 1 . So there exists a map g 1,σ : Y → |L 1 | \ {w} which agrees with f 1 on f −1 1 (|L 1 | \ W ), and such that g 1,σ (f −1 1 (σ)) ⊂ σ \ {w}. Now retract σ \ {w} to ∂σ by a retractionr which is the identity on
Continue the process with one 2-simplex at a time. Since L 1 is finite, in finitely many steps we will reach the needed map g 1 : Y → |L
, and for every 2-simplex σ of L 1 , g 1 (f 
1 as before: apply Lemma 3.3 to C = L
1 . Note that q = 1, so the map r = r 0 : |L 
(1) 1 (vertices included), then g 1 (y) ∈ V τ , and possibly also g 1 (y) ∈ V v , where v is a vertex of τ . Then either
1 , implies that g s 1 (f s (y)) ∈ τ . Finally, for any z ∈ |L s |, f s is surjective implies that there is a y ∈ Y such that f s (y) = z.
Lemma 3.5. Let n ∈ N, G be an abelian group and K be a connected CW-complex with
Proof : Build a K(G, n) by attaching cells of dimension n+2 and higher to our CW-complex K.
First, assume that Y τ K, and let us show dim G Y ≤ n. If we look at any closed set A ⊂ Y and any map f : A → K(G, n), we have that dim A ≤ dim Y ≤ n + 1, so we can homotope f into K(G, n) (n+1) = K (n+1) ⊂ K, i.e., there is a map f : A → K which is homotopic to f . Now Y τ K implies the existence of a map g : Y → K which extends f . Therefore, by the homotopy extension theorem, f can be extended continuously over Y , so we get that
Second, assume that dim G Y ≤ n, and let us show Y τ K. Look at any closed set A ⊂ Y and any map f :
Since Y is compact,f (Y ) is contained in a finite subcomplex C of K(G, n). There are finitely many cells in C \ K, and all of them have dimension ≥ n + 2. Pick a cell of maximal dimension γ ∈ C \ K, and a point w ∈
• γ with an open neighborhood W ⊂ • γ. Since dim Y ≤ n + 1 and dim γ ≥ n + 2, by stability theory the point w is an unstable value of the mapf , so there is a map g γ : Y → C \ {w} which agrees withf onf −1 ( C \ W ), and such that g γ (f −1 (γ)) ⊂ γ \ {w}. Retract γ \ {w} to ∂γ by a retractionr :
Repeat this process one cell at a time until all cells of C \ K are exhausted. The map we end up with will be g :
Lemmas for inverse sequences
The proof of the main result will require certain manipulations of inverse sequences of metric compacta. This section will contain the needed results, taken from Section 3 of [RS2] . The next lemma follows from Corollary 1 of [MS2] . 
We shall call such (γ i ) a sequence of stability for X.
Let K be a simplicial complex, X a space, and f : X → |K| a map. Recall that a map g : X → |K| is called a K-modification of f if whenever x ∈ X and f (x) ∈ σ, for some σ ∈ K, then g(x) ∈ σ. This is equivalent to the following: whenever x ∈ X and f (x) ∈ • σ, for some σ ∈ K, then g(x) ∈ σ.
One calls f a K-irreducible map if each K-modification g of f is surjective. Note that, in this case, f is surjective and for any subdivision M of K, f is M -irreducible.
Lemma 4.2. If f : X → |K| is a K-irreducible map, and g : X → |K| is a K-modification of f , then g is K-irreducible.
From Theorem 3.11 of [JR] we may deduce the following. 
along with a sequence of stability (γ i ) for K such that lim K = X, and for each i ∈ N, mesh K i < γ i . We may also specify that for some m ∈ N, whenever i ≥ m, then p
Proof : Write X = lim Q, where Q = (|Q i |, q i+1 i ) is an inverse sequence of compact metric polyhedra (|Q i |, d i ) as in Lemma 4.3. By Lemma 4.1, we know that there is a sequence of stability (ρ i ) for Q. For each i, put γ i = ρ i /2. Note that (γ i ) is also a sequence of stability for Q.
Let K 1 be a subdivision of Q 1 with mesh K 1 < γ 1 . Suppose that i ∈ N and for each 1 ≤ j ≤ i, we have chosen a subdivision K j of Q j with mesh K j < γ j and, when 1 < j, a map p j j−1 : |K j | → |K j−1 | which is a simplicial approximation to q j j−1 . Then select a subdivision K i+1 of Q i+1 with mesh K i+1 < γ i+1 , and which supports a simplicial approximation p
is surjective. Let us check that K := (|K i |, p i+1 i ) and m = 1 satisfy all of the requirements. Clearly X = lim K, since (γ i ) is a sequence of stability for Q. It remains to show that the new bonding maps p i+1 i
Definition 4.5. Whenever X is a compact metrizable space, then we shall refer to an inverse sequence K of metric polyhedra (|K i |, d i ) which admits a sequence (γ i ) of positive numbers and m ∈ N so that the properties of Lemma 4.4 are satisfied as a representation of X which is stable and simplicially irreducible from index m with associated sequence of stability (γ i ).
Of course, Lemma 4.4 and its proof show that every compact metrizable space X has a representation K which is stable and simplicially irreducible from index m = 1.
Next, we want to define a certain type of move which when applied to such K = K 0 as in Definition 4.5 results in a K 1 which is also a stable and simplicially irreducible (from some index m) representation of X. We will then show that if this procedure is repeated recursively in a controlled manner, resulting in a sequence K 1 , K 2 , . . ., then there will be a limit K ∞ = lim j→∞ (K j ) which also will be a representation of X.
Lemma 4.6. Let (ε i ) be a sequence of positive numbers. Let X be a compact metrizable space, let K = (|K i |, p i+1 i ) be a representation of X which is stable and simplicially irreducible from index m 1 with an associated sequence of stability (γ i ), and let m ∈ N ≥m 1 . Define
Indeed, the following is true: (e) for each i, if g :
is an m-shift of (K, (γ i )) from Σ, then L is a stable and simplicially irreducible representation of X from index m with associated sequence of stability (γ ′ i ). By exercising some additional care in the construction of L, we may guarantee that for
It is routine to check that the next lemma holds true.
Lemma 4.9. Let X be a compact metrizable space, and let K 0 be a representation of X which is stable and simplicially irreducible from index m 1 , with (γ (0),i ) a sequence of stability. Henceforth we typically shall write (|K (j),i |, p i+1 (j),i ) to denote such a representation K j , 0 ≤ j ≤ i 0 . One should note that, whenever i 0 ≥ j 0 ≥ j ≥ 1, then K (j),m j = K (j 0 ),m j = Σ j when this occurs from the procedure in Lemma 4.9.
Definition 4.10. Let X be a compact metrizable space and let r : N → N be an increasing function. Let K 0 be a representation of X which is stable and simplicially irreducible from index r(1), with (γ (0),i ) a sequence of stability. Suppose that (K j , (γ (j),i )), j ∈ N, is a sequence such that for each j,
Then for each k ∈ N, if m, l, and i are chosen so that m ≥ l ≥ r(k) > i, one sees that p 
Proof : To show that K ∞ is a representation of X, it is enough to check that for all i ∈ N,
. On the other hand, r(k − 1) ≤ i implies that γ (j),i has changed in every step of the construction from step 0 to (k − 1). That is,
By Lemma 4.1, lim K ∞ = X.
It remains to show that
d i (g, p i+1 (∞),i ) < γ (∞),i implies d i (g, p i+1 (0),i ) < γ (0),i . The fact that i < r(k) implies that γ (∞),i = γ (k−1),i . So d i (g, p i+1 (∞),i ) = d i (g, p i+1 (k−1),i ) < γ (k−1),i . Therefore d i (p i+1 (0),i , g) ≤ d i (p i+1 (0),i , p i+1 (1),i ) + d i (p i+1 (1),i , p i+1 (2),i ) + . . . + d i (p i+1 (k−2),i , p i+1 (k−1),i ) + d i (p i+1 (k−1),i , g) < (γ (1),i + γ (2),i + . . . + γ (k−1),i ) + γ (k−1),i ≤ γ (0),i · 1 2 + 1 2 2 + . . . + 1 2 k−1 + 1 2 k−1 = γ (0),i .
Proof of the Main Theorem
Let us now prove Theorem 1.1.
Proof : We will construct, using induction:
⋄ an increasing function r : N → N, ⋄ sequences of numbers (δ(i)) i∈N and (ε(i)) i∈N such that 0 < ε(i) < δ(i) 3 < 1, for all i, ⋄ a sequence of inverse sequences K j = (|K (j),i |, p i+1 (j),i ), for j ∈ Z ≥0 , as described in Lemma 4.9, with terms that are compact polyhedra and with surjective bonding maps, and with lim K j = X (in fact, these sequences are representations for X that are stable and simplicially irreducible from index r(j), with stability sequences (γ (j),i ), and |K (j),i | = |K (0),i |, for all i and j in N), ⋄ a sequence of subdivisions Σ i of K (i−1),r(i) , for i ∈ N, and ⋄ a sequence of maps g r(i)
such that for each i for which the statement makes sense, we have:
In fact, this will prepare us to use Walsh's Lemma 3.2 with
Let us start the construction by taking a representation for X which is stable and simplicially irreducible from index 1:
Define r(1) := 1. We will choose 0 < δ(1) < 1 any way we want. Next, we pick an intermediate subdivision Σ 1 of K (0),1 so that for any y ∈ |K (0),1 |, any closed Σ 1 -vertex star containing y is contained in the closed δ(1)-ball B δ(1) (y). (It is enough to make mesh
Now choose an ε(1) so that 0 < ε(1) < There is a Lebesgue number λ for this cover, so make your ε(1) < λ 2 . Then for any y ∈ |K (0),1 |, diam B ε(1) (y) < λ ⇒ B ε(1) (y) ⊂ st(w 0 , Σ 1 ), for some w 0 ∈ Σ (0)
1 . Fix such w 0 for each y.) Note that for any y ∈ |K (0),1 |, B ε(1) (y) ⊂ |st(w 0 , Σ 1 )| ⊂ B δ(1) (y). Define P y,1 := |st(w 0 , Σ 1 )|, which is a contractible subpolyhedron of |K (0),1 |, so (V) 1 is satisfied.
Choose a subdivision Σ 1 of Σ 1 with mesh Σ 1 < min { ε(1)
(1),i ) is an inverse sequence with K (1),1 = Σ 1 , limit equal X, and stability sequence (γ (1),i ). Note that
Define r(k) := s. Using the uniform continuity of the map p r(k) (k−1),r(k−1) , choose 0 < δ(k) < 1 so that (II) k is true:
Pick an intermediate subdivision Σ k of K (k−1),r(k) so that for any y ∈ |K (k−1),r(k) |, any closed Σ k -vertex star containing y is contained in B δ(k) (y).
Now choose an ε(k) so that 0 < ε(k) < δ(k) 3 , and so that (III) k and (V) k will be true. First make sure that for all y ∈ |K (k−1),r(k) |, the closed ε(k)-ball centered at y sits inside an
. Define P y,k := |st(w 0 , Σ k )|, which is a contractible subpolyhedron of |K (k−1),r(k) |. So (V) k is satisfied. Next, we know that for all j < k, the maps p r(k) (j),r(j) are uniformly continuous. We also know that, in our notation, j < k implies that p r(k) (j),r(j) = p r(k) (k−1),r(j) . So we can make a choice of ε(k) so that we have: for any y ∈ |K (k−1),r(k) |,
diam (p r(k)
(1),r(1) (B ε(k) (y))) < ε(1) 2 k , diam (p r(k) (2),r(2) (B ε(k) (y))) < ε(2) 2 k , . . .
(k−1),r(k−1) (B ε(k) (y))) < ε(k − 1) 2 k . So (III) k is true.
Choose a subdivision Σ k of Σ k with mesh Σ k < γ (k−1),r(k) , where γ (k−1),r(k) is from the stability sequence (γ (k−1),i ) for K k−1 . Also make sure that mesh Σ k < ε(k) 3 , which implies (IV) k . Note that Σ k is a subdivision of K (k−1),r(k) .
Now we can build K k = (|K (k),i |, p i+1 (k),i ) as an r(k)-shift of (K k−1 , (γ (k−1),i )) from Σ k , i.e., K k = (|K (k),i |, p i+1 (k),i ) is an inverse sequence with K (k),r(k) = Σ k and limit X, and stability sequence (γ (k),i ). For index i ≥ r(k), the bonding maps p i | are metrizable, compact and nonempty, lim Z = Z is a nonempty compact metrizable space. Clearly, dim Z ≤ n, which also implies that dim G Z ≤ n. Now Zτ K follows from Lemma 3.5. Apply Walsh's Lemma 3.2 to these X and Z: since the requirements (I)-(VI) of Lemma 3.2 are satisfied, there is a cell-like surjective map π : Z → X.
Corollary 5.1. Let G be an abelian group with P G = P. Let K be a connected CW-complex with π 1 (K) ∼ = G. Then every compact metrizable space X with Xτ K has to have dim X ≤ 1.
Proof : Theorem 1.1 is true for n = 1, so for any compact metrizable space X with Xτ K, we can find a compact metrizable space Z with dim Z ≤ 1, Zτ K and a surjective cell-like map π : Z → X. Cell-like maps are G-acyclic, so in particular, π is a Z-acyclic map.
The Vietoris-Begle Theorem implies that a G-acyclic map cannot raise dim G -dimension. Since dim Z ≤ 1 implies that dim Z Z ≤ 1, and since π is a Z-acyclic map, we have that dim Z X ≤ 1, too. Recall that dim Z X ≤ 1 ⇔ dim X ≤ 1.
