For a triangle ∆ , let (P) denote the problem of the existence of points in the plane of ∆, that are at rational distance to the 3 vertices of ∆. Answer to (P) is known to be positive in the following situation: ∆ has one rational side and the square of all sides are rational. Further, the set of solution-points is dense in the plane of ∆. See [3] The reader can convince himself that the rationality of one side is a reasonable minimum condition to set out, otherwise problem (P) would stay somewhat hazy and scattered. Now, even with the assumption of one rational side, problem (P) stays hard. In this note, we restrict our attention to isosceles triangles, and provide a complete description of such triangles for which (P) has a positive answer.
Regarding either triangles (1, θ, 1) or triangles (θ, 2, θ), we say that θ is "suitable" if answer to (P) is positive for the triangle (1, θ, 1), respectively (θ, 2, θ). Here are the first properties or consequences of theorems 1.1 and 1.2, that will be enlightened in section 4.
• The suitable real numbers θ are algebraic numbers of degree at most 4.
• Regarding triangles (1, θ, 1), an effective procedure allows to deciding whether a given algebraic real number (of degree ≤ 4) is suitable or not.
• Given a suitable θ, an effective procedure allows to construct one (possibly more) solutionpoint to (P).
• In contrast with the result in [3] , when (P) has a positive answer, the set of solutionpoints in not in general dense in the plane of ∆. More precisely, when θ 2 is irrational, the solution-points lie all on the union of two lines.
proof of theorem 1
Properties Q1 and Q2 are easily checked.
• (Q1) Set Z = {z ∈ R, z = pq ± (1 − p 2 )(1 − q 2 ), p, q ∈ Q, −1 ≤ p, q ≤ +1}. Then, 1. For z ∈ Z we have −1 ≤ z ≤ +1.
Z is closed by opposite [z ∈ Z ⇒ −z ∈ Z].
• ( Proof: Set w = ∠BAC, a = cos w, b = sin w. By the law of cosines, a = 1 − θ 2 2 . Since θ 2 ∈ Q, then a ∈ Q. For ψ ∈ Q − {a, ±1}, set x = ψ 2 −1 2(ψ−a) . Then, x ∈ Q − {0}. Let M be on the axis − − → AB with AM = x. As x = 0, then M = A. Since M A = |x| and M B = |x − 1|, then, M A, M B ∈ Q. Now, using Pythagoras, we may write:
Lemma 2.2 Let p, q ∈ Q with p + q = 0 and |p − q| = 2. Then, there are rational numbers R, S, T, R = 0, such that
= p and
The following values will do:
. Lemma 2.3 Let ∆ = ABC be a non-degenerated isosceles triangle with AB = AC = 1 and w = ∠BAC, 0 < w < π. Set a = cos w. Then, the following statements are equivalent:
There is a point M in the plane of ∆, M = A, such that MA, MB, MC are all rational numbers.
(ii) There are rational numbers R, S, T, R = 0, such that, if u =
, we have
proof: Set b = sin w > 0. Consider a x-y system such that A(0,0), B(1,0), and C(a,b).
By Pythagoras we may write:
From the first two relations we get 2u = R 2 − S 2 + 1. Set also 2v = R 2 − T 2 + 1. With
Rearranging, we get (1).
(ii) ⇒ (i): Suppose (1) satisfied with some R, S, T ∈ Q, R = 0, and with u =
Since b 2 > 0 and the right member in (2) is nonnegative, we get R 2 − u 2 ≥ 0. Define
We then have:
Note that a related characterization is to appear in [2] .
* We now are ready to prove theorem 1: Let ∆ = ABC be a triangle with AB = AC = 1 and BC = θ, 0 ≤ θ ≤ 2. Set w = ∠BAC, a = cos w, b = sin w.
If ∆ is degenerated (θ = 0 or 2), as quickly seen, both parts (i) and (ii) hold. From now on, we assume ∆ non-degenerated. Thus, 0 < θ < 2, 0 < w < π, and b = sin w > 0.
(i) ⇒ (ii): Assume that (P) has a positive answer. By lemma 2.3, there are R, S, T ∈ Q, R = 0, such that relation (1) holds with u =
. It follows that a is a zero of the trinomial in t
By (Q1), -a has the same form than a. For convenience, we rather put
By the law of cosines, θ 2 = 2(1 − a). Hence,
. By (Q1), −(−a) has the same form than -a. For convenience, we rather set:
where p, q ∈ Q, −1 ≤ p, q ≤ +1. Therefore (a − pq) 2 = (1 − p 2 )(1 − q 2 ) and hence
Hence a = cos w ∈ Q. Hence θ 2 = 2(1 − a) ∈ Q. Lemma 2.1 gives the result.
• We assume now p + q = 0. Claim |p − q| = 2: otherwise, if |p − q| = 2 and since p, q ∈ [−1, +1], we would get {p, q} = {±1}, and hence by (5), a = cos w = −1, that is w = π, a contradiction. Now, we apply lemma 2.2 . There are R, S, T ∈ Q, R = 0, such that:
. We have p = 
which is relation (1). Lemma 2.3 achieves the proof.
Proof of theorem 2
We need two lemmas:
Lemma 3.1 Let ∆ = ABC be a triangle with AB = AC = θ and BC = 2 (θ ∈ R, θ ≥ 1). Suppose that θ 2 ∈ Q. Then, (i) There are (infinitely many) points in the plane of ∆, that are at rational distance to the 3 vertices of ∆.
(
Proof : Let O be the midpoint of BC.
case1 : T is degenerated (θ = 1, Φ = 0): Both parts (i) and (ii) are obvious.
Lemma 3.2 Let e ∈ Q and α, β ∈ Q -{0}. Suppose that
Then, for some p, q ∈ Q, p = ±1, q = 1 (if e = 0, q = ±1) such that
Proof : (7) clearly shows that α = β. Set γ = αβ and δ = α − β. Then, γ, δ ∈ Q − {0}. From (7) we get e(
Now, α and −β are the roots of t 2 − δt − γ = 0. Therefore, the discriminant must be a rational square, say δ 2 + 4γ = ǫ 2 , ǫ ∈ Q. We have
α and −β are in some order 
and
From (11) we easily get
Finally,
• From (10) and (12) we obtain α + β = ± 2p(1 − q).
• Using (9), (12), and (11), we may write
• From (8), this latter, and (13), we may write e = γ(
* We now are ready to prove theorem 2: Let ∆ = ABC be a triangle with AB = AC = θ and BC = 2 (θ ∈ R, θ ≥ 1). Let Φ = √ θ 2 − 1 be the main altitude. Let O be the midpoint of BC. Consider the x-y axes with origin O, where − − → OC defines the x-axis and −→ OA the y-axis. We have the coordinates: A(0, Φ), B(−1, 0), and C(1, 0).
Consider any of the points M (±pq, µ). We may write M A 2 = p 2 q 2 + (Φ − µ) 2 = p 2 q 2 + ν 2 = r 2 , M B 2 = (±pq + 1) 2 + µ 2 = p 2 q 2 ± 2pq + 1 + (p 2 − 1)(1 − q 2 ) = p 2 ± 2pq + q 2 = (p ± q) 2 , and similarly M C 2 = (p ∓ q) 2 . It follows that MA, MB and MC are all rational distances.
(i) =⇒ (ii) Suppose that some point M (x 0 , y 0 ) lying in the plane of ∆ satisfies M B = R ∈ Q, M C = S ∈ Q, and M A = r ∈ Q. Set y 2 0 = e and (Φ − y 0 ) 2 = f . The pythagorean relations are
Subtracting (14) and (15) gives 4x 0 = R 2 − S 2 . Hence, x 0 ∈ Q. From x 0 ∈ Q, (14) and (16), we get e, f ∈ Q. Hence, y 0 = ± √ e, Φ − y 0 = ± √ f , with e, f ∈ Q + . In particular,
• If e = 0, then Φ 2 = f , so θ 2 = Φ 2 − 1 = f − 1 ∈ Q. In this case, lemma 3.1 gives the result.
• From now on, we assume that e > 0.
Rewrite (14) and (15) 
From (21) and lemma 3.2, we deduce the existence of p, q ∈ Q, p, q = ±1, such that
Using this and (20), we may write:
Hence, x 0 = ± pq Now, by (16), f = r 2 − x 2 0 = r 2 − p 2 q 2 , and consequently
Finally and without loss of generality, in such expression of Φ, we may assume that p, q, r are nonnegative. From f ≥ 0, we get r 2 ≥ p 2 q 2 , so r ≥ pq. From e = (p 2 − 1)(1 − q 2 ) > 0, we see that (p 2 − 1) and (q 2 − 1) have opposite signs. Up to a permutation of p and q, we always may assume that p 2 − 1 > 0 , hence p 2 > 1 > q 2 , so p > 1 > q.
First Consequences
Note that in both theorems 1.1 and 1.2, a suitable θ satisfies θ 2 = µ ± √ ν, µ, ν ∈ Q, ν ≥ 0. Hence θ must be an algebraic number of degree 1, 2, or 4. In particular:
-If θ is transcendental or has algebraic degree 3 or ≥ 5, θ is not suitable.
-If θ has algebraic degree 4, whence θ 2 has also degree 4 (ex. θ =
-If θ 2 ∈ Q, then θ is always suitable.
We focus now on the class of algebraic numbers θ of degree 2 or 4 satisfying Let θ ∈ R, 0 < θ < 2, be given, where
. The algorithm is then: Find the roots t 1 and t 2 of
If t 1 , t 2 lie in Q [0, 1] and if t 1 and t 2 are both rational squares, then θ is suitable, otherwise θ is not.
There is an effective procedure to finding solution-points when θ is suitable. Regarding triangles (1, θ, 1), such algorithm can be extrapolated from lemmas 2.1, 2.2, 2.3, theorem 1.1, and their proofs. Regarding triangles (θ, 2, θ), this is immediate:
Finally,we show that the set of solution-points is not in general dense in the plane of the triangle. More precisely we prove the following when θ 2 is irrational: -If ∆ = (θ, 2, θ), all solution-points lie on the union of 2 lines that are parallel to the basis of ∆.
-If ∆ = (1, θ, 1), all solution-points lie on the union of 2 concurrent lines at the apex, that are symmetric through the main altitude.
We assume that, either √ a and √ b are non-degenerated and non-associated radicals ( √ ab / ∈ Q), or, that exactly one of √ a, √ b is degenerated. This (most frequent) situation corresponds precisly to the fact that θ 2 is irrational. In field theory, one then proves the following:
, as in theorem 1.2. By the above property, we must have
By the proof of theorem 1.2, any solution-point M (x 0 , y 0 ) satisfies
Hence y 0 ∈ {ǫ √ a, ǫ ′ √ b}. Therefore, all solution-points lie on the union of the 2 lines:
⋆ Let ∆ = (1, θ, 1), 0 < θ < 2, with apex angle ω, a = cos ω, and axis of symmetry Γ. Suppose that θ is suitable whereas θ 2 is irrational. Denote by Σ the set of solutionpoints. According to theorem 1.1, 
. Since the latter radical is non-degenerated, one proves in field theory that pq = p 0 q 0 and (
, that yields pq = p 0 q 0 and p 2 + q 2 = p 2 0 + q 2 0 . It is then elementary to see that 
As noted above, Among these 4 lines (for convenience we omit the details), only two lines, say L, L ′ (L ∈ {L 1 , L 2 }, L ′ ∈ {L 3 , L 4 }), are symmetric through Γ. Since Σ is closed by symmetry through Γ, we conclude that Σ ⊆ L ∪ L ′ .
Related Open Problems
Introduce the set Ω = {(p 2 − 1)(q 2 − 1), p, q ∈ Q, p, q ≥ 0}. It can be proved that −1, 2, P4 For which triangles (1, θ, 1), respectively (θ, 2, θ), is the set of solution-points to problem(P) a finite set ? a single set ?
P5 Is there an algorithm to decide whether an algebraic number θ ≥ 1 (of degree ≤ 4) is suitable or not for the triangle (θ, 2, θ) ?
