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Vorwort 
Dieses Manuskript stützt sich hauptsächlich auf eine zwei-
stündige Vorlesung über "Vektoranalysis", die i c h im Winterse-
mester 1964/65 an der Universität des Saarlandes gehalten habe. 
Die Grundlagen der Lebesgueschen I n t e g r a t i o n s t h e o r i e (*§ 1-3) 
wurden a l l e r d i n g s i n der Vorlesung n i c h t vorgetragen. Sie konnten 
vorausgesetzt v/erden, da i c h sie zwei Semester vorher i n der Vor-
lesung "Analysis I I " gebracht hatte. Auch einige andere Dinge 
konnten aus Zeitgründen n i c h t so ausführlich behandelt werden, 
wie sie j e t z t i n der Ausarbeitung zu finden sind. 
Beim Aufbau der Lebesgueschen I n t e g r a t i o n s t h e o r i e habe i c h mich 
an eine Vorlesung angelehnt, die M. Kneser im Sommersemester 
1960 an der Universität München gehalten hat. Im Zusammenhang mit 
dem Minkowskischen Maß (§ 6) habe i c h ein Manuskript von H. König 
benutzt. Unter Verwendung von Ideen aus dem Buch "Geometrie 
I n t e g r a t i o n Theory" von H. Whitney habe i c h versucht, eine geo-
metrische Motivierung für die Einführung von alternierenden 
D i f f e r e n t i a l f o r m e n und ihre I n t e g r a t i o n zu geben (§ 8) . Nur für 
diesen Zweck wird i n § 7 ein kurzer Abriß über den Satz von 
Radon-Nikodym gegeben. I n der Vorlesung hat ihn Herr Dr. H.-B. 
Brinkmann vorgetragen. Für die Theorie der D i f f e r e n t i a l f o r m e n 
und den Satz von Stokes habe i c h einiges aus der Vorlesungsaus-
arbeitung "Vektoranalysis" von Dombrowski-Hirzebruch (Bonn 1962) 
übernommen. 
Die vorliegende Ausarbeitung stammt von Herrn R. F r i t s c h . Wie 
oben b e r e i t s erwähnt, hat er v i e l e Ergänzungen zu dem von mir 
vorgetragenen S t o f f eingefügt. Die Herren cand. math. Μ. Blachetta 
und cand. math. Η. Eichhorn haben je die Hälfte des Manuskripts 
nochmals genau durchgesehen sowie das Stichwortverzeichnis ange-
le g t . Für die Vervielfältigung geschrieben wurde das Manuskript 
von Fräulein Kurtzemann und Frau Joehem. 
Ihnen a l l e n danke i c h für die g e l e i s t e t e A r b e i t . 
Saarbrücken, im Juni 1966 
D. Puppe 
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Einle i t u n g 
Die klassische Vektoranalysis befaßte sich mit den 
Beweisen der Integralsätze von Gauß: 
J T m p ) , n ( P ) ) d = SSS divö (£) dv 
ΘΒ Β 
und Stokes: 
JY-'( E); t ) ds = Π ( r o t ®( f ), n ( E ) ) dv : 
ap Ρ 
sowie der Greeneschen Formeln β Man fi n d e t das i n den bekann­
ten Lehrbüchern der D i f f e r e n t i a l - und Integralrechnung« Nun 
hat sich herausgestellt« daß diese Sätze und Formeln Spezial-
fälle des „allgemeinen Stokesschen Satzes" sind, der das 
Hauptziel dieser Vorlesung b i l d e t . 
Jedoch hat sich der Stoff«, der heute unter dem B e g r i f f 
„Vektoranalysis" verstanden wird, über das urspüngliche Ge-
bie t e r w e i t e r t . Diese Vorlesung umfaßt dazu auch die I n t e -
gralrechnung mehrerer Variabler >7 die im I.« Kapitel (§§ 1 - 4 ) 
•dargestellt i s t , ferner die Einführung der differenzierbaren 
Untermannigfaltigkeiten i n | n (s. § 5 ) und die D e f i n i t i o n 
eines niederdimensionalen Maßes? unter den v i e l e n bekannten 
Möglichkeiten hierfür konnte jedoch nur eine herausgegriffen 
werden: das Minkowskische Maß., das i n § 6 behandelt wird* 
Ein zentraler B e g r i f f der modernen Beweise des a l l g e -
meinen Stokesschen Satzes i s t die „äußere (alternierende) 
D i f f e r e n t i a l f o r m " von E0 Cartan 0 I n den §§ 7 ? 8 wird ver-
sucht 9 eine anschauliche Motivation für diesen B e g r i f f zu 
geben, die §§ 9 - 1 2 enthalten eine zusammengefaßte Theorie, 
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I n § 13 wird dann schließlich der allgemeine Stokessche 
Satz f o r m u l i e r t und bewiesen. Genauere Angaben über den I n -
h a l t dieser Ausarbeitung sind dem Inhaltsverzeichnis zu ent-
nehmen. 
L i t e r a t u r : 
Im Text v/erden folgende Lehrbücher z i t i e r t : 
[B] R.C. Buck: „Advanced Calculus", 
McGraw-Hill Book Company, Inc. 
New York ; Toronto. London 1956ο 
[ Ρ ] H. Planders: „Differential Forms v/ith Applications 
to the Physical Sciences" <, 
Academic Press, New York and London. 1963* 
[H] P.RO Haimos: „Measure Theory", Ρ, van Nostrand 
Company. In c , 5 Toronto-New York-London 1950. 
[HY] J.G. Hocking - G.S0 Young: „Topology"0 
Addison Wesley Publishing Company. I n c . 
Reading (Massachusetts)-London 1961, 
[S] S. Sternberg: „Lectures on D i f f e r e n t i a l Geometry". 
Prentice-Hall. Inc. Englewood C l i f f s . New Jersey 1964« 
Außerdem wird einigemale auf die Vorlesungsausarbeitung 
verwiesen: 
[DH] Ρ, Dombrowski - F, Hirzebruch: „Vektoranalysis"? 
als Manuskript vervielfältigt vom Mathematischen 
I n s t i t u t der Universität Bonn 1962. 
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Z e i t s c h r i f t e n s t e l l e n sind im Text aufgeführt, Es sei nur 
noch ergänzt- daß sich ein ausführliches Lit e r a t u r v e r z e i c h -
nis zum „Minkowski-Maß" (§ 6 ) bei M» Kneser: „Einige Bemer-
kungen über das Minkowskische Flächenmaß11 im Archiv der Mathe-
matik, Band 6 ( 1 9 5 5 ) , S, 382 - 3 9 0 ; f i n d e t . 
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I . K a p i t e l : Pie Integralrechnung mehrerer Variabler. 
Die ersten d r e i Paragraphen dieses Kapitels entsprechen 
im Aufbau und v i e l e n Einzelheiten einer Vorlesung, die 
Professor I T , Μ, Kneser im SS 1 9 6 0 an der Universität München 
gehalten hat. 
§ 1 D e f i n i t i o n des Lebesgueschen I n t e g r a l s , 
1 , 1 Treppenfunktionen. 
1 . 1 , 1 D e f i n i t i o n : Ein offener Quader im R n i s t eine Punkt-
menge der Form 
Q = {(x-j . , , , . ,,χ ) j a i < Xj < b., für a l l e i = 1 r . , . ; n } . 
wobei a^,b^ € R feste Zahlen sind und a^ < b^ für a l l e i. 
Die Menge 
Q = {(χ. „, ο c, . oX^) I a. £ χ. £ b. für a l l e i = 1 . · 0 0 9 n] ' 
heißt abgeschlossener Quader, 
1 , 1 . 2 D e f i n i t i o n : Eine Punktion φ : g n -» Q heißt Treppen-
Funktion, wenn g i l t : 
(a) Es gi b t einen (offenen) Quader Q. so daß φ(χ) = 0 für 
a l l e χ ^Q, 
(b) Q läßt sich durch endlich Ariele Hyperebenen, d e f i n i e r t 
durch eine Gleichung der Form x^ = const.. so i n Teilquader 
zerlegen., daß φ im Innern jedes Teilquaders konstant i s t . 
(c) φ i s t beschränkt. 
1 e 1 ° 5 D e f i n i t i o n ; Sei Μ c cpM : g n - g. d e f i n i e r t durch 
f 1 . χ € Μ 
Φ Μ ( Χ ) = { . 0 , x ί Μ 
heißt charakteristische Funktion von Μ, 
_ 5 -
4 Satz: (a) Jede Treppenfunkticn läßt sich i n folgender 
Form da r s t e l l e n : 
t 
k = 1 K s = 1 
Dabei sind die cpQ (k = charakteristische Funk-
tionen von offenen (!) Quadern Qk mit Π Q^  = β für j f k ? 
die a^ (k = 1 5 . . . f , l ) sind komplexe Konstanten,, und jedes 
0 i s t eine spezielle Treppenfunktion R n - C~ nämlich eine s — — 
solche, die höchstens auf der Hyperebene {x|x^ = r s ] für 
festes i 6 {'..., Λ.η3 und r € R von Null verschiedene Werte 
s_ _ s = _ _ 
hat. Liegen a l l e Funktionswerte von φ i n [O.^C; so kann man 
erreichen, daß das gleiche für a l l e g i l t und daß auch 
a k € [0y°°[ für a l l e k. 
(b) Sind φ, ψ : g n - C Treppenfunktionen und i s t c € C. so 
sind auch Φ + ψ* φ '· $ ? ccp und (φ[ Treppenfunktionen. 
1 . 2 Las Elementarintegral für Treppenfunktionen. 
1 . 2 0 1 D e f i n i t i o n : I s t 
Q = {(x„, 9. ο . .χ ) J a.± < x i < b ± für 1 ; o e e ? n ] ; 
so heißt 
η 
JQj = ΰ (b, - a.) 
Df i = 1 
I n h a l t von Q„ 
1 o 2 . 2 H i l f s s a t z : Sei φ : g n - C eine Treppenfunktion und 
^ l t 
k - 1 K s=1 
eine Darstellung von φ gemäß 1 „ 1 o 4 . Die Zahl 
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Sfcp) = I a k · 'Qk! 
k = 1 
hängt nicht von der Wahl der Darstellung (*) ab. 
D e f i n i t i o n : δ(φ) heißt Elementarintegral von φ. 
Beweis des Hilfssatzes: Sei 
l 
Φ = ]_ al Φ + l •· 
j = 1 *] s = 1 
eine zv/eite Darstellung von φgemäß 1.1,4 ( a ) . 
Dann i s t zu zeigen: 
k=1 ' · j=1 ' 
O.B.d.A g i l t a, =J= Ο (k = 1 ..... I ) und a l £ Ο ( j = 1 ,...,!·) 
Beachtet man, daß für die leere Menge g i l t : \0\ '= 0, so er-
hält man zunächst: 
l ' 
i Qk!< = 1 i Qk n Q j l u n d 
j = 1 
l 
I Q ·. I = / I Q, η Q ». I . 
k=1 
Sei nun a^ der Funktionswert von φ auf Q^. Π Qi, also 
a^ = a^ = a l , f a l l s Qk Π Q], £ ;0; sonst a k = 0. 
Dann f o l g t : 
l I I ' l ' l 
Σ" a k i Q k i = I I a k > k n = 1 1 % K n ^ 
k=1 k=1 j=1 J j=1 k=1 J 
l ' l V 
3=1 k=1 5=1 
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1 . 2 . 3 Satz: Für Treppenfunktionen φ3ψ : | n - Q und a € C 
g i l t : 
S(cp + ψ ) = S(«P) + SU ) 
S(acp) = a(Sp). 
Beweis: Wir können für φ und ψ Darstellungen gemäß 1.1.4 (a) 
wählen, so daß g i l t : 
l 
Φ = L a k % + · * * 
k=1 K 
und 
1 
• = ι b k V q + . . . 
k=1 K 
Daraus erhalten w i r : 
1 
φ + ψ = I ( a k + b k) φ + ... 
• k=1 K 
und 
1 1 1 
S ( < P + 0 . = 1 ( a k + b k ) | Q k | = £ a k l Q k l + λ \ K I = + s<*) 
k=1 k=1 k=1 
Der andere F a l l i s t t r i v i a l . 
1.2.4 Zusatz: Für a l l e Treppenfunktionen φ : R n - C g i l t 
|S(<P)| * S( |φ| ) 
Bev/eis: Sei 
φ =
 L a k V + ' 
k=1 K 
eine Darstellung von φ gemäß 1.1.4. Dann f o l g t : 
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N » > i » I L a k ! Q k ! i - 1 i a k ! · |Q k| - S ( | » | ) 
k=i k=l 
wegen 
l 
Ιφί = l Κ ! χ + ··· 
k=i 
Polgerung: Seien φ und ψ Treppenfunktionen mit r e e l l e n 
Werten und φ(χ) * ψ (χ) für a l l e χ € |n., so i s t S(cp) * S(^). 
Beweis: S(* ) - S(q>) = S($ - φ) = S( |ψ - φ| ) * |S(* - φ)| * 0. 
1.3 Die I.-Norm. 
Wir betrachten endliche oder unendliche Polgen von offenen 
Quadern Qk und von Zahlen a k € [0*,°°[ (k = 1 , . . . 3 l oder k 
durchläuft a l l e natürlichen Zahlen). 
1.3.1 D e f i n i t i o n : Pur f : R n - C heißt 
f l l , K = inl ί l ak\Qk\ | | f | « ^ a f c C P } 
k k K 
L^-Norm von f . (Zu jedem Paar von Polgen Q^* 8^ mit 
j.fj £ ^ a i ^ k w i r d d e r Wert ^ a i j Q ] J u n d v o n a ^ e n diesen k ic Werten die untere Grenze gebildet. Einer divergenten Reihe 
mit nicht-negativen r e e l l e n Gliedern wird dabei der Wert 00 
zugesprochen, Pur jedes a £ g und für a = 00 wird a ^  00 
verabredet). 
Pur jedes f g i b t es Polgen Qk.?ak mit j f | ^ a f c cp^  · 
man nehme z.B0 irgendeine Folge von Quadern 
Ql e Q? c ο c ο mit U Qk = g n und setze a^ = 1 für a l l e k* 
k \ ι 
Es kann aber se i n ? daß - immer ^ a k ^ k ^ = °* is'fco • D a n n i s" t 
Ι! r>\\ m k-f ; — CO 
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Für Funktionen f : | n - [Ο,,^ ί bezeichnet man die L-j-
Norm ||f| j . , auch als „oberes lebesguesches I n t e g r a l " , Falls 
keine Verwechslung mit anderen Normen zu befürchten ist., 
schreiben w ir auch || |j für || |J ^  . 
1 . 3 . 2 Satz: Für a l l e f , g : | n - Q g i l t : 
(a) ||f|| = I! j f | II ^ ο 
(b) ||f + g|| s • ||f|| + ||g|| (Treiecksungleichung) 
(c) ||cfII = J cJ - ||f|| für a l l e c ζ Q 
(d) j f | ^  I g ! . - llfll * ||g||. 
Dabei wird vereinbart: 
a + co-co + a ^ c o + c ^ ^ c o für a l l e a £ R 
a · 00 = 00 für a l l e a ζ ] 0 ^ [ 
0 - 0 0 = 0 , 
Die Eigenschaften ( 1 ) - (3) besagen., daß || || eine Se^ mi-
Norm auf dem Vektorräum a l l e r Funktionen R n -* C i s t . 
Trotz der Bezeichnung f\I^-Norm" handelt es sich nicht um 
eine Norm im strengen Sinne, bei der außerdem 
|!f|| < -
und 
Hf|| = 0 =* f = 0 
gelten müßte. 
Bev/eis: (a) t r i v i a l β 
(b) Sei Jfj < 2, a k φ ς u n d i g ! ^  1 a£ cpQi gemäß der 
k k k k 
D e f i n i t i o n der L^-Norm« Dann i s t 
- 1 0 -
Eie rechte Seite kann zu einer einzigen Reihe zusammenge-
faßt werden ; i n der a l l e Glieder a v φ π und a^ φ Α vor-
k K y k 
kommen? auf die Reihenfolge kommt es dabei nicht an* Es 
f o l g t : 
l l f + gl ! * l a k ! Q k | + l a ' l Q ' i 
k k 
und daraus die Behauptung, indem man von den beiden Summanden 
auf der rechten Seite die untere Grenze b i l d e t , 
(c) Aus j f j £ )_ a k cpQ f o l g t |c| | f| . * 2, Μ ^ ^ ς 
k ' k k 
und daraus 
l i e f II * l l o | a k | Q k | = |c| l a k l Q k U 
k k 
also ||cfI) £ |c| I If I I ο indem man rechts die untere Grenze 
bildet« Für Jcj = " 0 i s t daher und nach (a) ||cf|| = 0 « für . 
|c| > 0 ergibt sich: 
c j l l f l ! .= |c|.|l^f|| * | c . | . | i l - l i e f II = l i e f I I . 
(d) Aus |g| s Ν a k cpQ f o l g t | f | ^  ^ a k cpQ , 
k k k 
||f|| i s t also untere Grenze einer größeren Menge als ||g|| 
1 . 4 Die L-j-Norm einer Treppenfunktion. 
1 . 4 . 1 Satz: Für jede Treppenfunkticn φ : g n - Q g i l t 
Ι Ι Φ Ι Ι = S ( | Φ ] ) . 
Zum Beweis dieses fundamentalen Satzes benötigen wir die 
beiden folgenden Hilfssätze, die i n 1 0 4 o 2 und 1 o 4 e 3 be-
wiesen werden: 
- 1 1 
H i l f s s a t z ( a ) : Für jede charakteristische Funktion cp^ eines 
offenen Quaders Q c | n g i l t : ||q>Q|| = |^Q| ( D f = S(cp Q)). 
H i l f s s a t z ( b ) : Sei r £ R und i £ {ΐ ? β βο ; ϊη}. Dann g i l t 
für jede Funktion ψ : R n die höchstens auf der Hyper-
ebene [ x j x^ = r ] von Ο verschiedene Werte hat: 
Beweis des Satzes: Sei φ : R n - C eine Treppenfunktion; 
wir haben gemäß 1 * 1 , 4 (a) eine Darstellung: 
l t 
φ = i a k \ + L *s > 
k=l K s=1 
so daß g i l t : Zu jedem s € ( 1 » . o . ' a t ) e x i s t i e r t ein Paar 
r s s i s ( rs' € = f i s ζ i l 9 . . . , n ) ) mit: 
ψ (χ) j= 0 höchstens für χ £ {xj x. = r }. 
s . 1 ^ s 
Nach 1.3.2 f o l g t : 
M l * £ !a k| · I K II + l Ι Ι Ψ 3 Ι Ι . 
k=1 * s=1 
Wegen der Hilssätze (a) und (b) i s t der Ausdruck auf der 
rechten Seite g l e i c h 
l 
l K l · |Qk| = s ( | c p | ) . 
k=1 ' 
Letzteres nach 1.2.2; denn für die Treppenfunktion jcpj g i l t 
φ ί = l K l ν + L Κ 
k=1 * s=1 
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Wir haben also erhalten: 
Ι Ι Φ Ι Ι 5 s ( M ) . 
Zum Bev/eis der umgekehrten Ungleichung betrachten wir den 
nach 1C1,2 (a) existierenden Quader Q c g n ? für den g i l t : 
y ί g n - Q => φ(χ) - |φ|(χ) - 0 
und eine nach i e 1 β 2 (c) existierende Konstante a £ [ 0 , w [ 
mit: jΦ|(χ) ^  a für a l l e χ £ R n e 
Bann i s t auch 
• D f = a - Μ ( = l * l ) 
eine Treppenfunktion^ und es f o l g t : 
aj-QJ - I I ^ q I I ^ c h 1,3*2 (c) und H i l f s s a t z (a) 
£ Hfl! + ||φ|| nach 1 ,3,2 ( a ) 
^ S(<f) + S( IΦ j ) wie im ersten T e i l gezeigt 
= S(aepQ) nach 1 02 o3 
• = ajQJ nach 1 ö 2 Q 2. 
Es muß also überall das Gleichheitszeichen stehen, und wir 
erhalten insbesondere 
11*11 + Ι Ι Φ Ι Ι " = s ( o + s ( j c p | ) . 
Da im ersten T e i l ||ψ|| ^  S(ty ) gezeigt wurde^ f o l g t nun 
I N I * S.(|cp| ). 
1o4o2 Beweis des Hilfssatzes (a)·, 
T r i v i a l f o l g t aus der D e f i n i t i o n 1«3.1 
ΙίφρΙΙ * |Q|. 
Zu zeigen i s t noch: 
k K k 
1 F a l l : Die Summation e r s t r e c k t sich über endlich v i e l e k 
( = 1 ; » , Λ , l ) , Dann g i l t : 
Q: = S(qpQ) £ S( ^ a k ) nach 1.2„4 Folg, 
k=1 k 
l 
= 'l. a k S ^ Q J n a C h 1 η 2 β 3 
k = 1 k 
l 
= 1 a k ' Q k i n a c h 1 ° 2 » 2 » 
k = i 
2 . , F a l l ; Die Summation e r s t r e c k t sich über a l l e natürlichen 
Zahlen k = 1 r 2 , . - , 
Zu Q = Cx | a ± < x ± < b ± für i = 1 ,, , ,n} und 0 < e < 1 
b i l d e n w i r den Quader: 
Qe D f = Cx| a. + l i b ^ a . ) < x. < b. - ^ b . - a ^ 
für i = 1 9 ο ο ο j η} 
Dann i s t .Q c c Q5 kompakt und 
η 
|Qi = Π ( 1 - ε) (b - a.) = ( 1 - e ) 1 L JQ 
i=1 1 1 
Für jedes χ €Q g i l t : 
1 = V : x ) * i . a k Λ > ν ( x ) * 
k=1 K 
Daher g i b t es eine (von χ abhängige) natürliche Zahl 1 mit 
l 
χ 
1 - ε * Σ ak*Q 
k=T K 
Rechts steht die Summe a l l e r a^ 5 für die k £ 1 χ und χ € 
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Wir d e f i n i e r e n : 
Wegen χ £ W i s t W -(= ^  außerdem i s t W als Durchschnitt 
X X X 
endlich v i e l e r offener Mengen selbst offen, 
[W ι χ £ QeJ i s t eine offene Überdeckung von Qe..Da Q£ 
kompakt is t . , genügen endlich v i e l e 5 9 , , ?x dazu^ daß 
{W j j = 1 :? β . „ .m] eine offene Überdeckung vonCL i s t 
.1 
«;nach dem Überdeckungssatz von Heine-Borel). Sei 
l j j f = Max(l .?.o.;l ) und y £ Q£ . Dann gibt es ein j, 
J 1 m 
so daß y £ W , und es f o l g t · 
1 1 
x . j x i ι 
k=1 K · k=1 K k=1 * 
also 
1 
k = 1 
Im F a l l 1 wurde gezeigt, daß hieraus f o l g t : 
1 A 
Q I £ 5 ~JSL~- I Q. I . 
we l z_ 1 -e 1 ^ k 1 -k= 
und w i r erhalten: 
1 
Q e j < ' I ) a, IQ 
( - i _ e ) n ( 1 - c ) n + ' k=1 (1-e) k=1 
Weil e eine "beliebig k l e i n e p o s i t i v e Zahl sein d a r f s f o l g t 
die Behauptung. 
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I „4.3 Bev/eis des Hilfssatzes (b)„ 
Sei e > 0 und Qk c R n die Menge a l l e r χ = (x^ ,. · · P x n ) mit: 
j x ^ j < 7 7 für j ζ {ΐ, β β 9 ;η} und 3 =j= i 
i y. _ r i < e_ 
(k = 1 i 7 2 ; : , 0 c ) o Qv i s t ein offener Quader mit: 
00 
Andererseits i s t £ / Ψ π . also 
k=1 K 
l l t l l - - «> 
k=1 2 
Da das für a l l e e > 0 g i l t ; , f o l g t die Behauptung. 
1.4.4 Satz: Für jede Treppenfunktion φ : £ n - Q g i l t : 
|S(q>)| * | | Φ | | . 
Beweis_:_ [ S(Φ)) * S(|q>|) nach 1.2.4 
= ||φ|| . nach 1 .4,1 . 
1.5 D e f i n i t i o n des Lebesgueschen In t e g r a l s . 
1.5.1 p e f i n i t i c m Eine Funktion f : | n - g heißt 
i n t e g r i e r b a r (im Sinne von Lebesgue). wenn es zu jedem 
e > Ο eine Treppenfunktion φ : "gn - g g i b t , so daß 
Ι Ι Φ - f l ! < ε. ^ · 
Gleichwertig damit i s t die Existenz einer Folge von 
Treppenfunktionen φ . ( j =1,2^...) mit l i m ||φ .- f|| = 0. 
Ο η — » 0 0 w 
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5 * 2 Satz: Sei:.: f : Rn - C eine beliebige Funktion; 
φ.. : Rn - C ( j = 1,2j,, e) eine Folge von Treppenfunktionen 
mit l i m jjcp — f|| = o* Dann konvergiert die Folge S(cp.) 
,..„ -j —»CO «J t>. _ . _ ... . J , -
(ti = V , 2 . 0 0 . ) gegen einen endlichen Wert i n C o 
Beweis: Zu einem e > 0 gi b t es ein j , so daß f|| < % 
für a l l e j 2> J q 0 F o l g l i c h i s t 
|S(cp.) - S(cDk)} = |s(cp.- 9 k ) | nach 1,2,3 
£ ||φ Φ J! nach 1 , 4 . 4 
£ }]cp . — f||+||f - cp J! nach 1*3*2 b 
< ~ + ~ = e für a l l e j , k > 3 0 · 
Nach dem Cauchyschen Konvergenzkriterium f o l g t die Behaup-
tung,, 
Folgerung: l i m S(cp .) i s t durch f eindeutig bestimmt« 
Beweis: Sei φ. : g - C ( j = 1 ,2:J 0 0 0 ) eine weitere Folge 
von Treppenfunktionen mit l i m ||Φ~·- f|| = 0„ (Der Querstrich 
"-•·" Toei'tyj" bedeutet h i e r natürlich nicht „konjugiert 
komplex"!) Dazu betrachten wir die Folge 
Γψ-j k = 2 3 - 1 
C
 φΊ · k = 2 j 
Es g i l t auch: l i m ΙιΨ^ - f|i = 0. und nach dem Satz konver-
ή —>CO 
g i e r t ( S ( ^ k ) ; gegen einen endlichen Wert« Dann konvergieren 
auch die Te i l f o l g e n (S(cp.)) und (S(cp.)) gegen den gleichen 
j J 
Wert, 
1 ο 5 . 3 D e f i n i t i o n : I s t f irtegrierbar und erfüllt φ. ( j = 1..2..-) 
die Voraussetzungen des Satzes 1„5.2? so heißt 
1 ( f ) Tf= Um δ(Φ,) 
j - * r a d 
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(Lebesguesches) I n t e g r a l von f . 
η 
1,5,4 Bemerkung: Eine Treppenfunktion φ : R - C i s t 
natürlich i n t e g r i e r b a r η und es g i l t : 
L(cp) = S(cp)v 
1 ,5 c 5 D e f i n i t i o n : Sei A c Β c | n und f : Β C. Wir be­
trachten f A : R n - Cn d e f i n i e r t durch 
A = =" 
j f ( x ) ? χ ζ A 
f A ( x ) ^ 
1^0 ? x i A 
f heißt i n t e g r i e r b a r über A. wenn f A i n t e g r i e r b a r i s t 
(im Sinne von 1 .5^1 ) ; und man d e f i n i e r t das I n t e g r a l von f 
über Α durch 
J f B f = K f A ) ' . 
A 
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§ 2 Eigenschaften des Inte g r a l s ο 
Zur Abkürzung der Schreibweise wird vereinbart: Die For-
n 
mulierung: „Die Funktionen f.. g seien über A c | i n t e -
grierbar" schließt e i n ; daß Α i n den Definitionsbereichen 
der (komplexwertigen) Funktionen f und g enthalten i s t ; 
diese können aber größer als Α und überdies voneinander 
verschieden sein. Als Definitionsbereich von f + g bzw0 
f - g i s t der Durchschnitt der Definitionsbereiche von 
f und g zu betrachten» 
2 . . 1 Das I n t e g r a l i s t ein lineares Funktional und a d d i t i v 
i n Eezug auf den Integrationsbereich. Im einzelnen bedeutet 
das: 
2 o 1 o 1 Satz: Die Funktionen f t 9 g seien über A c | n i n t e g r i e r -
bar ο Dann g i l t : 
(a) f + g i s t über Α i n t e g r i e r b a r und 
J ( f + g) = Jf + Jg 
A A A 
(b) Für jedes c € C i s t cf über.Α i n t e g r i e r b a r und 
/Cef) = e f f 
A A 
Beweis: O.B.d.A. Sei A = gn<, 
(a) Seien (φ .) s (ψ .) Polgen von Treppenfunktionen mit: 
J e ] 
lim Ιΐφ.-fjl = 0 bzw. l i m ||φ .- g|| = 0 , 
-j —*οο t) -j —»CO J 
Aus ||φ +ψ - ( f + g)|| ^  ||φ - f|| + ||* - g|| (nach 1 , 3 , 2 ) 
f o l g t l i m |ί(φ,+ ψ.) - ( f + g)!| = 0 und 
L ( f + g) = l i m S(cp .+ Φ .) (nach 1 „ 5 . 3 ) 
= l i m [S(cp.) + S(<j»,)] nach t.2.3 
η —> CO V U 
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= l i m S(«P.) + l i m SC* ·) = L ( f ) + L(g) nach 1,5.3 
(b) Analog, 
2,1,2 Folgerung: Seien Α, Β c g n , Α Π Β = ,0, I s t f über A 
und über Β i n t e g r i e r b a r s o auch über A U Β·, und es g i l t : 
J f = I £ + J f 
AU Β Α Β 
Bev/eis: f A U B = f A + f ß ( s, 1.5,5) 
2,2 Ordnungssätze, 
2,2.1 Satz: I s t f über Α i n t e g r i e r b a r , so auch | f j . und es 
A A 
Beweis: 0„BodoΑ sei A = R n 0 
Sei (φ.) eine Folge von Treppenfunktionen mit l i m ||φ f|| = 0* 
Wegen |φ.} - | f | £ |cp f | (Breiecksungleichung) g i l t nach 
1 ο 3.2 
Ι Ι Ι Φ - J I - I f l l l * Ι Ι | Φ γ f i l l = Ι Ι Φ γ flU 
also l i m |||φ.| - |f||| = Ο und 
L ( | f | ) = l i m S(|cp.-|J nach 1.5.3 
s l i m | S(φ .) | nach 1 .2.4 
j - c o 3 
= |L(f)X nach 1.5.3. 
2*2.2 Polgerungen: (a) Sind f ..g über Α i n t e gier bare r e e l l - ' 
wertige Punktionen mit f ( x ) ^  g(x) für a l l e χ € A;; so i s t 
J f s Jg A A 
(Monotonie) „ 
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(b) Sind f ; g über Α integrierbare r e e l l w e r t i g e Punk­
tionen und d e f i n i e r t man die Punktionen Min(f ..g) und Max ( f s g ) 
durch 
Min(f,g)(x) B f = M i n ( f ( x ) , g ( x ) ) 
Max(f,g)(x) r f = Max(f(x), g(x)) 
für jedes x.: für das die rechten Seiten erklärt sind., so 
sind auch Min (f., g) und Max(f..g) über Α i n t e g r i e r b a r , 
(c) I s t f über Α und Β integrierbar., so i s t f auch über_ 
A U Β und A H B i n t e g r i e r b a r j dabei g i l t : 
J f + Jf = f f + Pf 
Α Β AU Β Aft Β 
Beweis: ( 1 ) J g - J f = J ( g - f ) = / | g - f I * j'J(g-f)i >- 0 A A A ' A A 
( 2 ) M i n ( f 5 g ) = l ( f + g - | f - gj ) 
Max(f,.g) = l ( f + g + | f - gj ). 
(c) f A U B • = Max(f A ? f B ) 
f A n B = M i n ( f A , f B ) . . 
Daraus f o l t nach ( 2 ) die I n t e g r i e r b a r k e i t von f über 
Α U Β und Α Π Bo Die Gleichung f o l g t aus 2 < , 1 0 1 wegen 
fA + f Β = fAUB + ΓΑΠΒ 
2 ο 3 Existenz des Int e g r a l s von Produkten 
Satz: Sind f« g über Α i n t e g r i e r bare F^ktionem und i s t 
^beschränkt i n A (d 0hc [ g ( x ) j ^ c für a l l e χ € Α und ein 
geeignetes c € ]0.,°°Ε)« so i s t auch f ° g über A integrierbar* 
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Ee\v^is: CMS, cLA sei A = £ . Zu ε > 0 g i b t es eine Treppen­
funktion φ : | n -> C mit ||φ - f|j < ~ . CD i s t nach 1 , 1 , 2 
beschränkt-, also g i b t es ein d £ J 0 0 0 L so daß jcpj(x) ^  d 
für a l l e χ £ R n ist« Weiterhin g i b t es eine Treppenfunktion 
ψ : Rn - C mit - g|| < ~ ο Wir erhalten so nach 1 . 3 · 2 
I M - f g i l * Ι Ι Φ Φ - v g l ! + l i v e - f g l ! 
- I I I « - g ! - M I ! + Ι Ι | Φ - f | - | g | l l 
* I i i * ~ g | - d | | + | | | Φ - f|-c|| 
= Φ - g l ! + ο||Φ - f|| 
La Φψ nach 1 / 1 , 4 b Treppenfunktion i s t . : i s t f « g nach 
i , 5 - 1 i n t e g r i e r t a r 9 
2 c 4 L^-Norm und Integrale 
2 ο 4 . 1 Satz: f : R n - C i n t e g r i e r b a r •=> ||f|| - 1 ( j f l ) · 
Beweis: Sei (Φ.) eine Folge von Treppenfunktionen mit 
0 , Dann g i l t 
l i m ||φ,|| wegen |||cp,|j - ||f|| | ^  ||cp - f|| 
-j—*co d d ^ 
l i m S(|ψ · I ) nach 1.4.1. 
L ( J f | ) nach 1 . 5 . 3 
2 . 4 . 2 Satz: f : R n - Q. ||f|| = 0 =» f i n t e g r i e r t a r : , l ( f ) = 0 . 
/ η Beweis: Wir definieren φ. durch Φ.(χ) = 0 für a l l e χ ζ R . ^ -,\ / 
und j = 1 . 2 , „ „ , . Dann f o l g t : 
l i m |jcp . - f|| = | | - f | ] ' = 0 und S(«p.) =' 0 
-j—»CO ' t) · ' w 
d.h. auch L ( f ) = l i m S(cp.) = 0 . 
ή —»00 
l i m ||φ, - f|| 
-j—»CO J 
f I = 
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2 <, 5 Maß von Mengen. 
2 . 5 . 1 D e f i n i t i o n : Eine Teilmenge Α i n | n heißt i n t e g r i e r -
bar : ; wenn i h r e charakteristische Punktion Φ^ int e g r i e r b a r 
i s t , I s t das der F a l l - so heißt 
m(A) D f = L(> A) = J l 
das Maß von A. 
Offenbar g i l t : m(.G') = Ο und m(A) * Ο für jedes integrierbare 
A c p n 0 
η 
2 . 5 . 2 Satz: Seien Α und Β integrierbare Teilmengen in_ g _ ^ 
(a) l e r n sind auch A U Β und Α Π Β inte g r i e r b a r ^ und es 
g i l t : 
m(A U B) + m(A Π Β) - m(A) + m(B) 
(b) Β c A i - Β integrierbar.. m(B) s m(A). 
Bev/eisj_ (a) φ Α υ β - Max(cpA.,cpB) 
Φ Α Π Β'= Μΐη(φ Α 5φ Β) (s. 2,2.2 (b)) 
φ Α υ Β + φΑΠΒ = φ Α + V 
Daraus f o l g t die behauptete Gleichung nach 2 „ 1 < , 1 ( a ) . 
Ο ) Φ Α _ Β = Φ Α - Φ Β '('s. 2 / 1 , 1 ) 
2 o 5 o 3 Satz: Sei f eine über Α integrierbare Funktion, und 
Β eine i n t e g r i e r b a r e Menge. Bann i s t f auch über Α Π Β 
integrierbar» 
Beweis; Wegen f^-g = f A * Φ-g f o l g t die Behauptung aus 2 o 3 < > 
2 . 5 * 4 D e f i n i t i o n : Eine Teilmenge Α i n g n heißt Nullmenge.; 
wenn eine der beiden folgenden gleichwertigen Aussagen g i l t : 
(a) Α i s t i n t e g r i e r b a r und m(A) = 0 * 
(b) Ι Ι Φ Α Ι Ι = o 
(a) =* (b) f o l g t aus 2 . 4 . 1 . (b) =>• (a) aus 2 „ 4 . 2 . 
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2 * 5 , 5 Satz: Seien Α und Β Teilmengen i n Rn mit A c B, 
I s t Β eine Nullmengeso auch Α ο 
Beweis: f o l g t unmittelbar aus der D e f i n i t i o n 2*5 «<- und 
aus 1 , 3 ο 2 wegen 
ι 
Aj A^ Β r rB ; 
j cp Λ j φ Λ £ φ = φ 
2 . 5 . 6 Weitere Eigenschaften des Maßes von Mengen finden 
sich i n 2 C 7 ? da sie j e t z t noch nicht bewiesen werden können, 
2 o 6 Grenzwertsätze. 
2 , 6 , 1 Satz: Seien f , f ^  : | n - Q ( j = 1 , 2 , , , . ) . · ; f ^ i n t e g r i e r -
bar für a l l e j und l i m j j f ^ - f|| ·- 0 , Dann i s t auch f i n t e -
ί —»CO tl 
g r i e r t a r , und es g i l t : 
L ( f ) - l i m L ( f 
-j—»CO t} 
Beweis: Zu e > 0 g i b t es ein j mit ||f. - f|| < ~ und eine 
Treppenfunktion φ : g n - C mit:.. ||φ - f Α < π ., also 
!ίΦ ~ f|j < G0 Demnach i s t f i n t e g r i e r b a r 0 Ferner g i l t : 
JD(f.) - L ( f ) | ( L ( f . - f ) | nach 2 . 1 d (a) j j 
^ L ( j f . - f I ) nach ' 2 . 2 . 1 
= ||f . - f|i nach. 2 . 4 . 1 , 
also ' 1 ( f ) = l i m I>(f.) 
*CO 3 
Folgerung: Sei A c £ n ;, jfcpA|| < «>„ f.. : A - g i n t e g r i e r b a r 
über Α für 3 = 1 s 2 . . , o und ( f j ) konvergiere gleichmäßig 
gegen f : A - C , Oann i s t auch f i n t e g r i e r b a r über Α und 
• J f = l i m J f . . 
A , J A 
Bev/eis: Zu e > 0 g i b t es ein j Q , : so daß j f ^ ( x ) - f ( x ) | - 6 
i s t für a l l e 3 s 3 0 und χ € Ά. Es f o l g t | f ^ - f j * ecpA 
(Bezeichnungen s. 1.5.5) und daraus 
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Wegen ||q>A|| < - f o l g t : l i m | | f - A - f A | 
erg i b t sich aus dem Satz. 
0 und die Behauptung 
2 , 6 , 2 Bie Unendlicheckungleichungo 
Satz: Für die Funktionenfolge f . . : R n - C sei die Reihe 
} i|f.-l! konvergent. Bann g i l t : L~ J -— · «—· ' 
3 = 1 00 
\ η (a) Die Reihe L f.. konvergiert „fast überall" i n R/ , d . h . 
D = 1 ' 
die Menge Ν a l l e r χ € Rn, für die £ f j V x ) ηΐ 0* 1^ konvergiert 
i s t eine Nullmenge 3=1 
(b) .üefiniert man f : R n - C durch 
3 = 1 
f ( x ) =< 
^ b e l i e b i g aus C« χ C Ν. 
CO 
s i i s t Hf|i ^ ^ H f ^ i l . 
Beweis: (b) Es s e i zunächst d a h i n g e s t e l l t , ob Ν eine Null­
menge i s t oder nicht» Zu e > 0 wählen v/ir nach 1.3»1 
a j k ^ ΐΟ>[ und Quader c g so daß 
j f . I £ ) a .-, co 
3' t 3 i c ν 
und 
Es f o l g t : 
0 = 1 D , k ^ . 
und 
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j - · .1·= 
l a dies für jedes e g i l t , , f o l g t die Behauptung, 
(a) Sei e, £ jO.^L. Wir wählen f ( x ) für χ ί Ν so:, daß 
• f ( x ) J 2 e 1 g i l t . Bann i s t e^ · Φ^ £ | f | . also 
00 
ε,ϋΦ^! * sun * 1 l l f 3 l l - < ·. 
3=1 
Da dies für jedes ( l e l i e b i g große) e 1 g i l t , f o l g t 
ijcp J[ = 0 und damit die Behauptung, 
2 . 6 , 3 Der Satz von Beppo Bevi„ 
Satz: r oSeien f.. über Α integrierbare Funktionen ( j = 1 ; ; 2 ; ) 0 , 0 
und ' f .| konvergent, Dann konvergiert / f . fast überall 
i n Αο D e f i n i e r t man f : A - C durch 
f ) f . (x)., . f a l l s die Reihe konvergiert, 
f ( x ) O f = Λ 
Ι b e l i e b i g aus sonst. 
CO 
so i s t f über Α integrierbar,, die Reihe ^ J f j k o n v e r g i e r t ^ 
und es g i l t : σο ^~' 
A 3 = i A 
Beweis: 0,Bod,A„ s e i A = Rn„ 
CO - CO CO 
Wegen 2 * 4 o 1 g i l t : « > ^ J \ f j = £ L ( | f . j ) > ^ _ l i f ^ l 
3 = 1 5 n ' 3 = 1 3 = 1 
und w i r erhatten aus 2 * 6 . 2 , daß } f . (x) f a s t überall kon-
3 0 0 
v e r g i e r t ο Sei Ν die Menge a l l e r χ £ R . so daß ) f.( x ) * ' 
3=1 
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d i v e r g i e r t , k 
Wir definieren g k ^ f j u n d erhalten: 
CD 
f ( x ) - g k ( x ) - ^ f j ( x ) für χ I N. 
CO 
2 . 6 . 2 l i e f e r t dann ||f - g j | £ ! ||f J : 
3=k+i 
und es f o l g t : 
CO 
0 * l i m Κ f - gJ! £ l i m ) ||f .|| = 0 
k _ * k_ r a ^ j 
Nach 2 β 6 , 1 i s t f also i n t e g r i e r b a r und 
L(f). - l i m L ( g k ) = l i m ^  L ( f ) = ^ L ( f j ) 
3 = 1 - 3 = 1 
Polgerung: Sei g k : A - R'v über Α i n t e g r i e r b a r , 
( g ^ ( x ) [ k = 1 ? 2 . , · π ο ) monoton f a l l e n d für jedes χ £ Α und. 
( J g k ) . nach oben beschränkte Dann konvergiert g^ fas t überall 
i n Α gegen eine integrierbare Punktion f : A -* g, und es g i l t : 
J f = l i m Jg.« 
V - c o Λ A K A. 
Beweis: Wir setzen i n dem Satz f, = g. und f . = g. - g^ λ — , co | | 3 . 3 3 "** 1 
für 3 = 2 3 3 ? Ό ο ο β ο V J | f . [ konvergiert, da die Folge 
^ - 3 
k 
(X T l f j D = ( J l f J - / f - , + ißfe) beschränkt ist.. 
j = 1 A A A A 
Der Satz l i e f e r t die Behauptung,, 
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Bemerkung: Ber Satz f i n d e t sich i n der Arbeit von Beppo Levi: 
„Sopra l 1 integrazione delle Serie'1 (Rendiconti del reale 
i s t i t u t o Lombardo d i scienze e lettere... Serie I I ; Band 39;.· 
1 9 0 6 , Seite 775 - 780). Henri Lebesgue hat dann i n der 
2 ο Auflage seiner „Lecon sur I r i n t e g r a t i o n et de l a recherche 
des fonctions p r i m i t i v e s " (Paris. G a u t h i e r - V i l l a r s « 1927-
Neudruck 1950« Seite 1 3 2 ) unter Berufung auf die Arbeit von 
Levi ausdrücklich die Polgerung f o r m u l i e r t , I n der L i t e r a t u r 
f i n d e t man l e i d e r häufig nur diese Folgerung.« die dann manch-
mal nach Beppo Levi, manchmal aber auch nach Lebesgue benannt 
v/ird, 
CO 
2 . 6 . 4 Satz: Sei A1 c Ag c• ., „ c A p f = U A^  c R n und 
η • 
f : A - C eine Funktion mit folgenden Eigenschaften: 
( 1 ) f i s t über A^  ( j = 1 ? 2 ; e . . ) i n t e g r i e r b a r ο 
( 2 ) Lie Folge ( J j f j ) i s t beschränkte 
A 3 
Dann i s t füber Α i n t e g r i e r b a r , und es g i l t : 
f f = l i m f f 
η—>CO 
A A. 
-3 
Beweis: Wir definieren B^  A^  s B j _ D f = A i ~ Α ί - 1 ^ = 2 f 3 . s » = ° ) 
und wenden den Satz 2 , 6 „ 3 auf f-g an: 
i 
J f g = J f e x i s t i e r t nach 2 „ 5 c 3 
A 1 B i . 
1 J ΐ fB ί = L J l f l = J t f ! i s - f c beschränkt, also 
i=1 A 1 i=1 Β. A. 
konvergiert ^ J j f ß |.e Wegen f ^ = £ fB u n d n e i 0 i x 2 o 6 0 3 
,:r.,.-.. i = 1 A '\ . i = 1 1 
i s t f über Α i n t e g r i e r b a r und 
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J f = J f n = ) J f ^ = l i m ; J f ^ = li m J f "A <- B. ^ m L B. A i=1 A 1 J i = 1 A J A, 
(weil •} J f ^ = ) J f = J f ) , 
Ι Β. ... ι 3 i=', A
 1 i = 1 Β, A 
2 „ 7 ° Weitere Eigenschaften des Maßes von Mengene 
2 , 7 , 1 Satz: Eine Vereinigung von abzählbar v i e l e n Null-
mengen (s„ 2 , 5 - 4 ) i s t eine Nullmenge, 
Bev/eis: Sei Ν = U N. und ||cp || = 0 für j = 1.2, 
Wir definieren f : R - [O^C durch 
^ Φ^ (χ) j f a Us die Reihe konvergiert 
. , . 3=1 
f ( x ) = 
sonst; 
Wegen ) Ι ! φ * Γ Ί Ι = 0 sind die Voraussetzungen von 2 < , 6 0 2 er-
V 
füllt ο Ferner i s t Φ^ ^  f , also f o l g t : 
o * ||ΦΝΙί * üfll * ι Ι Ι Φ ν Jl = ο 
3 = ' 
und daraus ||Φ^ !. = 0 . 
2 o 7 o 2 Satz: Sei f : R n - C o 
(a) Es i s t genau |jf|j == 0 , wenn f fast überall verschv/indet_9 
d 0 h o Ν -p^ = { x | f ( x j ^ 0 } eine Nullmenge i s t . 
(b) Verschv/indet f fast überall^ so i s t f in t e g r i e r b a r und 
L ( f ) - 0 , 
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Bev/eis: (a) Sei. Ν Nullmenge, Dann setzen wir i n der Unend­
licheck-Ungleichung 2 „ 6 „ 2 
f . = cpN für (j = 1 , 2 , , _ 
Pur das dortige f können v/ir die gegebene Punktion nehmen, 
und es f o l g t : „ 
0 * IIf|| * Nepali = <v 
also ||f|i = 0 , 
Sei umgekehrt j|f|) = 0 . V/ir setzen 
N- D f = ix ! j f i x ) ! s 1} für j = 1 ; 2 , , , 
Dann i s t 
J 
also ||q>w Ii * j||f|| = 0 9 d 0h, für a l l e j = 1 , 2 , . . . i s t N, 
-j CO J 
Nullmenge ο Nach 2 0 7 o 1 i s t dann auch Ν = U N. Nullmenge β
3 = 1 3 
(b) Aus (a) f o l g t ||f||'= 0 , und deswegen l i e f e r t 2 „ 4 o 2 
die Behauptung« 
2 » 7 o 3 Kettensätze: 
η 
(a) Aufsteigender Kettensatz: Sei A^  c A^ c c g . 
Α·η.ρ= .U, A. und A. in t e g r i e r b a r für i = 1 « 2 ; β ο β ο I s t die 
.„Bf .1=.]; 1 1 --,^,-,- ., . _ _ 
Folge -(m(A^),) beschränkt, so i s t Α in t e g r i e r b a r , und es 
g i l t : 
m(A) = l i m m(A. )ο 
j_—»CO 
(Andernfalls i s t A nicht i n t e g r i e r b a r , ) 
ν η 
(b) Absteigender Kettensatz: Sei g ^ B^ »<, <, .. 
Β π,.= Π Β . und Β . i n t e g r i e r b a r für i = 1 S 2 ? . . . . Dann i s t 
Β i n t e g r i e r b a r , und es g i l t : ' 
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m(Β) = l i m m(B.), 
j —»CO 
Beweis: (a) Sei (m(A i)) beschränkt. Bie Behauptung f o l g t un-
mittelbar aus Satz 2,6Λ, indem f = cp^  gesetzt wird«, 
Sei nun (m(A^)) nicht beschränkt und angenommen. Α i s t inte­
grierbar. Aus A. c: Α für a l l e i f o l g t nach 2 . 5 β 2 
m(A±) * m(A) für a l l e i ; ; 
d o h , m(A) wäre eine Schranke für (m(A^)) im Widerspruch zur 
V ο rau s s e t zung, 
(>) Sei A. p f = Β. - B. (;j = 1 , 2 , , , , ) , Bann i s t A. für jedes 
j = 1 . 2 , , , , integrierbar,; und es g i l t : 
CO 
A1 c A ? c „ „ , c A p f = U A. = B, - Bs 
j = 1 d 
Pur a l l e j = 1,2,„<,0 i s t m(A.) ^  mfB-,). Also i s t Α nach dem 
aufsteigenden Kettensatz i n t e g r i e r b a r und 
m(A) = l i m m('A.) = m ( B 1 ) - l i m m ( B . ) o 
Baraus ergibt sich nach 2 0 5 o 2 
l i m m(B.) = m(B1 - A) = m(B). 
2 o 7 o 4 Im folgenden benötigen wir den 
η 
Hi l f s s a t z : Jede nicht-leere offene Menge A c | läßt sich 
als abzählbare V e r e i η i gung ν ο η ^ mPg^Jtp n Mengen A. (jj_= 2-»i~. 
so darstellen, daß g i l t : 
(1 ) A1 c A„ c' ..„ c A = U A .. 
1 ά .1=1 d 
- 3 1 
(2) Für a l l e j = 1 ; 2 , * , o i s t A^  eine endliehe Vereinigung von 
abgeschlossenen (achsenparallelen) Würfeln., Folgerung: Jede 
nich t - l e e r e offene Menge läßt sich als; abzählbare Veie.nigung 
von abgeschlossenen WurfeIn d a r s t e l l e n . 
Bev/eis: A. sei die Vereinigung a l l e r Würfel,, die ganz i n A ?! 
liegen und durch Ungleichungen der Form 
q. q. + 1 
1 IL 
2 ^ 2 ^ 
d e f i n i e r t sind. : wobei die q ^ ganze Zahlen mit j q_J ^ j « 2? 
sind. Wegen der Bedingungen an die q. i s t jedes A. Vereinigung 
von höchstens endlich v i e l e n Würfelnc 
Außerdem g i l t : 
CO 
A, c A 0 <= „ „ „ c U A .. 
2 ,1 = 1 3 
Wir haben also noch zu zeigen: 
A = U Α.. 
CO 
Natürlich i s t U A. c: A0 Sei andererseits χ = (x.oooo^x )€ A< 3=1 3 ! ' 
Ba Α offen i s t , g i b t es e i n e > 0 . so daß g i l t : 
K c(x) {y € E n ! |y ~ x| < e} c A0 
Für genügend großes j g i b t es dann ganze Zahlen q^ mit 
j q _ J < 3 2^o ( i = 1 ; . ο β ; η · ) ; so daß der durch Ungleichungen 
der Form.(*) d e f i n i e r t e Würfel e i n s e r s e i t s χ umfaßt, anderer-
s e i t s aber ganz i n Κ (x) und damit auch i n Α l i e g t j daraus 
CO 
f o l g t χ € A . c- ü A .. 
3o j = 1 3 
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2 , 7 . 5 Satz: Jede besehränkt e offene und jιecle beschränkte 
η 
abgeschlossene (doh, kompakte) Menge i n R i s t integrierbar„ 
η 
Beweis: Sei A c: R und Α beschränkt. Bann gi b t es einen 
offenen Quader Q A3 
Sei Α zunächst offen* Bann gi b t es nach dem H i l f s s a t z 
2 , 7 . 4 Mengen Α.. mit: 
CO 
A1 c: , , , c A = U A . , 
j = i ·3 
wobei .jedes A. eine endliche Vereinigung von (abgeschlossenen"1 
Quadern i s t ; d*h. i s t für jedes j eine Treppenfunktion. 
Lie Α. sind also a l l e i n t e g r i e r b a r ; und die Folge vmvA.).) i s t 
durch m(Q) -• JQj beschränkt, Ter aufsteigende Kettensatz 
2 o 7 ο 3 (a) l i e f e r t dann die Behauptung für jede offene Menge 
Ώ 
A c g X i e 
Sei nun Α abgeschlossen,, Bann i s t Q - Α offen und nach 
dem eben Bewiesenen i n t e g r i e r b a r 0 ..Nach 2 0 5 o 2 (b) i s t auch 
A = Q - (Q - A) 
i n t e g r i e r b a r ο 
2 o 7 o 6 Satz: Seien A^. 9 i j = 1 r 2«. „ 00 i n t e g r i e r bare Teilmengen 
i n R n und Α. Π A, = ß\ f a l l s j =j= k. Bann g i l t : 
m( U A. ) = ) miA.) ; ; 
i = 1 1 1 
f a l l s die Reihe auf der rechten Seite konvergiert? ansonsten 
i s t U A. ni c h t i n t e g r i e r b a r e • ~ i = 1 ι — ~ _ _ _ _ 
Beweis: Konvergiert die Reihe ^ m(A^) <} so f o l g t die Behauptung 
i = 1 
aus dem Satz von Beppo Bevi- 2 0 6 0 3 ° · 
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I s t umgekehrt U A. i n t e g r i e r t e r ; so f o l g t aus 2 , 5 - 2 
i = 1 
d, h. 
; m(A. ) £ m( U A. ) < 00 für j = 1 , 2 , 
—^ 3- j ^ 1 
i=1 
^ mvA^ ,) konvergiert, 
i - ' 
2 , 8 Stetige Funktionen auf kompakten Mengen, 
η 
Satz: I s t Α eine kompakte Teilmenge i n R ; so i s t jede 
s t e t i g e Funktion f : A - C über Α i n t e g r i e r t a r , 
Bev/eis: Ba Α kompakt i s t , , i s t eine stetige Funktion 
f : A - C sogar gleichmäßig s t e t i g ; zu jedem ε > 0 gibt 
es dann ein 5 > 0. so daß für a l l e x.: y i Α mit jx - yj < δ 
g i l t 
j f ( x ) - f ( y ) | < ε β 
Wir wählen einen offenen Quader Q,; der Α enthält; - das i s t 
wegen der Kompaktheit von Α immer möglich - zerlegen ihn 
durch endlich v i e l e Hyperebenen der Form 
x^ = const ( i = 1 ; ι ο β* β <,η) 
i n offene Teilquader Qfc (k = 1<;ooool).? deren Durchmesser 
k l e i n e r als δ i s t 0 Für a l l e k mit Α ΓΙ Q ± 0 wählen v/ir 
ein x-^  ζ Α Π Q und d e f i n i e r e n dann eine Treppenfunktion 
η 
Φ : R - C durch: 
f ( x v ) . wenn χ £ Qlr und Α Π j= 0 
k 
1 
Φ,(χ) = { f (x) „ wenn χ £ Α und χ C ; U Q 
k = 1 \^0r ;. sonst 
Φ i s t als Treppenfunktion i n t e g r i e r b a r η Α i s t als kompakte 
Menge ebenfalls i n t e g r i e r b a r (nach 2 ο 7 « 5 ) ? also i s t Φ nach 
~ 3 4 -
2 f l 5 o 3 auch über Α in t e g r i e r b a r , und es g i l t für a l l e χ £ A: 
jcp (χ) - f ( x ) | < ε., 
ι Wählt man der Reihe nach e = 4 - ( j = 1 , 2 ; , 3«o) und konstruiert j 
dazu φ.. so erhält man eine Folge von über Α integrierbaren 
Funktionen, die i n Α gleichmäßig gegen f konvergieren« Nach 
der Folgerung i n 2 * 6 * 1 i s t f dann über Α i n t e g r i e r b a r 0 
2*9 Vergleich mit dem Elementarintegral-
2 o 9 o ί D e f i n i t i o n : Sei a., b Ζ R und a < bo Eine Funktion 
f : La ;b] - C heißt elementar i n t e g r i e r b a r , v/enn es eine 
Folge von Treppenfunktionen φ.. : g - C mit ^ -jiS - La ;b] = 0 
wi = 1 , 2 , 0 . / ) g i b t , die gleichmäßig gegen f^Q ^ konvergiert, 
(Zur Schreibv/eise v g l , 1 * 5 * 5 , ) 
2 o 9 o 2 Satz: I s t f : [ a 5 b ] - C elementar i n t e g r i e r b a r und 
(cp J 3 = Ί 5 2 5 β Λ β ) eine Folge von Treppenfunktionen mit 
Φ^|| - [ a ? b ] = 0 5 die gleichmäßig gegen f j - a ^konvergiert« 
so i s t f in t e g r i e r b a r , und es g i l t : 
Ρ 
• J f = l i m S(<P.)0 [a,b] 3 
Der Beweis ergibt sich aus 1 e 5 o 4 und der Folgerung i n 2 o 6 d o 
b 
Wir schreiben auch J f ( t ) dt für l i m S(φ .) und bezeichnen 
a j - * 0 0 ^ 
diesen Ausdruck als „eigentliches elementares I n t e g r a l von f 
von a bis b," 
Aus dem Satz erhalten w i r unmittelbar: 
Folgerung: I s t f : La^b] C elementar integrierbar« so i s t 
das eigentliche elementar /Integral J f ( t ) dt ^ ^bhängig j o n ^ 
der Auswahl der Folge von! Treppenfunktionen,, die gegen f konver 
g i e r t und zur Berechnung jdes Grenzwerts herangezogen wirdo 
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2*9-3 D e f i n i t i o n : Sei Μ c g 0 Eine Punktion f : Μ - C heißt 
Regel funkt i on .· v/enn die einseitigen Limiten 
l i m f ( x ) und l i m f ( x ) 
χ-*χ! x~>x • 
x<x' x>x' 
x£M x€M 
für jedes x ! £ Μ e x i s t i e r e n . 
2.9„4 Beispiele für Regelfunktionen bilden die Treppen-
funktionen und die stetigen Funktionen, 
2,9*5 Satz: I s t Μ c R ein.abgeschlossenes I n t e r v a l l . d 0 h, 
Μ = [a*b] für geeignete a 5 b £ R:; so i s t eine Funktion 
f : Μ - C genau dann Regelfunktion., v/enn sie elementar i n t e ­
g rierbar i s t . 
Beweis: Sei f elementar i n t e g r i e r b a r ο Es gibt also eine 
Folge von Treppenfunktionen Φ. : g -* C , die gleichmäßig 
gegen fr , Ί konvergiert ο Sei x f £ Μ und l i m φ'.(χ) = c.° 
x>x f 
Zu einem e > 0 g i b t es ein so daß |Φ..(χ) - f (x) | < j 
für a l l e j ^ j und χ £ [a, ;b] g i l t . Wir erhalten für 
! Φ .(χ) - ^ k ( x ) | * | Φ 3 ( Χ ) - f ( x ) | + | f ( x ) - «Pk(x)l < f . · 
Für jedes feste Paar j ^ k g i b t es andererseits ein X q > x'«? 
so daß 
\c. - Φ ^ ( χ ) | * j und |c k - q> k(x) j ^  ^ für x ? < χ £ X Q O 
Bie Zusammensetzung der verschiedenen Ausdrücke ergibt dann 
^ c j ~ C l d < ε f ü r ^ o^*s u n d n a c ] l d e m Cauchyschen Konver-
genzkriterium f o l g t die Existenz des Limes 
l i m c. = Co 
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Wir wählen nun ein j ^  j Q ; so daß j c ^ - cj ^  Es g i b t 
ein χ > x ! , so daß ίφ.(χ) - c.j ^ χ für x ! < χ £ χ 0 Für 
diese..χ f o l g t 
j f ( x ) - c| £ j f ( x ) - Φ,(χ ) ί + jcp.(x) - c.j + j e . - c| 
fj J J J 
* f e < e 
also e x i s t i e r t 
l i m f ( x ) = Co 
x-x f 
x>x' 
Genauso schließt man für χ-χ'Λ 
x<x r 
(Per Bev/eis i n dieser Richtung f u n k t i o n i e r t auch ohne Vor­
aussetzung über ML ) 
Sei nun f Regelf unkt iorio Es genügt zu zeigen: Zu jedem 
e > 0 g i b t es eine Treppenfunktion Φ : R -*.C mit 
Φ j £ - [ a , b j = 0 
und 
| f ( x ) - φ(χ)| < e für a l l e χ ζ C a ? b ] e 
Sei e > O o Bann e x i s t i e r t zu jedem x T € [a,b] ein δ . > 0 ; 
χ 
so daß 
| f ( x ) - f ( y ' ) | < e für x,y £ ]χ' - δ . x'[ oder 
χ ,· y £ ]χ' j χ' + δ χ.[« 
Die Menge der I n t e r v a l l e ]χ' - δ , Γ χ' + δ ,[ b i l d e t eine 
X X 
offene Überdeckung von [a< ;b] 0 Ba Ca : ;b] kompakt ist,, genügen 
nach dem Überdeckungssatz von Heine-Berel endlich v i e l e 
dieser I n t e r v a l l e zur Überdeckung von [ a , b ] 0 Bie zugehörigen 
endlich v i e l e n Punkte der Form x ? - δ t i; χ' oder x T + δ f 
χ χ 
ordnen wir der Größe nach und bezeichnen sie mit a 1 , * 0 9 
3 7 -
also 
a = r f a Q < & 1 < < a n < a n + 1 E f = b e 
Im Innern eines jeden dieser I n t e r v a l l e La 5 a v 4 _ - j J 
(ν = Ο. . ββ ,n) g i l t : j f ( x ) - f ( y ) j < e (für x : ;y £ ] a v , a v + 1 [ 
Die folgende D e f i n i t i o n l i e f e r t deswegen eine Treppenfunktion 
φ mit den gewünschten Eigenschaften: 
f ( x ) . . χ = a v (ν = 0 ; Λ , . Γ n+1 ) 
I a +a ( 1 
Φ(χ) - j f(^_v±l..) , χ £ ] a v , a v + 1 [ (ν = 0 , _ , n ) 
^ 0 , χ £ [ a ; b j 
2 * 9 , 6 D e f i n i t i o n : (a) Sei f : [a.,b[ - C (a £ R; b £ g U{<*} ) 
eine Regelfunktion, Der Ausdruck 
• i 
J f ( t ) dt = l i m J f ( t > d t 
x~*b 
a a 
x£[a,b[ 
heißt „Elementares uneigentliches I n t e g r a l von f von a bis b , ! 0 
Das elementare uneigentliche I n t e g r a l „existiert" oder „kon-
vergiert"« wenn der Grenzwert auf der rechten Seite e x i s t i e r t ο 
b, 
(b) Sei J f ( t ) dt eine elementares uneigentliches I n t e g r a l 
a 
(konvergent oder nicht)« 
b b 
J f ( t ) dt „konvergiert absolut",, w e n n j * j f ( t ) j dt e x i s t i e r t e 
( I s t f Regelfunktion., so i s t natürlich auch j f j Regelfunktion!) 
2 o 9 o 7 Während a l l e elementar i n t e g r i e r b a r e n Punktionen 
im Sinne von Lebesgue ( 1 o 5 o 5 ) i n t e g r i e r b a r sind, g i l t eine 
ähnliche Aussage fürr das elementare uneigentliche I n t e g r a l 
nicht allgemeine 
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Satz: I s t f : [ a ; b [ ~> C eine Regelf unkt ion, so sind die 
folgenden Aussagen äquivalent: 
Ca) J f e x i s t i e r t im Sinne von LebesgueΛ 
[a,b[ 
b 
(b) J f ( t ) dt konvergiert absolut, 
G i l t (a) und ( b ) . so i s t 
? 
± = f f ( t ) dt 
[ a ; b [ a 
(Aus der absoluten Konvergenz f o l g t die Konvergenz!) 
Bev/eis: (a) =* ( b ) : Ba f über [a-b[ i n t e g r i e r b a r sein soll» 
i s t nach 2 « , 2 * 1 auch j f | über [a«b[ i n t e g r i e r b a r , Satz 2 0 9 « > 2 
l i e f e r t -
J j f ( t ) | dt = J \ | f | * J j f | < - f ü r χ £ [a , b [ . 
a La.x] [a,b[ 
χ 
Ba die Punktion F ( x ) D f = J J f ( t ) j dt (x £ ]a,b[ ) für 
a 
χ - b monoton wächst und durch' j j f j nach oben beschränkt 
[a«b[ 
i s t . f o l g t die Existenz des Grenzwerts 
χ . - -
lim P(x) = l i m J * | f ( t ) | dt = f J | f ( t ) j dt βx-*b x-b a a 
x£]a?b[ x£]a,b[ 
(b) => ( a ) : Wir v/ollen Satz 2 0 6 „ 4 - anwenden und setzen dazu 
A^f= [a«b[tV A. = [ a ^ b . J , wobei b. £ ]a i ;b[ eine monoton 
wachsende Polge s e i , die gegen b konvergiert, t i s t Regel­
funktion, also i s t f nach den Sätzen 2 . 9 * 5 und 2 ο 9 * 2 über 
A. i n t e g r i e r b a r (für j = 1 5 2<, · 0 )«, und das gleiche g i l t 
d 
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für jfj» Tie monotone v/achsende Folge (J'f| } i s t durch 
A'. 
J [ f ( t ) | d t beschränkt, also i s t ( S a t z 2.6*4) f über A 
a 
int e g r i e r b a r (im Sinne von Lebesgue).. und es g i l t : 
χ D 
Γ f = l i m Jf = l i m j f i t j d t = J"f(t)dt La : ;b[ A_ x-b & 
2 
2 o 9 » 8 Bemerkung: Aus der absoluten Konvergenz eines uneigent­
lichen elementaren I n t e g r a l s f o l g t die Konvergenz„ Die Um­
kehrung g i l t jedoch n i c h t , was man an der Regelfunktion 
f : [ 0 , O T L - Cr die durch 
t = 0 
t > 0 
f ( t ) = , 
I s i n t 
gegeben ist«, nachweisen kann 0 Es g i b t also Funktionen, für_ 
die das elementare uneigentliche I n t e g r a l e x i s t i e r t ^ die 
aber nicht im Sinne von lebesgue i n t e g r i e r b a r sind 0 
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§ 3 · Γ:£Γ_Sa_tz^ 27PIL Fubini^ 
Berechnung von Integralen, 
3 . 1 Be Zeichnungen. 
V/ir betrachten Funktionen f : β η _ Η η - Q und setzen zur 
Abkürzung 
χ = ( x^,...,x ) £ R n 
y = ( y 1 , . . . , y m ) £ § m 
(x,y) - ( x 1 , . . . , x n , y ^ - ' - ^ n r ζ 
Ferner wird für jedes χ ζ Rn die Funktion 
f χ : E m - Q 
durch f . ( y ) = f ( x . y ) für a l l e y ζ Rm d e f i n i e r t . Für das 
χ — 
(Lebesguesche) I n t e g r a l von f 'über R n + m) schreiben wir 
nun 
J f ( x , y ) dx 1...dx dy1·..dy D f = L ( f ) , 
^n+m 
v/ährend 
J f ( x , y ) d y r . . d y m D f = L ( f x ) 
η 
das I n t e g r a l der Funktion f. bei festem χ € R bedeutet. 
χ — 
Letzteres i s t dann noch >von χ abhängig; es wurde nur „über 
i n t e g r i e r t . 
Zur Abkürzung setzen wir auch noch: 
dx = dx. . . . dx_ 
i n 
d y = d y r . . d y m . 
3 . 2 Ber Satz von Pubini, 
3 . 2 . 1 Satz: Sei f : R n + m -* C in t e g r i e r b a r . Bann e x i s t i e r t : 
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JVx,y)dy 
f 
fast überall i n Rn, d.h. die Menge Ν a l l e r χ € Rn, für die 
f., : Rm - C nicht i n t e g r i e r b a r i s t , i s t eine Nullmenge i n 
Rn. De f i n i e r t man Ρ : R n - C durch 
r J f(x,y)dy für χ ΐ Ν 
Rm J 
P(x"; = ν = 
^ be l i e b i g für χ € Ν 
so i s t F in t e g r i e r b a r (über R n) und es g i l t 
} Ρ;χj dx = j f'x,y)dxdy. 
R n Rn+m 
Etwas ungenau schreibt man für die li n k e Seite dieser 
Gleichung auch 
f L J f ( x , y ) d y j dx 
R n Rm 
Der Beweis e r f o l g t i n mehreren Schritten: 
3 · 2 » 2 H i l f s s a t z : Sei Q ein Quader i n R11"™, dann gi b t 
es Quader Q^  c R n und c E m, so daß g i l t : 
für χ € 
ι w9 
L 0 für χ f Q1. 
D e f i n i e r t man ψ: R n - C durch 
- ψ(χ) = S(VQ 
und_ S(* ) = S(COQ) . 
X' 
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Bev/eis: Q = Ux,y) | a. < x. < b. , c < y. < d., 
i = 1,...,n; j = 1,...,m} 
Wir definieren: 
Q1 = { χ | '< < b^, i = 1,...,n} und 
Q2 ^ { y 1 c. < y. < d., j = 1,...,m}. 
Dabei sind die a., b., c., d. € R für a l l e i, j . 
Nun g i l t : 
und daraus f o l g t : 
S(cp ^ 
Φ,~ (y) für χ € 0. 
Q2 
0 für χ ^ Q1 
Q2; für χ ί Q1 
Q,x-
0 für χ ί Q, 
also ψ = ;Q2J · <PQ 
und S(<|0 = S(|Q2| · cpQ ) 
S(wn ) nach 1.2.3 
Q, IQ Q| = S ( « P Q ) 
3.2.3 H i l f s s a t z : Der Satz von Fubini g i l t für; alle_TrepjBen-
funktionen. 
Beweis: Sei φ : R n+m C eine Treppenfunktion und Ν die 
>n Menge a l l e r χ € R , für die Φ nicht i n t e g r i e r b a r i s t . V/ir 
— χ 
haben für φ nach 1.1.4.a eine Darstellung 
l 
Φ = l a k % + <_ *s 
•k=1 K s = 1 
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Wir betrachten zunächst die Funktionen Ψ s' s = 1 ,...,t.) 
Für a l l e s g i l t dabei Li ψ ) = S'''$c, ) = 0 . 
ο ο 
Nach Konstruktion der y o ( v g l . 1 . 1 . 4 ) sind zwei Fälle 
ο 
zu unterscheiden: 
1 . ν (χ,γ·1 -^ 0 höchstens für y. = r . Dann g i l t 
(y) τ- 0 höchstens für -y . = r , also nach 1 . 4 * 1 s, X ' ' ] c , s 
H i l f s s a t z (a) Liy v ) - Sfo" ) = 0. 
S , X ' · s , X 
2 . . ψ (x,y) ^  0 höchstens für x. = r . Dann i s t T s ι ^  s s 
ψ = 0 und daher LiO ) = 0 für x. f- r . ο ,λ o.X I S s 
De f i n i e r t man Y^  : Rn - C durch 
ο — — 
S , X ' 
f a l l s die rechte Seite e x i s t i e r t und sonst beliebig., 
so i s t wiederum nach 1 . 4 . 1 H i l f s s a t z (a) die Menge 
a l l e r χ £ R n mit Ψ α(χ) =|= 0 eine Nullmenge i n Rn, also 
Ι (ϊ 3)=0. 
Zusammenfassend erhalten w i r : 
l t 
φ = a. + ψ 
k = 1 s = 1 
Nach 3 . 2 . 2 e x i s t i e r t Β(Φ0 ) = ^ f ü r a~^ e x u n d k> ^ ^k,x k,x 
also auch L( , a1 Φ π ); und L( i r __) e x i s t i e r t nach dem 
k= 1 K * x 
η 
eben Bewiesenen fast überall i n R für a l l e x, also auch 
t 
η 
L( Ψ - ). Bamit e x i s t i e r t auch L(cp ) fast überall i n R 9 
L— S j Χ X — 
s = 1 
d.h., Ν i s t eine Nullmenge. 
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Nun i s t 
l 
FU; = ^  a k S ( c p Q v J + ^ L ( ^ s < x ; für χ i Ν 
• k .: k=i k ' x s=i 
"beliebig für χ € Ν 
V/ir erhalten also wegen SO n ) = |QV 9|·Φ Π inach 3.2.2) 
wk,x wk,1 
l t 
k=i Ä l s=i 
= a k i Q k i = S(<P) = L(cp; 
k=i 
(V war nur auf einer Nullmenge i n FT1 von Null verschieden) 
3.2.4 H i l f s s a t z : S e i f : R n + m - C eine Punktion mit 
||f|| < ra. Dann i s t Ν D f = (x j !|ΐχ|| = m ] eine 
Nullmenge i n R . Pur die Funktion F : R - [Ο,^ί , 
die d e f i n i e r t i s t durch 
Olf I! ' , χ ί Ν 
F(x) = ^ 
; b e l i e b i g aus L 0 , ° ° [ , χ € Ν L. 
g i l t : 
' Ii F i ! * Hfl 
Beweis: Sei i f ! ^  a, Φ k 'Qk · 
Bann f o l g t 
I f I = | f ! Ο a, φ η für a l l e χ € R n 
k K ' x 
und 
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sowie 
'^χ'1 ~ <_ a k ' Q k , 2 i , C i Q 4 ' n a c h 5 ' 2 ' 2 ) k ' ' k' 1 
Έ <• ) a, JQ, 9| ·Φη und damit 
ÜFÜ * 1 a k|Q k > 2!.|Q k f li = ^ ak!Qk| 
k k 
jJFJj i s t also untere Grenze einer größeren Menge als 
jjfjj und daraus f o l g t : 
Ü P i : * Hfl;. 
Daß Ν eine liullmenge i s t . zeigt man genauso wie im Beweis 
zu 2 . 6 . 2 . 
3 . 2 . 5 V/ir kommen nun zum eigentlichen Bev/eis des Satzes 
von Pubini: 
Sei f : R n + m -» ο in t e g r i e r b a r . Bann gi b t es eine Polge 
von Treppenfunktionen φ., so daß 
| | Φ , , 'fü ( j = 1,2,...) i s t . 
J 2 ^ 
Sei ^ D f = {x j b . j X - f x | | . . = « } . 
η Nach 3 . 2 . 4 i s t N. für jedes j eine Nullmenge i n R , 
0 n. 
V/ir d e f i n i e r e n G. : R - L0,°°[ durch 
Ii CD f II , χ I N. ι 3>x x r 3 
G,(x) =.< 
I b e l i e b i g aus [ 0 , α [ , χ £ N. 
^ - * J 
Dann f o l g t aus 3 . 2 . 4 
IlGj; * ίίΦ, - f|j ^ -- 1 T ( j = 1 , 2 , . . . , ) 
und 
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: G . j : Λ 1 . 
CO 
Die Menge Ν ^ = {χ ί , G . (χ · = 00 j i s t nun nach 2 . 6 . 2 . a ° ο Di ! /_ j N ' 
η 3 = 1 eine Nullmenge i n R . 
CO 
Pur χ t ϋ Ν i s t G,(x) = ||φ, - f Ii 
• j - Q J J J > Λ X 
und l i m G,(x) = 0 , 
—• CO 0 
Sei die Menge a l l e r χ £ Rn, für die φ_. χ nicht i n t e ­
grierbar i s t . Da cp. Treppenfunktion i s t . i s t M.. nach 3 - 2 . 3 
eine Nullmenge und damit nach 2 . 7 . 1 auch 
Ν = ί U Ν, U U Μ, 
Für a l l e χ % Ν i s t nun f. i n t e g r i e r b a r (Satz i n 2 . 6 . 1 ) 
χ 
Damit i s t der 1 . T e i l des Satzes von Fubini bewiesen. 
Wir betrachten nun die Funktion F : R n ~* C, die d e f i ­
n i e r t i s t durch: ' 
f L ( f ) , wenn f i n t e g r i e r b a r 
I X X 
F i x ) =' < 
\ b e l i e b i g aus C ? sonst. . , 
η 
Entsprechend gewinnen wir Φ . : R - C aus φ .. 
J — J 
Für a l l e χ | Ν g i l t : 
| « a ( x ) - F i x ) ! - |i(» j > x) - L ( I x ) I = \W}>I - t x ) \ 
Das bedeutet: 
U . - F j ^ G . + H , , wobei Η. : | n ~> [0,»[ 
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eine geeignete Punktion i s t . die außerhalb der N u l l -
menge Ν verschwindet. Weiter f o l g t : 
P , - Fi! * ÜG, + H.|; ^ I l G . i l + ÜH.il = ÜG ü ^ 1 ή 
J J J J J J ρ Ο 
also l i m ||Φ . - p|| - 0 · Nach 3 . 2 . 3 i s t (l , i n t e g r i e r b a r 
j —»cc 3 
und L(§ .; = Li CD . ) . J J 
Aus 2 . 6 . 1 f o l g t damit: Ρ i s t i n t e g r i e r b a r und es g i l t : 
LfP) = l i m L(§ .) = l i m SC» .N = L ( f ) , 
-j—»CD «3 j ^ 0 0 ^ 
womit der ganze Satz bewiesen is< 
3 . 3 Berechnung von Integralen. 
ν 4-m 
3 . 3 . 1 Satz: Sei A c R *• " und f eine über Α integrier­
bare Punktion. D e f i n i e r t man 
Α Χ D F = Α n(x x,t ) = i y l ( x , y ) e A } 
und, 
pr^ A D f = [x j es gi b t y mit (x,y) £ A } . 
so g i l t ( i n der ungenauen Schreibv/eise).: 
J f ( x ; y ) dxdy = J = J f ( x , y ) d y j dx. 
Α Ρ Γΐ Α >" Αχ 
Der Beweis f o l g t unmittelbar aus dem Satz von Pubini. 
3 . 3 o 2 I n den Anwendungen t r e t e n häufig die folgenden 
Spezialfälle von 3 . 3 . 1 auf: 
Satz: (a) Sei rn = 1 und X c Rn, außerdem seien zwei 
Punktionen α,β : Χ - R mit α £ β gegeben. Pur die Menge 
A D f = i ( x ? y ) | χ α , α(χ) ^  y ^ β (χ)} c g n + 1 g i l t : 
pr.A. = X und A^ = [ a ( x ) , ß(x)]. 
ι χ 
I s t f eine über Α i n t e g r i e r b a r e F unktion, s o g i l t : 
J*f(x,y)dxdy = J [ / f f x . v 5 dyj dx 
A X L α J' χ ) , β;: χ ; ] 
(b) Sei m = 1 und X kompakt i n R11; α, β : Χ - g seien 
stetige_ Funktionen m i t : α ( χ < β( x)_ für a l l e χ £ X . 
Dann i s t A -Q£ - i ' x * y ) ' * ^ Χ* α ·' χ) ^ y ^ ß(x)i 
komoakt, jede i n Α s t e t i g e Funktion f i s t i n t e g r i e r b a r - _ ρ ,.^ ··— · ··• — 
über Α., und das I n t e g r a l J ^  f ( x , y ) d y e x i s t i e r t im ele 
menta.ren Sinne. 
Beweis^ 'a) t r i v i a l . 
b; 1 . Α i s t kompakt: Sei fx..,y.. ) eine Punktfolge i n A. 
Wegen χ. £ X für a l l e j g i b t es eine T e i l f o l g e fx. ), 
die gegen e i n χ £ X k o n v e r g i e r t . Als s t e t i g e Punktionen 
auf e i n e r kompakten Menge haben α und β e i n Minimum und 
e i n Maximum. Es g i l t : 
Es g i b t also eine T e i l f o l g e (y, ) der Folge (y, ) , die 
gegen e i n y £ [Min α, Max ßj k o n v e r g i e r t . Dann konver-
g i e r t ( x ^ , y^ ) gegen (x«,y). Ferner f o l g t aus der . 
S t e t i g k e i t von α und β 
α(χ) y < ß(x). 
also ( x ? y ; £ A. Die Folge ( x . , y . ) hat also einen 
Häufungspunkt i n also i s t Α kompakt. 
2 . f . i n t e g r i e r b a r über Α f o l g t aus 2 . 8 - . 
5 . f ( x , y ) a l s Funktion von y elementar i n t e g r i e r b a r f o l g 
aus 2 . 9 . 4 - und 2 . 9 . 5 . ' 
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Unter Umständen kann das I n t e g r a l über X i n analoger 
V/eise durch ein eindimensionales und ein (n - 1 )dimensionales 
In t e g r a l ausgedrückt werden, usw. 
3 
3 . 3 . 3 Beispiel: V/ir wellen das Volumen der Kugel i n R aus-
rechnen, d. h. m(A) bestimmen für 
A D f = { ( x , y , z ) | x 2 + y 2 + z 2 < r 2 } cz R 5 
für ein beliebiges r ζ R . Wir erhalten: 
mi'a) = f l dx dy dz = Γ [ 1 dzjdx dy = 
\ "2 2 . 2 / 2 2 Τ Α χ +y ^ r - / r -x -y 
— 2 -•/r -x 
= 2 f / r 2 - x 2 - y ? dx dy = 2 / [ tf / r 2 - x 2 - y 2 dy]dx. 
2 2 2 / ~ ~ 2 — 2 ~ χ +y £r - r V r -x 
Dies kann weiter ausgerechnet werden. Einfacher i s t 
jedoch folgender Weg, wobei 3 . 3 . 1 mit η - 1 , m = 2 ange­
wandt wird: 
r 
m(A) = [ 1 dx dy dz = f L Γ 1 dy dz] dx = 
•λ ' 2 2 ^ 2 2 A - r . y + z ^ r -x 
ρ / 2 2n 4 3 = J π ( r - χ )dx = t π ^ 
- r ^ 
(Das innere ..Integral im 3 . Term bedeutet j a nichts anderes als 
die Fläche eines Kreises vom Radius Jv^ - x u.) 
3 . 4 Das Cavalierische Prinzip. 
Dieses Prinzip wird häufig zur Volumenberechnung herangezogen, 
Es besagt anschaulich, daß zwei Körper gleicher Höhe genau 
5 0 
dann gleiches Volumen haben, wenn die Schnittflächen bei 
Schnitten i n gleicher Höhe gleichen Flächeninhalt haben. 
Die genaue Formulierung l a u t e t : 
Satz: Seien Α und Β integrierbare Mengen i n R n + m, 
für a l l e χ € R n sei Α χ D f - iy \ (x,y) € A] C g m und 
Κ Df = ^ 1 (x,y) ^  B} c Rm. i s t m(A, ) = m(B, ) fast 
X — ^ X X 
überall i n Rn, so i s t m(A) = m(B). 
'Aus dem Satz von Fubini f o l g t insbesondere, daß m(A ) . 
χ 
und m(B r) fast überall i n Rn e x i s t i e r e n . ) χ — 
Beweis: 
ra('A) = J 1 dx dy = V" L J 1 · dyj dx = J ) dx 
A R n A v Rn 
— X — 
m(B) - J 1 dx dy = / [ J 1 dy] dx = J πι(Βχ) dx 
Β R n Β R n 
3 . 5 Bemerkung zur Schreibweise . 
Bei mehrfachen Integralen v/erden v/ir häufig die folgende 
Schreibweise verwenden: 
J* dx J F(x,y) dy; 
das s o l l dasselbe bedeuten wie: 
J L J F(x,y)dyj dx. 
§ 4 . Per TranεformatIonssat ζ. 
4 . 1 Volumen eines Parallelotops. 
I n der Analytischen Geometrie wird der Volumenbegriff 
folgendermaßen eingeführt: 
Seien x^ ,...? x n^ 3 n . Diese Vektoren spannen das Parallelotop 
Ρ = ρ(Χι,...,χη) = f u λ.χ.| 0 * \± - ι I 
auf. Es s o l l eine r e e l l e Zahl V(x^,...,x ) als Volumen von Ρ 
d e f i n i e r t v/erden. Läßt man für das Volumen auch negative Werte 
zu, wobei das Vorzeichen von der Orientierung von Ρ abhängt, 
so ergeben sich aus der i n t u i t i v e n Vorstellung folgende Be-
dingungen an die Punktion V: 
(1) ν^,.,.,χ.^, x.+y., x i + 1 , . . . , x n ) = 
( 2 ) V(xj,...,λχ.,...,x n) = λ V(x 1,...,χ ±,..*,x n), i = 1 , . ο , n , 
"(3) V(x^,...,x n) = 0 für l i n e a r abhängige x^ , ...,x n ? 
( 4 ) V(e. e ) = 1 für die Einheitsvektoren e. = (δ . . j ;j==1 , . . . , ' η ι ι j 
i —-1 ο β , η. ο 
Die Eigenschaften ( 1 ) und ( 2 ) kann man unter dem B e g r i f f 
„multilinear" zusammenfassen, ( 3 ) bedeutet „antisymmetrisch", 
d.h. aus ( 3 ) f o l g t : Vertauscht man zwei Vektoren i n der Polge 
( x ^ , . . . ? x ) , so ändert die Punktion V i h r Vorzeichen. ( 4 ) s t e l l t 
eine Normierung dar. 
Es g i l t dann: 
Satz 1 : Hat V die Eigenschaften (1) - ( 4 ) , so i s t 
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' χ 1 ι * · · · χ η ι \ 
V;/x1 , . . . ,χ ) = Det 
Χ^>ι * · · ° χ „ 
1 η ηη / 
Satz 2 . Sei u : I g - i g x l i n e a r und (u^..(j i , j = 1,....n) 
die zugehörige ίnxη)-Matrix, d.h. u(e.) = . u. . e . Dann 
_ j _ t J _ . ~. ^ _ 
g i l t für a l l e χ,,...,x, : 1 
V(u(x 1 ) , . . . , u ( x n ) ) = Det (u. ^ ) V i x r . . ^ x . ) 11' 
Die Eev/eise v/erden i n der Analytischen Geometrie geführt. 
Satz 2 besagt., daß sich das Volumen (eines Parallelotops 
bei einer linearen Abbildung mit der Determinante m u l t i -
p l i z i e r t . Das erklärt, warum im folgenden Transformations-
satz für Integrale die Funktionaldeterminante a u f t r i t t -
je d e n f a l l s dann, wenn man annimmt, daß der absolute Betrag 
von V(x^ , . · . >xn). mit dem Lebesgueschen Maß von P(x^ , . · . ?x ) 
übereinstimmt. Es wird sich herausstellen, daß das tatsäch-
l i c h der F a l l i s t ( 4 . 2 . 3 , Folg. 3). 
4 . 2 PormuIi e rung des Trans fο rrnati ons s at ζ e s 
4 . 2 . 1 D e f i n i t i o n e n : Sei Α offen i n R n und t : A - \'§m. 
r 
t heißt 0 -Abbildung, wennt i n Α r-mal s t e t i g d i f f e r e n z i e r -
r 
bar i s t . t heißt 0 -Immersion ( r ^  1 ) , wenn außerdem für 
jedes a ί Α das D i f f e r e n t i a l d t : .Rn - :Rm i n j e k t i v i s t , 
a — — 
d.h. wenn die Jacobische Funktionalmatrix J t ( a ) den Rang η 
hat. Das kann nur für η ^ m gelten. I s t sogar η = m, so i s t 
es mit Det J t ( a ) =|= 0 gleichbedeutend. Man nennt dann', t auch 
regulär. 
η r Sei nun auch Β offen i n R . t : Α - Β heißt C -Diffeomor-
phismus, v/enn t b i j e k t i v i s t und sowohl t als auch seine 
- 1 r 
Umkehrung t C -Abbildungen sind. I s t t eine b i j e k t i v e r - 1 r C -Abbildung, so i s t t genau dann eine C -Abbildung, v/enn 
t regulär i s t . 
4 . 2 . 2 Transformationssatz. 
η 
Vo raus set zung: A.B seien offen i n .R , und t : Α ~* Β sei 
1 
ein C -Diffeomorphismus. 
Behauptung: I s t f eine über Β integrierbare f komplexwertigej 
Funktion (insbesondere l i e g t also Β J_m I e f i n i t i o n s b e r e i c h 
von f ) . so g i l t 
f = f ( f°t)·! Det Jt 
Β A 
d.h. i n anderer Schreibweise 
/ i ( y ) d y - J f ( t ( x ) ) k L ^ mit y = t ( x ) 
Β A 3 (x 1 , . β ο .,χ η) 
Insbesondere wird damit behauptet, daß d a s I n t e g r a l a u f 
der rechten Seite e x i s t i e r t . 
4 . 2 . 3 Folgerung 1 . I s t (unter der Voraussetzung des Transfor 
matio-nssatzes) X c Α und f über tX i n t e g r i e r b a r , so i s t 
J f = J(f° t ) · j Det Jt | . 
tX X 
Beweis: Man wendet den Transformationssatz auf die Funktion 
g : Β - C an, wobei 
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y e tx 
y ζ Β - tX. 
Sei nun t : R1L - 'R11 eine a f f i n e Abbildung. Bann g i l t 
t ( x ) = b + t ' ( x ) mit b ζ R und einer linearen Abbildung 
η t f . Für jedes a € R i s t d t = d t ! = t ' , also J t ( a ) die 0 = a a 
zu t T gehörige Matrix (unabhängig von a!). Für ihre Deter-
minante schreiben v/ir auch kurz Det t . Es i s t Det t r- Ο 
genau dann, v/enn t b i j e k t i v i s t und daher eine a f f i n e Um­
kehrung hat. Wir nennen t dann a f f i n e Äquivalenz. Als 
S p e z i a l f a l l von Folgerung 1 haben wir: 
Folgerung 2 . Sei t : R - . [Γ" eine a f f i n e Äquivalenz. 
/ η 
( ( 1 . ) ) I s t X c R und f über tX In t e g r i e r b a r , so i s t 
Jf = |Det t j J f°t . 
tX X 
( ( 2 ) ) I s t X c yR n und X i n t e g r i e r b a r , so i s t 
m(tX) = jDet t|m(X). 
Insbesondere i s t m(tX) = m(X), v/enn jDet t j = 1 , also z. B. 
wenn t eine Bewegung (= isometrische Abbildung)ist. I s t t 
a f f i n mit Det t = 0 , so i s t tX i n einem (n - 1)-dimensionalen 
a f f i n e n Unterraum von Rn enthalten. Durch eine Bewegung 
kann man erreichen, daß er achsenparallel wird. Daraus f o l g t 
m(tX) = o . . ' 
Folgerung 3 . Für jedes Parallelotop P(x'1.,. . ο ,x n) i s t 
mP(x1,...,x ) = j V ( x . , . ο . , x ) j ( v g l . 4 . 1 ) . 
g'y) 
ι ( y 
- Λ 
1 ° 
Bev/eis: Sei t : R - . R die lineare Abbildung mit 
t(e..J = x^. Bann i s t P(x^ , . . . .x ) = tP( , . · . 9 , e^), also 
rnpix. , ο . . ,χΊ - iDet t ! mP( e, e ^ - !pet t ! - i v f x , : 
ι η - · 1 η' · 1 ' 
nach 4 . 1 Satz 1 (oder 2 ) . 
4 . 3 Bev/eis des Transformationssatzes: 
4 . 3 . 1 Per Bev/eis wird i n mehreren Schrit t e n geführt und ent-
hält eine noch genauer zu erläuternde Induktion über n. Pie 
Voraussetzung, daß t : Α - Β ein C -Piffeomorphismus i s t , 
wird von j e t z t an generell gemacht. Unter einem Quader ver­
stehen wir im folgenden grundsätzlich eine Menge der Form 
ix ' a. -; x. £ b. für a l l e i = 1 . . . . , n] a. , b. € rR 
1 1 1 1 1 = 
(also einen „achsenparallelen" kompakten Quader). 
4 . 3 ο 2 H i l f s s a t z : Für jeden Quader Q Α und jede auf tQ 
stetjLge Funktion f g i l t 
J f = S (f°t)'Pet J t j 
tQ Q 
(also die Behauptung von 4 . 2 . 3 Folg. 1 ) . 
Bemerkung: Da es sich um stet i g e Funktionen auf kompakten 
Mengen handelt, i s t h i e r die Existenz der Integrale von 
vornherein gesichert. 
Folgerung 1 . Hat Q kleinere Dimension als η .(d.h. a.. = b^ 
für mindestens ein i ) r so i s t m(tQ) = 0 . 
Beweis des Hilfssatzes: Sei zunächst η = 1 . Dann i s t 
Q = [.a,bj. Es i s t t ! ( x ) - Det J t ( x ) =|= 0 für a l l e χ € A, 
also entweder > 0 für a l l e χ ζ Q oder.< 0 für a l l e χ £ Q0 
Im ersten F a l l g i l t 
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tb b 
J f = J f ( y ) d y = J f ( t ( x ) ) t'(x)dx = J ( f - t ) f 
tQ ta a Q 
nach der Substitutionsregel für das Elementarintegral bei 
einer Veränderlichen. Im zweiten F a l l analog 
J f = 
tQ 
ta 
J f ( y ) d y 
tb 
a 
$ f ( t ( x ) ) t f ( x ) d x 
b 
= - J ( f - t ) t 
Q 
Sei also von j e t z t an η > 1. Wir beweisen die Behauptung 
zunächst für genügend kleine Quader Q: 
Sei a € Α. Wegen Det J t ( a ) f 0 enthält J t ( a ) mindestens 
ein von Ο verschiedenes Element. O.B.d.A. können w i r 
D t Ca) i= Ο annehmen. 
η η · 
I s t nun b = (b 1 ?...,b ) = t ( a ) , so f o l g t , daß sich die η 
Gleichung 
y„ = ^ ( Χ 1 >··· > X J 
i n einer Umgebung von χ = a und y n = b n nach x n auflösen läßt 
rT^n 
Genauer: 
V / i r betrachten die Abbildung u : A ·- E R A \ , die gegeben i s t 
durch: 
u ± ( x ) 
Es ergibt sich: 
Ju 
für i = 1,...,n-1 
für i = η 
0 
0 
•1 
D t η Ώ 
und daher Det Ju = D t . Die Abbildung u i s t also an der 
η η ° 
Stel l e a l o k a l umkehrbar, d. h. es gi b t offene Umgebungen 
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U von a und. V von (a^ , . . . 'an_-| '^ η) * 3 0 ^ aß 
u : U - V 
ein C -Diffeomorphismus i s t . Es gibt also eine (mindestens 
einmal) s t e t i g differenzierbare Umkehrung u : V -* U von u. 
Sei ν : = (t;U)°u : V - B, also t j u = v°u (v läßt sich 
1 
auffassen als C -Diffeomorphismus ν : V - Wp£= B i l d ν c B; 
für χ € U und y = t ( x ) g i l t : 
" x n - 1 ' y n > 
(y-i »· · · »yn;. ; 
I s t nun Q c u , so g i l t : 
J (f°t) JDet Jt j = 
Q 
= J ( f ' v u ) (JDet Jv|»u) JDet Jul 
Q (Kettenregel => J t = (Jv-u)'Ju) 
J(g-u) JDet Ju| (g . D f= (f-v).|Det Jv| , 
Q 
g i s t s t e t i g auf u(Q)) 
J'g(x 1 , · . . ,x n_ 1 , t n ( x ) ) · |D n"t n(x) | dx 1 . . .dx 
Q η 
Q = Q η 'n-1 X Q 1 ' Qn-1 c ^ i Qi c -R 
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= I dx,...dx Λ 
J ι η-1 
-η-1 
= .| dx 1 . . •dx n_ 1 
η-1 
(Anv/endung des Hilfssatzes im schon bewiesenen Pal l η = 1 ) 
= J g ( x 1 ( . . M X n . r y n ) dx 1...dx n_ 1 dy n 
("nach Fubinif das I n t e g r a l e x i s t i e r t , 
da g s t e t i g und u(Q) kompakt) 
= J g = J 'f°v;-,'Bet Jvj . 
u ( Q ) u (Q) 
J g ( X l ,...,x n_ 1 , t n ( x ) ) - | D n t n ( x ) j (Fubini) 
Ql 
J* β(χι '"·'χη-1 * y n ) d y n 
Um von h i e r aus weiter zu rechnen, definieren wir für jedes 
Μ c [R n 
n-1 l'.y - { ( X l , x n - 1 ) ! ( X l ,...,x n_ 1 ,y) € M} c R 
1 
(„Schnitt i n der Höhe y n ) . Der C -Diffeomorphismus ν : V - W c Ε 
hat die Eigenschaft ν η ί χ ι >···>xn_i* y) = y> l i e f e r t also eine 
b i j e k t i v e Abbildung 
ν : V —5> W c Β 
y y y y 
mit 
(v ) ± ( x 1 , . . . , x n - 1 ) = v i ( x 1 ,. . . , x n - 1 , y ) , i = 1,...,n-1. 
Daraus entnimmt man 
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Jv 
Jv 
\ 0 0 
also Det Jv = Det Jv J= 0. Daher i s t ν ein C -Diffeomor-
Υ ' Y n-1 phismus zv/ischen offenen Teilmengen von IR . V/ir machen 
nun die Induktionsannahme, daß der Transformationssatz 
für n-1 anstelle von η g i l t . Dann g i l t auch die Polgerung 1 
aus 4.2 i n dieser Dimension. Indem wir sie auf ν anwenden, 
e r h a l t e n v/ir 
J (f-v)·JDet J v j = 
u(Q) 
- J f ( v y ( x 1 ,. . . ,x n_ 1 ),-y)-[Det Jv | dx 1 . .. d x ^ dy 
u(Q) 
ΐ dy J f ( v (x 1 ,. .. ,x n >_ 1 ),y).-|Det Jv | dx 1-..dx n_ 1 
•B u ( Q ) y 
( P u b i n i ) 
J dy J* f ( y 1 , .. . , y n w 1 ,y) dy 1 . . •dy n_ 1 (Induktionsannah 
iE v y ( u ( Q ) y ) = (vu(Q))y 
I f 
vu(Q)=t(Q) (Pubini). 
Damit i s t der H i l f s s a t z für a l l e Quader Q c U bewiesen. Sei 
nun Q ein beliebiger Quader c A. Dann g i b t es zu jedem a € Q 
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eine offene Umgebung U mit der Eigenschaft von U. Da Q 
kompakt i s t , g i b t es eine Lebesguesche Zahl e > 0 für die 
Überdeckung (U | a ( Q) von Q. Durch achsenparallele a 
Hyperebenen zerlegt man Q so i n endlich.viele Teilquader 
Q Q, daß der Durchmesser von jedem Q. k l e i n e r als ε 
ist« also jedes Q. i n einem geeigneten U l i e g t . I s t nun f 
j a 
s t e t i g auf tQ. so f o l g t 
l l 
J f = l J f = ^ J (f°t)- JDet J t ! = J ( f - t ) - i Det Jt | . 
tQ j = 1 tQ. 3 = 1 Q Q J J » * · 
Dabei i s t zu beachten: Q. Π Q i s t zwar nicht immer leer, 
aber es i s t ein Quader von kle i n e r e r Dimension als n, also 
eine Nullmenge. Ferner l i e g t Q. Π Q ganz i n einem U . Da 
3 · κ a 
für solche Quader der H i l f s s a t z schon bewiesen ist«, i s t gern, 
Folg. 1 auch t(Q.) Π t ( Q v ) = t(Q. Π Q ) eine Nullmenge. 
3 κ 3 
Damit i s t die l e t z t e Rechnung g e r e c h t f e r t i g t und der Bev/eis 
des Hilfssatzes beendet. * ' 
4.3.3 Von hier.-„aus kann man ziemlich schnell, zeigen, daß der 
Transformationssatz und die Folg. 1 aus 4.2.3 gelten, v/enn f 
auf ganz Β s t e t i g und X offen oder abgeschlossen i s t . Eine 
offene Menge s t e l l t man dabei als Vereinigung von abzählbar 
vi e l e n Quadern dar und eine abgeschlossene als Differenz von 
zwei offenen. Damit der Induktionsbeweis schlüssig wird, muß 
man sich davon überzeugen, daß im Bev/eis des Hilfssatzes auch 
die Induktionsannähme i n entsprechender V/eise eingeschränkt 
werden kann. Das i s t tatsächlich der F a l l ; man braucht sie 
sogar nur für kompaktes X. 
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V/ir gehen nicht näher darauf e i n , sondern führen den a l l -
gemeinen Bev/eis zu Ende. Dazu eine v/eitere Polgerung aus dem 
H i l f s s a t z : 
Folgerung 2. Für_jeden Quader Q c Β und jede auf Q stetige 
Punktion f g i l t 
J f = J ( f - t ) . ' D e t J t | . 
Q t~ 1Q 
Bev/eis: V/ir v/enden den H i l f s s a t z auf t s t a t t t und 
g = (f°t}-'Det Jt I s t a t t f an. Dann i s t 
; g = ; r g o t - 1 ) - ; D e t j t - 1 ; = j f. 
t~~1Q Q Q 
Die l e t z t e Gleichung g i l t wegen 
—1 —1 —1 J t ( t y ) # J t (y) = J ( t t )(y) = Einheitsmatrix. 
4.3.4 Um den Transformationssatζ für beliebige i n t e g r i e r -
bare Punktionen zu beweisen,- benutzen wir Approximation durch 
Treppenfunktionen. Dafür i s t eine abkürzende Schreibv/eise 
η η zweckmäßig: Pur f : \R - C definieren wir Tf : -* C 
durch 
f f ( t ( x ) ) : J D e t J t ( x ) ; , χ € A 
( T f>< x> = Λ 0, χ € -,Rn - Α. 
L 
Dann i s t der Transformationssatz äquivalent mit der Aussage: 
η 
Pur jede integrierbare Funktion f : .R - C, die außerhalb 
von Β verschwindet, i s t auch Tf i n t e g r i e r b a r und L(Tf) = L ( f ) . 
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Τ kann man als Abbildung Ρ - F auffassen, wobei Ρ der 
Vektorraum a l l e r Funktionen l R n - C i s t . Τ i s t l i n e a r , 
d.h. 
(a) T (f + g) = Tf + Tg 
T i e f ) = cTf, c € C 
und hat außerdem folgende Eigenschaften: 
(b) ;TfI = T|f I . 
(c) Für Funktionen f , f^ , f ^ , ..... mit n i c h t -
negativen r e e l l e n Werten g i l t 
CO CO 
f £ ^ f k =* Tf * ^  T f k 
k · = 1 k=1 
(wobei die unendlichen Summen den 
Wert 00 haben dürfen). 
Pie Beweise für ( a ) , (b) und (c) ergeben sich unmittelbar 
aus der D e f i n i t i o n von T. 
4 . 3 . 5 Für eine beliebige Funktion f : R n -* C versteht 
man unter dem Träger von f die Menge 
Tr f = abgeschlossene Hülle von {x j f(χ) ^  0} . 
Df 
H i l f s s a t z : Seien Κ c U c g n , Κ kompakt, ü offen i n 
Dann g i l t : 
(a) Jeder (kompakte achsenparallele) Quader Q läßt sich 
durch achsenparallele Hyperebenen so In endlich, v i e l e 
(kompakte) Quader zerlegen, daß 
Q. η Κ ψ 0 r> Q . c υ 
(b) Zu jeder Treppenfunktion φ : :.gn - β'gibt es eine 
Treppenfunktion ψ, so daß 
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Tr (ι c υ 
ί'φ(χ) für χ € Κ 
oder 0 sonst. 
Bev/eis: 
Zu ( a ) : Man fasse U als offene Überdeckung (bestehend aus 
einer Menge) von Κ auf: dann gibt es zu dieser Überdeckung 
eine Lebesguesche Zahl ε > 0 (d.h. der Abstand von Κ und 
R -U i s t £ e). Nun wähle man die Zerlegung so, daß der 
Durchmesser von Q. für jedes j k l e i n e r als ε i s t . 
Zu ( b ) : Wir wählen einen Quader Q mit Tr φ c Q und zer­
legen ihn gemäß ( a ) . Sei K' die Vereinigung a l l e r Q. mit 
Q. Π Κ J 0. Dann i s t Κ kompakt und Κ c K 1 c u. Die durch 
/" φ(χ) , x € Κ 1 
Ψ(χ) = < 
Ι ο , χ 6 -δ -κ1 
d e f i n i e r t e Punktion hat die gewünschten Eigenschaften. 
4 . 3 . 6 Jetzt können wir den Transformationssatz für gewisse 
Treppenfunktionen beweisen: 
H i l f s s a t z : Sei φ : .g n ~* Q eine Treppenfunktion mit Tr φ c B. 
Dann i s t Τφ i n t e g r i e r b a r und Ρ(ΤΦ) = L(q>). 
.Beweis: Nach der D e f i n i t i o n einer Treppenfunktion g i b t es 
einen Quader Q, der Tr φ enthält, und dieser läßt sich i n end-
l i c h v i e l e Teilquader QT zerlegen, so daß Φ im Inneren jedes Q 
konstant i s t . Da der Träger.einer Treppenfunktion kompakt i s t , 
lassen sich diese Quader QT nach 4 . 3 . 5 H i l f s s a t z (a).noch 
weiter i n Teilquader Q" zerlegen, so daß g i l t : 
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a) Qt! Π Tr Φ =j= 0 => Qf c B. 
Für diese Q" g i l t natürlich auch: 
b) Φ i s t im Inneren von Q,! konstant. 
Pie endlich v i e l e n Q,f mit QM Π Tr Φ ^ 0 werden mit Q1 , . . . 
bezeichnet. Sei z. ( j = 1,...,t) der für a l l e χ aus dem Inneren 
<) 
von Q. konstante Wert von φ(χ); dann f o l g t : 
J • 
ι l 
L(cp) = f z , = ; Τζ.·! Det Jt | (nach 4.3.3, Folg. 2) 
' Φ ° t ) ·: Pet J t j (weil sich der Integrand vom 
* vorigen höchstens auf der N u l l -
menge t ' (Rand Q,) unterscheid 
det; s. 4.3.2, Folg. 1) 
= . J* (cp°t)|Det J t | (weil• t" 1Q^ Π .t~ 1Q k = t " 1 (Q.. Π Q k) fü 
üt"1Q 
j J j =j= k eine Nullmenge.; i s t ) 
= L(Tcp) (wegen Tr Τφ c t ~ 1 Tr φ c t~1UQ . = ü t~ 1Q.). 
j 3 D J 
4.3.7. H i l f s s a t z . Sei f : 'Rn -* C eine Funktion mit kompaktem 
i n Β enthaltenem Träger. Dann i s t ||Tf||^J|f[j . 
(Diese Ungleichung g i l t auch ohne Voraussetzung über Tr f , v/as 
wir jedoch weder beweisen noch benutzen v/erden.) 
Beweis: Sei 
a k S °- Q k o f f e n e r 0 ) Quader, k durchläuft 1,2, . . . ,1 oder 
a l l e natürlichen Zahlen. 
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(V/ir müssen hier offene Quader nehmen, um mit der D e f i n i t i o n 
der L^-Norm i n Einklang zu bleiben.) φ η i s t eine Treppen-
funktion: nach 4 . 3 · ! ? H i l f s s a t z (b) g i b t es eine Treppenfunk­
t i o n v^, die nur die Werte*0 , 1 annimmt und für die g i l t : 
(1 ) Tr i k c Β 
(2) *, ( x l = Φ η (x) für χ € Tr f 
w k 
( 3 ) * k s v 
Aus (2) f o l g t 
k 
also 
|Tf| = T|f| * L T(a k« k) = L a k ( T * k ) (nach 4 . 3 . 4 
( b ) , (c) bzw. - ( a ) ) , 
und daraus 
TfJMI ; a, (T*, ) k ^ T k ' 
k 
a, ί|Τψν II (nach der „Unendlicheck-Ungleichung") k^ 11 " Y k 
k 
; a L(T^( V) = / a v L(y, ) (nach 4 . 3 . 6 * und weil Δ k - " ^ k ' ~ L k -"^k 
k k *k S 0 ) 
" L a k j Q k ' ^ d e n n w e § e n (5) i s t L * k ~ L:pQ = i Q i c i ^ · 
k k 
Weil jj f [j nach D e f i n i t i o n die untere Grenze dieser Zahlen i s t , 
f o l g t die Behauptung. 
4 . 3 . 8 . Dieses Ergebnis erlaubt es, den H i l f s s a t z i n 4 . 3 . 6 
durch Approximation auszudehnen: 
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H i l f s s a t z . Sei f : 'Rn - C eine integrierbare Punktion mit 
aktern i n Β enthaltenem Träger. Pann i s t Tf i n t e g r i e r b a r 
und L(Tf ; = L i f ). 
Beweis: I L S g i b t eine Folge von Treppenfunktionen Φ . mit 
lim \. f — Φ . jj =0. 
Nach 4 . 3 . 5 H i l f s s a t z (b) gi b t es für jedes j eine Treppen-
funktion ψ , so daß ' 
J 
I r ί . c Β 
J 
j Φ .. (χ) für χ € Tr f 
ψ -, χ) = < 
J 'i Φ.ίχ) oder 0 sonst. 
«ν. «Ι 
Es f o l g t ' f - ν .. ' £ \ f - Φ . i und daher 
ÜTf - τψ. I! = Ii T(f - *.) II 
£ ||f - Ψ ,|| (nach 4 . 3 . 7 ) 
£ ||f Φ · I—:—> 0 für j - ». 
Nach 4 . 3 . 6 i s t Τψ . i n t e g r i e r b a r , also i s t Tf i n t e g r i e r b a r 
mit 
'L(Tf) = l i m ΐ(Τ·ψ .) = l i m L(* .) = L ( f ) . 
j — > CO J CO J 
4 . 3 · 9 · " Nun können wir den Bev/eis des Transformationssatzes 
zu Ende führen. Sei f eine Punktion, die über Β i n t e g r i e r b a r 
i s t . Wir wählen eine Polge v.on kompakten Mengen B., so daß 
B1 c B 2 c und Β = ÜB^ . 
Pas i s t nach 2.7.4 möglich. 
- S i -
Sex f . ; Rn - C d e f i n i e r t durch 
f (x ). χ ζ B-
V x ; -1 • • 3 
'^ ο , χ e Rn-B. 
Dann i s t 
J'f°t' ·'Det J t | = L(T;f . ' ) 
d 
t- 1B. 
J = K j f . j ) (nach 4.3.8, weil Tr f . c B, 
= f ! f i s ! | f ! . 
Β, ' Β 
Die Folge dieser Integrale i s t also beschränkt; wegen 
t" 1B, c t ~ 1 B 0 c und A = Ut~ 1B. 
1 2 η 
f o l g t daraus 
/(f»t)-JDet J t I = l i m J(f°t).JDet J t j 
A J. t Β. 
d 
= l i m l ( T f .) = l i m L ( f .) (nach 4.3-8) 
-j — • CO «3 -j — * CO <3 
= l i m Γ f = Γ f . 
-i—»CO 
J Β. Β -
d 
Damit i s t der Transformationssatz bewiesen. 
(Es sei noch einmal an den Gang der Induktion e r i n n e r t : 
Für η = 1 sind a l l e Beweisschritte ohne zusätzliche Annahmen 
durchgeführt worden. Für η > 1 haben v/ir im Bev/eis des H i l f s ­
satzes von 4.3· 2 den Transformationssatz ( 4 . 2 ) i n der Dimen­
sion η - 1 benutzt. Jetzt haben wir ihn i n der Dimension η er­
halten. Der In d u k t i o n s s c h r i t t i s t also durchgeführt.) 
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4 . 4 Verallgemeinerung. 
4 . 4 . 1 H i l f s s a t ζ [ Satz von Sard) : Se^ _ Α eine jof f ene Άβ^^2Ξ&2>« 
η • η 1 i n R , t = ; t„ , . . . , t ) : A ~* R~ eine C -Abbildung und =. _ · ! η - . „. .^ .^ JL*. 
Α (χ ! χ e Α und Det Jt: χ) == 0} . Dann i s t tA eine N u l l ­en Di ' _ _ _ ο 
menge. 
Bev/eis: Nach 2 . 7 . 4 läßt sich Λ als Vereinigung von abzählbar 
vielen kompakten (achsenparallelen} Würfeln V/ da r s t e l l e n . 
Nach 2 ο 7 . 1 brauchen v/ir nur zu zeigen, daß t(A Π W) eine 
Nu11menge i s t . 
Zu χ - (χ1,..,,xn) und y = ( y 1 , . . .,y n) aus W gi b t es 
nach dem Mittelv/ertsatζ der Differentialrechnung Punkte 
1 η 
s ,..,,z x auf der Verbindungsstrecke von χ nach y, so daß 
g i l t : 
t ± ( y ) - t i ( x ) = ^  D- jt i(z 1) (y. - x.) für i = 1, ,n 
0 = 1 
1 
Da W kompakt und t C -Abbildung i s t , e x i s i t e r t eine 
lipschitzkonstante a für tjW, d.h. 
(*) I t ( y ) - t ( x ) | * a · |y - x| für a l l e x,y € W. 
(Man kann z.B. 
a = \f ^  Max (D^ jt i(z) ) 2 
i , j = 1 25 €W 
nehmen.) 
Für a l l e χ € W bezeichne T x = (Τ x ...,T X ) : R n - R n 
die durch 
T x(y) = t ( x ) + d.t(y-x) für a l l e y € R n 
X — 
gegebene Abbildung. 
Daraus erhalten wir.für y € W 
η 
t ± ( y ) - T ± x ( y ) - ^ tD.t.Cz 1) - D.t.(x)} (y. - x.) · 
für i = 1,..„, η und schließen auf die Existenz einer 
monoton wachsenden Funktion g : (_0,°°1 " 10,°°ί, für die 
g i l t : 
l i m g f r ) = Ο 
r - Ο 
und 
(**) I t ( y ) - T x ( y ) | < jy - x! gf!y - x j ) . 
χ η 
I s t χ € A Q Π w, so b i l d e t I v "den R i n eine 'Hyperebene η : ! Η c R ab. Wählen wir jy - x; < d. wobei d eine b e l i e -
X — 
bige p o s i t i v e , re&le Zahl i s t , so f o l g t aus der Gleichung 
(> ) , daß t ( y ) 'y ζ W) i n einem zu H y p a r a l l e l e n Würfel mit 
dem Mittelpunkt t ( x ) und der Kantenlänge 2ad l i e g t . Aus der 
Gleichung (*-*) f o l g t noch, daß der Abstand des Punktes 
t ( y j von Η kl e i n e r g l e i c h d*g(d) i s t , also l i e g t t ( y ) i n χ 
einem zu Η pa r a l l e l e n Quader um t ( x ) vom I n h a l t 2 n d n an""^ χ 
(Vgl. F i g u r ) . 
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Sei nun b die Kantenlänge von W. V/ir zerlegen V/ durch 
achsenparallele Hyperebenen i n kompakte Teilwürfel 
( j = 1.2,..., i= 1,...,2^n) der Kantenlänge b-2 -^ 
( v g l . auch 2.7.4). I s t für ein i 
(1 * i s 2^ n) A Π w.^-f 0, so i s t 
mitW.^) s 2 n a11"1 n n ^ 2 b n 2 ^ n g(b / V 2 d ) 
( I s t nämlich χ £ A Q Π VT. ^  , so g i l t für a l l e y £ \'L 
'y - x; ^ b /η/2·1 ). 
Sei nun L. D f = I i ! 1 * i * 2° n und A Q Π V/^  £ 0} 
Für die Mengen V. ( j = 1,2,....), die d e f i n i e r t sind durch 
v. O f = u w.d, 
erhalten wir nun: 
t v 1 t v ? 3 η t v ^ = D f v t ( A o η w) 
c3 * 
und 
m(tV.) * 2 n a n _ 1 n n / 2 b n g(b /η/2*) -* 0, 
t) -j -*> CO 
Aus dem absteigenden Kettensatz (2.7.3) f o l g t : 
m(V) = l i m m (tV.) * 0; 
j —> CO 0 
daher i s t erst recht t(A Π V/) .'eine Nullmenge (s. 2.5.5 
(Eine Verallgemeinerung dieses Satzes und den gesamten 
Beweis f i n d e t man i n [ S ] 2. Kap. § 3). 
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4 . 4 . 2 H i l f s s a t z : I s t Α offen i n Rn, t : A - R n eine 
1 
C -Abbildung und Ν c Α eine Nullmenge_, so i s t auch t_N_ 
eine Nullmenge. Beweis: Sei Α ίχ I χ € Α und Bet J t ( x ) = 0} . ο DI x 
Dann i s t t(A Π Ν) nach 4.4.1 eine Nullmenge. Es genügt 
also zu zeigen, daß t(N - Ά ) eine Nullmenge i s t . Da 
Α - Α offen ist„ läßt es sich als Vereinigung von abzählbar 
ο 
vie l e n kompakten Mengen W dar s t e l l e n (2.7.4). Nach 2.7.1 
brauchen wir nur zu zeigen, daß t(N Π w) eine Nullmenge i s t . 
Für a l l e χ € A - A o i s t Det J t ( x ) f- 0. es gibt also zu jedem χ f. Α - Α eine offene Umgebung U c A - Α , so daß υ 0 ° ö χ ο r , 1 
t;U ein C -Diffeomorphismus i s t . Außerdem i s t W c U U , 
x x£A-A A 
und da W kompakt i s t , g i b t es endlich v i e l e 0 
Punkte x^ ,...,x g £ A - Α , so daß 
s 
W c U U, 1 = 1 x l 
Wir haben weiter: 
W Γι Ν c U (ü η Ν ). 
1 = 1 x l 
Es genügt demnach, zu zeigen, daß t(U Π Ν) ( l = 1,...,ι 
x l 
eine Nullmenge i s t . Das f o l g t aber aus 4.2.3 Folgerung 1, 
da wir auf t j u ( l = 1,....,s) den Transformationssatz 
x l 
anwenden können (s. auch 2.7.2). 
4 . 4 . 3 V/ir können j e t z t den Transformationssatz v e r a l l g e -
meinern: 
Satz: Sei U offen i n R n und t : U - R n C 1-Abbildung. 
- 72 -
Sei ferner A c υ, Β c R1 mit tA c Β und ra(B-tA) = 0, 
A D f = i x ! χ t Α und Det J t ( x ) = 0} und A! eine offene 
Teilmenge i n Rn mit: A! c A. tJA f i n j e k t i v und 
m(A-(A' U A )) = 0. Dann g i l t die Behauptung von 4.2.2· 
Beweis: 
Λ Π - Λ I — A 
A Df - A ο 
i s t offen i n A1 . und da Af offen i n R n i s t , auch offen i n Rn. 
Da t j A1 i n j e k t i v i s t , i s t auch tJA" i n j e k t i v . Außerdem g i l t 
j t ( x ) γ 0 für a l l e χ € A". Daraus f o l g t , daß t(A") offen i s t 
und t einen C -Diffeomorphismus A" - t(A") i n d u z i e r t . 
I s t f eine über Β integrierbare Punktion, so i s t f nach 
2 . 5 . 3 und 2.7.5 auch übert(At!) i n t e g r i e r b a r , und der Trans-
formationssatz liefert.zunächst: 
(f°t)°|Det J t j i s t über A,f i n t e g r i e r b a r , und es g i l t 
/(f° t ) : JDet Jt I = Γ f . 
AM tA" 
Zur Abkürzung sei F-Q£= (f°t)JDet J t j . Der Definitionsbe-
reich von Ρ umfaßt Α. Α läßt sich als disjunkte Vereinigung 
von A,!, Α und einer Nullmenge Ν schreiben: ο 
A = A" U A U Ν, ο 
weil nach Voraussetzung g i l t : 
m(A-(An U Α )) = ιη(Α-(Ατ U A )) = 0. ο ο 
Wegen Ρ j A = 0 i s t Ρ über Α i n t e g r i e r b a r , und es g i l t : 
• ο ο 
/ Ρ = 0. 
A 
ο 
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Weiterhin i s t Ρ über die Nullmenge Ν i n t e g r i e r b a r mit: 
J' Ρ = 0 (2.7.2). und wir erhalten nach 2.1.2 die I n t e g r i e r -
N 
barkeit von Ρ über Α und 
! Ρ = J Ρ + J P + J P = J Ρ . 
Α A" . Α Ν A" 
ο 
Andererseits s t e l l e n wir Β dar durch: 
Β = tA U Μ ='tA" U tA U tN U Μ 
ο 
mit 
Μ D f = Β - tA. 
Μ i s t nach der Voraussetzung eine Nullmenge. Nach 4,4.2 
i s t tN, nach 4.4.1 tA Nullmenge, also i s t auch 
ο • ° " tA r U tN U Μ und deswegen ο ° 
B' = tA U tN U Μ τ tA" 
Di ο 
* 
Nullmenge. Nach 2.7.2.2 i s t f über B' i n t e g r i e r b a r mit 
J f = 0, und Β läßt sich als disjunkte Vereinigung 
Β' 
Β = tA" ÜB* 
schreiben. 2.1.2 l i e f e r t . n u n 
I Ϊ = J ί + J f = ! f , 
Β tA" B* tA" 
und nach dem oben Bewiesenen erhalten v/ir: 
J f = / f = / ( f * t ) |Det J t ] , = /(f« t)° j'Det J t j 
Β tA" A" A 
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4 . 5 Anwendungen 
(Polarkoordinaten) 
4 . 5 . 1 Polarkoordinaten i n R' 
Wir setzen i n 4 . 4 . 3 
U = R 2 = {(Γ,φ)|Γ,φ € R1 
tir,cp'; •- (x,y ) = ( r cos φ, r s i n Φ) 
A = {(r,w ;! 0 * r , 0 * 2 π}' 
Β = R2 = tA 
Α' = {<>,φ)| 0 < r , 0 < φ < 2 π} , 
also 
tA' = R2 - ί ( x..y)|y = 0, χ * 0} . 
Dann erhalten v/ir: 
Jt (r,co) = 
9 x\ 
δ cp 
1 cos Φ - r s i n Φ 
\ 3 r l s i n Φ r cos Φ , 
und Det J t ( r , φ) = r 1 0 für ζ Α' . 
t i s t auf Α' i n j e k t i v , und der Satz 4.4 l i e f e r t für 
eine über X c R integrierbare Punktion f : 
J f(x,y)dxdy = / f ( r cos Φ, r s i n φ)τ dr-αφ 
X (t~ 1x)nA. 
4.5.2 Beispiet: Sei f ( x , y ) Df" β~
(χ2 + und 
A j Df = L _ J ' J J * L - j , j 3 c 1 . Nach .2.8 i s t f über 
A. ( j = 1 .2,...) i n t e g r i e r b a r , und es g i l t : 
J ! e ~ ^ 2 + y ^ | dxdy = J e" x 2-y 2 dxdy = 
A. A 
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J J 2 2 
J dx J e Λ ~ y dy (nach dem Satz von Fubini, 
v g l . 3.3.1 und 3.5) 
J 2 3 2 ^ 2 
f e~ x dx J e~ y dy = ( J e~ X d x ) 2 ^  
- x 2 2 
£ ί Γ e dx) < 00 (das i s t aus der Analysis bekannt 
Nach Satz 2.6.6 f o l g t daraus die Existenz des Integrals 
c - < x + ν ^ 
e - . j * u n ß ( j j _ e Gleichung 
2 
R 2 2 ' 2 · 
Γ e" ( x" + * > = f e " x " ) 2 
R R 
(Analog schließt man auf die Gleichung 
I β - ! χ ί 2 = (J e " x 2 ) n ) 
f- '. R 
t 2 2, P — ( X + V ) Den Wert des Integrals ! e v J ; wollen w i r nun mit 
B 2 
H i l f e der Polarkoordination berechnen. Nach 4.5.1 erhalten 
wir: 
2 _ 2 2 J e x y dxdy = J* re r drdcp = 
Β 2 A 
2π 0 0 2 
Γ Γ re r dr (nach dem Satz von Fubini 3.3.1) 
0 0 
9 co 
1 ~ r -
= 2π ° L - 2 e J ο = π β 
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Damit haben v/ir auch 
2 ρ —χ , /— ι e αχ = νπ 
—.CO 
und 
J e"W 2 = (/π ) n . 
4.5.3 Polarkoordinaten i n R 
Λ z 
Λ 
Wir setzen i n 4.4.3 
U - R3 = { ( Γ , Φ , Θ ) ! Γ,Φ,Θ € RJ 
/x\ . / r cos Φ * cos θ\ 
t(r,9,θ) = ! y = f r s i n Φ ·,cos θ | 
\z/ \ r s i n θ / 
Α = ί ( Γ , Φ , Θ )|· 0 * r , 0 * φ * 2 π , - \ s θ * | } 
Β = R3 = ΐΑ 
Α' = { (Γ,Φ,Θ ) j 0 < τ, 0 <'φ < 2π, - | < θ < | } , 
also 
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tA' - R^  - i ( x , y ? z ) ! y = Ο, χ * 0} 
Dann erhalten v/ir: 
^ cos cp*cos θ - r s i n co'cos θ - r cos Φ• s i n θ 
Jt(r,cp,6) = ^ s i n φ-cos θ r cos Φ-cos θ - r si n Φ-sin θ 
\ s i n θ O r cos 9 
2 
und Det Jt(r,<P,6) = s i n θ r s i n θ cos θ + 
2 2 * | 
+ r cos 6 r cos θ = r cos θ ={= 0 für (Γ,Φ,Θ) € AT 
t i s t auf Af i n j e k t i v und der Satz 4.4 l i e f e r t für eine 
3 
über X c R integrierbare Punktion f : 
J f dx dy dz = J f ( r cos Φ cos 9,...)r. cos θ drdtfdG 
Χ (ΐ~1Χ)ΠΑ 
4.5.4 Be i s p i e l : Volumen einer Kugel vom Radius a 
(K (0)) =_ J 1 dx dy dz =J r cos θ dr dcp dB 
Κ (0) m a v y r^a 
TC 
2 
J cos 8 d θ · j άΦ J r dr = 2 · 2 π ,· 2 ; = i a π 
o o 
π 
2 
η 
4.6 Polarkoordinaten i n R , das Maß der n-dimensionalen 
Einheitskugel. 
4.6.1 D e f i n i t i o n : Sei A c g n~ 1 χ]0,«[c Rn, Β c f und 
t : A -*B eine b i j e k t i v e Abbildung. Die Zahlen x^ , ...,x n ' 
heißen'„Bolarkoordinaten" des Punktes y = t ( x - j , . . , x n ) € B, 
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v/enn x^ den euklidischen Abstand r des Punktes 
Ii 
y = (y-j ? · · · »y ) vom Ursprung angibt, d.h. wenn g i l t 
n 
< Λ 2s 1/2 
x n = r Df = i y i Df = > 
i=1 
Bezeichnung: V/ir schreiben im folgenden: 
X J}£ = > · · · >^y^_-] ) ^ 5 < 
una 
( x , r ) für ( x , r ) € R n 1 xLO.~[ 
4.6.2 Konstruktion von Polarkoordinaten: Anschaulich 
können wir Polarkoordinaten für eine (später genauer zu 
bestimmende) Punktmenge i n R n folgendermaßen erhalten: 
η 
Sei y € R . Zunächst schneiden v/ir die Halbgerade von 
0 durch y ( i n R n) mit der(h-1 )-dimensionalen Einheits-
n—1 η 
Sphäre S , i n R , d.h. dem Rand der n-dimensionalen 
Einheits-(Voll-)Kugel i n Rn, dann projezieren wir den 
Schnittpunkt, den wir mit y bezeichnen wollen? vom Punkt 
(0,0,...,0,1) aus i n den Unterraum Rn~1 χ 0 von R n und 
n-1 S t e l l e n 
erhalten einen Punkt (x^ , . . · >xn_-| >0). 
Pie Zahlen 9 . . . 9 x - ^ 9- r = |yj können dann als Polarkoordi-
naten für den Punkt y aufgefaßt werden. Dieses Verfahren 
können wir auf a l l e Punkte der Menge B! D f = {yj |y|ry n^ 
anwenden und erhalten durch die Umkehrung die gewünschte 
Köordinat\en~jtransformation t o Genauer erhalten v/ir i n 
Formeln: 
79, -
1) Zu gegebenem y £ R : 
y = 1 y ( r =j= 0 für a l l e y € Bf ! 
und 
y. y. 
x = i _ = . — für y = .(y1 , ,y ) 
1 - y r-y 
J η J η 
und i = .1 , n-1 
(Aus diesen Formeln ersieht man, warum B! auf die Menge 
der Punkte y mit: ;y> =j= y n beschränkt werden muß.) 
ν n—1 2 ) Um nun t \ χ, r ) zu gegebenem χ € R und r €j03°°[ zu 
erhalten, berechnen wir zunächst: 
n-1 
S y 2 
2 2 i t , 1 r 2 X X ; X. Df" Z- i " / ν 2 ~ , " - "• λ2 ~ 
i=1 ( r - y n } ^ " V r - y n 
und daraus 
!x! 2 - 1 y n = r · _ _ — 
!x! 2 + 1 
sowie 
2 x. 
y i = x i ^ r ~ y n ^ = r ?2~"- f Ür'1 =Ί>···>η-1 
! χ ι + i 
d.h. t ( x , r ) = ( t ^ ( x , r ) ?. . . ,"t ( x , r ) ) i s t gegeben durch 
2 x ± 
— — — — für i - 1 , . . . ,n-1 
; XI +1 
>) t ± ( x , - r ) 
| X | ' für i = η . 
|x| 2 +1 
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4.6· 3· V i r v/ollen nun diese Abbildung t genauer unter-
suchen. Zunächst erweitern wir den Definitionsbereich 
von t auf den ganzen Rn, indem wir t für r ^  0 auch durch 
die Formeln (*) aus 4.6.2 definieren, t i s t dann eine Ab-
n η 
bildung R - R , alle r d i n g s nicht mehr i n j e k t i v . 
Definieren wir nun eine Abbildung ' 
u = (u^(x) , . . . ,u ( x ) ) :Rn~'1 - R n durch: 
2 x, 
——~ für i = 1,...,n-1 
! x i +1 
ι ι 2 Λ \ χ; -1 
ο für i = η I I d Λ ; X * + I 
so können wir schreiben: 
u.. i x ) Df" 
t ( x , r ) = r°u(x) für a l l e ( x ? r ) ζ R n 1 x R 
n—1 
(Die Abbildung u b i l d e t den R b i j e k t i v auf die Menge 
Sn~1 - (Ο , .ο.,Ο,ΐ) c R n ab, d.h. u i s t die Umkehrung der 
(n-1 Stellen) 
stereographischen Projektion von 
Sn~1 - (0,...,0,1) auf g n ~ 1 ) . 
Für die Funktionalmatrix Jt von t g i l t : 
J t ( x , r ) D f - ( ( D v t ) ( x , r ) , . . . , . ( D n t ) ( x , r ) ) 
mit 
j r · (D ±u)(x) für i = 1 , . . . ,n-T 
( D . t ) ( x , r ) = j 
u(x) für i = h · 
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Damit erhalten v/ir: 
Det J t ( x , r ) = Det (r° (D-,u) (x) r° (D -| u) (χ) , u( x ) ) = 
= r n ~ 1 D e t ( ( D 1 u ) ( x ) , . . e , ( D n - _ e 1 u ) ( x ) . u ( x ) ) = 
n-1 ,Λ / χ = r Φ (χ;, 
n-1 
wobei Φ : R -* R durch 
^ ( x ) D f = D e t i ( D 1 u ) ( x ) , . . . , ( D n ^ 1 u ) ( x ) , u ( x ) ) 
d e f i n i e r t i s t . 
Man rechnet l e i c h t nach, daß die Vektoren (D,u)(χ),..., 
( D n _ 1 u ) ( x ) , u(x) € R n l i n e a r unabhängig sind. 
j n— 1 Also i s t φ(χ) ^ 0 für a l l e χ £ R , und daraus f o l g t : 
. J t ( x , r ) = r n ~ 1 φ(χ) {- 0 für a l l e r ± 0. 
4.6.4. Wir setzen i n 4.4.3 
U = R n 
t ( x , r ) = r ° u ( x ) , wie eben erklärt 
A . = Rn~1 x [ 0 , r o [ . ' 
' B. = | n = tA U [ y \ | y | = y n } 
Α' = | n ~ 1 x J0,»[' 
also tA' = B' r= i y | | y | f y 3 . 
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I s t f über J c R i n t e g r i e r b a r , so l i e f e r t der Trans-
formationssatz 4.4. 
J* f = J ( f - t ) - J D e t J t j = J r31""1 f (r°u(x))° |φ(χ) i 
γ ( t ~ 1 Y ) r u ( t ~ 1 Y ) n A 
Im folgenden setzen v/ir nun voraus: Zu der gegebenen 
Punktion f : Y - C gi b t es eine Punktion 
Ρ .: [0,°°L - Q . 
so daß f ( y ) = P(|yj ) 
und es i s t Y = K b(0) - Κ ( 0 ) . 
(Dabei s o l l gelten: a, b £ R U{«>}. und 0 ^ a < b, 
sowie K a(0) D£= i x j x € R n und Jx| ^  aK.und K b(0) analog). 
— 1 n— 1 
Dann i s t ( t Υ)ΠΑ '= R x [ a , b ] , und v/ir erhalten: 
/ f = • J . r n " 1 F ( r ) > ( x ) i = 
Y R n - 1 x [ a . b ] 
b . 
= J |φ(χ)|άχ| r n ~ 1 P(r) dr. 
T,n-1 ' 
R a 
Wenn a = 0 und F(r) = 1 (für a l l e r € LO, r o[), so i s t J f das 
Y 
Maß der n-dimensionalen Vollkugel vom Radius b, für das w i r 
errechnen: • 
/ f = J !Φ(χ)|4χ. 
Bezeichnen w i r mit k n das Maß der n-dimensionalen Einheits-
n 
kugel i n R , so g i l t 
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η · k = / !cp(x)|dx. 
Rn-1 ' 
4 . 6 . 5 Wir v/ollen nun den Wert-von k^ bestimmen. 
Aus den oben angegebenen Formeln erhalten w i r , wenn wir 
a = 0 und b = 00 setzen, 
J f = n-k n J F ( r ) r n 1 dr 
R n 0 
~ r 2 
I s t F ( r ) - e , so haben v/ir nach 4 . 5 . 2 
f f = f v / r ) n 
und damit 
ο n/2 
η . fc = ? π - < 
η 
0p - r 2 n-1, 
2 J e r c dr 
0 
Aus der Funktion im Nenner des rechten Ausdrucks er-
' · 2 halten wir durch die S u b s t i t u t i o n s r die aus der 
Analysis bekannte Gaußsche u-Funktion 
00 η _ · 
ü (2 ~ ^DJT J " . s . 2 G " " S d S 
0'' 
die der Funktionalgleichung 
m h(m-1) = ii(m) für a l l e m £ R 
genügt. 
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(Noch bekannter i s t die Eulersehe Γ-Funktion, die durch 
* \ χ , 11 \ x~~ 1 ) 
gegeben i s t . ) 
406.6 Zusammenfassend können wir f e s t s t e l l e n : 
(*) k = — 
i i - ρ ) 
für a l l e natürlichen Zahlen n. Speziell ergibt sich durch 
Rekursion aus der Funktionalgleichung: 
M) für gerade Dimensionen η = 2 l : 
k2-^ = TtV/ l ! 
(2) für ungerade Dimensionen η = 21 + 1: 
k 2 l + 1 = 2 2 l + 1 1 1 πΙ/(2Ι+1)! 
4 . 6 . 7 Bemerkung: V/ir können die Formel (*) aus 4 . 6 . 6 
geradezu als D e f i n i t i o n für ..ie Größen k benutzen, wobei 
wir uns nicht auf natürliche Zahlen η zu beschränken brau-
chen. Im folgenden kann z.B. o f t der Wert η = 0 nicht aus­
geschlossen werden, dann bezeichnet eben k Q die Zahl „1 
wie sich aus der Formel e r g i b t . 
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TL. K a p i t e l : Differenzierbare Unte rmaη ηigfaltigkeiten 
i n Rn und das Minkowskische Maß 
§ 5 Differenzierbare Untermannigfaltigkeiten i n g n 
5 . 1 Einführung und einfache^ Beispiele 
5 . 1 . 1 Gewissen Teilmengen des R n wird bei mathematischen 
und physikalischen Untersuchungen besondere Aufmerksamkeit 
gewidmet. Es handelt sich dabei um Mengen mit folgenden 
grob umrissenen Eigenschafteii (die genaue D e f i n i t i o n s t e l l e n 
wir noch etwas, d.h. bis 5 . 5 * zurück): 
Sie besitzen eine i n vernünftiger V/eise eindeutig 
bestimmte Dimension ρ (0 ^  ρ ^ n ) . 
Es t r e t e n keine Selbstdurchdringungen auf. 
Randpunkte gehören nicht dazu. 
Eine derartige Menge heißt „p-dimensionale T e i l - " oder 
η 
„Untermannigfaltigkeit (kurz' auch: M a n n i g f a l t i g k e i t ) i n g ". 
Wir behandeln h i e r nur den klassischen F a l l der „Mannigfaltig­
keiten ohne Rand"; i n der modernen mathematischen Forschung' 
werden auch Mannigfaltigkeiten „mit Rand" benötigt, jedoch 
können wir h i e r darauf nicht näher eingehen. 
Zusätzlich verlangt man o f t auch noch eine „differenzier-
bare"Struktur, was anschaulich besagt, daß keine „Ecken" auf-
t r e t e n . Man spri c h t dann von „differenzierbaren", oder auch 
„glatten" Mannigfaltigkeiten. 
Beispiele dafür sind: 
5 . 1 . 2 im Falle ρ .= 1 : > 
unendlich lange, g l a t t e Kurven i n R n ohne Doppel­
punkte , 
offene Teilstücke von solchen, 
topologische, g l a t t e . Bilder einer K r e i s l i n i e . 
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Jedoch i s t eine 8 oder eine einfache g l a t t e Schlaufe 
keine differenzierbare M a n n i g f a l t i g k e i t . 
5.1.3 im Falle ρ ~ 2: 
η 
unendlich ausgedehnte, g l a t t e Flächen i n R 
ohne Überschneidungen, 
offene Teilstücke von solchen, 
g l a t t e Zylinderflächen (unendliche oder offene Stücke), 
offene Möbiusbänder, 
topologische B i l d e r einer Kugeloberfläche, 
TorusOberflächen, 
nBrezeln-Flächen (zwei aneinandergesetzte T o r i ) , 
sowie a l l e diese Flächen mit Löchern, d.h. unter 
Abzug von abgeschlossenen Teilmengen. 
5.1.4 im Falle ρ = 3: Hier sei nur ein t r i v i a l e s Beispiel 
genannt: I n R i s t jede offene Menge eine 3-dimensionale 
g l a t t e M a n n i g f a l t i g k e i t . 
5.1.5 Wenn wir nun nach einer analytischen Beschreibung 
dieser Mannigfaltigkeiten mit H i l f e des p-dimensionalen 
„Grundraumes", des R^ , suchen, so s t e l l e n wir zunächst 
f e s t : Eine globale Beschreibung, d.h. durch eine einzige 
s u r j e k t i v e , differenzierbare Abbildung des Rp auf die 
Man n i g f a l t i g k e i t i s t nur für 1-dimensionale zusammenhängende 
Mannigfaltigkeiten.grundsätzlich möglich. Schon im Falle 
ρ = 2 besteht diese Möglichkeit nur für die ersten v i e r 
erwähnten Beispiele. Man bemerkt aber als gemeinsame Eigen-
schaft a l l e r angeführten Beispiele, daß jeder Punkt einer 
p-dimensionalen Mannigfaltigkeit i n dieser eine Umgebung 
b e s i t z t , die sich topologisch auf eine offene Menge i n R^  
abbilden läßt. 
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Dieser Gedanke führt uns nun zu den folgenden Definitionen, 
5.2 Lokale Karten und aridere lokale Beschreibungen von 
η 
Teilmengen i n R 
η 
Sei Μ eine Teilmenge i n R , ρ eine' nichtnegative ganze 
Zahl k l e i n e r oder g l e i c h n, sowie r eine nicht negative ganz 
Zahl oder unendlich, 
5.2.1 D e f i n i t i o n : Sei Uf eine offene Menge i n g^, V eine 
offene Menge i n g n und a € V Π Μ. Eine C r-Immersion 
g : IT ~* Rn, die IT topologisch auf V ΠΑ,·Μ abbildet, heißt 
„lokale Karte" oder „lokale Parameterdarstellung" von Μ um a 
(V/ir werden eine lokale Karte im folgenden o f t kurz - und 
nicht ganz exakt - durch „g : Uf - Μ " oder auch nur durch 
„g" symbolisch bezeichnen. Im P a l l r = 0 bedeutet 
„C° - Immersion" nichts anderes als „stetige Abbildung".) 
5.2.2 Bemerkung: Wir haben•in 5.1 .5 bemerkt, daß eine 
globale Beschreibung für ein-dimensionale Mannigfaltigkeiten 
möglich i s t . Aus der D e f i n i t i o n 5.2.1 kann man jedoch un-
m i t t e l b a r entnehmen, daß zur Beschreibung einer K r e i s l i n i e 
( v g l . 5.1.2) eine lokale Karte nicht ausreicht. Um das zu 
erreichen, müßte man i n 5.2.1 die Forderung „topologisch" 
durch die weit schwächere Bedingung „surjektiv" ersetzen. 
Es zeigt sich aber, daß man dann auch Gebilde durch solche 
lokale Karten beschreiben könnte,·die man nach unseren Be-
trachtungen i n 5.1.1 nicht als Manni{$altigkeiten bezeichnen 
möchte: Es sind dann nämlich Selbstdurchdringungen nicht aus 
geschlossen. 
Ein einfaches Be i s p i e l b i l d e t die „8", wie man sich 
l e i c h t überlegen kann. Selbst' die Abschwächung auf „bijektiv 
i s t nicht möglich: 
ÖB -
Sei g · πί - R" die Abbildung, die durch g'x! < D f = 
( s i n x f, s i n x f * cos x ! j für a l l e x f ί U' D f = -π. π L ge­
geben i s t . Das B i l d von g i s t wieder eine b, 'Dabei handelt 
es sich um eine der Lemniskate ähnliche Figur, jedoch nicht 
um die Lemniskate selbst, was i n [DHj S. 193 behauptet wird.) 
und g b i l d e t ]~π, πΙ b i j e k t i v , aber nicht topologisch auf 
g; ] -π , π L λ ab ! 
5 . 2 c 3 Sat ζ: I s t a ein beliebiger Punkt aus Μ und r > 0, 
so sind die folgenden Aussagen äquivalent: 
<a es gibt offene Teilmengen Uj i n | p und V-, i n | n , 
sowie eine C r-Abbildung g : \J\ ~* g n, so daß g : U-j - Μ 
ei:ie l;.:kale Karte von Μ um a und gt'UJj ϊ = V1 Π Μ i s t . 
v/o '· Es gi b t o f f e r u Teilrengen und V 9 i n | n , sov/ie einen 
Q^-Dii'i'eomorphismus h :. - Y^, so daß. a ζ , ? 2 u n d 
h iX- ΉΚ-);<0)) = V 0 Π Μ i s t (0 ζ R n ~ p ) . 
ίχο i Es g i b t eine offene Teilmenge Vv i n R n und eine Cr--öub-
me^i^n : y„ _ gn~P (c r-Submersion bedeutet: Rang 
JlX-cX = für a l l e χ € V,), so daß a t. Vv und ,^  
ο J . · . . \\ ,v->/ = f 1 ( 0 ) i s t (0 € R n "J 
eventuell er Vertauschung der 'Faktoren i A'^~ £ i o ^ 
0 3 o-ffe-e Teil.iengen V i n j|- und V" i n £.n""- sowie cdne7 
0x-AbbiVviu:io: " : γ» - ν" , so daß a €.7; . V£ und ^ 
... z^. .. l ^ I ' ^ _/ ^ ' JV ^ ^ 
ναr beweisen (a) - (b) i n ? . 2.4 , -(b) - C^ /'1 
5 . 2 o , [c^ => ( d) i n 3 . 2 , 6 und (d) =* ίa) i n :>..?. 7. · 
(a) ^ ("b) : \\±r haben offene Kengen ÜJ i n ^  ? ^  
vi i n ·ΕΧ und eine 0—Immersion g : ÜJ - ?/% 30/daß/ 
δ Ν U.| >I eine lokale Karte von Κ um a und = V. Π Μ 
I S L 
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Zunächst g i l t : 
Rang J g ( x ! ) = ρ - für a l l e x ! € UJj 
Nach eventueller Vertauschung der Paktoren i n g n können v/ir 
Pet (D ig.(a i ) I i, j = 1 ,. ... ,p) f Ο 
— 1 r 
annehmen ( a ! g ( a ) i ) . Wir betrachten dann die C -Abbil­
dung h : U' x Rn~p - Rn, äA e durch 
° α 1 = = 
h (χ',χ") -Df= g ( x T ) + (0,x 1 f) für a l l e χ' £U! ,x"£§n~p 
gegeben i s t . Pur die Funktionalmatrix dieser Abbildung g i l t ; 
' / ! Λ 
Jh a(a-,0) = I Jg (a<) i 
V ! s / , 
also Det Jh (a',0) = Det(D.g.(a*)) =j= 0. 
Paher ind u z i e r t h^ einen C r-Piffeomorphismus h^ : U ß -* V^  
zwischen einer offenen Umgebung U^  c-U-j x Rn~p von 
(a',0) € g n (0 £ g n~ p!) und einer offenen Umgebung 
Vß von ^ ( a 1 ,0) = g (a T ) .= a. I s t .nun 
Uß Df = ^ χ ί ί χ Τ ζ | Ρ und (χ',Ο) € Up] 
so erhalten w i r 
V U ß X 0 ) = g ( U ß ) c M n ν· 
Da g nach Voraussetzung U-j topologisch auf V^  Π Μ abbildet, 
g i b t es eine i n R n offene Menge Vy , so daß g i l t : 
Vy Π Μ = g(U^) = hß{U» x 0). · 
Wir setzen nun V 2 D f = V ß Π ν γ und U ? -Df=; h~ 1 (V 2>; 
dann ind u z i e r t h ß einen C^-Diffeomorphismus 
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h D f = h !U2 : U 2 - V 2 
der gewünschten Art. 
5.2.5 (b) ^  ( c j : V/ir haben offene Teilmengen Up und 
~ η 1 r Vp i n κ ," sowie einen C -Dif f eomorphismus h : Up - Vp, 
so daß a ί V 2 und h(Up Π | p χ ο) = Vp Π Μ i s t . Sei nun 
γι η—η η n—D pr ! ? : R - R"' * die Projektion von R auf R ~ , die durch 
p r n ( x ! , x " ) = x f ! für a l l e x< i g p , x" € g n ~ p 
gegeben i s t . V/ir setzen V^  "Vp und f p r , , o h 
Pann g i l t : 
f ( x ) - pr " ( x f , 0 ) = 0 für a l l e χ = h (χ1,ο ) 6 Vp Π Μ 
und 
f ( x ) = p r " ( x ! , x " ) •= x" f 0 für a l l e χ = h ( x , ? x , ! ) € V, 
sowie 
Jf = Jpr'V · Jh~ 1 ; 
-1 
daher f o l g t aus Rang Jpr" ; = n-p und Rang Jh •* =. n, daß 
r 
f eine G -Submersion i s t . 
Ν η 
5.2.6 (c) =* '(d): Wir haben eine offene Teilmenge V^  i n g 
und eine Cr-Submersion f : V^  ~v Rn~p, so daß a € V^ und 
V^ Π Μ = f ~ 1 (0) i s t . Also i s t -
Rang Jf = • n-p, 
und v/ir können nach eventueller Vertauschung der Paktoren 
annehmen: 
P e t ( P p + i ' f ^ (a) | i , j = Ί n-p) f 0. 
Pann läßt sich das Gleichungssystem 
f(χ', x") = 0 
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i n einer Umgebung von a nach x" auflösen, d.h. es gibt 
offene Mengen Vj i n Rp und i n R n - p sowie eine Cr-Ab-
bildung φ : Vj_ - , so daß a ( VJ x Vj c y„ i s t und für 
a l l e x' € g i l t 
x" = CD(X') » (χ" ζ VJJ und f(x'.x») = 0) 
also auch » ίχ',χ"} ζ Μ Π (ν j x Vj|) . 
Damit ergibt sich 
Graph Φ = Μ Π (γ^ χ v j ) 
5.2.7 !'d) =» ( a ) : V/ir haben offene Teilmengen V i n und 
V" i n E n _ p r · 
V x n § sov/ie eine C -Abbildung Φ : Vj - , so daß 
a "Df (a' . ?(a» }) € V.j x V» und Μ Π ( v | x Vj) = Graph Φ i s t . 
Wir setzen j ) f = Vj , = VJj_ x und definieren 
g : Uj -' durch 
g(x') = (χ',φίχ')) für a l l e χ' € Uj ... 
Es g i l t dann 
Jg (χ') = 
0 
0 
\ J < P ( X ' ) / 
für a l l e χ' € U.J , 
und damit i s t a l l e s bewiesen. 
5.2.8 Wir entnehmen noch aus 5.2.4 als 
Po Ige rung: I s t r > 0>_a_€ Μ jund g : U_'._..7L_M._girte lokale Karte 
η von Μ um a, so gi b t es offene-Mengen U und V i n R und einen 
CT-Diffeomorphismus h : U -* V, so daß 
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ϋ Π i| p χ 0 ) c U' x Ο (0 € Rn~P! ) 
h( x ! ,0) = g(x' ) für a l l e ( x f ,0) € U Π (R p χ 0) 
h(U Π (R p χ 0)) = V Π Μ und 
a € V 
5 . 2 . 9 Bemerkung: Im Pa l l r = 0 . b l e i b t der Satz 5 . 2 . 3 
nicht r i c h t i g . Die Aussage ( 2 ) i s t dann echt schärfer als 
Aussage ( 1 ) . V/ir können h i e r darauf nicht näher eingehen; 
der i n t e r e s s i e r t e Leser f i n d e t Beispiele und ins Einzelne 
gehende Literaturhinv/eise z . B . i n L H Y j . 
5 . 5 D e f i n i t i o n einer T e i l m a n n i g f a l t i g k e i t i n R" 
ρ und r seien wie i n 5 . 2 gewählt. 
5 · 3 . 1 D e f i n i t i o n (a) Eine Teilmenge Μ i n Ε heißt 
v/enn zu jedem Punkt 
a € Μ eine lokale Karte von Μ um a (gemäß 5 . 2 . 1 ) e x i s t i e r t . 
Eine C°-Mannigfattigkeit heißt auch -üpologische Mannigfaltig-
k e i t , eine C r-Mannigf a l t i g k e i t mit r > 0 i s t eine d i f Deren-
zierbare M a n n i g f a l t i g k e i t . 
Eine Pamilie von lokalen Karten (g^ : U| ~* Μ j i € J) 
eigner M a n n i g f a l t i g k e i t M, wobei J irgendeine Indexmenge 
bedeutet, heißt ein Atlas für M, wenn 
Μ = . U g (U!) 
i€J 
i s t ο . ' 
5 . 5 . 2 Aus dieser D e f i n i t i o n ergeben sich unmittelbar die 
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Folgerungen: (a) Für jeden Punkt a einer differenzierbaren 
Mannigfaltigkeit Μ gelten die Aussagen (aj_ - ( d j von Satz 
" Jede offene Teilmenge einer p-dimensionalen p r-Manriig~ 
n. r f a l t i g k e i t i n R i s t eine p-dimensionale C^-Mannigfaltigkeit 
_ _ _ _ — -
3.4 Die Diffeomorphie der Kartenwechsel 
Satz: Seien g 1 : U-j - Η und g 2 : U£ - Μ lokale Karten 
einer p-dimensionalen ^ - M a n n i g f a l t i g k e i t Μ i n RN. 
"ist für i 
χ Λ * η rr ^ er f TT t f) r r /' TT τ %; · 
\ v ^ D f toi '-^  - U1 · •• ^ 2 ~ 2 ' 
so induziert. g~1 g.j eine topologische Abbildung 
^ .: A-j - A^, die gegeben i s t durch 
V yv- = t(x») D f » χ- £ Α· , y' € A' und g^x'O = g 2 ( y ' ) -
Püf\£^> 0 i s t t ein Cr-DiffeomorphismuSc ·' 
sBgxvois: Aus der D e f i n i t i o n der Mannigfaltigkeiten f o l g t 
unmittelbar, daß t eine topologische Abbildung i s fr; Sei 
aloo r > 0; dann haben wir nach 4.2.1 nur noch zu zeigen, 
daß^ f a l l s A,j =' 0 A£ i s t - die Abbildungen Vund. t 
C1-Abbiläungen sind.' 
Sei-ihm a•€ g (U.J ) Π g 2(ü^). Dann sind g 1 und g 2 lokale 
Karten von Μ um a. Nach 5.2.3 g i b t es offene Mengen U,( 
und i n § n, sowie einen C r-Diffeomorpiiismus h 2 : LT2 V 2 ' 
so dap ' • . - • · 
U 2 Π (|p x 0) c u 2 x 0 
h 2(3" ,0).= g2(y» ) für a l l e (y\,0) € U 2 Γι (R£ x 0) 
- 94 
h 2(U 2n'R/ χ 0)) = V2 Π Μ und 
a ζ V2 
i s t . Sei 
B-j D f = (g - , ι υ ] ) η g 2 ( u < ) η v 2 ) . 
B.J i s t offen i n Rp und enthält ( a ) . g^ induziert 
r 
eine C -Abbildung g.| : B.J - V 2 , und wir erhalten: 
t i B j = pr' h~ 1 gj; , 
I i 0 
wobei p r ! : R λ - R" die natürliche Projektion bedeutet, 
die durch 
p r f ( x f = x ! für a l l e χ ! ί Rp, x!f € Rn~p ι r gegeben i s t . t ; B,j i s t damit Zusammensetzung von C -Abbildungen r — 1 und selbst auch C -Abbildung. Also i s t t an der S t e l l e g^ (a) 
r-mal s t e t i g d i f f e r e n z i e r b a r . Da das für a l l e a £ g>| (U^ ) Π &2^2^ 
g i l t , f o l g t , daß t C r-Abbildung i s t ; ganz analog ergibt sich 
- 1 r 
auch, daß t C -Abbildung isto 
Tangentialvektoren, Tangential- und Normalräum 
Μ sei eine p-dimensionale -Mannigfaltigkeit i n R n und a 
ein Punkt aus M. 
η 
5 o 5 o 1 D e f i n i t i o n : (a) Ein Vektor ν € R heißt 
„tangential an Μ i n a,f, v/enn es zu einem δ > 0 eine 
1 - η G -Abbildung w : ]-δ, δ[ - g g i b t , so daß g i l t : 
( ( 1 ) ) w ( j -δ , δ L ) c Μ 
( ( 2 ) ) w (0) - a 
( ( 5 ) ) W (0) = ν · 
(wf bedeutet die Ableitung der Punktion w!). 
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b' Tie Menge IVΜ a l l e r TangentialVektoren an Μ i n a 
c i 
heißt der „Tangentialraum an Μ i n an<, 
η (c) Tie Menge Ν Μ a l l e r Vektoren aus R , die senkrecht a 
auf jedem Vektor des Tangentialraumes an Μ i n a stehen, 
heißt der „Normalräum zu Μ i n a" 
5 . 5 . 2 Bemerkung: I s t Κ eine offene Menge (d.h. auch 
1 
C -Mannigfaltigkeit; v g l . 5 .3 .2 Polgerung (b)) i n Μ und 
£ Μ , so g i l t : ο 
TM rn μ 
xa A l · 
5.5.3 Satz: Sei V eine offene Menge i n Rn, a ζ V und 
rp 1 j 
k : V ~> R eine C -Abbildung; v/eiterhin sei L eine Ο 
M a n n i g f a l t i g k e i t i n R rn 5 0 daß 
k(M Π V) c L 
i s t . Bann i s t 
(. d_k : R n - Rm bedeutet das D i f f e r e n t i a l der Abbildung 
Cd k) Τ Μ c Τ, / • a y a M a ) 
jn 
k xan der S t e l l e a ) . 
Beweis: Nach 5 . 5 . 2 i s t 
Τ Μ = Τ (Μ η V). a a' / 
Sei nun ν £ Τ (Μ Π ν) und w : ]-δ, δί - eine C'-Abbil-a — 
dung gem. 5o.1 ( a ) . Oann g i l t : kw : ]-δ, δ[ - ' f i m i s t eine 
1 
C -Abbildung mit: 
( ( 1 ) ) kw (j-δ, 6 L) c I 
( ( 2 ) ) kw (0) = k(a) 
(( 3 ) ) (kw)'(O) = (d e k ) ( w ' ( 0 ) ) = (d k)v; 
a d, 
also i s t (d k)v € T, / xL, und daraus ergibt sich die Behauptung. a -k(a) 
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5.5.4 Folgerung: I s t i n 5.5.3 η = m, k ein C'-Dif f eomor-
η 
phismus von V auf eine offene Menge W in.R A und 
k (Μ η V) = L Π' W, 
>o i s t 
(d k) Τ Μ = Τ-, , -xL. 
Beweis: Man v/ende 5.5.5 auf k und k an. 
5.5.5 Satz: Der Tangentialraum Τ Μ an Μ i n a i s t ein 
rn. 
ο-d i ]η e ηsiο nale r Unte r vektorrauin von R" . Be i Verwendung 
der lokalen Darstellu ngen von Μ gemäß 5 • 2 ' 3 g i l t : 
(a) Τ Μ = B i l d α .g 
c l et 
. a = g ( a' )! ) 
W) TaM = ' d f a , _ 0 ) h ) (R p x 0) (a = h (a' .on) 
c ; Τ Μ - Kern d i 
a a (d) Tt. Μ = Graph (d a a ,φ) (a = (a* .,cp(a' ) ) ! ) 
Der Normalraum Ν Μ zu Μ i n a i s t ein (n-p)-dimensionaler 
_ „;_._,^ .^ _ „. JLi .  -. 
.Untervektorraum von R n und zwar das orthogonale Komplement 
-V. Φ^Μ i n Rn. 
(JOer IT' !l bedeutet h i e r keine Ableitung.) 
Beweis: (b) gilt nach 5.5.4 wegen 
T ( a T ; 0 ) ( l P χ o) = g p χ o. 
(Man setze i n 5.5·4 Rp x 0 für Μ und die gegebene Mannig­
f a l t i g k e i t Μ für L ein sowie den Diffeomorphismus h gernäß 
5 . 2. 5 (.b) für k ) ; 
hieraus f o l g t nun auch, daß Τ Μ ein p-dimensionaler Unter-
a η ' vektorrauin von R i s t . 
(a) und ( c ) : Nach 5.2.3 (c) i s t f(M) = 0, also eine 0-dimensio-
nale C -Mannigfaltigkeit i n Rn""p, und v/ir erhalten aus 5.5 «3 
(d f ) Τ Μ c Τ 0 = 0, ' a- a ο ' 
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das bedeutet: 
Τ Μ c Kern d f . a a 
Andererseits erhalten v/ir wiederum aus 5.5.3 
B i l d d o ,g = ( d g ) RP c TM , 
und v/ir haben 
B i l d d n l g c Τ Μ c Kern d f . a a a 
An beiden Enden dieser Kette stehen aber p-dimensionale 
η 
Untervektorräume von R , also muß gelten 
B i l d d .g = Τ Μ = Kern d f . a a a 
ί(Γ< erhalten v/ir schließlich, indem wir i n einer geeig-
neten Umgebung Uf - R" von a T eine lokale Karte 
g : U! - Μ defin i e r e n durch. 
g(x') I ) f= ( Χ , , Φ ( Χ , ' ) ) für a l l e χ' € Ur . 
Wir haben dann für v ! £ Rp: 
( d a t g ) V = ( v ! , ( d a ! M ) ( v l ) ) ? 
also T M - Graph (d fcp). a a 
Die Behauptung über den Normalraum i s t t r i v i a l . 
5.5 ο 6 Folgerungen: (a) I s t g : U1 -» Μ eine lokale Karte 
— 1 
von Μ um a und a f g ( a ) , dann bilden die Vektoren 
(D 1g)(a'),-...,(D g ) ( a f ) 
eine Basis des Tangentialraumes Τ Μ an Μ i n a. 
- . „. a 
(V) I s t f : V 5 - g n ~ P eine C1-Submersion gemäß 5.2.5 .(c), 
so g i l t : 
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TrΜ = {ν ! ((grad f . ) ( a ) , v ) = 0 für j = 1 ,...,n-p} 
—("__ . . _ _ . <~l - - -(„((grad f . . ) ( a ) , v ) l f bedeutet das innere (Skalar-)Produkt 
der Vektoren (grad f . . )(a) und ν}· 
(c) I s t f wie i n (b) bestimmt, dann bilden die Vektoren: 
(grad ) ( a ) , . . . . . (grad f n _ p ) ( a 
e i ne Bas i s _ d e s ^  Nor ma l räume s zu , Μ i n a. 
Beweis: (a.) Rang ((D 1 g) (a 1 ) Λ . . , (D^g) (a 1 )) = ρ· 
1 _ 
da g eine C'-immersion i s t . Also sind die Vektoren 
( D 1 g ) ( a ! ) , . . . , ( D ^ g ) ( a f ) l i n e a r unabhängig. Pur jedes ι ρ 
j - 1 · . · , , :o g i l t außerdem: 
(D.gKa' } = (d , g j i e .; , j a j 
wenn e^;,...?e die natürliche Basis von d a r s t e l l t 
daraus f o l g t nach 5 . 5 . 5 (a). 
(]j,g) (a 1 ) € TM für j = 1 , . . . ,p\, 
c a und aus dim (TM) = ρ f o l g t die Behauptung, a 
(b) Nach 5 o 5 o 5 (c) g i l t : 
• ν € Τ .M » (d f W = 0. 
a % a 
Die rechte Seite i s t aber äquivalent zu 
( d a f j ) ν = 0 für j = 1,...,n-p, 
das i s t aber wiederum gleichbedeutend mit: 
((grad f . ) ( a ) , v ) =-0 für j = 1,...,n-p. 
Ν 1 
(c) Da f eine C -Submersion sein s o l l , i s t 
d a f 1 \ / (grad f Λ )(a) 
Rang J : \ = Rang : !l = n-p: 
d f / \ (grad f . )(a a n-p/ \ to n-p - x · 
d.h. die (n-p)Vektoren (grad f ^ ) ( a ) , . . . , ( g r a d f n _ p ) ( a ^ 
sind l i n e a r unabhängig; sie liegen nach (b) i n NM; 
a 
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da aus dim Τ Μ = ρ f o l g t : dim Nr Μ = n-p, bilden sie also a a 
eine Basis von Ν Μ. 
a 
5 . 6 Orientierung von Mannigfaltigkeiten 
5 . 6 ο 1 Orientierung von Vektorräumen 
ν.,...,v und w. .. . . .,w seien Basen eines p-dimensionalen 
1 ' ρ 1 ' ρ r 
r e e l l e n Vektorraumes Vp. Dann g i b t es genau eine nicht singu­
lare (ρ x ρ)-Matrix Τ = ( t . .)· s ° ^aß g i t t : 
Ρ 
w. = t . . ν . für i = 1 , . . ο . ρ. ι - - I D d 
J = 1 
Wir sagen, die Basen v 1 , . . . ,v und w.( , . · · >wp sind 
g l e i c h o r i e n t i e r t , v/enn Det Τ > 0 i s t , bzw. sie sind ent­
gegengesetzt o r i e n t i e r t , wenn Det Τ < 0 i s t . Da -T nicht 
singular i s t , i s t Det Τ immer von Null verschieden, die 
Relation „gleichorientiert" ' i s t eine Äquivalenzrelation, 
und w ir können sämtliche möglichen Basen von V p i n zwei 
Äquivalenzklassen g l e i c h o r i e n t i e r t e r Ba.sen e i n t e i l e n . 
Eine solche Äquivalenzklasse nennen wir Orientierung^ von j . 
I s t Vx = R1 , so nennen v/ir die Orientierung Ce^,...,e j 
die natürliche Orientierung von Rp. 
( I s t ν. ,...,v eine Basis von Vp, so bezeichnen wir durch 
1 : ρ 
l.v-j-, . . . ,v j die Orientierung von V P, d.h. die Äquivalenz-
klasse g l e i c h g e r i c h t e t e r Basen von V p, die durch v 1 ? . . c , v 
repräsentiert werden kann. V/enn v/ir eine Orientierung ohne 
Angabe einer Basis symbolisch beschreiben wollen, gebrauchen 
wir den Buchstaben „o" u.a.). 
Ein o r i e n t i e r t e r p-dimensionaler, r e e l l e r Vektorraum (Vp_,( 
i s t e in p-dimensionaler, r e e l l e r Vektorraum V p zusammen mit 
einer Orientierung ο von Vp. 
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Sind (V p,0 ) und (V/p,0 } o r i e n t i e r t e p-dimensionale, r e e l l e ν x w 
Vektorräume, so heißt ein Isomorphismus h : Vp -> Wp 
orientierungserhaltend, v/enn folgendes g i l t : 
I s t ,...,v eine Basis von Vp, die 0 γ repräsentiert, 
so i s t 
Lhv1 , . . . ,hv ] =• 0 W. 
( I s t diese Beziehung für eine Basis r i c h t i g , so auch für 
jede andere Basis, d i e O repräsentiert.) 
I n diesem F a l l sagen v/ir auch !fh führt die Orientierung 
0 von V p i n die Orientierung 0 von V/p über." 
Man sieht nun unmittelbar e i n, daß auch die Umkehrung eines 
orientierungserhaltenden und die Zusammensetzung zweier 
Orientierungserhaltender Isomorphismen wieder einen orien-
tierungserhaltenden Isomorphismus l i e f e r t . 
5·6.2 Nun können wir Orientierungen für eine Mannigfaltigkeit 
erklären: 
D e f i n i t i o n : (a) Sei Μ eine p-dimensionale C'-Mannigfaltigkeit. 
Eine Orientierung von Μ i s t eine Familie 0 = (ο I a ( M) mit 
folgenden Eigenschaften: 
( ( 1 ) ) Für jedes a € Μ i s t o_ eine Orientierung von TM. 
a a 
( ( 2 ) ) Es g i b t einen Atlas ( g ± : U£.- Μ | i € j ) für M, so 
daß für jedes i € J und x 1 = g ' (x) € U| 
d x , g i : RP - Τ χΜ. 
die natürliche Orientierung von Rp i n o^  überführt, 
(b) Eine M a n n i g f a l t i g k e i t , zu der es eine Orientierung . 
g i b t , heißt o r i e n t i e r b a r ? sonst nicht o r i e n t i e r b a r . 
.(c) Eine C -Mannigfaltigkeit Μ zusammen mit einer Orien­
tierung 0 heißt „orientierte Mannigfaltigkeit (M,0)". 
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Eine lokale Karte g : U' -M. so daß d ,g für jedes χ' £ U 
die natürliche Orientierung von Rp i n ο überführt, heißt 
— χ 
dann o r i e n t i e r t e Karte. Ein Atlas für Μ gemäß Bedingung 
( ([ 2 } : i n (a ) he iß t „ o r i e n t i e r t e r At l a s 1 1 . 
(Ein o r i e n t i e r t e r Atlas enthält also nur o r i e n t i e r t e Karten!)» 
5.6 * 3 Satz: Seien g 1 : U.J -» Μ und g ? : - Μ o r i e n t i e r t e 
r 
Karten einer p-dimensionalen o r i e n t i e r t e n C -Mannigfaltig-^ 
k e i t 'Μ,Ο). I s t für i = 1 ,2 
A? s f = g^1 i g ^ I J ^ ) η g^UJ)) ψ 0^ 
so erhält der Diffeomorphismus t : A,j ~> A£ ( v g l . 5.4) 
die Orientierung, d.h. es g i l t für a l l e x ! £ Aj 
L'C x^t t ) ( e 1 ), „, 0 , ( d x , t )(e. p).j = [ e 1 ,.,.,β.^. 
S£veis_£_ Aus der D e f i n i t i o n von t f o l g t unmittelbar 
"v d x , t = ( d t ( x t ) g 2 ) - 1 . ( d x , S l ) . 
Nach Voraussetzung sind -^^  ( x τ )S 2 u n ö" d z r S 1 o r i e n ^ i e r u n S s ~ 
erhaltend ( v g l . die D e f i n i t i o n der o r i e n t i e r t e n Karten i n 
5.6.2 ( c ) ) . Die Behauptung f o l g t dann aus den Bemerkungen 
am Ende von 5.6.1. 
5.6.4 Beispiel für eine nicht orientierbare Mannigfaltigkeit^ 
Das offene Möbiusband (2-dimensionale Mannigfaltigkeit irr 
R^) läßt sich folgendermaßen beschreiben: Es i s t die B i l d -
menge Μ der s t e t i g differenzierbaren Abbildung 
S ' R ·< J - 1 , 1 l ~* R^  c, die durch 
δ(χ.Ο") = (O-y s i n x/2) cos x, ( 1 - y s i n x/2) s i n x, y cos x/2) 
gegeben, i s t . 
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(g i s t keine lokale Karte, da die Abbildung auf Μ nur 
s u r j e k t i v , aber nicht topologisch i s t ; v g l . 5.2.2). 
Den Bev/eis, daß Μ eine nicht orientierbare differenzierbare 
Mannigfaltigkeit i s t , müssen wir h i e r übergehen. Zur Veran-
schaulichung sei noch eine andere Beschreibung des Möbius-
bandes gegeben. Man nehme ein Rechteck 
(waagerecht offen, senkrecht abgeschlossen^ und verbiege 
es im R^  so, daß die beiden senkrechten Seiten mit gleicher 
P f e i l r i c h t u n g zusammenfallen. Damit erhält man ein topolo-
gisches B i l d des Möbiusbandes. 
5.6.5 Bemerkung: Jede 1-dimensionale differenzierbare · 
Mannigfaltigkeit i s t jedoch o r i e n t i e r b a r . 
5.7 Randmannigfaltigkeiten 
Sei Μ eine p-dimensionale C'-Mannigfaltigkeit i n | n (ρ ^ 1) 
und L eine Teilmenge i n M. 
5.7.1 D e f i n i t i o n : (a) Ein Punkt a € Μ i s t ein Randpunkt 
von L i n M, wenn jede Umgebung von a mit L und mit Μ - L 
einen nichtleeren Durchschnitt hat.. 
Die Menge a l l e r Randpunkte von L i n Μ heißt Rand von L j m j f f ^ 
Wir schreiben dafür auch Rd^L0 -
(b) Ein Randpunkt a von L i n Μ i s t regulärer Randpunkt von L 
i n M, wenn es eine lokale Karte g : U ! Μ von Μ um a g i b t , 
so daß g i l t : 
- 1 0 3 
gfU'H i^-^OLx R~ ) ) c L und 
g ( u f n G o ^ L x R- Μ - L 
( I n diesem F a l l muß a = g ( 0 , * , . . . * ) sein). 
Eine solche Karte heißt tiRandkarte_voη L i n Μ um a". 
(c) Ein Randpunkt a von L i n Μ i s t singulärer Randpun^t 
von L i n Yi? wenn er nicht regulärer Randpunkt von L i n Μ 
i s t ο 
Die Menge der regulären Randpunkte von L i n Μ bezeichnen 
wir mit 9 L, die der singulären mit GL. (9L U 6L = Rd^l, 
9L Π GL = p'). 
5 . 7 ο 2 Sat ζ: aL_ i s t eine \ p-1 )j-dimensiqnale C -Mannigfaltig-
Beweis: Sei a ζ 9L und g : IT - Μ eine Randkarte von 
L i n Μ um a. Dann i s t g ( U : ' n ( o x g p~ 1 )) c 9L. Bezeichnet 
Ό — 1 Ό 
i : RF -> RL die natürliche Inklusion, die durch 
i ( x H ) = (o,x n) für a l l e x" £ Rx gegeben i s t , und i s t 
V? i ( U T ) , so induz i e r t g°i !v T eine lokale Karte 
h : VT -* 9L von 3L um a. 
h heißt die „zu g gehörige Karte von 9 L". 
5 · 7 ο 3 Bemerkung: Rd^L und GL sind i n Μ abgeschlossene'Mengen. 
Das sieht man folgendermaßen ein: 
Rd^L = L - £• = L Π (M-D°), v/obei I die abgeschlossene Hülle 
und 1° den offenen Kern von L i n Μ bedeutet. 
Also i s t RdjyjL als Durchschnitt zweier abgeschlossener 
Mengen abgeschlossen i n M, 
Wir betrachten nun Rd^L mit der induzierten Topologie. 
Dann g i b t es nach 5.7.1(b) zu jedem Punkt a € 9L eine offene 
Umgebung i n Ed L, die Sl," nicht t r i f f t , nämlich g(U f .Π ο x'EP'~1 ) 
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ÖL i s t also offen i n Rd^L, 6>L i s t damit als Komplement 
von ÖL abgeschlossen i n Rd^L, und da RdlV[L abgeschlossen 
i n Μ i s t . auch abgeschlossen i n Μ · 
5.7.4 H i l f s s a t z : 'gei a ( ^L, g ; U1 " Μ eine Randkarte 
von L i n Μ jam_a und ;a ! g- (a;. Dann g i l t : 
(α) Τ ÖL - (d fg) ' 0 x Rp~1 > c τ M. a a τ · \.. . = ' a 
(b/ Bezeichnet e ^ . , . , - 0 ^ die natürliche Basis von R^  , 
ei ? v*°> e^_1 v o n Β ' u n (* h d i e s u δ gehörige Karte 
von ÖL um a, so i s t ^ 
'(d,-1 , Nh) f e! ) - Cd . gV e . ,) für i = 1 . . . . ,p-1 , 
d.h. insbesondere, daß d..\e Vektoren ( d Q , g ) ( e ? ) , , „ . ? ('. d Q t g) (e^) 
eine Basis von Τ ÖL bilden, a . 
"Qer Beweis i s t t r i v i a l . 
' \ 
5.7. kxHilfssatz:- Ist_p_> · 1__>_Jj o r i e n t i e r b a r 0_gine 
Orientierung von Μ und a € ÖL9 so g i l t : 
(a) Es gi b t eine o r i e n t i e r t e Randkarte g : IM i ^ 
vqn\L i n Μ um a. / 
(b) Sind : -U] - Μ und S 2 : U2 " M o r i e n t i e r t e Randkarten 
von>xI>in Μ um a, so i s t 
^wec-s t (a) Es gi b t zunächst eine Randkarte g : TJ1 ~> Μ 
v^/L i n Μ um a. I s t g eine o r i e n t i e r t e Karte., so sind 
w i i ^ f e r t i s ; andernfalls definieren v/ir g : 'R~ ~* RP durch V 
ν 
g ( x 1 ? . . . , x ) D f = ( ^ r ^ Ä y - ^ p ) 
\ für v\lte x r = (χ 9 . . ο ,Χ. ό)' " ζ ' R'p und setzen: 
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g : U! - Μ i s t dann eine o r i e n t i e r t e Randkarte von L i n 
Μ um a. (Die Voraussetzung ρ > 1 wurde zur D e f i n i t i o n 
von g benötigt), 
(b) Wegen d^. , = d,/ ,\g^ ° d t ( v g l . den Beweis zu 
a ι υ >v a ) d. a 
5.6.5) genügt es 
U d t ( a , Ng2 · d a 1 1 ^  ( > 2 ) , . . . j = [ ( d t ( ^ a f ) g 2 ) ( > 2 ) ] 
zu beweisen. 
Die Vektoren, die auf der rechten Seite dieser Gleichung 
auft r e t e n , spannen aber nach 5.7.4- (b; den gleichen Unter-
η 
vektorraum von R auf wie die Vektoren l i n k s . 
d.u/ , xg 0 i s t i n j e k t i v . da g 0 eine Immersion (s. 5.?.. 1 . 4 . . . ) 
c { a ) c. y 
i s t : also spannen die Vektoren (d r ,t)(e_.) j i = 2....,p) 
a r 
und e^ ; i = 2,., Mp) den gleichen Untervektorraum von 
Rl auf. Daraus ergibt sich zunächst: 
D 11 . - 0 für t = ( t t . ) und i = 2, . 0 » , ρ, 
I I ι ρ 
und es genügt zu. zeigen: 
L ( d a T t ) ( e 2 ) ? . . . , ( d a T t ) ( e p ) ] = [ e 2 , . . . , e p j . 
Die zugehörige Transformationsmatrix J Q erhält man nun aus 
der Funktionalmatrix J t ( a ! ) durch Streichen der ersten Zeile 
und Spalte. Für die zugehörigen Determinanten g i l t : 
Det J t ( a ! ) = .IL t-, · Det J 
1 1 ο -
Da t ^ ( . X | , . . . ) gleiches Vorzeichen wie x^ hat, kann D^t^ 
an der S t e l l e a f •= (o **•) nicht negativ sein. Weil 
Det J t ( a ' ) > 0 
i s t ( v g l . 5.6.5 und 5·6\Ί)? f o l g t 
Det J > 0 ο 
und damit nach 5.6.1 die Behauptung. 
1 06 
5.7.6 Sat ζ: (a) I s t Μ o r i e n t i e r b a r . so auch Ö L . 
(b) I s t 0 eine Orientierung von Μ und ι g^ : Uf - Mja ( δ L) 
^ .. —,._^a. . ..... 
eine? Familie von o r i e n t i e r t e n .Randj^jg^n^ori^L i n Μ um a, 
so i s t 
eine 0rieηtierung von ÖL, die sog. 4,iriduzierte Orientierung" . 
Liese Orientierung i s t unabhängig von der speziellen / 
Auswahl der Familie (g | a € ÖL), d.h. es gibt nur eine 
^-duzierte Orient*i 3rung, 
Leweis: Es genügt (b) zu bev/eisen. Um zu zeigen, daß 3o 
Vine Orientierung von 9L i s t , müssen v/ir noch die Bedingung 
\ 
0. 2 ) aus der D e f i n i t i o n 5.6.2 (a) nachweisen. Wir betrachten 
als Aulas für L die Familie (h . : V1 - 5L I a £ 3L;, 
V . s a a wobei h für jedes a ( 9L die zu g gehörige Karte von öL a a 
bezeichnet ( v g l . 5.7.2). 
r ι -ι- · = h 
a ' Df a ^ " Df D a 
Sei χ € Y< , χ τ.= h,(.x)'.€ öK, x' Of.= g p 1 ( x ) und 
a Df = h ä 1 '»· 
Wir haben zu zeigen: 
[ ^ 5 h a ' V - " ( d x h a ) e H ] = [ ( d x ' g x ) e 2 ' ^ - ( d x ' S z ) e p 3 
d.h. wegen 5.7.4: 
L U x , g a ) e 2 , . . . . , ( d x I g a . ) e p ] = [ ( d x , g x ) e 2 , . . . , ( d x , g z ) e p j , 
ä a S a j a eine geeignete lokale Karte von Μ um χ i s t ! 
Diese Gleichung f o l g t aber unmittelbar aus.5.7.5? indem 
man setzt: ^ ] j r . 8 a u n d ß 2 D f ^ 
Es b l e i b t nun die Eindeutigkeit der induzierten O r i e n t i e -
rung zu beweisen; diese f o l g t aber ebenfalls unmittelbar 
aus 5 ο 7.5 ( b ) . 
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δ 6 Das Minkowskisehe Maß 
6 . 1 Allgemeines über das Maß von nj^derdimensionalen 
Mengen i n Rn. 
6 . 1 . 1 Wir erinnern zunächst an ein bekanntes Verfahren zur 
Bestimmung der Länge einer ( r e k t i f i z i e r b a r e n ) Kurve: 
Sei h : I - Rn ein Kurvenstück i n Rn. Man t e i l e das Einheits-
i n t e r v a l l irgendwie i n m Abschnitte, die durch 
0 — t \ t · . . ^  t = 1 
ο 1 m 
bestimmt seien und bilde den Wert: 
m 
' rv t . ") - h ( t . ')\ 
i - 1 
(Es handelt sich um die Länge eines dem Kurvenstück ein-
beschriebenen Polygonzuges). I s t die Menge a l l e r dieser 
Werte - für beliebige m und 0 = t < . . . < . t m = 1 - be-
schränkt, so heißt das Kurvenstück r e k t i f i z i e r b a r , und man 
bezeichnet das Supremum dieser Menge als die „Länge" von h. 
6 . 1 . 2 I n Analogie dazu versuchte man nun das Maß einer 
Fläche als Supremum der Maße einbeschriebener Polyeder zu 
definieren. Es zeigt sich jedoch, daß das kein vernünftiges 
Maß e r g i b t : Schon bei einer endlichen Zylinderfläche, 
für die man ein Maß auf elementare Weise definieren kann, 
erhält man nach einem solchen Verfahren keine endliche 
Maßzahl, das zeigen z.B. die sog, „Schwarzsehen Stiefeischen" 
( v g l . H o Α ο Schwarz, Gesammelte Abhandlungen, Band I I , 
S. 309 - 311)· 
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6.1.3 Man muß also nach einem anderen Weg zu einem a l l -
gemeinen Flächenmaß suchen. Das i s t i n mannigfacher Weise 
bereits geschehen ( v g l . G. Nöbeling: „Über die Flächenmaße 
im euklidischen Raum". Mathematische Annalen, Band 118, 
Seite 687 - 701, 1941/43). Manche dieser Methoden lassen 
sich so verallgemeinern, daß man ein Maß für beliebige 
niederdimensionale Mengen i n R1" erhält. Unter diesen zeichnet 
sich die von Minkowski stammende durch besondere Einfachheit 
und Anschaulichkeit aus-(vgl. H. Minkowski: „Über die Begriffe 
Länge, Oberfläche und Volumen". Jahresbericht der Deutschen 
Mathematiker-Vereinigung, Band 9, Seite 115-121, 1901). 
6.2 D e f i n i t i o n des Minkowskischen Maßes 
6.2.1 D e f i n i t i o n : Sei Α eine nichtleere Teilmenge i n g n. 
(a) Unter dem Abstand des Punktes χ € g n von der Menge A 
versteht man die Größe 
αίχ,Α) i n f d(x,y) 
(Dabei bedeutet d(x,y) den gewöhnlichen euklidischen Ab-
stand [y - x| der Punkte χ und y ) . 
(b) Unter dem Paralleliörper von Α im Aj3Stander ( r > 0) 
versteht man die Punktmenge 
K r A Df = l'X 'ι X ζ = Π u n d d ( x ' A ) < r^ · 
I s t Α eine einpunktige Menge, d.h. A = i y ] für ein geeignetes 
y € g n , so i s t Κ Α nichts anderes als die offene Kugel um y 
mit Radius r; v/ir schreiben dann auch einfach Κ (y) s t a t t 
Κ Α. r 
Wir setzen außerdem: Κ JD' D f = 0. V 
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6.2.2 H i l f s s a t z : Sei A c: R und r > 0; dann g i l t : 
(a) Κ Α i s t offen i n Rn r ^ 
(b) K^ A i s t genau dann beschränkt, wenn Α beschränkt i s t . 
(c) Κ Α i s t genau dann i n t e g r i e r b a r , wenn Α beschränkt i s t ^ 
(d) Bezeichnet Ä die abgeschlossene Hülle von A_, so i s t 
Κ Α = Κ A r r 
(e) I s t Β eine weitere Teilmenge i n Rn, so i s t 
K r(A U Β) = Κ A U KrB und 
K r U η Β) c Κ Α Π KB 
(Sie Umkehrung der^letzten I n k l u s i o n ^ g i l t jedoch j . a. 
nicht ). 
3^eJ-ßA, K&) * ( b j t r i v i a l . 
(c) I s t Α beschränkt, so f o l g t aus ( a ) , (b) und 2.7.5, 
d^ |5 KrA i n t e g r i e r b a r i s t . Sei umgekehrt Α nicht beschränkt. 
Dann, gi b t es eine Punkt f olge • x 1 , -:2,... i n A, so daß g i l t : 
d(x.. ,x.) ^ 2 r , für i =|= j . 
D • 
Es f o l g t : 
. 0 0 
Κ A ^  U Κ (χ.) und 
i=T r 1 
Κ (χ.) Π Κ (χ.) = 0 für a l l e i ί= j . 
Wäre Κ Α i n t e g r i e r b a r , so würde sich aus 2.5.2 ergeben: 
l 
- > m(K A) * - ; m(K ( x . ) ) = l k rn, 
. r • • u,. r ι η 
i=1 
wobei k n das Volumen der n-dimensionalen Einheitskugel 
bedeutet ( v g l . 4.6.6). Da,diese Umgleichung für a l l e natür-
lichen Zahlen 1 gelten müßte und k n r n ψ 0 i s t , ergibt sich 
ein Widerspruch; Κ Α i s t also nicht i n t e g r i e r b a r . 
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\ d) Tie Inklusion Κ Λ c Κ Λ i s t k l a r . Sei. / r r 
χ ζ Κ Λ; dann gibt es ein y ( Ä mit 
dix,y) < r, 
Daaber Α die abgeschlossene Hülle von Α i s t , g i b t es zu 
s £.p= r - d(x,y; ein z £ Α mit: 
d(y,z) < s. 
Die Dreiecksungleichung l i e f e r t nun 
d(x,z) < r, 
also d(x,A) < r und damit χ £ ΚΑ. 
(e) t r i v i a l . 
<• . ' η °·2·3 D e f i n i t i o n : £ei Α eine beschränkte Teilmenge i n R . 
Der Ausdruck 
m(KrA) 
m (A) = l i m - n - ^ (0 * ρ * n) . 
η~ρ 
heißt t f p-d i m en s i ο na 1^^ -Maß _y on A1 r. Es t f e x i s t i e r t " , 
v/enn der Limes e x i s t i e r t und endlich i s t . 
(Die Voraussetzung nA beschränkt" i s t durch 6.2.2(c) gerecht-
f e r t i g t ; k n bedeutet das Maß der (n-o)-dimensionalen Ein-
n. ' heitskugel i n R ). 
6.2.4 Bemerkungen: (a) Aus 6.2.2. f o l g t noch: 
η 
Das ρ-dimensionale Minkov/ski-Maß einer Teilmenge A i n R 
e x i s t i e r t genau dann, v/enn das ρ-dimensionale Minkov/ski-
Maß i h r e r abgeschlossenen Hülle Ä e x i s t i e r t , und i n diesem F a l l 
g i l t : 
m p(A) = m (A). 
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Diese Eigenschaft des Minkowski-Maßes i s t ein großer Nach-
t e i l , weil sie o f t Anlaß zu pathologischem Verhalten g i b t , 
wie etwa Beispiel (b) i n 6 . 2 . 5 , zöigt. 
(b ' E x i s t i e r t das p-dimensionale Minkowski-Maß einer Menge A 
i n Rn, so e x i s i t e r t auch das q-dimensionale Minkowski-Maß 
von Α für a l l e q mit ρ ^  q ^  n, und es g i l t : 
m (A) = 0 für q > p. 
I s t jedoch ^  (A) =j= 0, so e x i s t i e r t kein q-dimensionales 
Minkowski-Maß für q < p*. 
(c: Im Falle ρ = η e x i s i t e r t das Minkowski-Maß für jede 
η 
beschränkte Menge A i n R , und es g i l t : 
ra,(A) = m(A) Ρ 
(Das f o l g t aus ( 1 ) und dem absteigenden Kettensatz i n 
2 . 7 . 3 ) o 
6 . 2 o 5 Beispiele: (a) I n v i e l e n Fällen l i e f e r t das Minkowski-
Maß die % erwartete Maßzahl, die nach elementaren Überlegungen 
gefunden werden kann. Wir knüpfen an 4 . 6 an und versuchen, 
das Maß der (n-1)-dimensionale Oberfläche einer Kugel vom 
Radius a um den Ursprung zu bestimmen. V/ir setzen also: 
A [x | χ ζ R n und jx| = a}. 
Für Κ Α erhalten w i r , falls r < a i s t : r 
m(KrA) = m ( K a + r ( 0 ) ) - m(K a_ r(0)) = 
= k n [ ( a + r ) n - ( a - r ) n j , 
und daraus ergibt sich: 
rn .(A) ' = l i m k L('a+r) - ( a - r j j / ( r * k , ) 
n 1 r-0 n 
η-1Ί = n°a k η 
Speziell haben v/ir für η = 1, 2, 3 ^ 0(AJ - 2, 
2 
m^(A) = 2 a π und m^[A) - 4a π. 
(b) Andererseits v/ollen v/ir auch gl e i c h ein Beispiel be­
trachten, bei dem sich das Minkov/skische Maß pathologisch 
verhält: Α sei die Menge der rationalen Zahlen im I n t e r v a l l 
[ 0 , 1 ] . Wir wissen, daß das Lebesguesche Maß von Α als 
Teilmenge von R Null i s t ; das f o l g t aus der Abzahlbarkeit 
von Α und 2.7-1. Für das Minkov/ski-Maß g i l t jedoch: 
m1 (A) - m(L0,1 ] ) = 1 
(Das f o l g t aus (c) i n 6.2.4). 
6.3 Eigenschaften 
6.3-1 Satz: Sei g : Rp -*. R n ..eine isometrische Abbildung, 
d.h. d(x,y) = d(g(x),g(y)) für a l l e x, y € RA , und Α eine 
kompakte Teilmenge i n R . Dann e x i s t i e r t das p-dimensionale 
Minkowski-Maß von gA als Teilmenge i n R , und es i s t gl e i c n 
dorn Lebesgueschen Maß von Α als Teilmenge i n r . 
vBev/eis: Als isometrische Abbildung i s t g offen. V/ir können 
deshalb o.B.d.A. annehmen: 
\ 
\ g ( x 1 ,. · . ,x ) = (x 1 , . . . ,x.Q , Ο,.,.,Ο) 
für'alle χ · = (χ.,...,χ ) € Rp. 
\χ 1 Ρ -
Eine gegebenenfalls hinzukommende Bev/egung ändert am Maß 
des Parallelkörpers von gA nichts mehr ( v g l . 4.2.3) und damit 
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auch nicht an Minkowskischen Maß von gA. 
V/ir haben nun: 
Λ x K r(0) c K r(A x 0) - K r(gA) c KpA χ K r(0) 
(0 £ R n " p ! ) , und es f o l g t nach 2.5.2 
m(A x K r ( 0 ) ) * m(K r(gA)) * (KrΑ χ Κρ(θ)) 
Der Satz von Pubini (3.2.1) ergibl 
i ( A ) T n 9 k n - p * m(K r(gA) * m(K rA)-r n p k ^ p 
α. η. 
mi Κ (pk) ) 
mi A) < — <: mi Κ A). 
r " k 
n-p 
Aus dem absteigenden Kettensatz -(2.7.3) f o l g t 
l i m m(K A) = m(A) 
r-0 L 
und daher 
m(K (gA)) 
m (gA) = l i m m(A) 
Ρ r-* 0 r n Ρ k 
n~p 
6.3-2 Bemerkung: Mit H i l f e von Beispiel (b) i n 6.2.5 über-
legt man sich l e i c h t , daß die Voraussetzung „A kompakt" 
für die Gültigkeit des Satzes 6.3.1 v/esentlieh i s t . 
(Man v g l . auch 6.2.4.(a)). 
6.3.3. Satz: E x i s t i e r t da1s_ p-dimensionale Minkowski-Maß 
η y von nichtleeren Teilmengen Α und Β i n R und i s t 
d'CA,B)Pf= i n f d(x,B) > 0, so e x i s t i e r t auch das p-dimensionale - — J ; 1 x€A- ' ~~ 
klnkov/ski-Maß von A U B, und es g i l t : 
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mr.(A) + πι (Β) = m (A U Β). 'ί' Ρ Ρ 
Bev/eis : 
Sei d(A,B) = e. rann i s t für r < | 
Κ Γ Α η KrB = ρ 
und deshalb 
mCK^ CA U B)) = m(KrA U KB) nach 6 . 2 . 2 
- m(K A) + m(K B) nach 2.5.2..' 
Da m (A) und m {B) e x i s t i e r t , ergibt sich die Behauptung. 
Ρ Ρ 
6 . 3 . 4 . Bemerkungen: (a) Sind i n Satz 6 . 3 - 3 . die Mengen Α und 
Β kompakt, so f o l g t 
d(A.B) > 0 aus Α Π Β = 0. 
(b) I s t d(A,B) = 0, so braucht eine zu Formel (1) i n 2 . 5 o 2 . 
analoge Formel für das Minkowskische Maß nicht zu gelten: 
Wir betrachten als Beispiel den F a l l ( 2 ) i n 6 . 2 . 5 . , wobei 
einerseits g i l t : 
m-jU) + m1 ( [ 0 ? 1 ] - A ) = m-, ( L 0 , 1 3 + m^LO.Ij) = 2 , 
und andererseits haben wir:. 
nL , ( A Ü [ 0 , 1 j - A ) = ! ! ! - , ( [ 0 , 1 3 ) - 1 . 
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m _ , 
(c) Auch die Kettensätze (2._7_. 3·) brauchen für das Min-
kov/ski-Maß nicht zu gelten: 
? 
Wir betrachten die folgende Punktmenge A i n | : 
ADf>= ί (x,y) ' χ = — : y = — ; m = 1 ,2, · . . ; 
/m 2m/riött' 
k = 1,...,m} U {θ} . 
Α i s t also eine abzählbare kompakte Punktmenge, deren 
einziger Häufungspunkt der Nullpunkt i s t . Ein aufsteigen-
der Kettensatz hätte (Α) = 0 zur Folge. Es i s t jedoch 
m^  ΓΑ) = 00, wie man folgendermaßen einsieht: 
Sei 0 < r < j . Pann e x i s t i e r t genau eine natürliche 
Zahl m mit 
1 <; r < _ J L _ _ (*). . 
4(m+1 ) \/m+'l 4m /m 
Auf Grund von 
r < _ L — . < -L ( 2 - J — ) für k = :2,....,m 
4m /m 2 /k-1 /TT 
1 
haben die Punkte von Α mit den Abszissen x.= — 
/ F 
(k = 1,...,m) voneinander einen Abstand > 2 r , so daß die 
Kreise von dem Radius r um diese Punkte paarweise disjunkt 
sind. Hieraus f o l g t : 
m(K Α) * π r 2 (2+3+...+(m+1)) ^ — π r 2(m+1 ) 2 . 
2 
Andererseits f o l g t aus (*) 
ρ 1 
(m+1Γ * 16 r ^ 
und daher insgesamt 
m(KrA) π 
— ^ —^:·: • — - 03 , w. ζ. b. w. 
2r 64 r 1/3 r-0 
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Hieraus läßt sich auch g l e i c h ein Gegenbeispiel zum 
absteigenden Kettensatz konstruieren: 
Sei Β. -π.- i ( x , y ) j vX,y) ζ Α und χ ^  
00 
Dann i s t Π Β. = {(0.0)} und damit 
00 
m ( Π Β.) = 0 im Unterschied zu m«(B.) = ω 
für a l l e j = 1.2,..· . 
6.4. "Gute" Mengen i n | n 
6.4.1. D e f i n i t i o n : Eine Teilmenge X c g n heißt "gut (für das 
p-dimensionale Minkowski-Maß),!, genau wenn 
(a) für jedes kompakte Α er X ^(A,) e x i s t i e r t und 
(b) (aufsteigende Kettenbedingung) für beliebige kompakte 
Mengen A1,A9 ... c χ mit: 
6.4.2. Unmittelbar aus der D e f i n i t i o n entnehmen v/ir die 
Polgerung: I s t eine Teilmenge X c g n gut für das p-diraensionale 
Minkowski-Maß, so i s t (a) jede Teilmenge Y c χ gut für das 
p-dimensionale Minkowski-Maß und (b) X gut für das q-dimen-
sionale Minkowski-Maß, wenn ρ ^ q ^ η i s t ( v g l . 6.2.4. ( b ) ) . 
6.4.3. Bemerkung: Man erkennt s o f o r t , daß eine.Teilmenge 
η 
X c 5 genau dann gut i s t , wenn, jede kompakte Teilmenge von X 
00 
A1 c A 2 c 
m„ (a) = l i m m (A . ) . 
gut i s t . 
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Deswegen genügen uns die folgenden Sätze, die ja meistens 
nur für kompakte Mengen f o r m u l i e r t sind. Allerdings f o l g t 
aus dem bisher Gesagten noch n i c h t , daß es überhaupt gute 
Mengen i n R n g i b t . Wir werden jedoch später sehen, daß die 
p-dimensionaten differenzierbaren Mannigfaltigkeiten gut für 
das p-dimensionale Minkov/ski-Maß sind. 
6.4.4· H i l f s s a t z : Seien Α und Β kompakte Teilmengen i n g n , 
Α sei gut für das p-dimensionale Minkov/ski-Maß, und es 
e x i s t i e r e m (B). Dann e x i s t i e r t auch m (A U Β), und es g i t t : 
ni (A U B) + m (Α Π B) = m (A) + m (B). 
ρ · ρ x Ρ ?. 
Bev/eis: m (Α; und m (Α Π Β) e x i s t i e r e n , da Α gut i s t . 
• ρ ο 
Veiterhin g i l t : 
K r(A υ Β) = KpA Ü K B inach 6.2.2.)' 
K r(A Π B) c KrA Π KrB. 
(Daß h i e r im allgemeinen nicht „=" stehen kann, sieht man 
ein. wenn man Α Π Β = Ö annimmt.) Es f o l g t 
m(K r (AUB)) + m(K r (AnB)) * m(K rA U K r B ) + m(KrA 0 K'rB) = 
= m(KrA) + m ( K r B ) . 
Daraus erhalten v/ir: 
m(K (A U Β)) 
li m sup r-0 k r n"P ' n-p 
s l i m SUO — ! — - (m(K A) + m(K B) - m(K (Α Π B)) 
r-0 * k xa~p r r r n-p 
£ m ?(A) + m (B) - mp(A Π Β) 
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Andererseits definieren v/ir: 
D. Α Π (R n - Kf, (B))= i x ! x U und d(x,B) * i }. 
3 
1 
Daraus ergibt sieh: d(D^,B) ^ -r >' 0 und m ( D J e x i s t i e r t , 
J J Jr J 
da Α gut und D. kompakt i s t . Satz 6 . 3 . 3 l i e f e r t nun: 
m (D. U B) = m (D.) + m (B) 
und 
m(H. U (A OB)) = mn (D.) + in (Α Π Β). Ρ J Ρ J Ρ 
Aus D, U Β c Α I) Β f o l g t nun für a l l e j : 
J 
m(Κ (A U Β)) 
m (D Ü B ) * l i m i n f . 
V/ir haben aber nach den obigen Gleichungen: 
m . ( D, U Β 1 = m : D . U ( A H B ) ) + m (B) - m {Α Π Β) 
Ρ J Ρ " D Ρ Ρ 
und.- da Α gut i s t ( v g l . 6 . 4 . 1 . ) 
HI^(A) = l i m m„(D.. 0 (Α Π Β)·). 'Ρ' ' H-OD Px ü 
Das l i e f e r t : 
m(K (A U B)) 
m (A) + m (Β) - m (Α Π Β) £ l i m i n f _ s Ρ Ρ Ρ · r^. 0 k r^-p n-p 
m(K (A U B)) 
^ l i m sup — - — — - 7 τ — •· = (A) + m (B) - m (Α Π Β) . 
r^0 k r n " p p Ρ Ρ " n-p 
Also muß überall das Gleichheitszeichen stehen, und wir er-
halten daraus die Behauptung. 
6 . 4 . 5 . Polgerung: I s t eine Teilmenge X <= R n gut für das 
p-dimensionale Minkowski-Maß, so g i l t für kompakte Mengen 
Α und Β i n X: 
m (A Ü B) + m (Α Π Β) = m (A) + m (Β). 
Ρ Ρ Ρ Ρ 
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Bev/eis: Α i s t gut nach 6 . 4 . 2 . (a) und πι ( B ) e x i s t i e r t nach 
6 . 4 . 1 . ( a ) . Damit sind die Voraussetzungen des Hilfssatzes 
6 . 4 . 4 . erfüllt. 
η 
6 . 4 . 6 . Satz: Seien Α und Β kompakte Teilmengen i n g und 
beide gut für das p-dimensionale Minkowski-Maß; dann i s t 
auch A U Β gut. 
Bev/eis: (a) Sei Κ eine kompakte Teilmenge i n Α Ü B. Nach 
6 . 4 . 2 . (a) sind die Mengen Κ Π Α und Κ Π Β gut und 6 . 4 . 4 . 
l i e f e r t die Existenz von m ' ( Κ Π A ) U ( Κ 0 B)) = m ( K ) , ρ ' · ' ρ 
also i s t die Bedingung 6 . 4 . 1 . ( a ) erfüllt. 
(b) Sei nun K, eine aufsteigende Folge von kompakten Mengen 
tj CO 
i n A U Β ( j = 1 , 2 , . . . ) und Κ = U Κ., eine kompakte Menge i n 
A U B. Da Α und Β gut sind., haben v/ir nach 6.4.1.(b) 
m(K Π A ) = l i m m ( Κ , Π A ) 
b zv<*. 
m(K Π Β ) = l i m m ( Κ , H B ) , 
also 
(*) m(K Π A ) + m(K Π Β ) = l i m m ((Κ-·.- 0 A) +' m (Κ. 0 A ) ) . 
Nun g i l t aber für jede kompakte Menge 
L' c. A U Β nach 6 . 4 . 4 . ( v g l . '(a)) 
m p(L) =. m D((L Π A) U (L Π B)) ='m ( l " 0 A ) + m p(L Π Β) -
- m (L Π Α Π Β). 
Ρ 
Indem wir diese Beziehung i n die Gleichung (*) einsetzen, 
erhalten w i r die Bedingung 6 . 4 . 1 . ( b ) . 
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6 . 4 . 7 . Satz: I s t eine Teilmenge X c Rn gut für das p-dimen-
sionale Minkowski-Maß, so g i l t i n X der absteigende Ketten-
satz für Ketten von kompakten Mengen, dh. sind A ^ ( j = 1.2. 
kompakte Mengen i n X mit der Eigenschaft: 
A
1
 3 A
0
 3 . . . 3 Α = Π A . , 
— - 3= 1 — L 
so i s t ΙΪΙ ύ λ('Α) = l i m m ^ ( A ^ ) ; 
•Ρ η —»CD Ρ t) 
(rn
O
( A ) e x i s t i e r t , da Α als Durchschnitt von kompakten Mengen 
selbst kompakt und natürlich i n X enthalten i s t , nach 
( 6 . 4 . 1 ( a ) ) . 
Beweis: V/ir setzen für j = 1 , 2 , . . . * 
B. D f = Α Π (|n - K - | / A . ) ) = { x j x C A . und α(χ,Α,) * l 3 
Da B. kompakt i s t , haben wir unter Berücksichtigung von 
J 
Β Π Α . = Θ und Β. Π A = 0: 
J J J 
(*) mp (B^ U A ) = m (B/) + m ( A ) , (nach 6 . 4 . 4 ) 
£ mp(B..) + mpUj) (wegen => KrA! ) 
= m (B. U A.) (nach 6 . 4 . 4 . ) 
J? <J J 
^(A-,.) (wegen K
P
A
1
 3 K r(B. U A . ) ) 
für a l l e j = 1 , 2 , . . . . 
Andererseits f o l g t aus 6 . 4 . 1 . ( b ) , da die (B. U A ) ( j = 1 , 2 , . . . ) 
eine aufsteigende Kette mit der Vereinigung A-| bilden, 
l i m m (B. Ü A) = m (A, ). 
-pco Ρ J p v 1 • 
Gehen v/ir deshalb i n der Gleichungsfolge (*) zur Grenze 
j -* 00 über, so muß überall das Gleichheitszeichen stehen, 
wir haben also insbesondere 
l i m m ( B . ) + m ( A ) = l i m (m ( B . ) + m ( A . ) ) · 
- i - » c o P J Ρ -i-»oo Ρ J P O 
Da aber l i m m ( B . ) (auch nach 6 . 4 . 1 . ) e x i s t i e r t , f o l g t die 
Behauptung. 
6.5 Maß eines niederdimensionalen P ^ a l l e l o t o p s . 
6.5.1 Hilfssatζ: Seien v^ ,...,v^ € Rn. Dann g i l t für 
die „Gramsehe" Determinante 
^j)f- 2 e t ( ( v i , v ^ ) j i , j = 1 , . . . ,n) 
die Formel 
G = [ D e t ( v 1 , . . . . v n ) ] 2 . 
Beweis: Sei V = (ν^,.,.,ν ) die Matrix, i n der die 
v - ( i = 1 ,...,n) als Spaltenvektoren auftreten. Bezeichnet 
s; 
(v 1 ,v r) (v-, ,v.n) 
Τ 
V die Transponierte von V, so f o l g t 
Τ 
ν·ν= 
( v n , v 1 ) .... ( v n , v h ) 
also G = Det(V T-V) = Det V T · Det V = (D e t ' v ) 2 
2 
[Det (v 1,·..>v n)] . 6 . 5 . 2 . Satz: Sei P( v 1 , . . . , v. ) das von den Vektoren 
ι ρ • — —-.—·. — — < — — — η 
^,...,Vp ζ ]| aufgespannte Parallelotop (0 £ ρ £ n ) . 
Dann i s t 
m p(P(v 1 ,··..,vp)) = VDet ((ν±,ν^) \ i , j = 1 ,...,p) 
Beweis: Da eine Bewegung beide Seiten der zu bev/eisenden 
Gleichung in v a r i a n t läßt, können w i r o.B.d.A. 
ν. 
ι 
= ( v | , 0 ) € g p χ g n p für i = 1,...,p annehmen. 
1 2 2 -
Dann erhalten v/ir: 
m (P(v- , . ο . ,ν. )) = m(P(vi , · . . ,ν') ) (nach 6 . 3 . 1 . ) Ρ ' Ρ ' Ρ 
= I Det (y\,...,Vp) j (nach 4 . 2 . 5 , Folg. 3. 
= [ Det((ν!,vi)j i , j = 1 , . . . . p ) ] 1 / 2 (nach 6 . 5 . 1 . ) 
- [ Det((v ±,v.) j i, j = 1 - , . . . , p ) ] 1 / 2 
(nach unserer obigen Voraussetzung). 
6 . 6 Der Darstellungssatz für das Minkowski-Maß 
Bevor wir den Darstellungssatz ( 6 . 6 . 2 . ) formulieren, beweisen 
wir einen H i l f s s a t z , der den Kern des Darstellungssatzes be-
r e i t s enthält. 
n. 
6 . 6 . 1 . H i l f s s a t z : Sei Μ eine Teilmenge i n R , a ein Punkt 
von M, U! eine offene Menge i n Ή? (0 < ρ < n) und 
2 
g : U1 ~> Μ eine lokale C -Karte von Μ um a; dann g i b t es _1 
eine Umgebung Vf von a ! D f = g ' (a) i n Uf - d.h. 
a» € VT c Uf -, so daß gV! gut für das p-dimensionale 
ijinkov/ski-Maß i s t , und für jede kompakte Menge A f . c VT ^ i l t ^ 
V 
V ^ ( g A f ) = j " [Det ((D,g, D.g) j i , j = 1 , . . . ? p ) l 1 / 2 
Beweis: Wir können o . B . d . ' A o annehmen, daß g ( U ! ) = M, d.h. 
2 
insbesondere, daß Μ eine p-dimensionale C -Mannigfaltigkeit 
i s t . Nach 5 . 5 . 6 . bilden dann die Vektoren (D ±g) (a T ) ( i ..= - " 1 . , . . . « ,p) 
eine Basis des Tangentialraumes Τ Μ an Μ i n a. 
a 
Da T^ M ein Untervektorräum von g n i s t ( 5 . 5 . 5 . ), g i b t es 
\ rektoren νΌ+-|»···»ν^ € | n , so daß die Vektoren 
s) ( a ' ) , . . . , ( D g ) (a') »v-j ,v n zusammen'eine Basis 
von Rn bilden. 
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Betrachten v/ir nun die Determinantenfunktion Τ : U1 R, 
die durch 
T(x f ) r f = Det[(D 1g)(x i ) . . . * , ( D p g ) ( x ' ) ? v p + 1 ?vn"J 
gegeben i s t . so i s t T(a f ) =j= 0, da die Vektoren 
(D1 g) (,af ), . . . ,(D pg)(a ! ) ? v p + 1 , . . . ,v n als Basis von g n l i n e a r 
unabhängig sind, und aus der bekannten S t e t i g k e i t von Deter-
minantenfunktionen f o l g t , daß es eine offene Umgebung 
von a ! i n U! g i b t , so daß für a l l e x f £ U^ j ebenfalls g i l t : 
Tix* ) γ- 0. 
Damit bilden die Vektoren 
( D 1 g ) ( x ! ) , . . . ,(D pg)(x< ),v p_ f 1 
η für jedes x f £ UJ eine Basis von R . V/ir wenden nun auf 
diese Basen das Schmidtsche Orthonormalisierungsverfahren 
an, indem- wir setzen: 
(D-,g) (χ' 
(D-,g) (Χ' )'! 
w 2(x' ) D f= 
w n ( x ' ) D f = 
(D 2g)(x-) - ((D 2g)(xV).^-/ 1(xO)v^0cO 
l ( D 2 g ) ( x ' ) - ((DggXx'hw^x'^w.iCx') 
n-1 
ν 
n-1 
i=1 
Dann erkennen w i r folgende Eigenschaften der Vektoren 
w 1(χ')....,w n(x'): 
(1) Sie bilden für jedes χ' € U.J eine οrthonormierte Basis 
des R η 
- 1 24 
(2) Lie induzierten Abbildungen v/_. : U-j - R n ( i = 1....,n) 
1 2 sind C -Abbildungen, da g als C "-Abbildung vorausgesetzt 
i s t ο 
(3) Die Vektoren w 1(x !),.,.,w (x) spannen denselben Unter-
vektorraura von R n auf wie die Vektoren (D.g)(x !),...,(D g ) ( x T ) , 
sie bilden also auch eine Easis von Τ . \M. 
g'\.x J 
Daraus f o l g t noch, daß die Vektoren v/p + i (,xr ) ? · · · « Λ ^ χ * ) 
eine orthonorraierte Basis des Normal räume s Ν / . \M zu 
g \ x ) 
Μ i n g(x') ( v g l . 5.5.1.) bilden. 
Nun definieren wir h 1 : UJ χ Rn~P - Rn durch 
η 
h 1 ( x 1 , . . . ^ n ) D f = g i ^ > · · · > x p) + Χ χη v / j ( x i > · · · > x p) · 
D=P+1 
1 
Aus der Eigenschaft ' 2) folgt,, daß h 1 eine C -Abbildung 
i s t ; w i r erhalten als Punktionalmatrix für a l l e 
χ = ( x 1 , . . ο , x ) € χ g n ~ P : 
η 
Jh-jCx) = ((Β^)(χ τ) + x^ D1 ( x ? ), . 0 ο ,wp+1 (χ1 ), . ο ο ,w n(x J )) 
v/enn χ!-^^= (x^,..„,x ) gesetzt v/ird. 
An der S t e l l e χ = (a'^O) i s t ' J h ^ nicht singular, d.h. 
die Abbildung h* i s t bei χ = (a!,0) l o k a l umkehrbar. 
1 
Damit induziert h-, einen C -Diffeomorphismus h : V ~* V/, 
wobei V eine geeignete offene Umgebung von (a*,0) i n 
η—Ό 
χ 5 * und W eine geeignete offene Umgebung von 
h-|(af,0) = g ( a ? ) = a i n R n bedeutet; dazu können v/ir o.B.d.A. 
annehmen: Die Mengen V und W sov/ie die Punktion 
Det Jh : V -* R sind beschränkt, außerdem g i l t : 
V .= V χ V" ( a ! ζ V! c Rp, ο € V" er R n " p ) , 
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V1 und V" sind offen i n g p bzw. g n ~ p . Es gi b t deshalb ein 
α > 0, so daß g i l t : 
Κ ( 0 ) c V,f für a l l e r £ 06. r s 
Sei nun Af eine kompakte Teilmenge von Vf. 
V/ir beweisen zunächst: 
Behauptung 1: Für a l l e r ^ α g i l t : 
h(A' χ K r ( 0 ) ) c K r(gA r). 
Die Voraussetzung r ^ α s i c h e r t , daß Ar χ Κ (0) im De f i ­
nitionsbereich von h enthalten i s t . Sei nun (χ',χ") € A! χ K r ( 0 ) ; 
dann f o l g t : 
|h(x f ,x") - g ( x f ) j = ! 7 w i x ' ) ; = 
j = p + 1 
. Γ η 
V J χ.2 (Die vv. sind orthonormiert) 
3=P+1 
Ix"! < r, 
Wegen g ( x T ) £ gA f, f o l g t aus dieser Ungleichung die Behaup­
tung 1 . 
Wir wollen nun eine geeignete Obermenge von K r(gA f) 
bestimmen. Dazu wählen wir eine offene Menge D! i n ] | p , 
so daß g i l t : 
Af c D< 
und 
D! c V !, 
wobei D! die abgeschlossene Hülle von D! bedeutet. Da V' 
beschränkt i s t , i s t sowohl Df als auch RdyfD* (s.5.7.1.(a) 
und 5 . 7.3 . ) kompakt. Weiterhin sind auch die Mengen 
g(Rd y !D !) = Rd V f ( g D ! ) = Rd M(gD !) und gA! kompakt, da g s t e t i g 
i s t ; 
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wegen Rd V !B ? Π A! = 0 f o l g t aus der Injektivixät von g: 
d(gA' , Rd^gD' )) > 0 . 
Sei nun 
a-, D f = Min(a,| d(gA«, Rd M(gD')) (> 0!). 
Dann g i l t für r ^ oc^  die 
Behauptung^: I s t ^ A 1 ?, Pf = p r ! · h 1 (K T >(gA f ) h_ 
so g i l t : 
K^fgA' ) c h ( A ^ χ Κ (0)) 
(o r 1 : R n -> Rp i s t d e f i n i e r t durch: 
p r 1 ( x 1 , . . β , x n ; = (x 1...*?x ;; 
Um das zu beweisen, definieren v/ir zu einen Punkt y € K r(gA T) 
2 
eine C "-Abbildung <p : Df - R durch 
Da Φ s t e t i g und Dr kompakt i s t , b e s i t z t φ ein Minimum, d 0h. 
es e x i s t i e r t ein b ! £ DT , so daß g i l t : 
(p(b !) * φ(χ !) für a l l e x ! € DT . 
Da aber y ζ K^CgA') i s t , g i b t es ein c f ί AT.9 so daß g i l t : 
jy - g ( c ! ) ; < r , 
und w i r haben 
jy - g ( b ! ) ! 2 = y(b<) * <$>(c<) = jy - g ( c ) ! 2 , 
da c' ( A' c D' ; daraus ergibt sich 
jy - g ( b ! ) j < r 
und: 
|g(o f) - g(b» ) [ < 2 r * 2α1 * d(gA<, RdM(gD« )). 
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Daraus schließen v/ir: b' i s t innerer Punkt des Definitions-
bereiches von φ. Deswegen f o l g t aus der Minimaleigenschaft 
von Φ an der S t e l l e b": 
(grad 9>)(b' ) = 0, 
d.h. (D.9)(b I) = 0 für i = 1,..,,p. Nun i s t aber 
(Ώ.ψ)(χ') = 2(y - g ( x ' ) , ( D i g ) ( x ' ) ) für a l l e χ' ί D' und 
i = ι , ι ( , , ρ. 
Das l i e f e r t : 
y - g(b') € N g ( V ) M , 
und deswegen g i l t : 
y - g(b') = j^T z^  w^(,b') für ein geeignetes 
d.h. n 
y = g(b') + ) z_. w.(b' ) = h(b' ,z") 
j=p+1 
das l e t z t e Gleichheitszeichen g i l t , 
da a j z"! = jy-g(b'.)l < r , also z" € K r(0) <= v " i s t . 
Schließlich f o l g t (b',z") € Ä.J, χ Κ (.0) wegen 
b' == pr'-h" 1 °h(b' ,z") = pr• °h~1 (y). £ pr'°h~1 (K gA 1) = A.J, 
also i s t auch die Behauptung 2 be\-/iesen. 
Die Behauptungen 1 und 2 ergeben nun zusammen: 
für r ^ a b g i l t : 
m(h(A' χ K r ( 0 ) ) * mK r(gA') *. m(h(A^ x > r ( 0 ) ) . 
Die angegebenen Mengen sind a l l e (Lebesgue-) i n t e g r i e r b a r , 
und der Transformationssatz (4.2.2.) l i e f e r t : 
(*) j |Det Jh| * m(KrgA') * J [Det Jh|. . 
A'xK r(0) A^xK r(0) 
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Wir wenden auf das li n k e I n t e g r a l den Satz von Pubini 
(3.2.1.) an und erhalten: 
/ JDet Jh! = J* dx' / JDet Jh(x',x"}j dx" . 
A'xK r(0) A' Κ (.0) 
Aus der S t e t i g k e i t der Determinantenfunktion f o l g t , daß es 
zu einem beliebigen e > 0 ein δ > 0 g i b t , so daß für a l l e 
( x \ x " ) € D' χ Κ (0) mit: {x"j < δ g i l t 
M Det Jh(x'.x")j - JDet J h ( x ' , 0 } j j < ε. 
Es f o l g t für r < δ: 
J* j'JDet Jh(x\,x")| dx" - J" JDet Jh( χ' 3 0) j dx" j < e · k r n p 
κ (o) K.r(0) 
una wegen 
J* 'Det Jh(x«.0) j dx" = 'Det Jh(x',0)j · k r n - ] 
K r(0) 
ergibt sich 
ι 1 J* j Det Jh(x' ,x") | dx'dx" - /JDet Jh(x',0)jdx'j * e m 
n-p - A'xK r(0) A 
(für r < δ ), und wir erhalten 
i(h(A'xK r(0))) ml 
l i m r-0 k r n _ P n-p 
J |Det Jh(x',x")!dx'dx" 
A'xK r(0) _^  
r-0 n-p k r' n-p 
J1 JDet Jh(x' ,0) j dx' . 
A' 
Im Hinblick auf die rechte Seite von (*) wollen wir erst 
das folgende I n t e g r a l untersuchen: 
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J dx' I J JDet Jh(x' ,x")jdx" 
1 ιί "Ρ 
(A;-A» )χ\Λη-ρ i- " ( Α ; - Α · ) Κ Γ ( Ο ) 'V-p γ 
• J £ + j Det Jh(x',0)j dx' (für r < δ) 
(A ' -A ' > 
" r 
£ C · m(A' - A' ), 
wobei C eine geeignete obere Schranke für die Punktion 
e + JDet Jh(x f,o)| ( x T € V\) bedeutet. 
(V/ir haben V so k o n s t r u i e r t , daß eine solche Schranke immer 
e x i s t i e r t . ) Aus dem absteigenden Kettensatz f o l g t nun: 
lim mfA' - Α' j = 0. 
r-0 
und damit haben.wir 
r~° (Α· - A')xK r(0) V p r " " S 
Die Ungleichung (*). l i e f e r t nun 
Det Jh m(KrgA>) r 
. "η-ϋ" Τ *" n-p J ....... τ j 
A'xK r(0) n-p r n-p r A'xKr(0.-) (A^-A' )xK r(0) 
ρ Det Jh V, ' ^ V ^ > < r 
Durch Übergang zur Grenze r -* 0 erhalten wir aus diesen Un-
gleichungen nach den obigen Berechnungen: 
m(K gA<) 
m (gA*) = l i m r 
Ρ r-0 k - r 1 1 ^ n-p 
= l i m J > e t = J |Det Jh(xS0)|dx' 
r"° A ' x K r ( 0 ) V p r n " P A-
Pur [Det Jh(x T,0)! errechnen w i r : 
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Tet Jh(x',0)j = Det Jh.. (χ ·,())! 
Det (Ί)^(χ· ) , . . . ,D pg(x f ) ,wp + 1 (x« ) . 
wobei G die Gramsehe Determinante aus 6.5.1 
unserem P a l l gegeben i s t . durch 
bedeutet, die i n 
(D.,g(x'),D l g(x')),.. ,(D,g(x'),D _g(x')). 
( Dng (χ' ) , D1 g(χ ' )) C D ng(x' ) , D.ng (x' ) ), — ν ' . p ρ ; 
0 
0 
ο 
ο 
da die w.(x') (unter sich) orthonormiert sind und auf jedem der 
( D i g ) ( x t ) senkrecht stehen ( i = 1,...,p; 3 = p+1,... 0,n). 
Wir können also zusammenfassen: 
m Ρ (gA
!) - J [ D e t i ^ g , D.g)!i,3 =. 1/2 
A 
und haben damit den 2. T e i l des Hilfssatzes bewiesen. 
Um zu zeigen, daß gVT gut für das p-dimensionale Minkowski-
Maß i s t , müssen wir nach '6.4.1. auch noch nachweisen, daß die 
aufsteigende Kettenbedingung- erfüllt i s t . Diese f o l g t aber mit 
H i l f e der eben bewiesenen Formel aus 2.6.4· 
6.6.2. Darstellungssatz für_das Minkowski-Maß: 
Eine p-dimensionale C 2-Mannigfaltigkeit Μ i n g n i s t ' g u t für das 
p-dimensionale Minkowski-Maß. I s t g : XJ^  —• Μ eine lokale (C -) 
Karte von Μ und AT eine kompakte Teilmenge i n US so i s t 
mp(gA<) = J* -CDetCCDj-g,!)^).! i , j = 1 , •". - . ,p) 3 1 / 2\. 
— 1 A( 
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Bev/eis: Sei Κ eine kompakte Menge i n M. Nach 6.6.1· gi b t es 
zu jedem Punkt a £ Κ eine lokale Karte g : V' - M, so daß 
a a 
g V! gut für das p-dimensionale Minkov/ski-Maß i s t . Da die V* 
offen sind, können v/ir offene Mengen W' (a £ K) wählen, so 
a 
daß für jedes a € Κ g i l t : 
a ζ g 0 VP und die abgeschlossene Hülle W! von W' i s t kompakt a a a a 
und i n V1 enthalten. 
a 
Damit b i l d e t die Pamilie (g WT j a ζ Κ) eine Überdeckung der 
a a 
kompakten Menge Κ durch i n Μ ,of f ene Mengen. Nach dem Über-
deckungssatz von Heine-Borel genügen aber schon endlich v i e l e dieser g \7! zur Überdeckung von K; seien es g \V , ... a a a^  a^  
g 0 W' . Zur Abkürzung schreiben v/ir: 
a l a l 
g,V/! -p.,^  g V/' für i = 1 . . . . , l . Also i s t : 
J- ± Vi. c i . et • 1 1 
Κ c U g kw t 
l 
υ 
k=i 
Dann g i l t natürlich auch 
l 
U 
k=i 
Κ c ghW' 
Pur jedes k(k = 1,...,l) i s t aber g^ W^  eine kompakte Menge 
i n g^V^ und deshalb nach 6.4.2. gut. Satz 6.4*6. überträgt sich 
auf endliche Vereinigungen von kompakten guten Mengen, d.h. 
I 
U Sv^v is"k Su_t; damit i s t nach 6.4.2. auch Κ gut. Die 1. Be-r 
k=1 K K 
hauptung f o l g t nun aus 6.4.3'. 
2 · 
I s t nun g : IT - Μ eine lokale (C -,)Karte von Μ und A! eine 
kompakte Teilmenge in-TP, so wählen w i r analog zum vorigen zu 
jedem a T £ UT eine kompakte Umgebung WT , ., für die die Formel 
aus 6.6.1. g i l t . Es genügen (wieder nach dem Überdeckungssatz• 
von Heine-Borel) endlich v i e l e dieser W*f zur Überdeckung von 
a 
für diese schreiben v/ir zur Abkürzung wieder Wj,...,V/|, so 
daß wir haben: 
l 
A' c U V.' . 
k=1 
m 
Sei AjJ. ] D f= Α' Π W£ . (k = 1,...,l) und U A£ k— 1 
(m = 1 ,1), d.h.- Bj = A] und Bj = A'. Nach 6.4.5. f o l g t 
für 
m - 2 ..... I 
V B m 5 * + V*;> - rap(Bm-1 n * i > · 
Daraus f o l g t der Reihe nach 
m p(Bp = J [Det((D i g,D.g))] 1 / 2 
. B2 
m p(B() = .mp(A') = J [Det((D ±g,D .g))] 1 / 2 
mit H i l f e von Folgerung (c) aus 2.2.2. 
6.7 Bemerkungen und Beispiele zum Darstellungssatz 
6.7.1. Bemerkung: Der H i l f s s a t z 6.6.1. und damit auch der 
1 
Darstellungssatz 6.6.2. g i l t ebenso, wenn nur C -Karten/voraus-
gesetzt werden. V/ir können darauf i n unserem Rahmen nicht naher 
eingehen. 
6.7.2. Beispiele: (a) Sei ρ = 1. I s t g : IT - Μ eine, lokale 
1 
Karte von M, so gi b t es wegen IT c R ein kompaktes I n t e r v a l l 
[ a f ,b'] e u ! , und v/ir erhalten für die Länge des Kurvenstückes 
L von g ( a ! ) bis g ( b ! ) von Μ die bekannte Formel 
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ra-fL) = J ! g ! ( t ) j dt 
a 
(b) Sei weiter ρ = 1, und nun außerdem η'= 2. Seien Vf und V,f 
offene Mengen i n g und Φ : Vf - V" eine lokale Beschreibung 
von Μ gemäß Bedingung (4) i n 5.2.2· Wir erhalten eine lokale 
Karte g : V! Μ von M, indem wir setzen: 
g i x ) ^ (t,cp(t)) für a l l e t £ Vf . 
Nach (1) erhalten w i r für ein kompaktes I n t e r v a l l 
[a,b] c Vf : 
b b _ 
r^fgLaSb']) = J | g f ( t ) | dt = ίλ/ΰΤφ 1 ( t ) ) 2 dt . 
a a 
(c) Sei nun ρ = 2. I s t g : UT - Μ eine lokale Karte von Μ 
und A! eine kompakte Menge i n U!, so erhalten wir als Maß 
η 
des Flächenstückes gA! i n R 
K ^ g , D^  g) (D^ g jD^g) j 
m2(gA') •= J 
A t ; (D 2g, D-j g") (D 2g,B 2g)r 
Unter Verwendung'der Gaußschen Symbole 
E D f= ( D ^ ^ g ) , F O f= (D lg,b 2g)C=(D 2g,D 1g)],G : D f= (D 2g,I> 2g) 
können wir auch schreiben: 
m 2(gA f ) = /V^EG - F 2 · 
AT 
( I n der modernen Differentialgeometrie schreibt man häufig 
s i j Df = ( i ? j = 1,2) und "g D f = D e t ( ( g i ; j ) | i , d • = 1,2); 
das bedeutet: 
m2(gA' ) = J V g ) . 
AT 
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id) Schließlich betrachten wir den F a l l ρ = 2 und η = 3 
unter der Voraussetzung 
g (u, ν) = (u, ν, φ (u, ν)) 
mit einer geeigneten Punktion ψ. 
Tann haben wir: 
I^g = • ( 1 , 0 , D.,«f>) 
D2g = ( 0 , 1 , D?«p) 
Ε = 1 + (Ι^φ) 2 
Ρ = (I)ft)(T)2y) 
G = 1 + (Γ2«?)2 
EG - Ρ = 1 + {Vft)'~ + (D2«p) = 1 + (grad φ, grad φ) 
und damit 
m2(gA') = J V 1 + (grad cp,' grad φ) . 
Α' 
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I I I . K a p i t e l : Alternierende Differentialformen 
§ 7. Der Satz von Radon-Nikodym 
7 . 1.Definitionen: 
7.1.1. Sei Μ eine Menge und Ρ eine Menge:, von Teilmengen 
von M. Eine Punktion Ρ : Ρ - R heißt Mengenfunktion auf M. 
7.1.2. Sei Μ eine Menge, eine Mengenfunktion Ρ auf Μ heißt 
a d d i t i v , v/enn g i l t : 
F-'.'A U B) = PIA) + P(B) , 
f a l l s Ρ für die Mengen Α. B, A U Β c: Μ d e f i n i e r t und 
Α Π Β L ρ i s t . 
7.1.3. Sei Μ eine Teilmenge i n | n . Eine additive Mengen­
funktion auf Μ heißt v o l l s t e t i g , wenn es zu jedem ε > 0 
ein δ > 0 g i b t , so daß für a l l e (Lebesgue-) integrierbaren 
Mengen A e M, für die P(A) d e f i n i e r t und m(A) < δ i s t , g i l t : 
P(A) < ε. . 
7.1*4. Sei Μ eine Teilmenge i n Rn, χ ein innerer Punkt aus Μ 
und Ρ eine Mengenfunktion auf M, derart, daß für genügend 
kleine r £ J0, c o[ F(W ( x ) ) d e f i n i e r t i s t . (Dabei bedeutet 
W (x) den n-dimensionalen offenen Würfel um χ = (χ15...,χ.Λ) 
r . · 1 η 
mit der Kantenlänge 2 r , d.h. W^(x) D f = i y = ( y 1 , . 0 . ,y n) ('j χ^ ·^ 
< r , i = 1,...,n]. Dann heißt der Ausdruck 
P(W ( x ) ) 
P !(x) = l i m ( v g l . 4.6.6.) 
r-0 r k 
η 
das D i f f e r e n t i a l von Ρ an der S t e l l e x, f a l l s ein endlicher 7: 
Grenzwert e x i s i t e r t . 
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7.2. Der Satz von Radon-Nik ο dym 
7. 2,1 ο Satz: Sei Ρ eine Menge von (Lebesgue-) integrierbaren 
Teilmengen von 
Ε [χ j χ = (x1,.,,,χ ) ζ Rn und Max Ι χ.| ^ 1}, so daß 
^ — ^ ^  i *^  η 
für a l l e χ € \ L ( 0 ) c Ε und. r £ 1 - Max Ix. I g i l t : 
. '„..._, . 11 ... U.j>n 
W fx) € Ρ; 
außerdem sei F : Ρ - R eine a d d i t i v e , voUstetige Mengenfunktion 
auf Ε·η· Tann g i l t : 
\a.) Es gi b t eine fast überall i n Ε eindeutig bestimmte 
Funktion f : Ε - R mit: ' J f - F(A) für a l l e Λ c ρ 
vf heißt „Dichte" von F). 
( b ) Für fast a l l e χ £ Ε_Λ e x i s t i e r t das D i f f e r e n t i a l von F 
all der S t e l l e x. 
y - : - — — 
κ,ο) Es g i l t f a s t überall i n Ε : 
f ( x ) = F. !(x), ' 
w c e i f die Funktion aus (a) bedeutet. 
Pen Beweis können v/ir i n unserem Rahmen nicht führen. Eine 
allgemeinere Formulierung des Satzes und den vollständigen 
Beweis f i n d e t man z.B. i n der ( O r i g i n a l - ) A r b e i t von 
Ott on Jfikodym: ?lSur.,une generalisation des integrales de 
Μ. M. Radon11 (Fundamenta mathematicae, Band 15, S. 1 3 1 - 179), 
oder i n [ H ] § 31. Der Satz wird im folgenden nur zur Motivierung 
der D i f f e r e n t i a l f o r m e n und nicht zum systematischen Aufbau der 
Theorie benutzt. 
7.2.2. Bemerkung: Ersetzt man die Voraussetzung der „Vollstetig­
k e i t " durch die Forderung nach „gleichmäßiger" D i f f e r e n z i e r b a r -
k e i t , so erhält man sogar eine s t e t i g e Dichte, die dann natür-
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l i e h eindeutig bestimmt i s t . Näheres dazu fi n d e t man i n 
[Β], Kap. 3 Nr· 5 · 
7 . 3 . Beispiele: 
7 . 3 . 1 · Seien Α und 3 offene Teilmengen i n § n, die E n umfassen; 
weiterhin sei t : Α - Β ein C -Diffeomorphismus mit: 
t Ε ^ Ε , 0 bezeichne eine integrierbare Teilmenge i n E^ η η ° 0 η 
und f die charakteristische Funktion von tC; dann i s t f 0 t 
die charakteristische Funktion ν ;·.. 0 und der Transformations­
satz 4 o 2 . 2 . l i e f e r t : 
Fi C ) ^ inttC) = J f = J7f*t)|Det Jt j = Jjüet J t | . 
Β A A 
Also i s t \l)ez J t ( x ) | für fast a l l e χ £ E n das D i f f e r e n t i a l 
der Mengenfunktion F an der S t e l l e x. d.h. 
JDet J t ( x ) | = l i m η ν 
r-0 η 
2 m 
7 o 3 . 2 o Sei Μ eine n-dimensionale C -Mannigfaltigkeit i n g. 
und g : U! -* Μ eine lokale Karte von M, so daß g i l t : 
U1 c Ε . Dann i s t g IT gut für. das n-dimensionale Minkowski-n 0 0 
Maß 5 und für jedes kompakte AT c U! g i l t : 
F(A") D f = mn(gA') = J\/Vet({T)±g,V.g)\ i , j = 1 ,.. . . ,n) 
A T
(nach 6.6.2.)· Also i s t V D e t ((D, g(x) , D .g(x)) | i, j = 1 , . . c , n ) 
J 
für fast a l l e χ ζ Ε das D i f f e r e n t i a l der Mengenfunktion F 
an der St e l l e x. 
7 . 3 o 3 o I n der Physik t r e t e n als a d d i t i v e , v o l l s t e t i g e Mengen­
funktionen die Funktionen auf, die jedem Teilkörper eines 
Körpers seine Masse bzw. Ladung zuordnen. Der Satz von Radon-
Nikodym l i e f e r t dann die Existenz einer Dichtefunktion, der 
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sog. „Massendichte" bzw. der „Ladungsdichte". 
7 . 3 . 4 . I n der Wahrscheinlichkeitstheorie sind die Verteilungs-
funktionen als Mengenfunktionen i n unserem Sinne anzusprechen, 
und man erhält dann die „Wahrscheinlichkeitsdichte". 
7 ο 3 . 5 ο Nun wollen v/ir noch eine additive Mengenfunktion auf Ε 
angeben, zu der es keine Dichte g i b t , das sog. „Dirac-Maß" 
Δ zum Punkte χ € Ε . Es i s t für alle integrierbaren Teilmengen χ o n c 
Α von E n d e f i n i e r t durch die edingung. 
ο 
1 , falls x € A ο 
0. sonst. 
V/ir erhalten zwar fast überall als D i f f e r e n t i a l 
Δ' (χ) = 0, f a l l s χ f χ und j x l < 1, x Q ο 
aber es gibt keine Dichte δ : E n - R , so daß 
J δ = Δ χ (A) 
A 0 
für a l l e integrierbaren Teilmengen A cz E n g i l t , obv/ohl man i n 
der Physik manchmal so t u t („Dirac-Punktion"). 
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9 8 Begründung der alternierenden Differentialformen -
Auch für diesen δ g i l t das im Anschluß an den Satz von 
Radon-Nikodym Bemerkte: Wir entwickeln hier keinen strengen 
Aufbau der Theorie sondern versuchen nur, h e u r i s t i s c h die 
exakten Untersuchungen der folgenden §§ zu motivieren, 
8.1. Ausgangspunkt 
8.1.1. Beispiele: (a) Sei i n ψ ein K r a f t f e l d gegeben. I s t 
Μ eine eindimensionale T e i l m a n n i g f a l t i g k e i t , d.h. eine Kurve 
i n R^ , so können v/ir für jedes (abgeschlossene) Teilstück 
L von Μ eine „Arbeit" angeben, die ein Massenpunkt zur Durch­
laufung dieses Teilstückes i n einer bestimmten Richtung benö-
(b) Sei i n R^  eine Flüssigkeitsströmung gegeben. I s t Μ eine 
zweidimensionale orientierbare T e i l m a n n i g f a l t i g k e i t , d.h. 
3 
eine Fläche i n R , so können wir je.dem Teilstück von Μ die 
Flüssigkeitsmenge zuordnen, die i n der Ze i t e i n h e i t durch 
dieses Flächenstück i n einer bestimmten Richtung hindurch-
fließt. 
8.1.2. Zu diesen Beispielen wollen v/ir nun den abstrakten 
Hintergrund untersuchen: Sei i n R n eine p-dimensionale, 
1 
o r i e n t i e r b a r e C -Mannigfaltigkeit M- gegeben. Wir wollen mit 
0^  bzw. 0 2 die beiden möglichen Orientierungen von Μ be­
zeichnen. Für eine geeignete Teilmenge Ρ der Potenzmenge 
PM von Μ sei eine Funktion 
. F : Ρ χ ίθ1 , 0 2 I - R 
erklärt. Das Bildelement von (A.O) ζ Ρ χ {Ο^,Ο^} bei dieser 
Abbildung F v/ollen v/ir durch 
F (A; M, 0) . 
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bezeichnen. (F(A; Μ, 0) i s t i n unserem Beispiel 8.1.1 .(a) nichts 
anderes als die A r b e i t , die zur Purehlaufung von Α i n Richtung 0 
benötigt wird ; auch i n Beispi e l 8.1.l.(b) hat es die dort 
näher beschriebene Bedeutung). Pur unsere Überlegungen sollen 
die Menge Ρ und die Punktion Ρ gewissen (an Hand der Beispiele 
naheliegenden) Bedingungen genügen, ζ. B. s o l l Ρ „stetig" und 
„additiv11 von Α abhängen; diese Bedingungen werden wir jedoch 
erst später genau formulieren ( v g l . Annahme 1 i n 8 . 2 . 2 . , Annahme 
2 i n 8 . 2 . 4 . und Annahme 3 i n 8.3.6.). 
Pie Punktion Ρ sei von nun an für den Rest dieses Paragraphen 
f e s t vorgegeben. 
8 . 2 . Übergang zu D i f f e r e n t i a l e n ^ 
8 · 2 . 1 . Wir wollen uns nun auf den F a l l beschränken, daß Μ 
η 
ein p-dimensionaler a f f i n e r Unterraum von R i s t . 
Sei a e i n be l i e b i g e r Punkt aus M. Dann g i b t es einen 
p-dimensionaten Untervektorraum Vf von Rn, so daß w i r 
schreiben können: 
Μ' = a + V* 
I s t ν. , . . ο ,v eine Basis von Vf 9 so können v/ir durch 1 · - ρ 
ρ . 
g(t-, j · · · 5*ρ) D f = a + -Γ t i v i für, a l l e t. = (t^ . 0 ,t ) € |p 
i=1 
eine lokale (und i n diesem P a l l auch globale) Karte 
g : Rp -* Μ von Μ urn a d e f i n i e r e n . 
Zur Abkürzung schreiben w i r noch: 
g f ( t ) D f = y t.v.. , d.h. 
i^T 
g ( t ) = a + g f ( t ) . 
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Sei nun 0 = Lv^,...,v ] ( v g l . 5.6.1.). l u r c h die Pestsetzung 
9U' ) D f = F(gA !; M, 0 ) für a l l e Af mit: gA' ζ Ρ 
erhalten wir eine Mengenfunktion auf g p ( v g l . 7.1.1.)· 
Wir inachen nun die erste der i n 8.1.2. angekündigten Voraus-
setzungen: 
8.2.2. Annahme 1: Pur jedes Α aus Ρ i s t g Α i n t e g r i e r b a r ; 
für jedes t = (t<.,. . . , t ) € W1 ( 0 ) c: gP und r ^ 1 - Max | t . | 
! p ! ~ 1 ^ p ' 1 
g i l t : g W ( t ) € P. Ρ i s t für festes 0 € iO^Og} eine 
additive Mengenfunktion auf Μ und „stetig" i n folgendem Sinn: 
Zu jedem ε > 0 g i b t es ein δ > 0, derart, daß für a l l e 
— 1 
Α ί Ρ mit m(g Α) < ο (m bezeichnet das Lebesguesche Maß 
i n Rp!) g i l t : 
\P(A: M: 0 ) j < e. 
8.2.3. Bezeichnen wir mit D den Definitionsbereich von Φ 
und mit Κ die Menge der integrierbaren Teilmengen auf Ε , 
so f o l g t aus Annahme · 1 ,· daß die Mengenfunktion § .(. D Π Κ 
den Voraussetzungen des Satzes von Radon-Nikodym (7.2.1.) 
genügt. Deshalb erhalten wir nach diesem Satz durch D i f f e -
renzieren von Φ j D'O Κ eine f a s t überall eindeutig bestimmte 
Dichtefunktion φ : Ε- - g , für die g i l t : 
J φ = § (A !) für a l l e A! € D Π Κ 
A' 
(Bei unseren Beispielen 8.1.1. bezeichnet man f auch als Feld­
stärke bzw. Stromdichte). 
Wenn es unter den zu § J D Π Κ möglichen Dichtefunktionen φ 
eine s t e t i g e g i b t , so i s t diese überall i n E^ eindeutig be-
stimmt. Wir "wollen deshalb voraussetzen: 
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8 . 2 . 4 . Annahme 2 : Zu § ! D Π Κ gibt es eine stetige Dichte­
funktion, die v/ir mit φ bezeichnen. 
8 . 2 . 5 - Die (nunmehr eindeutig bestimmte) Punktion 
Φ : Ε - R hängt nach unserer Konstruktion natürlich von 
der Wahl des Punktes a und der Basis ν-, , . . * .v von V! ab, 
' Ρ 
i s t aber sonst durch unsere Voraussetzungen eindeutig 
bestimmt. Das führt uns zur D e f i n i t i o n einer Punktion 
w : Μ χ V'x ... xVf ~> R, die wir vorerst nur für Elemente 
~ ρ-mal — 1 
(a; v - j , . c . , v ) ? Μ- χ V Tx . ., xV! erklären wollen, für die 
die Vektoren v 1 5..,,v l i n e a r unabhängig sind, d.h. eine 
Basis von VT bilden; i n diesem F a l l setzen v/ir: 
w(a; v 1 , . . . ·νΌ) D f = co(0). 
Die D e f i n i t i o n von w für die übrigen Elemente des D e f i n i t i o n s -
bereiches bringen wir i n 8 . 3 . 4 . 
8 . 3 . Polgerungen aus Spezialfällen 
8 . 3 . 1 . Sei h : g p -> g p eine a f f i n e Abbildung und 
g D f = g · h :"|p - Μ . 
Aus dem verallgemeinerten Transformationssatz ( 4 . 4 o 3 . ) erhalten 
wir für eine Teilmenge AT c: Ri0 , für die g Af € Ρ i s t : 
P(gA l; Μ. 0) = p(g(hA f); Μ, 0) = Φ (hA !) -
= J y = J ? > 
hAT A! ' 
wobei φ f= (φ - h) · JDet h| i s t ( v g l . auch 4 . 2 . 3 . Folg. 1 ) . 
8 . 3 . 2 . V/ir setzen nun h s p e z i e l l als Translation an, d.h. 
h ( t ) = s + t für ein festes s und a l l e t aus Rp . 
Dann erhalten w i r : 
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g ( t ) = g h ( t ) = a + g'(s+t) = g(s) + g ! ( t ) 
und 
cp(s ) = φ ii(0) = φ { 0 ) , 
wobei w i r φ als die Dichtefunktion auffassen können, die v/ir 
nach dem Verfahren von 8.2, au3 Ρ erhalten, v/enn wir s t a t t 
von a und ν- , . . , ,v von a g» s ) und ν. Ί . ο = ν. ( i = 1 , . . . , 
1 - ρ jJf to v ι Df ι · • 9 
ausgehen, d.h. 
cp (o) = w (a; ν, .... ,v^) (nach 8,2.5.) 
- w (g(>) r. v 1 , ,v^) . 
Damit e r g i b t sich (s = (s^,...,s j ) : 
F(gA 1 ; Μ, 0) = J φ ('s) ds 1 ,...,ds Q = 
A τ
= J ν/( a + g f (s ); v-j , . . . , ν ) für a l l e Α' € D , 
Α ! 
d.h. w i r können die Punktion Ρ auch durch I n t e g r a t i o n der 
ste t i g e n Punktion w zurückerhalten. ^  
(Die S t e t i g k e i t von w als Punktion von s f o l g t aus der 
S t e t i g k e i t von φ,die nach Annahme 2 (8.2.4.) vorausgesetzt 
i s t . j 
8.3.3. Nun sei h i n 8.3.1. eine lineare Abbildung mit 
p o s i t i v e r Determinante. Dann i s t <p die Dichtefunktion, die 
wir aus Ρ erhalten, v/enn v/ir von der Basis 
v-| D f = g ! ° h(e 1 ) , . ο . ,v ] ) f= g T · h ( e p ) v o n y t 
ausgehen, d.h. 
w(a- v 1,...,v p) = cp (ο), 
woraus f o l g t : 
(*) w(a;. ν-, , . . . , ν ) = Det h · w(aj v>, , . . . , ν ). 
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I s t s p e z i e l l hi ) - λ., e_. für λ ^  > 0 ( i - 1 , · β . ·ρ) ; 
so ergibt sich weiter: 
{ * ; w(a: λ^,.,.,λ ν ) = . λ w (a* v r , . . , v j . 
» : D p ι p I p 
8 . 3 . 4 . Nun kommen v/ir zur Ergänzung der D e f i n i t i o n von ν/ 
(v g l . 8.2.5.): 
Sei v-|,..?v ein System von l i n e a r abhängigen Vektoren 
"D Ό 
aus V! ο Dann g i b t es eine lineare Abbildung h : g x ~> 
mit verschv/indender Determinante, so daß g i l t : 
g° h (e.. ; = v^ für i = 1 ρ. 
In diesem F a l l erhalten wir aus 8 . 3 · 1 · 
F'gA• ; Μ, 0 ) - 0 f a l l s gA 1 € P. 
Das führt uns mit Rücksicht auf die Überlegungen i n 8 . 3 . 2 * 
und 8 . 3 o 3 o zu der 
D e f i n i t i o n : w(a; V;J , . . . ,v ) = 0 für l i n e a r abhängige 
v 1 > ο ο . ,V.q € V! . ' 
Dann bleiben auch die Formeln (*) aus 8 . 3 . 3 » r i c h t i g 
(für Det h ^ 0 und λ± * 0 ( i = 1 , . . . , p ) ) . 
η 
8 o 3 « 5 . Seien V q,v^ ,. β 0,v^ l i n e a r unabhängige Vektoren i n g 
und a ζ i f 1 ein f e s t e r Punkt. Zu ε > 0 seien a f f i n e Abbildungen 
g,h Pf Rp - R n durch die Festsetzungen 
g(0) - a, g(e-j) - a+e V l , g(e i)=a+v j_ 
h(0)=a+ev 1 , hC'e^  )=a+e (νο+ν^ ), h(e i.)=a+6v 1+v i V-für i = .2, 
f ( 0 ) = a, f (e 1 )=a+e(v +v) , f ( e i ) = a+v.. 
gegeben. 
g f ( g p ) , h(R±:))und f ( R P ) sind p-dimensionale Teilmannigfaltig-
keiten i n Rn; v/ir schreiben zur Abkürzung dafür Mg, Mh bzw. Mf < 
1 4 5 
Nun sei W!f der abgeschlossene Einheitswürfel i n 5-
Dann betrachten v/ir den kompakten Quader 
Q'Df = [0,1] χ W» C | p 
und sein B i l d bei den Abbildungen g, h und f . 
Die Verhältnisse im Falle ρ - 2 zeigt die folgende Skizze: 
g(Q !)? h(Q T) und f ( Q T ) lassen sich als die Seiten eines 
(p+1)-dimensionalen „Prismas" ansehen, (im gezeichneten 
F a l l handelt es sich w i r k l i c h um ein d r e i s e i t i g e s Prisma, 
für ρ > 2 er g i b t sich ein komplizierteres Gebilde.) 
Nun wollen wir eine physikalische Überlegung anstellen: 
n. * Sei i n ]| eine Strömung gegeben und F<sA;M,0) d e f i n i e r t a ls 
die Menge, die pro Z e i t e i n h e i t durch die Teilmenge Α der 
p-dimensionalen, o r i e n t i e r t e n Mannigfaltigkeit h i n d u r c h t r i t t . 
Dann können wir f e s t s t e l l e n : Die Gesamtmenge, die durch den 
Rand des Prismas nach außen t r i t t (mit den zugehörigen 
Vorzeichen aufsummiert), i s t g l e i c h : 
K o=F(g(Q');Mg,[ev 1,v 2,...,v ] ) + F(h(Q·);Mh,[evQ,vg,.·β,ν ] ) 
- F( f (a ! ) ;Mf ,[ε(ν +V-.) ,v 9,. .. ,v ] ) .+ einem Korrekturglied Κ 
1 4 6 
das von den Mengen herrührt, die durch die übrigen Seiten des 
Prismas t r e t e n ; da die Gesamtfläche11 dieser Seiten durch 
2 
eine zu ε proportionale Große beschränkt i s t , kann man auch 
2 
^ k-jG für eine geeignete Konstante k^  annehmen. 
Κ selbst hängt aber von den physikalischen Vorgängen im 
Innern des Prisraas.ab (Erzeugung und Vernichtung von Strömung, 
Truck- und Dichteänderung.). 
Pa das Volumen des Prismas ebenfalls durch ein geeignetes 
2 
Vielfaches von 9 beschränkt i s t , erscheint es vernünftig. 
ο 
auch Κ k ε'~ anzunehmen. 
ο ο 
Damit haben wir: 
P(g'Qf ); Mg, [εν1 , . . . . ] ) + F(h(Q f); Mh,[εν , . . . ] ) = 
F(f< Qf ) ; Mf .Lei v r+v 1 ) ] ) + K. 
wobei für Κ Κ - Κ. g i l t Di ο 1 ° 
l i m 5 = ο ο ε-ο c 
Damit r e c h t f e r t i g e n wir: 
8 , 3 < » 6 0 Annahme 3 : I s t V/ ein kompakter Würfel i n Rp \, 
I = [ 0 , 1 ] ο g und g ( I x- W), h ( l x W) bzw. f ( I χ W) £ Ρ, 
so g i l t : 
P(g(lxW); Μ,ίεν-, ,v 2, . . . ,v ] ). + P(h(lxW); M, [ßw, v g , .. , v p3 ) = 
= P(f(lxW); M^sCv^w), V g , . . . , ^ ] ) + 0(e), 
wobei für die Punktion θ(ε) g i l t : l i m 0 ^ £ ^  = 0 . 
8 . 3 · 7 ο Nun erhalten wir aber aus 8 . 3 ο 2 . und 8 . 3 « 3 -
P(g(lxW); M,[e V l , v 2 , . . . , v.p ] ) " = 
Ρ 
6 J w (a+s 1ev 1 + £ Q±v±9 v 1 ,. . 0 ,v ) d s ^ . o . ,ds.Q 
IxW i=2 
und 
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lim ? ' S ( I x W ^ Μ, L e v r v 2 - - ' v p ] ) 
= j * w(a+ Y Qiy±> V V 0 β 9 ? VD^ d s i * o d d s 
IxW i=2 ο 
ρ 
= Γ v/'a-f \ s.v.; v, , . · . ,v ) ds 0 . . „ ds (nach dem Satz 
« <L 1 1 ' 1 ' ρ 2 ρ 
V/ i=2 von Fubini 3.2 . 1 
Analoge Schlüsse und Annahme 3 (8.3.6.) l i e f e r n schließlich: 
J w(a+ £ s;iv. ; v 1 , . . . ,νΌ) ds 2 ... ds.Q + J * v/(a+ ][ s i v i ? ν/·· 
W i = 2 * ~ W i=2 
Ρ 
v 0 , . . . ,v . ) ds p . . . ds. = J* v/(a+ ) s_. v^ ; v.+w, v ? , . . . ,v )ds 9 . . d 
Da das für a l l e V/ g i l t , f o l g t aus dem Satz von Radon-
Ni'kodym und der S t e t i g k e i t von w ( v g l . 8.2.3. und 8.3.2.) 
Ρ Ρ 
w(a+ J s i v i ? ^ , . . . ,v ) + w(a+ £ S±Y±' w> v 2,...,v ) = P' 
i=2 i=2 
- w(a+ s i v i ? w + v-j , v 2 , . . . ?v ) 
i=2 
und s p e z i e l l für s 2 = ..·.'= 8 = 0 : 
wi.'a-pV^  , . . . ,v ) + w(a; w, v 2,...,v^) = w(a; v 1 4- w, v 2 , . . . , V p ) . 
8.3.8. Folgerung: w(a; -ν* , v 2 , . . . , ν ) = - v/(a; v 1 ? . . . , v ^ ) . 
Beweis: w(a; - v^ ,v 2 , . · . , v^) f w(a; v^ , . . . ,ν^ ) -
= w(a ·ρ 0 ? v 2 . . . . , ν ) . = 0 nach. 8.3.4, 
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8 . 3 . 9 o Tie Schlüsse von 8 . 3 . 5 · bis 8 , 3 . 8 . gelten analog 
für j = 2 , . . c , p ; und zusammen mit 8 . 3 . 3 . und 8 . 3 . 4 . erhal-
ten wir: 
w(a; ν- , . ο . , ν .+w, . . . ν ) = w(a; ν. , . . . ,v. ) + w( a; v 1 , . <> . . ν ,w, 
J + 1 ' Ρ 
λ w(a: ν-| , . ο . ,ν^ ; = w(a; ν^ , . . . ?λν^ ι· · · * >νρ^ 
w(a; ν 1,... ?ν Ό) = - wia; ν 1 , . . • , ν ^ , v ^ r v . , ν . +2 , . . . , ν ρ ) , 
d.h. w i s t für festes a, als Punktion auf Vf χ V fx ... χ V1 
aufgefaßt, eine sog. „alternierende M u l t i - ρ-mal J 
linearform" ( v g l . 9.1.1.1, 9 - 2 . 1 . 1 und 9 . 2 . 2 . ) . 
8 . 4 . Zusammenfassung: Die so d e f i n i e r t e Funktion 
w: Μ χ V τχ ο . ο xVr ~* R 
Lp-mal 1 
hat also folgende Eigenschaften: 
( 1 ) Bei festem (v 1 ?...,v.^) hängt w s t e t i g von a € Μ ab. 
( 2 ) Bei festem a € Μ i s t w nach 8 . 3 . 3 . und 8 . 3 . 7 . eine 
„Multilinearform" ( v g l . die D e f i n i t i o n i n 9.1 · 1·)· 
( 5 ) Bei festem a ζ Μ i s t w nach 8.3.4.· „alternierend" 
( v g l . die D e f i n i t i o n i n 9.2.2.). . 
Dies^ Eigenschaften ergeben zusammen, daß w als „alternierende 
-Dif\?erentialform" angesprochen v/erden kann ( v g l . 11.1.). 
I h den folgenden §§ werden v/ir nun diese M u l t i l i n e a r - und 
Dii i e r e r i t i a l f o r m e n systematisch untersuchen. Wir bauen dabei 
die ganze Theorie von den Formen her auf und definieren erst 
später die „Integration" (s. § 12). Das i s t dann gerade die 
Umkehrung der heuristischen Entwicklungen dieses 
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:< 9 Alternierende M u l t i l i n e a r f orrnen 
Seien V und \7 Vektorräume über R sowie ρ eine positive 
ganze Zahl. V1 bezeichne das p-fache kartesische Produkt 
von V. 
9.1· Mu l t i l i n e a r e Abbildungen und Multilinearformen 
9.1.1. D e f i n i t i o n : (a) I s t ρ > 0. so heißt eine Abbildung 
Ρ : Vp ~' W „multilinear", wenn für beliebige a-,,...,a , 
b 1 ?...,b € V und λ ί R g i l t : 
(1 < i i1 ( a , . . „ . -j J a ^  + b^ , -j ' ' · ' ? 3·ρ ) = 
= F(a 1,...,a ) + P(a 1,...,a i_ 1,b i,a i + 1,...,a ) (i=1...-,p-
< \ d ) ) \ i^ä>i ι ι » · .3. ι — P^a . i*.o..a. ^. λ a · « a. a ) 1 ρ I > i - 1 ' ι' 1+1 Ρ 
(i=1 ,...,p' 
(b). I s t W = § , so heißt eine m u l t i l i n e a r e Abbildung 
p.: v p - W = g „Multilinearform". 
9.1.2. Bemerkung.: V p trägt zwar eine natürliche Vektorraum-
s t r u k t u r , jedoch sind m u l t i l i n e a r e Abbildungen im obigen 
Sinn für ρ > 1 nicht lineare Abbildungen bezüglich dieser 
Vektorraumstruktur (Pur lineare Abbildungen müßte z. B« s t a t t 
9.1.1. (a) ("(2)) gelten: 
λ P(a 1 ?...,a ) = P(Aa^ , . . . ,Aa^) ). 
9.2. Alternierende m u l t i l i n e a r e Abbildungen 
9.2.1. Satz: Sei ρ > 1. Dann sind für m u l t i l i n e a r e Abbildungen 
Ρ : \rP -* W äquivalent: 
(a) Bei einer t lNachbarvertauschung , ! ändert Ρ das Vorzeichen, 
d.h. P(a^ , . ο . ,a^ ) = ~P(a^ , . . . ?aj__-| ? a i + i ? a i > a i + 2 ' ' 0 0 , a p ^ 
für beliebige a , . . . ,a € V und a l l e i = 1 ,. . . ,p-1 . 
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(b) Sind i n der Folge , . . . ,a ( a ^ € V für i = 1 , . . * ,p) 
zv/ei aufeinanderfolgende Vektoren g l e i c h , so i s t 
F- a^  , . ο . , a ^ ) - 0. 
[cj Für l i n e a r abhängige a-j,... ?a € V g i l t : 
Fi,a^ , . . . ,a ) = 0. 
Bev/eis: (a) « (b) O.B.d.A. sei ρ = 2. 
(a) (b) ergibt sich aus: F(a,a) + F(a,a.) = 0. 
(b) =* ( a ) ergibt sich aus 
Γ •d. ^  , et 2 y ~ 
= P(a 1 ,a1 ) 4- F ( a 1 ? a 2 ) + F(ap,a,|) + F(a 2,a ?) - Ρ(>ρ^) 
= F(a 1+a 2, a^+ap) - F i a ^ a ^ ) (nach 9 · 1 . 1 . ) 
= -F;a ?,a,) nach ( 2 ) . 
(c; - ib.) i s t t r i v i a l . * 
Ρ 
(a),'(b) =* ( c ) : O.B.d.A sei a. = ) λ-a.·; dann g i l t : 
0 = 1 
p - 1 
P( a yi , . . ο , a_ j — . ,a .) (nach 9 . 1 . 1 . . ) · 
ι ρ Ζ— ^ ι ρ I J 
j = 1 
Nun i s t aber für jedes j = ·1 ,. . .. ,p-1 nach (a) 
i ( a / j , . . o , Ί ? ^ " - | ) ~~ F ( a > j j e # o , a^ 2' ^  j 1 ^ Ρ - ] ^ ' ' ' — 
( ~ 1 r ° ~ 1 ~ ^ FCa.,...,a . , a.,...,a «) = 0 (nach ( b ) ) . 1 D D * P~1' 
9 - 2 .2. d e f i n i t i o n , : ' Eine Abbildung F : V p - W heißt a t t e r -
nierende (oder schiefsymmetrische) m u l t i l i n e a r e Abbildung, 
v/enn 
(a) für ρ = 1 F m u l t i l i n e a r , d.h. l i n e a r i s t , 
(b) für ρ > 1 F m u l t i l i n e a r i s t und die Bedingungen 
(a) - (c) aus 9 - 2 . 1 . erfüllt sind 0 
1 5 1 
9.2.3. Bemerkung: Betrachtet man Vektorräume über beliebigen 
Korpern an S t e l l e von R, so braucht Satz 9.2.1. nicht immer 
zu gelten. Beim Beweis von (aj =* (b) mußten wir nämlich 
davon Gebrauch machen, daß die Charakteristik von g nicht 
gerade 2 i s t . 
9.2.4. Satz: Sei Ρ : Vp - W eine alternierende m u l t i ­
lineare Abbildung und σ eine Permutation der Menge 
[1 , . . . ,p} . Pann i s t . 
p(a 1,...,a Q) - ε σ Ρ ( α σ Μ ) 9 . . . , & σ ( Ό ) ) -
k 
wobei ( - 1 ) ^ i s t , v/enn k die Anzahl der Paare v i . j ) 
bezeichnet, für die g i l t 
1 < i < j s; ρ u n a σ(ι) > < T( J ) . 
Beweis: Der Satz f o l g t daraus, daß sich jede Permutation 
als Nacheinanderausführung von k Nachbarvertauschungen er= 
zeugen läßt. 
9.2.5. Bezeichnung: Die Menge a l l e r Permutationen von 
ίΐ , .ο.,ρ} bezeichen v/ir im folgenden mit 6 . 
9·3. Abbildungsräume 
~ — ~~~~ VP ο 9.3.1 0 Satz: ( a j Die Menge W a l l e r .Abbildungen von V^  in__V 
b i l d e t durch die Pestsetzungen: 
(P+G)(x) O f = P(x)+G(x) für P, G € WyP und_alle χ € 
(λΡ)(χ) -Df= λ·Ρ(χ) für Ρ e , λ ί R und a l l e χ € V P einen 
Viktorräum über R. 
(b) Die Menge LP('V.W) a l l e r m u l t i l i n e a r e n Abbildungen von-
Γ Ό . V"^  
V- i n W b i l d e t einen Untervektorraum von W . 
\ c ) : Die Menge AP(V,W) a l l e r alternierenden Abbildungen y 
λ"οη V- i n w b i l d e t einen Untervektorraum von Lp(V,W). 
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Den ganz einfachen Bev/eis können v/ir übergehen. 
9,3.2. V/ir betrachten nun spezielle Werte für p. 
(a) Zunächst ergänzen v/ir die D e f i n i t i o n von L^i.V,W) 
bzw. AP(V,W) für den F a l l ρ = 0 durch: 
L°(V,W) D F = A°(V,W) D f = W0 
(b) I s t ρ = 1, ;o f a l l e n die mul t i l i n e a r e n Abbildungen 
von V ! i n V/ mit den linearen Abbildungen von V = V1 i n W 
zusammen, deren Gesamtheit wir mit L(V?W) bezeichnet haben. 
Damit haben wir unter Berücksichtigung von 9.2.2.: 
L(V,W) = L1ί V.W) = A ' ( V . W ) . 
(c) I s t dim V = η, so f o l g t aus ρ > η wegen 9.2.'! , 
AP('V,W) - 0. 
(d) Schließlich betrachten v/ir den F a l l dim V = ρ W = g : 
Dann i s t A P(V ?R) der Vektorraum der „Det^min^^^ 
auf R ( v g l . 4.1: Eine Determinantenfunktion i s t eine A b b i l ­
dung V p - R, die die dort aufgeführten Bedingungen (a) - (c) 
erfüllt). Dieser Vektorraum i s t aber isomorph zu R, also 
haben v/ir: 
A P(V,g) ^  1 
(zum Bev/eis s. auch 9.4*7.(a)). 
9.4'. Darstellung von alternierenden m u l t i l i n e a r e n Abbildungen: 
Sei nun dim V = η (0 < η < 0 0) und e^,.. a ?e^ eine Basis von V. 
sowie ρ > 0. 
9.4.1. Sei F € AP(V,W). V/ir erhalten: 
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F( α. , . . , .a ) = ~$( ^ 
η η 
Jl = 1 V 1 
a . e . ) 
Ο ι ? · · ° > J ~ 
"ίο. a . pic «θ . ) P J O 0 D P 
fda Ρ m u l t i l i n e a r i s t 
η 
= 1 
Fie. , 
J 1 «θ . / 
\- i für I J= m u ο 1 d m 
(da Ρ alternierend i s t ) 
a Pf e. 
1 --i, < . . „ <i sη σί.6 1 Ρ *" Ρ 
ο(1) ~ ο (ρ) 
(nach 9.2.4.) 
= > 
1 t i 1 < . <i 
Ρ 
a 1 i . ο β · a 1 i 
a · · β 9 ο a · 
ρι 1 p i υ 
• F(e. , . . . ,e ) 
χ1 -ρ 
Damit haben wir den 
9.4.2. H i l f s s a t z : Jede alternierende m u l t i l i n e a r e Abbildung 
¥ : Yy - W i s t durch die (p) Werte 
P(e i , . . .,e. ) (1 ^  i 1 < ... < i £ n) 
Ί 
vollständig bestimmt, 
9.4 ο 5 ο Wir können nun umgekehrt vorgehen; 
Wir wählen (p)Elemente b. . C W (1 £ i r <..·.< i ^ n) 
1 ρ ^ 
una definieren eine Abbildung Ρ : Υ* -* W durch 
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V: a ' 8 Ό ; Df: 1 
Ί i . 
<i . 
Ρ 
a . 
p i 
a 1 i 
a . 
p i 
b. 
1. . 0 0 ι 
1 Ρ 
Die Bedingungen 9 - 1 . 1 . und 9 . 2 . 1 . lassen sich nun un m i t t e l ­
bar v e r i f i z i e r e n , und wir haben den 
η 
9 . 4 . 4 . H i l f s s a t z : Zu (p) beliebigen Elementen b^ ^ C W 
i 1 ^ i 1 <...< i r ^  n) g i b t es genau ein Ρ £ Α*(V.W), so 
Ρ daß g i l t : 
Pfe. ,...,e. ) = b. . für a l l e i 1 ? . . , i mit: 
"1 
1 ^ i <. . . < i ^ η. 
Ρ 
9 . 4 . 5 . Sei nun ¥ = R und für jedes.p-Tupel mit 
^ i 1 <.„..< i ^ η die alternierende M u l t i l i n e a r f o r m 
1 ρ 
Ί * 
Ρ 
d e f i n i e r t durch: 
(e^ e ) D f= 
f a l l s i k " ^k für a l l e k 
L 0 sonst. 
Wir erinnern bei dieser Gelegenheit an das Kroneckersymbol 
δ. .: Der zweifach i n d i z i e r t e Buchstabe δ bedeutet „ 1 " , wenn 
die beiden Indizes übereinstimmen, und tlOff, v/enn sie ver-
schieden sind, d.h. 
1 für i = j 
1 J 
r 
1 . für i f j . 
Dann können wir E- · 
1>| · · O ι 
charakterisieren durch 
Ρ 
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Wir erhalten damit den 
9.4.6. Satz: l i e alternierenden Multilinearformen E. . 
• .. ••j. · . r . „ . r M 1 · Ο Ο -L 
bilden eine Basis von A ^ ( V . R ) T Ρ 
{ ( * ) ) Bev/eis: Sei Ρ = Υ λ, Ε. , . 
1£i.,<...<i s;n 1 Ρ 1 Ρ 
I ρ 
Dann ist; λ. .. P(e. , ...,e. ), also durch Ρ eindeutig 
1 ρ 1 ρ 0 y bestimmt. Um zu zeigen, daß jedes Ε t Ai:(V,W) so dar g e s t e l l t 
werden kann, braucht man nur λ. · durch F(e. , ...,e. ) 
1 r- p 1 ρ 
zu definieren. Darm stimmt Ρ mit ) λ. . Ε. · 
ί p 1 ρ 
überein, zunächst für (e. ,. 0.,e. ), f a l l s 1 - j^, <»..< j ^ η 
31 Jp p 
und daher nach 9.4.2. überhaupt. 
9.4.7. Folgerung: dim A P ( V . R ) = ( p ) . 
Speziell g i l t also: 
(a) dim A n(V,g) - 1: Jedes F € A n(V,|) i s t Vielfaches von 
E^  n , und wir haben: 
An(V,R) - £ , 
wobei der Isomorphismus durch die Zuordnung 
Ε 1 β β . η μ _ ^ 1 
induziert v/erden kann. 
(b) dim An~1 (V,R) = dim A 1(V,|) = n. Im ersten F a l l 
schreiben sich die Basen E1 q ~ für i = 1 , . 0 o o , n 
I « ο ο -L . ο ο -CI 
( Π Λ , ! bedeutet, daß das darunter stehende Glied, aus 
der Folge herausgelassen w i r d ) , im -zweiten F a l l : 
Ε., · ο.,E . Wir haben Isomorphismen 1 ' η χ 
An~1 (V,B) - V und 
A1 ( V
9
| ) ^ V , 
die ζ. Β. durch die Zuordnung 
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von 
E 1 . . . . i . . . . p ^ * i > 1 ' i " 1 e i 1 = 1 ' - ' - n 
bzv/. 
E±| ^ e i i = 1 , . . ο ,n 
induziert sein können ( v g l . ,10.4.1.-2.). 
9.4.8. V/ir haben die Symbole E.. . bisher nur für p~Tupel 
1 ρ i, , . . ο . i mit 1 ^ i . <. . . < i ^ η erklärt und v/ollen diese 
1 Ρ 1 Ρ 
D e f i n i t i o n j e t z t auf beliebige p-Tupel i - , . . . , i mit 
1 ^ i . , . . , , i ^ η erweitern. 
' p 
Dazu beachten wir , daß es zu einem p-Tupel i.-j 9 · · · , ± 
ganzen Zahlen mit i-, i i für l i- m genau eine Permutation 
1/ ΠΙ 
ο* £ Θρ g i b t , so daß g i l t : 
V i ) < V?.) <-'< ^ ( p ) · 
Wir definieren dann 
0 f a l l s nicht a l l e i , verschieden 
Ε _ / • • 0 s k-* P) i r . . i p 
ε οΕ. .' i . sonst, wobei er. die oben be-σ(ΐ) #" β o'(p) zeichnete Permutation aus 6 
bedeutet und Ε. . ^ 
ασ(ΐ )· 0 ο 1σ(ρ) 
dann nach 9·4.5. erklärt i s t 
und erhalten den 
9.4.9. Satz: (a) E. . i s t c h a r a k t e r i s i e r t durch: * i r . - i p — 
r 1, f a l l s i ^ = für a l l e k 
Ε. , . . .i (e . . , ,e ) = V ( I f ^ p) und 
_ 1 P J1 Ρ ' \ \ M m für l ± m 
0 f a l l s [ i. , . . . , i } \-
1 · p^  1 
ί 3 Λ J · 0 β ? D ρ i · 
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a 1 i . 
ι Ρ 
a p i . 
Der Beweis i s t t r i v i a l . 
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10. Äußere M u l t i p l i k a t i o n von alternierenden M u l t i -
l i n e a r formen. 
Sei V ein Vektorraum über R und ρ ^ 0. Wir schreiben zur 
Abkürzung A p für AP(V,R) und L P für L p(V,g). 
10.1 . Alternierung 
Mit dem B e g r i f f „Alternierung" bezeichnen*v/ir eine Operation 
die jeder M u l t i l i n e a r f o r m eine alternierende M u l t i l i n e a r f o r m 
zuordnet. 
yP 
10.1.1. D e f i n i t i o n : Pie Abbildung a : L P - g i s t gegeben 
durch: 
una 
Ρ v f = Ρ für p = 0 
i&Fj ( a r . . . , a ) D f - i - Υ εο p( a a ^ },. . . , a a ( p ^) 
p ! σ£6 
für ρ > 0. 
10.1.2. Satz: I s t Ρ eine beliebige M u l t i l i n e a r f o r m aus 1/ , 
so i s t aP eine alternierende M u l t i l i n e a r f o r m aus AP; i s t Ρ 
einer alternierende M u l t i l i n e a r f o r m , so i s t aP = P. 
Beweis: Der P a l l ρ £ 1 i s t t r i v i a l . Sei nun ρ > 1? die 
Xultilinearität von aP f o l g t aus der Multilinearität von P. 
Wir betrachten nun (aP) (a^ 9 . . . ,a ), wobei für ein i (1 ^  i < ρ 
gelten möge: a. == a. • . . • 
ι · 1+ ι 
Dann heben sich i n der Summe. ^ & σ P ( a 0 ^ ^ , . . . . > a a ( p ) \ 
Ρ 
die Summanden paarweise auf, und wir haben 
" (a P) (a. , . . ο ?a ) = 0, 
ι p 
d.h. aP i s t eine alternierende Mult i l i n e a r f orm ( v g l . '9-2.1. und 
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I s t Ρ ί Λ ρ, so f o l g t aP = Ρ aus 9 . 2 . 4 . und der Tatsache, 
daß genau p! Permutationen enthält. Ρ 
10.1 .3 . Bemerkung: Aus 10 .1 .2 . f o l g t , daß die Abbildung 
Ό V P Ό 
a : Ir -* R einen Epimorphismus des Vektorraumes auf 
den Vektorraum A^ in d u z i e r t . 
10.2. Tensornrodukt 
10.2.1. D e f i n i t i o n : Die b i l i n e a r e Abbildung 
» : L p χ L q - L p + q , die durch (F,G)| ^ Ρ 3> G, 
(Ρ 5) G) ( a v . . , . a p j q ) ^ F ( a r . . . ? a p ) · G( a p + 1 , . . . , a p + q ) 
für ρ, q i- 0 sov/ie durch 
(P 2> G) (a. .... ,a ) 1Λ+-= Ρ · G(a, ,a ) 
ι q I·1- 1 i 
für ρ - 0 und für q = 0 analog gegeben i s t , , heißt Tensor-
produkt. 
1 0 . 2 . 2 . Bemerkungen: (a) Die D e f i n i t i o n für ρ = 0 (bzw. q = 0 ) 
i s t durch 9 - 3 . 2 . (a) m o t i v i e r t : Ρ i s t i n diesem F a l l eintfElemen 
aus R. 
( 2 ) Ρ S> G i s t zwar eine M u l t i l i n e a r f o r m , braucht aber im a l l ­
gemeinen nicht alternierend zu sein, selbst wenn Ρ und G 
selbst alternierend sind: Sei z.Bo dim V = η (0 < η < <X)) 
und 1 ρ = q = n. Sind Ρ und G alternierend, so sind Ρ und G 
Determinantenfunktionen und PS G i s t s i c h e r l i c h nur'dann 
identisch 0,'wenn Ρ oder G identisch Null i s t , Wäre ρ ä G 
jedoch alte r n i e r e n d , so müßte Ρ & G wegen p+q = 2 n > η nach 
9 . 3 . 2 . identisch 0 sein. 
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0 . 3 · Außeres Produkt 
0 . 3 . 1 . D e f i n i t i o n : Die bi l i n e a r e Abbildung 
Α : A p χ A q - A p + q, die durch 
D r (F. G; s ^ Ρ Λ G r,- A?
+CL) ! a (Ρ 3 (}' 
ρ! q! 
gegeben i s t , heißt „äußeres Produkt"_. 
(Die Bilinearität f o l g t aus der Bilinearität von 3 und der 
L i n e a r i t a t von a). 
10.3.2. Bemerkung^Ist ρ = 0, also Ρ € g ( v g l . 10.2.2.(a)), 
so l i e f e r t die D e f i n i t i o n : 
Ρ Λ G = a-Ρ » G.) = a(P · G) = F» aG - F 0 G 
(Die analoge Gleichung g i l t für q = 0). 
1 0 . 3 . 3 . Satz: Pur Ρ £ A p und G £ Aq g i l t bei ρ + q >Jj_: 
(a) (PAG) (a 1,...?a ) = 
e F(a, , ...,a, ) · G(a, ,. . . ,a,. . ) 
1*X,<...<l.* P +q 1 » » +1 P + 4 
Die Zahlen l -,,..„,1 „ sind bei gegebenen 1 1 ?.·.,Ι ν Ν durch p+1 5 ρ+q. · ι ' Ρ 
die folgenden Vorschriften eindeutig bestimmt: 
p+1 p+q. ^ 
{ΐ^ ,,.,.,Ι ^} = ί 1 ? . . . ,p+q j 
und außerdem i s t 
~ /ίΐ · · · · Ρ-ϊ-α" 
•Ι/Γ 
I s t dim Υ = η (Ο < η < . °>) und β^.-.,θ^ eine Basis von V, 
so g i l t ( v g l . 9.4.8.) bei p,q > 0 
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eweis: '[ & ; V/ir teilen© i n Äquivalenzklassen auf. p+q 
indem wir zv/ei Permutationen σ und X äquivalent nennen« 
v/enn g i l t : 
io(1 },.... ,o(p)} - {τ(ΐ),...,τ(ρ)}. 
Jede dieser Äquivalenzklassen enthält genau p!q! Permuta-
tionen und läßt sich eindeutig durch eine Zahlenfolge 
ι^ , - · ο , l mit 
1 ^ 1Λ <. , .< l ^ ρ+α 
1 Ρ 
beschreiben. (Jeder solchen Zahlenfolge wird die Äquivalent 
klasse zugeordnet, die durch die Permutationen 
1 p+q \ 
] repräsentiert wird, wobei die 
*Ί 1υο+α / 
I .,...,1 . wie oben bestimfot sind.) 
p+1 p+q 
V/ir behaupten nun: I s t X wie eben d e f i n i e r t und l i e g t 
i n der gleichen Äquivalenzklasse, so g i l t 
ε χ ° Ρ (a. ?...,a. ) °G(a, , . . . ,a, ) 1 ρ p+1 p+q 
Wir haben nämlich Permutationen Τ ί © und Τ ' € 6 Λ , 
ρ ρ q q 
so daß g i l t : 
a / . Λ = a, für 1 ^  i ^  ρ bzw. o ( v ) y ( i ) p N y 
a v^\ - a - i für 0 + 1 ^ i ^  υ+α 
o(i') V ( i - p ) • 
Si 
und ε 0 = e r . ε τ . · ε Γ , 
Ρ q 
also erhalten wir diese Behauptung aus 
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Ρ( a^ ./ ^ \ , . . . · ,a^ ,'τ^  ^ ) - P(a-| ,·..,a^ ) und 
ρ ' ' ν - ' 1 ρ 
ε_ Gia , t 1, a w , . ·. ) = G(an a, ) ° (nach 9 - 2 . 4 - 0 ) 
l q ' U P + l r ^(p+u; ' V i ' V < 1 
Damit können v/ir nun den 1 . T e i l des Satzes bev/eisen. 
Sei S-, die Äquivalenzklasse aus <5 « die durch l-, . · . l * . p+q 
ι ρ . l-,...,Ι beschrieben wird. Wir erhalten aus der D e f i n i t i o n 1 - ο 
des äußeren Produktes: 
ρ ! q! 
Σ εσ F ( ao(l)'··· ? aa(p) } e G ( ao(p+1)> * ' 3 > ao(p+q) } 
( F * G ) ( a 1 f . . . , a p + q ) = La(Pt)G)] ( & 1 , . . . .<a p + q) 
1 
τ.)! q! 
ο 05 
o+q 
1 ο 
( · · · · ) - ( a ö ( p + i )••' · · · > a f f ( p + q . ) ) 
1 
1 Ρ 
Σ β P( a , · β β .an ) β G(an ? β „ <> ?a-. ) 
Ο^Ι^.,.α ^p+q 1 ρ ρ + 1 . p + q 
(b) V/ir haben nach ( 1 ) für paarweise verschiedne i ^ i . D , 
^ 1 ' * β 0 ? ^  q * 
(Ε. . Λ Ε. . ) ( e . ,...,e. , e . ,...<, e . ) 
Χ1 ° β ρ ^1 ? · β °Jq 1 1 χρ D1 J q 
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Ι^Ι^.,.α * P + q ' p I 1 Lp 1 q__/ 
f ^ "i - .' ρ ρ ") 
V i P+q 
wobei g i l t : _ .· . . ^ 
to / χ f u r 1 ^  ra ρ 
\ · 
In dieser Summe i s t nach 9-4.9. höchstens ein Summand von 
0 verschieden, nämlich der einzige, für den g i l t : 
ι k-j , . ο y , k j = { i 1 , . . . · ι ] 
t 1 l o I ρ 
In diesem F a l l haben v/ir zwei Permutationen Τ ( β Λ und 
Ρ Ρ 
r ζ 6, , so daß 
k, = i für 1 ^  m £ ρ bzw, 
Ι τ (m) 
ο 
k, = j für Ί ^ m ^  q und 
lT(m) +p m 
τ τ τ 
p . q 
Also f o l g t : 
(*) (E. i Λ Ε · ) (e ,..·.,e... , e ,...,e. ) = 
1 1 '* * ρ °1 *"·Jq 1 ρ J1 J q 
= Ε. , t (e , ...,e. ) · Ε, , (e. ,. .. ,.e . ) 
x 1 ,. , i p i 1 i p V ° D q 0-, Dq 
für paarweise verschiedene i^,.-... , i , D-| >··.·? 3q 
Nun sei { i^ , . .. , i. Q , j ^  ,. . . , j Q } f {k^ ,. . , ? kp + q} · 
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Dann i s t für jedes öC(5 entweder 
p + Q 
l i 1 V * i k o ( l ) ' - ' - - ' k a ( p ) 5 0 d ö r 
l 3 r - . . » 3 q } ± i k o ^ p + 1 ) , . . . . , k o ( p + q ) } . 
Las bedeutet aber nach 9·4.5, daß i n der Gleichung 
Ε Λ Ε . · ie e k ) 
1 
) E i i ^ ü M V ' " ' k ü i n ) ^ ' E i i '····) 
p+q / 
vo (p + 1 )>····> α (p+q ( ) = (k„,· ., χ , ,k„,_ _ 0 
auf der rechten Seite jeder Summand verschwindet., also 
<**> B i . . . . t Λ ν · · ι < ν · ' · * > - 0 f U r 
1 ρ ü 1 üp 1 p+q 
U-,,...,ΐρ, . j 1 ? ^ . ,Dp3 ψ t ki>···> k p + q}· 
Nach 9 . 4 . 5 . f o l g t aber aus (*) und (**) die Behauptung. . 
1 0 . 3 . 4 . Satz: Für das äußere Produkt g i l t : 
(a) (Ρ Λ ο)" Λ Η = Ρ Λ (α Λ Η ) , d.h. / " i s t a s s o z i a t i v : 
(b) Ρ Λ G = (-1 ) p q G Λ ρ für Ρ ί Α Ρ, G ( Aq,. 
d.h. Π Λ " i s t „graduiert kommutativ". 
(c) 1 χ Λ ρ = ρ = ρ Λ 1 mit: 1 £ R - Α° . 
Beweis: °(ji) f o l g t im Palte endlicher Dimension von V unmittel­
bar aus der Formel 1 0 . 5 . 3 . ( b ) ? im Falle beliebiger Dimension 
aus der Formel 1 0 . 5 . 5 . ( a ) , wobei noch einige l e i c h t e Über-
legungen dem Leser überlassen bleiben. 
1 65 
(b) I s t für die Folge l...... I mit 1 £ l. <...< I £ o+q 
° 1 ' p+q 1 ρ *· 
1 * l p + 1 <...< l p + q * p+q, l . * l . für i f 3 
P+q',\ . ,/ 1 q, q+1 p+q 
0 ~Df ί ϋ · , ι T ~Df 
so g i l t : = (~1 , und daraus f o l g t mit H i l f e der 
Formel 10.3.3.(a) die Behauptung. 
!c ) fοIgt aus 10-3.2· 
10.3.5. Bemerkungen: (a) Die Formel 10.3.3.(b) für 
i 1<.oo<i , j 1<...<3 könnte auch zur D e f i n i t i o n des ί ρ ι q 
äußeren Produktes verwendet werden. Dann müßte aber die 
Unabhängigkeit von der Wahl der Basis noch gesondert ge-
zeigt -werden. 
(b) Aus der Assoziativität des äußeren Produktes zusammen 
mit der Formel 10.3*3.(b) folgt': 
Ε. . = S. Λ . . . . . Λ Ε. . 
:Ί * - χ ρ λϊ 1ρ 
(c) Durch das äußere Produkt wird. 
ADf" ! Ρ ~ 0,1,..·) 
zu einer „graduierten kommutativen Algebra über g mit 
Einselement", die durch ,...,E erzeugt 1 wird. 
10o4-o Beispiele: 
10.4.1. Sei i n V ein inneres Produkt ( 9 ) gegeben. 
' Ά 
η \ 
(In R z.B. durch die Formel: (a^ - £ a 1 i a 2 i 
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Dann i s t für ein festes a € V die Abbildung 
Ρ : V - R , die durch 
a — 
Ρ ίχ) = (a,x) für a l l e χ ί V 
a 1 ' -
gegeben i s t , eine lineare Abbildung, also nach 9.2.2. 
-φ C Λ ^  
x a , ^ · 
Sei nun dim V = η und θ ι > · · · . ' θ η e i n e orthonormierte Basis 
von V, d.h. (e.,e.) = δ. . für 1 £ i , j £ n. Dann erhalten 
v/ir aus 
η 
A i l 
F e . = (a, e . ) = α . für j = 1 , . , , , η 
und n 
F a = £ aj_ E ± ( v g l . 9.4.5.). 
i=1 
Daraus f o l g t aber, daß die durch a |—> F & d e f i n i e r t e Abbildung 
1 
von V i n Α der Isomorphismus aus..9· 4. 7. i s t . 
10.4.2. Seien a und F„ wie i n 10.4.1, sei 
a 
η · . 
b •= ^ ß-j e-i £ V und ί\β £ Α gegeben durch 
i=1 
? b ( x ) = (b,x) für a l l e χ £ V< 
V/ir erhalten: 
η 
Ρ Α ρ = V α.β. (Ε.ΛΕ.) = Υ (α.β. - a.β.) Ε. 
i , , j = 1 1^iäj<n 
Das l i e f e r t für η = 3 : 
P a A F b = ( α2 ( 33" α3 ( 32^ ) Ε 23 +^ α3 β1~ α1^3) Ε31 +^ α1ß2~ a2 ß1' Ε12 
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Der Isomorphismus - V aus 9-4.7. d e f i n i e r t huncdie Zu-
ordnung: 
~a A F b ~* ^ a > b ^ ' 
wobei La,bj wie üblich das Vektorprodukt der Vektoren a und b 
bedeutet. 
In der analyt. Geometrie zeigt man, daß g l e i c h o r i e n t i e r t e 
Orthonormalbasen gleiche, entgegengesetzt o r i e n t i e r t e Ortho-
normal oasen jedoch entgegengesetzt gleiche Vektorprodukte 
definieren., 
10.4.3. Sei dim V ~ η (0 < η < 0 0) , e. ,. . . , e eine Basis von V η n 
und 
J = 1 
η 
,ηι sowie 
F ± D f = }_ a i d E. ( i = 1,...,n). 
D = 1 
Dann i s t : 
P r Λ.. . .Λ F h 
η 
. I ._ 
ex *j. _j *| . . . a. 
'η 
Ε 
njn .d-ι •••Dn 
α. . e β ο ο . . α 1η 
0C ^1 β • · Ο Ο Ο ύ (Χ 
Iii ηη 
Ε 1 . « ο η 
geht also durch den Isomorphismus von 9.4.7. i n 
Det (a^,..,? a n) überc 
10.4.4. Allgemeiner Laplacescher Entwicklungssatz: 
Sei dim V - η (Ο < η < »), e 1,.. . ,e eine Basis von V η . η 
und a i =• } a_..e. € V ( i = 1/. . 0 ? n ) . V/ir haben nach 
9.4.9.(b): 
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D e t ( a r . . . , a n ) = E U . .η ( V " V = 
= iE. • Λ Ε. . ) (a,.....a ) für 
1 ρ "1 0n-p 
ii-,,..,,ί , ^  . .. . ?D n_ p] .= ίΐ....,η} (nach 10.3.3.) 
Ζ e T E i 1 . . . i ^Ι,.'··"8-! E j 1 . . . j ( a l '·* 
1 Ρ 
(nach 10.3 
- Σ 
1^l-<...<l *η 
1 ρ 
(nach 9.4.9. )'. 
Das i s t aber gerade die Formel, durch die der allgemeine 
Laplacesche Entwicklungssatz i n den Lehrbüchern der A n a l y t i -
schen Geometrie beschrieben wird. 
a l i — a l i L1 X1 b1 D 
I i - I i Ρ 1 Ρ Ρ 
α 1 i α 1 i 
l J Λ α l rAn~p 
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Γ; 11 . Alternierende Differentialforraen 
Sei V = Rn. A p = A p (R n, R) und X eine offene Teilmenge 
i n IT \ 
1 1 . 1 ο D e f i n i t i o n e n . 
1 1 o 1 o 1 . D e f i n i t i o n : • ( a ) Eine alternierende Differeηtialfοrm_ 
ρ-ten Grades i n X i s t eine Abbildung 
α : X - AP. 
(b) Die Menge der alternierenden Differentialformen p-ten 
Grades i n X bezeichen wir mit: „ΑΡ (X") n. 
1 1 . 1 . 2 . Eine alternierende D i f f e r e n t i a l f o r m p-ten Grades 
i n Χ. α : X - A p induziert für jedes p-Tupel (a.j , . . ·. ?a ) 
n. 
von Vektoren a.. € Rl ( i = 1....,p) eine Abbildung 
αCa.,...,a ) : X - R * 
• 1 Ρ = 
die d e f i n i e r t i s t durch 
a(a^ ,. ο η ,a )(χ) α (χ) (a<| , . . „ ,a ) für a l l e χ ( X, 
11.1.3. D e f i n i t i o n : (a) Eine alternierende D i f f e r e n t i a l f o r m 
p-ten Grades i n Χ. α. : X - A P heißt C r ~ D i f f e r e n t i a l f o r i n 
p-ten Grades i n X, wenn für a l l e p-Tupel ( a^ j j . o o ^ a ^) von Vek-
toren a i € R a ( i = 1 9 o . o , p ) die (gemäß 11 . 1.2) induzierten 
r 
Abbildungen a(ä-|,...,a ) : X — R .0 -Abbildungen sind. . 
(b) «Die Menge der C r-Differentialformen p-ten Grades i n X 
bezeichnen wir mit: MC r A p (X') n. 
11.1.4. Satz: (a) Sind α, β C A P(X) bzw. Cr A p W. so sind 
auch α + β und λ α '€ A P(X) bzw. Cr A p (X) für a l l e λ 6 £/· 
wobei α + β durch -
(α+βι](χ) α('χ) + ß(x) ' (Addition rechts nach 9.3.1.) 
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und λ α durch 
(λα)(χ)"££= λ·α(χ) ( M u l t i p l i k a t i o n rechts nach 9.3.1.) 
gegeben i s t . 
(b) I s t α £ A P(X) bzw. 0 r A P(X) und β € A q(X) bzw. C rA q(X), 
so i s t α · β € A p + q ( X ) bzw. C r A p + q ( X ) , wobei α · β durch 
(α . ß)(x) D f = α(χ) Λ ßfx) (s. 10.3.1.)· 
gegeben, i s t . 
Der Beweis i s t t r i v i a l . 
11.1.3. Bemerkung: Satz 10.3.4. g i l t sinngemäß auch für das 
i n 11.1.4.(b) d e f i n i e r t e Produkt von Differentialformen. 
Damit wird 
AfX) ^ fA P i X ) ! ρ - 0,1,...) bzw 
jj± ' · 
CrA(X) iC rA PfX) ( P - 0,1 .,,;;) 
zu einer „graduierten kommutativen Algebra über g mit Eins-
element". Hierbei i s t das Einselement die konstante Abbildung 
α : X A° -* • R ( v g l . 9.3.2.(a)) ? die durch a ( x ) = 1 ζ A° 
(s. 10.3.5.) für a l l e χ ζ X*gegeben i s t . 
<• η 11.1 . 0 . Sei e e die natürliche- Basis von R und 1 . η = 
α € A P(X) (ρ > Ο) ο Dann können wi r schreiben: 
- l <*> E i . . . . i n 
1 ρ 
(nach 9*4.6.). Die f.. . : X R . (1 ^ i 1 < . . . <i ^nj erhalten 
1 Λ ... 1. — ι ρ 
1 Ρ 
wir aus α durch die Beziehung: 
f. . = a f e . , ... ,e . ) (s. 11 .1.2. ). 
l ρ 1 ρ 
- 1 7 1 
Tj \ X* 
11· 1 .Τ· Satz: α ί Α"(X) i s t genau dann eine C - D i f f e r e n t i a l f o r n 
v/enn die Punktionen f. . die. , ...,e. ) : X - R für 
1 Ρ , 1 Γ Ρ a l l e i„,..e,i ( l ^ i . ^ n , j = 1,..«„pj C -Abbildungen sind, 1 Ρ J ^ ^ 
Bev/eis: Aus α ζ C rA p(X) f o l g t gemäß der D e f i n i t i o n 11.1.3? 
daß a l l e f . . C -Abbildungen sind« Umgekehrt sind zunächst 
1 ρ 
die Dif f e r e n t i a l f o r m e n α. .. , die durch: 
1 P 
α. - (χ) Ε. · für a l l e χ £ Χ 
1 Ρ 1 Ρ 
r ο 
gegeben sind, aus C"AX(X) (Die induzierten Abbildungen sind 
konstant, also b e l i e b i g o f t d i f f e r e n z i e r b a r ) . Damit i s t aber 
e Cr APX. 
Ρ 
11 .1 .8. Bemerkung: Wir können i n Satz 11.1.7· auch o".B. d.A. 
voraussetzen:-
1 £ i. < . . ο < i ^ η . 
1 - ρ 
11.2. Der D i f f e r e n t i a l o p e r a t o r 
1-1.2.1. Nach unseren Definitionen ( v g l . 9·3.2. (a) und 11 . 1.. 3 . ) 
sind die C r-Differentialformen 0-ten Grades i n X nichts ande­
res als die C r-Abbildungen f .:: X R. Das D i f f e r e n t i a l d f 
r 
einer C -Abbildung f : X - R i s t eine lineare Abbildung 
von | n ~> g, d.h. 
• d f € I 1 (|n, B)-. = A1 . (nach .9-3.2. ) 
v/ir einhalten dann eine alternierende D i f f e r e n t i a l f o r m 1-ten 
1 
Grades-.df : X - Α , indem wir definieren: 
( d f ) ( x ) D f = d x f . 
α = Σ 
* i , < 
f. 
1. <i 
ρ 
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Bezeichnen v/ir mit E^f die p a r t i e l l e Ableitung von f nach 
der i - t e n Variablen, so ergibt 11.1.6. v/egen (d f ) ( e ^ ) -- (D^f)( 
für a l l e χ € X: 
( d f ) ( x ) = d x f = £ D i f ( x ) ' E i · 
i=1 
r 
Da f C -Abbildung i s t , sind die D^f : X ~* R für i = Ι,,,^η 
Cr~1 -Abbildungen und Satz 11.1.7. e r g i b t : df £ Cr"' A 1(X). 
Sei nun ρ : X - R die i - t e Projektion, d.h. 
P i ' ^ D f " x^ für a l l e χ ( X c | n , 
Dann i s t (D.p.)fx) = δ. . für a l l e χ ί X ( v g l . 9-4.5.)· und 
v/ir haben: 
= ) δ . . Ε . = (du . )(x) = d p. . 
(dp..)(x) i s t also unabhängig von der speziellen Wahl des 
Punktes χ ( X? und wir schreiben dafür auch i n Anlehnung 
an ältere Bezeichnungsweisen „ d x , P u r D^f gebraucht man 
?> f 
o f t auch das Symbol =r— , und wir erhalten damit die bekannte 
Pormel für das D i f f e r e n t i a l einer Punktion von η Variablen: 
η 
« = Σ f f ; d x i -
i=1 
Für Dif f e r e n t i a l f o r m e n p-ten Grades können wir nun auch 
schreiben (nach 10.3.5.(b) und 11.1.6.). 
α = Y ' f . } dx. 
1 yj · · · 1^ · 1 yj 
αχ. ...dx. 
ν . 2 ι 
11.2.2. Wir wollen nun im Hinblick auf das Vorige allgemein 
eine Abbildung 
d : C rA P(X) - C r~ 1A p + 1(X) 
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den sogen. D i f f e r e n t i a l o p e r a t o r definieren. Beim gewöhnlichen 
D i f f e r e n t i a l einer Funktion g i l t die Produktregel: 
d(fg) = ( d f ) g + f i d g ) , und aus f unabhängig von χ f o l g t : df = 
Dadurch b i e t e t sich ein rekursives Verfahren zur D e f i n i t i o n 
des D i f f e r e n t i a l o p e r a t o r s an: Däßt sich die D i f f e r e n t i a l f o r m 
p-ten Grades als Produkt einer D i f f e r e n t i a l f o r m oc q^-ten 
Grades und einer D i f f e r e n t i a l f o r m β q^-ten Grades schreiben 
(q«] γ 0 ί t^)? u n <^ i s " t der D i f f e r e n t i a l o p e r a t o r für a l l e 
q < p schon d e f i n i e r t , so kann man versuchen d(ocß) durch 
d ( α β ) - (dec j β j- a (dß ) 
zu definieren und zusätzlich zu verlangen, daß für konstante, 
das heißt von χ unabhängige α g i l t : 
da = 0« 
Diese Überlegungen führen uns zu der 
11.2.3. D e f i n i t i o n : Pur r > 0 und α ζ C rA p(X) 
a Υ f. , dx. ...dx. £ C rA p(X) ( r > 0) 
1 ^ < . . . < i 1 Ρ 1 Ρ 
1 ρ 
i s t der D i f f e r e n t i a l o p e r a t o r d d e f i n i e r t durch: 
da ) . df. . • dx. ...dx. € Cr~1 A P + 1(X)."* 
1 ^ < . . . < i ^n 1 Ρ - Ρ 
1 ρ 
(df. . bedeutet dabei das D i f f e r e n t i a l der Fun-ktion 
1 Ρ • , f^ . , wie es i n 11.2.1· d a r g e s t e l l t i s t ) . "1° ° υ 
11.2.4. Satz: jfür den D i f f e r e n t i a l o p e r a t o r 
•d : C rA p(X) - C r~ 1A p + 1(X) g i l t : 
(a) d i s t l l i n e a r , d dh. 
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dfa + β) •- da + dß für α, β ( C 1A P(X) 
α(λα) = Ada für α € θΆ ρ(Χ) und λ € R. 
ib) d i s t eine „graduierte Derivation"., d.h. 
d(aß) = (da)(3 + (-1 ) p a'dß) für α ί θΆ ρ(Χ) und 
(3 € C 1A q(X). 
(c) d i s t ein „Randoperator", d.h. 
d d(a) = 0 für α € C A P(X). 
(d) da = ο f a l l s α von χ unabhängig. 
Beweis: (a) f o l g t aus d(f+g) = df + dg und d(Af) = X(df) 
für Cr-Abbilö.ungen f ,g : X - g und λ £ g. 
b' Nach (1) genügt es. 
α = Γ dx. ....dx. 
6 = g dx . .... dx.: 
zu betrachten. Wir schreiben zur Abkürzung: 
4 = dx. .·.·dx. 
η = dx dx . 
und erhalten: 
d(aß) = d(fg4^) =' (^ist.entweder Null oder + dx f e .oodx^ 
= d(fg) für eine Folge k.j,...,k mit 1 r 
1 * k 1 <...< k r * n ) . 
- [ ( d f ) g + f ( d g ) ] -
= (df)^gn + ( - i ) P f i ( d g ) n (wegen (dg)·§ = (-1) p*:(dg)! ) 
= (dcx)ß + (-1 ) p a*(dß). 
(c) Nach (1) genügt es, für 
α = f dx. ....χ. = f4 (4 v/ie oben) 
Ί Ρ 
dida) = 0 zu beweisen. Es g i l t : 
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d*. da) = d ( d f i ) = d((df)-£) = ( d d f ) i - (df)(d£) 
= ί ddf )ζ wegen (df Κά£) = (df }(d1 )·§ = 0 
und 
η 
ddf ä. 
i=1 i=1 
d f_ (D.f)dx. = l d(D.f) d X i 
η η 
- Υ Υ (D.D.f) dx. dx. = 
i=1 .1 =1 
= y f D . f . f - D.D.f) dx.dx. = 0- da aus α € C 2A P(X) Z_ j ι ι j - 3 ι 
1<j < i < n 
2 
nach 1 1 . 1 . 7 . f o l g t , daß f eine C -Abbildung i s t , und damit 
s i l t : to 
'Ώ.{Ί).£) = D. (D.f.) für 1 * i, j s n. 
(d) f o l g t aus der D e f i n i t i o n und der entsprechenden Aussage 
für die Funktionen f. ·. 
1 ρ 
1 1 . 2 . 5 * Beispiele: (a) Da g n ^ Α 1 ( v g l , 9 . 4 . 7 . ) ist., entspricht 
Α (X) eineindeutig der Menge der Vektorfelder auf X* Für eine 
differenzierbare Abbildung f : X- - R bezeichnet man den Vektor 
grad f ( x ) D f = ( D 1 f ( x ) , . . . , D n f ( x ) ) 
als den Gradienten von f an der S t e l l e x. Dem Vektorfeld 
„grad f 1 1 i s t durch den erwähnten Isomorphismus das D i f f e r e n t i a l 
n 
df = 
i=1 
II 
(D^f) dx^ zugeordnet 
(b) Sei ν = ( v - | , . . o , v ) J X -* R n ein Vektorfeld. Die zuge-
hörige alternierende D i f f e r e n t i a l f o r m aus A (X) ( v g l . (1)) 
können wir nach 1 1 . 1 . 6 . i n der Form 
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η 
Ζ- ι ι 
schreiben und erhalten: 
η 
da = ) (D.v.) dx.dx. - Υ (D.v. - D.v.) dx. dx, . 
i, j = 1 1^j<i^n 
2 3 2 
Im Falle η = 3 i s t A* - R i s . 9.4.7.), d.h. auch A ( X ) ent­
spricht eineindeutig der Menge der Vektorfelder auf X o Wir 
erhalten: 
da = (D0v„-D^v0)dx0dx^ + \% jdx^dx. + ( D. Vn-DnV,, )dx 1 dx 0 
und durch den i n 9.4.7. angegebenen Isomorphismus das als 
„Rotation von y" („rot v , n bezeichnete Vektorfeld auf X „ 
2 3 i s t nun f : X - R eine C -Abbildung, X offen i n R und 
setzen v/ir 
ν D f = grad f ( v g l . (1 ) ) , 
so erhalten wir aus ddf = 0 (s . 11.2.4.) die bekannte Formel 
rot grad f = 0. 
(c) Allgemein haben wir nach 9.4.7.: Die Menge der Vektοrfelder 
auf X entspricht eineindeutig der Menge A n ~ 1 ( X ) . Gemäß einer 
solchen Beziehung -^ können wir dem s t e t i g differenzierbaren Vektor-
1 
f e l d ν =" (v^ , ο . ο , ν ) die C - D i f f e r e n t i a l f o r m 
η 
aDf" )L "*1 ^  νϊ d x 1 * 0e ä^i 9 9 * d x n 
i=1 
eineindeutig zuordnen. Dann erhalten wir: 
η η 
da = \ (-1)1**"1 ) (D.v.)dx. dx, . . . dx . . . . dx 
i=1 i=1 
I 
η 
= ( ϊ_ S iv i) dx., ...άχη € A n (Χ) 
i=1 
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und durch den i n 9.4.7. angegebenen Isomorphismus ergibt sich 
die als „Divergenz von v" l. ndiv v" ) bezeichnete Punktion X - £. 
2 3 I s t nun ν ein C -Vektorfeld auf X <^  R , und setzen w i r 
vDf~ Γ ο ΐ ^' 3 0 e r i i a^' f c e n w i r a u s ~ 0 bekannte Formel: 
div r o t ν - 0. 
11.2.6. Bemerkung: V/ir haben i n 11.2.4. bewiesen, daß für 
jede C 1 - D i f f e r e n t i a l f o r m ß, die sich i n der Form β = da 
2 
mit einer geeigneten. C - D i f f e r e n t i a l f o r m α schreiben läßt, 
g i l t : 
dß = dda = 0. 
Nun kann man fragen, ob sich dieser Schluß umkehren läßt, 
1 
d.h. ob es zu jeder C - D i f f e r e n t i a l f o r m β mit dß - 0 eine 
2 
C -Pixf e r e n t i a l f o r m α mit da - β gib t . 
Aus der Analysis mag bekannt sein, daß jedes Vektorfeld 
3 3 
ν : g^ ·-> g , dessen Rotation verschwindet, sich als Gradient 
einer (skalaren) Funktion f : R*5 - R schreiben läßt. 
3 3 
Ahnliches g i l t für ein Vektorfeld ν : R R , dessen Diver­
genz verschwindet: Es läßt sich als Rotation eines Vektor-
3 • " 
felaes ν : R -» R*" dar s t e l l e n . 
Die allgemeine Beantwortung unserer Frage hängt natürlich 
η 
von der Teilmenge X i n R ab ? auf der β d e f i n i e r t i s t . Es i s t 
nicht immer möglich, ein α mit der gewünschten Eigenschaft 
zu bestimmen; ein Beispiel- dazu f i n d e t man i n [DH] § 11.3. 
Andererseits besagt der „Poincaresche Satz": I s t X eine zum η τι ganzen g diffeomorphe Teilmenge i n g ·, (X heißt dann auch 
„differenzierbare n-Z e l l e " ) , so g i b t es zu jedem β ζ C 1A P(X) (ρ ^ 1 
mit: dß = 0 eine C - D i f f e r e n t i a l f o r m α mit da = ß. 
D^ n Beweis dieses Satzes können wir h i e r übergehen, er steht 
z.B. i n [DH] § 11.4.· oder auch i n [F] § 3.6. 
1 7 b ~ 
Für den mit der algebraischen Topologie Vertrauten 
se i riech eine Verallgemeinerung des Satzes von Poincare 
angegeben: Es gibt genau dann zu jedem β £ C 1A P(X) (p - 1) 
mit: dß = 0 eine C - D i f f e r e n t i a l f o r m α mit: da ~ ß, 
v/enn die p-te (singulare) Cohomologiegruppe von X mit 
r e e l l e n Koeffizienten verschwindet. Näheres s. bei 
Claude Chevalley und Samuel Eilenberg: „Cohomolcgy theory 
of Lie groups and Lie algebras" Transactions of the 
American Mathematical Society, Band 63 (1948, S. 85 - 124, 
* 4 f ) . 
11.3. Invarianz des D i f f e r e n t i a l o p e r a t o r s 
1 η 
1 1 . 3 . 1 . D e f i n i t i o n : Sei f : X - R C -Abbildung und ν ( | , 
Die Richtungsableitung von f i n Richtung ν i s t die Abbildung 
( D v f ) D f = ( d f ) ν : X - R. 
11.5.2. Satz: Sei α € C rA p(X) und r * 1. Dann i s t 
P + 1 
(da) (a 1 , . . . , a O + 1 ) =• ) (-1)1""1!) (a(a-, , . . . ,a ±, . . . . ,a . )) 
ιΓι 1 _ J _ . 
( v g l . 11.1.2.). 
Beweis: O.B.d.A. sei α = f dx. ...dx. = f % , t = dx. ...dx. . 
."Dann g i l t : 
( d a ) ( a 1 , . . . 5 a p + 1 ) = ( d f ) £ ( a 1 , . . . , a ^ ) = 
p+1 
= Y_ (-"> d i ( a i ) < > f (a.j ,.. . . ,a\, . .» ,a .j ) (nach 10.3.3.). 
i=1 
>t,a.| ,.. . ,a i, . . . . ,a . ) i s t für jedes i (1 £ i ^  p+1 ) ein von χ 
1 7 9 
unabhängiges Element aus R, kann demnach unter das D i f f e r e n t i a l 
gezogen v/erden, und der obige Ausdruck i s t also 
P+ 1 
Σ (-Ι)1 ' d f f ' i c a - a.,..,,a 'i)(a.) I " 1 ' Q-r I JL ' 
i = 1 
p + 1 
Σ 1 - 1 / AA . , , ν { - 1 ) Dn (a(a-| , . . . .ai , . . . >a.n+-| )) inach D e f i n i t i o n ) . i=1 a ± " ^ 
1 1 . 3 . 3 ο Bemerkung: Man kann den D i f f e r e n t i a l o p e r a t o r auch 
anstatt durch 1 1 . 2 . 3 . mit H i l f e der Formel aus dem Satz 1 1 . 3 . 2 . 
einführen. Das wird z.B. i n [DH] * 1 0 . 4 . gemacht, Satz 1 1 . 3 . 2 . 
zeigt die Gleichwertigkeit dieser beiden Definitionen. 
11.4. Zurückholen von Differentialformen 
Sei X offen i n | n , Y offen i n g m und t : X - Y eine C r + 1 - A b b i l -
dung . 
1 1 . 4 . 1 . D e f i n i t i o n : t * : A(Y) - A(X) i s t die Abbildung, die 
gegeben i s t durch: 
( t * a ) ( x ) ( a r , . . . , a ) D f = (a · t ) (χ) ((άχΐ )a<, , . . 0 , (άχΐ ) a p ) 
für α ζ A P(Y) ο 
(t- fa(x) i s t m u l t i l i n e a r , weil d t l i n e a r i s t ; die Bedingung 
χ 
9 . 2 . 1 . i s t o f f e n s i c h t l i c h erfüllt, da a ( t x ) ja nach Voraus-
setzung alternierend i s t , also i s t auch t*oc(x) eine a l t e r -
nierende M u l t i l i n e a r f o r m für jedes χ ζ X). 
1 1 . 4 . 2 . Satz: Für die Abbildung t * : A(X) - A"(X) g i l t : 
(a) t * i s t linear? 
(b) t*(a-ß) = ΐ*(α)·ΐ*(β)_, 
(c) t * ( i ) = 1 , 
d.h. t * i s t e i n Homomorphismus von graduierten Algebren mit Eins-
elernent. 
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Bev/eis: (a) f o l g t aus 11.1.4. 
(b) f o l g t aus 11.1.4. und 10.3.1. 
(c) f o l g t unmittelbar aus der D e f i n i t i o n des Einselementes 
( v g l . 1 1 . 1 . 5 . ) . 
11.4.3. Satz: Für a l l e α € C rA p(Y) g i l t : 
(a) t*oc € C rA p(X) ( r * o) 
{o) dt*α = t*doc ( r > 0) 
Bev/eis: Nach 11.2.1. läßt sich jedes α ί Ü~AX(Y) i n der Form 
) f. . dp.. ...dp. d a r s t e l l e n , wobei die f. ·. Cr~Abbrldung< 
1 Ρ C3 1 Ρ 1 Ρ und die p.. C -Abbildungen für i = 1,..„,n sind. Wegen der 
Linearität von t * und der Yerträglichkeit mit der M u l t i p l i -
kation (11.4.2.) sowie der Linearität von d (11 .'2.4. (a) ) genügt 
es, die Behauptungen für die f und dp^ zu beweisen: 
I s t f C^-Abbildung, so ch t * f - f - t , d.h. ( a ) i3'k für 
f e CrA°(Y) erfüllt. Weiterhin g i l t : 
d x t * f = d x ( f - t ) =. d t x f · d x t = t ^ d t x f , also i s t (b) für 
f € CrA°(Y).erfüllt. 
Für dp^ ( i = 1 , . . o . , n ) haben v/ir (unter Benutzung des oben 
Bewiesenen): 
t*dp. = dt*p i = d f p ^ t ) € C rA'(X), also (a) und 
dt*dp ± - ddt*p. = 0 = t*ddp i , also ( b ) . 
11.4.4. Satz: (a) I s t i d : X - X die identische Abbildung, 
so i s t id*a - α. 
(b) Für G r + 1 -Abbildungen t : X - Y und s : Υ -» Ζ g i l t : 
( s t ) * = t * s * . 
Der Beweis ergibt sich unmittelbar durch Einsetzen der 
D e f i n i t i o n 11.4.1. 
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1 1 . 5 · Der Träger von Differentialformen. 
1!.5."i„ Defi n i t o n ; Sei X offen i n g n ιιηά α £ A P(X). Die 
abgeschlossene Hülle Tr α von (χ | χ € X und αίχ) J= θ] heißt 
der „Träger von α" (analog zu 4 . 3 . 5 . ) . 
1 1 . 5 . 2 . Satz; Sei X offen i n | n mid^a J C°AP(X). I s t X q ein 
Randpunkt von Tr α und x^ £ X, so i s t 
α /χ ) = 0. 
_ _ _ C r _ 
Beweis: i x ' χ ζ X und α (χ) +- 0} i s t eine offene Menge. 
Jeder i h r e r Punkte i s t also innerer Punkt dieser Menge und 
damit erst recht von Tr α, 
1 1 . 5 . 3 . Satz: Sei X offen i n | n und α ζ C 1A P(X). Dann g i l t j 
Tr d α <- Tr rx, 
Beweis: Sei χ ί X - Tr α. Da Tr α abgeschlossen i s t . gibt es 
eine offene Menge V i n R n mit: 
x i V ^ X - T r a . 
Bezeichnet nun i : V -* X die natürliche Inklusion«, so haben 
wir: 
da(x) = (d<xj V)(x) = i* doc(x) = d ( i * a ) ( x ) . = 
= d(ccjv)(x) - 0 nach 1 1 . 2 . 4 , 
da a j v konstant g l e i c h Null i s t . . • 
.11 .5 .4 . Polgerung: Sei X offen i n g n und α £ C 1A P(X). 
I s t X q ein Randpunkt von Tr α und X q € X, so i s t 
da(x ) = Ο. 
Beweis: Ί 1 . 5 . 2 . und 1 1 . 5 . 3 . 
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12. I n t e g r a t i o n von Differentialformen 
12.1, I n t e g r a t i o n von Diffe r e n t i a l f o r m e n η-ten Grades 
Sei X offen i n R n und α £ An('X), d.h. eine D i f f e r e n t i a l f o r m 
η-ten Grades. Nach unseren Überlegungen i n 11.2.1. können v/ir 
schreiben: 
α = f dx-...dx , 
1 n ? 
wobei ι : X -* g eine geeignete Punktion bedeutet. 
Außerdem sei 0 χ die Orientierung von X, die sich durch 
η 
die Einschränkung der natürlichen Orientierung von R auf X 
ergibt (X i s t ja eine n-dimensionale C^-Mannigfaltigkeit i n g 
12.1.1. D e f i n i t i o n : I s t L eine Teilmenge i n X> so heißt die 
alternierende D i f f e r e n t i a l f orm et = f dx,...dx i n t e g r i e r b a r 
ι η ° 
über (L; X. 0 V) . wenn f über L(Lebesgue-) i n t e g r i e r b a r i s t . 
I n diesem P a l l heißt der Ausdruck 
ί " α / f 
(D;X ?0 X) I 
das I n t e g r a l von α über (L; Χ, 0 χ ) . 
(α i s t nach 2.8. sicher dann über ( I ; X<9 0 χ) i n t e g r i e r b a r , 
wenn α € C°An(X) und L kompakt i s t . ) 
12.1.2. Seien X und Y offene Teilmengen i n g n sowie t : X'-* Y 
1 
ein C -Diffeomorphismus, der die Orientierung 0 χ i n die ent­
sprechende Orientierung Oy von Y überführt., d.h. 
Det J t ( x ) > 0 für a l l e χ £ Χ. Pur α = f d y ^ . o d y £ Α (Y) g i l t dann: 
t*<x - ( t * f ) ( t * d y 1 ) . · . ( t * d y ) (nach 1 1 . 4 . 2 . ) » also 
t*<x - ( f • t ) - d t 1 ο ο . d t n ( t ( x ) - (t^(x),..o,tn(x))\). 
Nun haben wir aber für i = 1 5>.. a,n: 
1 83 
η 
dt. = ) (D . t . ) dx . , 
J = 1 
also entsprechend der Rechnung i n 9 · 4.1.: 
η η 
Let ( J t ) - dx-.ο ο dx . 
ι η 
Daraus erhalten wir: 
t*oc = ( f t ) · D e t i J t ) - dx 1 · . .dxvi . 
Sei nun t*a über (L; X, 0 ^ - ) i n t e g r i e r b a r β Dann f o l g t : 
f t^a = J ( f t ) · Det ( J t ) nach 12.1.1. 
(LT Χ, 0 χ) L 
J f nach dem Transformationssatz 4 o 2 . 2 „ 
tL 
Ja nach 12.1.1. 
(IL;Y.Oy) 
Der .Transformationssatz 4.2.%2. l i e f e r t außerdem: 
α i s t genau dann über ( t L ; Y* 0 y ) i n t e g r i e r b a r , wenn t*oc 
über (L; X, 0 ^ · ) i n t e g r i e r b a r i s t . 
Wir fassen diese Berechnungen zusammen i n dem 
1 2 . 1 . 3 · Satz: Seien X und Y offene Teilmengen i n Rn, _ ^ . — 
sov/ie t : X - Y ein C -Diffeomorphismus 9 der die natürliche 
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Orientierung 0-^  von X i n die natürliche Orientierung Oy von Y 
η 
überführt. I s t L c: χ und α £ A A(Y), so i s t α genau dann über 
i. t L ; X.; Oy) i n t e g r i e r b a r , v/enn t*a über (L; X; Οχ) in t e g r i e r b a r 
i s t ; i n diesem F a l l g i l t : 
J t*oct*<* = J α 
(L:X,0 Y) ( t L ; Y, 0 Y ) . 
12.2. Verallgemeinerung: 
12.2.1. Wir suchen nun nach einem I n t e g r a l b e g r i f f über T e i l -
mengen L von bel i e b i g e i i p-dimensionalen. o r i e n t i e r t e n Gx-Mannig-~ 
fa.lt i g k e i t e n ( M , 0 ) , mit dem v/ir alternierende P i f f e r e n t i a l f ormen 
α p-ten Grades i n t e g r i e r e n können. I n Analogie zur vorigen 
Schreibweise bedeutet das die D e f i n i t i o n eines Ausdruckes der 
Form 
(L; Μ, 0 ) · 
Dazu benötigen v/ir noch einige Vorbereitungen: 
12.2.2. D e f i n i t i o n : Sei (M,0) eine p-dimensionale o r i e n t i e r t e 
1 ~~ 
C - M a n n i g f a l t i g k e i t , g : IT - Μ eine o r i e n t i e r t e Karte von M, 
η 
X eine offene Menge i n g und L eine Teilmenge i n Μ Π X0 
Eine D i f f e r e n t i a l f o r m α € A P(X) mit 
Tr α Π L c g(U f) \ —1 heißt i n t e g r i e r b a r über (L; M.O), wenn g*a über (g ( L ) ; IT, 0 ^ T ) im Sinne von 12.1.1. i n t e g r i e r b a r i s t . I n diesem F a l l heißt der 
Ausdruck 
S α Df = ,S §*a 
(L;M,0) (g '(DjU'.Oy,) 
das I n t e g r a l von α über ( I ; M, 0). . 
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Um diese T e f i n i t i o n zu r e c h t f e r t i g e n , beweisen wir den 
12.2.3. H i l f s s a t z : Unter den Voraussetzungen von 12.2.2. g i l t : 
(a) / α = / g*a 
C'L;M,0) ι g~ 1 (U)Tr a) ;U' , 0 T T t ) . 
υ 
(Das I n t e g r a l e x i s t i e r t sicher, f a l l s I kompakt und α £ C°AP(X) 
i s t ) . 
(b) I s t h : Vf -* Μ eine weitere o r i e n t i e r t e Karte von Μ mit: 
Tr α Π L c h ( V ! ) , 
so i s t 
J g*a = J h*a 
ig"" 1 (' L Π Tr a j : U' . Oy, ) ( h ~ 1 (L 0 Tr α) ; V1 r 0 y f ) 
d.h. die D e f i n i t i o n 12.2.2. i s t unabhängig von der Auswahl der 
o r i e n t i e r t e n Karte. 
,Beweis: (a) g*oc(xT ) = 0 für g(x T ) f Tr α,; daraus f o l g t die 
Gleichung. Aus .11.4.3. f o l g t : 
g*a ζ C°A p(U f), f a l l s a < C°AP(X) i s t . 
— 1 
g (L OTr α) i s t kompakt, also e x i s t i e r t 
J g*a ( v g l . den l e t z t e n Satz i n 1 2.1 .1 . ). 
( g ~ 1 (L Π Tr <x); IT ? Oy, ) 
(b) Sei A1 = g~ 1(g(U !) Π h(V f))- und 
B? D f = h~ 1(g(U T) n h ( V f ) ) e Dann g i b t es nach 5.4. 
und'5.6.3. einen orientierungserhaltenden Diffeömorphismus 
— 1 
t : A' - Β 1, der durch h g induziert wird. Außerdem g i l t : 
L H Tr α c g ( u r ) Π h ( V ), 
t g~ 1(L Π Tr α) - h~ 1 (L 0 Tr α), sowie 
hJBf · t = gJA', 
also nach 11.4.4. 
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g*cc Ι A! = 'g:A!)-*a = t * ( h [ B f )*<x = t*h*a:B f . 
Die Behauptung f o l g t nun aus 1 2 , 1 . 3 ο 
1 2 . 3 ο Die „Zerlegung^der Eins" 
1 2 . 3 . 1 . Um nach dem Verfahren von 1 2 . 2 , 2 . 
I α 
;.L- M o 0) 
für beliebige α £ A^(X) zu definieren., zerlegt man α so i n 
Differe n t i a l f o r m e n ,.,0 ;α^· 
daß für jedes oc_.fi = 1 , . . , , k ) die Voraussetzungen von 1 2 . 2 , 2 . 
erfüllt sind. Dazu kon s t r u i e r t man Punktionen cp.. : L - R 
(genau genommen i s t der Definitionsbereich der eine offene 
Umgebung von L; mit geeignetem Träger; so daß für a l l e χ ί L 
k 
( * ) J ψ±(χ) = 1 
i = 1 
g i l t und setzt dann 
Wegen der Eigenschaft (*) spricht man von einer „Zerlegung der 
Eins M (oder auch Teilung, P a r t i t i o n der E i n h e i t ) . Die Existenz 
solcher Punktionen bev/oisen v/ir i n dem folgenden 
η 
1 2 o 3 o 2 o Satz: Sei L eine kompakte Teilmenge i n R , 
%Q= (W'^  [ j € j ) eine offene Überdeckung von l( d u r c h i n g n 
offene Mengen). Dann g i b t es eine offene Menge V? die L urn-
faßt, und C -Funktionen φ 1 ,.. ο ,<jpk : V - [ 0 « , 1 j , so daß gill?: 
k """"" ~ ~ ~~ 
(a) ^ f i ( x ) = 1 . für a l l e χ € L. 
i = 1 
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(b) Zu jedem i Μ £ i k) gi b t es ein j , ( J mit der Eigen-
;chaf t : 
Tr & i c W^und Tr kompakt 
Beweis: Sei χ : R - l 0 , r o [ gegeben durch 
x ( t ) 
-1 / t 
e 7 ü für t > 0 
0 für t s ο 
CO Q 
Bann i s t χ €. C A fR) · Zu a, b € R mit a < b bilden v/ir die 
00 ο Funktion Υ , £ C A (R) durch die Pestsetzung a « ο — 
Y.- J t ) = X(t-a) · χΓο-t) für a l l e t f R. a> ο — 
Hier haben v/ir: 
und 
Tr Y o h - La,b] a , υ 
Y a , b ( t ) ζ [ 0 , - [ , 
Sei nun Q e i n offener Quader i n g n (vgl« 1 .1 · 1 . ) d 0 h o 
Q = i x j a < x < b} G | n 
(a = (a-j , . . . ?a ) b = (b^,. e.,b ) ) e Dann definieren v/ir 
1' £ C°3A°fRn) durch: 
η 
für a l l e x = (x^ , . , 0 ,x •) £ Rn* Jetzt g i l t 
Tr 4fQ - Q, 
wobei Q die abgeschlossene Hülle von Q bedeutet, und 
Y Q ( X ) £ [0,°°[ für a l l e x ( f „ 
Nun wählen w i r zu jedem x ζ L einen offenen Quader Q mit: 
x 
x € Q und Q, c W. für ein geeignetes j £ J; da die W.(j £ 
X X ^ X J 
eine offene Überdeckung von D bilden, i s t das immer möglich. 
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Nach dem Überdeckungssatz von Heine-Borel g i b t es dann endlich 
h 
v i e l e Punkte χ. , . . · ,x v £ L, so daß L c: U Q_ i s t . i=1 A k 
Zur Abkürzung schreiben v/ir nun , 
^ -nf= Y n ( i ~ 1 , . . . ,k) und setzen: 
η ux. und 
V Df= J^i 
k 
i=1 
Pann haben v/ir ^ ( X K J O . ^ C für a l l e χ £ V und L <=: V. so daß 
v/ir die C -Punktionen : V - [ 0 , 1 ] d e f i n i e r e n können durch 
φ ± D f = für i - 1 ..., ,k. 
V/ir erkennen nun unmittelbar 
k ' : 
^ 9 j ( x ) = 1 für a l l e χ € V => L 
- i=1 
und 
Tr φ . .= Tr . = (D c W . . 
1 1 Λ± D i 
ίDamit i s t der Satz vollständig bewiesen. Allgemein sagen wir: 
1 2 . 3 . 3 ο D e f i n i t i o n : 
heißt eine Zerlegung der Eins auf L bezüglich der ÜberdeckungQJQ. 
1 2 . 4 ο Allgemeine D e f i n i t i o n des I n t e g r a l s von Di f f e r e n t i a l f o r m e 
η 
Wir betrachten i n R eine orientierte,-p-dimensionale T e i l ­
manngif a l t i g k e i t ( M , 0 ) o I s t Ol= (g. : Ut - M J j € J) ein orien-
t i e r t e r Atlas für M 9 so g i b t es zu jeder o r i e n t i e r t e n Karte g. : ΙΠ Μ ( j ζ J) nach der D e f i n i t i o n der lokalen Karten«, J J 
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i n 5.2/., eine offene Menge V. mit V. Π Μ = g. ( U l ) , Die 
Familie X L ( V . j ;j £ J) b i l d e t eine offene Überdeckung von Mo 
η 
Außerdem i s t eine i n R offene Menge X gegebene V/ir wollen 
im folgenden immer annehmen: 
(a) Μ c χ 
(b) V. c χ für a l l e fj £ J, 
Diese Bedingungen, bedeuten keine Beschränkung der Allgemein-
h e i t : 1st (a) nicht erfüllt, so können wir an S t e l l e von Μ 
immer die orientierte,, p-dimensionale Mannigfaltigkeit 
(Μ Π χ, OjM Π X) betrachten, für die (a· o f f e n s i c h t l i c h g i l t , 
I s t (b) nicht erfüllt, so i s t - unter der Voraussetzung von (a) 
^ o -pf- (V.. 0 Xj fj c J) eine offene Überdeckung von Μ mit den 
gewünschten Eigenschaften, 
Nun sei L eine beschränkte Menge i n Μ mit L ^  Μ und 
(V; φ 1 , . * . ?<pk : V - g$ j-j * · ·« ,;jk £ J) eine Zerlegung' 
der Eins auf L (L i s t kompakt!) bezüglich der Überdeckung SO. 
(jO i s t alsfioffene Überdeckung von Μ natürlich auch offene 
Überdeckung von L,) 
Aus '(a) f o l g t I c X und (b) l i e f e r t 
Tr Φ. c χ für i = i , β „ ο «k« 
Deshalb können wir 0cB 0d oA 0 noch annehmen: 
(ΰ) V = Xe 
Nun sind wir b e r e i t für die folgende 
D e f i n i t i o n : Eine D i f f e r e n t i a l f o r m α £ A P(X) heißt 
inte g r i e r b a r über ( I j M? 0 ) , wenn für i = 1 ? 0 o o 5 k gemäß 
1.2.0 2 o 2 c über ( i s M? 0) i n t e g r i e r b a r i s t 0 I n diesem F a l l heißt 
der Ausdruck: 
k 
/ a Df = Σ Γ c ^ i a 
(L-Μ,Ο) i=1 (LjM,0) 
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das I n t e g r a l von α über i L ; M, 0). (Die Integrale auf der 
rechten Seite der Gleichung sind nach 12.2.2. erklärt, v/eil 
Tr φ .α Π L C Tr φ . Π Μ c V Π Μ = g, (Ut ) für i = 1 , . . , ,k 
1 J i t J i y i 
g i l t . ) 
1 2 . 4 c 2 . Zur Rechtfertigung dieser D e f i n i t i o n müssen wir noch 
die Unabhängigkeit von der speziellen Auswahl der Zerlegung 
der Eins und der Überdeckung beweisen, wobei allerdings nur 
solchen zu betrachten sind, die wie i n 12.4.1. mit H i l f e 
eines Atlasses k o n s t r u i e r t v/orden sind. 
(a) Unabhängigkeit von der Auswahl der Zerlegung der Eins: 
Sei 
(Χ; Y 1 , . . ο , Υ ^ : Χ - g, 0-|?···>;^  ζ J; e i n e andere Zerlegung 
der *Eins auf L bezüglich der Überdeckung3$Dann haben wir 
zu beweisen: 
k l ^ 
I I - 1 I ν · " · 
i=1 (L;M,0) r=1 (L;M,0) 
Nun g i l t für jedes i ( i = 1,..0,k) 
l 
φ ± (χ) = ] [ φ ± ΐ Γ (χ) für χ C Χ 
r=1 
und deswegen: 
1 
(L:M,0) r=1 (L;M,0) 
(Diese Gleichung f o l g t aus der entsprechenden Gleichung für 
das Lebesguesche I n t e g r a l i n 2.1.1.., sowie aus den D e f i n i -
tionen i n 12.1.1. und 12.2.2. wegen 
Tr φ . ϊ α e g ( i n ) für i = 1,...,k). 
J ± J 1 
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Die Summation über i ergibt nun 
k k l 
i=1 (L;M,0) i=1 r=1 (L?M,0J 
Analog erhalten wir 
l 1 k 
I J v - I i s . 
r=1 (L;M.O) r=1 i=1 (L?M,0) 
Da wir die Summationen auf der rechten Seite der angegebenen 
Gleichungen vertauschen dürfen., f o l g t die Behauptung. 
(b) Unabhängigkeit von der Auswahl der Überdeckung % ) ' 
Zunächst t r e f f e n wir noch folgende Festsetzung: 
Sind (A. i € I ) und (Β. ί ti € J; zwei Familien, dann 
r j ' 
setzt man (A, ' i ί I ) ν (Β. | j € J) = (C, | l ί L ) , 
wobei L = I χ (θ! U J χ { l j und C / . n\ = A. und Cf . 1 ν = Β . . 
Sei ^ mittels- eines Atlasses "Öl k o n s t r u i e r t . Dann betrachten ο ο 
wir den Atlas und die Uberdeckung 
ο ° ο 
(V. j j £ J) ν ( v . j j € J )). Eine Zerlegung der Eins bezüg-
l i e h der Überdeckung 5$ (bzw. o/ ) i s t dann auch eine Zerlegung 
der Eins bezüglich . Die Behauptung f o l g t dann aus ( a ) . 
12.4.3.. Satz: (a) Sind, α, β € A P(X) über (Lj"Mt, 0) i n t e g r i e r b a r , 
so i s t auch α + β über (L, M? 0) integrierbar., und es g i l t : 
! (oc+ß) = J α + J β 
(L,M,0) (lipMpO) (D,M,0) 
(b) α ζ A^(X) i s t genau dann über (L,M«,0) integrierbar > 9 
wenn λα für a l l e λ € R über (L,M,0) i n t e g r i e r b a r i s t . und es 
g i l t i n diesem F a l l : 
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J/λ α = λ Ja 
Ί,Μ,Ο) (L,M,0) 
[c) i s t a € A y(X) mit a|L Ξ 0, so i s t J α = 0* 
(L;M,0) 
(ci) I s t L ! eine weitere beschränkte Menge mit L' c Μ 
und α € A P(X) über (L:MP0) und (L f,M ;0) i n t e g r i e r b a r , so 
i s t α auch über (L Π L !, M,0) und (L T U L,M,0) i n t e g r i e r b a r , 
und es g i l t : 
S a + ί α J' α + / α . 
ί BJL' .14,0) (LOLf ,Μ,Ο) (Ι,Μ,Ο) (Ι' ,Μ,Ο) 
Beweis: (a) und (b) folgen aus den entsprechenden Formeln 
fu r das Lebesguesche I n t e g r a l nach Einsetzung der D e f i ­
n i t i o n . 
(_d) f o l g t genauso, wenn man berücksichtigt, daß eine 
Zerlegung der Eins auf L U L f auch eine Zerlegung der 
Eins auf L, L und I Π L ! d a r s t e l l t , 
(c) i s t t r i v i a l . 
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5 13. Der Allgemeine Satz von Stokes 
1 3 . 1 . Satz: Sei (M>0) eine o r i e n t i e r t e , p-dimensionale C ~~ 
Mannigfaltigkeit i n R n (ρ s 2 e i n e offene Menge i n R n 
und Κ eine kompakte Menge i n Μ Π X_, deren Randpunkte i n Μ 
1 "η—1 
a l l e regulär sind. Sei ferner α € C Λ1 (X). 
Dann g i l t : 
/ da = f a 
^K;M,0) (3K;c)K,()0) 
(Beide Integrale sind erklärt, denn α und da sind s t e t i g e 
Differentialformen und mit Κ i s t auch 3 Κ = Rd^K kompakt.) 
.Beweis: M) V/ir machen zunächst die Voraussetzung: 
' '* • Es gib t eine o r i e n t i e r t e Karte g : IT - M; so daß g i l t : 
Tr α Π Κ c g(U f) c χ. 
Aus 1 1 . 5 . 3 . f o l g t dann: 
Tr da Π Κ c g(U !). 
Nach der D e f i n i t i o n von d ( 1 1 . 2 . 3 . ) i s t da € C°AP(X) und aus 
1 1 . 4 . 3 . f o l g t 
g*da ζ C°A p(U f). 
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g (Κ Π Tr α) i s t kompakt, also i s t g*da nach 2.8. und 12.1.1. 
. -1 . 
über (g (Κ 0 Tr a j j I T , Oy,), damit aber auch über 
(g (K); IT, 0 u t ) i n t e g r i e r b a r ; nach 12.2.2. i s t da nun über 
(Ks M? 0) i n t e g r i e r b a r , und es g i l t : 
$ da = / g*da 
(K;M,0) (g" 1(K):U f,O u l) 
Das I n t e g r a l auf der rechten Seite dieser Gleichung können 
wir nach 1 1 . 4 . 3 . ersetzen durch 
/ dg*a 
(g~ 1(K);tI',0 T T,) 
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Dabei i s t g*oc € C 1A P 1 ( U 1 ) (ebenfalls nach 11.4.3.), 
d.h. es g i b t C -Punktionen f^,..„,f : U' -* R, so daß g i l t : 
ο 
g*a - ^ f dx,„ . . . dx„ . . . dx. Γ " " Λ 8 ρ 
S = 1 
und v/ir haben 
dg*oc = ^ d f g dx 1...dx g...dx (nach 11.2.3.) 
s = 1 
Ρ 
= Υ i - 1 ) S 1 (D f i dx.-.-dx ("nach 11.2.1.) 
L· • s s ' 1 ρ · 
S = 1 
Damit erhalten v/ir aus 12.4.3. 
/ da = / dg*a 
(Κ; M, 0) (g~ 1(K);U',0 u t) 
I . ( - D 8 " 1 J . ( D s f s ) dx 1.,.dx T ) 
s=1 (g 1(K);U',O u r' 
Ρ 
\_ ( ~ 1 ) S 1 /' D s f s (nach 12.1.1.) 
s=1 g 1 ( K ) 
Nun können w i r 2 Fälle unterscheiden: 
((1 )) Tr α c κ 
( ( 2 ) ) Tr α φ Κ . 
Im Pall ( ( 1 ) ) f o l g t aus 11.5.2. 
α|'3Κ = 0 
und damit nach 12.4.4. 
J α = 0. 
OK;dK.?)0) 
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Wir haben also zu zeigen: 
J da = 0. 
(K:M,0) 
Dazu genügt es nach dem obigen für a l l e s = 1,..<.,p 
/ V s = 0 
g~ 1(K) 
zu beweisen. 
Da v/ir bereits nachgewiesen haben, daß D f 0 über g (K) 
inte g r i e r b a r i s t , können wir die I n t e g r a t i o n von D f 
über g"'(K) nach dem Satz von Pubini (3.2.1.) i n zwei 
Schritte zerlegen, indem v/ir zunächst nur über die s-te 
Koordinate in t e g r i e r e n . Hierbei i s t nun f eine Stamm-
funkt ion von Dc>f^ und wegen 
Tr f., c g - 1 (K) 
ό 
f o l g t aus 11.5.2., daß f an den Rändern des Integrations-
S" 
bereiches verschwindet. Damit verschwindet aber auch das 
innere I n t e g r a l , und.es f o l g t die Behauptung: 
J D s f s = 0 . für s = 1,...,p. 
g~ 1(K) 
Nun betrachten wir den F a l l --((2)). V/ir v/olten ihn noch etwas 
spezialisieren: 
(**) Die o r i e n t i e r t e Karte aus (*) se i eine Randkarte von 
Κ i n Μ ( v g l . 5.7.1.). 
Dann gi b t es nach 5.7.2. eine zu g gehörige lokale Karte 
h : IT ' - c)K von 3K mit 
h ( u " ) = g ( i r π (ο χ | p ~ 1 ) ) = g ( u ' ) η Β κ , 
und es f o l g t 
T r a O g(U') 0c)K = h(U"), 
also 
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J a = $ h*a 
Γ'ϋ· (3Κ;3Κ,3θ) ίϊι
 1 O K ) : , U» F 0TT„ ) 
I s t i : Rp ' - Rp die durch 
r i x ) = (0,x) für a l l e χ ( | p 1 
gegebene natürliche Inklus i o n , so erhalten wir weiter 
(9Κ;3Κ,()0·) (h"1(ÖK); U",0 u n) 
und wir haben nun zu beweisen: 
υ 
,s-1 ^ ( - D J V s = / i*«*« ' 
s = 1 g 1(K; (h~ 1(c)K); U«',0UM) 
Den Ausdruck auf der rechten Seite formen wir um zu 
ρ 
= Σ 'S : <£3 d X r..d AX a.,.d X ) 
s=1 (h~'((,)K);U«',Oul,) 
I ( f 1 · i ) dx 1 .. -dx -, 
(h 1(2K);U»,0 t t„) 
P-
u« ^ 
~~ J Γ^(θοΧ^,.·· , χ ) dx^ · · .dx^^ . 
h" 1OK) 
Die Summanden auf der linken Seite verschwinden mit Ausnahme 
des 1. (s = 1) aus dem gleichen Grund v/ie i n F a l l ( 0 ) ) . 
Es genügt also zu zeigen: 
J D lf 1 dx.,....dx = J* ' f 1 (0,x 2,. .. ,x ) dx 2..odx n 
g" 1(K) h~ 1(3K) 
1 9 7 
(Die Urnnuraerierung der Koordinaten auf der rechten Seite der 
Gleichung ändert nichts am Wert des Ausdrucks.) 
f 1 i s t nach D e f i n i t i o n eine C -Punktion TJ1 - g mit Tr f 1 c IT ; 
1 ν 
v/ir können f^ zu einer C -Punktion ^ ~* £ fortse t z e n , die 
außerhalb von U1 konstant 0 i s t . Diese fortgesetzte Punktion 
bezeichnen v/ir der Einfachheit halber auch mit f ^ . O eB ed«A 0 
nehmen v/ir als beschränkt an; dann i s t Tr f^ kompakt, 
und f verschwindet im Unendlichen., im Bereich 3 ~ c % 0 3 x RP 1 
1 
sogar außerhalb von g~ (K), das gleiche g i l t für die C°-
Punktion D^ f,,. Damit erhalten v/ir 
J* D 1f 1 dx r.,ax = / D 1f 1 dx r..dx = 
g " ~ 1 ^ · 3-~,0]xg p~ 1 
= J dx2.*odx.o J* ^ 1 ^ 1 d xi {nach dem Satz von Pubini) 
Rp~1 ]-«,o] 
Γ f Λ (θ.x 0, . . ο.χ ) dx 0.. 0dx ,(da f. Stammfunktion von 
ν 1 N ' 2 Ρ 2 .ρ s . 1 
Rp-1 D 1 f 1 bezüglich ± 1 i s t ) , 
f f 1 ( 0 , x o , . . o , x ) (da f 1 ( 0 , x o , . . . , x ) höchstens für d i 
h~ 1 Φ κ ) Punkte aus h (9κ) einen N u l l ver­
schiedenen Wert besitzt)· 
Damit i s t die i n Präge stehende Gleichung bewiesen. 
(2) Nun v/ollen v/ir uns von den Voraussetzungen (*) und (**) 
befreien: 
Wir wählen zu jedem inneren Punkt χ von K, dh. χ € Κ ~?>K 
eine o r i e n t i e r t e Karte g : U,!r - M, so daß g i l t : 
X · -A. 
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^x χ 
und zu jedem Punkt χ ί 9 Κ eine Randkarte von Κ i n Μ Π X0 
Eine solche Auswahl von Karten i s t unter unseren Voraus­
setzungen immer möglich. Wir können o.B.d.A. annehmen, daß 
U Df = : Ui - Μ Α € K) 
ein o r i e n t i e r t e r Atlas von Μ i s t und bilden wie i n 12.4.1. 
eine offene Überdeckung 70 von Η Π X sowie eine Zerlegung 
der Eins auf Κ bezüglich^: 
(Χ; φ ι , . . , ,(pk : X - 5) . 
1 Ό — 1 
I s t α ί C A p (X), so i s t nun für jedes <ρ.^α ( i = 1 .. . „ ,k) 
die Voraussetzung ( * ) , sov/ie, f a l l s Tr φ±α Π 3 Κ £ 0 i s t , 
auch die Voraussetzung (**) erfüllt; v/ir erhalten also: 
k k 
J da = £ J V ^ a = £ \ f d ( 9 i a ) - ( d 9 i ) a = 
(K;M,0) i=1 (K;M?0) " i=1 (KjM,0) 
k k 
= Σ ί φ ι α - J" ( d Σ ^ i } a = 
i=1 (3Κ;ΒΚ,^0) (K;M?0) i=1 
= J* a - /· (d 1 ) a = J a . 
((ΐΚ^Κ/δΟ) (Κ;Μ,0) (0Κ;ΐ)Κ,3θ) 
1 
13.2. Bemerkungen: (a) Der Satz g i l t auch für C -Mannigfaltig-
keiten, was v/ir h i e r jedoch nicht beweisen. (Der Beweis beruht 
darauf, daß stetige Punktionen durch differenzierbare 
approximiert werden können.) 
(b) Die Voraussetzung ρ ^ 2 i n der Formulierung des Satzes^ 
i s t zunächst notwendig, da im Falle ρ = 1 und $ Κ {- 0 d Κ 
eine nulldimensionale Mannigfaltigkeit d a r s t e l l t , für die 
wir noch keine Orientierung erklärt haben. 
Die D e f i n i t i o n der Orientierung läßt sich jedoch sehr 
l e i c h t erweitern? der Satz i s t dann auch für ρ = 1 r i c h t i g * 
(Genaueres s„ [DH] S o 2 2 3 f / ) , 
(c) I s t Μ selbst kompakt, so f o l g t , indem wir Κ = Μ setzen: 
3 Κ = 
und wir erhalten unmittelbar 
/ da = 0, 
(Μ · Μ Γ 0) 
(d) Außerdem g i l t der Satz, f a l l s Κ nicht nur reguläre 
Randpunkte enthält, für Di f f e r e n t i a l f o r m e n α £ 0!Αρ'""'(Χ) 
mit der Eigenschaft: 
Tr α Π 6 Κ - 0 ( v g l , V 7 ^  0 · 
Das i s t i n unserem Beweis mit enthalten. 
(e) Ohne Beweis vermerken wir noch, daß die Bedingung 
i n (d) abgeschwächt v/erden kann zu: 
m ^ (Tr α Π 6 K) = O o 
(Dabei bedeutet m ^ das ( p - 1 )-dimensionale Minkowski-Maß ο ) 
Pur den P a l l des Integralsatzes von Gauß f i n d e t sich ein 
Beweis bei Hc König: „Ein einfacher Beweis des Integralsatzes 
von Gauß" im Jahresbericht der Deutschen Mathematikervereini-
gung,, Band 6 6 ( ^ 9 6 4 ) « , S o 1 1 9 - 1 3 8 . wo auch auf weitere Ver-
allgemeinerungen hingewiesen w i r d 0 
Der allgemeine P a l l läßt sich analog behandeln 0 
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§ Ho l i e klassischen Sätze der Vektoranalysis 
14*1 , Der Integralsatζ von Gauß 
Aus dem allgemeinen Satz von Stokes (§ 13) erhält man als 
S p e z i a l f a l l den Satz von Gauß. indem man ρ ~ η setzt« Dann 
i s t Μ eine offene Teilmenge von Rn~ Ohne wesentliche Ein­
schränkung kann man annehmendaß die Orientierung 0 von Μ 
η 
durch Einschränkung der natürlichen Orientierung von R 
entsteht.. d,h0 daß die Identität von Μ eine o r i e n t i e r t e Karte 
von (M,0) i s t . Die gegebene D i f f e r e n t i a l f o r m α £ C 1A n~ 1(X) 
N
 Λ 
läßt sich als 
α = 2_ (~1 ?ι dx^ . . .dx^ . „dxn 
i = i 
d a rstellen (und man kann übrigens X = Μ annehmen). Dann i s t 
η 
da = ) D. f. dx.*. . . dx ZL ι ι 1 η 
i=1 
div f dx....dx 
1 η 
mit f = ( f f n ) ( v g l . 11.2.5.(c)). 
Auf der linken Seite der Stokesschen Formel steht also 
J da = J div f ( v g l . 12.1.1.)· 
(Κ;Μ,0) Κ 
Das I n t e g r a l auf der rechten Seite 
(oK;c)K,öO) 
erstrecken v/ir zunächst nur über eine Teilmenge I c 3κ, so 
daß es eine o r i e n t i e r t e Karte h : TJ' - ^  Κ für (<)Κ.?)0) gibt mit 
I c h(U'). Dann i s t 
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J « 
Ferner g i l t : 
(h*ct) (χ) (e„ , . . . ,< 
a 
(h 1L; U' ,0 l p ) 
'n-1 
( v g l . 12.2.2.) 
ah (x) ( ( d x h ) e 1,...,(d xh) e n - 1 ) 
η 
_ V 
η 
£ ( - 1 j 1 f\ h fx) 
i=1 
Λ 
..dx^. . .dx (D.jh(x),. . . 
?1 h1 · • · * . D >j h. >i «n-1 1 
? i h i · 
• 
.... i ^ h ± 
V n ' n-1 η 
= Det ( f * h, D.,h,...,D .h) ( x ) , 
also h*a = Det ( f · h, D1 h, · . . ?D ^h) ° dx 1 . . . dx^-j . 
-* 
SeiH(y) der Einheitsvektor, der auf Τ,/δΚ senkrecht steht 
und der die Eigenschaft hat, daß Det (K(y),v^,.·0,vr_^ ) > ο 
i s t , wenn v^ ,. . ο , ν -j eine p o s i t i v o r i e n t i e r t e Basis von 
Τ <)K i s t ο Dann g i l t weiter: 
Det ( f 0 h, D^i, . . . >D 
(f,140 · h - Det (Ή· h, D1 h, . . · ,D n - 1 h ) , 
denn ( f - (f,H) ° Ή ) (k(x)O ; ' l i e g t i n dem von D^h(x) ? e« 0, 
D -jh(x) aufgespannten Tangential räum an Κ im Punkt h ( x ) . 
Schließlich i s t Det ('ii.(hx), D-j h ( x ) , . . · ,D ^h(x).) das Volumen 
des von |£(hx) , D^h(x) , . . . 9Dn^h(x) aufgespannten n-dimensiona-
len Parallelotops und daher auch das Volumen des von D ^ h ( x ) 5 e e o 
1) -|h(x) aufgespannten (n-1 )-dimensionalen Parallelotops. Diese 
Volumen wird auch durch 
W(x ) = V Det ' ( ( D ^ x ) , D.h(x)) | i , j = 1,..,,n-l) 
gegeben ( v g l . 6.5.2.). 
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Also i s t 
J α = ! ί ( f · h ) · W . 
'LM.-dO) i f 1L 
Pur das l e t z t e I n t e g r a l schreibt man auch 
/ ff/H) do 
(L,3K.) 
wobei do als „Oberflächenelement" von angesehen wird, . 
(Eine Rechtfertigung dafür i s t , daß 
Γ do J W 
(L/e)K) h 1L 
das (n-1 )-dimensionale (Minkowskische) Maß von L ergibt 
( v g l . 6.6.2.). Eine entsprechende Schreibweise wird nun auch 
für Teilmengen L von 3Κ benutzt, die nicht ganz im B i l d einer 
Karte liegen, und man erhält den Gaußschen Satz i n der geläu-
fige n Form 
J div f = J * ( f M ) do. 
Κ 3 Κ 
Streng genommen können v/ir diese rechte Seite nur als neues 
Symbol für J α ansehen (das aller d i n g s durch die gerade 
(9Κ;3Κ?<)0) 
durchgeführten Überlegungen m o t i v i e r t w i r d ) . 
Andererseits kann man für irgendeine Funktion F auf dΚ und 
eine Teilmenge L c Κ e i n „Oberflächenintegral" 
J F do 
(Ι,3Κ) 
definieren, indem man es g l e i c h 
J (F ° h) ° W 
h~ 1L 
s e t z t , wenn L 0 Tr F im B i l d der Karte h enthalten i s t . und im 
allgemeinen F a l l Zerlegungen der Eins benutzt (analog wie v/ir 
es i n § 12 für das I n t e g r a l - v o n Dif f e r e n t i a l f o r m e n gemächt 
haben) β 
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Dann i s t die rechte Seite der Gaußschen Formel i n diesem 
Sinn zu verstehen. 
(Selbstverständlich kann diese D e f i n i t i o n des „Oberflächen-
i n t e g r a l s " auch für andere Mannigfaltigkeiten als 2)K einge-
führt werden - auch für solche von anderer Dimension.) 
Wir v/ollen schließlich die geometrische Bedeutung des 
Vektors noch etwas genauer beleuchten: 
Gehen wir von einer o r i e n t i e r t e n Randkart g von Κ i n Μ aus? 
so erhält man eine o r i e n t i e r t e Karte h von c) Κ durch 
h(x) = g(0,x). 
Dann i s t 
D.hjx) = D i_ - 1g(0,x), i = 2,..·,η 
und D^g,..?,D g i s t p o s i t i v o r i e n t i e r t , also l i e g t D^g(0~x) 
auf derselben Seite des Tangentialraumes von 9κ im Punkt 
h(x) w i c i i ( h x . ) N a c h D e f i n i t i o n der Randkarte zeigt der 
Vektor D-jg(0,x) „in das Komplement von Kn. Also i s t 1Λ> der­
jenige Einheitsnormalenvektor an K, der i n das Komplement von 
Κ zeigt. " 
(Diese Ausdruckweise kann präzisiert werden. V/ir verzichten 
aber auf v/eitere Einzelheiten.) 
14.2. Der klassische Satz von Stokes 
Der ursprüngliche Satz von Stokes ergibt sich aus dem a l l g e -
meinen Satz i n ? 1 3 , indem man η = 3 ? ρ = 2 s p e z i a l i s i e r t . 
3 
Dann i s t Μ eine Fläche i n R . Sei 
3 
α = f j_ dx^ 
i=1 
die gegebene D i f f e r e n t i a l f o r m . Dann i s t 
da = g^ dx£ dx^ + d x 3 d x - | + S 3 ^Χ·] d x 2 
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mit 
g = (&* 9 S2> g3^ r c t f 
( v g l . 11.2.5.(b)). Die lin k e Seite der Stokesschen Formel 
lau t e t dann unter Verwendung der zu 14.1. analogen Be­
zeichnungen 
/ da = / ( r o t f , fr) do, 
(κ·Μ :o) (κ.Μ; 
wobeiP U ( y ) der Einheitsvektor i s t , der auf TM senkrecht 
steht und die Eigenschaft hat, daß Det (H(y)> v-j ,ν^) > $ n 
v/enn v^ ,v^ eine p o s i t i v o r i e n t i e r t e BESLS von TM i s t . 
Pur das I n t e g r a l auf der rechten Seite betrachten v/ir 
wieder eine o r i e n t i e r t e Karte h : U1 für ( Ö K . D O ) und 
inte g r i e r e n zunächst nur über eine Teilmenge L c hi.ll1)· 
Ohne wesentliche Einschränkung kann man annehmen, daß 
Jj h'(x) υ = 1 für a l l e χ ί U' (d.h. v/ir wählen die Bogenlänge 
als Parameter). Dann i s t 
J a = ^ J h*a 
(L;3K,20) (h 1L; U'.Oy,) 
und 
(h*a) (x) ( e ^ = ah(x) ( ( d x h ) e 1 ) 
3 
= ^ £±η(χ) dx ± (h»(x)) 
i=1' 
3 
= '][" ^ h i x . ) · h| (x) 
. i=1. 
. ( f · h, h' ). . 
Bezeichnet 4 ( y ) den Einheitstangentenvektor an 3 Κ i n y, 
der die Orientierung d0 l i e f e r t , so i s t / ^ h (x) = h ' ( x ) . 
Also g i l t : 
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I * = / (fΛ) · h , 
( L ; 3 K , 3 0 ) h~ 1 L 
v/o für man auch 
J ( f , ^ ) ds 
(L.,3K) 
mit dem Langeneiement" ds schreibt. Wie i n 1 4 . 1 o 
verallgemeinert man diese Schreibweise auf den F a l l , 
daß L nicht ganz im B i l d einer Karte l i e g t und erhält den 
Stokesschen Satz i n der geläufigen Form 
J < r o t f,14> do = j 1 < f,4> ds. 
(K«M) d K 
Der Leser überlege sich, daß die Orientierungen so f e s t -
gelegt sind, daß der durch Ar gegebene „Umlaufungssimi" 
von Κ zusammen mit Ή eine „Rechtsschraube" b i l d e t . 
1 4 . 3 . Die Greenschen Formeln 
Sie ergeben sich aus dem Integralsatz von Gauß .(14.1.) 
1 n—1 
für spezielle Differentialformen α ζ C A (X). Sei zunächst 
N Λ 
α = Υ ( - 1 ) 1 1 (f-D.g) dx, . . odx. . . odx 
L / * i° • 1 1 η 
i=1 
für geeignete Funktionen f,g £ G,A°(X); dann erhalten v/ir die 
1. Greensche Formel: 
η 
X ( J D ±f · D±g d x r . . d x n + / f · D^g.dx1 ...dx n) = 
i=1 (K?M,0) (Κ: Μ, 0) 
n 
= ^ ( - I ) 1 ! ( f · D ±g) dx r..dx.....dx n . 
i=1 (3Κ;3Κ.,3θ) 
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Unter Verwendung der klassischen Symbole: 
grad f D f = (D-,f, . . . ,D nf) 
grad g analog 
η 
Ag D f - Υ D*g. 
i=1 
(Δ i s t als Laptace-Operator bekannt), können wir diese 
Formel auch schreiben: 
J (grad f, grad g) dv + J f · Ag dv = J (f*grad g,») do, 
Κ Κ * 3 κ 
Schließlich setzen wir noch 
α = l_ \-ϊ ;λ ·'ί · JD..g - D if · g; dx1 . . . dx. . . , dx n 
i=1 
und erhalten die zweite Greensche Formel, g l e i c h klassisch 
geschrieben: 
J (f'Ag - A f g ) dv = ' / ((f.grad g - g-grad f ) , H . ) do. 
Κ 9K 
- 207 -
I n d e x 
Abbildungsräume 1 5 1 f . 
absolute Konvergenz 3 7 
Additivität 
- des Lebesgueschen Maßes 22 
- des Minkov/ski-Maß es 1 1 3 , 1U 
- einer Mengenfunktion 1 3 5 
a f f i n e Abbildung 5 4 
a f f i n e Äquivalenz 5 4 
Algebra 
graduierte kommutative - 1 6 5 , 1 7 0 
altgemeiner Laplacescher Entv/icklungssatz 1 6 7 f . 
alternierende Differentialformen 1 6 9 f f . 
heuristische Betrachtungen zu den - 1 3 9 f f . 
alternierende m u l t i l i n e a r e Abbildungen 1 5 0 f f . 
Atlas 92 
o r i e n t i e r t e r - 1 0 1 
Cavalierisch.es Prinzip 4 9 
charakteristische Punktion 4 
Chevalley, C. 1 7 8 
Cohomologiegruppe 
p-te singulare -
C r-Abbildung 
r 
C -Diffeomorphismus 
r 
C - D i f f e r e n t i a l f o r m p-ten Grades 
r 
C -Immersion 
r 
C -Mannigfaltigkeit 
Darstellungssatz für das Minkov/ski-Maß 1 3 0 
Derivation 
graduierte - - 1 7 4 
Determinantenfunktion 1 5 2 
178 
52 
53 
169 f f ; 
52 
92 
- 208 -
Dichte 136 f f . 
Dichtefunktion 136 f f . , 141 f f . 
Diffeomornhismus 
0 r- ' 53 
D i f f e r e n t i a l 
r 
- einer C -Funktion ^ 1 7 ' ' 
- einer Mengenfunktion 1 3 5 , 136 
D i f f e r e n t i a l f o r m 
alternierende- ?p-ten Grades 1 6 9 f f . 
integrierbare - 182 f f . 
D i f f e r e n t i a l o p e r a t o r . 1 7 1 f f . 
Invarianz des- 1 7 8 f. 
differenzierbare Mannigfaltigkeit 92 
differenzierbare n-Zelle 1 7 7 
Dirac-Funktion 1 3 8 
Dirac-Maß , 1 3 8 
Divergenz 1 7 7 
Eilenberg, S. 178 
Elementarintegral einer Treppenfunktion 6 
Eulersche Gamrnafunktion 84 
Flächenelement, 
s. Oberflächenelement 202 
Flächenintegral 
s, Oberflächenintegral 202 
Flüssigkeitsströmung * 139 
Fubini 
.Satz von - 40 
Gammafunktion 84 
Gauß, G.F. 
- scher Integralsatz 200 f f . 
- sehe Π-Punktion 83 
.- sehe Symbole , 133 
- 2 0 9 -
Gleichmäßige D i f f e r e n z i e r b a r k e i t 
einer Mengenfunktion 136 f . 
Gradient 1 7 5 
graduierte Derivation 174 
graduiert kommutativ 164 
graduierte kommutative Algebra* 165,170 
Granaus che Determinante 121 
Green, G. 
- sehe Sätze 205 f . 
Grenzwertsätze 23 
Gute Mengen i n H n 
'für das p-dim. Minkov/ski-Maß) 116 
Sätze über - 1 1 7 f f 1 3 0 
Immersion, Cr- 5 2 
I n h a l t eines Quaders ' 5 
I n t e g r a l von Produkten 20 
Integralsatz 
von Gauß 200 f f . " 
von Stokes 1 9 3 , 203 f f . 
Integralsätze von Green , 205 f . 
integrierbare Teilmengen 22 
Karte t 8 7 
o r i e n t i e r t e - 101 
Kettenbedingung 
aufsteigende - 116 
Kettensätze 29 
patholog. Verhalten des Minkowski-Maßes 
i n Bezug auf die - 1 1 5 f . 
König, H. 1 9 9 
kompakt 32 
- 210 -
Ladungsdichte 138 
Länge eines Kurvenstücks 133 
Längenelernent 205 
Laplacescher Entwicklungssatz 167 f. 
Laplace-Operator 206 
Lebesguesches I n t e g r a l 1 5 
L-j-Norm 8 
Levi, Β. · ..27 
Satz von - 1 25 
Mannig f a l t i g k e i t 
Maß 
Dirac -
- eines niederdim. Parallelotops 
- eines Flächenstücks 
Massendichte 
Mengenfunktion 
v o l l s t e t i g e -
additive -
Minkowski, H. 
Minkoswki-Maß 
gute Mengen für das -
Larstetlungssats für das -
m u l t i l i n e a r 
m u l t i l i n e a r e Abbildungen 
alternierende -
schiefsymmetrische -
Mu l t i l i n e a r f o r m 
Νachbarvertauschung 149 
natürliche Orientierung 99 
Nikodym, 0. 
Satz von Radon-Nikodym - 136 
Nöbeling , G. 108 
Normalenvektor π · < 201 
Normalraum 95 
92 
22 
138 
121 
133 f. 
138 
135, 141 
135 
135 
108 
110 
130 
130 
149 f f . 
149 f f . 
150 f f . 
150 f f . 
149 
- 210a -
Nullmenge 22 
n-Zelle 
differenzierbare - • 1 7 7 
oberes Lebesguesches I n t e g r a l 9 
Oberflächenelement ' 202 
Oberflächenintegral 202 
Ordnungssätze 19 
or i e n t i e r b a r 100 
orientierbare Ma i i i . i g f a l t i g k e i t 100 
o r i e n t i e r t e Karte 101 
o r i e n t i e r t e r Atlas 10" 
Orientierung ' 99,; 100 
O r i e n t i e r u n g s e r h a l t e n d 100 
0 r t hοg ο ηa1is i e ruηg s ν e rfah r e n 
von E o Schmidt - 123 
1 0 8 
5 1 
8 7 
1 8 6 f f 
1 07 f f 
1 7 7 f 
7 4 , 7 6 , 7 7 
Parallelkörper 
Parallelotop 
ParameterdarStellung 
P a r t i t i o n der Einheit 
p-dimensionates Minkowski-Maß 
Poicare« H0 
Satz von - * , ' . 
Polarkoordinaten 
Quader 
offener- ? abgeschlossener 
- 211 -
Radon-Ν ikodym 
Satz von - 1 3 6 
Randkarte ' · 1 0 3 
Randmannigfaltigkeit 1 0 2 
Randoperator 1 7 4 
Randpunkt 1 0 2 
Rechtsschraube - , 2 0 5 
Regelfunktion 3 5 
regulär 5 2 
regulärer Randpunkt 1 0 2 
Richtungsableitung 1 7 8 
Rotation 4 1 7 6 
Sard, Α. 
Satz von - * 6 8 
Schmidtsches Orthonormalisierungsverfahren 123 
Schwarz, H.A. 107 
Schwarzsehe Stiefelchen . 1 0 7 
Semi-Norm 9 
singulärer Randpunkt 1 0 3 
Stokes, G. 
Satz von - 1 9 3 , 203 f f . 
Tangentenvektor h 204 
Tangentialraum 9 5 
Tangentialvektor 9 4 
Tensorprodukt 
- von Multilinearformen 1 9 4 
topologische M a n n i g f a l t i g k e i t 9 2 
Träger 
- einer D i f f e r e n t i a l f o r m 181 
- einer Punktion 62 
Transformationssatz- 5 3 
Treppenfunktion 4 
- 212 -
Umlaufungssinn 2 0 5 
uneigentliches I n t e g r a l 3 7 
elementares - 3 7 
Unend1i che ckungle i chung 24 
Vektorfeld 1 7 5 f. 
Vektorprodukt 1 6 7 
Verteilungsfunktion 1 3 8 
v o l l s t e t i g · 1 3 5 
Wahrscheinlichkeitsdichte 138 
Zurückholen 
einer D i f f e r e n t i a l f o r m 
Zerlegung der Eins 
1 7 9 f f . 
186 f f . 
