Abstract. Using an integral decomposition of non-commutative monotone metrics we show that each monotone metric described by Petz classification theorem is related to the geometry of a suitable non-commutative L 2 -space. This exactly reproduces and generalizes the commutative case where the unique monotone metric (Chentsov theorem about Fisher-Rao metric) is classically related to the commutative L 2 -geometry.
INTRODUCTION
The concept of monotone metric for parametric statistical manifolds has been introduced by Chentsov [3, 4] and further developed by Petz [14] . There are two fundamental results: i) the Chentsov uniqueness theorem [2, 3] ; ii) the Petz classification theorem [14] . The first theorem says that in the commutative case there exists a unique monotone metric (up to a scalar factor) and that this metric coincides with the well-known Fisher-Rao metric. In the non-commutative case the situation is, as usual, more complicated and richer. This means that there is no uniqueness and that we have an infinite family of different monotone metrics. The classification theorem by Petz shows that there is a natural bijection between the family of monotone metrics and the family of operator monotone functions. It is well-known that the Fisher-Rao metric can be related to the geometry of commutative L 2 -spaces [5] .The purpose of this paper is to answer to the following question: which non-commutative monotone metrics arise by geometry of noncommutative L 2 -spaces (following the line of the commutative case)? Such a question is relevant for at least three reasons: i) it is natural to ask which features of the commutative case survive in the non-commutative one; ii) to interpret some norms and scalar products as L 2 -norms and scalar products opened the way to the 1) E-mail: gibilisco@polito.it, isola@mat.uniroma2.it recently established non-parametric version of information geometry [6, 16, 17] ; iii) it has been proved [6, 8] in the commutative case that α-geometries for α ∈ (−1, 1) are related to the geometry of L p -spaces where p = 2 1−α . The classic work of Amari shows that the riemannian Fisher-Rao metric induces the 0-connection. It is reasonable therefore to hope that one may associate, using suitable non-commutative L p -spaces, a family of α-connections to those non-commutative monotone metrics that are associated to L 2 -type metrics [8] . The purpose of this note is to show that there is a general positive answer, given by Theorem 12, to the above formulated question. This means the following. Let P n be the probability simplex in R n and T p P n be the tangent space at p ∈ P n , and let us identify R n with L 2 (m), where m is the counting measure on {1, . . . , n}. If one defines M p (v) i := p i v i , p ∈ P n , v ∈ T p P n , then Chentsov Theorem can be rephrased by saying that "each" monotone metric turns into an isometry the linear
, and that this property characterises monotone metrics. Now let D n be the manifold of invertible density matrices, so that T ρ D n , ρ ∈ D n , is the space of hermitian, traceless matrices, and denote by L 2 (τ ) the Hilbert space of all n by n matrices endowed with the scalar product given by the normalised trace τ . Define L ρ (A) := ρA, R ρ (A) := Aρ, and for any sym-
. Then Theorem 12 shows that each noncommutative monotone metric turns into an isometry the linear map
by a suitable measure µ, and that this property characterises monotone metrics. In this sense M −1/2 ρ,µ appears to be a noncommutative analogue of the division by the square root, and
as an analogue of L 2 (m). In the last section we discuss the possible relevance of this result for the noncommutative theory of α-connections.
THE FISHER-RAO METRIC AND CHENTSOV UNIQUENESS THEOREM
Denote by P n = {p ∈ R n :
. . , n} the probability simplex in R n and by S the sphere of radius 2 in R n . Define a function A : P n → S by A(p) i = 2p 1 2 i and consider the riemannian structure that S induces on P n by this embedding. Let p(t) be a curve on P n . We transport this curve on S by the embedding A and determine the induced riemannian metric. As
So we obtain the well-known Fisher-Rao metric
Now let m be the counting measure on {1, . . . , n}, so that L 2 (m) can be identified with R n with the usual scalar product. Then the Fisher-Rao metric is induced by the linear isomorphism v → v √ p that identifies the tangent space of P n at p, T p P n = {v ∈ R n : v i = 0}, with the tangent space of the unit sphere
Recall that a monotone metric is a family {g p : p ∈ P n , n ∈ N} of inner products on
We may formulate the Theorem 1. Chentsov uniqueness Theorem. There exists a unique (up to a scalar factor) monotone metric on T p P n . This metric is the scalar product that turns into an isometry the linear map
The proof of monotonicity can be found in [2, 3] . ♣
OPERATOR MONOTONE FUNCTIONS AND CHENTSOV-MOROZOVA FUNCTIONS.
Let us recall [1] that a function f : (0, ∞) → R is called operator monotone if for any n ∈ N , any A, B ∈ M n (C) such that 0 ≤ A ≤ B, the inequalities 0 ≤ f (A) ≤ f (B) hold. By Löwner's results they can be represented in integral form. To make expressions compact, let us introduce the notation
For fixed x > 0 the function φ(x, t) is bounded and continuous on the extended half-line [0, ∞]. . These transformations are involutive, that is f = f ,
We need a different representation for the operator monotone functions. It is based on the following result. Proof.
♣
In the above corrispondence we write f = f µ or µ = µ f to indicate that f µ is the operator monotone function associated to µ or viceversa that µ f is the measure associated to f . 
Note that f is symmetric iff c f (or µ f ) is, i.e. it satisfies c(x, y) = c(y, x) (or dµ(s) = dµ(1 − s)).
THE MAIN RESULT
Let τ be the usual trace on M n (C), and let D n := {A ∈ M n (C) : A > 0, τ (A) = 1} be the set of density matrices. The tangent space to D n at ρ ∈ D n can be naturally identified with {A ∈ M n (C) : A = A * , τ (A) = 0}. Similarly to the commutative case a symmetric monotone metric is a family {g ρ : ρ ∈ D n , n ∈ N} of inner products on T ρ D n , such that ρ ∈ D n → g ρ (A, A) ∈ [0, ∞) is continuous, for any A ∈ T ρ D n , and g T ρ (T A, T A) ≤ g ρ (A, A), for any stochastic (i.e. completely positive, trace preserving) map T : 
and M ρ,µ :=
. Therefore H µ is endowed with the inner product A, B :
, and analogously for B.
Definition 11. Let µ be a symmetric positive Radon measure on [0, 1]. The µ-metric on T ρ D n , denoted by ·, · ρ,µ , is the inner product on T ρ D n which turns into an isometry the linear map
The family of µ-metrics coincides with the family of symmetric monotone metrics classified by Petz theorem. Proof. By Petz theorem each monotone metric has the form g ρ (A, B) = τ (Ac(L ρ , R ρ )(B)). Therefore we get the conclusion by the following calculation
♣
The integral decomposition on which Theorem 12 is based, has been sketched by Uhlmann in [21] .
A DIFFERENT APPROACH
One could also follow a different approach, choosing as a noncommutative analogue of M p a different interpolation, namely M ρ,s := L 
. Now it is easy to see that f n is an operator monotone function, being a linear combination with positive coefficients of functions x t i , which are operator monotone [1] .
, which proves that f ν is operator monotone. As for the last statement, the function 2x x+1
, which is operator monotone [1] and gives the largest monotone metric, is not in the range of the map, because, if ν is not a multiple of the Dirac measure at 0, any f ν is such that lim x→∞ f ν (x) = ∞, otherwise f ν is constant. ♣ 
Therefore the conclusion follows from the previous results. ♣
UNIFORMLY CONVEX BANACH SPACES
The purpose of this section is to review some results on the geometry of uniformly convex Banach spaces, needed in the sequel. We refer to [8] for full proofs and consider only real Banach spaces. Denote by X the dual space of X and by S X the unit sphere of X. If L ∈ X and x ∈ X we write L, x = L(x).
Definition 17. We say that x is orthogonal to y, and denote it by x ⊥ y, if x ≤ x + λy , for any λ ∈ R. Moreover, if A ⊂ X, x ⊥ A means x ⊥ y, for any y ∈ A.
Definition 18. The duality mapping J : X → Subsets( X) is defined by J(x) := {v ∈ X : v, x = x 2 = v 2 }. We say that X has the duality map property if J is single-valued. In this case we set x := J(x).
Definition 19. We say that X has the projection property if for any closed convex M ⊂ X and any x ∈ X there is a unique m ∈ M s.t. x − m = inf{ x − z : z ∈ M } ≡ d(x, M ). In this case we define π M (x) := m. Definition 20. X is uniformly convex if for any ε > 0 there is δ > 0 s.t. x, y ∈ S X and x+y 2 > 1 − δ implies x − y < ε.
Proposition 21. Let X and X be uniformly convex Banach spaces. Then i) X has the projection property. ii) X has the duality map property. iii) x ⊥ ker( x). iv) If M := ker( x), then π M (v) = v − x,v x,x
