Abstract. We consider a relativistic charged particle in a background scalar field depending on both space and time. Poincaré, dilation and special conformal symmetries of the field generate conserved quantities in the charge motion, and we exploit this to generate examples of superintegrable relativistic systems. We also show that the corresponding single-particle wavefunctions needed for the quantum scattering problem can be found exactly, by solving the Klein-Gordon equation.
Introduction
A classical dynamical system with 2n-dimensional phase space is superintegrable if it admits n + k functionally independent conserved quantities Q j on phase space, with 1 ≤ k ≤ n − 1, of which n are in involution, i.e. their Poisson brackets obey {Q i , Q j } = 0 ∀ i, j = 1, ..., n [1] . For autonomous systems the Hamiltonian itself may be taken as one of the Q j . The system is called maximally superintegrable if k = n − 1 and minimally superintegrable if k = 1.
While most known superintegrable systems correspond to non-relativisitic physical situations, i.e. describe dynamics on E 3 or E 2 [2] , our interest here is inidentifying relativistic superintegrable systems, continuing the programme begun in [3] . Previously we considered classical particles interacting with electromagnetic backgrounds, and showed that if the background possesses a Poincaré symmetry then there is automatically a conserved quantity in the particle motion. Using this we found examples of superintegrable systems in which all conserved quantities corresponded to Poincaré symmetries of the background, and examples in which some quantities corresponded to non-Poincaré symmetries on phase space.
Here we will consider a relativistic particle interacting with a scalar, rather than electromagnetic, field (which represents an early model of gravity [4, 5] ). This simplified setting has the advantage that it allows us to go beyond Poincaré symmetries and exploit dilation and special conformal transformations in the construction of superintegrable systems, which is not possible for electromagnetic, or vector, backgrounds. This paper is organised as follows. In Sect. 2 we describe the relativistic dynamics of a particle in a scalar background, equivalently a particle with a position-and-timedependent mass. We show that conformal symmetries of this mass imply conserved quantities in the particle motion. Based on this, we present in Sect. 3 a series of minimally and maximally superintegrable relativistic systems. In Sect. 4 we take a step toward the quantum problem, investigating how the classical conserved quantities enter in the solution of the Klein-Gordon equation for a scalar field with a spacetimedependent mass. We conclude in Sect. 5
Dynamics of a point charge in a scalar field
The action of a relativistic particle of rest mass m 0 in a scalar background field V (x) is, see e.g. [6] ,
in which x µ ≡ x µ (τ ), with τ (the proper time) parameterising the worldline anḋ x µ ≡ dx µ /dτ . As the scalar field couples to the particle like a mass we write
from here on. As m(x) is spacetime dependent, we will refer to it as a dynamical mass. For a recent investigation of non-relativistic superintegrable systems with dynamical mass see [7] . Varying the action (1) yields the Euler-Lagrange equations, from which one finds thatẋ 2 = constant, hence the particle is on-shell. The equations of motion reduce to d dτ
which may be regarded as a force law mẍ µ = g µν −ẋ µẋν ∂ ν m, with the right-hand side replacing the Lorentz force of the vector case, and the tensor structure guaranteeing orthogonality of velocity and acceleration,ẋ.ẍ = 0, hence the constancy ofẋ 2 .
The conformal group and conserved quantities
We wish to identify when a symmetry of the background, or dynamical mass, automatically implies the existence of a conserved quantity in the particle motion. To do so we need the canonical momenta p µ following from (1), which are
and which obey the "dynamical mass-shell constraint" p.p = m 2 (x). Now let ξ µ (x) be a vector field defining the infinitesimal form of some coordinate transformation, and define Q := ξ.p. Then one can show directly from the equations of motion (3) that
in which L ξ = ξ.∂ is the Lie derivative of any scalar quantity. For Q to be conserved we need the RHS of (5) to vanish, and we demand that it does so through properties of the field and the transformation, not the details of the orbit. It is worth pointing out that the analogous equation in the electromagnetic (vector) case has essentially the same RHS as (5) , except that the Lie-derivative term has an extra power of p, hence the two terms must vanish individually. The situation here is different; the most general way to kill the RHS of (5) includes contracting p µ p ν with the metric tensor, so that it can be replaced by m 2 (x), and then only the sum of the two terms need vanish. This means ξ must obey
in which the scalar factor on the RHS was determined by taking the trace. This is nothing but the conformal Killing equation, with the 15-parameter solution
describing, respectively, translations, Lorentz transformations, dilations and special conformal transformations. For these transformations (5) becomes
and it follows that there is a conserved quantity ξ.p in particle motion when the dynamical mass obeys
For translations and Lorentz transformations (with ∂.ξ = 0) this says that the dynamical mass must be symmetric under the transformation, L ξ m 2 = 0, while for dilations and special conformal transformations the mass must transform with a weight.
We will exploit these results below to construct systems which have sufficiently many conserved phase space quantities Q ≡ Q(x µ , p µ ) to be superintegrable. To formalise this, though, we need a Hamiltonian ‡; we therefore now briefly review the Hamiltonian approach to relativistic mechanics.
Hamiltonian formulation
Euler's homogeneous function theorem, here in the guise of reparametrisation invariance, means that the Hamiltonian corresponding to (1) vanishes. The solution to this problem is well known. Rather than using τ as the time parameter, we choose a physical time, which is a function of the x µ [8] . Relativistic covariance implies that there is no unique choice, and while all are ultimately equivalent one choice or another may have advantages in particular situations. Each choice has its own set of (six) phase space variables and a Hamiltonian given by a particular component of p µ , found by rearranging the dynamical mass-shell constraint p.p = m 2 (x). Below we describe the two choices needed for this paper. For derivations and references see [3] and the review [9] .
In the "instant form", time is t while six-dimensional phase space is spanned by the co-ordinates x = (x j ) = (x, y, z) and their conjugate momenta,
and may be explicitly time-dependent, through m 2 . (This Hamiltonian takes the familiar non-relativistic form if one expands in powers of p 2 /m 2 .) The time evolution of any quantity Q is determined by
where the Poisson bracket is
‡ We comment that the Poisson bracket any two quantities Q j = ξ j (x).p is
and the commutator of the two transformations acting on any scalar field is
and hence we see that two conserved quantities are in involution provided that the associated Poincaré generators commute.
In the "front form", time is x + ≡ t + z, and phase space is spanned by the 'longitudinal' coordinate x − ≡ t − z, the 'transverse' coordinates x ⊥ = (x ⊥ ) = (x, y), and their conjugate momenta p − and p = (p ⊥ ) = (p 1 , p 2 ) respectively. The Hamiltonian and Poisson bracket are (summation convention is used throughout for the index ⊥)
{A, B} = ∂A ∂x
and the equation of motion for any quantity Q is now dQ dx
Examples
In this section we present a series of superintegrable systems constructed by exploiting the symmetries of the conformal group (7). We begin with illustrative examples in which the dynamical mass is a function of a single spacetime variable. Relativistic covariance then tells us that there can be only three distinct cases, when the chosen spacetime direction is spacelike, e.g. z, timelike e.g. t, or lightlike, e.g. x + . Following this we give an example superintegrable system with special conformal symmetry. Our examples will also illustrate symmetries on phase space, the role of boundary conditions, and equivalent autonomous systems.
The spacelike case
Consider a dynamical mass m 2 = m 2 0 + B(z). This is the scalar analogue of a positiondependent magnetic field [10, 3] . Using the instant form, the Hamiltonian is
Clearly p 1 , p 2 and H are (independent) conserved quantities. To search for others, we follow [11, 12, 2] and make the ansatz that the remaining conserved quantities are polynomials in p 1 and p 2 . The simplest case is to make a linear ansatz, writing
We then calculate dQ/dt, write out the resulting expression in powers of p 1 and p 2 and demand that each term vanishes. This yields a series of algebraic or differential equations which determine the functions f 1 , f 2 and f 3 and so on. It may be that no conserved quantities are found, in which case one can try again with an ansatz quadartic in momenta, or cubic, and so on [12, 2, 13] . We illustrate with the simplest nontrivial example, choosing m 2 (t, x) = m 2 0 + Bz. In this case we find that the linear ansatz (19) turns out to be sufficient; we find that the f j can be expressed in terms of a four-parameter family of elementary functions, yielding four conserved quantities (two of which are p 1 and p 2 ). Together with the Hamiltonian, this gives us five conserved quantities
where {Q 1 , Q 2 , Q 5 } are in involution, giving integrability. {Q 3 , Q 4 } do not correspond to symmetries on configuration space. Defining F = (Q 1 , . . . Q 5 ) and following [2] , the five quantities (20) are functionally independent if the 5 × 6 matrix
for a ∈ {1, 2, 3}, has rank 5. For the purposes of presentation we calculate M using the equivalent set of conserved quantities
which is upper triangular with rank 5. Hence the system is maximally superintegrable. The solution of the equations of motion proceeds as follows. p 1 and p 2 are constant, and the Hamiltonian equation of motion for p 3 is trivial because H is conserved; dp
From here the coordinates x(t) follow, algebraically, from rearranging (20):
(24) In order to have physical 'scattering' boundary conditions, we consider the case where the field 'switches on' (and ideally off, which is a simple extension of what follows). We redefine the dynamical mass to obey
and consider the motion of particles which reach the interface z = 0 (from z < 0) at, without loss of generality, t = 0. Motion for t < 0 is free, so that we may specify the initial momentum at t ≤ 0. The initial data at t = 0 then fixes the values of Q 1 . . . Q 5 and p 3 (0), above. Examples of the orbits are plotted in Fig. 1 . . The general behaviour is that a particle penetrates a certain distance into the region z > 0 before being turned around and pushed out of the field.
The timelike case
We now take m 2 = m 2 0 + E(t) for t ≥ 0. The analogous electromagnetic case is a time-dependent electric field. The Hamiltonian is now explicitly time-dependent,
and no longer conserved. On the other hand, since the background is position independent, all three momenta are conserved (and in involution). Because the background is scalar, all three components of angular momentum are also conserved. Taking two of these (the angular momenta L j obey p j L j = 0, hence not all three are independent) along with the momenta gives five independent conserved quantities. The equations of motion are trivially solved;
Strictly, only one integral needs to be performed, to find e.g. the first component of x, for then the conservation of the angular momenta allows one to write down the remaining co-ordinates algebraically.
The lightlike case
Now we take m 2 ≡ m 2 (n.x), where n 2 = 0. This is a scalar plane wave. We use the instant form, so
There are two ways to proceed. If we choose n.x = x − , then the Hamiltonian is time independent. Clearly p ⊥ and H are conserved and in involution, corresponding to translation invariance in three dimensions. Plane waves are also invariant under null rotations (see the appendix) [3, 14] , giving the corresponding conserved quantities
There are thus five conserved quantities all following from the Poincaré symmetries of a plane wave, and the system is maximally superintegrable. In field theory applications, it is often more convenient to take the dependence of the plane wave to coincide with the choice of time, so let m 2 ≡ m 2 (x + ). In this case the system is non-autonomous, as H depends on x + , but now all three momenta are conserved, and in involution. In order to work with an (alternative) autonomous system, we can enlarge phase space to eight dimensions with x + as an additional coordinate, conjugate momentum p + , and a new Hamiltonian K = H − p + [15] . The time-derivative of any quantity Q iṡ
Note that the new time does not appear explicitly, andẋ + = −∂K/∂p + = 1. From here one can verify that the five conserved quantities following from the invariance of the plane wave under translations and null rotations are
There are a further two conserved quantities involving the extended phase space variables; one is by construction the new Hamiltonian, or equivalently
which is quadratic in the momenta and encodes the dynamical mass-shell constraint. The final conserved quantity is
which, in the original phase space, immediately gives the solution to the equations of motion for x − . We have seven globally defined (and independent) conserved quantities which are polynomial in the momenta, and the set {Q 1 , Q 2 , Q 3 , Q 6 } is in involution. Thus we have a polynomially maximally superintegrable system [2] .
Special conformal transformations
We consider the special conformal transformation ξ µ c generated by c − = 1 (and all other components vanishing). Any function of the form
obeys the relation (9) for the transformation ξ c , and is symmetric under three Poincaré transformations, namely rotations in the x-y plane and two null rotations. Going to the enlarged phase space, we can identify the following five conserved quantities:
These are independent and the set {Q 1 , Q 2 , Q 3 , Q 5 } are four quantities in involution.
Hence we have (at least) minimal superintegrability in this case. The solution of the equations of motion proceeds as follows. Define
Using the conservation of Q ⊥ and Q 3 we may write p − in terms of u,
The Hamiltonian equation of motion for u is, using this,
This is an implicit expression for u ≡ u(x + ), with initial conditions u = u 0 when
. The next step is to identify x ⊥ , the Hamiltonian equations of motion for which are
which can be integrated. With this one finally has an expression for
Example orbits are plotted in Fig. 2 for the choice of dynamical mass
in which k is a parameter (with units inverse length) and we have turned on the background field at time x + = L.
Toward the quantum problem
In a non-relativistic setting it is natural to consider the quantum mechanical analogues of classical superintegrable systems obtained by replacing Poisson brackets with commutators [10] . However, relativistic quantum mechanics is problematic [16] , and the proper framework is well known to be (relativistic) quantum field theory. The 'first quantised' approach still has a role to play, though; for scalar fields, the solutions to the Klein-Gordon (KG) equation give the asymptotic particle wavefunctions which are used to construct scattering amplitudes. Hence we will in this section ask how the + and x − in units of L and 1/k respectively, the nontrivial part of the orbit is
in which the dimensionless variable κ = 2 π/k(p − /(m 0 x + 0 )) 2 in terms of the initial p − . Orbits are plotted for κ ∈ {0.3 . . . 0.9}. For larger x + the particles approach the speed of light, as the dynamical mass drops to zero, which makes the Hamiltonian equivalent to that of a massless particle. superintegrability of the classical particle systems above translates into field theory, following the ideas in [17] for electromagnetic fields.
The natural field theory generalisation of our classical system is a quantum field ϕ(x) coupled to an external scalar field A(x) (scalar Yukawa theory, see e.g. [18] for recent results and references), with action
The Euler-Lagrange equations for ϕ yield the KG equation we wish to solve, namely
in which, from here on, the dynamical mass is defined by m 2 (x) ≡ m 2 0 + A(x).
Symmetry conditions
Recall the definition of a symmetry of a partial differential equation [19] . Using the KG equation to illustrate, we say that the linear differential operator L = L ξ + R(x), for some transformation ξ and function R(x), is a symmetry operator if
For ξ in the conformal group considered previously it may be checked that
We recognise the final term, in large round brackets, from (9) . If the dynamical mass is such that this vanishes, as before, then we have a symmetry operator L = L ξ + ∂.ξ/4
(with R = ∂.ξ/2). Such operators map solutions of the KG equation to other solutions. We observe that we may use this result constructively, to solve the KG equation, as follows: we look for solutions to the KG equation which are mapped to themselves by the symmetry operator, i.e. we impose the eigenvector equation
with Q, some constant, the eigenvalue. (A factor of −i is included for convenience.) By solving this eigenvector equation we can partially identify the functional form of the KG solution. We can impose multiple such conditions provided the corresponding transformations commute. This means that we cannot in general, using this method, impose all the symmetries of a superintegrable classical particle system on the solution of the correspondingKG equation. Instead, we simply 'hope' that we can impose sufficiently many to yield a solvable problem, relying on the conjecture [20] that all maximally superintegrable systems are exactly solvable. We comment that the analogous approach for electromagnetic backgrounds advocated for in [17] works in all tested cases. We now present some examples; following the method described above we find, in each example, that using (45) reduces the KG equation, a PDE, to a solvable ODE.
Plane waves
The case of plane waves, m 2 ≡ m 2 (x + ), is trivial; imposing (45) for three translations, ∂ ⊥ ϕ = −iQ ⊥ ϕ, ∂ − ϕ = −iQ − ϕ for eigenvalues Q ⊥ and Q − , implies that the solution of the KG equation takes the form
Inserting this into the KG equation leaves a first-order separable ODE for the function χ,
and so
This is the known general solution to the KG equation in a scalar plane wave, see e.g. [18] .
Special conformal transformations
We consider again the special-conformal symmetric mass (34), and solve the KG equation. We impose three eigenvalue conditions corresponding to the three classically conserved quantities in involution. We begin with the conformal transformaton ξ with, again, c − = 1 and all other components vanishing, and impose (45) with eigenvalue Q 3 ,
for g an arbitrary function. Imposing (45) for the two null rotations with eigenvalues Q ⊥ then fixes the dependence on the first two arguments of g,
With this we impose the KG equation, with m 2 as in (34). The fact that we have already identified much of the structure of ϕ, as in (50) means that the KG equation reduces to a first order ODE in the variable u ≡ x − − (x 2 + y 2 )/x + :
It follows that the KG equation is solved by
as may be verified directly.
Dilations
As a final example we consider the dynamical mass m 2 (x) ≡ c 2 /x.x for some constant c 2 . This mass obeys the symmetry condition (9) for the two null rotations and dilations (see the third term in (7)). These three transformations commute. (We remark that that this mass looks like a generalisation of the non-relativistic 1/r 2 potential, which is known to exhibit scale symmetry [21] .) The classical system is maximally superintegrable, but we do not present details as the classical orbits have extremely complicated and unrevealing expressions. The field theory case is actually simpler, so we present this instead.
Imposing the eigenvalue condition (45) for the two null rotations partially identifies the form of ϕ, the solution to the KG equation, as
where the Q ⊥ are the two corresponding eigenvalues. Imposing (45) for dilations with eigenvalue Q 3 gives, defining for convenience a new variable v = √ x · x/x + ,
With this, the KG equation reduces to a second-order ODE for the unknown function y(v) in terms of the variable v:
This is the defining equation of a Bessel function, with solutions
where the c j are arbitrary constants.
Discussion and Conclusions
We have considered the relativistic mechanics of a particle interacting with a background scalar field, or equivalently with a spacetime-dependent mass. Adopting this simplification, relative to the more commonly considered case of a background electromagnetic field, has some advantages. Primarily the lack of vector structure means that the symmetries of the system, giving conserved quantities of the particle motion, are extended from the 10-parameter Poincaré group to the 15-parameter conformal group. We have used this to construct several examples of maximally and minimally superintegrable relativistic systems. We have also looked at related results in field theory. The solutions to the KleinGordon equation for a scalar field with a dynamical mass provide the asymptotic wavefunctions needed for scattering calculations in (scalar Yukawa) quantum field theory, hence this is a natural 'quantum' extension of our relativistic classical particle results. We have found that for the dynamical masses which give superintegrable particle dynamics the Klein-Gordon equation can be solved exactly. Here we have only focussed on giving examples, but it would be very interesting to investigate more systematically how the superintegrability of particle mechanics translates to quantum field theory, especially in light of the conjecture in [20] . Superintegrable dynamics in gravitational backgrounds [22] is also an interesting topic for future investigation.
