A Simulation Model to Analyze the Impact of Golf Skills and a Scenario-based Approach to Options Portfolio Optimization by Ko, Soonmin
A Simulation Model to Analyze the Impact of
Golf Skills and a Scenario-based Approach to
Options Portfolio Optimization
Soonmin Ko
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
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Soonmin Ko
This thesis consists of two independent parts. In the first part of the thesis, we use a
simulation model to analyze the impact of golf skills on golf score. In the second part, we
describe a scenario-based approach to the portfolio optimization problem and apply it to a
portfolio with options.
A simulation model of the game of golf is developed to analyze the impact of various
skills (e.g., driving distance, directional accuracy, putting skill, and others) on golf scores.
The golf course model includes realistic features of a golf course including rough, sand,
water, and trees. Golfer shot patterns are modeled with t distributions and mixtures of t
and normal distributions since normal distributions do not provide good fits to the data.
The model is calibrated to extensive data for amateur and professional golfers. The golf
simulation is used to assess the impact on scores of distance and direction, determine what
factors separate pros from amateurs, and to determine the impact of course length on scores.
Simulation results show that 20 extra yards of average driving distance lowers average scores
of high-handicap golfers by almost three strokes and PGA tour golfers by slightly less than
one stroke. We analyze the impact on scores of a golf ball that flies straighter than regulation
balls and estimate reductions in average scores of one to five strokes, with bigger reductions
for higher handicap golfers. Contrary to conventional wisdom, our results show that the
long game (shots starting over 100 yards from the hole) accounts for about two-thirds of
the difference in scores between high- and low-handicap golfers and between amateur and
professional golfers. We also analyze the impact of course length on golf scores, and find that
a golfer with an average score of 90 on a 6500-yard course would need to play a 4000-yard
course to have an average score of 72.
In the second part of the thesis, we use a scenario-based approach to solve a portfolio
optimization problem with options. The solution provides the optimal payoff profile given
an investor’s view of the future, his utility function or risk appetite, and the market prices of
options. The scenario-based approach has several advantages over the traditional covariance
matrix method, including additional flexibility in the choice of constraints and objective
function. The approach is tested empirically using S&P500 options between 1987 and 2010.
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Part I
A Simulation Model to Analyze the





Golf is played by approximately 50 million people worldwide. The game involves shots from
different situations, including shots from a tee, from the fairway, rough or sand, and putts on
the green. Getting the ball in the hole in the fewest number of strokes requires a combination
of distance and accuracy with various clubs, including the driver, hybrids, fairway wood,
irons, wedges, and a putter. Relatively little research has been done on which skill factors,
e.g., distance versus accuracy, sand play or putting skill, have the biggest impact on scores.
In this paper we develop a simulation model of the game of golf to isolate and assess the
impact of various skill factors on golfer scores, i.e., for performance attribution analysis.
The simulation approach in this paper makes it possible to vary single skill factor parameters
while holding all other factors constant.
Our golf simulation model consists of two main components: a golf course model and
2
3a golfer skill model. The golf course model includes features found on most golf courses:
rough, deep rough, fairways, greens, sand, water, trees and out of bounds areas. The golfer
skill model uses t distributions and mixtures of t and normal distributions to fit shot patterns
since we find that simpler normal distributions do not match the data very well. The model is
fit to data for golfers in a wide range of skill levels, from tour professionals to high-handicap
amateur golfers. A simple simulation model of golf shots (as opposed to golf scores) is
presented in Scheid (1999). Scheid’s model has four parameters representing the maximum
distance for tee shots, the maximum distance for non-tee shots, distance consistency and
directional accuracy. His golfer model assumes normally distributed distance and directional
errors. His golf course model does not include rough, sand, trees, or other golf course
features. This paper uses more refined golfer skill and golf course models to calibrate to
shot patterns and scores in order to answer more detailed questions about the relationship of
various golf skills on golf scores.
In this paper we use a putting simulation model similar to Hoadley (1994), which in-
cludes parameters for putt distance and direction errors. The model provides a good fit to
putting data for golfers of all skill levels and is adequate for the analyses in this paper. A
simpler one-parameter model of putting is developed in Gelman and Nolan (2002), but this
model does not fit the data very well. A more realistic putting simulation model is developed
in Broadie and Bansal (2008), but the extra complexity is not necessary here.
The simulation model in this paper is calibrated to professional and amateur shot data.
Professional data came from the ShotLinkTM database of PGA TOUR golf shots from 2003-
2011 (see, e.g., Deason, 2006) and amateur data was collected with the Golfmetrics software
4package (Broadie, 2008). Both systems record beginning and ending shot positions and pro-
vide shot condition information (e.g., fairway, rough, sand, green, etc.). The Golfmetrics
data includes tree-hit and recovery shot indicators. Recovery shot indicators for the PGA
TOUR data is inferred using the procedure in Broadie (2011). The ShotLink database con-
tains about one million shots per year while the Golfmetrics database contains over 80,000
shots from over 200 golfers. To the best of our knowledge, Cochran and Stobbs (1968) rep-
resents the first effort to systematically collect and analyze golf shot data. They estimated the
accuracy of shots from the fairway and rough from various distances and studied the impact
of hole length on golf scores. Cochran and Stobbs (1968) also estimated the number of putts
to holeout by distance from the hole. Soley (1977) collects and analyzes more extensive
putting data.
Analyses of golf skill factors in tournament earnings are given in Davidson and Templin
(1986), Shmanske (1992), Moy and Liaw (1998), Berry (1999), Berry (2001), Nero (2001),
Alexander and Kern (2005), Callan and Thomas (2007), Shmanske (2008) and Puterman
and Wittman (2009). Most of this research is based on regression and correlation analysis.
Because of the lack of shot data, these studies rely on standard golf statistics (putting average,
sand save percent, fairways hit, etc.) for their studies. Although the importance of all golf
skills is recognized, many of these studies reach a similar conclusion to Alexander and Kern
(2005), who write that “it is still the case that the single most important determinant of
earnings is putting ability.” In contrast, Riccio (1990) analyzes a wide range of professional
and amateur data and finds that putting is not the most important skill influencing a golfer’s
score. He finds that greens in regulation (GIR) are highly correlated with score, that putting
5is not significant after accounting for greens in regulation, and concludes that “full-swing
shot consistency and iron play accuracy,” i.e., long game factors, have the most impact on
score. All of these studies are limited by the type of data available. They must also deal with
problems of multicollinearity: skill factors are highly correlated across golfers and golfers
who score lower tend to be better at all parts of the game than less skilled golfers. This
correlation makes it difficult to disentangle and quantify the effect of various skills.
The simulation model in this paper is calibrated to detailed shot data, making it easy
to isolate the effects of individual skill factors. We analyze the impact of driving distance,
directional accuracy and determine which factors separate highly skilled and less skilled
golfers. Our analysis shows that 20 extra yards of average driving distance lowers average
scores of high-handicap golfers by almost three strokes and the scores of PGA tour golfers
by slightly less than one stroke. A golf ball that results in straighter shots is being sold to
the public; see, e.g.,Pennington (2011). This Polara ball uses an asymmetric dimple pattern
to reduce the amount of sidespin, resulting in straighter ball trajectories (i.e., it reduces the
amount a ball slices and hooks). The ball does not conform to USGA and R&A rules and
so it is not allowed to be played in sanctioned tournaments, but golfers are free to use it
otherwise, just as they are free to pick up a ball from a bunker and throw it on the green.
Simulation results show that the use of this ball will reduce average scores by one to five
strokes, with bigger reductions for higher handicap golfers.
We use the simulation to show what factors account for the difference between low and
high-scoring golfers. For a 10-stroke difference in average score, we find approximately
6.4 shots are due to skill differences in the long game (defined as shots starting over 100
6yards from the hole) and 3.6 shots due to the short game (shots starting within 100 yards
of the hole, including putts). Of the 6.4 long game shot difference, 2.4 shots are due to
improvements in long tee shot distance and direction. Of the 3.6 short game shot difference,
1.9 shots are due to improvements in off-green shots within 100 yards of the hole and 1.7 are
due to better putting. These results run counter to the conclusions of many earlier studies, but
are consistent with non-simulation-based strokes gained analysis in Broadie (2008, 2011).
We also analyze the impact of course length on golf scores. We find that a golfer with an
average score of 90 on a 6500-yard course would need to play a course 2500 yards shorter
for his average score to drop by one stroke per hole, or 18 strokes per round. A professional
golfer playing a course that is 2500 yards shorter will see a drop of only 12 strokes in average
score. In general, we find that the impact of course length and course difficulty is greater
for less skilled golfers. Our course length and course difficulty results are broadly consistent
with the USGA’s slope system for rating courses and computing golfer handicaps. The
foundation for the USGA’s system is developed in Scheid (1977) and Stroud and Riccio
(1990). In the current handicapping system, more highly skilled golfers (i.e., those with
lower handicaps) “give strokes” to less skilled golfers. The results in this paper could be used
for an alternative system where no strokes are given, but the less skilled golfer uses a different
set of tees to play a shorter version of the same course. Our results are also compared with
the “Tee it Forward” initiative of the PGA and USGA (see PGA of America, 2011), which
recommends that golfers play courses at lengths commensurate with their driving distance.
An overview of the golf simulation model, including the modeling of the golf course
and targeting algorithm is given in Section 1.2. The modeling and calibration of golfer
7shot distribution is given in Section 1.3. The simulation of shots taking into account trees,
water, sand, or other hazards is described in Section 1.4. Readers who are not interested in a
detailed technical description of the simulation model can skip to Section 2.1 where the main
simulation results are presented. Additional calibration, validation, and other simulation
results are presented in Appendix A.1.
1.2 Model Overview
Given a golf course model, the basic ingredient of the golf simulation is the simulation of a
golf shot given the golfer’s choice of a target. The best (i.e., score minimizing) target for shot
1 depends on the possible results of shot 2, etc. This means that the game of golf can be mod-
eled as a stochastic dynamic program. We tested several approximate dynamic programming
approaches to solve for optimal targets and found that a simple greedy strategy provides an
excellent fit to shot pattern and scoring data. When the hole can be reached in a single shot,
the greedy procedure selects either the hole as the target for sufficiently short shots or the
center of the green as the target for longer shots. The distance cutoff is a parameter of the
simulation. On shots when the hole is out of range, the longest achievable target along a
target line (essentially the middle of the fairway) is usually selected. (Exceptions can occur
with water, trees and other hazards as described below.) This greedy procedure is similar
to that in Scheid (1999), but takes into account trees, hazards and other golf course obsta-
cles, and dramatically increases the speed of the simulation compared to other approximate
dynamic programming approaches.
8An important issue in modeling and simulating golf shots is that the data contains results
on real holes with rough, trees, water and others hazards, yet the simulation needs to be
able to generate realistic results on other holes with different sets of hazards. For example,
consider a tee shot that would travel 250 yards on a course without trees but only traveled
100 yards because it hit a tree. The data shows the 100-yard result together with a “tree hit”
indication, but for the same shot the simulation needs to generate a 250-yard shot on a course
without trees or a shorter shot when there are trees. Similarly, in order to handle obstacles
in the simulation, it is useful to distinguish targets and shot outcomes on a course without
obstacles and on a course with obstacles.
To specify the model in more detail, let (x0, y0) represent the initial ball position on the
tee. The position of the hole (or cup) is denoted (xh, yh). For shot k starting at (xk−1, yk−1)
the endpoint of the shot is random because of golfer skill limitations and the effects of wind,
bounces and other factors, but also depends on the golfer strategy, or target choice. We
parameterize the golfer’s decision by assuming the golfer can choose the mode of the distri-
butionm′k = (uk, vk), which we call the no-obstacle target. (The no-obstacle target choice is
constrained by the golfer’s shot distance limitations.) With this target choice, the no-obstacle
endpoint of shot k is a random variable (X ′k, Y
′
k) with distribution Ψ:
(X ′k, Y
′
k) = Ψ(xk−1, yk−1,m
′
k, θ). (1.1)
The no-obstacle shot endpoint distribution depends on the ball initial position, the no-obstacle
target and the skill parameters of the golfer. The skill parameters, θ = (θ1, . . . , θs), represent
9the maximum shot distance, distance and direction errors from the fairway, rough, etc. Spe-
cific distributions for Ψ are given below. A specific realization of the the random variable
(X ′k, Y
′





For a starting position (xk−1, yk−1) and no-obstacle endpoint (x′k, y
′
k) the mapping f gives
the shot endpoint (xk, yk) taking into account the rough, trees, water and others obstacles on
the hole:
(xk, yk) = f((xk−1, yk−1), (x′k, y
′
k), γ). (1.2)
Shot k would finish at (x′k, y
′
k) on a course without obstacles, while (xk, yk) gives the actual
shot endpoint taking into account the obstacles and features of the hole, denoted γ. The
parameter γ contains the locations of the fairway, green, trees, rough, sand, water, and other
features and may also include additional details, e.g., the height of trees, the difficulty of the
rough, the firmness and speed of the green, etc. The function f includes a model for the
ball’s carry (i.e., distance the ball travels through the air), whether the ball hits a tree, and the
roll of the ball (which is different in the fairway compared to rough, sand, or water). Details
of the carry and roll function f will be given in the next section.
It is useful to identify the shot endpoint corresponding to the no-obstacle target m′k:
mk ≡ f((xk−1, yk−1),m′k, γ). (1.3)
Since m′k is the most likely outcome without obstacles, mk is the most likely outcome on
the hole taking obstacles into account, so mk is called the intended shot outcome or target.
The intended shot outcome, or target, is the most likely finishing position of a shot taking
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into account course obstacles (water, trees, sand, etc.) and course conditions (e.g., different
roll between the rough and fairway). If the course does not have any obstacles, then the
no-obstacle target and target will be the same. But if there is a tall dense tree, for example,
between the current ball position and the no-obstacle target, then the most likely outcome
might be that the shot hits the tree. In this case, the no-obstacle target and target will be
very different (and probably the golfer made a poor choice of no-obstacle target). Each no-
obstacle target corresponds to a unique target. By the target selection process we refer to the
algorithm that selects a no-obstacle target and hence also selects the corresponding target.
The distinction is important, because the shot data contains outcomes affected by course
hazards, but the model needs to be able to simulate results on courses with different hazards,
including those without hazards.
We assume that random shot errors are independent across shots and that the golfer se-
lects the no-obstacle target depending on the initial position (xk−1, yk−1) of shot k and not
on the outcome of previous shots. A policy (or strategy) P is a function that maps the the
initial position of shot k to the no-obstacle target point m′k (and hence to the target mk). The
objective in golf is to complete each hole using the fewest number of strokes. Thus each
stroke “costs” one in the objective function, denoted g:
g(xk−1, yk−1) =

1 if (xk−1, yk−1) 6= (xh, yh) (i.e., the starting position of shot k is not the hole)
0 otherwise
(1.4)
For ease of notation, we assume that a shot that ends in the hole remains in the hole, so
the total number of shots taken on the hole can be written as K ≡∑∞k=1 g(xk−1, yk−1). The
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number of strokesK depends on the strategyP through equation (1.1). We take the objective
to minimize the expected number of shots to complete a hole. In rare situations, e.g., with
one or two holes left in a tournament, a golfer may want to choose a strategy that maximizes
the probability of a low score at the expense of a higher average score. But over the course
of one or more 18-hole rounds, choosing targets to minimize the average score is reasonable.
If the golfer starts the hole with the ball at (x0, y0) and follows the strategy P , the expected
number of strokes to complete the hole is written as:






Since the starting position of each hole is known, we set (X0, Y0) = (x0, y0). We suppress
the dependence of J on the golfer skill parameters θ for simplicity.
The focus of this paper is to determine the effect of changes in golfer skill on average s-
cores and not to determine whether golfers are playing optimal strategies. The latter problem
is more difficult because the strategy used by golfers is unobservable. After considerable ex-
perimentation with more elaborate approximate dynamic programming strategies, we found
that a greedy strategy, denoted Pg, provides a good match of the model to the data. In this
greedy strategy, the target for a shot takes into account the possible outcomes of the shot, but
ignores the possible outcomes, targets and course hazards for subsequent shots. We directly
check that the simulation model output matches the data and, in effect, verify that the data is
generated as if golfers are following the greedy strategy.
Using individual shot data, we validate our model on two levels. First, we check that
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the model’s expected strokes-to-holeout function, J(x, y,Pg) (starting from position (x, y)
and following strategy Pg), matches the average score in the data from the same position.
Second, we check that the model’s distribution of shot endpoints (xk, yk) given a starting
point (xk−1, yk−1), no-obstacle target m′k (and target mk), and skill parameters θ, matches
the distribution of shot endpoints in the data. Details of the calibration results are given in
Section 1.3.
Next we provide more detail about the golf course model and the definition and calcula-
tion of the greedy strategy.
1.2.1 Golf Course Model
The golf course is modeled as eighteen separate holes, with each hole contained in a rect-
angular subset of R2. Each hole may contain one or more of these objects: tee area, green,
fairway, sand, water, rough, deep rough, out of bounds or trees. With the exception of trees
and rough, each object is represented as a polygon, an ordered list of a finite number of
points: ((s1, t1), . . . , (sm, tm)). The edge of the green may be surrounded by a “fringe” or
“apron” consisting of slightly longer grass than the putting surface. Similarly, the fairway
may be surrounded by a “first cut” consisting of slightly longer grass than the fairway but not
as long as the rough. Both the green fringe and fairway first cut, if present, are described by
polygons in the golf course model. Rough is the remaining area which is not covered by any
polygonal object. Except for trees, all objects are non-overlapping. Trees are represented as
cylinders with a center, radius and height. Trees can overlap any object, e.g., a point (s, t)
can lie in the rough and within a tree. Objects may have additional descriptive parameters.
13
For example, the rough has a parameter which indicates the height of grass, which deter-
mines the amount a ball will roll in the rough, and the green may have parameters to indicate
its firmness and speed.
A golf hole map (denoted γ) is a collection of these polygonal objects, trees, and two
additional points. The tee, or starting point of the hole, is (x0, y0), and the hole (or cup) is
the point (xh, yh). (Note that “hole” has two meanings: it can refer to the entire playing area
or it can refer to the 4.25-inch diameter cup where the ball eventually finishes. The meaning
should be clear from the context.) Hole maps were created using Google Earth together
with a custom hole editor program written in the Java programming language. A sample
representation of a hole is given in Figure 1.1. This allows the creation of very accurate
representations of actual golf courses.
Figure 1.1: Hole map representation of a golf hole. Fairways are displayed in light and dark
green hatching, trees are the circular objects, water is displayed in blue, sand in yellow, deep
rough in brown, and out of bounds in red. The tee is on the left and the hole is near the upper
right corner.
1.2.2 Greedy Strategy
When the ball is on the green the simulation uses the putting strategy of choosing a target
1.5 feet beyond the hole. (A discussion of the putting model is given in (Broadie, 2011)).
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Now suppose that the ball is not on the green but the hole can be reached by the golfer in
one shot. We consider two cases: (i) the ball is within d1 yards of the hole or (ii) the ball is
more than d1 yards from the hole. In case (i) the target is set to the hole. More precisely, the
no-obstacle target is determined so that the most likely outcome of the shot (i.e., the target)
will finish at the hole after considering hazards and the carry and roll of the ball. In case
(ii) the no-obstacle target is determined so that the most likely outcome is the middle of the
green. The parameter d1 can be changed in the simulation but we find that a range from
d1 = 150 (yards) for professional golfers to d1 = 100 for amateur golfers works well.
Next consider the case where the hole cannot be reached by the golfer in one shot. To
aid the target selection process, each hole contains a target line that runs from the tee, along
the fairway and through the middle of the green. For some holes, the target line may need
to cross rough, water or other hazards. The no-obstacle target is typically chosen so that the
intended shot endpoint, or target, is as close to the hole as possible along the target line, not
in the rough or hazard and within the golfer’s maximum distance. The targeting algorithm
that obtains this result is described next.
The greedy targeting algorithm relies on a benchmark function representing the average
strokes to complete the hole for the golfer. The benchmark function is denotedH(x, y). Giv-
en the current ball position (x, y), the distance to the hole is dh(x, y) = ||(x, y)− (xh, yh)||.
The current condition of the ball (tee, fairway, round, sand, green, etc.), denoted c, is also
known. Thus the benchmark function H(x, y) can also be written as H(dh, c), where dh is a
continuous variable and c is a discrete variable (we use the same symbol H for simplicity).
The transformation from position (x, y) to the ball’s condition c can be done quickly using
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standard algorithms (see, e.g., Chapter 21 in Press et al. (2007)) since objects are represented
as polygons. A benchmark function for a skilled amateur golfer with a zero handicap (called
a scratch golfer) is described in Broadie (2008) and for a PGA tour golfer see Broadie (2011).
The benchmark functions for both golfers are strictly increasing in dh for a given condition
c, and so they lead to nearly identical target choices. When the hole cannot be reached by the
golfer in one shot, the greedy problem for determining the no-obstacle target m′k (and hence




mk ≡ f((xk−1, yk−1),m′k, γ)
(1.6)
subject to the condition that the no-obstacle target m′k can be reached by the golfer in one
shot. (The distance that can be reached by a golfer in one shot is estimated from the data
and is different for shots from the tee, fairway, rough or sand.) The golfer chooses the no-
obstacle target m′k greedily, i.e., without considering the possible distribution of the shot.
The interpretation of (1.6) is that the golfer chooses a strategy so that the intended shot
endpoint,mk, has the smallest average-strokes-to-complete-the-hole value. The optimization
in (1.6) is solved by a brute force enumeration of candidate no-obstacle targets on a grid
surrounding the target line. (We also considered more elaborate targeting algorithms that
included discrete approximations to the shot distribution Ψ and replaced the objective in
equation (1.6) with a sample average of H values. However, we found the simpler greedy
approach fit the data well and was faster to compute.) The optimal strategy is not very
sensitive to the benchmark function H , because the benchmarks corresponding to a highly
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skilled or less skilled golfer are both decreasing with the distance to the hole for a fixed ball
condition.
1.3 Shot Distribution
In this section, we describe the distributions used to fit the shot data, the calibration proce-
dure, and provide results of goodness of fit tests. Shots are divided into several categories
because of their different characteristics: long tee shots, layup shots, approach shots, sand
shots, recovery shots and putts. Roughly speaking, long tee shots are shots from the tee using
a driver, layup shots are non-tee shots when the hole cannot be reached on one shot, approach
shots are shots when the hole can be reached in one shot, sand shots are shots starting from
the sand, recovery shots are shots when the path between the ball and the hole is obstructed
by a tree or other object, and putts are shots on the green.
The core of our simulation is the routine for generating the random result of a single golf
shot given a starting position, no-obstacle target, golfer skill parameters, and hole parame-
ters. To start, we focus on shots that start off of the green (putts are treated separately) and
we ignore all hazards. A well-struck golf shot will carry through the air and then bounce
and roll on the ground before coming to rest. The amount of bounce and roll depends on the
ball’s landing velocity and angle, the firmness of the landing area, the height of the grass,
and other factors. Later we describe the model for determining tree hits and the carry and
roll algorithm. For simplicity, simulated shots will follow straight paths, though in reality
shots often follow curved paths as they travel through the air.
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1.3.1 Long Tee Shots
We define a long tee shot to be a shot from a tee when the hole cannot be reached in one
shot by the golfer and the golfer chooses to hit the longest club in the bag (the driver for
most golfers). This is the typical situation for tee shots on par-4 and par-5 holes, though
numerous exceptions can occur. For example, a golfer might choose to use a non-driver club
to stay short of a hazard (e.g., water or “cross-bunker”). A long tee shot can occur on par-3
holes if a short hitting golfer is not able to reach the hole in one shot. Also, a long tee shot
is not restricted to the first shot on a hole, e.g., if a golfer hits the first shot out of bounds, a
penalty shot follows, then the third shot is also a long tee shot. In this section we describe
the simulation of long tee shots without hazards.
It is convenient to simulate a shot distance and direction and then transform to a shot
endpoint. Given an initial ball position (xk−1, yk−1), the no-obstacle shot endpoint (x′k, y
′
k)
depends on the shot distance l and the shot angle α, where the angle is defined relative to
the no-obstacle target m′k = (uk, vk). More precisely, let dc represent the distance to the
no-obstacle target: dc = ||(xk−1, yk−1) − (uk, vk)||. Define αc to be the angle between
the vector from the initial position to the no-obstacle target and horizontal, i.e., cos(αc) =
(uk − xk−1)/dc and sin(αc) = (vk − yk−1)/dc. Given a shot angle α and shot distance l, the
no-obstacle shot endpoint is (x′k, y
′
k), where
x′k = xk−1 + l cos(αc − α) (1.7)
y′k = yk−1 + l sin(αc − α) (1.8)
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The convention is that α > 0 corresponds to a shot that finishes to the right of the no-obstacle
target.
A random shot angle α is sampled from a t location-scale distribution:
α ∼ t(µα, sα, να) (1.9)
where the mean angle, µα, is typically set to zero, since in most cases the average angle
in the data is not significantly different than zero, i.e., most golfers do not systematically
miss to the left or right of the target. The distribution’s scale parameter is sα and the shape
parameter is να. If α is a sample from this t location-scale distribution, then the standardized
angle (α − µα)/sα is a sample from a standard t distribution with να degrees of freedom.
Small values of να are useful to model the excess kurtosis, or “fat tails,” of angles found in
the data. The standard deviation of angular error is given by sα
√
να/(να − 2), with larger
values generating “wilder” shots. A normal distribution is a special case with infinite να.
The mode of this distribution is µα.




N(µg, σg) with probability p (“good” shot)
t(µb, sb, νb) with probability 1− p (“bad” shot)
(1.10)
The mixture distribution allows us to model skewness and excess kurtosis found in the shot
distance data. With probability p, the golfer hits a “good” shot and the distance is sampled
from the normal distribution, otherwise the golfer hits a “bad” shot and the distance is sam-
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pled from the t location-scale distribution. Assuming p > 0.5, the mode of this distribution
is µg, the mean distance of a good shot. In the data, the correlation between shot angles
and distances is not significantly different than zero, so shot angles and shot distances are
generated as independent random variables.
We use the maximum likelihood estimation (MLE) method to calibrate the direction and
distance models to the data. Because long tee shot distances can be greatly affected by
trees, we fit the long tee distance distribution only to shots in the data that did not hit a tree.
However, since a “tree hit” event typically occurs when a shot is hit far off from the intended
line (i.e., when the shot angle is large in absolute value) it is important to include these shots
in fitting the direction model to the data. For comparison, we also fit normal distributions to
the direction and distance data. Figure 1.2 shows quantile-quantile (Q-Q) plots for distance
and direction results for PGA tour golfers. Additional Q-Q plots are given in Appendix A.1.
We refer to the long tee distance parameter µg as the golfer’s maximum long tee distance.
In the target selection procedure, we impose the constraint that the no-obstacle target must
be within the distance µg of the current ball position. Suppose the distance to the no-obstacle
target is d < µg. Then the no-obstacle shot distances l are distributed as specified in equa-
tion (1.10) but with rescaled parameters: µg is replaced by d, σg is replaced by σg(d/µg), µb
is replaced by µb(d/µg) and sb is replaced by sb(d/µg).
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(a) Distance Data vs. Normal (b) Distance Data vs. Mixture
(c) Direction Data vs. Normal (d) Direction Data vs. t location-scale
Figure 1.2: Q-Q plots of long tee shots of PGA tour golfers. We use the mixture distribu-
tion for the long tee distance and the t location-scale distribution for the long tee direction.
For comparison, Q-Q plots for normal distribution are shown for the long tee distance and
direction data. The mixture distribution fits the distance data much better than the normal
distribution; similarly the t location-scale distribution fits the direction data better than a nor-
mal distribution. Corresponding Kolmogorov-Smirnov p-values are shown in each plot and
are given in Table A.3.
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1.3.2 Approach Shots
Approach shots are shots from any location (e.g., tee, fairway, rough and sand), not includ-
ing recovery shots, when the hole can be reached in one stroke. Approach shot angles are
sampled from a t location-scale distribution as in equation (1.9). Approach shot distances
are generated relative to dc, the distance between the initial ball position and the no-obstacle
target. The relative distance errorX is sampled from a truncated t location-scale distribution:
X ∼ max(t(µ, s, ν),−1) (1.11)
and then the random shot distance is l = dc(1 + X). The relative distance error X is
truncated so that shots do not travel backwards. The model parameters µ, s, and ν depend
on the ball condition (i.e., tee, fairway, rough or sand). For the relative distance errors of
approach shots, sampling from a single distribution leads to a good fit to the data without
the need for the additional parameters of the mixture distribution. The mean parameter µ
is typically estimated to be negative, i.e., in the data approach shots tend to finish short
of the hole, especially for amateur golfers. However, the targeting algorithm assumes the
mode of the distribution is zero, corresponding to a shot that travels the distance dc from the
initial position to the no-obstacle target. This is done so that the targeting algorithm cannot
compensate for a nonzero µ, e.g., by setting the target closer or further from the hole, and so
the simulated approach shots will match the data and finish, on average, a relative distance µ
from the hole. As before, we take α and X to be independent, which is generally consistent
with the data.
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(a) Distance Data vs. Normal (b) Distance Data vs. t location-scale
(c) Direction Data vs. Normal (d) Direction Data vs. t location-scale
Figure 1.3: Q-Q plots of approach shots of PGA tour golfers from 0 to 20 yards from the
hole from the fairway. Corresponding Kolmogorov-Smirnov p-values are shown in each plot
and are given in Table A.3.
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(a) Distance Data vs. Normal (b) Distance Data vs. t location-scale
(c) Normal vs. Direction Data (d) Direction Data vs. t location-scale
Figure 1.4: Q-Q plots of approach shots of PGA tour golfers from 100 to 150 yards from
the hole from the fairway. Corresponding Kolmogorov-Smirnov p-values are shown in each
plot and are given in Table A.3.
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1.4 Shot Simulation with Hazards
In this section we describe the algorithms used in the carry and roll function f . That is,
we describe how the shot endpoint is computed from the starting position and no-obstacle
endpoint taking into account the rough, trees, water and others hazards on the hole. We
also describe the tree-hit algorithm, i.e., the procedure for determining if a shot hits a tree.
Finally, the identification and simulation of recovery shots is described.
1.4.1 Carry and Roll
We start by defining the carry and roll function in the absence of trees. The amount a ball rolls
relative to the total distance traveled depends primarily on the shot distance. For example,
a 250-yard shot with a driver typically travels high in the air, drops at steep angle to the
ground and rolls little after hitting the ground (compared to the distance traveled through the
air). In contrast, a 200-yard shot with a driver is launched at a lower velocity, has a lower
peak height, hits the ground at a shallower angle and bounces and rolls a larger fraction of its
total distance on the ground. The no obstacle carry fraction, denoted q, is the carry distance
divided by the shot distance when there are no hazards (i.e., the hole has only fairway–no
rough, sand, water nor other hazards). That is, if the distance between the starting point and
the no-obstacle endpoint is l, then lq is the no obstacle carry distance and l(1− q) is the no
obstacle roll distance. Figure 1.5 shows the no-obstacle carry fraction for long tee shots. The
no-obstacle carry fraction illustrated in the figure was estimated using data from Table 3.1
in Werner and Greig (2000). A similar procedure is used to compute the carry fractions for
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Figure 1.5: no-obstacle carry fraction for long tee shots as a function of the long tee shot
distance. A 300-yard drive has a carry fraction of 93% while a 200-yard drive has a carry
fraction of 83%.
shots other than long tee shots. These carry fractions were estimated using data from Table
10-1 in Werner and Greig (2000).
The next step in determining a shot’s ending point on the hole is the roll algorithm,
which computes the roll of the ball taking into account the effect of course hazards and
course wetness. A drive that lands in the fairway typically rolls farther than an otherwise
identical drive that lands in the rough. A drive that lands in the sand might hardly roll at all.
To describe the roll algorithm, first define the roll starting point as the point where a ball
hits the ground for the first time. Using the no-obstacle carry distance lq, shot angle α and
equations (1.7) and (1.8), the roll starting point, (uˆ0, vˆ0), is:
uˆ0 = xk−1 + lq cos(αc − α), (1.12)
vˆ0 = yk−1 + lq sin(αc − α). (1.13)
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To motivate the form of the algorithm, suppose the ball lands and rolls in the rough and
the bounce and roll in the rough is half the distance compared to the fairway. In this
case, we define the rough resistance factor to be h = 2. Instead of rolling the distance
l(1 − q) in the fairway, the ball only rolls l(1 − q)/h, so the final position of the ball is
(uˆ0 + l(1 − q) cos(αc − α)/h, vˆ0 + l(1 − q) sin(αc − α)/h). More generally, part of the
ball’s roll might be in the fairway and part in the rough or other hazard, with each condition
having its own roll resistance factor. In order to handle these differing conditions, let h(c)
denote the resistance factor corresponding to the ground condition c, where c is a discrete
variable denoting fairway, rough, sand, etc. The total roll distance, denoted dr, is comput-
ed by checking the ground condition at the current location, then moving the ball one yard
forward, checking the new ground condition, etc., until the roll ends. More precisely, set




1 (ηi > 0) (1.14)
ηi+1 = ηi − h(c(uˆi, vˆi)) (1.15)
uˆi+1 = uˆi + cos(αc − α) (1.16)
vˆi+1 = vˆi + sin(αc − α). (1.17)
The variable ηi is the remaining no-obstacle roll distance at step i. Given dr, the endpoint of
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shot k is:
xk = uˆ0 + dr cos(αc − α) (1.18)
yk = vˆ0 + dr sin(αc − α). (1.19)
The roll resistance factors are input parameters to the simulation. The default value for the
fairway is one, but larger values can be used to model soft and wet conditions and smaller
values to model hard and dry conditions. The default value for the rough is two, but larger
values can be used to model deeper rough which further impedes the roll of the ball. The
default values for sand, water and deep rough is effectively infinite, so the ball stops imme-
diately, or within one yard of the carry point.
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1.4.2 Tree-Hit Algorithm
Next we present the algorithm for determining if a tree is hit in the carry portion of the
trajectory. Several factors are used in the tree-hit algorithm: the shot trajectory, the location
of trees on the hole, and the height of trees. A no-obstacle shot trajectory is a set of (x, y, z)
coordinates, where the z coordinates represents the height of the shot. For simplicity, shot
trajectories are straight lines when projected on the (x, y)-plane, i.e., we do not model curved
shots called slices, fades, draws or hooks in golf parlance. A tree hit occurs if three conditions
are met. First, the trajectory projection on the (x, y)-plane must overlap the outline of a tree.
Second, the trajectory height at the time of overlap must be less than the height of the tree,
for otherwise the ball would fly over the tree. Finally, since some golf shots travel through
trees without hitting any branches, a random variable is used to determine whether a tree is
hit when the first two conditions are satisfied.
The tree-hit algorithm requires a sequence of trajectory height, or z values. The physics
of golf shot trajectories is fairly well understood. For reference, see Cochran and Stobbs
(1968), Lieberman (1990) and Werner and Greig (2000). For long tee shots, trajectories are
computed using the equations in Adams (2003). For other shots, trajectories are computed
using the equations in Grober (2006). Figure 1.6 shows trajectories of long tee shots with
carry distances of 220 and 290 yards. The figure shows that a tee shot with a 220-yard carry
will be above a height of 60 feet when the shot is between 100 and 174 yards from its starting
position. In addition to traveling a longer distance, the 290-yard carry shot flies higher and
is above a height of 60 feet when the shot is between 83 and 260 yards from its starting
position. If all trees on the hole are 60 feet tall, then the 220-yard carry shot will not hit a
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tree in the region from lt = 100 to ut = 174 yards from the tee, a span called the no-tree-hit
region. The assumption that all trees are the same height is used to speed the simulation,
since the no-tree-hit region can be summarized by the lower and upper bounds lt and ut,
respectively. Similarly, the no-tree-hit region for the 290-yard carry shot, with 60-foot tall
trees, spans lt = 83 to ut = 260 yards from the tee. A simple lookup table is used to store lt
and ut as functions of the shot’s carry distance. Shot trajectory heights are not recomputed
for each simulated shot because of the equal tree height assumption.
Some lucky golf shots pass through a tree without being stopped by the branches or
trunk of the tree. To model the random nature of a shot being stopped by a tree, a tree hit
probability parameter pt is used. A large value of pt is used to model trees that are dense
with branches while a value close to zero is used to model trees with sparse branches. To
determine whether a tree has been hit, the shot’s carry trajectory is traversed one yard at
a time from the tee to the beginning of the no-tree-hit region. If the current position lies
inside of the outline of a tree, a uniform random number, U , is drawn and compared with the
parameter pt. If U < pt a tree hit has occurred and the trajectory stops; otherwise the next
point on the carry trajectory is determined. This process is repeated until a distance lt has
been traversed. The trajectory is then incremented to a distance ut from the tee and the (x, y)
position is checked if it lies inside the outline of a tree. As before, the shot’s carry trajectory
is traversed one yard at a time until either a tree hit occurs, or the end of the carry distance
is reached. If no tree hit occurs, then the algorithm described earlier is used to determine
the roll of the ball. Thus, the parameter pt represents the probability of a tree hit per yard of
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distance traveled. The parameter pt is adjusted so the fraction of tree hits in the simulation
matches the results in the data.
Once a tree-hit occurs, the trajectory is stopped and that point becomes the endpoint of
the shot. We experimented with different ricochet procedures, i.e., where the ball hits the
tree and the trajectory abruptly changes to the left, right or even backwards. However, the
simpler procedure of stopping the trajectory at the tree-hit event worked well, so ricochets
are not used in the simulation.
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(a) Shot 1: 220-yard carry
(b) Shot 2: 290-yard carry
Figure 1.6: Long tee shot trajectories. The horizontal axis shows the distance from the tee
(in yards) and the vertical axis shows the trajectory height (in feet).
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1.4.3 Recovery Shots
When the path from the ball to the hole is blocked by trees or other obstacles, the golfer is
forced to play a recovery shot, where, for example, the golfer hits a short shot out of trees
toward the fairway, rather than playing directly toward the hole. Incorporating recovery shots
in the simulation requires a routine to identify a recovery situation and then the subsequent
simulation of the recovery shot.
Next we describe the recovery labeling procedure to identify recovery situations. The
first step is to find the no-obstacle target as described in equation (1.6) in section 1.2. This is
the target the golfer would use in the absence of hazards. The next step is to check whether
a shot that starts at or near to the intended target line is obstructed by trees. While a straight
path to the target might not be blocked by trees, we also consider deviations from the in-
tended target line because of the variability in shot directions. After finding the no-obstacle
target, the next step is to count the number of times the path from the ball to the target in-
tersects any tree moving in one yard increments. This is similar to the procedure used in
the tree-hit algorithm, except that the number of path-tree intersections is counted. Next, the
number of path-tree intersections is counted for a shot that starts at the angle αr away from
the intended target and again for the path that starts at the angle−αr away from the intended
target. The angle αr is chosen to be a multiple mr of standard deviation of the angular error
of the shot, i.e., it depends on the skill of the golfer. Denote the total number of path-tree
intersections for the three paths by N . If N is larger than a fixed threshold nr, then the shot
is labeled as a recovery situation. The two recovery label parameters, mr and nr, control the
number of shots that are labeled as recovery situations. The recovery label parameters are
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adjusted so the number of recovery shots in the simulation matches the data. Typical values
are mr = 0.5 and nr = 25.
Once a shot is identified as a recovery shot, i.e., a shot from the current position to the no-
obstacle target is obstructed by trees, an alternative target is selected. This is done using the
same procedure described in equation (1.6), with the additional constraint that the shot from
the current position to the alternate target is not labeled as a recovery situation. In practice,
targets along the hole’s target line are selected closer and closer to the current position (i.e.,
away from the hole) until the first target is found that is not labeled a recovery situation. (In
the unlikely event that all the potential targets are identified as a recovery situations, then the
point closest to the target line, but at least 40 yards from the current position, is selected.)
Once the no-obstacle target is selected for the recovery shot, the shot is simulated in the
same way as other shots, with the exception that the distance uncertainty parameter (e.g., the
standard deviation of distance) is increased by a factor. The distance adjustment factor is
estimated from recovery shot data and a value of two is typical.
Results illustrating how the simulation models fit the data are given in Appendix A.1. It is
worth emphasizing the simulation parameters are estimated from shot distance and direction
data only. When the model is calibrated to shot level data using a maximum likelihood
procedure, there is good agreement between the simulation and the data of golf rounds. See




The golf simulation model can now be used to answer many questions about the impact
of individual skill factors on golf scores, including the relative impact of distance versus
directional accuracy and the importance of long game versus short game and putting skills.
The simulation model is used to analyze the impact of course length and course difficulty on
golf scores of golfers of different skill levels.
The simulation model is coded in Java. Simulated shots and rounds can be displayed
on golf hole maps, allowing the user to visually inspect the model. Most of the results in
this section are based on 10,000 simulated rounds of golf which takes less than one hour
of CPU time on a 2.5GHz PC running Windows 7. To analyze various skill levels, six
groups of golfers are defined, ranging from PGA tour professionals (abbreviated as the PGA
or PGA tour group) to amateur golfers with an average 18-hole score of about 115 (the
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115-golfer group). Other groups are 80-golfers, 90-golfers and 100-golfers (each with the
corresponding average score), and a group called scratch (with an average score of about
74). Results are generated for two courses: the TPC Louisiana course (a 7,200-yard course
where a PGA tournament has been played in every year since 2007) and the Pelham Country
Club (CC) course (a 6,400-yard course where the 1923 PGA championship was played).
Simulation results are for the Pelham CC course unless otherwise labeled.
2.1.1 Impact of Skill Factors on Golf Scores
What separates professional golfers from amateurs? What separates golfers with an average
score of 90 from those with an average score of 80? In order to answer these questions,
we use simulation to change one golfer into another, changing one skill group at a time.
For example, starting with a 90-golfer model, we first replace the putting parameters with
those of the 80-golfer. Next, 90-golfer short game parameters are replaced by 80-golfer
short game parameters. In the next step, 90-golfer long game parameters (except for long tee
shots) are replaced by the corresponding 80-golfer parameters. The long tee direction and
finally long tee distance parameters are replaced. At each step, golf rounds are simulated
to assess the impact of each group of skill factors on golf scores. (The process is repeated
in the reverse order and we find that the order does not significantly affect the results.) The
results are summarized in Table 2.1. Since 80-golfers and 90-golfers often do not play the
same set of tees (i.e., the same length holes), these two golfer groups are not separated by
exactly 10 strokes. For this reason, results in Table 2.1 are normalized by the difference in
scores and then reported in percent. Of the roughly 10 strokes separating 80- and 90-golfers,
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6.5 strokes are due to differences in long game skills and 3.5 are due to differences short
game and putting skills. Similar conclusions are obtained for other pairs of adjacent golfer
groups. However, the long tee distance and direction results between the 100-golfer and
115-golfer are a little out of line with the other results, caused mainly by some holes where
the long tee shots of the 115-golfer cannot reach the fairway on some holes. To pick a more
representative sample of amateur golfer results, only the middle three rows of each panel are
averaged. The average results show that 6.4 strokes out of 10 are due to differences in long
game skills and 3.6 strokes are due to differences in short game and putting skills. The 3.6
stroke difference is nearly evenly divided between short game shots and putts. Of the 6.4
long game stroke difference, 2.4 is due to skill differences in long tee shots, with distance
differences accounting for 1.4 strokes and directional accuracy accounting for 1.0 strokes.
The remaining 3.9 long game strokes come from long game shots other than long tee shots.
(Results do not add exactly to 10 strokes due to rounding.)
For convenience, Table 2.2 renormalizes and restates the impact on scores of long tee
distance and direction using the same simulation results from Table 2.1. The table shows
that the impact of 20 additional yards of average driving distance reduces the average score
of a 90-golfer by about 1.6 strokes. The impact of 20 yards is 0.7 strokes for a PGA tour
pro and 2.7 strokes for the 115-golfer. Additional distance has a greater impact on the scores
of short hitters. Table 2.2 shows the impact on scores from a one degree reduction in the
standard deviation long tee direction error. The impact is 0.8 strokes for a PGA tour golfer,
0.9 strokes for a 90-golfer and 1.1 strokes for a 115-golfer. It is perhaps surprising that the
direction effect isn’t greater for the 115-golfer. A partial explanation is that the 115-golfer’s
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average drive is only 156 yards, which is so short that a significant fraction of tee shots do not
carry hazards in front of the tee in order to reach the fairway and improvements in directional
accuracy provides little benefit on these shots. Figure 2.1 provides a graphical representation
of the same results.
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Table 2.1: This table shows the impact of each skill factor on average golf scores. For
example, the score difference between 100-golfer group and 90-golfer group is 11.3 shots.
Of this difference, 65.1% (7.4 shots) comes from long game skill and the remaining 34.9%
(3.9 shots) comes from short game and putting skill. Long game skill is further divided into
long tee distance skill (14.7%), long tee direction skill (10.4%), and other long game skill.
The table shows that long game skill has about twice the impact on scores compared to short
game and putting skill. The results are consistent across different groups of golfers. Results
represent the average of 10,000 simulated rounds on the default Pelham CC course. Standard
errors of the results range from 0.8% to 1.2%. Breakdowns by the par of the hole are also
given. Long game skill has more of an impact on the longer par-5 holes than on shorter par-3
holes. The “Average” row gives the average of the middle three rows of each panel, i.e., the
average of 80-golfer to scratch, 90 to 80, and 100 to 90 results.
Long Long Tee Long Tee Other Short Shot
From To Game Distance Direction Long + Putt Short Putt Diff
Total
scratch pga 71% 19% 15% 36% 29% 10% 20% 7.0
80 scratch 60% 11% 11% 38% 40% 17% 22% 6.3
90 80 65% 16% 9% 40% 35% 21% 14% 10.8
100 90 65% 15% 10% 40% 35% 20% 14% 11.3
115 100 70% 25% 9% 36% 30% 17% 12% 16.2
Average 64% 14% 10% 39% 36% 19% 17%
Par 3
scratch pga 65% 35% 4% 31% 0.3
80 scratch 48% 52% 21% 30% 0.2
90 80 62% 38% 21% 17% 0.4
100 90 57% 43% 22% 20% 0.5
115 100 58% 42% 26% 17% 0.6
Average 58% 42% 26% 17%
Par 4
scratch pga 69% 24% 18% 28% 31% 11% 19% 0.4
80 scratch 63% 15% 13% 35% 37% 16% 20% 0.4
90 80 65% 21% 10% 34% 35% 20% 15% 0.6
100 90 65% 20% 12% 33% 35% 21% 14% 0.6
115 100 73% 29% 8% 35% 27% 16% 12% 1.0
Average 65% 20% 12% 33% 35% 21% 14%
Par 5
scratch pga 78% 23% 17% 38% 22% 9% 13% 0.6
80 scratch 64% 12% 15% 37% 36% 15% 21% 0.4
90 80 69% 12% 13% 43% 31% 23% 8% 0.7
100 90 72% 15% 10% 47% 28% 17% 11% 0.8
115 100 75% 20% 8% 47% 25% 15% 10% 1.1
Average 69% 12% 13% 43% 31% 23% 8%
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Table 2.2: The impact of long tee shot distance and long tee shot direction. For every yard in-
crease in the average long tee distance, a PGA tour golfer’s average score decreases by 0.037
strokes. For the 115-golfer group, each yard of average driving distance reduces average
scores by 0.136 strokes. Each yard of additional average long tee distance helps less skilled
golfers more than better golfers. Highly skilled golfers have less room for improvement.
For the 115-golfer group, a one degree decrease in the standard deviation of directional error
leads to a 1.1 stroke reduction in average score. The small impact on fairways hit of a one
degree change in directional accuracy for the 100-golfer and 115-golfer is due, in part, to
many of their poor long tee shots not reaching the fairway. Standard errors of Stroke / 20
Yards range from 0.02 to 0.04.
PGA 80 90 100 115
tour Scratch golfer golfer golfer golfer
Distance
Stroke / Yard 0.042 0.041 0.067 0.079 0.115 0.136
Stroke / 20 Yards 0.9 0.8 1.3 1.6 2.3 2.7
Average Long Tee Distance 281 241 227 205 185 156
75% Long Tee Distance 297 259 245 231 212 189
Direction
Stroke / Degree 0.9 0.8 0.9 0.9 1.0 1.1
Standard Deviation Direction 3.3 4.7 5.6 6.5 8.0 9.6
Fairway Hit (%) 70 59 52 48 47 44
Fairway Hit (%) / Degree 8.4 7.5 8.1 5.1 3.0 2.9
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Figure 2.1: The graph shows the 75th percentile of long tee distance and the standard devia-
tion of long tee directional error for each golfer group. The 115-golfer group is the shortest
and least accurate. The numbers near the arrows indicate the reduction in average score for
the corresponding change in distance or directional error. For example, if the scratch golfer
group had the long tee distance of the PGA tour group, the average score would drop by
about 1.4 strokes.
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2.1.2 Long Game versus Short Game
The previous results suggest that long game skills have a greater impact on golfer scores
than short game and putting skills. In this section we use a different approach to test this
hypothesis. Suppose an amateur golfer could have a PGA tour golfer hit all of his shots
outside of 100 yards from the hole or all of the shots within 100 yards of the hole. Which
choice would lead to the lowest average score? Most golfers answer that they would be better
off with the PGA tour golfer hitting the short shots and putts. But the simulation results show
that the opposite is true: amateur golfers would score better by having the PGA tour pro hit
the long shots outside of 100 yards from the hole.
Table 2.3 shows average scores for teams of amateur and PGA tour golfers playing either
long shots outside of 100 yards from the hole or short shots and putts starting within 100
yards of the hole. The results show that the average score of the pro-long/am-short team will
be lower than the am-long/pro-short team. The difference in average scores increases for
less skilled shorter hitting amateur golfers. The difference is more pronounced for the longer
TPC Louisiana course than the shorter Pelham CC course. Pros are better than amateurs
in every shot category, however, differences in long game skill separate pros from amateurs
more than differences in short game and putting skill. These results are counter-intuitive to
many golfers, but are generally consistent with the results in Table 2.1.
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Table 2.3: The table shows average scores for teams of amateur and PGA tour golfers. Pro-
long/Am-short means the PGA tour golfer plays long shots that start outside of 100 yards
from the hole and the amateur golfer plays all shots and putts starting within 100 yards of
the hole. Am-long/Pro-short is the other way around. For example, if the 90-golfer plays
the short shots and the PGA tour golfer plays the long shots on the Pelham CC course, their
average score will be 74.3. However, if the 90-golfer plays the long shots and the PGA tour
golfer plays the short shots on the same course, their average score will be 81.0, or 6.8 strokes
higher than before. In all cases, the average score of the pro-long/am-short team is lower than
the am-long/pro-short team. The difference is larger for less skilled amateur golfers. Results
are given for two courses, the 7,200-yard TPC Louisiana course and the 6,400-yard Pelham
CC course. The pro-long/am-short teams do relatively better on the longer TPC Louisiana
course. Standard errors of Difference range from 0.09 to 0.16.
TPC Louisiana course Pelham CC course
Pro-long / Am-long / Pro-long / Am-long /
Am-short Pro-short Difference Am-short Pro-short Difference
scratch 74.0 78.2 4.2 71.1 74.0 3.0
80 75.5 80.3 4.7 72.5 75.9 3.4
90 78.5 87.7 9.2 75.4 82.1 6.8
100 81.1 94.4 13.2 77.9 88.2 10.4
110 82.7 102.4 19.7 79.4 94.6 15.2
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2.1.3 Impact of Course Length on Golf Scores
In this section we use the golf simulation model to estimate the impact of longer and shorter
courses on average scores of golfers of different skill levels. Longer courses lead to higher
average scores for all golfers, but the simulation results show that the impact of additional
course length is greater for less-skilled golfers. Course difficulty varies even for courses of
the same length. For example, one course might have narrow tree-lined fairways and many
water hazards, while another course might have wide fairways, no water and light rough.
We generate results for courses of three difficulties levels: (i) the default Pelham CC course,
(ii) the Pelham CC course with no trees and (iii) the Pelham CC course with no hazards
except rough (meaning no trees, no water, no out-of-bounds, no sand and no deep rough).
For brevity, we often refer to (iii) as the no-obstacle course. More difficult courses lead to
higher average scores for all golfers. The simulation results show that the impact of hazards
is greater for less-skilled golfers.
In order to investigate these effects, golf rounds for the six golfer groups are simulated
on the Pelham CC course as hole lengths are systematically decreased. For example, all
holes are decreased by 20 yards (leading to a 360-yard decrease in the course length) and
10,000 golf rounds are simulated for each golfer group. This process of shortening holes
and simulating golf rounds is repeated, with the exception that par-3 holes are not shortened
to less than 60 yards. The results are summarized in panel (a) of Figure 2.2. The nearly
linear relationships between average scores and course lengths is evident in the figure and
are summarized by the regression equations in the chart. For example, for the 90-golfer
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group, the predicted average score is
y = δx+ γ (2.1)
where δ = 1/135, γ = 47.7 and x is the course length. Thus, an increase of 135 yards in
course length leads to a one stroke increase in average score for a 90-golfer. For the 115-
golfer group, the regression equation is y = x/94 + 53.7, so an increase of only 94 yards
in course length leads to an increase of one stroke in average score for a 115-golfer. These
results show that course length has a greater impact on scores of less skilled golfers.
The inverse of the regression coefficient, 1/δ, (e.g., 135 for the 90-golfer or 94 for the
115-golfer) is called the ability to overcome distance. In order to summarize how this
changes with the golfer skill level, we regress δ on the average score of the golfer group
at the default course length. The result is:
δ = ay + b (2.2)
with a = 1/7982 and b = −1/260 (see Table 2.5). For example, if a golfer’s average score
is 95 on the default Pelham CC course, then δ = 95/7982 − 1/260 = 1/124. Panel (b) of
Figure 2.2 and Table 2.5 also give results for the Pelham CC course without trees and the
Pelham CC course without any hazards except rough. Table 2.4 shows how course difficulty
affects the average scores of the six golfer groups. The results show that course difficulty has
a greater impact on scores of less skilled golfers.
These results allow us to predict average golfers scores on courses of different lengths.
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Suppose a golfer’s average score is 90 on a 6500-yard course with a comparable difficulty
to the Pelham CC course. Using the regression coefficients in Table 2.5, δ = 90/7982 −
1/260 = 1/135. If this golfer played a 7000-yard course, the predicted average score would
be 90 + 500/135 = 93.7. A sample of results is given in Table 2.7.
(a) Average Score by Course Length
(b) Slope by Average Score
Figure 2.2: Panel (a) shows simulation results of average scores by course length on the
“Pelham default” course for the six golfer groups. Also shown are the corresponding six
score-length regression results. The slopes of the score-length regression line for the six
golfer groups are plotted in panel (b) for the “Pelham default” course. The inverse of the
slope is called the ability to overcome distance. The six slopes are seen to be a nearly linear
function of the average score of the golfer on the Pelham CC course at its original length.
Results of the slope-average score regression are given in Table 2.5. Panel (b) also plots the
slopes of the score-length regression line for the six golfer groups for the Pelham CC course
without trees and the Pelham CC course without hazards except rough.
Recently the PGA of America and the USGA have promoted an initiative called “Tee it
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Table 2.4: Reduction in average scores on easier courses. Results represent the change in
average scores on the Pelham CC course with (i) no trees and (ii) no hazards except rough,
relative to the default Pelham CC course. For example, the 80-golfer’s score is estimated to
decrease by 1.9 strokes on the same course without trees and 4.2 strokes on the same course
with no trees and no hazards (except rough). Course difficulty has a greater impact on less
skilled golfers. Conversely, trees and hazards have relatively less impact on highly skilled
golfers.
Golfer Pelham CC Pelham CC
group No Tree No Hazard






Table 2.5: Parameters a and b for equation (2.2). Using these parameters, δ = ay + b where
y is the golfer’s average score. The quantity 1/δ is called the golfer’s ability to overcome
distance.
Pelham Pelham Pelham
Default No Tree No Hazard
1/a 7982 8672 10067
1/b −260 −279 −383
Forward” (see PGA of America, 2011), which recommends that golfers play from a closer
set of tees to play a shorter course commensurate with their driving distance. The idea is
to have amateur golfers hitting similar clubs into holes (e.g., hitting a 7-iron second shot to
a par-4 hole rather than a 4 wood) as scratch or professional golfers. By playing a shorter
course, amateurs will have lower scores, finish rounds in less time, and perhaps have more
fun. The results in Table 2.7 can be used to estimate the average scores of courses when
they play shorter courses. It is also interesting to see the course lengths that correspond to an
average score of 70. For example, a golfer whose average score is 80 on a 6500-yard course
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Table 2.6: Ability to overcome distance results. For the 80-golfer on the default Pelham
CC course, δ = 1/162 means that lengthening the course by 162 yards increases the average
score by one stroke. The ability to overcome distance varies with the golfer group and course
difficulty. The values in the table are computed from equation (2.2) and the parameters in
Table 2.5. For example, for the 80-golfer on the default Pelham CC course, δ = 80/7982−
1/260 = 1/162. Results for two other course difficulties are presented: a course with no
trees and a course with no hazards except rough. The ability to overcome distance increases
with the skill of the golfer and increases for less difficult courses.
Ability to overcome distance (1/δ)
Golfer Pelham CC Pelham CC Pelham CC
group (default) No Tree No Hazard
PGA tour 214 235 241
Scratch 184 202 211
80 162 177 187
90 135 147 158
100 115 126 137
115 95 103 114
would need to play a course of length 4880 (= 6500−(80−70)162) yards to have an average
score of 70. A golfer whose average score is 100 on a 6500-yard course would need to play
a course of length 3040 (= 6500 − (100 − 70)115) yards to have an average score of 70.
These are much shorter course lengths than the “tee it forward” recommendations because all
aspects of the game as considered, not just driving and approach shot distances. Beginning
golfers, junior golfers and short-hitting golfers should consider playing much shorter courses
until their golf skills develop.
Following Riccio (2003), we use these results to predict Annika Sorenstam’s average
score when she played a PGA tournament at Colonial in 2003. Using data from 2002, Riccio
(2003) found Annika’s average score to be 67.9 on an average course length of 6350. Using
the regression coefficients in Table 2.5 and Annika’s average score of 67.9, we get δ =
67.9/7982 − 1/260 = 1/215. So Annika’s ability to overcome distance is estimated to be
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Table 2.7: Predicted average scores by course length for a course with the difficulty of the
default Pelham CC course. For example, if a golfer’s average score is 80 on a 6500-yard
course, then his predicted average score is 70.7 on a 5000-yard course with comparable
hazards (i.e., of comparable difficulty except for course length). The table shows the average
length of par-3, par-4, and par-5 holes used in the simulation. Yards / stroke is also called
the ability to overcome distance (1/δ).
Course Hole Length Score
Length Par 3 Par 4 Par 5 PGA Scratch 80 90 100 115
8000 238 494 625 75.0 82.1 89.3 101.1 113.0 130.8
7500 212 467 590 72.7 79.4 86.2 97.4 108.7 125.6
7000 186 440 555 70.3 76.7 83.1 93.7 104.3 120.3
6500 166 409 527 68.0 74.0 80.0 90.0 100.0 115.0
6000 142 378 502 65.7 71.3 76.9 86.3 95.7 109.7
5500 113 351 477 63.3 68.6 73.8 82.6 91.3 104.4
5000 87 322 450 61.0 65.9 70.7 78.9 87.0 99.2
4500 71 288 421 58.7 63.2 67.6 75.1 82.6 93.9
4000 65 251 389 56.3 60.4 64.6 71.4 78.3 88.6
3500 64 213 350 54.0 57.7 61.5 67.7 74.0 83.3
3000 64 174 312 51.6 55.0 58.4 64.0 69.6 78.0
2500 64 136 273 49.3 52.3 55.3 60.3 65.3 72.8
2000 64 98 234 47.0 49.6 52.2 56.6 60.9 67.5
Yards / Stroke (1/δ) 214 184 162 135 115 95
Stroke / 260 Yards 1.2 1.4 1.6 1.9 2.3 2.7
215 based on our simulation results, which is almost identical to the value of 216 found
directly from the data in Riccio (2003). The Colonial course where the PGA tournament
was held measured 7080 yards. So Annika’s predicted average score on the longer Colonial
course is: 67.9 + (7080 - 6350)/215 = 71.3. This result is almost identical to the prediction of
71.4 in Riccio (2003). In two rounds of the tournament, she shot scores of 71 and 74, for an
average score of 72.5. Her actual results were quite close to the prediction, especially given
the uncertainty associated with a limited sample of only two rounds.
Tiger Woods famously said that a 10-handicap golfer would not break 100 on a U.S. Open
course. We use the simulation results to investigate this claim. For example, a 90-golfer on
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a 6500-yard course would have an average score of 98 (= 90 + (7600 − 6500)/135) on a
7600-yard course of comparable difficulty. But U.S. Open courses typically have narrower
fairways, deeper rough, and firmer and faster greens than courses than played on tour and that
amateurs typically play. So the results need to be further adjusted for the increased difficulty,
beyond course length, of a U.S. Open course. The average score of a PGA tour pro is 71 on
a regular tournament course. Average scores at the US Open vary considerably, but suppose
they are three strokes higher due to course difficulty (the increase is due to course difficulty,
not course length, since US Open courses are comparable in length to course lengths of PGA
tour events). The impact on a 90-golfer of a more difficult course is greater than the impact
on a PGA tour pro. To approximate this effect, note that three strokes for a pro is equivalent
to an additional 642 yards (3 strokes times an ability to overcomes distance of 214 yards). So
the estimated effect of course difficulty is an additional 5 strokes (642/135) for a 90-golfer,
bringing the average score estimate to 103 (= 98 + 4.8). Tiger’s assertion is consistent
with the calculations. For reference, we estimate that an 80-golfer on a 6500-yard course
would have an average score of 91 on a 7600-yard U.S. Open difficulty course. Similarly,
we estimate that an 75-golfer on a 6800-yard course would have an average score of 83 on
a 7600-yard U.S. Open difficulty course. Inspired by Tiger’s claim, in 2008 the Golf Digest
U.S. Open challenge had John Atkinson, an amateur golfer with an 8.1 handicap index, play
the 7,600-yard Torrey Pines South Course the week before the U.S. Open was contested on
the course. Atkinson’s score was 114 (compared to the prediction of 103). Also playing in
the foursome was Dallas Cowboy quarterback Tony Romo, a 2.2 handicap index, who shot
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84 (compared to the prediction of 83). The predictions based on the simulation are roughly
consistent with the results of the Golf Digest U.S. Open challenge.
The USGA developed a two-parameter slope system for rating courses and computing
golfer handicaps. The first parameter, called the course rating, reflects the difficulty of the
course for a scratch golfer. The second parameter, called the slope rating, reflects the diffi-
culty of the course for a bogey golfer (i.e., our 90-golfer). These two parameters are used to
create a linear relation between scores of golfers of varying skill levels. Conversely, course
and slope ratings are used to adjust scores for the length and difficulty of the course. These
adjusted scores, called differentials, are mapped to golfer handicaps that are valid on other
courses. The main foundation for the USGA’s slope system for determining golfer handicaps
is that scores of less skilled golfers are affected more by course length and difficulty. The
simulation results in this section are broadly consistent with this principle.
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2.1.4 Impact of Directional Error
A Polara ball that results in straighter shots by reducing sidespin on golf shots is now avail-
able for purchase by the public (see Pennington, 2011). It is not legal to use the ball in
tournaments, but it can be used by recreational golfers in casual rounds. In this section we
use the golf simulation model to investigate the impact on golf scores with the Polara ball.
Directional error comes from several sources. First, due to the ball’s sidespin, a shot
might curve to the left or right, even if it starts directly at the target. These shots are called
fades or draws, or in more extreme cases, slides or hooks. Second, a golfer might start the ball
to the left or right of the intended target line. These shots are called pushes or pulls. Third,
wind, ricochets off trees or other objects, and oblique bounces on the ground can cause the
ball to finish to the left or right of the intended target. Of the three factors, the Polara ball
affects only the first factor, sidespin. Because the impact of the three factors varies by golfer,
without experimental data it is not easy to determine the reduction in directional error from
using the Polara ball. For this reason, we estimate the impact on scores for two scenarios:
a 15% reduction in directional error and a 30% reduction in directional error. Further, since
sidespin affects long shots much more than short shots, these reductions are applied only to
long shots starting more than 100 yards from the hole.
To put these scenarios into perspective, the standard deviation of directional error is 5.6
degrees for an 80-golfer, 4.7 degrees for a scratch golfer and 3.3 degrees for a PGA tour
golfer. A 30% reduction in directional error for an 80-golfer gives a standard deviation of
3.9 degrees, i.e., better than a scratch golfer but not as accurate as a PGA tour golfer.
Simulation results given in Table 2.8 show that a 15% reduction in directional error re-
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duces scores by about 0.9 to 2.4 strokes, with bigger reductions for higher handicap golfers.
(For highly skilled golfers, the impact is likely to be even smaller than implied by the simu-
lation results, since it is often an advantage to be able to curve the ball around trees or other
hazards. The Polara ball reduces the ability of skilled golfers to use intentional sidespin.)
Changes in directional error on all long shots will have a bigger impact on scores than
changes in long tee shots only. For example, Table 2.8 says that a 15% decrease in direc-
tional error for an 80-golfer leads to a 1.6 reduction in average score. For long tee shots,
a 15% decrease represents a 0.8 degree reduction in the standard deviation of direction for
an 80-golfer. By comparison, Table 2.2 shows that a one degree improvement in long tee
shot accuracy for an 80-golfer will reduce average score by 0.9 strokes. These results are
consistent: improvements in long tee shot directional accuracy leads to a smaller reduction
in average score than a comparable improvement in directional accuracy for all long game
shots.
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Table 2.8: The impact on average scores from improvements in directional accuracy. Direc-
tional accuracy is measured by the standard deviation of the directional error. Improvements
in directional accuracy apply to all shots starting more than 100 yards from the hole. “Base”
refers to results from the data for the six golfer groups. The label “15%” refers to a 15%
reduction in the standard deviation of direction error. In this case, the 80-golfer’s average
score is reduced by 1.6 strokes and fairways hit increase by 8.7% (i.e., from 51% to 60%).
For long tee shots, a 15% improvement for the 80-golfer represent a 0.8 degree decrease in
the standard deviation of direction.
PGA 80 90 100 115
tour Scratch golfer golfer golfer golfer
Score
15% −0.9 −1.1 −1.6 −1.8 −1.9 −2.4
30% −1.8 −2.3 −3.2 −3.7 −4.1 −4.6
Fairway Hit
15% 5.3% 3.9% 8.7% 7.3% 3.6% 5.1%
30% 10.7% 9.3% 13.8% 15.9% 11.9% 9.4%
Base 69.7% 58.2% 51.0% 46.2% 44.6% 43.2%
Long Tee % Penalty
15% −0.4% −0.6% −0.7% −0.9% −1.0% −1.1%
30% −0.8% −1.0% −1.3% −1.6% −2.1% −1.8%
Base 1.4% 1.0% 1.9% 3.5% 5.7% 8.5%
Long Tee Stdev Dir
15% −0.5 −0.7 −0.8 −1.0 −1.2 −1.4
30% −1.0 −1.4 −1.7 −2.0 −2.4 −2.9
Base 3.3 4.7 5.6 6.6 8.1 9.5
150-200 FRL
15% −0.4% −0.6% −0.7% −0.9% −0.9% −1.3%
30% −0.8% −1.1% −1.4% −1.9% −2.0% −2.2%
Base 5.9% 7.6% 9.7% 12.4% 16.9% 25.8%
150-200 Stdev Dir
15% −0.4 −0.5 −0.6 −1.0 −1.2 −1.3
30% −0.8 −1.0 −1.3 −1.8 −2.3 −2.5
15% −0.5 −0.6 −0.8 −1.0 −1.2 −1.4
30% −0.9 −1.2 −1.6 −2.0 −2.4 −2.8
Base 3.0 3.9 5.2 6.6 7.9 9.4
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2.2 Concluding remarks
In this paper, we develop a detailed simulation model of the game of golf. The two main
distinguishing features are the incorporation of realistic features of a golf course and the
calibration to an extensive set of professional and amateur data. The simulation model is
useful for isolating and analyzing the impact of various skill factors on golf scores, a task
that is much more difficult using data alone.
We find that shot distance and direction distributions are not consistent with simple nor-
mal distributions, but t location-scale distributions and mixtures of t and normal distributions
provide good fits to the data. Best fit parameters are determined through maximum likeli-
hood estimation. The simulation model requires a targeting algorithm to determine where a
golfer aims on each shot, i.e., to determine the golfer’s strategy. Given a target, the simula-
tion of a golf shot combines the distance and direction models with the features of the course
to determine the carry and roll of the ball and whether a tree is hit or not. Many rounds of
golf are simulated and the simulated results are compared to the original data to validate the
model. Even though the model is only calibrated to shot distance and direction data, there is
good agreement between the simulation and the data for many diagnostic statistics, including
average score, fairways hit, greens in regulation, putts, etc.
The simulation results show that long game skill factors account for about 65% of the
difference in scores between golfers of different abilities, with the remaining 35% due to
differences in short game and putting skills. The importance of long game skills is consis-
tent with earlier work by Riccio (1990) and Broadie (2008, 2011). These represent average
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results across a range of golfers. Results can vary substantially for individual golfers who
might be more skilled in one area than another. We find that increases in driving distance
and directional accuracy have a bigger impact on scores of less skilled golfers. In particular,
20 additional yards of average driving distance leads to 2.7-stroke reduction in average score
for a 115-golfer, a 1.6-stroke reduction for a 90-golfer and a 0.7 stroke reduction for a PGA
tour golfer. These results represent the average gains for a typical golfer within the golfer
group. We also analyze the impact on scores of a golf ball that flies straighter than regulation
balls and we investigate the impact of course length on golf scores. A consistent finding
in our results is that improvements in distance and direction help less skilled golfers more
than highly skilled golfers. Similarly, increases in course length and course difficulty (e.g.,
because of water, trees, or other hazards) affect the scores of less skilled golfers more than
highly skilled golfers.
Part II




A Scenario-based Portfolio Optimization
Model
3.1 Introduction
When investors consider the use of options, it is often as a separate step after a portfolio
has been constructed. Even then, investors often choose to add just one or two options to
the portfolio. For example, to insure a portfolio a single put option will be chosen, with
the choice of maturity related to the insurance horizon and the choice of strike related on
the desired level of protection. This approach does not directly consider option prices nor
the mean and variance of their returns. In this paper, we propose an integrated approach for
portfolio optimization that solves for the optimal weights of assets and options simultane-
ously. The approach takes into account the investor’s view of future financial outcomes, risk
preferences, and the market prices of all securities, including options.
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The highly nonlinear payoffs and extreme returns of options makes it difficult to include
these securities in a standard mean-variance framework. To overcome this difficulty, we
use a scenario-based approach for the portfolio optimization problem instead of the standard
covariance matrix approach. The scenario approach specifies probabilities and payoffs (or
equivalently returns) of all securities in a finite number of possible future outcomes. Be-
cause all possible outcomes of all securities are incorporated in the model, it is possible to
include more general constraints and objective functions than the standard mean-variance
approach. For example, the investor can maximize expected utility for a general utility func-
tion. Many risk measures other than variance can be included in the scenario-based portfolio
optimization formulation including higher moments, e.g., skewness and kurtosis, and partial
moments, e.g., semi-variance, average downside risk and average squared downside risk.
(Other risk measures have been investigated in Sortino and van der Meer (1991) and Lai
(1991). Sortino and van der Meer (1991) advocate the use of a downside variance measure
of risk in a portfolio optimization model. Lai (1991) uses a polynomial goal programming
model to solve a portfolio optimization problem with skewness. Since neither of these for-
mulations use a scenario approach, it is not clear how options can be included in their op-
timization models.) Because of the highly skewed nature of option returns, the additional
flexibility provided by the scenario-based approach is a significant advantage. Furthermore,
the scenario approach allows the inclusion of a finite number of options that can be bought
or sold at market prices. Transaction costs in the form of bid and offer prices are easy to
incorporate as well.
Although the scenario-based approach to portfolio optimization has been known for
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many years, it has received relatively little notice. The scenario-based approach allows
portfolio optimization models to include options and to be solved as linear programs, as
discussed in Broadie (1989) (see pp.216-217 in Savage, 2009). Broadie (1989) also sug-
gests using re-scaled historical returns to construct scenarios that match an investor’s view
of mean returns and variances, while maintaining the correlation structure of historical re-
turns. Options are redundant in the Black-Scholes and other complete-market option models
(Black and Scholes, 1973), so the inclusion of options does not lead to an expansion of the
mean-variance efficient frontier in these models. However, options allow the investor to cre-
ate a general payoff profile tailored to his market view. For example, if the investor expects
the low volatility in the future, he can construct a portfolio with positive returns when the
underlying asset price doesn’t move much. Furthermore, it is generally believed that market
prices of options include volatility and jump-risk premia, and including options in this case
leads to an expansion of the efficient frontier. The scenario-based approach is designed to
take optimal advantage of these embedded risk-premia.
Konno and Yamazaki (1991) present results useing historical returns as the basis for
constructing scenarios and using absolute deviation instead of variance for the objective
function. Grinold (1999) uses re-scaled historical returns as the basis for constructing sce-
narios and compares the covariance matrix approach without options to the scenario-based
approach with options and concludes that both methods achieve similar performance. Carr
and Madan (2001) derive analytical solutions for a portfolio optimization model with op-
tions assuming lognormal asset returns, model-based option prices and the availability of a
continuum of option strikes. Haugh and Lo (2001) use options in a buy-and-hold portfolio
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to mimic the properties of a dynamic trading strategy without incurring transaction costs.
They show that the buy-and-hold options strategy can provide a good approximation to the
expected utility and mean-squared error of its dynamic counterpart. Meucci (2008) uses
Monte-Carlo sampling to generate scenarios and applies an entropy pooling method to give
posterior probability (reflecting the investor’s view) to each scenario. Generating the poste-
rior probability measure from the prior probability measure is explained in Meucci (2005) as
well.
The scenario-based approach depends critically on the specification of the payoffs (or
equivalently returns) of all securities and associated probabilities. The standard methods in
the literature for constructing scenarios rely on historical asset returns. Historical returns
can be shifted to incorporate views of future mean returns and re-scaled to incorporate views
of future return volatilities. Shifting and re-scaling returns maintains historical correlation-
s. Multiplication of the scenario return matrix by a rotation matrix can be used to create
scenarios with desired correlations while maintaining mean returns and volatilities. The his-
torical approach to creating scenarios has a gap problem when options of many strikes can
be traded. With a finite number of scenarios, there will necessarily be gaps between the
returns of an underlying asset. If the gap is large enough to contain more than one option
strike, it may be possible to create a portfolio that appears to have large returns and low risk.
However, the reported results are unrealistic, because the portfolio could be designed to have
large losses for zero probability events (i.e., the gaps) and large gains elsewhere. In this
paper we propose a scenario-generation procedure using the distributions of returns from an
option pricing model. This approach allows the investor to specify an arbitrarily large num-
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ber of scenarios with a small number of parameters. The parameters can be estimated from
historical data using standard econometric estimation techniques, using implied values from
market option prices, or they can be chosen (or modified) to accommodate investor views of
future outcomes. By using a large number of scenarios, the gap problem is eliminated.
In section 3.2, we formulate the scenario-based portfolio optimization model and show
that it can be reduced to the traditional covariance matrix approach to mean-variance port-
folio optimization. The option model approach to scenario generation is described. In sec-
tion 4.1, we present several simple examples of scenario-based approach with options and
illustrating the benefit of an optimal portfolio with options to one without. An empirical test
using S&P500 options is given in section 4.2 and conclusions are given in section 4.3.
3.2 Scenario-Based Portfolio Optimization Model
3.2.1 Formulation
In this section, we describe how to formulate a scenario-based approach in single period with
investment time horizon τ . To formulate the scenario-based portfolio optimization problem,
we need the return of all the securities in the portfolio in each scenario and also the proba-
bility of each scenario. A simple way to do this is using the historical return of the securities
in the portfolio. First, we divide the historical data into periods with equal time interval τ .
Then, we use the return of the securities in each period and assign the same probability to
each period (i.e., each period is a scenario). However, this approach is limited since it solely
depends on past data. The historical approach will not reflect the investor’s view in scenarios.
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To solve this problem, Grinold (1999) uses a re-scaled version of this method. By shifting
and re-scaling the historical returns, he includes the investor’s view in scenarios. However,
as explained in the introduction, this approach is open to the gap problem.
In this paper, we define scenarios as all the possible price tuples (payoff tuples) of the
underlying assets at time τ (In the portfolio, we include underlying assets, risk-free asset,
and options on the underlying assets with maturity τ ). Although the underlying asset price
is continuous in reality, we discretize it with finite number of prices. We use large enough
scenarios to avoid the gap problem. Once we have the price of the underlying assets in
each scenario, the payoff of other securities can be computed as well. Option payoff can be
determined from the strike and the underlying asset price at time τ , and the risk-free asset
has the same payoff in all the scenarios (erτ where r is the risk-free rate). If we define aij as





where bj is the price of security j at time 0. To formulate the scenario-based portfolio
optimization problem, we need to compute the probability of each scenario. We’ll discuss
it in more detail in section 3.2.2. At the moment, we assume we know the probability.
Using the return of the securities in each scenario and the probability of each scenario, we





















wj = 1 (3.7)
where pi is the probability of scenario i, σ2p is the variance of the portfolio, µp is the expected
return of the portfolio, ri is the portfolio return in scenario i, wj is the weight of security j
and µmin is the minimum expected return the investor wants to achieve. The scenario-based











µjwj ≥ µmin (3.9)
n∑
j=1
wj = 1 (3.10)
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where σ2jk is the covariance between security j and security k, µj is the expected return of
security j. The derivation is in appendix B.1
Even though the scenario-based approach can be reduced to the covariance matrix method,
it has several advantages. First, we can add various constraints in the scenario-based ap-
proach. Since we know the portfolio return in each scenario and the probability of each
scenario, it’s easy to add constraints on higher moment such as skewness and kurtosis. There
are other risk measures such as average downside risk (ADR) and average squared downside








max (ri − µp, 0)2 pi (3.12)
where µp and ri are defined in (SB1).
Using the scenario-based approach we can add constraints on ADR and ASDR as well.
Furthermore, the scenario-based approach allows us to include options in the portfolio. The
highly nonlinear payoffs and extreme returns of options makes it difficult to include these
securities in the traditional covariance matrix method. However, in the scenario-based ap-
proach, we can easily add options since option payoff can be determined in each scenario.
Here’s an example of the portfolio optimization problem with additional constraints on
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wj = 1 (3.18)∑m





d2i pi ≤ c2 (3.20)
di ≥ ri − µp (3.21)
di ≥ 0 (3.22)
ri ≥ c3i i = 1, · · · ,m (3.23)
where c1, c2, and c3i are parameters specified by the investor. Equation (3.19) is a constraint
on the skewness and equation (3.20), (3.21), and (3.22) are the constraints on ASDR.1 Max-
imum loss constraint in equation (3.23) limits the maximum possible loss in each scenario.
For example, we can create a portfolio which doesn’t lose more than the underlying asset in
any scenario (unless it’s infeasible).
1Equation (3.20), (3.21), and (3.22) are equivalent to
∑n
i=1max (ri − µp, 0)2 pi ≤ c2
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3.2.2 Probability of Each Scenario
In this paper, we include a single underlying asset in the portfolio and assume n possible
prices for the underlying asset (therefore, n scenarios). Also, we use equal interval between
the underlying asset prices in two adjacent scenarios. For simplicity, we denote the underly-
ing asset as security 1, i.e., the return of the underlying asset in scenario i is ri1.
To compute the probability of scenario i, we use the method in Breeden and Litzenberger
(1978). However, the probability of each scenario is the investor’s personal view (subjective
distribution), not the one implied by the market price of options. Therefore, unlike Breeden
and Litzenberger (1978), we use option pricing model and parameters reflecting the subjec-
tive view to price option, not the option price in the market. We show the estimation of the
parameters in section 4.2. At the moment, we assume that we have parameters reflecting the
investor’s view. Once we have the option pricing model and its parameters, we can compute
the probability of each scenario i, pi
p˜i = (C(ri1 − δ)− 2C(ri1) + C(ri1 + δ)) (3.24)





where ri1 is the return of security 1 (underlying asset) in scenario i, δ is half the difference of
security 1 return in adjacent scenarios (i.e., rj1 = ri1 + 2δ where j = i+ 1), and C(K) is the
price of call option with relative strike K (relative to the initial underlying asset price). Call
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option price also depends on the option pricing model and its parameters but we only show
the dependency on K for simplicity. We can use any option pricing model for C(K). If we
want to use geometric Brownian motion to model the underlying asset return, we can use
Black-Scholes call option price (Black and Scholes, 1973) to compute p˜i in equation (3.24).
We can also add stochastic volatility by using the option pricing model in Heston (1993). In
this paper, we use the jump diffusion model in Merton (1976).
Chapter 4
Single Period Examples and Empirical
Test
4.1 Single Period Examples
In this section, we present examples to see the difference between the optimal payoff of
a portfolio with options and a portfolio without options. We see how the optimal payoff
changes in single period depending on the subjective distribution (investor’s view) and the
risk-neutral distribution (option price).
First, we need to define scenarios and compute the return of all the securities in each
scenario. We use the S&P500 index for the underlying asset in the portfolio and, therefore,
possible prices of the S&P500 index at time τ (one month) are the scenarios. Since we
assume security 1 is the underlying asset, the price of the S&P500 index in scenario i is ai1.
68
69
We fix the number of scenarios at m = 381. Scenario i is defined as
ai1 = (0.05 + 0.005(i− 1)) b1 (4.1)
where b1 is the price of the S&P500 index at time 0.
As explained in the previous section, once the price of the underlying asset in each s-
cenario is fixed, the payoff of other securities can be computed as well. For risk-free asset
(we call this the bond), the payoff is the same in all the scenarios. The option payoff is
determined once we have the underlying asset price in each scenario. Furthermore, since
we know the price of each security at time 0, each security’s return in each scenario can be
computed from equation (3.1). Table 4.1 shows the payoff and the return of each security
in each scenario for a portfolio with three securities (the S&P500 index, the bond, and a put
option with relative strike K).
Table 4.1: Payoff and return of each security in each scenario for a portfolio with the S&P500
index, the bond, and a put option with relative strike K
Scenario Payoff Return
i ai1 ai2 ai3 ri1 ri2 ri3













Next, we specify the probability of each scenario (i.e., the subjective distribution). To do
this, we use the jump diffusion model in Merton (1976). According to Merton’s model, the
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underlying asset price St follows
dSt
St
= (r + µ− λsµs)dt+ σdWt + (X − 1)dJt (4.2)
where µ is equity premium, Wt is Brownian motion, X is log normal random variable with
mean 1 + µs and variance σ2s (X stands for jump size), and Jt is a Poisson process with
mean λst (Jt stands for the number of jumps). The parameters in equation (4.2) can have
different values depending on the investor’s view of the future. We call these parameters the
subjective parameters. Once the subjective parameters are fixed, we use call option price
derived from equation (4.2) to compute p˜i in equation (3.24) and, therefore, the probability
of scenario i, pi.
To compute the return of option, we need option price (e.g., b3 in Table 4.1). Option
price is given in the market. However, in this section, we use equation (4.2) with specific
parameters to compute the option price. This way, not only can we highlight the difference
between the subjective distribution and the risk-neutral distribution but we can also see how
the optimal payoff changes depending on the gap between the subjective distribution and the
risk-neutral distribution. The parameters are chosen to exemplify each different situation.
4.1.1 Bearish View
We first compare the optimal payoff of a portfolio with the S&P500 index and the bond (the
no-option portfolio) and a portfolio with the S&P500 index, the bond and a put option (the
option portfolio) for an investor with a bearish view. We use negative equity premium µ in
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the subjective world for the bearish investor’s view. In the risk-neutral world, µ is always
zero. For the rest of the parameters, we use the same values for both worlds to make the
comparison straightforward. Table 4.2 shows the parameters for a bearish investor.
Table 4.2: Parameters for the subjective world and the risk-neutral world for an investor with
a bearish view. To remove the effects of the parameters other than the average return, all the
parameters except µ are the same for both worlds. The equity premium µ in the risk-neutral
world is always zero. However, since the investor has a bearish view, µ is negative in the
subjective world.
r µ σ λs µs σs
Risk-neutral 0.02 0.00 0.15 0.40 −0.15 0.05
Subjective 0.02 −0.10 0.15 0.40 −0.15 0.05
We solve the portfolio optimization problem (SB1) with the parameters in Table 4.2
twice: first with the S&P500 and the bond, and second with the S&P500, the bond and a
put option with relative strike 0.96. In this example, we include only one put option for
simplicity. We use 0.83% for µmin which is monthly expected return we want to achieve
(10.43% annually). In this section and subsequent sections, all the average return and volatil-
ity are monthly result unless specified otherwise. However, the parameters in equation (4.2)
are annualized (e.g., Table 4.2). For example, the monthly return of the bond is 0.17%
(0.0017 = e0.02/12 − 1 where 0.02 is r in Table 4.2). We find a portfolio minimizing the
variance (or volatility). The volatility and the expected return of the optimal portfolio are
denoted as σ∗p and µ
∗
p respectively. The optimal payoff of two portfolios are shown in Fig-
ure 4.1.
For the no-option portfolio, the optimal strategy for a bearish investor is shorting the
S&P500 and buying the bond. To satisfy the expected return constraint, the optimal strat-
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(a) Optimal Payoff of the No-option Portfolio (b) Optimal Payoff of the Option Portfolio
Figure 4.1: Optimal payoff of the no-option portfolio and the option portfolio for a bearish
investor. Since the investor is bearish, the optimal strategy for the no-option portfolio is
shorting the S&P500 and buying the bond. For the option portfolio, the optimal strategy is
shorting the S&P500 and the put option and buying the bond.
egy shorts the S&P500 index amounting 80% of the entire wealth and buys 180% bond
(Table 4.3). In Table 4.4, we see that the expected return and the volatility of the optimal
no-option portfolio are 0.83% and 4.13% respectively. For the option portfolio, the optimal
strategy is shorting the S&P500 and the put option and buying the bond. Since the investor
has a bearish view, the optimal option portfolio has positive return when the S&P500 index
goes down. However, unlike the no-option portfolio, the payoff is capped when the S&P500
goes down. Instead, the investor collects premium selling the put option. The expected return
of the optimal option portfolio is 0.83% which is the same as the no-option portfolio. How-
ever, the volatility is lower at 3.61%. Even though there’s no volatility risk premium or jump
risk premium (the parameters are the same for both worlds except for the equity premium
parameter µ), the option portfolio achieves lower volatility by selling the put option.
Another interesting issue is the comparison of the volatility of each security and the
volatility of the option portfolio. The volatility of the portfolio (3.61%) is much less than the




0.983× 0.05152 + 0.007× 3.9412). This is natural since the option return
depends on the underlying asset return (they have negative correlation). However, this shows
that even though individual option is risky, a portfolio with options can be safe.
Table 4.3: Optimal weight for the no-option portfolio and the option portfolio for an investor
with a bearish view. For both portfolios, shorting the S&P500 is optimal since the investor
has a bearish view. However, the option portfolio shorts the put option as well to collect
premium.
S&P500 Bond Put 96
No-option Portfolio −80.2% 180.2% 0.0%
Option Portfolio −98.3% 199.0% −0.7%
Table 4.4: Expected return (µ∗p) and volatility (σ
∗
p) of the optimal no-option portfolio and the
optimal option portfolio for a bearish investor. Put 96 is put option with relative strike price
0.96. Put option has high expected return compared to the S&P500 and the bond (put option
expected return is positive because the investor has a bearish view). However, it also has high
volatility. The expected return of both the no-option portfolio and the option portfolio are
0.83% which is the value of µmin in the optimization problem. However, the option portfolio
has a lower volatility and, therefore, lower risk.
S&P500 Bond Put 96 No-option Portfolio Option Portfolio
µ∗p −0.66% 0.17% 23.13% 0.83% 0.83%
σ∗p 5.15% 0.00% 394.10% 4.13% 3.61%
4.1.2 Low Volatility View
In this section, we compare the optimal payoff of the no-option portfolio and a portfolio with
the S&P500, the bond and put options with six different strikes (the options portfolio) for
an investor with a low volatility view. Since the investor expects low volatility in the future,
the volatility parameter σ in the subjective world is lower than the one in the risk-neutral
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world. To make the comparison straightforward, we don’t add jumps in the model (i.e., λs,
µs, and σs are set to zero). Furthermore, we use different values for µ in the subjective world
and the risk-neutral world. Since µ is always zero in the risk-neutral world, this means µ
is non-zero in the subjective world. If we use zero µ in the subjective world, the expected
return of the S&P500 and the expected return of the bond are the same. Therefore, the
portfolio optimization problem (SB1) for the no-option portfolio becomes infeasible unless
µmin is equal to erτ − 1. However, if µmin equals erτ − 1, the solution from the optimization
will be 100% in the bond for both the no-option portfolio and the options portfolio. Since
this doesn’t give us any information on adding options in the portfolio, we use non-zero µ.
Especially, we use positive µ since it’s usually what happens in reality. Table 4.5 shows
parameters we use for an investor with a low volatility view.
Table 4.5: Parameters for the subjective world and the risk-neutral world for an investor
with a low volatility view. To remove the effects of parameters other than volatility, jumps
parameters are set to zero. However, we use different values for µ. If we use use the same
µ for the subjective world and the risk-neutral world, the portfolio optimization problem
(SB1) becomes infeasible. Therefore, we use non-zero µ for the subjective world (in the
risk-neutral world, µ is always zero). Since the investor expects a low volatility, σ is smaller
in the subjective world than in the risk-neutral world.
r µ σ λs µs σs
Risk-neutral 0.02 0.00 0.17 0.00 0.00 0.00
Subjective 0.02 0.03 0.15 0.00 0.00 0.00
We use put options with six different strikes in this example for flexible payoff of the
options portfolio. The relative strike prices we use are 0.94, 0.96, · · · , 1.04. In this example,
µmin is 0.5% (6.2% annually). Since the expected monthly return of the S&P500 index is
0.42% (=e(0.02+0.03)/12 − 1) in the subjective world, the optimal strategy for the no-option
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portfolio is buying 132.9% S&P500 and selling the bond (−32.9%) for partial funding (Ta-
ble 4.6). The optimal payoff of both portfolios are shown in Figure 4.2. For the options
portfolio, the optimal payoff is concave. This can be explained by the investor’s low volatil-
ity view. Since the investor expects the S&P500 index wouldn’t change much, he assigns
higher probability on the scenarios where the S&P500 index at time τ is around the initial
price. Therefore, the optimizer finds a payoff which has positive return around the initial
S&P500 price. Another way to understand this payoff is in terms of strangle. A long posi-
tion of strangle consists of buying out-of-the-money (OTM) call option and buying OTM put
option. The optimal payoff in Figure 4.2-b is similar to a short position of strangle. Since the
risk-neutral volatility is higher than the subjective volatility, this means options (including
strangle) are more expensive than the investor thinks they should be. Therefore, the optimal
strategy is selling strangle.
(a) Optimal Payoff of the No-option Portfolio (b) Optimal Payoff of the Options Portfolio
Figure 4.2: Optimal payoff of the no-option portfolio and the options portfolio for an investor
with a low volatility view. For the no-option portfolio, a view on the volatility doesn’t have
much impact on the portfolio. The optimal portfolio is mostly determined by µ. For the
options portfolio, the optimal payoff is concave because options are more expensive than
what the investor think they are worth.
Table 4.7 shows the expected return and the volatility of the optimal no-option portfolio
and the optimal options portfolio. Both portfolios have the same monthly expected return
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of 0.50% (which is the value of µmin). However, the options portfolio has much smaller
monthly volatility (1.57% vs. 5.78%). When the investor expects lower volatility in the
future, he can decrease the volatility of the portfolio by adding options in the portfolio.
Table 4.6: Optimal weight for the no-option portfolio and the options portfolio for a investor
with a low volatility view. P stands for put option and the number next to it is strike price
(e.g., P 94 is put option with relative strike price 0.94).
S&P500 Bond P 94 P 96 P 98 P 100 P 102 P 104
No-option Portfolio 132.9% −32.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Options Portfolio −60.6% 164.3% −0.3% 0.0% −0.3% −0.4% 0.4% −3.2%
Table 4.7: Expected return and volatility of each security, the no-option portfolio, and the
options portfolio for an investor with a low volatility view. P stands for put option and the
number next to it is strike price (e.g., P 94 is the put option with relative strike price 0.94).
The expected return and the volatility of the bond are omitted since they are the same as in
Table 4.4. Both portfolios have the same expected return. However, the options portfolio has
a lower volatility and, therefore, lower risk.
No-option Options
S&P500 P 94 P 96 P 98 P 100 P 102 P 104 Portfolio Portfolio
µ∗p 0.42% −46.9% −36.1% −26.4% −18.4% −12.3% −8.1% 0.50% 0.50%
σ∗p 4.35% 268.8% 202.8% 157.5% 124.5% 99.2% 79.5% 5.78% 1.57%
4.1.3 Mispriced Option
In this subsection, we look at the optimal options portfolio when there’s a mispriced option.
Table 4.8 shows the Black-Scholes implied volatility of options in the market. Out of six
options, two options have the same implied volatility (put option with relative strike of 0.96
and put option with relative strike of 0.98). Considering smooth volatility smile, this implies
one of the options could be mispriced. In Figure 4.3-a, the option with strike 0.98 seems to
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have higher implied volatility than it should have. The difference of the implied volatilities
for options with strike 0.98 and strike 1.00 is bigger than others. We can take advantage of
the mispricing by solving optimization problems with these options in the portfolio.
Table 4.8: Implied volatility and price of the options in the market. P 94 stands for the put
option with relative strike price of 0.94. The implied volatility of P 98 is the same as the
implied volatility of P 96.
S&P500 Bond P 94 P 96 P 98 P 100 P 102 P 104
Implied Volatility n/a n/a 20.1% 18.5% 18.5% 16.8% 16.4% 16.1%
Price 100 1 0.39 0.64 1.20 1.85 2.96 4.39
We set all the parameters the same for both the subjective world and the risk-neutral
world except for the equity premium µ to see the impact of the mispriced option. The reason
for using different µ is the same as in section 4.1.2. If we use the same µ for both worlds,
the optimization problem becomes infeasible or we have 100% bond as the optimal portfolio
for both the no-option portfolio and the options portfolio. Table 4.9 shows the parameters
we use in this example.
The optimal payoff of the options portfolio is shown in Figure 4.3-b. The portfolio return
is mostly positive. Even when the portfolio return is negative, it’s relative small compared to
the S&P500 return (the maximum loss is −1.3% for the options portfolio). Furthermore, the
expected return is 0.5% monthly. This is three times bigger than the monthly return of the
risk-free asset (0.17%). By taking advantage of the mispriced option, we get high but stable
return. The payoff of the no-option portfolio is omitted in this section because a mispriced
option doesn’t affect the no-option portfolio and the optimal payoff is almost the same as the
one in Figure 4.2-a.
78
(a) Implied Volatility of Options (b) Optimal Payoff of the Options Portfolio
Figure 4.3: Implied volatility of options and the optimal options portfolio when there’s a
mispriced option. Figure (a) shows the implied volatility of options in the market and its
fitting curve. One of the options (option with the strike price 0.98) seems to have high
volatility and it’s very likely that this option is mispriced. When there’s a mispriced option,
the optimal options portfolio can take advantage of the mispricing. Figure (b) shows the
optimal payoff of the options portfolio.
Table 4.9: Parameters for the subjective world and the risk-neutral world when there is a
mispriced option. To see the impact of the mispriced option, we use the same values for
the parameters in the subjective world and in the risk-neutral world. However, the equity
premium µ should be different since the same µ leads to an infeasible optimization problem.
r µ σ λs µs σs
Risk-neutral 0.02 0.00 0.15 0.40 −0.15 0.05
Subjective 0.02 0.03 0.15 0.40 −0.15 0.05
Table 4.11 shows the expected return and the volatility of each security, the no-option
portfolio and the options portfolio. Both portfolio have the same expected return. However,
the volatility of the options portfolio is less than a tenth of the volatility of the no-option
portfolio (0.65% vs. 6.93%). By using the mispriced option, we can create a portfolio with
the same expected return but with much smaller risk. In Table 4.10 we can see that the
optimal options portfolio shorts lots of the mispriced option. Except for the bond, the weight
of the put option with relative strike 0.98 is bigger than any other securities in the portfolio
(in absolute value).
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Table 4.10: Optimal weight for the no-option portfolio and the options portfolio when there
is a mispriced option. The optimal options portfolio shorts lots of put option with relative
strike 0.98 to take advantage of the mispricing.
Stock Bond P 94 P 96 P 98 P 100 P 102 P 104
No-option Portfolio 133.0% −33.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Options Portfolio 1.5% 98.7% −0.4% 1.8% −3.7% 3.1% −1.4% 0.4%
Table 4.11: Expected return and volatility of each security, the no-option portfolio, and the
options portfolio when there is a mispriced option. Both portfolios have the same expected
return. However, by taking advantage of the mispriced option, the options portfolio has a
much lower volatility (less than a tenth of the no-option portfolio volatility).
No-option Options
S&P500 P 94 P 96 P 98 P 100 P 102 P 104 Portfolio Portfolio
µ∗p 0.42% −4.8% −5.8% −14.5% −5.8% −5.0% −4.2% 0.50% 0.50%
σ∗p 5.21% 486.6% 360.0% 231.4% 180.5% 132.4% 100.5% 6.93% 0.65%
4.2 Empirical Test
In this section, we show the result of managing a portfolio with options through multi-period
in a self-financing manner. At the start of each period, we solve a portfolio optimization
problem and obtain the optimal weight. With the optimal weight, we construct a portfolio as
much as the current budget (wealth) allows. At investment time horizon τ , we liquidate the
portfolio and solve a new portfolio optimization problem. We repeat the same process with
the new budget. We run the portfolio from September 1987 to May 2010 and compare the
performance of the options portfolio to the underlying asset. All the options in the portfolio
are one-month options and, therefore, we liquidate the previous portfolio and construct a new
portfolio on the third Friday of each month. The investment time horizon τ can be either 28
days or 35 days depending on the number of weeks in each month. We use the S&P500 index
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for the underlying asset and the US Treasury rate for the risk-free rate. We call the risk-free
asset the bond for simplicity. Option data comes from two sources. We use data from the
Chicago Mercantile Exchange (CME) for the period between 1987 to 2004. Options from
CME are the S&P500 futures options and American-style options. We use adjustment in
Broadie et al. (2007) to price equivalent European-style options. Option data from 2005 to
2010 comes from the Chicago Board Options Exchange (CBOE). Options from CBOE are
the S&P500 index options and European style. We include the S&P500, the bond, and 13 put
options in the portfolio. We call this portfolio the options portfolio as we do in section 4.1.2
and 4.1.3. The portfolio with the S&P500 and the bond is the no-option portfolio. Relative
strike price ranges from 0.86 to 1.1 with equal interval between two adjacent strike prices,
i.e., 0.86, 0.88, 0.90, · · · , 1.10. However, when the minimum strike price available at the
beginning of each period (Kmin ) is higher than 0.86, we adjust the strike price range. Instead
of using 0.86, we use Kmin as the first strike. We do the same for the maximum strike price.
Scenarios are defined in the same way as in section 4.1. In the next subsection, we show how
the parameters for the investor’s view are chosen.
4.2.1 Parameter Estimation
We choose the estimation on the historical data of the underlying asset as the investor’s view.
The model we use for the underlying asset return distribution is Merton’s jump diffusion
model. Under Merton’s model, the distribution of the underlying asset return at time τ when
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∼ N ((r + µ− λsµs) τ + jln(1 + µs), σ2τ + jσ2s) (4.3)
where the parameters are the same as in equation (4.2). Since the number of jumps is Poisson
distributed, we obtain the probability density function (PDF) of the underlying asset return
using equation (4.3) and the probability mass function of Poisson distribution. Once we have
the PDF of the underlying asset return, we use maximum likelihood estimation (MLE) to
estimate the parameters. We use monthly S&P500 index and Treasury rate from September
1987 to December 2004 for the calibration. Since we have ln(Sτ/S0) and r from the data
directly, there are five parameters to calibrate: equity premium (µ), volatility (σ), and jump
parameters (λs, µs, and σs). The calibrated parameters from 1987 to 2004 are in Table 4.12.
We call these parameters the default information.
Table 4.12: Parameters calibrated from September 1987 to December 2004 for the Merton’s
model
µ σ λs µs σs
0.0392 0.1095 1.9324 −0.0340 0.0649
4.2.2 Options Portfolio with Default Information
We run the options portfolio from September 1987 to May 2010 with the default parameters.
On the third Friday of each month, the options in the portfolio expire and we liquidate the
portfolio. By comparing the wealth from the liquidation to the initial wealth, we can compute
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the realized return q in each period. In each period, we solve the optimization problem (SB1)
to get the optimal weight of each security. The optimal solution changes depending on µmin.
We define µmin so that its value is set relative to the equity premium µ
µmin = e
(r+cµ)τ − 1 (4.4)
where c is a multiplier to control the size of µmin. When c is 1, this means we want to achieve
the same expected return as the underlying asset. Therefore, if we solve the optimization
problem (SB1) with c = 1 for the no-option portfolio, the optimal weight will be 100%
S&P500. In equation (4.4), risk-free rate r changes in each period depending on the Treasury
rate at the start of the period. Equity premium parameter µ is fixed and we use the value in
Table 4.12. Investment time horizon τ can be either 28 days or 35 days. Since r and τ differ
in each period, even if we use the same c, µmin changes as well. We show multi-period results
for several different values of c.
Table 4.13 shows the average and the volatility of the realized return (q) of the no-option
portfolio and the options portfolio for different c. The average q¯ and the volatility σq of the








k=1 (qk − q¯)2
N − 1 (4.6)
where qk is the realized return in period k, and N is the number of total periods. With the
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realized return volatility of 1.5%, the no-option portfolio has the average realized return of
0.43% while it’s 0.58% for the options portfolio. Accordingly, the final wealth is higher
for the options portfolio (465 vs. 311). When c = 1.00, the optimal weight of the no-option
portfolio is 100% S&P500 index, i.e., the no-option portfolio is the S&P500 index itself. The
volatility of the S&P500 realized return is 4.8% and the average return is 0.58%. However,
when the options portfolio has the same volatility as the S&P500 index, it has the average
return of 1.05%. This shows that the options portfolio can achieve higher average return
than the no-option portfolio with the same volatility. Another way to see this is matching
the average return of two portfolios. When both the no-option portfolio and the options
portfolio have average realized return of 0.58%, the volatility is 4.8% and 1.5% for the no-
option portfolio and the options portfolio respectively. The options portfolio has less than
one third of volatility than the no-option portfolio and this leads to higher final wealth (465
vs. 350).
Table 4.13: Average realized return, realized return volatility, and final wealth of the no-
option portfolio and the options portfolio with different c. With the same volatility (σq), the
options portfolio has higher average realized return (q¯). When c = 1, the no-option portfolio
is the S&P500 index.
Portfolio c q¯ σq Final Wealth
No-option Portfolio 0.32 0.43% 1.5% 311
No-option Portfolio 1.00 0.58% 4.8% 350
Options Portfolio 1.64 0.58% 1.5% 465
Options Portfolio 5.16 1.05% 4.8% 1240
Figure 4.4 shows wealth paths of the no-option portfolio and the options portfolio corre-
sponding the results in Table 4.13. For straightforward comparison, we match the realized
return volatility (σq) of both portfolios by changing c and set the initial wealth at 100. Fig-
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(a) Wealth paths of portfolios with σq = 1.5% (b) Wealth paths of portfolios with σq = 4.8%
Figure 4.4: Wealth paths of the no-option portfolio and the options portfolio. Both the
options portfolio and the no-option portfolio in (a) have monthly volatility of 1.5%. However,
the options portfolio has higher average realized return (0.58% vs. 0.43%). Therefore, the
options portfolio has higher final wealth. Figure (b) is when both portfolios have volatility
of 4.8%. Again, the options portfolio has higher average return and, therefore, final wealth.
ure 4.4-a is the wealth path when both portfolios have volatility of 1.5% and Figure 4.4-b is
when the volatility is 4.8%. In both graphs, the wealth path of the options portfolio is above
the no-option portfolio.
Figure 4.5 shows the volatility and the average of the excess return of the no-option
portfolio and the options portfolio. Excess return is the difference between the realized
return and the return of the risk-free asset. More formally, excess return, x, is defined as
x = q − (erτ − 1) (4.7)
where (erτ − 1) is the return of the risk-free asset in investment time horizon τ . The volatility
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k=1 (xk − x¯)2
N − 1 (4.9)
where xk is the excess return in period k. The values in Figure 4.5 are the ones corresponding
to Table 4.13. For example, for the options portfolio, (σx, x¯) tuple on the left is when c =
1.64 and the one on the right is when c = 5.16. If we connect (σx, x¯) tuple for different
c, it becomes a straight line crossing the origin. This is quite similar to capital allocation
line. However, since it’s average return (not expected return), we call it the return-volatility
line. The slope of the return-volatility line is monthly Sharpe ratio (Sharpe, 1994). From
Figure 4.5, we can see the Sharpe ratio of the options portfolio is higher than the Sharpe
ratio of the no-option portfolio. Monthly Sharpe ratio is 0.145 for the options portfolio and
0.046 for the no-option portfolio. Figure 4.6 shows optimal payoffs of the no-option portfolio
and the options portfolio from three different months.
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Figure 4.5: Return-volatility line of the no-option portfolio and the options portfolio. The
options portfolio has higher slope and, therefore, higher Sharpe ratio than the no-option
portfolio. The Sharpe ratio of the options portfolio and the no-option portfolio are 0.145 and
0.046 respectively
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(a) Payoff of S&P500 in December 1987 (b) Payoff of Options portfolio in December 1987
(c) Payoff of S&P500 in August 2002 (d) Payoff of Options Portfolio in August 2002
(e) Payoff of S&P500 in September 2008 (f) Payoff of Options Portfolio in September 2008
Figure 4.6: Optimal payoff of the no-option portfolio and the options portfolio from three
different months. Figure (a), (c), and (e) show the payoff of the optimal no-option portfolio
when c = 1.0 (i.e., S&P500). Figure (b), (d), and (f) show the payoff of the optimal options
portfolio when c = 5.16. Blue line is the payoff depending on the S&P500 index price. The
initial S&P500 price is normalized at 100. Red dot in each graph is where the S&P500 ended
in the next month.
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4.2.3 Using Implied Volatility Information
In this section, we use implied volatility to estimate future volatility and see the performance
of the options portfolio. As we find out, using implied volatility improves the performance
of the options portfolio.
There has been no consensus on the efficiency of implied volatility in forecasting future
volatility. Day and Lewis (1992) report that implied volatility is inefficient and biased in
predicting future volatility. Canina and Figlewski (1993) finds that implied volatility has
no correlation with future volatility after looking at the S&P100 index options market. On
the other hand, Jorion (1995) reports that implied volatility is an efficient predictor of fu-
ture volatility. He shows that implied volatility outperforms moving average and GARCH
in forecasting future volatility in foreign currency futures market. Christensen and Prab-
hala (1998) conclude that implied volatility outperforms past volatility in predicting future
volatility and even subsumes the information of past volatility. The focus of this paper is not
to determine whether implied volatility is an efficient estimator of future volatility. We use
implied volatility to estimate future volatility and see the impact on the performance of the
options portfolio.
We use a rather simple approach to use implied volatility as a proxy of future volatili-
ty. In Merton’s model, total volatility of the underlying asset return is
√
σ2 + λs (µ2s + σ
2
s)
(Broadie et al. (2009)). In this paper, we assume that at-the-money implied volatility matches
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the total volatility. Since the volatility parameter we want to estimate is σ, we use
σ =
√
σ2I − λs (µ2s + σ2s) (4.10)
where σI is at-the-money implied volatility.
Table 4.14: Average realized return, realized return volatility, and final wealth of the options
portfolio with implied volatility for different c.
Portfolio c q¯ σq Final Wealth
Options Portfolio Implied Volatility 1.24 0.61% 1.5% 512
Options Portfolio Implied Volatility 4.00 1.18% 4.8% 1741
Table 4.14 shows the average and the volatility of the realized return of the options port-
folio using implied volatility to estimate future volatility (we call this portfolio the options
portfolio with implied volatility). Compared with the options portfolio with default informa-
tion in section 4.2.2, the options portfolio with implied volatility has higher average realized
return with the same volatility. With volatility of 1.5%, the options portfolio with implied
volatility has average return of 0.61% while it’s 0.58% for the options portfolio with default
information. When the volatility is 4.8%, the options portfolio with implied volatility has
average return of 1.18% which is above 1.05% (options portfolio with default information).
Accordingly, the final wealth of the options portfolio with implied volatility is 1741 which
is higher than the options portfolio with default information (1240).
Figure 4.7 shows the wealth paths of three portfolios: the no-option portfolio, the options
portfolio with default information, and the options portfolio with implied volatility. The
wealth paths in Figure 4.7-a have realized return volatility (σq) of 1.5% and the ones in
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(a) Wealth paths of portfolios with σq = 1.5% (b) Wealth paths of portfolios with σq = 4.8%
Figure 4.7: Wealth paths of the no-option portfolio, the options portfolio with default in-
formation, and the options portfolio with implied volatility. All the portfolios in (a) have
monthly volatility of 1.5%. However, the options portfolio with implied volatility has the
highest average realized return and final wealth. Figure (b) is when all the portfolios have
volatility of 4.8%. Again, the options portfolio with implied volatility has the highest average
return and, therefore, the highest final wealth.
Figure 4.7-b have volatility of 4.8%. In both cases, the wealth path of the options portfolio
with implied volatility is above the options portfolio with default information most of the
time.
Figure 4.8 shows the return-volatility line of three portfolios. Compared to the options
portfolio with default information, the options portfolio with implied volatility has steeper
return-volatility line. Monthly Sharpe ratio of the options portfolio with implied volatility
is 0.171 which is above the Sharpe ratio of the options portfolio with default information
(0.145).
4.2.4 Including Options with Single Strike Price
In the previous sections, the options portfolio includes the S&P500, the bond, and options
with 13 different strikes. Adding options in the portfolio increases the Sharpe ratio of the
underlying asset. However, it’s not clear whether we need options with many different strikes
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Figure 4.8: Return-volatility line of the no-option portfolio, the options portfolio with default
information, and the options portfolio with implied volatility. The options portfolio with
implied volatility has higher slope than the options portfolio with default information. The
Sharpe ratio of the options portfolio with implied volatility, the options portfolio with default
information, and the no-option portfolio are 0.171, 0.145, and 0.046 respectively
to achieve the same performance. In this section, we check the performance of a portfolio
of the S&P500 and the bond together with (i) at-the-money (ATM) straddle (ii) out-of-the-
money (OTM) put option. We call each portfolio the straddle portfolio and the put portfolio.
ATM straddle consists of buying ATM call option and ATM put option. Relative strike of
OTM put option is 0.96. Again, we run the portfolio from September 1987 to May 2010 and
solve the optimization problem on the third Friday of each month. For the straddle portfolio





















where σ2max is the maximum variance the investor allows.
1
Figure 4.9 shows the return-volatility lines of several portfolios: the no-option portfolio
and the options portfolio, the straddle portfolio, and the put portfolio. Figure 4.9-a shows the
return-volatility lines when the investor uses default information and Figure 4.9-b shows the
ones when the investor uses implied volatility to estimate future volatility. In both cases, the
straddle portfolio and the put portfolio have steeper return-volatility line than the no-option
1The reason we don’t use (SB1) for the straddle portfolio and the put portfolio is because the expected return
constraint in (SB1) leads to a portfolio with huge weight in the option (therefore, huge volatility) depending
on the subjective distribution and the market price of options. This portfolio is very risky and this results
in frequent huge declines. Therefore, for the straddle portfolio and the put portfolio, we solve a portfolio
optimization problem maximizing the expected return under volatility constraint (SB3). There are two reasons
we don’t use (SB3) for the portfolio with multiple options. First, the expected return in each period varies a lot
in each period which in turn makes the volatility of the realized return even higher. The volatility due to the
change in the expected return is not necessarily a risk since it’s what the investor expects. However, still we
need to measure the risk with the realized return volatility. Second reason is the risk due to the flexibility of
the payoff function. When there’re many options in the portfolio, depending on the subjective distribution, the
optimizer sometimes generates highly nonlinear and very steep optimal payoff with high expected return. If the
subjective distribution is correct, this wouldn’t cause so much trouble. However, when it’s not, this could wipe
out the entire portfolio. In our example, we lost more than 80% of the wealth in just one period even though
monthly volatility was only 4.4% (15% annually)
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portfolio, i.e., higher Sharpe ratio. This implies adding straddle and put in the portfolio
improves the performance of the underlying asset. However, both the straddle portfolio and
the put portfolio have smaller Sharpe ratio than the options portfolio which suggests adding
options with many different strikes in the portfolio improves the performance.
Table 4.15: Average realized return, realized return volatility, and final wealth of the straddle
portfolio and put portfolio with default information and with implied volatility information
Portfolio σmax q¯ σq Final Wealth
Straddle Portfolio 2.2% 0.52% 1.5% 399
Straddle Portfolio 4.4% 0.88% 4.8% 778
Put Portfolio 2.2% 0.54% 1.5% 421
Put Portfolio 3.9% 0.94% 4.8% 883
Straddle Portfolio Implied Volatility 3.3% 0.53% 1.5% 409
Straddle Portfolio Implied Volatility 5.5% 0.91% 4.8% 846
Put Portfolio Implied Volatility 3.3% 0.54% 1.5% 416
Put Portfolio Implied Volatility 5.0% 0.93% 4.8% 884
(a) Return-volatility line of portfolios with default
information
(b) Return-volatility line of portfolios with implied
volatility
Figure 4.9: Return-volatility line of the no-option portfolio, the options portfolio, the strad-
dle portfolio, and the put portfolio. Figure (a) is when the investor uses only the default
information and Figure (b) is when the investor uses implied volatility to estimate future
volatility. In both cases, the options portfolio has steeper return-volatility line than the strad-
dle portfolio and the put portfolio which implies adding options with many different strikes
in the portfolio improves the performance.
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4.3 Concluding remarks
In this paper, we show the advantages of using the scenario-based approach over the tradi-
tional covariance matrix method. By using the scenario-based approach, we can solve an
optimization problem with options. Furthermore, we can easily add additional constraints
on higher moments such as skewness and kurtosis or constraints on partial moments such as
ADR and ASDR. Also, the scenario-based approach can be used to reflect the investor’s view
on the underlying asset distribution. By using option pricing model to compute the probabil-
ity of each scenario, we can add various factors such as jump and stochastic volatility to the
distribution of the underlying asset return.
Also, we show how the optimal options portfolio payoff changes depending on the in-
vestor’s subjective distribution and the market price of options. Using single period ex-
amples, we show that options portfolio has less risk (volatility) compared to the no-option
portfolio with the same expected return. Also, when there’s a mispriced option, the options
portfolio has very stable payoff with higher expected return.
Finally, we run empirical test where we manage the options portfolio from 1987 to 2010
by solving the optimization problem every month. We compare the realized return of the
options portfolio and the no-option portfolio. In our test, the options portfolio has higher
average return than the no-option portfolio with the same volatility or lower volatility than
the no-option portfolio with the same average return. Accordingly, the options portfolio has
higher Sharpe ratio. Furthermore, we use implied volatility to estimate future volatility and
see the impact on the options portfolio. As we find out, using implied volatility improves the
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performance of the options portfolio. Finally, we show adding options with several different
strikes helps more than adding options with the same strike.
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Appendix A
Appendix for Part I
A.1 Appendix: Additional Simulation Results and Diag-
nostics
This appendix presents additional simulation results, including results that show how the shot
simulation distance and direction models fit the data. Figure A.1 shows quantile-quantile (Q-
Q) plots for distance and direction results and 80-golfers (golfers with an average score near
80).
Comparisons of shot pattern data with simulated shots for homogenous subgroups of
shots are presented in Figures A.2 and A.3. These graphical results are useful to visually
compare empirical and simulated shot patterns. The general similarity of the data and sim-
ulated shots is evident in the figures. In order to provide more quantitative evidence of the
validity of the simulation model, statistical comparisons of shot pattern data with simulated
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shots are given in Tables A.1 and A.2. Kolmogorov-Smirnov p-value results are given in
Table A.3. These results indicate a good fit of the simulated shots to the empirical shot da-
ta. However, the bottom line is the comparison of overall golf results, including: greens in
regulation, number of shots in various categories, fraction of long tee shots that are hit into
penalty situations, and scores on par-3, par-4, and par-5 holes, etc. The results are given in
Table A.5 and indicate a remarkably good agreement between the simulation and the data.
It is worth emphasizing that no attempt was made to calibrate shot distribution model pa-
rameters to the results in Table A.5 (with the exception of the tree-hit probability parameter
and the recovery label parameter). The MLE calibration procedure attempts to match shot
distance and direction distributions and then the results in Table A.5 are used as a check of
the fidelity of the overall golf round simulation to the data. For reference, selected calibrated
parameter values obtained by the MLE estimation procedure are given in Table A.4.
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(a) Distance Data vs. Normal (b) Distance Data vs. Mixture
(c) Direction Data vs. Normal (d) Direction Data vs. t location-scale
Figure A.1: Q-Q plots of long tee shots of 100-golfers. Similar to the PGA tour golfer
results, the mixture distribution and t location-scale distributions fit the data better than the
normal distribution. Corresponding Kolmogorov-Smirnov p-values are shown in each plot
and are given in Table A.3.
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(a) 80-Golfer long tee data (b) 80-Golfer long tee simulation
(c) 80-Golfer 150-200 yds fairway data (d) 80-Golfer 150-200 yds fairway simulation
(e) 80-Golfer 100-150 yds fairway data (f) 80-Golfer 100-150 yds fairway simulation
Figure A.2: Long game shot patterns of 80-golfers in each category from data and simulation.
Panels (a) and (b) show the long tee shot pattern for 80-golfers conditioned on the shot not
hitting a tree. In order to present long tee shots from different holes on a single graph, the
shot locations are shifted and rotated so that start position is (0,0) and the hole is in the
direction of the vertical axis. Panels (c) and (d) show results starting from 150-200 yards
from the hole in the fairway, and (e) and (f) show results starting from 100-150 yards from
the hole in the fairway. Fairway shots in panels (c)-(f) are shifted, rotated and scaled so the
plotted distance from the start position to the hole is the same (e.g., 175 yards in (c) and (d)
and 125 yards in (e) and (f)).
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(a) 80-Golfer 60-100 yds fairway data (b) 80-Golfer 60-100 yds fairway simulation
(c) 80-Golfer 20-60 yds fairway data (d) 80-Golfer 20-60 yds fairway simulation
(e) 80-Golfer 0-20 yds fairway data (f) 80-Golfer 0-20 yds fairway simulation
Figure A.3: Short game shot patterns of 80-golfers in each category from data and simula-
tion. Fairway shots in panels are shifted, rotated and scaled so the plotted distance from the
start position to the hole is the same (e.g., 80 yards in (a) and (b), 40 yards in (c) and (d) and
10 yards in (e) and (f)).
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Table A.1: Distance and direction statistics for several golfer groups and shot categories.
Direction is angular error relative to the target, measured in degrees. Long tee distance is
measured in yards. For other shots, distance refers to the relative distance error relative to
the hole, i.e., the ratio between the actual shot distance and the distance to the hole minus
one. For example, the average of 4% for the rough shots from 0 to 20 yards from the hole
for the PGA tour golfer means that, on average, the PGA tour golfer hits shots 4% longer
than the distance to the hole. These results show how closely the simulation results match
the data. For example, for the PGA tour golfer, the average relative distance error of rough
shots from 0-20 yards is 4% for both the data and the simulation and the standard deviations
are the same at 29%. Rough (0-20) means that the shots from the rough 0 to 20 yards from
the hole. Avg and Std are short for average and standard deviation. X% in the first column
stands for the X percentiles of the distribution.
PGA tour 80-golfer 100-golfer
Distance Direction Distance Direction Distance Direction
Data Sim Data Sim Data Sim Data Sim Data Sim Data Sim
Rough (0-20)
Avg 4% 4% 0.2 0.1 6% 5% -0.4 0.1 3% 0% -1.3 0.1
Std 29% 29% 8.4 6.6 37% 35% 6.1 6.1 50% 47% 12.6 10.3
1% -69% -77% -20.7 -18.0 -77% -92% -17.6 -16.7 -88% -100% -28.4 -29.6
10% -30% -27% -5.5 -5.9 -37% -36% -6.6 -5.6 -54% -58% -10.0 -8.5
25% -11% -11% -2.5 -2.6 -13% -15% -2.7 -2.5 -28% -29% -4.6 -3.6
50% 4% 4% 0.2 0.1 3% 4% -0.2 0.1 0% -1% -0.5 0.1
75% 18% 18% 3.1 2.7 24% 24% 2.2 2.6 26% 27% 2.5 3.8
90% 32% 35% 6.1 5.9 48% 45% 5.3 5.6 64% 56% 7.8 8.6
99% 87% 85% 17.7 17.9 117% 100% 15.6 16.6 194% 129% 26.7 29.4
Fairway (0-20)
Avg 2% 2% 0.0 0.1 0% -1% 0.3 0.1 2% 1% 0.7 0.1
Std 21% 20% 6.6 4.7 19% 18% 5.0 4.8 27% 27% 6.4 6.9
1% -57% -55% -12.1 -12.9 -45% -51% -14.2 -13.0 -60% -73% -13.7 -18.8
10% -18% -19% -4.3 -4.4 -20% -20% -4.2 -4.3 -28% -30% -7.4 -7.0
25% -7% -8% -2.1 -2.0 -11% -10% -1.5 -1.9 -12% -14% -1.5 -3.2
50% 1% 2% 0.0 0.1 0% -1% 0.2 0.1 0% 1% 0.6 0.1
75% 11% 11% 1.9 2.0 8% 8% 2.2 2.0 16% 15% 3.2 3.4
90% 24% 22% 4.4 4.4 17% 18% 4.9 4.3 36% 31% 7.9 7.1
99% 67% 57% 13.2 12.8 70% 49% 13.9 12.9 97% 73% 19.1 18.7
Long Tee
Avg 281 281 -0.2 0.0 233 232 0.2 0.1 191 191 0.6 0.1
Std 25 25 3.3 3.3 24 23 5.0 4.9 36 36 7.1 7.1
1% 213 216 -8.4 -8.1 166 167 -13.1 -12.4 74 78 -17.0 -17.8
10% 250 250 -4.2 -4.0 205 204 -5.6 -6.0 145 145 -7.8 -8.6
25% 266 265 -2.2 -2.1 220 220 -3.0 -3.0 174 174 -3.7 -4.3
50% 282 281 -0.2 0.1 234 234 0.1 0.1 197 196 0.4 0.1
75% 297 296 1.9 2.1 247 246 3.4 3.1 215 215 5.0 4.4
90% 311 310 3.8 4.1 259 258 5.9 6.0 233 230 9.0 8.6
99% 338 339 8.0 8.0 289 292 13.2 12.3 252 258 19.5 17.6
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Table A.2: Distance and direction statistics and simulation results for several golfer groups
and shot categories not included in Table A.1. Direction error is measured in degrees and
distance error is measured relative to the distance to the hole.
PGA tour 80-golfer 100-golfer
Distance Direction Distance Direction Distance Direction
Data Sim Data Sim Data Sim Data Sim Data Sim Data Sim
Rough (100-150)
Avg -1% -1% 0.0 0.1 -3% -2% -0.9 0.1 -12% -8% -1.9 0.1
Std 10% 10% 3.4 3.4 12% 11% 4.1 4.1 21% 21% 7.4 7.5
1% -30% -26% -8.6 -9.0 -48% -31% -11.5 -10.1 -84% -67% -19.9 -18.8
10% -12% -12% -3.7 -3.8 -16% -15% -5.9 -5.1 -45% -30% -12.1 -9.1
25% -7% -7% -1.9 -1.8 -10% -9% -3.5 -2.5 -21% -18% -6.3 -4.5
50% -1% -1% -0.2 0.1 -2% -2% -0.7 0.1 -7% -8% -1.2 0.2
75% 5% 5% 1.7 1.9 4% 4% 1.6 2.6 2% 3% 2.4 4.7
90% 10% 10% 4.3 3.9 10% 11% 4.2 5.1 7% 15% 6.5 9.2
99% 23% 24% 9.4 8.9 16% 27% 8.8 10.1 20% 51% 20.0 18.7
Fairway (100-150)
Avg -1% -1% -0.1 0.0 -5% -4% -0.4 0.1 -13% -9% -0.7 0.1
Std 6% 6% 2.3 2.3 10% 10% 3.9 3.8 19% 20% 7.2 7.0
1% -15% -15% -6.5 -5.8 -42% -32% -9.3 -9.2 -76% -64% -24.5 -18.4
10% -8% -8% -2.8 -2.7 -16% -15% -5.3 -4.8 -40% -29% -9.8 -8.0
25% -4% -4% -1.5 -1.4 -10% -9% -2.9 -2.4 -18% -18% -4.6 -3.9
50% -1% -1% -0.1 0.0 -4% -4% -0.3 0.1 -10% -9% -0.1 0.1
75% 2% 3% 1.2 1.4 1% 1% 2.0 2.5 0% 0% 4.0 4.0
90% 6% 6% 2.6 2.8 6% 7% 4.2 4.9 7% 11% 6.5 8.1
99% 13% 13% 5.8 5.8 16% 24% 8.9 9.2 19% 46% 18.5 18.3
Tee (100-150)
Avg 0% 0% 0.2 0.0 -2% -2% 0.0 0.1 -6% -4% 0.6 0.1
Std 5% 5% 3.0 3.0 6% 6% 4.2 4.2 14% 13% 7.3 7.2
1% -12% -12% -6.5 -7.2 -17% -18% -9.7 -9.9 -63% -39% -17.5 -18.9
10% -6% -6% -3.2 -3.7 -9% -9% -5.4 -5.3 -19% -18% -8.1 -8.3
25% -3% -3% -1.8 -1.9 -6% -6% -2.7 -2.7 -12% -11% -3.0 -4.0
50% 1% 0% 0.0 0.1 -1% -2% 0.0 0.1 -4% -4% 0.2 0.1
75% 4% 3% 1.5 1.9 1% 2% 2.7 2.8 2% 3% 4.4 4.1
90% 6% 6% 4.3 3.7 6% 5% 5.6 5.3 8% 10% 8.1 8.4
99% 14% 13% 8.2 7.2 13% 14% 10.2 9.9 17% 31% 27.0 18.8
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Table A.3: This table shows the p-values from the Kolmogorov-Smirnov test (K-S test) when
fitting the specified distribution to the shot data. Larger p-values correspond to better fits to
the data. Long tee distance data is fit with a mixture distribution; other distance and direction
distributions are fit with t location-scale distributions. For comparison, we also give p-values
from normal distribution fits to the data. The results generally show that the mixture and t
location-scale distribution provide better fits to the data than the normal distribution. For
example, for the PGA tour golfer, the direction error distribution for rough shots from 0-
20 yards has a p-value of 87% for the t location-scale distribution and 0% for the normal
distribution.
PGA tour Scratch
Distance Direction Distance Direction
Mixture Normal t Normal Mixture Normal t Normal
Rough (0-20) 76% 0% 90% 0% 23% 0% 18% 9%
Rough (20-60) 88% 0% 68% 0% 90% 1% 58% 5%
Rough (60-100) 63% 4% 89% 10% 95% 19% 62% 23%
Rough (100-150) 99% 25% 33% 2% 30% 1% 90% 84%
Rough (150-200) 64% 1% 95% 44% 8% 0% 98% 79%
Fairway (0-20) 46% 0% 28% 0% 86% 1% 75% 48%
Fairway (20-60) 61% 13% 28% 0% 62% 0% 85% 26%
Fairway (60-100) 92% 2% 97% 2% 31% 0% 77% 62%
Fairway (100-150) 28% 2% 76% 3% 75% 0% 98% 98%
Fairway (150-200) 91% 2% 71% 75% 20% 0% 57% 17%
Tee (100-150) 90% 78% 41% 26% 6% 0% 58% 37%
Tee (150-200) 99% 16% 87% 26% 36% 5% 14% 33%
Long Tee 96% 0% 68% 0% 100% 0% 6% 0%
80-golfer 100-golfer
Distance Direction Distance Direction
Mixture Normal t Normal Mixture Normal t Normal
Rough (0-20) 23% 0% 18% 0% 90% 3% 13% 0%
Rough (20-60) 90% 1% 58% 0% 38% 35% 46% 0%
Rough (60-100) 95% 19% 62% 11% 72% 62% 81% 50%
Rough (100-150) 30% 1% 90% 56% 35% 12% 90% 96%
Rough (150-200) 8% 0% 98% 4% 86% 31% 40% 57%
Fairway (0-20) 86% 1% 75% 0% 88% 51% 64% 19%
Fairway (20-60) 62% 0% 85% 1% 89% 60% 87% 41%
Fairway (60-100) 31% 0% 77% 47% 69% 18% 59% 12%
Fairway (100-150) 75% 0% 98% 88% 39% 0% 33% 27%
Fairway (150-200) 20% 0% 57% 78% 8% 0% 86% 61%
Tee (100-150) 6% 0% 58% 40% 88% 4% 94% 41%
Tee (150-200) 36% 5% 14% 10% 57% 1% 40% 28%
Long Tee 100% 0% 6% 0% 98% 0% 41% 18%
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Table A.4: Selected calibrated parameters PGA tour golfers, scratch golfers, 80-golfers, 90-
golfers, 100-golfers, and 115-golfers. Parameters for the long tee shots and approach shots
from the fairway 0-20 and 100-150 yards from the hole are shown.
PGA tour Scratch 80-golfer 90-golfer 100-golfer 115-golfer
Long Tee Shots
σg 6.7% 8.6% 6.4% 8.4% 12.6% 18.4%
µg 284.9 246.3 236.0 228.2 200.7 180.8
p 46.9% 4.3% 43.3% 42.7% 15.0% 44.2%
sb 9.7% 18.1% 12.2% 11.4% 28.3% 31.4%
µb 275.4 233.4 227.3 187.8 134.8 131.9
νb 11.2 60.0 10.3 3.7 60.0 60.0
sα 2.8 3.6 4.7 6.1 6.8 8.0
µα 0.0 0.0 0.0 0.0 0.0 0.0
να 8.0 4.7 7.4 14.8 7.2 7.5
Approach Fairway (0-20)
s 11.9% 11.7% 12.3% 18.4% 20.3% 24.5%
µ 1.4% −2.8% −1.0% −1.4% 0.5% 0.5%
ν 2.5 3.0 3.4 3.7 4.2 4.0
sα 2.5 3.0 2.4 3.3 4.3 4.8
µα 0.0 0.0 0.0 0.0 0.0 0.0
να 2.5 2.5 2.4 2.6 3.0 3.5
Approach Fairway (100-150)
s 4.8% 5.6% 7.0% 8.6% 11.8% 21.9%
µ −0.8% −2.4% −3.9% −6.0% −8.8% −19.4%
ν 7.5 3.9 3.5 2.9 2.6 9.9
sα 1.9 2.6 3.6 4.6 5.4 6.3
µα 0.0 0.0 0.0 0.0 0.0 0.0
να 6.1 9.7 14.6 8.2 4.5 5.1
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Table A.5 shows compares the results of simulating 10,000 rounds using base case pa-
rameters with the data. The simulation parameters are estimated from shot distance and
direction data. Even though the model is calibrated to shot level data, there is good agree-
ment between the simulation and the data for many diagnostic statistics, including average
score, fairways hit, greens in regulation (GIR), putts, etc. A green in regulation (GIR) refers
to the fraction of par-i holes in which the golfer’s ball is on the green in i − 2 shots or less,
for i = 3, 4, or 5. The par-3, par-4, and par-5 statistics represent the average score on par-3,
par-4, and par-5 holes, respectively. A green in regulation plus one (GIR+1) refers the frac-
tion of par-i holes in which the golfer’s ball is on the green in i− 1 shots or less, for i = 3, 4,
or 5. The par-3, par-4, and par-5 statistics represent the average score on par-3, par-4, and
par-5 holes, respectively. Strokes gained, abbreviated SG, is defined in Broadie (2011). The
rows labeled “50% FRL” refer to the median fractional remaining length of a shot, a measure
of the shot error relative to the initial distance to the hole. Table A.5 shows that there is good
agreement between the simulation and the data for many of these diagnostic golf statistics.
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Table A.5: This table compares the golf statistics from the data and the simulation. In the
data, the average score of the PGA tour golfer is 70.6. Using the parameters calibrated from
PGA tour golfer data, we get the score of 71.8 from the simulation. Greens in regulation
(GIR) are 71.1% and 71.4% respectively for the data and the simulation. The average number
strokes on par-3, par-4, and par-5 holes are almost identical. We also have more detailed
statistics in each shot categories as well.
PGA Scratch 80 100
Data Sim Data Sim Data Sim Data Sim
Score 70.6 71.8 74.1 76.1 79.9 82.5 100.4 101.8
GIR (%) 71 71 60 51 45 36 13 12
GIR+1 (%) 97 96 92 90 86 82 51 51
Par-3 3.1 3.1 3.2 3.3 3.4 3.6 4.4 4.3
Par-4 4.0 4.1 4.3 4.4 4.6 4.8 5.8 5.9
Par-5 4.7 4.7 5.0 5.1 5.4 5.5 6.8 6.8
# Putts 29.2 29.3 29.9 29.5 31.3 31.1 34.6 34.8
Putt SG 0.0 0.1 0.0 0.0 0.0 0.0 −0.1 −0.1
# Long 30.8 29.0 29.6 29.8 30.3 31.0 35.3 35.2
Long SG 0.2 0.2 0.0 0.0 −0.1 −0.1 −0.4 −0.4
# Short 6.3 10.1 9.3 11.6 11.0 14.0 17.4 20.8
Short SG 0.0 0.0 0.0 −0.1 −0.1 −0.1 −0.3 −0.3
# Sand 1.7 0.5 1.4 1.2 1.9 1.5 2.7 2.0
Sand SG 0.2 0.1 0.1 0.0 −0.1 −0.2 −0.4 −0.3
# Recov 0.5 0.2 1.6 1.6 2.2 2.0 4.2 4.6
Recov SG 0.04 0.01 −0.06 0.03 −0.03 −0.03 −0.20 −0.20
Short 0-100
50% FRL 10 10 11 12 14 15 23 23
% Green 93 91 86 86 85 83 69 68
% Sand 1.2 0.3 2.3 1.4 1.9 1.8 3.6 3.3
% Frwy 3.2 3.9 2.9 2.6 3.3 3.3 6.2 6.6
Approach 100-150
50% FRL 5 6 7 7 9 9 14 15
% Green 81 77 73 63 64 51 32 26
% Sand 4.5 0.7 5.8 5.6 9.2 8.2 13.1 9.6
% Frwy 8.0 8.4 7.4 8.2 8.6 8.6 13.6 13.5
Sand
50% FRL 15 18 25 26 32 35 51 45
% Green 93 83 84 80 74 72 55 63
% Sand 1.9 1.4 3.4 3.8 5.2 5.7 14.5 10.1
% Frwy 2.9 5.7 0.9 0.7 0.3 1.2 3.9 1.3
Long Tee
75% Dist 297 294 259 257 245 243 212 209
Avg Dist 281 273 241 236 227 223 185 180
Std Dir 3.3 3.3 4.7 4.6 5.6 5.5 8.0 7.9
% Frwy 69.7 65.8 58.8 62.0 52.1 57.5 46.9 47.7
% Penalty 1.4 1.1 0.9 1.6 1.8 2.4 5.4 4.4
% Recov 3.5 1.3 10.5 10.4 13.1 12.6 18.7 20.9
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Table A.6 shows average scores by course length for the six golfer groups on two easier
courses: a course with no trees and a course with no hazards except rough.
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Table A.6: Predicted average scores by course length for two course difficulties: a course
with no trees and a course with no hazards except rough. For example, if a golfer’s average
score is 80 on a 6500-yard course with no trees, then his predicted average score is 71.5 on a




Length PGA Scratch 80 90 100 115
8000 74.4 81.4 88.5 100.2 111.9 129.5
7500 72.3 78.9 85.6 96.8 107.9 124.7
7000 70.1 76.5 82.8 93.4 104.0 119.8
6500 68.0 74.0 80.0 90.0 100.0 115.0
6000 65.9 71.5 77.2 86.6 96.0 110.2
5500 63.7 69.1 74.4 83.2 92.1 105.3
5000 61.6 66.6 71.5 79.8 88.1 100.5
4500 59.5 64.1 68.7 76.4 84.1 95.7
4000 57.4 61.6 65.9 73.0 80.1 90.8
3500 55.2 59.2 63.1 69.6 76.2 86.0
3000 53.1 56.7 60.3 66.2 72.2 81.1
2500 51.0 54.2 57.5 62.8 68.2 76.3
2000 48.9 51.8 54.6 59.4 64.3 71.5
Yards / Stroke (1/δ) 235.2 202.3 177.4 147.3 125.9 103.4
Stroke / 260 Yards 1.1 1.3 1.5 1.8 2.1 2.5
Pelham No Hazard
Score
Course Length PGA Scratch 80 90 100 115
8000 74.2 81.1 88.0 99.5 111.0 128.2
7500 72.1 78.7 85.3 96.3 107.3 123.8
7000 70.1 76.4 82.7 93.2 103.7 119.4
6500 68.0 74.0 80.0 90.0 100.0 115.0
6000 65.9 71.6 77.3 86.8 96.3 110.6
5500 63.9 69.3 74.7 83.7 92.7 106.2
5000 61.8 66.9 72.0 80.5 89.0 101.8
4500 59.7 64.5 69.3 77.3 85.4 97.4
4000 57.6 62.1 66.7 74.2 81.7 93.0
3500 55.6 59.8 64.0 71.0 78.0 88.6
3000 53.5 57.4 61.3 67.8 74.4 84.2
2500 51.4 55.0 58.7 64.7 70.7 79.7
2000 49.4 52.7 56.0 61.5 67.0 75.3
Yards / Stroke (1/δ) 241.3 211.0 187.4 158.0 136.6 113.5
Stroke / 260 Yards 1.1 1.2 1.4 1.6 1.9 2.3
Appendix B
Appendix for Part II
B.1 Transformation of the Scenario-Based Approach
In this appendix, we show the scenario-based form (SB1) can be reduced to the traditional




































































where σ2jk is the covariance between security j and security k.
