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Based on first-principles calculations, we predict a new two-dimensional ferromagnetic material
that exhibits exotic Fermi surface topology. We show that monolayer hexagonal indium carbide
(h-InC) is thermodynamically and dynamically stable, and it energetically favors the ferromagnetic
ordering of spins. The perfectly planar geometry in two dimensions, together with ferromagnetism,
gives rise to a unique opportunity to encounter intriguing electronic properties, captured in the
Fermi surface and band topology. We show that multiple nodal lines coexist in momentum space,
accompanied by the electron and hole pockets that touch each other linearly at the nodal lines.
Inclusion of spin-orbit coupling enriches the magnetic and electronic properties of h-InC. Spin-orbit
coupling leads to an easy-plane type magnetocrystalline anisotropy, and the nodal lines can be tuned
into topological nodal points, contingent upon the magnetization direction. Symmetry analysis and a
tight-binding model are provided to explain the nodal structure of the bands. Our findings suggest
h-InC as a new venue for supporting carbon-based magnetism and exotic band topology in two
dimensions.
I. INTRODUCTION
A striking consequence of symmetry and topology in
the electronic structure of materials is the occurrence of
a symmetry-protected topological state, such as topo-
logical insulators 1,2. Notably, the protected degener-
cies of electronic energy bands by nontrivial band topol-
ogy are of particular interest, leading to the discovery
of condensed-matter realizations of fundamental parti-
cles, such as Majorana fermions3–5, Weyl fermions6,7,
and Dirac fermions8,9. Topological materials can also
realize more exotic fermions beyond the conventional
form of elementary particles10–12, such as nodal line
semimetals13–15. Nodal line semimetals are a class of
topological semimetals that are characterized by hosting
one-dimensional lines of nodes formed from the conduc-
tion and valance bands. There are multiple mechanisms
that topologically protect nodal lines associated with dif-
ferent symmetries, including inversion14,16, mirror17, and
nonsymmorphic glide-mirror18,19 symmetries. More re-
cently, topological semimetals without time-reversal sym-
metry hosted in magnetic materials have spurred a deal
of community interest in finding exotic phenomena, such
as tunable nodal points20, enhanced anomalous quantum
Hall effect21,22.
On the other hand, the recent development of synthe-
sis and characterization techniques for two-dimensional
(2D) materials 23–30 has led to the exciting discovery of a
room-temperature ferromagnet in two dimensions 31–34.
Whereas magnetism is one of the oldest phenomena
observed in materials, its realization in a 2D system
has remained elusive; it is only recently that convinc-
ing evidence of ferromagnetism has been observed in
2D materials, which include thin films of chromium ger-
manium telluride Cr2Ge2Te6
35 and chromium triiodide
CrI3
36. The discovery of these 2D magnetic materials
has motivated numerous experimental and theoretical
studies 37–42, which have potential implications for future
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FIG. 1. (a) Atomic structure of h-InC in a planar 2D hon-
eycomb lattice. The primitive unit cell is indicated by black
dashed lines. (b) High-symmetry k points in the 2D hexago-
nal Brillouin zone (BZ).
spintronic device applications 43–46 and fundamental sci-
ence 47–58.
Apart from these efforts, there have been ongoing stud-
ies regarding metal-free magnetism using the localize pz
orbitals of carbon allotropes. According to Lieb’s theo-
rem 59, the ground electronic state of a bipartite lattice
is accompanied by the electron spin of s = ∣NA −NB ∣/2,
where NA and NB are the number of sites in the A andB sublattices, respectively. The crucial requirement for a
carbon-based bipartite lattice to induce ferromagnetism
is thus to unbalance the number of the pz orbitals be-
tween the two sublattices. This condition enforces two
electrons to occupy a single pi-state near the Fermi level,
paying an extra Coulomb repulsion energy U , and ne-
cessitating spin polarization depending on the strength
of U with respect to the hopping strength t of the elec-
trons 59–61. Considered as possible realizations of Lieb’s
condition, diverse carbon allotropes have been investi-
gated based on a variety of schemes 62–87.
In this paper we employ the design principle for the bi-
partite magnetism dictated from Lieb’s theorem to find
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2a new ferromagnetic nodal-line material in two dimen-
sions. We suggest that a single layer of hexagonal in-
dium carbide (h-InC), shown in Fig. 1, should fulfill the
Lieb’s condition. Using first-principles calculations, we
show that h-InC is a stable ferromagnetic metal, which
hosts symmetry-protected twofold-degenerate nodal lines
in momentum space, referred to as Weyl nodal lines.
Based on the ferromagnetic phase of h-InC, we pro-
vide first-principles calculations that establish h-InC as
a promising platform for realizing exotic fermiology and
potential band topology. In the absence of spin-orbit
coupling (SOC), the perfectly planar structure of h-InC
allows for the existence of Weyl nodal lines protected
by mirror symmetry. We find that different types of
nodal lines, respectively referred to as type-I and type-
II nodal lines 10,88–91, coexist near the Fermi level. The
Weyl nodal lines are accompanied with the electron and
hole pockets that touch each other linearly at the nodal
line. SOC can gap out the Weyl nodal line, or tune to a
pair of nodal points, depending on magnetization orien-
tation. The nodal points are topological, characterized
by the pi Berry phase. Considered as a 2D descendant
of a three-dimensional Weyl node, which is described by
a massless two-band Weyl-like Hamiltonian, the nodal
point is often referred to as a 2D Weyl node. We pro-
vide symmetry analysis that offers the rationales for the
presence and protection of the nodal structure, which is
further supported by our a tight-binding theory. The
new insight from this work could lead to the discovery of
a new 2D material that allows for tunable band topology
via the magnetization.
II. METHODS
In the present study, we performed first-principles cal-
culations based on density functional theory (DFT) as
implemented in the Vienna ab initio simulation package
(VASP) 92 within the projector-augmented-plane-wave
(PAW) method 93,94. The exchange-correlation energy
was calculated within the Perdew-Burke-Ernzerholf-type
generalized gradient approximation 95. The 48 × 48 of
k-grid were sampled from the first Brillouin zone (BZ)
using the gamma-centered Monkhorst-Pack scheme 96.
The plane wave basis was constructed within the en-
ergy cutoff of 550 eV. The two-dimensional (2D) crystal
structure was approximated by placing a vacuum space
of 20 A˚ along the out-of-plane z-direction. The con-
vergence thresholds for the energy and the Hellmann-
Feynman force were set to 10−6 eV and 0.01 eV/A˚, re-
spectively. The phonon calculations were carried out
by using the Phonopy package 97. The spin-polarized
(spin-unpolarized) phononic energy spectra were calcu-
lated within the force criterion of 10−5 eV/A˚ using a
4×4×1 (6×6×1) supercell and the 6×6×1 Monkhorst-Pack
sampling of k-points. The cohesive energy of h-InC
was calculated using Ecoh = (EInC − EC − EIn)/Natoms,
where EInC, EC and EIn are the total energies of h-InC,
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FIG. 2. (a) Total energy of h-InC evaluated as a function of
the unit cell area. (Inset) Magnified view of the energy curves
near the energy minima, highlighted by a green box. (b)
Phononic energy spectra calculated under the ferromagnetic
(left) and non-magnetic (right) spin configurations.
C, and In, respectively. Natoms = 2 is the number of
atoms per unit cell. The magnetic anisotropy energy
EMAE of h-InC was calculated based on EMAE(θ, φ) =
E˜(θ, φ) − E˜(0, pi/2), where E˜(θ, φ) is the total energy
evaluated by constraining the direction of the magnetic
moments along nˆ = (sin θ cosφ, sin θ sinφ, cos θ) within
the magnetic force theorem method98,99 implemented in
VASP100. To topologically characterize the 2D Weyl
points, the Berry phases were calculated via the wannier-
ization of DFT bands using the Wannier90 101 code.
III. RESULTS AND DISCUSSION
A. Atomic structure and structural stability of
h-InC
We begin our study by delineating the crystal structure
of h-InC. Geometry optimization leads to the planar 2D
honeycomb structure shown in Fig. 1(a) with the primi-
tive unit cell comprising one InC formula unit. The space
group of h-InC is P6m2 (# 187). The generating point
group of P6m2 is isomorphic to D13h, which contains mir-
ror symmetry Mz (My) about the x-y (x-z) plane. As
shown in detail later, Mz (My) plays an important role to
protect nodal lines (nodal points) of the electronic energy
bands. The lattice constant is calculated as a = ∣a1∣ = ∣a2∣
= 3.79 A˚. Note that the nearest-neighboring C atoms are
separated by 3.79 A˚, which is much greater than the case
3of graphene (1.42 A˚). This large spacing between carbons
helps electrons localized at the C pz orbitals, thereby pro-
moting spin-polarization.
We expect that the h-InC lattice is thermodynami-
cally and kinetically stable. The reason for this follows.
First, the cohesive energy of h-InC is calculated as -
3.91 eV per atom. This value is comparable to those
of known 2D materials, such as silicene (-3.96 eV), ger-
manene (-2.6 eV)102, as well as existing monolayer tran-
sition metal dichalcogenides, including MoTe2 and WSe2
(-4 ∼ -6 eV)103–107. Moreover, the h-InC lattice forms a
local minimum in atomic configuration space as shown in
the total energy curve in Fig. 4(a), which supports that
h-InC is thermodynamically stable. In addition to the
thermodynamic stability, the kinetic stability of h-InC
is also expected from our phononic energy calculations.
Figure 2(b) shows the phononic energy spectra calculated
with and without spin-polarization. Both results produce
no negative mode, irrespective of spin-polarization, which
establish the structural stability of h-InC.
B. Magnetism of h-InC
Having discussed the atomic structure of h-InC, we
now turn to its magnetic properties. We first evidence
that h-InC has the ferromagnetic ground state. After
many trials to minimize the total energy of the system
with different spin configurations, including the coplanar
120○ antiferromagnetic configuration shown in Fig. 3(b),
we find that the ferromagnetic spin configuration in
Fig. 3(a) results in the lowest total energy. In detail, the
total energy per unit cell of the ferromagnetic state is cal-
culated as 69 meV lower per carbon atom than the non-
magnetic state [See Fig. 2(a)]. With respect to the copla-
nar 120○ antiferromagnetic spin configuration shown in
the right panel of Fig. 3(a), the energy of the ferromag-
netic state is 34 meV lower per carbon atom. As we
will show below, spins are localized at carbon atoms that
form a triangular sublattice, in which geometric frustra-
tion forbids the colinear 180○ antiferromagnetic spin con-
figuration to become a ground spin state.
We explain the ferromagnetic ground state of h-InC as
being due to the unbalanced pz electrons. As an element
in group XIII (main group III) of the periodic table, In
provides one less valence electrons than C per unit cell.
In this respect, h-InC can be viewed as In-substituted
graphene, in which one sublattice of graphene is substi-
tuted with In atoms. The In-substitution plays a role to
remove half of the pz electrons of graphene, which neces-
sitates the spin-polarization fulfilling Lieb’s magnetiza-
tion condition. Indeed, the net spin moment of the fer-
romagnetic ground state is calculated as 0.8µB per unit
cell, which is close to 1 µB that we expected from Lieb’s
theorem. Moreover, the magnetization density, shown
in Fig. 3(c), shows that a large amount of spins are lo-
calized at the carbon sites, which indicate that carbon
atoms mainly contribute to the spin moment. The cross-
sectional views of the magnetization density in Fig. 3(d)
further reveal that the magnetization density originates
from the electrons in the carbon pz orbitals, featuring
the pz orbital characters. Therefore, carbon-based mag-
netism is considered to be at the heart of the magnetism
of h-InC.
In the presence of SOC, h-InC exhibits a weak mag-
netocrystalline anisotropy of an easy-plane type. Fig-
ure 3(e) shows the magnetic anisotropy energy EMAE of
h-InC evaluated as a function of the azimuth angle θ mea-
sured from the out-of-plane axis and the horizontal az-
imuth angle φ measured on the basal plane [See inset of
Fig. 3(f)]. The result shows that EMAE has the minimum
at θ = pi/2 with a negligible dependence on φ, thus lead-
ing to the formation of (0001) easy plane and in-plane
isotropic. The (out-of-plane) hard axis energy is amount
to 0.4 meV, as shown in Fig. 3(f). The in-plane isotropy
could make the ferromagnetic phase susceptible to ther-
mal fluctuation108 and correspondingly difficult to realize
a 2D magnet at finite temperature using h-InC.
C. Electronic structure of h-InC
1. Electronic band structure and PDOS without SOC
Having predicted the existence of a new 2D magnetic
material, we turn to the characterization of its electronic
structure. It is readily noticed that h-InC is a spin-
polarized metal from its electronic energy band struc-
ture presented in Fig. 4(a). The Fermi level (E = 0) in-
tersects with the spin-polarized energy bands. Notably,
the largest spin-splitting occurs between the C pz bands
that correspond to the energy bands containing the two
highest occupied energy levels at the Γ point, depicted
by dashed lines in Figs. 4(a) and 4(b). The projected
density of states (PDOS) in the right panel of Fig. 4(a)
further reveal that these energy bands mainly consist of
the C pz orbitals, giving rise to the strong PDOS peaks
at E = −0.430 eV from the spin-up band and at E = 1.161
eV from the spin-down band. As expected, these C pz
bands have relatively a narrow bandwidth within ∼1.8
eV, reflecting the hindered electron hopping between the
C pz orbitals due to the interstitial In atoms.
The PDOS further reveal that all the other energy
bands except the C pz bands near the Fermi level consist
of the s, px, and py orbitals from both C and In atoms.
In detail, the bonding states of the s orbitals are located
deep inside the occupied region of the energy bands near
E = -10 eV, whereas the anti-bonding states of the s-
orbitals are placed above the Fermi level near E = 1.43
eV and 1.9 eV at the Γ point. In addition, the strong
PDOS peaks appear right below the Fermi level, con-
tributed from the px and py orbitals of both C and In as
well as with a sizable contribution from the In and C s
orbitals. This indicates that σ bonds are formed between
the sp2-type orbitals of In and C. Hereafter we refer to
these bands as sp2 bands. Note that the sp2 (pz) bands
4x
y
z x
y
zx
y
z
(a) (b)   (c)   
(f)
x
y
z
Θ
φ
 
0
1
4
3
2
0 60 120 180 240 300 360
0 30 60 90
φ [degree]
Θ [degree]
E M
AE
 [1
0-
4  e
V
]
(e)
x
y
z
5
4
3
2
1
0
EMAE [10-4 eV]  Θ ( φ = 0 )
φ ( Θ = 90)
(d)
0
3
10
-3
 e/
 Å
3
10-4 10-3
10-2
10-3
10-4
S2
z
S1
z
FM (ground state)
S2
S1
FIG. 3. (a) Ferromagnetic spin configuration aligned along the in-plane y-direction. The corresponding unit cells are represented
by green-dashed rhombuses. (b) Coplanar 120○ spin configuration. (c) Magnetization density isosurface at n↑(r) − n↓(r) =
0.001 e/A˚3. (d) Cross-sectional views of the magnetization density plotted along the S1 (top panel) and S2 (bottom panel)
green-dashed lines introduced in (c). (e) Uniaxial magnetocrystalline anisotropic energy EMAE drawn in polar coordinates
(r, θ, φ), where r = EMAE(θ, φ). (f) Uniaxial magnetocrystalline anisotropic energy curves EMAE = EMAE(θ, φ) evaluated as a
function of θ at φ = 0 (blue) and as a function of φ at θ = pi/2 (green), respectively. Inset illustrates the parametrization of spin
orientation in terms of the azimuth angle θ measured from the out-of-plane axis and the horizontal azimuth angle φ measured
on the basal plane. The red arrow represents spin orientation nˆ = (sin θ cosφ, sin θ sinφ, cos θ) in real space.
are symmetric (anti-symmetric) under the mirror opera-
tion Mz, as they are formed from the s, px, and py (pz)
orbitals.
Node (mz, sz) (mz, sz) nodal line
A (+ , −) (+ , +) Type-II
B (+ , −) (− , −) Type-I
C (+ , +) (− , +) Type-I
D (+ , −) (− , −) Type-I
E (+ , +) (− , +) Type-I
F (+ , +) (− , −) Type-I
G (+ , −) (− , +) Type-I
H (+ , +) (− , −) Type-I
I (+ , −) (− , +) Type-I
TABLE I. Mirror (mz = ±1) and spin (sz = ±1) eigenvalues for
the energy bands without SOC that form the corresponding
nodes defined in Fig. 4(b). The second (third) column lists
the symmetry eigenvalues for the bands that are located on
the left upper (lower) side of the node in Fig. 4(b). The type-I
and type-II classification of the Weyl nodal lines is listed in
the fourth column.
The energy bands with different mirror eigenvalues
(mz = ±1) can cross each other without opening a band
gap as shown in Figs. 4(a) and 4(b). A mirror + band
(mz = +1, solid line) intersects with a mirror − band
(mz = −1, dashed line). Similarly, the energy bands with
different spin states (sz = ±1) can also overlap each other
without opening a band gap; a spin-up band (sz = +1, col-
ored by red) crosses a spin-down band (sz = −1, colored
by blue). Thereby, the mirror and spin-rotational SU(2)
symmetries independently protect the nodal structure of
the energy bands, and all the band crossings in Fig. 4(c)
are explained based on the mirror and spin eigenval-
ues. For example, protected by mirror symmetry Mz, the
band crossings at B, C, D, and E in Fig. 4(c) are formed
from the energy bands with the same spin state. Table I
lists the mirror and spin eigenvalues for the bands that
form the nodal points that are introduced in Fig. 4(b).
2. Weyl nodal lines and Fermi surface topology
Being preserved independently without SOC, the mir-
ror Mz and spin-rotational SU(2) symmetries are global
symmetries in momentum space in the sense that they
are respected at any k point of the entire BZ. Therefore,
the occurrence of band crossings that we found from the
band structure signals the existence of one-dimensional
nodal lines in the 2D BZ. A close inspection has found
multiple nodal lines, such as shown in Fig. 4(d). No-
tably, the nodal line that contains the band crossing A
in Fig. 4(c) is of a unique type, referred to as a type-II
nodal line formed from the energy bands that have the
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same band velocities along the nodal lines88,90. Note that
the pz (sp2) bands have a positive (negative) band cur-
vature at Γ. While conventional type-I nodal lines are
formed dominantly from overlapping one pz band and
one sp2 band, a type-II nodal line coexists, formed from
the overlapping two sp2 bands in the energy range from
0.345 eV to 0.348 eV.
We find a contrasting behavior between the type-I and
type-II nodal lines, featured in the Fermi surface geom-
etry. In the type-I case, an alternating chain of electron
and hole pockets appears such that the position of the
nodal line is placed inside the chain; in contrast, in the
type-II case, a chain of electron and hole pockets occurs
avoiding the position of the nodal line. Note that in both
cases, the electron and hole pockets exist and touch each
other linearly at the nodal line. Figures 5(a) and 5(d)
illustrate the Fermi surface diagrams at E = −0.238 eV
and E = 0.346 eV, where type-I and type-II nodal lines
occur, respectively. They demonstrate that the nodal
line that is represented by a dashed line in Fig. 5(b) [(e)]
is located at the interior (exterior) part of the area sur-
rounded by the Fermi surfaces that are represented by
solid contours. Note that the Fermi surfaces are warped
hexagonally around the Γ point. The hexagonal warping
is more prominent in the type-I nodal line in Fig. 5(b)
than the type-II nodal line in Fig. 5(e), which is due to
the type-II nodal line residing closer to the Γ point.
We propose the contrasting geometry of the Fermi sur-
faces as a generic feature of the type-I and type-II nodal
lines in two dimensions, originated from the hexagonal
warping and the different signs of the band velocities.
To demonstrate this, we plot the energy bands in mo-
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mentum space along the Γ−A, Γ−B, and Γ−C lines in
Fig. 5(c). We first notice that the energy disperses along
the nodal line due to the hexagonal warping. The fig-
ures show that the band crossing on the Γ − A (Γ − C)
line is shifted down (up) in energy with respect to the
Fermi energy (E = −0.238), forming an electron (hole)
pocket, whereas the band crossing point occurs at the
Fermi energy on Γ−B. Thus, from Γ−A to Γ−C through
Γ−B, the electron pocket is reduced to the crossing point,
and evolves to the hole pocket. Meanwhile, the different
signs of the band velocity necessitates the occurrence of
the crossing points in the inner area of the two Fermi
surfaces. Similarly, from Γ −D to Γ − F through Γ − E
for the Fermi surfaces at E = 0.346 eV, where the type-
II nodal line occurs [See Fig. 5(e).], an electron pocket
evolves to a hole pocket via a band crossing point. Note
that the weaker warping of the energy bands results in
a weaker energy dispersion along the type-II nodal line
with respect to the type-I nodal line. Moreover, unlike
the type-I case, in the type-II case, the same sign of the
band velocities necessitate the occurrence of the type-II
crossing points in the outer area of the two Fermi surfaces
as illustrated in Fig. 5(f). These contrasting patterns of
the Fermi surfaces are intrinsic to the very definition of
the type-I/type-II classification, done based the band ve-
locities, thus characterizing the types of the nodal lines
in two dimensions. We expect that the characteristic fea-
ture should be observable in h-InC as in the case of topo-
logical nodal lines in three dimensions 109–115 and type-II
Weyl nodes in topological semimetals 116–118.
3. Effect of spin-orbit coupling
In general, SOC couples the spin and orbital sectors
of the Bloch states, such that the nodal lines that we
found without SOC can be annihilated. The nodal lines
only survive when they are protected by a global sym-
metry that is respected in the entire BZ even in the pres-
ence of SOC. An example is the mirror symmetry with
respect to the basal plane Mz, which is preserved only
when spins are colinearly aligned along the out-of-plane
z-direction when including SOC. In this particular case of
spin configuration, the nodal lines can survive when they
are formed from the energy bands with distinct mirror
eigenvalues. Inclusion of SOC necessitates the definition
7Node (mz, sz) µz (mz, sz) µz SOC gap(eV) Nodal line
A (+ , −) − (+ , +) + − Type-II
B (+ , −) − (− , −) + − Type-I
C (+ , +) + (− , +) − − Type-I
D (+ , −) − (− , −) + − Type-I
E (+ , +) + (− , +) − − Type-I
F (+ , +) + (− , −) + 0.11 −
G (+ , −) − (− , +) − 0.06 −
H (+ , +) + (− , −) + 0.07 −
I (+ , −) − (− , +) − 0.05 −
TABLE II. Mirror and spin eigenvalues. The mirror mz = ±1
and spin sz = ±1 eigenvalues are evaluated from the non-
SOC calculations for the corresponding nodes that were found
without SOC. The mirror eigenvalues µz = ±i are evaluated
from the SOC calculations with the fixed spin orientation
along the out-of-plane z-direction. The third (fifth) column
lists the mirror eigenvalues of the band that appears on the
left top (left bottom) side of a crossing or an anti-crossing in
Fig. 6(a).
of a new mirror quantum number µz =mzsz = ±i capable
of protecting the band crossings. Some nodal lines indeed
survive in our first-principles calculations calculated by
constraining the spin orientation along the out-of-plane
z direction as shown in Fig. 6(a). While the nodal lines
that contain the crossings A, B, C, D, or E survive [See
Fig. 4(b) and Fig. 6(a)], the other nodal lines that contain
F, G, H, or I are gaped out by including SOC. These re-
sults are in good agreement with the calculated mirror
eigenvalues of the corresponding band, listed in Table II.
In contrast to the out-of-plane spin-polarization, when
spins are aligned uniaxially along an in-plane direction,
which is the energetically most favored, the nodal lines
are expected to disappear, except for the case where
spins are all aligned along y-direction. In this particular
case, the My mirror-symmetry is preserved and the nodal
lines that we found without SOC are tuned to 2D Weyl
points, residing along the My mirror symmetric Γ −M1
line (ky = 0). The DFT band structure in Fig. 6(b), which
is calculated by constraining spins along the y-direction,
exhibits the Weyl points at B1, C1, and H1 along the
My-invariant M1 − Γ line. In contrast, all the nodes in
the Γ −M2 line, where Mz is broken, open a gap. We
note that the Weyl points are topological in the sense
that they carry the Berry phase pi. We confirmed that
the Weyl point B1 gives rise to the Berry phase pi when
calculated along the closed path of radius 0.0038 A˚−1 that
encircles B1.
4. Tight-binding theory of h-InC
Finally, we construct a tight-binding theory that de-
scribes the s and p-orbitals of C and In of h-InC. These
orbitals are responsible for the electronic structure of h-
InC near the Fermi energy. The underlying interactions
that give rise to the low-energy band structure obtained
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FIG. 6. SOC band structures of h-InC with different spin
orientations. (a) Spins are constrained to the out-of-plane z
direction. The gray-boxed region is magnified on the right
panel. (b) Spins are constrained to the in-plane y-direction.
The gray-boxed region is magnified on the bottom panel. The
red-dashed circles (blue-dashed boxes) indicate the crossing
(anti-crossing) points. (c) High-symmetry k points of the 2D
BZ. The sky-blue dashed line at ky = 0 is My invariant, where
the Weyl points appear. The location of the Weyl points
(labeled by B1) is marked with a Weyl cone.
from the first-principles calculations can essentially be as-
cribed to 1) the kinetic energy term H0, contributed from
both the nearest and next-nearest neighbor hopping of
the valence electrons, 2) on-site energy term Hon−site for
both the electrons that are bound to each sublattice, 3)
the effective Zeeman term HZeeman, which is constructed
to discern the sites and the spins, and 4) the SOC termHSOC, summarizingH =H0 +Hon−site +HZeeman +HSOC, (1)
8where H0 = ∑
j,j′,l,l′ ∑⟨r,r′⟩ tll′1 cˆ†jlα(r) cˆj′l′α(r′)+ ∑
j,l,l′ ∑⟪r,r′⟫ t2,j cˆ†jlα(r) cˆjl′α(r′),Hon−site = ∑
α
∑
j,l,r
∆lj cˆ
†
jlα(r) cˆjlα(r),
HZeeman = −∑
α,β
∑
j,l,r
(Blj ⋅ s)αβ cˆ†jlα(r) cˆjlβ(r),
HSOC = ∑
α,β,r
i λ sαβ ⋅ cˆ†jα(r) × cˆj′β(r).
Here, l and j describe the orbital and sublattice in-
dices, respectively. α and β represent spin states, respec-
tively. t1 and t2 are hopping parameters for the near-
est and the next nearest neighbor hopping, respectively.HZeeman describes the site-dependent Zeeman splitting
for pz bands and sp2 bands. In the SOC HamiltonianHSOC, Lj = i εjkl is the orbital angular momentum in
the p-orbital basis. cˆjα(r) describes the p-orbitals for
spin α and sublattice j.
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FIG. 7. DFT and tight-binding (TB) electronic energy band
structures with SOC. The DFT (TB) bands are colored by
gray (red). The spin orientation is set to the out-of-plane z-
direction. The following set of parameters are used for the
tight-binding band structure: ∆sC = -5.69 eV, ∆
s
In = -0.99
eV, ∆
px,y
C,In = 3.31 eV, ∆
pz
C = -0.62 eV , ∆
pz
In = 2.62 eV , Vssσ
= -1.5 eV, Vspσ = 2.4 eV , Vppσ = 2.8 eV, Vpppi = -1.0 eV,
BpzC = 0.8 eV, B
pz
In = 0 eV, B
px,y
C = 0.19 eV, B
px,y
In = 0 eV,
tpz1 = 1.0 eV, t2,C = 0.1 eV, t2,In = 0.01 eV, λ = 0.034 eV.
Figure 7 shows the calculated tight-binding bands com-
pared with the DFT bands, where the effective Zeeman
field is applied along the out-of-plane z-direction. We
find that the next nearest-neighbor hopping between pz-
orbitals is indispensable for reproducing hexagonal warp-
ing of the Fermi surface. The hexagonal warping results
in the dispersion of energy along the nodal lines, allow-
ing for the formation of the electron and hole pockets.
The energy bands nicely reproduce the essential features
of the first-principles results, especially the nodal struc-
ture. The symmetry analysis is also in good agreement
with the first-principles results, which supports that our
symmetry analysis is valid.
IV. CONCLUSION
In summary, we have performed first-principles cal-
culations to investigate the atomic, magnetic, and elec-
tronic structures of monolayer hexagonal indium carbide
(h-InC), which realizes a stable ferromagnetic nodal-line
metal. Without spin-orbit coupling, we found that dou-
bly degenerate nodal lines are formed from spin-polarized
bands. Both the type-I and type-II nodal line coexist,
each of which is characterized by a distinctive pattern
of the Fermi surface geometry. In the presence of SOC,
an easy-plane type magnetocrystalline anisotropy arises
for the ferromagnetic state. In addition, SOC provided
an opportunity to tune the nodal lines to the topological
Weyl points via the engineering the direction of spin-
polarization, which might be potentially useful for the
future device related with spins. Moreover, the unique
Fermi surface topology, accompanied by the coexisting
type-I and type-II nodal lines, can give rise to interesting
consequence related with quantum oscillations.
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