A II 1 factor M has the stable single generation (SSG) property if any amplification M t , t > 0, can be generated as a von Neumann algebra by a single element. We discuss a conjecture stating that if M is SSG, then M has a tight decomposition, i.e., there exists a pair of hyperfinite II 1 subfactors R 0 , R 1 ⊂ M such that R 0 ∨ R op 1 = B(L 2 M). We explain why this conjecture is interesting and discuss possible approaches to settle it. We also prove some related results.
Introduction
It has been recently conjectured in (5.1(b) in [P18] and 7.2 in [P19] ) that if a II 1 factor M is stably single generated (abbreviated hereafter as SSG), i.e., if M t is single generated as a von Neumann algebra for any t > 0, then M has an R-tight decomposition, meaning that it contains hyperfinite subfactors R 0 , R 1 ⊂ M such that R 0 ∨ R op 1 = B(L 2 M ). A weaker conjecture in (5.1(a) of [P18] ) states that if M is SSG then it admits a properly infinite R-pair, i.e., hyperfinite subfactors R 0 , R 1 ⊂ M so that R 0 ∨R op 1 is a properly infinite von Neumann algebra in B(L 2 M ). One can easily see that if M has non-trivial fundamental group, F (M ) = 1, then M is SSG if and only if it is finitely generated. Thus, since the II 1 factor L(F ∞ ) of the free group with infinitely many generators F ∞ has non-trivial fundamental group by [V88] (in fact one even has F (L(F ∞ )) = R + by [R91] ), if L(F ∞ ) would be finitely generated and the implication "SSG ⇒ R-tight" holds true, then L(F ∞ ) would follow R-tight, contradicting a result in ([GP98] ). More precisely, the result in [GP98], whose proof is based on Voiculescu's major breakthrough techniques and Supported in part by NSF Grant DMS-1700344 and the Takesaki Chair in Operator Algebras Typeset by A M S-T E X 1 free entropy theory in ( [V96] ), shows that if M = L(F n ), 2 ≤ n ≤ ∞, then M is not weakly thin, meaning that one cannot find two AFD subalgebras B 0 , B 1 ⊂ M and X ⊂ L 2 M finite such that spB 0 XB 1 is dense in L 2 M . In particular, there exists no pair of hyperfinite factors R 0 , R 1 ⊂ M so that R 0 ∨ R op 1 ⊂ B(L 2 M ) admits a finite cyclic set. But if R 0 ∨ R op 1 = B(L 2 M ) then any non-zero vector in L 2 M is cyclic. Even if R 0 ∨ R op 1 is merely properly infinite, it always has a cyclic vector (see e.g., [D57] , [S71] ).
So if true, these conjectures would imply that L(F ∞ ) cannot be generated by finitely many elements (which is what one calls being infinitely generated). By (Corollary 4.7 in [R92] ), this in turn would imply that the free group factors L(F n ), 2 ≤ n ≤ ∞, are all non-isomorphic.
The above conjectures have been triggered by a result in [P18] , showing that any separable II 1 factor M has a coarse decomposition, in the sense that there exist embeddings of the hyperfinite II 1 factor, R 0 , R 1 ֒→ M , such that R 0 ∨ R op 1 is finite (thus isomorphic to R 0 ⊗R op 1 ). More precisely, they were motivated by the method we used to prove this result: the coarse pair of hyperfinite II 1 subfactors R 0 , R 1 in M is constructed recursively, as inductive limits of dyadic finite dimensional factors R 0,n ր R 0 , R 1,n ր R 1 , so that at each step n more and more of the vectors in a countable dense subset L ⊂ L 2 M implement asymptotically a specific type of state on R 0,n ⊗ R 1,n , namely the trace τ ⊗ τ .
It is reasonable to believe that one can make this "iterative construction with constraints" so that all the vectors in L ⊂ L 2 M implement asymptotically states that "stay away" from τ ⊗ τ . However, for certain factors this is not possible: one can easily deduce from (Theorem 4.2 in [GP98] ) that if M is a free group factor then any choice of an increasing sequence of dyadic factors R 0,n , R 1,n ends up producing a pair of hyperfinite factors R 0 , R 1 ⊂ M with R 0 ∨ R op 1 having a coarse part (see Theorem 2.9 below). In other words, no matter what one does, some of the vectors in L 2 M will necessarily implement τ ⊗ τ on R 0 ∨ R op 1 , making it impossible for R 0 ∨ R op 1 to be properly infinite. To escape this "coarseness trap", the iterative construction should thus take into account "special properties" that M may have. The above conjectures come from our strong belief that the SSG property of M is enough to insure that one can build iteratively a pair of hyperfinite factors R 0 , R 1 ⊂ M so that R 0 ∨ R op 1 is properly infinite, in fact even tight.
Our purpose in this paper is to discuss in more details these conjectures and the properties involved, especially tightness and SSG, and prove some related results.
Thus, in Section 2 we fix some terminology about bimodule decompositions of II 1 factors M over pairs of hyperfinite subfactors R 0 , R 1 ⊂ M (respectively over a hyperfinite subfactor R ⊂ M ), according to the type and other properties of the von Neumann algebra R 0 ∨ R op 1 ⊂ B(L 2 M ) (respectively the type of R ∨ R op on L 2 (M ⊖ R)): finite/coarse, with its corresponding multiplicity (coupling constant); factorial but properly infinite, with its subclasses by type (I, II ∞ , III λ , 0 ≤ λ ≤ 1). We provide examples and prove some basic criteria. We formulate problems, underlying the idea that the study of R-bimodule decomposition properties of a II 1 factor is both interesting and non-trivial, that's worth investigating in its own right. In Section 3 we concentrate on tight decompositions of a II 1 factor M , proving some criteria and giving examples.
In Section 4 and 5 we discuss the SSG property for II 1 factors. We notice that SSG has good permanence properties, being closed to crossed products, quasiregular inclusions, finite index restrictions/extensions, inductive limits, etc. These properties are immediate consequences of results in ([Sh05] , [DSSW07] ), but we give a different, self-contained treatment, for the reader's convenience. In particular, we provide a short argument to a result in ([DSSW07] ), showing that if one denotes by ng(M ) ∈ [2, ∞] the minimal number of self-adjoint elements that can generate the II 1 factor M , then either ng(M t ) = ∞ for all t > 0, or ng(M t ) = O(t −2 + 1) (note that this shows that if lim inf t→0 t 2 ng(M t ) = 0 then M is SSG). More precisely, we use Voiculescu's "efficient counting" of generators for M 1/k from the ones of M in ( [V88] ), to show that ng(M ) ≤ n if and only if ng(M 1/k ) ≤ (n − 1)k 2 + 1.
In the last Section 6 we discuss various possible strategies for constructing Rtight decompositions, or more generally properly infinite R-decompositions, from the SSG property. We also formulate a number of problems.
For general notations and basic facts about II 1 factors that we use in this paper, we refer the reader to ([AP17] , [P18] ). As usual, we use the notation R to designate the hyperfinite II 1 factor R = (M 2 (C), tr) ⊗∞ , which is the unique (separable) AFD II 1 factor ([MvN43]), in fact even the unique amenable II 1 factor ([C76]). But we will mostly give this notation a generic meaning, as the adjective "hyperfinite" (for instance an R-pair, means a pair of hypefinite II 1 factors).
Bimodule decomposition of II 1 factors
We fix here some terminology about the decomposition of a given II 1 factor M as a Hilbert bimodule over its subfactors. We are interested in two such cases: viewing M as a bimodule Q L 2 M Q over a single subfactor Q ⊂ M , and as a bimodule Q L 2 M P over a pair of subfactors Q, P ⊂ M . We will distinguish these bimodules by properties (such as type) of the von Neumann algebra Q ∨ Q op , respectively Q ∨ P op , generated in B(L 2 M ) by the operators of left and right multiplication by Q, respectively left multiplication by Q and right multiplication by P . Since we always have Q L 2 M Q = L 2 Q ⊕ L 2 (M ⊖ Q), with the projection e Q lying in the center of Q ∨ Q op and Q ∨ Q op e Q = B(L 2 Q), these properties (such as coarseness) will actually refer to the "interesting part" Q L 2 (M ⊖ Q) Q .
We will denote by (
We are particularly interested in the case when Q ∨ Q op and Q ∨ P op are homogeneous von Neumann algebras (the former on L 2 (M ⊖ Q)), of either finite of properly infinite type. One should note that since Q, P are II 1 factors, the finite part (Q ∨ Q op ) f in , resp. (Q ∨ P op ) f in , is in fact a II 1 factor of the form Q⊗Q op , resp. Q⊗P op . So finite homogeneous means Q ∨ Q op (1 − e Q ) ≃ Q⊗Q op , resp. Q∨P op ≃ Q⊗P op , which in the terminology of ([P18]) amounts to Q being coarse in M , resp. Q, P being a coarse pair in M . If this is the case, then we call the coupling
, the multiplicity of the coarse embedding Q ⊂ M , resp. of the coarse pair Q, P ⊂ M , and denote it c(M ; Q, Q), resp c(M ; Q, P ). So apriori, this is a number in [0, ∞]
If Q ⊂ M (resp. Q, P ⊂ M ) is coarse with Q (resp. Q, P ) hyperfinite, then we call it an R-coarse subfactor (resp. an R-coarse pair), or that it gives an R-coarse decomposition of M (resp. R-coarse pair decomposition of M ).
The
is a properly infinite von Neumann algebra. Note that this is equivalent to these bimodules having no coarse part. Such a properly infinite bimodule decomposition is of type I, II ∞ , III, if Q ∨ Q op , resp. Q ∨ P op , is of type I, II ∞ , III, adding factorial when this algebra is a factor. In case Q∨Q op (resp. Q∨P op ) is a factor of type III λ , 0 ≤ λ ≤ 1, we say that Q ⊂ M (resp. Q, P ⊂ M ) gives a III λ -factorial decomposition of M .
We also single out the case when Q ∨ Q op ⊂ B(L 2 (M ⊖ Q))), resp. Q ∨ P op ⊂ B(L 2 M ), is cyclic, meaning that it has a cyclic vector. Note that if Q, P ≃ R and the cyclic vector is1 ∈ L 2 M , then the terminology used in ([P94] , [P97] , [GP98]) is that M is a thin factor.
Note that a pair Q, P ⊂ M is cyclic if and only if the finite part of Q ∨ P op ⊂ B(L 2 M ) is cyclic, a condition that's equivalent to having multiplicity (or coupling constant) ≤ 1. In particular, if Q, P give a properly infinite decomposition of M , then it is automatically cyclic (see e.g., [S71]). However, as we will see in (Example 2.2.4 • and Corollary 2.3), a II 1 factor M may have a cyclic R-coarse pair decomposition but is nevertheless non-amenable, even non-Gamma.
A pair of hyperfinite subfactors R 0 , R 1 ⊂ M gives a weakly R-thin decomposition of M is there exists a finite set X ⊂ L 2 M such that [R 0 XR 1 ] = L 2 M . Note that this condition is equivalent to the fact that the coupling constant of (R 0 ∨ R op 1 ) f in is finite (namely majorized by |X|).
The next result shows that if R 0 , R 1 ⊂ M is an R-bimodule decomposition of M , then all the characteristics of this decomposition (like type, multiplicity) do not depend on the individual unitary conjugacy class of R 0 and R 1 , nor on taking amplifications R t 0 , R t 1 ⊂ M t by t > 0, where the meaning of the amplification by a non integer t > 0 of an inclusion of II 1 factors is, as usual, viewed modulo unitary conjugacy of the subfactor.
2.1. Lemma. Let M be a II 1 factor and R 0 , R 1 ⊂ M a pair of hyperfinite subfactors.
gives the support of the finite part of R 0 ∨R op 1 . Note that with these notations, the coupling constant of (R 0 ∨ R op 1 ) f in is equal to n − 1 + τ (p). Note also that due to the factoriality of the finite part R f in ≃ R 0 ⊗R op 1 (which we already used to take p ∈ R 0 ), one can assume q ∈ R 0 commutes with p and satisfies τ (pq) = τ (p)τ (q).
Note that the support q p f in of the finite part of
. This shows that the coupling constant of R p f in is equal to n − 1 + τ p (q) = n − 1 + τ (q). 2.2. Corollary. Let M be a II 1 factor and R 0 , R 1 ⊂ M a pair of hyperfinite II 1 subfactors. Then the type of the corresponding R 0 − R 1 bimodule decomposition of M and the coupling constant of (R 0 ∨ R op 1 ) f in do not depend on the unitary conjugacy classes of R 0 , R 1 , nor on taking amplifications
In particular, if R 0 , R 1 give a coarse, respectively properly infinite, decomposition of M , then R t 0 , R t 1 give a coarse, respectively properly infinite, decomposition of M t , ∀t > 0, which in the coarse case has the same multiplicity, ∀t > 0.
Proof. If 0 < t ≤ 1, then all statements are direct consequences of Lemma 2.1. Moreover, by applying Lemma 2.1 to M k (R 0 ), M k (R 1 ) ⊂ M k (M ) and t = 1/k, one obtains that the statement holds true for t = k an integer as well. Combining with the case t ≤ 1, it follows that it actually holds true ∀t > 0.
Examples
Q is a free action of a countable group and M = Q ⋊ Γ, then Q ∨ Q op ⊂ B(L 2 (M ⊖ Q)) of type I ∞ with atomic center, and cyclic.
is also a coarse pair in M , and its multiplicity is equal to [Q : Q 0 ][P : P 0 ]. So by [J82] , the multiplicity of a coarse pair can take any value in the set {4 cos 2 π/n | n ≥ 3} ∪ [4, ∞]. But we have no example where the multiplicity is less than 1, or in the remaining range above 1.
3 • If M is a non-prime II 1 factor of the form Q 1 ⊗P 1 and P 0 ⊂ P 1 is an irreducible subfactor, then Q = Q 1 ⊗P 0 , P = 1 ⊗ P 1 is a II ∞ factorial pair (thus also cyclic).
are all factors (which happens if either the group involved is ICC and the action is ergodic on the center of the algebra it acts on, or if the action is free ergodic). Then M = B ⋊ Γ is a II 1 factor and Q = B 1 ⋊ H, P = B 0 ⋊ Γ 0 ) is a cyclic pair of subfactors.
If in addition H ∩ Γ 0 = {e} and B 0 ⊥ B 1 , then the pair (Q, P ) coarse. Note that by (Remark 1.8 in [GP98]), one can take Γ non-amenable with H, Γ 0 amenable Γ 0 ∩ H = {e}. More precisely, if one takes k be the field of all algebraic real numbers and Γ = P SL(2, k), then Γ is ICC non-inner amenable which contains the subgroups H = SO(2, k) = {u ∈ Γ | u t u = 1}, Γ 0 the upper triangular matrices in Γ, and we have indeed Γ = HΓ 0 , Γ 0 ∩ H = {1}, with H abelian, Γ 0 amenable ICC. Thus, if one takes Γ B = spB 0 B 1 to be any free action on an AFD algebra which has the above properties, with
We have thus shown:
2.4. Corollary. There exists a non-Gamma II 1 factor M that contains hyperfinite subfactors Q, P ⊂ M such that Q ⊥ P and spQP is 2 -dense in M . In other words, M has an R-coarse pair decomposition of multiplicity 1.
2.5. Proposition. Let Q ⊂ M be a hyperfinite subfactor of the II 1 factor M and L ⊂ L 2 (M ⊖ Q) a set of unit vectors that's dense in the set of unit vectors of L 2 (M ⊖ Q). Then following conditions are equivalent:
Proof. Condition 2 • is clearly equivalent to 3 • and 1 • is just a reformulation of 2 • (exercise!).
2.6. Proposition. Let Q, P ⊂ M be hyperfinite subfactors of the II 1 factor M . Let also L ⊂ L 2 M be a set of unit vectors that's dense in the set of unit vectors of L 2 M . Then following conditions are equivalent:
Proof. The proof is the same as for Proposition 2.3: again, 2 • is easily seen to be equivalent to 3 • while 1 • is just a reformulation of 2 • .
2.7. Proposition. Let M be a separable II 1 , Q, P ⊂ M subfactors and L ⊂ L 2 M a set of unit vectors that's dense in the set of unit vectors of L 2 M . The following conditions are equivalent:
Proof. Exercise.
2.8. Remarks. 1 • One can show that the hyperfinite II 1 factor R admits factorial bimodule decompositions of any type I, II 1 , II ∞ , III λ , 0 ≤ λ ≤ 1, both over a single subfactor, and over a pair of subfactors. Moreover, for coarse decompositions of M = R, we can obtain any multiplicity in the "Jones' range" {4 cos 2 π/n | n ≥ 3} ∪ [4, ∞]. However, as we mentioned before, it remains as an open problem whether the values left out, i.e., (0, 1) ∪ (1, 4) \ {4 cos 2 π/n | n ≥ 3}, can be realized or not. The problem of finding the set of all possible values of multiplicitities of R-coarse decompositions of II 1 factors is very interesting, both for a specific factor M (so viewed as an invariant and as symmetry question for M ), and for the totality of all II 1 factors. One would expect that any number that can be realized as the multiplicity of some R-coarse decomposition of a II 1 factor M , can also be realized as the multiplicity of coarse bimodule decomposition of M ≃ R. 2 • It may be true that if M has a properly infinite R-bimodule decomposition, then it has properly infinite R-bimodule decompositions of any type. 3 • Given a II 1 factor M , the set of possible types that can appear as homogeneous (or even factorial) R-bimodule decompositions of M (over a single copy of R, or over an R-pair) may be an interesting invariant to study for M .
The only case where one knows to completely calculate this invariant are the free group factors and their amplifications, M = L(F t ), 1 < t ≤ ∞ (Dykema-Radulescu interpolated free group factors [R92] , [Dy93] ), for which any homogeneous R-bimodule decomposition is coarse with infinite multiplicity. More generally, one has the following consequence of 2.2 above and (Theorem 4.2 in [GP98]):
Choose s so that n = (t − 1)s −2 + 1 is an even integer satisfying n/2 − 1 ≥ c + 2. It follows that there exists a finite set X ⊂ L 2 M such that |X| ≤ n/2 − 1 and [R 0 XR 1 ] = L 2 M . But this contradicts (Theorem 4.2 in [GP98]).
Tight decomposition of II
If P ⊂ M is a given subfactor and Q ≃ R is a hyperfinite subfactor of M with the property that Q, P is tight, then we also say that Q is a R-tight complement of P .
If M has a tight decomposition Q, P ⊂ M with both Q and P hyperfinite II 1 factors, then we say that Q, P is an R-tight decomposition of M , and that M is an R-tight factor (or simply a tight factor).
3.2. Proposition. Let M be a II 1 factor and Q, P ⊂ M a pair of subfactors with the property that spQP is
Proof. The argument is the same as the proof of (Proposition 2.2 in [GP98]), where this statement is being proved in the case Q, P are hyperfinite.
Examples
has trivial relative commutant in M = B ⋊ Γ, while by 2.2.3 • we already know that QP is total in M , so Proposition 3.2 applies. If in addition H is amenable and B is AFD, then Q is an R-tight complement of P in M . So if Γ 0 is amenable as well, then Q, P gives an R-tight decomposition of M . 2 • Let Q ⊂ P be an extremal inclusion of II 1 factors with finite index and T ⊂ S its associated symmetric enveloping inclusion of II 1 factors, as defined in [P94] . Thus, S is generated by commuting copies of P, P op and by a projection e of trace [P : Q] −1 that implements at the same time the expectation of P onto Q and of P op onto Q op , while T is generated by P, P op . Then there exists a choice of a tunnel-tower for Q ⊂ P, Q op ⊂ P op , as in [P97] , such that the corresponding enveloping factors P ∞ , P op ∞ ⊂ S have the property that (P ∞ ∩ P op ∞ ) ′ ∩ S = C. By Proposition 3.2, this shows that P ∞ , P op ∞ provide a tight decompositionof S, which is R-tight when P is hyperfinite.
Also, if P is hyperfinite and the standard graph Γ Q⊂P is ergodic (i.e., P ′ ∩ P ∞ is a factor, for instance if Γ Q⊂P = A ∞ ), then P ∞ and T = P ∨ P op provide a tight decomposition of S as well, which is hyperfinite whenever P ≃ R.
3 • More generally, let Q ⊂ P andQ ⊂P be extremal inclusions of factors with the same standard invariant, G Q⊂P = GQ ⊂P , and denote by T ⊂ S its associated enveloping inclusion of II 1 factors, obtained by taking the "concatenated product" of the two subfactors, as defined in (Remark 2.5.1 • in [P97] ). Thus, S is generated by commuting copies ofP , P op and a projection e of trace λ = [P : Q] −1 = [P :Q] −1 implementing both the expectation ofP ontoQ and of P op onto Q op , and with T =P ∨ P . Then there exists a choice of Jones λ-projections {e n } n∈Z ⊂ T with e 0 = e, e n ∈P for n < 0 and e n ∈ P op for n > 0, such that:P n =P ∩ {e 0 , ..., e n } ′ , n = −1, −2, ..., gives a tunnel forQ ⊂P withP −1 =Q; P op −n = P op ∩ {e 0 , ..., e n } ′ , n = 1, 2, ...., gives a tunnel for Q op ⊂ P op with P op −1 = Q op . Like in the case of usual symmetric enveloping inclusion of a subfactor, there exist choices of {e n } n such that P ∞ , P op ∞ is a tight pair in S (due to the fact that P ∞ P op ∞ is total in S and (P ∞ ∩ P op ∞ ) ′ ∩ S = C, and using Proposition 3.2). If in addition Γ Q⊂P = ΓQ ⊂P is ergodic and P is hyperfinite, then P op ∞ is an R-tight complement of T in S. 3.4. Proposition. Let M be a separable II 1 factor and L ⊂ L 2 M a countable set of unit vectors that's dense in the set of all unit vectors of L 2 M . The following conditions are equivalent:
(a) Given any finite dimensional subspace H 0 ⊂ spL, any finite dimensional subfactors Q 0 , P 0 ⊂ M and ε > 0, there exist finite dimensional subfactors
(b) Given any finite subset F of vector states implemented by vectors in L, any finite dimensional subfactors Q 0 , P 0 ⊂ M and ε > 0, there exist finite dimensional
(c) For any finite dimensional factors Q 0 , P 0 ⊂ M , any η ∈ L and any ε > 0, there exist finite dimensional factors Q 0 ⊂ Q 1 ⊂ M , P 0 ⊂ P 1 ⊂ M and elements
Proof. Let H n ⊂ sp L be an increasing sequence of finite dimensional subspaces that exhaust sp L (thus ∪ n H n is dense in L 2 M ). Condition (a) allows constructing recursively an increasing sequence of finite dimensional factors Q n , P n ⊂ M such that any T ∈ B(L 2 M ) that commutes with all Q n , P op n must be arbitrarily close to a scalar multiple of 1 on H n ր L 2 M . Thus, if Q, P denote their corresponding limit, then
Similarly, since the set S(L) of vector states implemented by L is a countable set of states on B(L 2 M ) that's dense in the space of vector states, condition (b) can be used to construct recursively an increasing sequence of finite dimensional factors Q n , P n ⊂ M such that lim n E (Q n ∨P op n ) ′ (ϕ − ψ) = 0, ∀ϕ, ψ ∈ S(L). By (Corollary 2.5 in [P19] ), this proves (b) ⇒ (d).
To see that (d) implies both (a), (b), let Q, P ⊂ M be hyperfinite subfactors satisfying (Q ∨ P op ) ′ = C1. Since this latter condition is invariant to conjugating Q, P by unitary elements, we may assume Q, P contain some prescribed finite dimensional factors Q 0 ⊂ Q, P 0 ⊂ P . If Q 0 ⊂ Q n ր Q, P 0 ⊂ P n ր R are increasing sequences of finite dimensional subfactors generating Q, P , then taking Q 1 , respectively P 1 to be Q n , respectively P n , for n sufficiently large, shows that (d) ⇒ (a), (d) ⇒ (b). The fact that (d) implies (c) is trivial by Kaplansky's density theorem. Conversely, if (c) is satisfied, and one choses a sequence L of unit vectors in L 2 M that's dense in the set of unit vectors of L 2 M , then one can construct recursively a pair of increasing sequences of finite dimensional factors Q n , respectively P n in M such that if one denotes Q, P their respective limits, then for any ξ ∈ L and ε > 0 there exists T ∈ (Q ∨ P op ) 1 such that T (1) − ξ ≤ ε. If η ∈ L 2 M is an arbitrary unit vector that's a limit of some ξ n ∈ L, then let T n ∈ (Q ∨ P op ) 1 be so that T n (1) − ξ n ≤ 2 −n . Thus, if T is a weak limit of T n , then T ∈ (Q ∨ P op ) 1 will satisfy T (1), η = 1. Together with the fact that T ≤ 1 and η = 1, this implies T (1) = η. It also implies T (η) =1.
Thus, Q ∨ P op (η) = L 2 M for any η = 0, showing that Q ∨ P op = B(L 2 M ).
Stably single generated (SSG) II 1 factors
In this section we make some general remarks about the (minimal) number of generators of a II 1 factor and about the stable singly generated property. All of these results can be readily deduced from ([Sh05] , [DSSW07] ), but we will provide direct arguments, for the reader's convenience.
We begin by noticing a scaling formula for the number of generators, which is more or less implicit in ([V88]): 4.1. Lemma. 1 • If a II 1 factor M can be generated by n ≥ 2 selfadjoint elements and k ≥ 1 is an integer, then M 1/k can be generated by (n − 1)k 2 + 1 selfadjoint elements.
2 • If a II 1 factor P can be generated by (n − 1)k 2 + 1 selfadjoint elements, for some integers n ≥ 2, k ≥ 1, then M k (P ) can be generated by n selfadjoint elements.
3 • If M is a II 1 factor and p ∈ M a non-zero projection such that pM p is generated by n self-adjoint elements, then M can be generated by n self-adjoint elements.
Proof. 1 • . Let a 1 , ..., a n ∈ M h be self-adjoint elements generating M , for some n ≥ 2. Let e ii , 1 ≤ i ≤ k, be a partition of 1 with projections of trace 1/k that commute with a 1 .
For each 2 ≤ j ≤ k, by using polar decomposition we can write the element e 11 a 2 e jj , in the form a 2 j e 1j where e 1j is a partial isometry with left support e 11 and right support e jj , and a 2 j is a positive element in e 11 M e 11 . Denote e j1 = e * 1j . Since each single element e 1i a m e j1 with k ≥ j > i ≥ 2, n ≥ m ≥ 3, is the sum between its real part and i-times its imaginary part, counting all the resulting selfadjoint elements in e 11 M e 11 we get:
(a) kn elements of the form e 1j a m e j1 , 1 ≤ m ≤ n, 1 ≤ j ≤ k; (b) k − 1 elements of the form a 2 j , 2 ≤ j ≤ k; (c) 2 elements for each e 1i a 2 e j1 k ≥ j > i ≥ 2, for a total of 2(k − 1)(k − 2)/2 = (k − 1)(k − 2) elements;
(d) 2 elements for each e 1i a m e j1 k ≥ j > i ≥ 1, n ≥ m ≥ 3, for a total of 2(n − 2)k(k − 1)/2 = (n − 2)k(k − 1) elements. Summing up, we get an overall total of nk + (k − 1)
= nk 2 − k 2 + 1 = (n − 1)k 2 + 1 elements. So the statement follows once we notice that any element in e 11 M e 11 is a linear combination of products of the form e 11 a i 1 q i 2 ....a i t e 11 and that we can write each product a s a s ′ in the form 1a s 1a s ′ 1 = i,j,k e ii a s e jj a s ′ e kk , with e ii = e i1 e * i1 , making each element in e 11 M e 11 be a linear combination of elements of one of the forms (a) − (d), showing that pM p is generated by (n − 1)k 2 + 1 elements.
2 • The proof of this part is very similar to 1 • . We detail it in the case n = 2 and leave the general case as an exercise.
So let {e ij | 1 ≤ i, j ≤ k} be matrix units for M k (C) ⊂ M k (P ). We label the k 2 +1 generators of P as
where the first two sets are made of self-adjoint elements while the last one is made of unitary elements (which can be viewed as exponentials of selfadjoint elements). Thus, the total number is indeed
Then clearly a, b are selfadjoint elements in M and if one denotes by M 0 the von Neumann subalgebra of M generated by a, b then e 11 M 0 e 11 = P e 11 , while also e 1j ∈ M 0 , 1 ≤ j ≤ k. Thus, M 0 = M . 3 • It is sufficient to prove this for τ (p) ≥ 1/2. Let a 1 , ..., a n ∈ pM p be selfadjoint elements generating pM p as a von Neumann algebra. We may clearly assume that each one of the weakly closed * -algebras generated by a j , j = 2, ..., n, contains p = 1 pM p . Let v ∈ M be a partial isometry such that v * v = p, vv * ≤ 1 − p. Denote b 1 = a 1 + v + v * ∈ M . Then b * 1 = b 1 and since the weakly close * -algebra generated by a 2 contains p, it follows that the weakly closed * -algebra N ⊂ M generated by b 1 , a 2 , ..., a n contains pb 1 p = a 1 , thus pM p ⊂ N . Since we also have v = b 1 p − pb 1 p ∈ N , it follows that M = N .
Notation
If M is a von Neumann algebra, then we denote by ng(M ) the minimal number n ∈ N ∪ {∞} with the property that M can be generated by n selfadjoint elements. Note that if M is a II 1 factor, one actually has ng(M ) ≥ 2.
4.4. Corollary. Let M be a II 1 factor. 1 • The factors M t are either all finitely generated (i.e., ng(M t ) < ∞, ∀t > 0), or all infinitely generated (i.e., ng(M t ) = ∞, ∀t > 0). 2 • If M t are finitely generated then there exists a constant K = K(M ) such that ng(M t ) ≤ Kt −2 , ∀0 < t ≤ 1.
Proof. Both properties are immediate consequences of Corollary 4.3.
Definition
A II 1 factor M is stably single generated, or has the stable single generation (SSG) property, if M t is single generated (in other words, ng(M t ) = 2) for all t > 0. 4.6. Remark. Voiculescu's methods for measuring the contribution/thinness of sets of generators of a II 1 factor M in (Section 7 of [V96] ), where used by J. Shen in ([Sh05] ) to isolate a numerical invariant denoted G(M ), which provides a "weigthed counting" of the minimal number of generators of M , minus 1, and lies in [0, ∞]. This invariant was further studied in [DSSW07] . It follows from results in these two papers that the SSG property of M in our sense is equivalent to G(M ) = 0. Thus, results about the stability/permanence of the property G(M ) = 0 in ([Sh05], [DSSW07] ) provide stability/permanence properties for SSG of M . We enumerate below just a few such properties, but which we deduce directly from Corollary 4.3 and ([GP98]). We refer the reader to (5.16 in [Sh05] and [DSSW07] ) for more permanence results and examples of classes of factors M with G(M ) = 0, which are thus SSG. 4.7. Corollary. Let M be a II 1 factor. If lim inf t→0 t 2 ng(M t ) = 0, then M is SSG.
In particular, if the non-increasing function t → ng(M t ) is uniformly bounded, then M is SSG.
Proof. This is trivial by Corollary 4.3.
Corollary.
Let M be a II 1 factor. If M is finitely generated and has nontrivial fundamental group, then M is SSG.
Proof. This is clear by Corollary 4.7.
For the next result, recall from [P16] that a MASA A in a II 1 factor is an s- Proof. The fact that M is either non-prime, or has the property Gamma, or is tight, or has a Cartan subalgebra, are all properties that are obviously stable to amplifications by arbitrary t > 0. So 1 • , 3 • , 4 • follow from the fact that factors having any of these properties is single generated by (6.2 in [GP98]). The property of being s-thin has been shown to be stable to amplifications by arbitrary t > 0 in (3.8 of [P16] ), so 2 • follows from (3.5 in [P82] ).
To see that 5 • holds true, let c(M ; R 0 , R 1 ) denote the coupling constant of (R 0 ∨ R op 1 ) f in which is finite because it is bounded by |X|. Note that ng(M ) ≤ ng(R 0 ) + ng(R 1 ) + 2((M ) + 1) = 2c(M ; R 0 , R 1 ) + 6 < ∞. Similarly, by considering the
But by Lemma 2.1, we have c(M ; R 0 , R 1 ) = c(M t ; R t 0 , R t 1 ). This shows that ng(M t ) is uniformly bounded, so by Corollary 4.7, M is SSG. 4.10. Proposition. (a) If N is an SSG II 1 factor and Γ σ N is a free cocycle action of a countable group, then M = N ⋊ Γ is SSG.
Proof. Part (a) amounts to showing that if N ⊂ M is an irreducible regular inclusion of separable II 1 factors and N is SSG, then M is SSG. But if N ⊂ M satisfies these hypothesis, then so does (N ⊂ M ) t = (N t ⊂ M t ), for any t > 0.
Thus, by Corollary 4.7, in order to prove (a) it is sufficient to show that under the given conditions M follows generated by two elements (i.e., ng(M ) ≤ 4). So let {u g | g ∈ Γ} ⊂ M be the canonical unitaries implementing the Γ-action σ and denote b = g 2 −n g u g , where {n g } g are distinct positive integers.
We claim that M is generated by N and b, thus by two elements. Indeed, one has that the von Neumann algebra M 0 generated by N and b contains the element of minimal 2 -norm in the weak closure of the convex hull of {ubσ g (u) * | u ∈ U(N )}, which is clearly equal to 2 −n g u g . Thus, M 0 contains N and {u g } g , so M 0 = M . Part (b), which generalizes (a), is proved in exactly the same way, using the fact that N ⊂ M irreducible and quasi-regular is a property that's stable to amplification by any t > 0, and then by a fact from [P01] , showing that if N ⊂ M is irreducible and quasi-regular then there exist partial isometries v n ∈ M such that as N − N Hilbert bimodules, we have L 2 M = ⊕L 2 (N v n N ), with v * n v n ∈ N and v n N v * n = Q n q n , where Q n ⊂ N is a finite index subfactor with q n ∈ Q ′ n ∩ M . To prove (c), note that by [PiP84] , M is generated by N and by an orthonormal basis M over N that has less than [M : N ] + 1 elements. Since the index is stable to amplification, it follows that M t can be generated by less than [M : N ] + 2 elements, ∀t > 0, so N SSG implies M is SSG, by Proposition 2.2. This also shows that if M is SSG then M, e N ≃ N [M :N] is SSG, so N follows SSG as well.
Local characterization of SSG
Let us first notice a general "weak spectral gap" type characterization of the fact that a II 1 factor M is generated by a finite set of unitaries {u i } i . 
Proof. 1 • ⇒ 2 • Let J be the set of all finite subsets of H, which we view as a directed set with respect to the order given by inclusion. Assume by contradiction that 2 • fails to be true. This means there exists ε 0 > 0 and a finite set F 0 ⊂ H, such that for any j ∈ J there exists T j ∈ (B(H)) 1 satisfying
Let T ∈ (B(H) 1 be a Banach (weak) limit of the net (T j ) j . By (5.7.1), it follows that T u i = u i T , ∀i. Since u i generate M as a von Neumann algebra, this implies T ∈ (M ′ ∩ B(H)) 1 . But if we take in (5.1.2) the Banach limit T of the net (T j ) j , then we get We next notice that SSG factors can be generated by a pair of triadic matrix algebras with the same diagonal. This will provide a good intuition for our conjectures in the next section.
5.2.
Lemma. If P is generated by two selfadjoint elements then M = M 3 (P ) is generated by two matrix subalgebras B 0 , B 1 ≃ M 3 (C), that have a common diagonal.
Proof. Assume P is generated by the unitary elements u 1 , u 2 . Take B 0 = M 3 (C) ⊂ M 3 (P ) = M with a system of matrix units {e ij | 0 ≤ i, j ≤ 2}. Then define B 1 to be the * -algebra generated by e 00 , e 11 , e 22 and u 1 e 01 , u 2 e 02 . Then B 1 ≃ M 3 (C) has the same diagonal as B 0 , and clearly B 0 , B 1 generate M .
Corollary.
Let M be a II 1 factor. The following conditions are equivalent:
, that have a common diagonal, for any t > 0.
3 • M contains two sequences of matrix units {e 0,n ij } 0≤i,j≤2 , {e 1,n ij } 0≤i,j≤2 , n ≥ 1, such that for each n ≥ 1 we have:
(a) e 0,n ii = e 1,n ii , ∀i; (b) 2 i=0 e 0,n ii = e 0,n−1 00
, where e 0,0 00 = 1; (c) {e 0,n ij } 0≤i,j≤2 , {e 1,n ij } 0≤i,j≤2 generate e 0,n 00 M e 0,n 00 = e 1,n 00 M e 1,n 00 . 4 • M is generated by two hyperfinite II 1 subfactors R 0 , R 1 ⊂ M that have a common partition of 1 with projections {e n j | j = 1, 2, n ≥ 1} of trace τ (e n 1 ) = τ (e n 2 ) = 3 −n . Proof. This is now immediate by Lemma 5.2
The next result shows permanence of SSG to inductive limits. As we mentioned before, since SSG is equivalent to the invariant in ([Sh05] ) satisfying G(M ) = 0, this result is just (5.16.(iv) in [Sh05] ). However, we provide a short direct proof which utilizes the generation of M by pairs of triadic factors, as in 5.2, 5.3 above, which we think is relevant for the discussions in Section 6. 5.4. Theorem. If N n ր M are II 1 factors and N n is SSG, ∀n, then M is SSG.
Proof. We construct recursively two sequences of matrix units {e 0,n ij } 0≤i,j≤2 ⊂ N n , {e 1,n ij } 0≤i,j≤2 ⊂ N n , n ≥ 1, with the following properties: (a) e 0,n ii = e 1,n ii for all 0 ≤ i ≤ 2 and all n ≥ 1. (b) 2 i=0 e 0,1 ii = 1 = 2 j=0 e 1,1 jj ; (c) 2 i=0 e 0,n ii = e 0,n−1 00 = e 1,n−1 00 = 2 j=0 e 1,n jj , for all n ≥ 2; (d) {e 0,n ij } 0≤i,j≤2 ∪ {e 1,n ij } 0≤i,j≤2 generate e 0,n 00 N n e 0,n 00 = e 1,n N n e 1,n 00 , ∀n ≥ 1. For n = 1, this is condition 2 • of Corollary 5.3 applied to N 1 . Assume we have made this construction up to some n. By applying 5.3.2 • to the SSG II 1 factor P = e 0,n 00 N n e 0,n 00 = e 1,n N n e 1,n 00 , one gets two 3 × 3 matrix units {e 0,n+1 ij } 0≤i,j≤2 , {e 1,n+1 ij } 0≤i,j≤2 in P that have the same diagonal, e 0,n+1 ii = e 1,n+1 ii , 0 ≤ i ≤ 2, and together generate P . Now note that ∪ m n=1 ({e 0,n ij } 0≤i,j≤2 ∪ {e 1,n ij } 0≤i,j≤2 ) generate N m . Also, if we denote by B m k the algebra generated by ∪ m n=1 ({e k,n ij } 0≤i,j≤2 , k = 0, 1, then
Thus, R 0 = ∨ m B m 0 and R 1 = ∨ m B m 1 are hyperfinite II 1 factors and they generate a von Neumann subalgebra of M that contains all N m , m ≥ 1, so they generate M . Thus, M is generated by two hyperfinite subfactors R 0 , R 1 satisfying condition 4 • in Corollary 5.3.
SSG, mean-value property, and tightness
For convenience, let us first recall the conjectures (5.1 in [P18] and 7.2 in [P19] ) that we wanted to comment on in this section.
6.1. Conjecture. (a) If a II 1 factor M has the SSG property then it has a properly infinite R-bimodule decomposition, i.e., it contains a pair of hyperfinite
is a purely infinite von Neumann algebra.
(b) If a II 1 factor M has the SSG property, then it has an R-tight decomposition, i.e., it contains a pair of hyperfinite subfactors R
While 6.1.(b) implies 6.1.(a), each one of these statements forces different strategies for constructing recursively the pair R 0 , R 1 ⊂ M , as a limit of finite dimensional factors R 0,n ր R 0 , R 1,n ր R 1 .
Thus, Proposition 2.7 shows that in order to prove Conjecture 6.1.(a) one needs to construct recursively two increasing sequences of finite dimensional factors R 0,m , R 1,m , m ≥ 1, inside M , so that if we take {ξ k } k ⊂ L 2 M to be a dense sequence in the set of vectors of 2 -norm equal to 1, then at each "next step" n, the finite dimensional factors R 0,n ⊃ R 0,n−1 , R 1,n ⊃ R 1,n−1 have to be constructed in M so hat the restrictions of the vector states ω ξ k to R 0,n ∨ R op 1,n = R 0,n ⊗ R op 1,n have Radon-Nykodim derivative with respect toτ = τ ⊗ τ , denoted a k , to satisfy that "most" of itsτ -trace is concentrated on a projection of smallτ -trace, for all 1 ≤ k ≤ n. This amounts to requiring that 1 −τ (a k e [1,∞) (a k ) ≤ ε n , ∀1 ≤ k ≤ n, for some constants ε n ց 0 (e.g., ε n = 2 −n ). To have these conditions satisfied it would be sufficient that at each step n the support of s(ϕ k ) ∈ R 0,n ⊗ R op 1,n is majorized by a projection of the form i f i ⊗ g i where f i ∈ R 0,n , g i ∈ R 1,n are projections which on the right give a partition of 1, i g i = 1, while f i satisfy ξ i g i = f i ξ k g i (or at least approximately, in an appropriate sense) for all 1 ≤ k ≤ n and so that the set J of all i's for which one has τ (f i ) ≤ ε n satisfies i∈J τ (g i ) ≥ 1 − ε n .
This implies that the left support l(ξ k g i ) of ξ k g i should have expectation on R 0,n that's supported "in large part" by a projection of trace ≤ ε n , for all k and all i ∈ J. Since the partition {g i } i can be made with arbitrarily small projections independently of the set ξ 1 , ..., ξ n , the trace of left supports ∨ k l(ξ k g i ) can indeed be made small. But it seems quite difficult to use the SSG assumption to prove the existence of the the finite dimensional factors R 0,n , R 1,n so that this left supports "avoid coarseness", i.e., so that l(ξ k g i ) avoid being orthogonal to a finite dimensional factor R 1,n that contains R 0,n−1 .
By contrast, the tightness conjecture 6.1.(b) seems more prompt to a "dynamical" approach, as suggested by the tightness criteria in Section 3. Paradoxically, although this is a stronger statement, it seems more feasible and more intuitive.
Thus, in this case one would like to construct the increasing sequences of finite dimensional factors R 0,n , R 1,n ⊂ M so that by averaging over the unitaries in R 0,n , R op 1,n at each step n, one obtains that "larger and larger" finite subsets of a countable dense subset {x k } k of the space {x ∈ B(L 2 M ) | x 1,T r := T r(|x|) ≤ 1, T r(x) = 0} get "more and more anihilated". Indeed, by (Proposition 2.5 in [P19] ) this condition is equivalent to the fact that (∪ n R 0,n ∪ ∪ n R op To construct such a pair recursively, one possible strategy is to first establish that M has the MV-property. It is not clear whether already at this Step 1 the SSG assumption is necessary. Proving MV-property for an SSG factor M may be related to the fact that M can be generated by a pair of triadic factors B 0 , B 1 ≃ M 3 (C) in M that have the same diagonal, as in Section 5. Averaging over each B 0 , B 1 , B op 0 , B op 1 the operators in B(L 2 M ) amounts to taking conditional expectations E 0 , E 1 from B(L 2 M ) onto (B 0 ∨B op 1 ) ′ respectively onto (B 1 ∨B op 0 ) ′ (which have finite index and thus satisfy the Pimsner-Popa faithfulness property E i ≥ c id B , for some c > 0) . The MV-property amounts to the mean values over the semigroup generated by E 0 , E 1 having 0 as a limit point. It is also related to averaging over the c.p. map (E 0 + E 1 )/2.
Assuming we established the MV-property for M , one should then prove in Step 2 that there must exist two finite dimensional factors B 0 , B 1 , that refine a previously constructed pair of finite dimensional factors, so that the averaging over B 0 ∨ B op 1 "diminishes" the 1,T r -norm of a given finite set F ⊂ L 1 0 (B, T r) by a fixed universal constant c < 1. To do so, one has to argue that if for some finite set J of pairs of indices, the average 1 |J| (i,j)∈J u i v op j xu * i v op j * 1,T r , x ∈ F , is small, then there exists a subset J 0 ⊂ J with {u i , v j | (i, j) ∈ J 0 } generating finite dimensional algebras (in other words, there exist "finite dimensional directions") so that 1
1,T r < c, x ∈ F . Usually, this is being done by first finding an "abelian direction" (a finite partition of 1 by projections) on a "corner" of M (and of all inclusions involved), like for instance in [P81] . Viewing the terms of the average as sitting on a circle, this means that from the average inequality 1 |J| (i,j)∈J u i v op j xu * i v op j * 1,T r < ε, one should deduce that there two points on the circle, i.e., u i 0 , u i 1 , v j 0 , v j 1 , such that
If this were to be the case, then u i 0 u * i 1 and v j 0 v * j 1 would give the two "abelian directions" that would allow moving on with the iterative construction of the finite dimensional algebras. This is how the iterative construction in [P81] is being done, to obtain an ergodic hyperfinite copy of R in M . But unlike [P81] , where the ambient norm is the L 2norm 2 on M , in this attempted construction of R 0 , R 1 ⊂ M with R 0 ∨ R op 1 ergodic in B(L 2 M ) we are dealing with the L 1 norm 1,T r . So the intuition about existence of two points on the circle with its mid-point diminishing the L 1 -norm no longer works. This is the major hurdle for accomplishing this Step 2.
Finally,
Step 3 would consist in doing all the above recursively, to get the pair of increasing sequences of finite dimensional factors R 0,n , R 1,n ⊂ M that satisfy the desired properties, somewhat like in the proof of Theorem 5.4. The fact that SSG is a stable property is crucial for this iterative procedure, because at each step n one has to apply again Steps 1 and 2 to a "small corner" of M .
There is an alternative way to approach the tightness conjecture, where
Step 1 (the MV-property) is more or less bypassed, placing all the difficulty on Step 2. This would exploit the SSG property more directly, building the increasing sequences R 0,n , R 1,n by choosing at each step between two triadic factors with same diagonal that generate M (or rather, a corner of it), using a spectral gap type property like Lemma 5.1, in the spirit of the proof of Theorem 5.4.
This kind of approach would of course need a "uniform spectral gap", that would be the same on each corner of M . The additional assumption that the fundamental group of M is R + , or just 1/3 ∈ F (M ) (M 1/3 ≃ M ), may be useful in this respect.
Indeed, this would allow taking an isomorphism θ : M ≃ pM p for τ (p) = 1/3, choosing two triadic subfactors with same diagonal B 0 , B 1 ⊂ M that generate M , and then taking θ n (B 0 ), θ n (B 1 ) as generators on the corners at steps n = 1, 2, ..... Note that at each of these steps one would still have the possibility of conjugating B 0 , B 1 by random unitaries on both left and right, an operation that may be of additional help with the "uniform spectral gap" requirement.
Of course, by the same arguments explained above, solving the tightness conjecture under the assumption 1/3 ∈ F (M ) would still imply that L(F ∞ ) is infinitely generated and that all L(F t ), 1 < t ≤ ∞, follow non-isomorphic.
6.4. Remark. Note that if the tightness conjecture 6.1.(b) holds true, then it would also follow that if a II 1 factor M has a properly infinite R-bimodule decomposition, then it has an R-tight decomposition. So a natural test for the tightness conjecture is to prove this implication, independently of Conjectures 6.1. We have been able to verify it in many cases (such as for all factors that are weakly thin, in the sense of [GP98], in particular factors with Cartan subalgebras, s-MASAs, property Gamma factors, etc), but through rather laborious long proofs, which did not seem of much interest for the scope of this paper and will be detailed elsewhere.
