The solvent-induced electronic predissociation ͓B→a1 g ͑ 3 ⌸͔͒ following an ultrafast X→B transition in molecular iodine is studied using a classical ensemble representation of Heisenberg's equations of motion. An N electronic state quantum mechanical Hamiltonian is used to derive ͑coupled͒ equations of motion for the population ͑and the coherence͒ of the different electronic states as well as classicallike coupled equations for the nuclear dynamics ͑of both the molecule and the solvent͒ on each electronic state. The ultrafast excitation of the intermediate B state creates a coherent vibrational motion in this bound state. The localized nature of the solvent-induced B -a1 g ͑ 3 ⌸͒ coupling results in a steplike depletion of the excited B state population and hence in a bulletlike appearance of population on the dissociative a1 g ͑ 3 ⌸͒ state twice per vibrational period. The depletion of the B state population and the appearance of products on the a1 g ͑ 3 ⌸͒ state are discussed as a function of solvent density and polarizability. The magnitude of the nonadiabatic B -a1 g ͑ 3 ⌸͒ coupling depends both on the molecule-quencher separation and on the quencher's polarizability. It is found that at all reduced densities the small Ar atom is the most effective quencher ͑when compared to either Kr and/or Xe͒. We attribute this unexpected trend to the local density of atoms around the solute molecule. For all the rare gas solvents the local density around the iodine molecule does not quite scale with the global one and there is an observed tendency for the solvent to cluster around the solute in a T-shaped configuration. It is this close-packed configuration that compensates for the smaller polarizability of the Ar atom and hence provides for a more effective quenching. These arguments are used to explain the experimental results which demonstrate that for a series of homologous alkanes the extent of predissociation scales with the length of the molecular chain although the global polarizability density remains roughly constant.
I. INTRODUCTION
It has long been recognized that activate-probe experiments 1,2 can provide a direct way of observing the dynamical role of the environment during the chemical act. What is new is that ultrafast pumps and probes [3] [4] [5] are currently providing the time resolution required to monitor the system on the time scale of nuclear vibrational motion. A molecular level understanding of the role of the solvent is thus required. 6, 7 The very nature of spectroscopic pumpprobe experiments is often such that one cannot restrict attention to the nuclear dynamics alone, but one has to consider the dynamics on several electronic states. Thus, while the need to go beyond the Born-Oppenheimer approximation has long been recognized, [8] [9] [10] the new experiments ͑in both the time and the frequency domain 11, 12 ͒ force the issue upon us.
A canonical example 13, 14 is the dynamics in the excited B state of iodine ͑Fig. 1͒. An ultrafast pump from the ground state creates a localized, coherent, wave packet on the B state, 15, 16 whose subsequent motion can be probed using a second short pulse connecting the B, or the repulsive a1 g ͑ 3 ⌸͒ ͑Fig. 1͒, states to the highly excited, so-called, ionpair states. 17 In solution, the loss of the initial coherence, created by the ultrafast pump, can be due to vibrational dephasing, solvent-induced vibrational relaxation/ dissociation, and to solvent-induced vibrational predissociation. Subpicosecond time scales have also been observed for iodine in rare gas clusters. 18, 19 Earlier, both energy transfer ͑including collision induced dissociation on the B state͒ and collision-induced electronic predissociation have been observed in the dilute gas phase following a cw excitation of the B state.
B state on the one hand, and the localized region of interstate coupling 28 on the other that provide the modulation in the appearance of products due to the solvent-induced electronic predissociation. The interstate coupling induced by the pump pulse is short and confined to the early stage of the experiment so that one could imagine starting the theoretical simulation with a localized nonstationary state on the B state potential. The solvent-induced predissociation, while localized in space ͑and hence, by virtue of the pump pulse duration being shorter than a vibrational period, also in time͒, is present throughout the dynamics. If the experiment was probing only the B state, one could include the predissociation by the introduction of an optical potential 29 in the B state equations of motion. 30 The experiment does, however, probe both the B state and also the a state. Hence the second reason why we need to follow the dynamics on more than one electronic state is in order to discuss the dissociation dynamics on the a state.
Our purpose is to obtain a molecular level description of the role of the solvent. The results to be discussed indeed show that it is the immediate solvent configuration around the iodine molecule, rather than the bulk properties of the solvent, that govern the dynamics. Current computational capabilities dictate that the solvent needs to be described by classical dynamics. The problem then is to provide a framework for multistate dynamics of iodine which is commensurate with the level of description of the solvent. Recently, we have proposed such a scheme 31 and we here apply it to the pump-probe experiments on iodine 15, 16 with special reference to the solvent-induced predissociation and to the time probing of the dissociation products. We examine the effect of two factors that play a special role, the solvent density and polarizability, and interpret the ͑seemingly, counterintuitive͒ results of the simulations in terms of the local solvent structure around the iodine molecule. The detailed computational results are for rare gas solvents but we also discuss the implications for alkanes as solvents, 32 including the effects of going up along a homologous series.
In an ordinary MD ͑molecular dynamicsϭclassical trajectories͒ simulation the atoms move under the influence of forces derived from a conservative potential. This can no longer be the case in a multi-͑electronic͒ state problem. One solution is to determine an effective potential for the nuclear motion. [33] [34] [35] [36] Our approach is different. We solve for the nuclear dynamics of each electronic state. The resulting equations of motion contain ''nonclassical'' terms which serve to correlate the motion on the different states. An important point is that these interstate coupling terms are typically localized: they are significant only in those regions of nuclear configuration space where the Born-Oppenheimer separation breaks down. In addition, the equations of motion contain the familiar force terms that serve to describe the intrastate dynamics. The computational effort involved depends on the detailed nature of the coupling to the solvent. However, even if the solvent response is correlated with the electronic state of the molecule, the computational requirements are of the same order of magnitude as for an ordinary MD simulation; in other words they are determined primarily by the number of solvent molecules that are explicitly included.
The theory required is discussed in Sec. II. It is a classical ensemble representation of Heisenberg's equations of motion. We provide equations of motion for the population ͑and the coherence͒ of the different electronic states of the iodine molecule as well as equations of motion for the nuclear dynamics ͑of both the molecule and of the solvent͒ for each electronic state. The equations of motion for the electronic dynamics are similar to those one would write for an atom ͑sometimes known as the Bloch equations 37 ͒ except that the different electronic states are coupled by the nuclear dynamics. The nature of these interstate coupling terms is a generalization of the familiar Franck-Condon factors of light-induced transitions. Section III presents the computational results and their interpretation and Sec. IV is an overall summary.
II. THEORY
This section provides an outline of the formalism which leads to a set of ͑coupled͒ equations of motion for the electronic and nuclear observables of each electronic state. The derivation begins with an N ͑electronic͒ state quantum mechanical Hamiltonian from which Heisenberg's equations of motion can be derived. By taking the trace over the total ͑electronic and nuclear͒ wave function, one obtains equations of motion for the expectation values. The final result is two sets ͑electronic and nuclear͒ of coupled equations of motion. Each set is explicitly coupled within itself and implicitly coupled to the other set so that the two sets need to be solved simultaneously. To make the computational problem tractable one needs to make two approximations. The first is that apart from the pump-induced X→B transition and the solvent-induced B→a transition, the Born-Oppenheimer adiabatic separation is valid. With this assumption, the equa- tions of motion for the electronic problem can be solved while fully retaining their quantum mechanical character. The intrastate dynamics is, however, nonadiabatic because of the strong coupling to the solvent, with the result that the nuclear equations cannot be solved without an approximation. The approximation which we use is based on the localized nature of the coupling between each two electronic states ͑X -B and B -a͒. With this approximation the nuclear dynamics on each electronic state is almost classicallike, with the nonclassical terms being only due to the interstate coupling. The approximation neglects the spreading of the quantum mechanical wave packet and it will therefore not be reasonable for the case of a delocalized interstate coupling, which is not the case here. Elsewhere, we will discuss the formal properties of the model and the possible modifications which can be introduced to retain quantallike features of the interstate nuclear dynamics. We show therein that the evolution of the electronic amplitudes is inherently unitary so that the branching fractions add up to unity.
A. The time evolution of electronic and nuclear operators
The three electronic state problem is modeled using an N electronic state Hamiltonian,
where a carat is used to denote operators and we will shortly discuss why Nу3. In Eq. ͑2.1͒ Ĥ is the molecular Hamiltonian including the coupling to the solvent ͓see Eq. ͑2.6͔͒. The indices 1 and 2 refer to the ground electronic state (X) and to the excited B state, respectively. The third electronic state involved in the computation is the dissociative a state and the summation over the electronic index j is over NϪ2 a ''states.'' The dynamics on the a state is cast in this form due to the localized nature of the solvent induced B→a coupling: each time the excited B state wave function approaches the crossing region, cf. Fig. 1 , part of it predissociates into the repulsive a state. We consider each one of these predissociation events to launch a new a state, and hence the summation in Eq. ͑2.1͒ is over all such events. The different a states are, however, identical in the sense that they involve the same intramolecular potential energy function. This distinction which is in the spirit of previous pure classical forking algorithms [38] [39] [40] [41] is very useful as it will allow us to compute classicallike dynamics for each one of the exits on the a state. However, we do note that such a distinction between a states is feasible only when predissociation events are well separated in time. Otherwise, one has to allow the different components of the nuclear wave function on the a state to quantum mechanically interfere with one another.
For an isolated iodine molecule the electronic states ͑X, B, and a͒ are three adiabatic electronic states. ͓The two adiabatic states B and a are of strictly different symmetry and hence do cross ͑see Fig. 1͒ .͔ We shall work in the approximation that for the isolated iodine molecule, i.e., in the absence of external ͑laser and/or solvent induced͒ coupling, the adiabatic separation is exact. The two external perturbations do, however, couple the different electronic states so that the Hamiltonian in the adiabatic representation ͑of the isolated molecule͒ is no longer diagonal. In a conventional terminology, if one uses an adiabatic representation, then the nondiagonal coupling ͑between different electronic states͒ terms in the Hamiltonian is described by the kinetic energy being nondiagonal. In the same way, in the diabatic representation the kinetic energy is diagonal and there are potential energy coupling terms. ͑One can also use an intermediate representation in which there are both potential and kinetic energy coupling terms.͒ For the present problem, the solvent-or the laser-induced coupling between the different electronic states of the isolated molecule is localized due to Franck-Condon considerations. Hence, in what follows, any interstate coupling elements ͑designated in general as jk ͒ are potential energy coupling terms. In the conventional terminology we are therefore using a diabatic basis for the system as a whole, i.e., molecule plus laser plus solvent. This is even though the same basis will be termed an adiabatic one if the isolated molecule is being considered.
In the present example the coupling between the X and B states ͓ 12 and/or 21 in Eq. ͑2.1͔͒ is due to an ultrashort laser pulse modeled by a Gaussian envelope ͑centered at t 0 ͒ times a cosinusoidal carrier frequency times the scalar product of the X→B transition dipole of iodine with the electrical field of the laser. The surrounding solvent atoms induce a transition from the B state to the a state ͓ j2 and/or 2 j in Eq. ͑2.1͔͒ whose specific form is discussed in detail below. At this point we only note that this transition is believed to be analogous to the familiar gas-phase collision-induced electronic predissociation. 21, 27 The energies, Ê j , jϭ1,...,N, on each of the electronic states are operators on the nuclear coordinates and, as discussed above, in the present paper we neglect any intramolecular coupling between two different electronic states ͑i.e., X and B and/or B and a͒. This implies that the electronic operators, ͉i͗͘k͉, commute with the state energies
The commutator is zero because the state energies are the part of the Hamiltonian which is diagonal in the electronic labels, Ê j ϵ͗ j͉Ĥ ͉ j͘. In what follows, our notation for any operator, Ô , on the nuclear coordinates is
.3͒ shows how to include off-diagonal terms of nuclear observables. It is to be used, for example, when the adiabatic separation for the isolated molecule is not valid, so that the nuclear kinetic energy has off-diagonal terms.
To compute the time evolution of the nuclear and/or electronic operators we use the Equations ͑2.5͒ include a summation over all the B -a couplings. However, for the physical problem of interest to us here, at a given time only a single term in this summation will significantly differ from zero. This is due to the predissociation events being well separated in time. The secular terms in the last eight equations of ͑2.5͒, which are typically quite large ͑except for the last two equations͒, can be eliminated by working in the interaction picture representation and this is explicitly implemented in subsection B below.
In Eqs. ͑2.5͒ the energies on each electronic surface ͑X, B and all the as͒ are still operators with respect to the nuclear degrees of freedom and they are given by a sum of two potentials and a single kinetic energy operator:
͑2.6͒
Here V j (R) is the intramolecular potential energy curve of the jth electronic state ( jϭ1,2...,N) and Û j ͑R,X͒ is the intermolecular solvent-jth solute interaction potential that depends on the intramolecular distance, R, and on the position vector of all the solvent atoms X, and m is the reduced molecular mass. The dependence of the coupling to the solvent on the orientation of the solvent atom with respect to the iodine bond will turn out to be central to the interpretation of the role of different solvents. The derivation of the nuclear equations of motion is in the same spirit as that of the electronic ones. Unlike the electronic problem where one solves for both the occupation (͗ j j ͘) and phase (͗ jk ͘), here, as a practical matter, one needs to derive equations only for the diagonal operators ͉ j͘Ô j ͗ j͉, jϭ1,2,...,N, where Ô j is an operator on the nuclear coordinates and j is an electronic state label. By our notation Ô j ϵ͗ j͉Ô ͉ j͘ so that the operator Ô j is diagonal in the electronic state index. For any value of j ( jϭ1,2...,N), the expectation value of Ô j over the nuclear state is the value of the observable O in the jth electronic state. For the present application Ô will be either the position or momentum operator. ͓Note that a complete set of nuclear operators does include those off-diagonal in the electronic labels, i.e., operators of the form ͉i͘ i j ͗ j͉, i j, where is any observable which has off-diagonal electronic matrix elements. Their equations of motion are a generalization of ͑2.5͒.͔ Using the explicit form of the energy operators for each electronic surface, Eq. ͑2.6͒, and assuming that the only interstate coupling is that explicitly included in the Hamiltonian so that the kinetic energy term in Eq. ͑2.6͒ is that part of the kinetic energy which is diagonal in the electronic state indices, Eq. ͑2.2͒ or equivalently ͓ P j ,͉i͗͘iЈ͉͔ϵ0, ͑2.7͒ ͓ P j ,V ͑ R j ͔͒ϭϪidV ͑R j ͒/dR j can be used. One then obtains the following equations of motion for the position and momentum operators:
At this point the motivation for preferring the Heisenberg point of view is clear: by using operators it is possible to label the observables for the motion of the nuclei by the electronic state. By doing so one can derive ͑essentially exact͒ equations for the nuclear dynamics on a given electronic state and demonstrate that they consist of two terms. Terms of the first type ͓first term on the right-hand side of each of equations ͑2.8͔͒ involve only the given electronic state and are the very same terms that one would write down if there were no other electronic states. The second type of terms couples the nuclear motion on two different electronic states ͑whenever the interstate coupling is operative͒. The Heisenberg picture has another more practical advantage in that the approximation which we shall use, in the next subsection, namely that the wave function is localized and hence the nuclear motion is classicallike, is easily implemented. ͑The results can be rederived using the Schrödinger picture, i.e., a wave function approach.͒
B. Expectation values: The electronic density matrix
The operator equations of motion, ͑2.5͒, are converted into equations of motion for expectation values by taking their trace over the wave function at time zero. We note, however, that this expectation value is the same as that of the Schrödinger picture operator taken with respect to the wave function at time t and that the same is true for the time derivatives ͗͑0͉͒dÔ H /dt͉͑0͒͘ϭd͗͑t͉͒Ô S ͉͑t͒͘/dt.
͑2.9͒
Below we use this equivalence in taking the expectation values of the operator equations of motion, and we note that implicit in Eq. ͑2.9͒ is the requirement that the wave function is propagated in time under the full Hamiltonian.
The wave function is written as a linear combination of N product wave functions, each term being in itself a product of an electronic part times a nuclear part
͑2.10͒
In Eq. ͑2.10͒ j (r;R) is the jth orthonormal electronic wave function ͑with the usual parametric dependence on the intramolecular separation R͒, j (R) is the time-dependent nuclear wave function on the jth state, and both wave functions are normalized to unity so that 
These equations have been shown 31 to be analogous to the Feynman-Vernon-Hellworth equations. 43 The analogy to these equations is not full because of the nonstationary character of the excited states ͑both the B and all the as͒ due to the presence of the nuclear degrees of freedom in the present problem. The nuclear coordinates appear both in the expectation values of the interstate coupling
that involves an additional integration over the nuclear coordinates, and in the computation of the secular terms ͑i.e., terms that involve the same state indices͒
Here the nonstationary character of the nuclear wave functions is explicitly indicated. For a stationary state the phase difference, ⌬⍀ i j ,
would only be the energy difference. Equations ͑2.11͒ and ͑2.12͒ are the first instance in which the explicit need to know the nuclear wave functions is evident. Details on the evaluation of these matrix elements are provided below and in the Appendix. Here we only note that in the Condon approximation, in which the dependence of the operator on the nuclear coordinates is replaced by a constant coupling coefficient, the integral ͑2.11͒ reduces to a Franck-Condon overlap integral ͑in the present problem it is an overlap between nonstationary states, cf. the Appendix͒. Otherwise, one needs to evaluate the matrix element ͑2.11͒ for each different operator anew.
For the nuclear observables, for which we want to reduce the problem to a classicallike simplicity, the procedure we have just outlined, which provides equations of motion for expectation values, is unavoidable. For the electronic problem one can equally well work with equations of motion for the quantal amplitudes. In the following subsection we sketch the relevant equations. The results are strictly equivalent to the Heisenberg picture approach we have used above. It only looks simpler.
C. The time evolution of the quantal amplitudes in the interaction picture representation
In this section we derive equations of motion for the quantal amplitudes using an interaction picture representation. The use of an interaction picture simplifies the computation by eliminating that time dependence of the electronic amplitude which is due to the secular part ͓cf. Eq. ͑2.12͔͒.
The coupling in the interaction picture is defined as usual as 42, 44 
where V is the nondiagonal part of the Hamiltonian in Eq. ͑2.1͒ ͑i.e., the last three terms͒ and Û 0 is the time evolution operator of the diagonal part. In matrix notation Û 0 is an NϫN diagonal matrix defined using ͑2.12͒:
͑2.15͒
Using Eq. ͑2.10͒ for the wave function ͑and noting that the nuclear wave functions are themselves time dependent͒, the time evolution of the complex quantal amplitudes ͓C j ϭ͗ j,(R,t)͉(t)͘, jϭ1,2,...,N͔ in an interaction picture representation is given by
In Eqs. ͑2.16͒ the curly overhead denotes an amplitude in the interaction picture representation
and the phase difference, ⌬⍀ jk , was defined in ͑2.13͒. Since the C's are complex numbers, each equation is equivalent to two equations. 45 ͑One can use the normalization condition to reduce the number of equations from 2N to 2NϪ1.͒ Due to the interaction with the surrounding solvent atoms, the energy in each state may vary with time so that our interaction picture representation is time dependent. In practice it takes time for the molecule to interact with the liquid and it is therefore of importance only for such time periods that the laser-induced coupling between the X and B states has decreased to practically zero, so that it affects only the B and a electronic states dynamics.
In writing Eqs. ͑2.16͒ we have correctly allowed for the coupling between each two electronic states to depend on the nuclear coordinates. Regardless of the specific form of the nuclear wave function and/or of the coupling operator the complex integrals that appear in Eqs. ͑2.16͒ can always be recast in the form of a modulus ( k2 A k2 ) times a nuclear phase factor ͑ k2 ͒: Both the modulus and the phase are explicitly computed in the Appendix.
Finally, before proceeding to derive the nuclear equations we note that in Eq. ͑2.16͒ ͓and ͑2.16Ј͔͒, middle equation, only a single term will effectively contribute to the sum at each point in time. This is due to the successive predissociation events being disjoint in time.
D. The time evolution of the nuclear observables
In Eqs. ͑2.8͒ the solvent-jth solute coupling has already been included so that once the expectation value of the nuclear operators over the total wave function ͓Eq. ͑2.10͔͒ is taken, one obtains explicit equations of motion for the position and momentum on each electronic state, in the presence of the solvent dn 1 ͑t͒͗R͑t͒͘ 1 /dtϭn 1 ͑t͒͗P͑t͒͘ 1 /mϪi"C 1 *͑t͒C 2 ͑t͒
In Eqs. ͑2.18͒, c.c. denotes the complex conjugate of the preceding term and the following abbreviations have been used:
Specifically, n j (t) is the population of the jth electronic state at time t. Equations ͑2.18͒, which are still fully quantal, are the central exact result of the formalism. It is important to note that one should note apply the chain rule to them in order to ͑wrongly͒ conclude that the coupling term is proportional to dn j /dt. The reason why this is not so is that, unless one imposes as a side condition that
the first term on the right-hand side of ͑2.18͒ is neither n j d͗R͘ j /dt nor n j d͗P͘ j /dt. It is only when the interstate coupling vanishes that one can make this identification.
However, under such circumstances dn j /dtϭ0.
E. Approximations
The exact equations ͑2.18͒ cannot be solved as they stand before two integrals are evaluated. First, the interstate coupling integral is required, and then one needs to compute the expectation value of the force, Ϫ͗dV/dR͘, in the different electronic states. Apart from the form of the interstate coupling operators, both integrals require the knowledge of the nuclear wave functions. It is here that we make a simplifying approximation. While some approximation is useful, the particular one that we shall use is the simplest and leaves considerable scope for refinement. We emphasize that the approximation is made after the commutators with the electronic labels have been performed so that the separation into intra-and interstate dynamics is already established before any approximations are made. The approximation can affect the quantitative accuracy of the two types of dynamics but not the multistate nature of the description.
When evaluating the force for the nuclear motion on the jth electronic state ͑with j being 1,2,...,N͒ we make the simple approximation of a delta function like localized motion so that the average value of the derivative of the jth potential is replaced by the derivative at the average value of the position on the jth electronic state
͑2.21͒
Clearly one can do better by retaining a finite width, 46 and even then the equations will remain closed. Equation ͑2.21͒ is a classicallike limit
where the curly brackets are the Poisson brackets of classical mechanics. It is reiterated that this limit is taken after the commutation with the electronic labels has been carried out. For the intrastate dynamics ͑which are diagonal in the electronic state label͒ the simple classical limit, Eq. ͑2.22͒, is sufficient. Terms off-diagonal in the electronic label-the interstate coupling-require more care because they connect the nuclear motion on different electronic states and we do not want the interstate coupling to be confined to when the nuclei are at the very same position and momentum in both states. In spectroscopic terms, one wants a Franck-Condon region rather than a strictly vertical transition. The simplest wave function for which the Franck-Condon region has a finite width is the Gaussian ͑coherent͒ wave function of the Harmonic oscillator. 42 The last ingredient needed to compute the interstate coupling terms is the specific form of the coupling. The X and B surfaces are coupled by the ultrashort pulse times the dipole transition and we consider the latter to be independent of the nuclear separation. ͓This implies that 12 and 21 can be taken out of the overlap integrals in Eqs. ͑2.18͒.͔ The nature of the B -a coupling is discussed in Sec. II F below. In the Appendix we use the Gaussian wave function and Eq. ͑2.27͒
for the coupling to compute the required Franck-Condon overlap ͑including the Ϫi factor͒ for the position ͑⌶ R j,2 ͒ and momentum ͑⌶ P j,2 ͒ on each electronic surface
In Eq. ͑2.23͒ the index j refers to all the a states ͑jу3͒ and to the ground electronic state ͑jϭ1͒, and the electronic amplitudes have been written in terms of the occupation and phase
͑2.24͒
In writing equations ͑2.23͒ we have used the abovementioned argument ͓see Eqs. ͑2.16͒ and ͑2.16Ј͔͒ that one can rewrite the transition dipole matrix element as a real part ( j 2 A j2 ) times an imaginary one ͑the nuclear phase j2 ͒. The specific form of this matrix element for the B -a transition is discussed in the next subsection.
An important practical point is that, for any nuclear wave function that is solely parametrized by the mean position and momentum, the interstate coupling terms ͑2.23͒ depend only on the mean position and momentum on the different states, so that the equations of motion ͑2.18͒ are closed and can be solved.
Explicitly, the equations of motion for the average position and momentum in a given electronic state are given by
Equations ͑2.25͒ are the working equations of motion for the nuclear degrees of freedom. These equations are classicallike in the sense that the nuclear dynamics on each electronic surface are determined by the adiabatic potential of that surface. This is, however, the case only when the different electronic states are decoupled. Whenever two states are interacting, there are additional nonclassical terms that differ from zero and couple the nuclear dynamics on the different states so that the motion on one adiabatic potential is affected by that on the others. In each of equations ͑2.25͒ the value of the additional ͑nonclassical͒ term is computed from the known values of the positions and momenta. If a better approximation is used for the nuclear wave function, then the interstate coupling terms will not have the simple analytical form of ͑2.25͒ but the generic form of Eqs. ͑2.18͒ will prevail.
Even when the interstate coupling is operative, Eqs. ͑2.25͒ remain ͑coupled͒ first-order differential equations and, as such, the numerical effort required for their solution remains comparable to that of propagating an ordinary classical trajectory. If the electronic states are uncoupled, the solution of the nuclear equations is a classical trajectory. To represent the dynamics we generate an ensemble of solutions of the coupled electronic, ͑2.16Ј͒, and nuclear, ͑2.25͒, equations that differ from one another in the initial value of both the electronic and nuclear phase.
In the next two subsections we discuss the nature of the solvent-induced electronic predissociation and the solvent dynamics. Before doing so we note that for describing the condensed phase dynamics it is far more convenient to use a space fixed ͑three-dimensional͒ Cartesian coordinate system. Hence, one has to rederive the nuclear equations for the x, y, and z components of both the momentum and the position for each atom on each electronic surface. Appendix A of Ref. 31 demonstrated this derivation for the two electronic state Hamiltonian; the extension for the present problem is immediate.
F. Solvent-induced coupling
In this subsection we discuss the nature of the coupling between the two states ͑B and a͒, which, in the isolated molecule, can cross. We present two ͑somewhat different͒ points of view and show that for a solvent with no permanent dipole moment ͑such as the inert gasses used in the simulations͒ the coupling between the two states ͓ i2 and/or 2i integrated over the initial (B) and final (a) wave functions, ͗ i2 ͘ and/or ͗ 2i ͔͘ will, to a leading order, be proportional to the polarizability of the quencher and will vary as the inverse sixth power of the molecule quencher distance. Our qualitative considerations cannot determine the magnitude of the coupling coefficient and this task is left open for a fully quantum chemical computation. We should also note that we assume that it is the a state to which the B state is coupled by the solvent. There are several other dissociative states of iodine in the energy range of interest. As it will turn out, our qualitative conclusions regarding the dynamics of the dissociation are not very sensitive to which unbound state the exit is on, as long as it is only mildly repulsive. What the results are quite sensitive to is where, along the iodine-iodine distance, the curve crossing takes place ͑cf. Fig. 1͒ . We will discuss this point in detail in Sec. III. Here we just note that the question of the interstate coupling of iodine in the energy range of 15 000 cm Ϫ1 and above must be regarded as still not fully settled.
According to one possible interpretation 27 the solventinduced electronic predissociation is due to the static electric field of the solvent that couples to an electric dipole transition from the B state to the a state at the intermolecular distance where the two surfaces intersect ͑see Fig. 1͒ . The fluctuating field due to the iodine transition dipole is proportional to BϪa /R IϪRg 3 ͑where BϪa is the B→a transition dipole and R IϪRg is the distance from the iodine's center of mass to a solvent atom͒. The interaction with a solvent atom with no permanent dipole moment will then be of the form
͑2.26͒
where ␣ Q is the polarizability of the solvent atom. This is a coupling term which varies as the inverse sixth power of the solvent-solute distance, R IϪRg Ϫ6 , and is proportional to the solvent polarizability and to the B→a transition dipole. The latter is proportional to the ͑time dependent͒ B -a FranckCondon factor.
The second approach considers the analogy to gasphase-collision-induced electronic predissociation. 21 Using second-order perturbation theory for the case when both the molecule and the quencher have no permanent dipole moment one can show 23, 47, 48 that, to a leading order, the coupling between the two molecular states depends on the following elements: the long-range part of the moleculequencher potential that has the usual inverse sixth power dependence on the distance, R IϪRg Ϫ6 , the quencher's isotropic polarizability ͑␣ Q ͒, the nondiagonal isotropic polarizability matrix element for the excited molecule between the initial (B) and final (a) electronic states (a BϪa ), the FranckCondon factor between the initial and final states (F BϪa ), and the ionization potentials of both the quencher and the molecule ͑I Q and I P , respectively͒:
͑2.27͒
A similar equation holds for ͗ aϪB ͘. Equation ͑2.27͒ differs from the standard time-independent result in that the ͑com-plex͒ Franck-Condon overlap integral is time dependent:
we compute it explicitly in the Appendix. Equation ͑2.27͒ is essentially identical to the form of the C 6 coefficient which is used to describe long-range dispersion forces. The essential difference is that one replaces the diagonal molecular polarizability by the nondiagonal element and that, because the coupling is between two different molecular electronic states, there is an additional FranckCondon overlap factor. One can therefore view the coupling as a nondiagonal C 6 coefficient.
Up to a numerical factor, Eqs. ͑2.26͒ and ͑2.27͒ are identical. They both scale with the quencher's polarizability and have the same long-range dependence on the moleculequencher distance. As will be argued in detail below this long-range dependence results in a strong dependence of the extent of electronic predissociation on the local solvation environment.
In the MD simulations we have used Eq. ͑2.27͒ with a single modification. Equation ͑2.27͒ uses the isotropic polarizability matrix element for the excited molecule between the initial and final electronic states, a BϪa . To account for the large anisotropy of the iodine molecule we have decomposed the nondiagonal polarizability matrix element into its parallel ͑␣ ʈ ͒ and perpendicular ͑␣ Ќ ͒ components
In Eq. ͑2.28͒ is the angle between the molecule and the quencher. Based on the ground state values of molecular iodine a ratio of 1.8 between the parallel and the perpendicular components was used. When Eq. ͑2.28͒ is used, the B -a transition matrix element has the form ͗ BϪa ͘ϭϪ
where the factor of 3 2 that results from an integration over the orientation has been discarded. In the computational example the quenching is due to the surrounding rare gas atoms and we sum over all the quencher-molecule distances using Eq. ͑2.29͒. ͓Note that we use Eq. ͑2.29͒ for all the different a ''states,'' using the specific values of the position and momentum on each a state, and on the B state.͔ Since at this point the actual value of the nondiagonal polarizability matrix element can only be estimated, we report here results for a bϪa ϭ1. 8 Å 3 . Other values were also tested, and the value chosen is consistent with the estimates of the fraction of molecules that do dissociate. Note that since Eqs. ͑2.26͒ and ͑2.27͒ differ only in the numerical value of the coupling coefficient and since we regard this value as a parameter, our results cannot be said to distinguish between the different interpretations of the nature of the coupling. Nor can we judge whether the solvent induces mixing of additional electronic states. As long as it decreases steeply with the solvent-solute distance and depends on the polarizability of the solute, the results will not be different. As will be clear from the computational study, the results are sensitive to the location of the crossing of the two states.
G. The diagonal solvent-solute interaction
This subsection discusses that part of the solvent-solute coupling which does not change ͑i.e., that is diagonal in͒ the electronic state of the solute. The molecular Hamiltonian, Eq. ͑2.1͒, included both the intra-[V j (R)] and the inter-͓Û j ͑R,X͔͒ molecular interaction for each electronic surface ͑X, B, and all the as͒. For each electronic state, j, the potential between the solvent and the solute in a given electronic state was added to the intramolecular potential energy curve so that each electronic surface had its own interaction with the solvent. Here we discuss this interaction as viewed by the solvent.
We consider the solvent to be composed of classical particles. Hence, the pure solvent Hamiltonian has the usual form employed in classical MD simulations. To this potential one has to add the solvent-solute interaction. The latter is of a mean field form: the solvent interacts with all the iodine's electronic states and the importance of the interaction with the jth electronic state is determined by its population
where, as before, the summation is over the ground, excited, and all the dissociative states.
In the mean field approximation for the solvent there is a single ground state solvent that interacts with all the different molecular electronic states. If one considers the solvent and solute to be one large supramolecule, one could argue that we should use different solvents: one for each electronic state. This subtle point is actually inherently built into the formalism. Suppose we do begin by using a different state of the solvent for each electronic state of the molecule. This does not require any change as one can always write the wave function of the supramolecule as a product of the solute wave function times that of the solvent. We now write equations of motion, for the solvent, and then take an average. The average equation of motion for the solvent is precisely our mean field equation. Of course, given only the average equation of motion for the solvent, one has lost any knowledge of the correlation between the solvent and electronic state of the molecule. The correlations can, however, be exhibited explicitly by applying the present formalism to both molecule and solvent. In such an approach, the equations of motion for the solvent acquire an electronic state index. This means that a computation which keeps track of the solvent-solute electronic state correlation is computationally N times ͑N being the number of the solute electronic states͒ more intensive than an ordinary MD method. This is, however, not prohibitive.
III. RESULTS
The proposed approach was used to model the experimental scheme of Scherer, Jonas, and Fleming. 16 a.u.͒ femtosecond laser pulse centered at 550 nm and directed along the z axis is used to excite the ground (X) state iodine molecule into the bound region of the excited (B) state. The time evolution of the electronic and nuclear degrees of freedom is followed using Eqs. ͑2.16Ј͒ and ͑2.25͒
with special reference to the excited B state and all the dissociative a states. In discussing the results we center our attention on the depletion of the excited B state population as a function of solvent density and polarizability, on the temporal and spatial profiles of both the parent bound state and the spawned dissociative products, and on the role of local density versus the bulk solvent density. When appropriate we refer and discuss the experimental results. 32 We first discuss some technical aspects of the computations.
A. Technical details
Prior to the application of the pump laser pulse, equilibrated configurations of a single ground state iodine molecule embedded in different rare gas atoms at different densities and temperatures were generated using the usual procedures. 49 ͑The iodine molecule is given its zero point energy and its phase is chosen at random, during the equilibration procedure both the phase and the energy are kept fixed but the orientation is allowed to vary.͒ A Morse potential function was used for the iodine ground and excited state potentials 50 and a modified Morse potential was used to fit the dissociative a state. 51 Table I summarizes the different potential energy parameters. The interaction of the iodine molecule with the surrounding atoms, and that within the solvent atoms themselves, is modeled using a pairwise Lennard-Jones ͑LJ͒ 12-6 potential. For the former the usual combination rules were applied. As no attempt is being made at this point to numerically fit any experimental results, the same LJ potential parameters were used for all three electronic surfaces. The LJ parameters are also given in Table I . As discussed in detail in Sec. II F, the value of 1.8 Å 3 is chosen for the nondiagonal polarizability matrix element, a BϪa . The ionization potentials and polarizabilities of the different quenchers ͑Ar, Kr, and Xe͒ are given in Table II .
Once the external pump field is switched on, the following equations of motion were integrated: for the solvent atoms we propagate the usual Hamilton equations including the mean field coupling to the solute, Eq. ͑2.30͒. For the iodine molecule we solve for the electronic and nuclear ͑po-sition and momentum͒ degrees of freedom for the X, B, and any a state that is already populated. ͑Whenever the B state molecule approaches the crossing region, the number of a states increases by one.͒ Hence, each of our trajectories or time histories is composed of N quasiclassical solute trajectories for the solute molecule: one on the ground state, one on the excited state, and NϪ2 on the different a states. ͑Note that this hardly affects the numerical effort which is determined by the number of solvent molecules, 250 in this computation.͒ The reported results are for an ensemble of such runs. A fifth-order Gear predictor-corrector integrator with a variable time step was used to propagate the equations of motion. In the propagation of the electronic part an interaction picture representation was used. This resulted in higher numerical stability, which allows the specification of a larger minimal step and to increase it further whenever there is no ͑and/or very small͒ nonadiabatic coupling between any two electronic states. The inherent conservation of probability was used as a criterion in determining the time step in the propagation. In the computation we do not allow the trajectories that describe the recombination to change their electronic state. This is not consistent with what is known from ps studies 13 and hence the long-time behavior will not be well described by our simulation.
Unlike the nuclear degrees of freedom for which one needs to solve only for the diagonal observable ͑i.e., the position and momentum on each electronic state͒, for the electronic part we solve both for the diagonal and the offdiagonal part of the electronic density matrix ͑a total of 2N equations͒. Due to the large energy spacing of the X and B states an interaction picture representation for the propagation of the electronic part ͓see Eq. ͑2.16Ј͔͒ was used. The solution of the electronic ͑and also that of the nuclear͒ equations involves the computation of Franck-Condon overlap integrals which ͑for our specific choice of the nuclear wave function͒ are expressed in terms of the average position and momentum on each electronic state. As discussed in detail in the Appendix, care should be taken when computing this overlap if one wishes to correctly model the time scale of the interstate coupling. If in each of our runs we simply use the instantaneous value of the position and momentum on each surface to compute the X -B overlap, the decline of the overlap integral is too rapid when compared to an exact gasphase one-dimensional quantum calculation. Therefore one cannot use uncorrelated values of the position and momentum on the ground and excited surfaces to compute the overlap integral. The way to correct for this is to use correlated wave functions on the ground and excited states. Hence, for the ground surface wave function we use the instantaneous value of the position and momentum ͑on the ground state͒ as the average position and momentum (͗R͘ 1 ,͗ P͘ 1 ), whereas the average position and momentum of on the excited B state (͗R͘ 2 ,͗P͘ 2 ) are computed as the mean of the ground and excited state values with the weights given by the populations. This ''mean field'' procedure compares very favorably with the exact quantal results. 52 For all the B -a overlap integrals no such problem of time scales is encountered 53 and we therefore use the instantaneous values of the position and momentum on each surface to compute the overlap integral.
The solution of first-order differential equations requires a single constant of the motion in the form of initial conditions. For the nuclear equations this implies that ͑in addition to the ground state initial conditions͒ one has to determine the initial position and momentum on the B state and all the a states. In the approximation that the intrastate dynamics is classical these are sampled from the Franck-Condon region that can be accesses by classical mechanics. We first sample the energy on the B state from a Gaussian distribution determined by the uncertainty in energy which is induced by the limited duration of the pulse. The position on the B state is then chosen from a narrow region between the inner classical turning point on the B surface ͑at the chosen energy͒ and the outer turning point on the ground electronic state. The bound B state spawns the dissociative a state; hence the initial energy for each a state is determined by the instantaneous value of the energy on the B state. The latter may change with time due to the interaction with the surrounding solvent. Once we determine the a state energy the position and momentum are sampled between the inner classical turning point of the a state and the B -a surface crossing point for the case of predissociation that occurs when the B state molecule stretches and between the crossing point and a point to its right where the Franck-Condon factor between the two surfaces is practically zero for the case of predissociation in the opposite direction, i.e., the B state molecule contracts. The a state trajectories are placed in this asymmetric form around the crossing point ͑to the left of it for forward spawning and to the right of it for backward spawning͒ for the following reason. Suppose we examine a forward spawning event ͑the reasoning for backward spawning will follow the same lines͒ and we decide to put some ''virtual trajectories'' also to the right of the crossing region. ͑We refer to these trajectories as ''virtual'' because they are still not populated.͒ These trajectories will remain in their initial position for a long time and start moving only when the B state trajectory overlaps with them so that the a state population increases from zero. ͑Since we are propagating the position and/or momentum of an electronic state times its population, any new state starts to propagate only when its population begins to differ from zero. This will occur only when the overlap with the parent state starts to differ from zero.͒ On the other hand, suppose that we follow the dynamics of a ''virtual trajectory'' that was placed to the left of the crossing point. It starts to propagate earlier for the very simple reason that its overlap with the parent B state started to vary from zero at an earlier point in time ͑remember that we are examining a forward spawning event͒. Hence, if we look on two ''virtual'' trajectories that are placed to the right and to the left of the crossing point, the only difference between them is the point in time in which they start to propagate. At this point one may argue that this will make a big difference because these two trajectories will enter the probing window ͑which is placed at an intramolecular distances of ϳ4 Å on the dissociative a state, see below͒ at very different times. This is not true and has been checked. The reason is that the extra time which the trajectory to the left of the crossing point has propagated is very similar to the time that it takes to the B state trajectory to reach the region at which its overlap with the trajectory which is placed to the right of the crossing point varies from zero. In other words the ''extra'' time of propagation by the left-placed trajectory coincides with the time that the right-placed trajectory stands and waits, so that if we consider that tϭ0 is the time that the right-placed trajectory started to move, then the left one would reach the position of the right one at tϭ0. From this point on their propagation is, of course, the same. All these arguments apply also ͑in an inverse way͒ to the backward spawning.
To conclude, what our procedure does is to ensure that for our ensemble of trajectories there is, on the average, a continuous nonzero overlap between the parent B state and the newly spawned a state, throughout the coupling region so that the dynamics and hence the population transfer are correctly weighted by the Franck-Condon overlap factors.
B. Pump-probe
When a Gaussian-shaped pulse with a FWHM of 50 fs ͑centered at t 0 ϭ60 fs͒ and a carrier frequency of 550 nm interacts with the molecules about 5%-6% of the ground state population is found to be excited. 52, 54 This low fraction is in agreement with the experimental observation of less than 10%. 16 The time profile of the excited B state population as a function of time for different liquid Ar, Kr, and Xe densities ͑at 300 K͒ is shown in the three panels of Fig. 2 . ͑Note that the computations were performed at the same reduced densities, *ϵ 3 , where is the range of the rare gas atom-atom LJ potential, and that the excited state population is normalized, for each density and rare gas, so that it equals unity at its maximum.͒ In agreement with experiment, and unlike the ground state population whose value remains constant once the ultrashort laser-induced X→B coupling has decreased to zero, the excited B state population is being depleted due to solvent induced electronic predissociation. As is only to be expected from the form of the B -a coupling, Eq. ͑2.27͒ ͓and/or ͑2.29͔͒, that involves the inverse sixth power of the molecule-quencher separation, the specific amount of population transfer ͑for each of the rare gases͒ depends on the density of the surrounding solvent. As the density is increased, the molecule-quencher distance decreases ͑on the average͒, the coupling increases, and hence the more extensive is the depletion. We return to this point in detail, when we analyze the computational results in Sec. III C.
On a stretched time scale ͑Fig. 3͒, it is clear that the B
FIG. 2.
The ͑normalized͒ excited B state population for various ͑increasing͒ reduced densities and solvents as a function of time in fs ͑all the results are for 300 K͒. To excite the ground state molecule a Gaussian-shaped pulse centered at t 0 ϭ60 fs with a FWHM of 50 fs and a carrier frequency of 550 nm is used. The field amplitude is 3.7ϫ10 Ϫ4 a.u. and the electronic transition dipole of the iodine is 1 a.u. For these field parameters about 5%-6% of the ground state population is being excited. 31, 52 Here and in all other figures the results are for an ensemble of 100 trajectories. We normalize the excited state population according to its maximum value to make the comparison between different densities clearer. In agreement with the experiment the initial excited state population is depleted due to solvent-induced electronic predissociation of the B state into the dissociative a1 g ͑ 3 ⌸͒ state.
state population does not decrease monotonically but rather by a series of not equally spaced steps whose sharpness depends on both solvent density and temperature. We interpret this staircase decrease in the population as the result of the very localized region of the solvent induced interstate coupling. The initially excited B state population is localized in the Franck-Condon region close to the inner classical turning point. As it begins to evolve it moves to the right and approaches the crossing region, ͑Fig. 1͒. The B -a coupling ͓that depends on the Franck-Condon overlap integral, see Eq. ͑2.27͒ and/or ͑2.29͔͒ increases and some of the excited state predissociates. Once the B state ''molecule'' has traversed the crossing region the coupling gradually decreases to zero. The spawned dissociative a state population continues to evolve with positive momentum toward larger interatomic separations, while the remaining B state population continues to evolve on its bound potential. The excited state B ''molecule'' will reverse the sign of its momentum either when it reaches the outer classical turning point or when a neighboring solvent atom prevents it from fully stretching. Once the molecule begins to contract the same predissociation event can occur, i.e., as the molecule approaches ͑but now, from the right͒ the B -a crossing region, the solventinduced coupling gradually changes from zero and some population is being transferred to the dissociative state. This time the predissociation occurs when the molecule is contracting. Thus, every excited B state vibrational period involves two predissociation events: one ''in the forward direction,'' i.e., when the molecule is stretching and the second ''in the backward direction'' when the molecule is contracting. For each classicallike trajectory in our initially localized ensemble ͓it is localized to the extent that the pulse is short ͑50 fs͒ compared to the vibrational period ͑350 fs͒ of the B state at the energy of the excitation͔ the predissociation events are limited to such short time durations where the excited state molecule is within the Franck-Condon overlap region between the B and a surfaces. We therefore expect to see a steplike behavior for each trajectory. Once we average over the ensemble the steplike form will persist only if the ensemble is still localized, i.e., if different members in the ensemble predissociate at very similar times. ͓This result is in accord with the quantum mechanical understanding: for a stationary excited state the loss of population will be continuouslike, whereas if the excited state is a nonstationary coherent state the population will decay by a steplike mechanism that reflects the coherent vibrational motion of the excited state wave packet. ͑Note that even for a stationary state if the rate of population depletion is very large we may create a ''hole'' in the excited state. In such an extreme situation the dynamics of the population decay will reflect the dynamics of the filling of the hole.͔͒ As a direct spectroscopic measure for the excited state vibrational localization, Fig. 4 shows the time-dependent ultrafast probe absorption spectrum. This absorption spectrum corresponds to a vertical transition from near to the inner turning point on the excited B surface into a higher in energy ion-pair state. The localized nature of the ensemble of trajectories results in a time-dependent spectrum that can be measured experimentally. [15] [16] [17] [18] [55] [56] [57] In agreement with the experimental results the duration and magnitude of this localization depends very much on the environment of the iodine molecule and it reflects the role of three processes. First ͑and, for the higher densities, foremost͒ one observes a gradual decrease in the contribution to the absorption spectrum due to solvent-induced electronic predissociation. The more dense is the solvent, the more pronounced is this effect. Over and above is the delocalization due to the loss of vibrational lo- FIG. 3 . Same as Fig. 2 but for a single reduced Ar density at two different temperatures ͑80 K full line and 300 K dashed line͒ and with a stretched y axis. Due to the slower loss of vibrational coherence at lower densities, and specifically so at lower densities and temperatures, the steplike depletion of the B state population is more pronounced and it persists for longer periods. ͑Note the strong dependence on temperature.͒ In the text we discuss in detail why the steps are not equally spaced in time.
FIG. 4. The time dependence of the ultrafast probe absorption spectrum for two reduced densities for Ar ͑upper panel͒ and Xe ͑lower panel͒ at 300 K. The absorption spectrum corresponds to a vertical transition from close to the inner turning point of the excited B surface, into a higher in energy ion-pair state. The initially localized nature of the ensemble of trajectories results in a probe spectrum that is time dependent. The overall decrease in the amplitude of the absorption spectrum is due to both solvent-induced electronic predissociation and to the loss of vibrational localization ͑caused both by the intramolecular anharmonicity and by the interaction with the solvent͒. Both processes scale with the reduced solvent density and hence the localization is more extreme ͑narrower peaks͒, and it prevails for longer periods, at lower densities. Note how at the same reduced density Ar is a much better quencher. This result is discussed in Sec. III C in detail.
calization caused both by the solvent-induced vibrational spreading ͑which also scales with the density͒ and to the intrinsic molecular anharmonicity which is an intramolecular source of delocalization.
In a previous computation, 31 in which there was no population decay from the B state, the loss of vibrational localization has been shown to be a direct result of the specific form of the B state potential energy curve that is shallow with a large anharmonicity and with a large equilibrium distance ͑see Fig. 1͒ . As a result of its shape, it is more often the case that the repulsive interaction with the surrounding solvent atoms prevents the excited iodine molecule from fully stretching itself. In an ensemble of excited state molecules this results in a somewhat different vibrational period for each molecule and hence the rapid vibrational spreading at high densities. We note, however, that even at high densities the spreading is not immediate and hence one does observe a steplike behavior at very short times for all densities. At moderate to lower densities ͑and specifically so at lower temperatures, cf. Fig. 3͒ the repulsive interaction with the solvent is less pronounced ͑as the average moleculesolvent separation is larger͒ so that the vibrational localization, and thus the steplike depletion of excited B state population, persists for longer periods.
The steplike depletion of the excited state population results in a bulletlike appearance of dissociative a state population. The two panels of Fig. 5 demonstrate this effect ͓for two Ar reduced densities of 0.119, panel ͑a͒, and 0.475, panel ͑b͔͒ by showing snapshots of the dissociative population at four, increasing, time periods. At these points in time the dissociative population is localized at ͑and about͒ a large intermolecular separation of ϳ4 Å. This distance is beyond the curve crossing point ͑cf. Fig. 1͒ , and within the experimental probing window ͑see Figure 12 of Ref. 16͒ . The first population appears at this distance at around 200 fs ͓lower panels of Figs. 5͑a͒ and 5͑b͔͒. This delayed appearance of dissociative population agrees with the experimental measurements and reflects both the B state dynamics ͑the time evolution from the Franck-Condon region near the inner turning point to the crossing region͒ and the a dynamics ͑from the crossing region to the probing region͒. As the dissociative population continues to evolve on the repulsive potential it starts to spread ͓second panels of Figs. 5͑a͒ and 5͑b͔͒ due to both the repulsive form of the potential and to the almost immediate onset of the interaction with the surrounding solvent which is quite significant at this large internuclear distances. This effect is somewhat more pronounced at the higher density ͓panels ͑b͔͒, than at the lower one ͓pan-els ͑a͔͒. As argued earlier, the appearance of a second spikelike dissociative population on the a state ͓dotted sticks in the third panels of Figs. 5͑a͒ and 5͑b͔͒ is delayed to a longer time period due to two reasons: the first is the asymmetry of the excited state dynamics with respect to the curve crossing region and the second is the initial negative direction of the momentum of the backward spawned population ͑since the molecule predissociates when it is contracting͒. A close examination of even ͓iϭeven number in Eq. ͑2.1͔͒ spawned populations versus odd ones ͑at the same internuclear separation͒ reveals that the former are somewhat less localized than the latter. We consider this effect ͑which is more pronounced for the heavier solvents Kr, and Xe͒ to be a physical one and attribute it to the longer time duration which even a states populations spend on the repulsive potential before entering our probing window. Unlike the odd a states which have a positive initial momentum, even a states have a negative initial momentum. Hence, any even a state population ⌸͒ state. ͑In binning the results each trajectory is weighted by its population.͒ Shown are the first three exits ͑black, dotted, and blank͒ which correspond to the first three steps in Fig. 2 and/or 3. The time periods at which the first, third, and forth panels ͓of both ͑a͒ and ͑b͔͒ are drawn are such that the first, second, and third dissociative populations reach an average intramolecular separation of about 4 Å. ͑This distance is about the upper limit of the experimental probing window. 16 ͒ The initial localized nature of the dissociative population is a direct result of the vibrational coherence in the parent B state. For both densities, evidence for the delocalization of the a1 g ͑ 3 ⌸͒ state is apparent already 60 fs after the first appearance of population at a distance of 4 Å ͓second panel in ͑a͒ and ͑b͔͒. This rapid delocalization is both due to the repulsive anharmonic shape of the a1 g ͑ 3 ⌸͒ potential and to the cage of the surrounding liquid atoms. As time evolves the spreading in the population becomes more pronounced and in the third and forth panels ͓of ͑a͒ and ͑b͔͒ one observes trajectories that reversed the sign of their momentum. As expected this cage effect is more pronounced at the higher reduced density ͓panel ͑b͔͒. The time instants ͑190, 480, and 540 fs͒ at which the dissociative populations appear in our probing window are not equally spaced. This is due to both the asymmetry of the B state dynamics with respect to the B -a1 g ͑ 3 ⌸͒ curve crossing point, and to the negative momentum with which even-numbered a1 g ͑ 3 ⌸͒ states are being spawned. ͑See text for more details.͒ first travels toward its inner turning point after which it traverses the sign of its momentum and propagates toward our probing window. Due to these two delays, and to the shorter time period of cycling from the crossing region to the inner B state turning point and back, there is a rapid appearance of a third localized dissociative population ͑blank sticks in upper panels͒. These time-asymmetric appearances of dissociative populations will continue as long as the excited B state is localized. Once the latter spreads we expect the former to be less localized.
As in the experimental scheme we limit our probing ͑i.e., integration͒ time to short time periods. Yet, even at this short time scale there is an almost immediate onset of interaction between the a state and the liquid. If we follow the first spawned a state we see that after only half a picosecond it is already highly delocalized and some of it has already been caged by the surrounding liquid atoms. The effect of the initial localization and the almost immediate spreading, followed by caging, is demonstrated in the three dimensional plots of Fig. 6 where we show the first, second, and third spawned populations as a function of distance and time ͑for Xe at a reduced density of 0.237͒. The caging of the dissociative population by the first ͑and also second͒ solvation shell is more pronounced for the heavier Xe atoms, when compared to either Kr and/or Ar. To date, no experiment has attempted to distinguish between newly spawned population and the one resulting from ͑older͒ caged populations that traversed the sign of their momentum and reentered the probing region for the second ͑and possibly also third͒ time.
C. The role of the rare gas solvent
The results of Sec. III B and the form of the B -a coupling Eq. ͑2.30͒, suggest that if we consider a ''theoretician's'' solvent, where, at a given density, the polarizability can be determined at will, then the higher the polarizability the more rapid the loss of population. Unfortunately, one cannot, in reality, just vary the polarizability while keeping all other things equal, with the result that the extent of predissociation for different inert gases at the same reduced density does not simply scale with the polarizability. ͑The reduced density is defined using the rare gas range parameter ,*ϭ
3 and in what follows we often refer to it as the global density.͒ The two panels of Fig. 7 compare the excited state population ͑against time͒ for the three rare gases Ar, Kr, and Xe at the same reduced densities ͑*ϭ0.237 and 0.356͒. At the same global density Ar is always a more effective quencher, when compared to either Kr and/or Xe, in inducing predissociation ͑the final excited state population is the lowest͒, whereas Xe is a better quencher than Kr.
To elucidate the somewhat unexpected order of efficacy of the different rare gases we reexamine the B -a coupling term. As argued in Sec. II F, the two different points of view of explaining the prompt solvent-induced electronic predissociation result in a coupling term that is identical up to a numerical factor. To a leading order the solvent-induced interstate coupling term scales with the quencher's polarizability and it is proportional to the inverse sixth power of the molecule-quencher separation. In the MD simulations we sum over all the solvent atoms and weight their contribution according to their orientation with respect to the internuclear axis of the excited molecule. At the same reduced density, and in analogy to gas-phase-collision-induced electronic predissociation, [20] [21] [22] [23] 27 one may therefore expect the quenching efficiency to decrease when going from Xe to Kr and then to Ar. ͑The polarizabilities scale with the size of the quencher and hence reduce from 4.22 Å , respectively.͒ Although the scaling with the polarizability is important, one has to consider also the strong dependence on the molecule-quencher distance. An inverse sixth power dependence implies two things: first when sum- FIG. 6 . Three-dimensional plots of the first ͑upper panel͒, second ͑middle panel͒, and third ͑lower panel͒ a1 g ͑ 3 ⌸͒ state populations as a function of atom-atom distance, and time ͑in fs͒ for Xe at a reduced density of *ϭ0.237. These plots demonstrate two points: the first is the initial localization of the dissociative populations and its very rapid spreading, and the second is the evident caging by the surrounding atoms. When compared to Kr and/or Ar the caging of the dissociative populations by the first ͑and also higher͒ solvation shell is more pronounced for the heavier Xe atoms. ming over all the liquid atoms we expect only a small number of them-the ones nearest to the excited molecule-to have a major contribution to the magnitude of the coupling term. This is true regardless of the specific identity of the quencher. The second effect concerns the local density. Although we compare results for the same global density we cannot directly infer from it what the immediate solvent arrangement about the solute is. The latter is determined by the first solvation shell that surrounds the excited iodine molecule and it has the dominant contribution to the coupling term. Now the distance from the molecule to the nearest solvent atoms is determined by the length scale of the solvent-solute interaction which is computed using the usual combination rules. As the size of the solvent increases ͑Xe ϾKrϾAr͒ so does its length scale and hence the solventsolute length parameter. This implies that regardless of the value of the global density, a small number of Ar atoms which immediately surround the iodine molecule may find themselves closer in than Kr and/or Xe. Since these close atoms are the important ones, this more effective clustering of the smaller solvent atoms may compensate and overcome their smaller polarizability with the end result being that the smaller quencher atom induces a larger coupling term. For a single rare gas atom the two-body potential used in the simulations may over emphasize the importance of a T-shaped configuration. However, in the liquid the attraction between rare gas atoms does compensate for this. The essential point is that one should not interpret the results using a model of a continuous polarizable medium for the solvent, but rather study the molecular details of the first solvation shell that surround the reactive system.
There are several ways for checking this assumption and we begin with the simplest one. In Fig. 8 we show the initial value of the B -a coupling term for the three liquids at the same reduced density. This value is computed as an average over the initial equilibrated configurations used in MD the simulations, and it shows the same trends as Fig. 7 . ͓What we compute does not include the B -a Franck-Condon integral, i.e., the last term in Eq. ͑2.29͒, and as expected the magnitude of the coupling increases with density, for all solvents, as the average solvent-solute separation decreases, cf. Fig. 2 .͔ Consider first the Ar: at all global densities it induces the highest interstate coupling and hence it is always the most effective. For Kr and Xe we see that they have almost the same value at the second reduced density, and then for all higher densities Xe induces a larger coupling. This is in agreement with the results for the predissociation where at the second reduced density Kr is slightly more effective at very short times. ͑At longer times Xe overcomes Kr, as discussed below.͒
The solvent arrangement about the solute is not static and in Fig. 9 we show how the interstate coupling varies with time. ͑As in Fig. 8 we only show the part of the coupling that depends on the excited molecule-solvent parameters and we do not include the B -a Franck-Condon overlap. During the short predissociation process, this intramolecular term will be the same, on the average, for all solvents and densities.͒ For all solvents and densities ͑we show here only two͒, the long-time trend is for a gradual slow increase in the magnitude of the coupling term. This trend is likely to be a result of the local heating of the first solvation shell due to the repulsive interaction with the dissociative population. As the solvent is ͑locally͒ heated the amplitude of the solvent-solute motion increases and hence FIG. 7 . As in Fig. 2 but for various solvents at the same reduced density in an increasing order. Upper panel: *ϭ0.237, lower panel: *ϭ0.356. Although the Ar atom has a much lower polarizability at the same reduced density, it is always the most effective quencher and Xe is more effective than Kr. This surprising result is due to the strong ͑inverse sixth power͒ dependence of the B -a coupling term on the molecule-quencher distance. The smaller Ar atom is able to approach the excited ''molecule'' to within a shorter separation and thus compensate and overcome its smaller polarizability. Although this argument is also correct to Kr ͑when compared to Xe͒ it does not suffice to compensate for the much larger polarizability of Xe and hence Xe is more effective than Kr. The role played by these two factors, polarizability and local density, is discussed in detailed in the text and in Figs. 8-10.   FIG. 8 . The initial value of the B -a coupling term as a function of the reduced density for Ar, Kr, and Xe. The coupling is computed using Eq. ͑2.29͒ and it is averaged over the initial equilibrated configurations used to produce the MD simulations. ͑There are 100 configurations each with 250 solvent atoms.͒ The reported values do not include the time-dependent Franck-Condon overlap integral which is the same, on the average, for all densities and solvents during the short predissociation process. In agreement with the predissociation results, Fig. 7 , Ar induces the largest B -a coupling. For Kr and Xe, Xe is more effective at all reduced densities but the second in which the initial value is similar to that of Kr. Although at the second reduced density the initial value is the same, its variation with time agrees with the predissociation results ͑see Fig. 9͒. the increase in the coupling. ͑Note, however, that this increase is gradual, reaching only about 30% of the initial value over 1 ps.͒ Although the magnitude of the coupling is not constant, its time variation conforms with the results of Fig. 7 . For all times and densities Ar has the largest absolute value. For Xe and Kr we see that for the second reduced density, lower panel, the initial value of the coupling is similar to that of Xe but then very quickly the bulkier Xe atoms overcome the Kr.
The propensity for clustering around the solute molecule has a strong angular dependence. In Fig. 10 we plot the twodimensional solvent-solute distribution function, denoted as g(x,y)ϭg(R,), for Kr and Xe at reduced densities of *ϭ0.356 and *ϭ0.593, respectively. Like the onedimensional radial distribution, g(R), this is the probability density of finding a solvent atom at a position x,y with respect to the center of mass of the iodine molecule as computed from the initial equilibrated configurations. ͑We average over 100 configurations each one with 250 solvent atoms.͒ The polar distribution function clearly demonstrates two effects: first we note that at all densities and for all three solvents ͑here we show only two plots, but very similar results are obtained at all densities͒ one always finds a few ͑р4͒ atoms that are very close to the internuclear axis and as argued above this local density does not scale with the global one but remains almost constant. In addition we also see that the iodine molecule, as viewed by the solvent, is not spherical but rather peanutlike in shape and hence there is a clear preference for a T-shaped configuration. The nearest solvent atoms are situated perpendicular to the nuclear axis ͑where they can interact equally with both iodine atoms͒ and not parallel to it. A closer inspection of these two-dimensional plots shows that at higher densities this tendency of aligning perpendicular to the internuclear axis extends to the second ͑and even third͒ solvation shells at higher densities. It is these T-shaped configurations, for which the solvent atoms are closest to the center of mass of the molecule, that give the major contribution to magnitude of the interstate coupling. The smaller is the atom, the closer it can get to the molecule. In the two-dimensional plots it is hard to see that the smaller Ar atoms are actually closer to the molecule than the bulkier Kr and/or Xe atoms and hence in Fig. 11 we compare the one-dimensional solvent-solute distribution function, g(R), for Ar, Kr, and Xe at the same global density. It is the evident difference at very short distances that is responsible for the more effective quenching by the smaller Ar, whereas for Kr and Xe the smaller distance approached by the Kr atoms does not suffice to compensate for the larger polarizability of Xe.
In a previous computation that did not include the dissociative a state we have observed the vibrational localization in the excited state to be a strong function of solvent density and temperature. 31 The long range of the B state potential enhanced the effect of the solvent on the excited state dynamics and as the density was increased, the spreading time decreased as the solvent prevented the excited iodine molecule from fully stretching itself. All of our arguments on the local density therefore imply that at the same global density the vibrational delocalization rate ͑due solely to the interaction with the solvent and to the intrinsic molecular anharmonicity͒ should be faster for the smaller Ar than for Kr and/or Xe. As the simplest measure for the excited state vibrational localization we plot in Fig. 12 the mean average value of the excited state intramolecular distance as a function of time for different environments. ͑This is a weighted average where each trajectory is being weighted by its population and the effect of predissociation is compensated by renormalizing the average distance using the instantaneous value of the excited state population.͒ For a stationary state this distance is constant and hence we consider the amplitude to be a measure of the nonstationarity of the ensemble. Clearly at the same reduced density the delocalization rate increases as the size of the solvent atom decreases.
Before concluding the discussion on the effect of local versus global density we wish to emphasize that although the local density does not vary much when the global density is increased, the small increase combined with the normal decrease in the average solvent-solute separation when looking at the second, third, and all higher, solvation shells, does result in an increase in the magnitude of the coupling with increasing global density ͑see Fig. 8͒ and hence results in a more rapid solvent induced electronic predissociation ͑Fig. 2͒. 
D. The role of other solvents
Single color ͑580 nm͒ dichroism measurements have been made in a series of alkane solvents from pentane to tetradecane. 32 The dephasing time of the vibrational wave packet in the B state decreases monotonically with increasing chain length. It seems likely that the increased dephasing time scale in the shorter alkanes reflects a decreased transmission coefficient for crossing to the a state. However, only in the case of hexane solution were direct observations made of the a state population. Thus, for the other solvents connection between B-state dephasing and curve crossing is not definitely established. Such a connection does, however, seem very likely and in this section we give a brief discussion of the possible role of alkane solvents in mediating the curve crossing.
If one considers only the variation in the molecular polarizability with increasing chain length, then the experimental results ͑decreasing dephasing time with increasing chain length͒ are intuitively clear: the B -a coupling term is proportional to the solvent polarizability and hence as the latter increases the effective coupling also increases and predissociation is more rapid. Although this argument is correct, the polarizability is not the only parameter that governs the strength of the coupling which scales as the inverse sixth power of the solute-quencher distance. From the prospective of Sec. III C, this strong dependence on the separation suggests that the coupling coefficient is quite sensitive to small changes in the density. If we consider only the global density, the observed trend is far from obvious because the density is known to decrease with the length of the solvent chain and hence one cannot exclude the possibility that this effect may cancel out the increase in the magnitude of the coupling due to the increase in the polarizability. Indeed, the polarizability density remains almost constant when going from n-pentane to n-decane. ͑The polarizability density is defined as the density, in moles per cc, times the solvent's molecular polarizability.͒ This raises doubts regarding the possibility of interpreting the experimental results using a model of a continuous polarizable medium for the solvent where the polarizability density is the key parameter. The result is however consistent with the conclusions of Sec. III C regarding the relative role of the different rare gases and suggests that here too we give up the continuous interpretation in favor of a local, molecular, point of view.
The decrease in the global density does not necessarily imply that the structure of the first solvation shell that surrounds the excited B state iodine molecule has changed. From the iodine's perspective, the various alkanes are similar in the sense that they may approach it to within a similar distance regardless of their specific length. ͑This is unlike the packing of two, or more, solvent molecules that does depend on the length of the chains.͒ Hence, for all the various alkanes the excited iodine ''molecule'' sees around it a ''gas'' of ''CH 2 '' ͑and some ''CH 3 ''͒ atoms whose density is very similar. But this continuous description is again wrong as the polarizability is a molecular property. Thus, although the CH 2 groups ͑and/or CH 3 ͒ of different alkanes may approach the solute to within a similar distance they are not equivalent in that a change in their electronic density instantaneously affects the entire molecule. Hence, the response of the different alkanes that approach the molecule to a similar distance is different and it does scale with the length of the chain: the longer is the chain the larger is the polarizability and hence the larger is the B→a dipole transition. If ͑as is the case here due to the inverse sixth power dependence on the distance͒ the magnitude of the coupling is largely determined by the local density rather than by the global one, then this picture elucidates the experimental results: when going from n-pentane to n-decane the global solvent density decreases while the molecular polarizability increases. The former does not reflect on the immediate surrounding of the solute which may be similar for various alkanes because what matters is how close the end of the chain ͑and not necessarily the center of the chain͒ can get to the iodine molecule. It is this local similarity for different alkane chains that results in the scaling of the quenching efficiency with the length of the chain.
Note that when discussing the results for the homologous alkanes and for the different inert gases we have used a similar argument: in both cases the local density was used to explain the results. For the simple rare gases we have demonstrated that the much shorter distances accessed by the smaller Ar atom compensate and overcome its lower polarizability so that at the same global density it was always a more effective quencher, while for alkanes we consider that the similar local density compensates for the decrease in global density ͑with chain length͒ so that at regular densities and temperatures the molecular polarizability is the de facto only relevant factor governing the extent of electronic predissociation. In other words, the alkanes come closer to being a ''theorist's'' solvent than do the rare gases.
Before concluding we wish to stress that our argument about the importance of local density versus global one does not completely ignore the relevance of the latter. In particular we expect our assertions to be less decisive at very low and/or high alkane densities or for branched chain alkanes. At very high densities the second and higher solvation shells would contribute more to the strength of the coupling ͑as their distance to the iodine molecule decreases͒ and hence the importance of global density would increase. At these high densities one should also incorporate many body effects. At very low alkane densities it is not necessarily the case that the immediate environment of the molecule is independent of the chain length.
IV. CONCLUDING REMARKS
A computational scheme based on a classical ensemble representation of Heisenberg's equations of motion was used to study prompt solvent-induced electronic predissociation of the excited B state of molecular iodine. An N electronic state quantum mechanical Hamiltonian was used to model the three relevant electronic states: the ground X state, the excited B state, and the dissociative a1 g ͑ 3 ⌸͒ state. Using this Hamiltonian, Heisenberg's equations of motion were derived for the various electronic and nuclear operators. Equations of motion for electronic and nuclear observables on each electronic state are obtained by taking the expectation value of these operators over the total ͑electronic and nuclear͒ wave function. This set of separate, yet coupled, equations enabled us to follow the nuclear dynamics ͑position and momentum͒ and electronic amplitudes on each electronic state: the X, the B, and all the dissociative a states.
The discussion of the three electronic state problem centered attention on the intermediate B state and on the dissociative a state. The ultra short molecule-laser interaction results in the formation of a coherent wave packet close to the inner turning point of the excited B state. As it takes time for the wave packet to evolve from the optically accessed Frank-Condon region into the B -a crossing region the onset of the appearance of dissociative population at large internuclear distances is delayed and it reflects both the bound state dynamics and the motion on the repulsive potential. The localized nature of the crossing region and of the excited B state population results in a staircaselike depletion of the excited population ͑and hence a bulletlike appearance of dissociative population͒ twice per vibrational period: once when the molecule is stretching and once when it is contracting. We consider the sharpness of the steps ͑or the lack of it͒ to be a direct measure for the excited state vibrational localization which depends very strongly on solvent density and temperature and note that both the experiment and the computation observed this localized ͑delayed͒ spawning of dissociative population.
The steplike asymmetry ͑with respect to time͒ in the depletion of the B state population was discussed and attributed to two effects: the asymmetry of the B state dynamics with respect to the crossing region and the initial direction of the momentum of the spawned population. In the extreme limit, this asymmetry may even result in the detection of only a single dissociative population per vibrational period as the forward and backward spawned populations approach the probing window at similar times. 16 As the magnitude of B -a coupling term depends on the molecule-quencher separation the extent of solvent-induced predissociation scaled with the density: the higher the density is, the more rapid the predissociation is. Unlike this obvious scaling with density for each of the rare gases, the comparison between different rare gases at the same reduced density is less obvious. Due to the proportionality of the coupling to the quencher's polarizability one may expect that at the same reduced density the small Ar atom will be the least effective. In practice it turns out to be the opposite: at all reduced densities we find the Ar solvent to be the most effective quencher. It is the steep dependence of the solventinduced interstate coupling on the solvent-solute distance that we regard as the explanation for this trend. For all the rare gas solvents the local density of atoms around the iodine molecule does not necessarily scale with the global one and there is an observable tendency for clustering around the solute ͑at all fluidlike densities and for all solvents͒ with special preference for a T-shaped configuration. ͓We do note that the two-body potential used in the simulations is likely to over emphasize the importance of this T-shaped configuration, yet the general tendency of higher local density ͑as compared to the global one͒ is likely to be qualitatively correct.͔ It is this tendency to cluster around the solute and in particular at a position perpendicular to the intramolecular axis that enables the smaller Ar atom to nestle closer in. This close approach compensates for the smaller polarizability and hence provides for a more effective solvent induced coupling. These arguments were also used to explain the experimental results of Scherer et al. 16 which demonstrated that for a series of homologous alkanes the extent of predissociation scales with the length of the molecular chain although the global polarizability density remains roughly constant.
APPENDIX: THE TIME-DEPENDENT FRANCK-CONDON FACTORS
There are two localized interstate couplings that are relevant to the present study. First is the laser induced X -B transition and later there can be solvent induced B -a transitions ͑Fig. 1͒. The relevant time-dependent Franck-Condonlike factors appear in the equations of motion for both the electronic ͓Eqs. ͑2.16Ј͒ and/or ͑2.16͔͒ and the nuclear ͓Eqs. ͑2.18͔͒ degrees of freedom. The time-dependent FranckCondon factor for the optical transition has already been discussed in detail in Refs. 31 and 52 and only the essential details will be repeated here. In terms of the time dependence, the laser-induced coupling is the more complicated one of the two because it dependence on both the duration of the laser pulse and on the overlap of the two nonstationary nuclear wave functions on the X and B states. This is unlike the B -a coupling whose time scale is determined only by the overlap.
The simplest nonstationary wave function is a Gaussian one
which is specified by a given position, ͗R͘ j , and momentum, ͗P͘ j , on the electronic state j at the time t. For an uncertainty limited state i␤ j ϭϪi͗R͘ j ͗P͘ j /2; 4⌬R j 2 ϭ2/m j , ͑A2͒
with j being the local harmonic frequency on the jth electronic surface. The advantage of the simple Gaussian form is that it results in an analytic Franck-Condon integral. The Gaussian wave function is used to explicitly compute the modulus ( j2 A j2 ) and nuclear phase ͑ j2 ͒ of the Franck-Condon overlap integrals that appear in the electronic equations ͓Eqs. ͑2.16Ј͔͒: 
͑A4͒
In Eqs. ͑A3͒ and ͑A4͒ the index j refers to the ground state ͑jϭ1͒ and to all the a states ͑jу3͒. For the laser-induced X -B coupling the 12 factor is just the electronic X→B transition dipole which is assumed to be independent of the nuclear separation, whereas for the B→a solvent-induced coupling it is given by ͗ j2 ͘ϭϪ 3 2
In Sec. II F, Eq. ͑2.27͒, we discuss the parameters that appear in Eq. ͑A5͒. The corresponding Franck-Condon-like couplings needed for the nuclear equations of motion are given in Eqs. ͑2.23͒. While the nuclear wave function on the B state is localized, the finite duration of the B -a interaction is determined by the time it takes for a single classical trajectory to traverse the curve crossing region. This argument implies that for each trajectory in our ensemble one may use the instanta -FIG. 11 . The one-dimensional solvent-solute radial distribution function for Ar, Kr, and Xe at the same reduced solvent density, *ϭ0.237, and 300 K. As in Fig. 10 , the radial distribution function is computed from the initial configurations used in the MD simulations and it is the probability to find a solvent atom at a distance R from the solute's center of mass. ͑The normalization is also as in Fig. 10, i. e., using the ideal gas density.͒ The inverse sixth power dependence of the B -a coupling term on the moleculequencher distance implies that the major contribution to its magnitude is from the few solvent atom that surround the solute. Hence, the difference at very short distances ͓the initial rise in g(R)͔ is the one responsible for the larger coupling induced by the smaller Ar atoms.
FIG. 12. The average relative separation in the excited electronic state as a function of time, in fs, for Ar, Kr, and Xe, at a reduced density of *ϭ0.356 and 300 K. As in all former figures the results are for an ensemble of 100 trajectories each one weighted at each time point by the excited state population. Note that unlike Fig. 4 we renormalize the excited state population ͑at each point in time͒ to minimize the effect of predissociation and center our attention on vibrational spreading. The average separation serves as a measure for the nonstationarity in the excited state: the larger the amplitude of the motion is, the more localized the ensemble is. In agreement with Fig.  7 at the same reduced solvent density the time scale for vibrational spreading scales inversely with solvent size: the smaller the solvent is, the more rapid the delocalization is. As discussed in detail in Sec. III D this is due to the local density: at normal solvent densities the smaller Ar atoms approach the solute to within shorter distances, cf. Fig. 11 . These atoms prevent the excited B state molecule from fully stretching itself so that different trajectories in our initially coherent ensemble have a somewhat different vibrational time period and hence the loss of vibrational localization. The closer are the solvent atoms, the more pronounced is this effect.
neous value of the position and momentum on the B and all the a states to compute the appropriate ͑i.e., B -a͒ FranckCondon overlap integrals with the following physical result: for every trajectory in the ensemble the time scale for the interstate coupling is determined by the time required to traverse the crossing region. Upon averaging over trajectories this time scale would broaden a little if the ensemble of classicallike trajectories is very localized and it would broaden more as the ensemble becomes less localized. In Ref. 53 we discuss in detail nonadiabatic nuclear dynamics and compare our methods to exact one-dimensional quantum propagation for the three canonical curve crossing problems suggested by Tully. 40 Unlike the B -a coupling whose time scale is correctly determined by each trajectory, the X -B coupling is determined in part by the external laser pulse. In addition, the Franck-Condon principle implies that the excited state is formed in a narrow region, close to the inner turning point. Thus, if one simply uses the instantaneous value of the position and momentum on the X and B states to compute the (X -B) overlap integral, its decline to zero is faster than the duration of the excitation pulse. ͑The latter has a FWHM of 50 fs and it is centered at t 0 ϭ60 fs.͒ A brute force solution would be to apply the fixed nuclei approximation: during the time that the short pulse is operating the nuclei ͑on both the ground and the excited surfaces͒ are kept fixed in their initial position. This simple procedure was tested versus an exact one-dimensional ͑gas-phase͒ quantum mechanical computation and was found 52 to be sufficiently accurate only for much shorter pulses. Otherwise, the clamped nuclei approximation results in an over population of the excited state. A more sophisticated solution is based on a multi-Gaussian extension of our formalism. Rather than use a single Gaussian on the excited state ͑and on the ground state͒ one can use more than one Gaussian ͑on each surface, and particularly so on the excited one͒ so that as long as the pump laser is on there is a nonzero overlap between one ͑and possibly also more than one͒ of the excited state Gaussians and a ground state Gaussian. This extension does reproduce the quantum results ͑to within quantitative agreement͒ and it nicely overcomes the dephasing problem. 52 In order to retain the simplicity of the algorithm we do not use here the multi-Gaussian solution but rather compute the X -B overlap integral in a manner that takes into account the correlation established during the excitation stage. We first consider a ␦-like excitation. As has been emphasized by Heller 58, 59 an instantaneous optical excitation is equivalent to launching the ground state wave function times the dipole operator, 12 ͉ 1 ͘, on the upper electronic state. For a pulse of finite duration the correlation is more complicated in that there is a continuous buildup of the population on the upper electronic state with the instantaneous increment in the wave function being proportional to the wave function on the ground state. The required correlation can be simply imposed in the following manner. During the early stage of the trajectory computation, i.e., while the laser pulse is ''on,'' we use the ground state Hamiltonian to propagate and hence determine the parameters ͗R͘ 1 and ͗P͘ 1 that parametrize the ground state wave function, 1 , whereas the parameters, ͗R͘ 2 and ͗P͘ 2 , of the excited state wave function, 2 , are determined using a ''mean field'' potential 35, 36, 60 which is given by a weighted sum of the ground and excited state Hamiltonians with the weights given by the population of the state.
