Abstract: Convex optimization has become an increasingly important theme in applications. We consider the construction of a binary classification rule by minimizing the risk based on a convex loss as a surrogate to the 0-1 loss. Compared with the approach of directly estimating the conditional probability of the binary class label given a vector of covariates, our proposed convex surrogate minimization approach is computationally simpler and more efficient because of the convexity. We begin with a rigorous discussion of what type of convex surrogate is valid. When the conditional probability model for class label is parametric, we show that our proposed approach is either equivalent to the traditional maximum likelihood method or a substitute for computational saving. When the conditional probability model is semiparametric, we show how to apply convex surrogate minimization in conjuncture with kernel weighting, which results in an asymptotically valid classification rule. Some convergence rates are established and empirical simulation results are presented.
Introduction
In many social, economical, biological, and medical studies, an important analysis is to classify a subject into one of two classes based on a set of covariates observed from the subject. Let Y = 1 and −1 be the labels of the two classes and X be the p-dimensional vector of covariates observed from the subject. In most applications, variability exists and, hence, X and Y are random. A classification rule or discriminant function is any Borel function T from the range of X to {1, −1} such that the subject is classified to class T (X) when X is observed. A natural measure to evaluate the performance of a rule T is the misclassification rate P (Y = T (X)), where P (·) is the probability with respect to the distribution of (Y, X).
If the distribution of (Y, X) is known, then we can construct an optimal classification rule T * that has the smallest possible misclassification rate. It is known that the optimal rule is T * (X) = sign{P (Y = 1|X) − P (Y = −1|X)}, where sign(x) is the sign of x and P (Y = y|X) is the conditional probability given X. In practice, the distribution of (Y, X) is usually unknown, and classification rules are constructed using observations from a training sample, {(X 1 , Y 1 ), ..., (X n , Y n )}, which is an independent sample identically distributed as (Y, X). A statistical issue is how to use the training sample to construct a classification rule that has a misclassification rate close to that of the optimal rule.
Throughout this paper we assume a model
where β 0 = (β 01 , ..., β 0p ) T is an unknown p-dimensional vector, a T denotes the transpose of a vector a, g is either a known distribution function (the parametric case) or an unspecified distribution function (the semiparametric case), and g(0) = 1/2 is assumed. Without loss of generality, we assume throughout that the first component of X is 1 so β 01 is an intercept and that p > 1 and β 0p = 0 so there is at least one useful non-constant covariate.
Under the monotonicity condition on g and g(0) = 1/2, the optimal rule T * (X) = sign(β T 0 X).
Since we know the form of the optimal rule T * , one way to construct a classification rule based on data from the training sample is to substitute the unknown β 0 in the optimal rule by an estimatorβ based on data (X 1 , Y 1 ), ..., (X n , Y n ). Although we don't need to worry about g in the optimal rule, whether or not g is known actually affects the estimation of β 0 . When g is known so that model (1) is parametric, β 0 can be estimated using the parametric method of maximum likelihood and the estimator is asymptotically (as n → ∞) normal and optimal. When both g and β 0 are unknown, model
(1) is referred to as the single-index model and β 0 may be estimated by the method of sliced inverse regression (SIR) proposed in Li (1991 Li ( , 1992 , sliced average variance estimation (SAVE) proposed by Cook and Weisberg (1991) , directional regression (DR) proposed in Li and Wang (2007) , and extended principal fitted components (EPFC) and likelihood acquired directions (LAD)
proposed in Cook and Forzani (2009) . Although we can only estimate cβ 0 using these methods under the single-index model, it is enough for classification because sign(β T 0 X) = sign(cβ T 0 X) for any c > 0. These estimation-based methods, however, rely on either a correct specification of the function g in the parametric case or a linearity assumption on X, i.e., E(b (Li, 1991) .
The purpose of this paper is to study a different approach for the construction of a classification rule, a method that directly minimizes an estimated misclassification rate. We focus on rules having the form sign(β T X)
for a p-dimensional vector β (which may not be β 0 and may depend on data).
Let (α) be the 0-1 loss function that is 1 if α ≤ 0 and 0 otherwise. Then the misclassification rate of any T (X) = sign(β T X) is the risk under the 0-1 loss,
Note that the expectation and probability are with respect to the distribution of (Y, X). Thus, R is a function of β as well as β 0 and g, but we omit β 0 and g for simplicity. If β is an estimator, i.e., a function of the training data
.., (Y n , X n )}, then the expectation is taken conditional on T n , and R(β) is a function of β 0 , g and data T n . Given the training data T n and a fixed β, it is natural to estimate R(β) by the sample averagê
Then, we wish to find a classification rule with a β that minimizes the estimated riskR(β). However, such a procedure is computationally intractable (Arora et al., 1997) . It was suggested that we might replace the 0-1 loss (α)
by a convex surrogate ϕ(α) so that the minimization is tractable, where ϕ is differentiable, decreasing, and strictly convex (Zhang, 2004; Bartlett et al., 2006; Nguyen et al., 2009 ). Thus, we define R ϕ (β) = E{ϕ(Y β T X)} to be the ϕ-risk, and hope that the minimizer of R ϕ (β) is a reasonable surrogate for the minimizer of R(β) and that we can construct a rule by minimizing the sample
This method will be called the convex surrogate minimization (CSM). Although our primary goal is classification, the minimizer of the risk function in (3) will be called the CSM estimator of cβ 0 , where c > 0 and β 0 is in (1).
Convexity has become an increasingly important theme in applied mathematics and engineering (Boyd and Vandenberghe, 2004) . One area in which this trend has been most salient is machine learning, where computational efficiency is imperative and many of the most prominent methods make significant use of convexity; for example, support vector machines (Cristianini and Shawe-Taylor, 2000; Schölkopf and Smola, 2002) and boosting (Collins et al., 2002; Lebanon and Lafferty, 2002) .
In Section 2, we establish a sufficient condition on the validity of a convex surrogate ϕ in CSM in the sense that R ϕ (β) and R(β) share the same minimizer, which leads to a CSM classification rule that converges to the optimal rule. This sufficient condition relates ϕ to the function g in (1). We show in Section 3 that, when g is known, a CSM estimator is the same as the classical maximum likelihood estimator (MLE) if the parametric likelihood is convex; otherwise the CSM estimator is different from the MLE but is computationally more efficient because of the convex optimization.
Section 4 is devoted to the case of unknown g, the single-index semiparametric model. When g is unknown, a valid convex surrogate ϕ is difficult to find. We show how to use an approximate convex surrogate ϕ that is based on a truncated quadratic loss function. The quadratic loss function, however, depends on the derivative function of g. To avoid the estimation of the derivative function of g, we apply kernel weighting that enables us to use an approximate convex surrogate depending on the derivative of g at 0 only. The derivative of g at 0 does not need to be estimated since sign(β T 0 X) = sign(cβ T 0 X) for any c > 0. This method produces a classification rule that converges to the optimal rule under reasonable conditions. It does not rely on the linearity condition and is computationally simpler than the dimension-reduction methods such as SIR or SAVE. We obtain explicitly the asymptotic distribution of the proposed CSM estimator and the convergence rate of the CSM classification 
Convex Surrogates
A basic requirement for a convex surrogate ϕ is that the ϕ-risk R ϕ (β) = E{ϕ(Y β T X)} has the same minimizer as the 0-1 risk
If this is true for a convex ϕ, then the CSM based on ϕ and the training data may produce a classification rule that converges to the optimal rule when the train sample size n → ∞. We study this issue in two steps.
Validity of a convex surrogate
For any given ϕ and β,
is the conditional ϕ-risk, where β 0 is the true parameter value in (1). With
x and α = β T x, the conditional ϕ-risk in the previous express can be written as
which is called the generic conditional ϕ-risk by Bartlett et al. (2006) . If a convex function ϕ has the property that α 0 is a unique minimizer of the generic conditional ϕ-risk C(α) defined by (4), then ϕ is called a valid convex
surrogate. The following result shows the existence of a valid convex surrogate. To establish this result, we construct a decreasing convex function ϕ of the form
where α b is the upper bound for α, λ is an increasing, convex and differentiable function, ζ is a decreasing and differentiable function with ζ(0) = λ(0), and both ζ and λ are defined on [0, α b ). Given λ, we hope to find a decreasing convex function ζ such that the solution of C (α) = 0 is α = α 0 , where C is the derivative of the function C in (4). From the definition of C in (4) and ϕ in (5),
. Thus, as long as λ is chosen such that
λ is integrable, the relationship between ζ and λ is
The function ζ is convex if and only if
λ (α) is an increasing function.
Given g, such a function λ can be easily constructed (see Examples 1-2). Also, since λ > 0, ζ is a decreasing and convex function and
so that ϕ is differentiable and continuous at α = 0.
Without loss of generality, assume α 0 > 0. With the chosen λ and ϕ given by (6), if 0 < α < α b ,
Hence, α 0 is the unique minimizer of C(α) and ϕ in (5)- (6) is valid.
To summarize, under the parametric case, we need to find some increasing, convex, and differentiable function λ such that
λ is an increasing and integrable function. A valid surrogate ϕ can then be obtained by (5)-(6). For a given g, there may be many valid convex surrogates.
We now consider two examples.
Example 1 (Logistic model).
Under the logistic model,
λ (α) = −1 is a constant, and
is a convex function. Without loss of generality, consider α 0 > 0 and α > 0.
Then α = α 0 is a unique solution to
Next, we consider λ(α) = exp(α/2). Then ζ (α) = − exp(−α/2)/2, and ϕ(α) = exp(−α/2), which is the exponential loss function in Zhang (2004) .
Finally, we consider λ(α) = exp(α/3). Then ζ (α) = − exp(−2α/3)/3, and
Example 2 (Truncated linear model). Consider
where b is a constant. In this case,
which is truncated quadratic loss in Bartlett et al. (2006) .
The risk function and its minimizers
The risk function for the classification rule T (X) = sign(β T X) under the 0-1 loss is
where F is the joint cumulative distribution function of X. Figure 1 shows a 3d plot of the function R(β) for g(β T X) = exp(β 1 x 1 + β 2 x 2 )/{1 + exp(β 1 x 1 + β 2 x 2 )}, and (x 1 , x 2 ) is bivariate normal with mean zero and identity matrix as the covariance matrix. From Figure 1 , we can see that, when β 1 = β 2 , the risk function R(β) is minimized. In general, it can be seen from (8) We now turn to the ϕ-risk for convex surrogate ϕ, R ϕ (β) = E{ϕ(Y β T X)}.
Following the discussion in Section 2.1, we define Ψ(β 0 ) to be a set of valid convex surrogates ϕ, i.e., Ψ(β 0 ) = {ϕ : convex, differentiable, for any x (9)
From Theorem 1, Ψ(β 0 ) is not empty. Unlike the 0-1 risk, for any ϕ ∈ Ψ(β 0 ), the minimizer of ϕ-risk is unique. The proof of the following result is given in Supplementary Material.
and sup β∈N |ϕ (β T x)|x T xdF (x), where N is a neighborhood of β 0 . Then, the unique minimizer of R ϕ (β) over β is at β = β 0 .
From Lemmas 1 and 2, we have the following conclusions.
1. By Lemma 1, the minimizers of the 0-1 risk R(β) form a set {cβ 0 : c > 0}.
2. By Lemma 2, the minimizer of R ϕ (β) is unique for each ϕ ∈ Ψ under minor conditions.
3. For any positive constant c, cβ 0 is actually a minimizer of the ϕ c -risk with ϕ c (α) = ϕ(cα), which is a valid convex surrogate if ϕ is a valid convex surrogate.
These conclusions help us to simplify the problem in the semiparametric case by ignoring an unknown constant (slope).
Applications in Parametric Models
When g is known, model (1) is parametric and we can apply the maximumlikelihood estimation (MLE) to estimate the unknown β 0 . The likelihood ) which is actually the joint probability mass function of Y 1 , ..., Y n conditioned on X i , i = 1, ..., n. The classical asymptotic theory shows that the MLE is asymptotically normal with mean β 0 and asymptotic covariance matrix
under the conditions on g in Theorem 1, where g is the derivative of g, and the MLE is optimal in the sense that any other asymptotically normal estimator of β 0 has asymptotic covariance matrix no smaller than that in (10) in terms of matrix ordering.
On the other hand, the CSM estimator based on a convex surrogate ϕ is obtained by minimizing the empirical ϕ-risk defined in (3), i.e., minimizing
Let ϕ be given by (5) with ζ (α) =
Consequently, the CSM estimator is obtained by solving
Since H(β) is a sum of independent and identically distributed random vectors, the solution is asymptotically normal with mean β 0 and asymptotic covariance
where H (β) = ∂H(β)/∂β,
Comparing (10) and (11), we conclude that, the matrices in (10) and (11) , i.e., ϕ(α) = − log{g(α)}, provided that − log{g(α)} is convex.
Conclusion 1.
When − log{g} is a convex function and g satisfies the conditions in Theorem 1, the CSM with ϕ = − log{g} is equivalent to the MLE.
The CSM estimators with other ϕ's have asymptotic covariance matrices given by (11) and are asymptotically less efficient than the MLE, but may be computationally more efficient.
The fact that the CSM can be used as a substitute for MLE for computational saving is shown in the following examples. (McCullagh and Nelder, 1989) . It is well known that − log of likelihood is convex in this case. In fact, − log{g(α)} = log{1 + exp(−α)} is convex. The CSM with ϕ(α) = log{1 + exp(−α)} is the same as the MLE.
Consider the CSM with the convex surrogate ϕ(α) = exp(−α/2) given in Example 1 in Section 2. From the previous discussion, this CSM is not equivalent to the MLE. We compare in a simulation the MLE and CSM with ϕ(α) = exp(−α/2) in a logistic model with a 5-dimensional β 0 = (β 01 , ..., β 05 ) T and X = (1, ξ 2 , ..., ξ 5 ) T , where ξ 2 , ..., ξ 5 are independent standard normal random variables. The sample size is n = 200 and the simulation size is 1,000. Table 1 shows the means and root mean squared errors (rmse) of the estimated ratios β 0j /β 01 , j = 2, ..., 5. The true values of the ratios and the time used to compute the estimators are also included in the table. All estimators are computed using the R function "optimize". Example 1A (probit model). Next, we consider probit model, i.e., g(α) in (1) is Φ(α), the standard normal cumulative distribution function. We now show that ϕ(α) = − log Φ(α) is convex so that the conclusions are the same as those in the logistic model, i.e., the CSM with ϕ(α) = − log Φ(α) is the same as the MLE. Note that
From the property of the normal distribution, Φ (α) = −αΦ (α). Then
which proves that ϕ(α) = − log Φ(α) is convex.
When − log of the likelihood is not convex, CSM estimators are different from the MLE. We consider the following example.
Example 2 (continued). Consider the truncated linear model
with β 0 = (β 01 , ..., β 05 ) T = (0.25, 0.5, 0.25, 0.5, 0.5) T and X the same as that in Example 1. In this case, − log of likelihood is not convex. As discussed in Section 2.1, we can use the truncated quadratic loss in (7) (Bartlett et al., 2006) as the convex surrogate. The CSM and MLE are different. The simulation results given in Table 2 show that the MLE is worse than the CSM when n = 200 in terms of rmse. This is because, although the MLE is asymptotically optimal, when − log{g(α)} is not convex, the MLE requires a large n to appreciate the asymptotic effect. When n = 200, the MLE is still not stable and, hence, has a larger variability than the CSM estimator.
To show this we run an additional simulation with n = 500. The results are included in Table 2 and show that the MLE is slightly better than the CSM.
On the other hand, the computational gain in using the CSM is more in this case because the MLE is not a convex optimization.
Conclusion 2. When − log{g(α)} is not convex, the CSM can be used as a substitute for the MLE for computational saving. Because of the complexity in computing the MLE, the CSM estimators may be better than the MLE with not very large n, although they are asymptotically less efficient than the MLE.
When − log{g(α)} is not convex, there may not exist an optimal CSM estimator in terms of either estimation efficiency or computation complexity.
Because the CSM is mainly for computational saving, it is not necessary to find a ϕ having the optimal computation efficiency. Using the asymptotic covariance matrix given by (11), we may perform some numerical studies to choose a surrogate ϕ having reasonable estimation efficiency. For example, in 
Applications in Semiparametric Models
We now consider model (1) with unknown g and β 0 , which is a semiparametric model. Although Theorem 1 shows the existence of a valid convex surrogate, when g is unknown, it is difficult to find a valid convex surrogate. We propose a method of constructing an approximate convex surrogate and establish its asymptotic properties in Section 4.1, and then provide some empirical results in Section 4.2.
Method and theory
Our idea is to first linearize g at 0 and consider the truncated quadratic loss in (7), which produces a valid convex surrogate ϕ when g is actually linear.
After obtaining a ϕ, we apply kernel weighting to overcome the difficulty that g is not linear.
Consider the Taylor expansion of g(α) at α = 0,
Although g(0) = 1/2, the derivative g (0) is unknown. From the discussion in the end of Section 2.2, if ϕ(α) is valid, so is ϕ(cα) for any c > 0, i.e., estimating g (0)β 0 is sufficient for the purpose of classification. Thus, we do not need to estimate the unknown g (0). If g is actually linear, then ≈ in (12) becomes an equality, and based on Example 2, we can use the following valid convex surrogateφ
However, (12) is an approximation and it only holds for α near 0 when g is not linear. Therefore, minimizing theφ-riskRφ(β) = n
not lead to a satisfactory result since Y i β T X i may not be close to 0 for all i. To overcome this difficulty, we apply kernel weighting in conjuncture with the convex surrogateφ in (13). Note that minimizing
Let K be a symmetric probability density function (called a kernel) with support [−1, 1] and
and let h > 0 be a bandwidth and K h (t) = K(t/h)/h. Then, we replace (14) by the following kernel weighted version,
By suitably choosing the bandwidth h, the solution of (15) is asymptotically valid.
Solving (15) is not a convex optimization since the weight K h (β T X i ) involves β. We have to apply some algorithms such as Newton's method. This is the price we pay for using a semiparametric model.
The solution to (15) 
is positive definite, where z is the (p − 1)-dimensional vector whose first p − 2 components are x 2 , ..., x p−1 and the last component is −(β 01 + β 02 x 2 + · · · + β 0(p−1) x p−1 )/β 0p , and β 0j is the jth component of β 0 . Then, as n → ∞, we have the following conclusions.
(i)β converges in probability to g (0)β 0 .
(ii) If nh 5 → 0, then (nh) 1/2 {β − g (0)β 0 } converges in distribution to the p-dimensional multivariate normal distribution with mean 0 and covari- (iv) Let R(β) be the 0-1 risk defined in (2). Assume that the density f is continuously differentiable. Then,
In applications we need to choose a bandwidth h for a fixed sample size n.
There is a rich literature on bandwidth selection in applying a kernel method.
A popular method is to apply the cross-validation, which works by leaving out one data point at a time, and choosing the value of h that minimizes
whereβ (−i) is the solution to (15) with the ith term in the summation deleted.
is the loss when we classify the ith subject in the training data set by using the CSM classification rule based on the data set with (Y i , X i ) removed from the original data set. Thus, CV(h) quantifies the classification accuracy of the CSM based on h.
Simulation results
This section presents some results from two simulation studies under the semiparametric model (1) with unknown g and β 0 , to illustrate the finite sample performance of the CSM and compare it with the five estimation-based methods described in Section 1, the SIR, SAVE, DR, EPFC, and LAD. These five are dimension-reduction methods, which can be applied by using the available LDR package in Matlab.
In the first simulation study we generate X 1 , ..., X n from a multivariate normal distribution so that the linearity condition described in Section 1 is satisfied and all estimators are asymptotically normal with mean cβ 0 for some c > 0. In the second simulation study X 1 , ..., X n are generated from a distribution that does not satisfy the linearity condition. In both cases all components of X are non-constant, i.e., we know that the intercept is 0.
Results under a multivariate normal X
In the first simulation study, P (Y = 1|X) = exp(β T is 5-dimensional and I 5 is the identity matrix of order 5. From the previous discussion we know that we can only estimate cβ 0 and it is enough to estimate cβ 0 for classification. Thus, we consider the estimation of the ratios β 0j /β 01 , j = 2, ..., 5 with the true value (0.5, 1, 0.5, 0), where β 0j is the jth component of β 0 .
The results in Table 3 are based on n = 100 and the simulation size 1,000.
We calculate the means and root mean squared errors (rmse) of estimators of β 0j /β 01 based on the SIR, SAVE, DR, EPFC, LAD, and CSM. To evaluate the performance of the classification, in each simulation run we generate another sample {(Ỹ 1 ,X 1 ), ..., (Ỹ m ,X m )} of size m = 50 from the distribution of (Y, X),
.., (Y n , X n )}, and calculate the sample average of the
, forβ obtained using each method under consideration, which can be treated as an estimate of the misclassification rate by usingβ. The simulation mean and rmse ofR(β) for each method is included in Table 3 .
From this table, all the methods have good performances except that the SAVE has a larger rmse and slightly worse misspecification rate than the other methods.
Results under an asymmetric X
In the second simulation study, P (Y = 1|X) = Φ(β Table 4 .
Under this setting, the linearity condition described in Section 1 does not hold and the asymptotic behaviors of the five methods, SIR, SAVE, DR, EPFC, and LAD, are unknown. On the other hand, Theorem 2 for the CSM does not require the linearity condition and, from Table 4 , it is better than the other five methods in terms of rmse. The SAVE has the a substantially larger rmse than all other methods. The SAVE also has the worst misspecification rate. The CSM has the best misspecification rate although the SIR, DR, 
Supplementary Material
The supplementary material consists all theoretical proofs of Lemmas 1-2 and Theorem 2. 
