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On Segal–Sugawara vectors and Casimir elements
for classical Lie algebras
A. I. Molev
Abstract
We consider the centers of the affine vertex algebras at the critical level associated with
simple Lie algebras. We derive new formulas for generators of the centers in the classical
types. We also calculate the Harish-Chandra images of related Casimir elements arising from
the characteristic polynomial of the matrix of generators of each classical Lie algebra.
1 Introduction
Let g be a simple Lie algebra overC equipped with a standard symmetric invariant bilinear form.
The affine Kac–Moody algebra ĝ is defined as the central extension
ĝ = g[t, t−1]⊕ CK (1.1)
of the Lie algebra of Laurent polynomials in t. The vacuum module Vcri(g) at the critical level
over ĝ is the quotient of the universal enveloping algebra U(ĝ) by the left ideal generated by
g[t] and K + h∨, where h∨ is the dual Coxeter number for g. The vacuum module has a vertex
algebra structure and is known as the (universal) affine vertex algebra; see e.g. [4] and [6] for
definitions. The center of the vertex algebra Vcri(g) is defined by
z(ĝ) = {S ∈ Vcri(g) | g[t]S = 0}.
Any element of z(ĝ) is called a Segal–Sugawara vector. The vertex algebra axioms imply
that the center is a commutative associative algebra which can be regarded as a subalgebra of
U
(
t−1g[t−1]
)
. The algebra z(ĝ) is equipped with the derivation T = −d/dt arising from the
vertex algebra structure. By a theorem of Feigin and Frenkel [3], the differential algebra z(ĝ)
possesses generators S1, . . . , Sn so that z(ĝ) is the algebra of polynomials
z(ĝ) = C[T rSl | l = 1, . . . , n, r > 0],
where n = rank g; see also [4]. The algebra z(ĝ) is known as the Feigin–Frenkel center, and
we call S1, . . . , Sn a complete set of Segal–Sugawara vectors. According to [3] (see also [4]),
the center can be identified with the classicalW-algebra associated with the Langlands dual Lie
algebra Lg via an affine version of the Harish-Chandra isomorphism
z(ĝ) ∼=W(Lg). (1.2)
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Explicit formulas for complete sets of Segal–Sugawara vectors were given in [1] and [2] for
the Lie algebras g of type A, and in [7] for types B, C and D with the use of the Brauer algebra.
Their images with respect to the Harish-Chandra isomorphism (1.2) were found in [9]; see also
[8] for a detailed exposition of these results and applications to commutative subalgebras in
enveloping algebras and to higher order Hamiltonians in the Gaudin models. A complete set of
Segal–Sugawara vectors for the Lie algebra of typeG2 was produced in [10] by using computer-
assisted calculations. A different method to construct generators of z(ĝ) was developed in [12]
which lead to new explicit formulas in the case of the Lie algebras of types B,C,D and G2.
In this paper we derive new uniform expressions for the Segal–Sugawara vectors in all clas-
sical types. In types B, C and D we transform the formulas produced in [7] by eliminating the
dependence on the Brauer diagrams with horizontal edges. In particular, the vectors are given
more explicitly in the symplectic case thus resolving the ‘analytic continuation’ procedure used
in [7]; see also [8, Ch. 8]. We also show that both in the orthogonal and symplectic case the
Segal–Sugawara vectors of [7] coincide with those in [12].
In all classical types we also consider the Casimir elements obtained by the application of
the symmetrization map to basic g-invariants in the symmetric algebra S(g), arising from the
characteristic polynomial of the matrix of generators. We calculate their Harish-Chandra images
in terms of shifted invariant polynomials.
2 Segal–Sugawara vectors
In all classical types, the new formulas for Segal–Sugawara vectors take the form of linear com-
binations of certain symmetrized λ-minors or λ-permanents associated with partitions λ. We
consider type A first, where the formulas are derived easily from the results of [1] and [2]; see
also [8, Ch. 7].
2.1 Generators of z(ĝlN)
The invariant symmetric bilinear form on glN is defined by
〈X, Y 〉 = trXY −
1
N
trX trY, X, Y ∈ glN . (2.1)
The affine Kac–Moody algebra ĝlN = glN [t, t
−1]⊕ CK has the commutation relations
[
Eij [r], Ekl[s]
]
= δkj Ei l[r + s]− δi l Ekj [r + s] + rδr,−sK
(
δkj δi l −
δij δkl
N
)
, (2.2)
and the element K is central. Here and below we write X[r] for the element Xtr of the Lie
algebra of Laurent polynomials g[t, t−1] with X ∈ g and r ∈ Z . The elements Eij form a
standard basis of glN . The critical level −N coincides with the negative of the dual Coxeter
number for slN .
Let λ = (λ1, . . . , λℓ) be a partition of m of length ℓ = ℓ(λ), so that λ1 > · · · > λℓ > 0
and λ1 + · · · + λℓ = m. We will denote by cλ the number of permutations in Sm of cycle
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type λ. The symmetrized λ-minors D(λ) and symmetrized λ-permanents P (λ) are elements of
Vcri(glN )
∼= U
(
t−1glN [t
−1]
)
defined by
D(λ) =
1
ℓ !
N∑
i1,..., iℓ=1
∑
σ∈Sℓ
sgn σ ·Eiσ(1) i1 [−λ1] . . . Eiσ(ℓ) iℓ [−λℓ]
and
P (λ) =
1
ℓ !
N∑
i1,..., iℓ=1
∑
σ∈Sℓ
Eiσ(1) i1[−λ1] . . . Eiσ(ℓ) iℓ [−λℓ].
Theorem 2.1. All elements
φm =
∑
λ⊢m
(
N
ℓ
)−1
cλD(λ) and ψm =
∑
λ⊢m
(
N + ℓ− 1
ℓ
)−1
cλ P (λ)
belong to the Feigin–Frenkel center z(ĝlN). Moreover, each family φ1, . . . , φN and ψ1, . . . , ψN
is a complete set of Segal–Sugawara vectors for glN .
Proof. The theorem will follow from the relations
φmm =
(
N
m
)
φm and ψmm =
(
N +m− 1
m
)
ψm (2.3)
for the Segal–Sugawara vectors φmm and ψmm used in [8, Ch. 7]. To make the connection, for
any r ∈ Z combine the elements Eij [r] into the matrix E[r] so that
E[r] =
N∑
i,j=1
eij ⊗ Eij [r] ∈ EndC
N ⊗ U(ĝlN),
where the eij denote the standard matrix units. For each a ∈ {1, . . . , m} introduce the element
E[r]a of the algebra
EndCN ⊗ . . .⊗ EndCN︸ ︷︷ ︸
m
⊗ U(ĝlN) (2.4)
by
E[r]a =
N∑
i,j=1
1⊗(a−1) ⊗ eij ⊗ 1
⊗(m−a) ⊗ Eij [r]. (2.5)
The symmetric group Sm acts on the space
(CN )⊗m = CN ⊗ CN ⊗ . . .⊗CN︸ ︷︷ ︸
m
(2.6)
by permuting the tensor factors. Denote byH(m) andA(m) the elements of the algebra (2.4) (with
the identity components in U(ĝlN )) which are the respective images of the symmetrizer h
(m) and
anti-symmetrizer a(m) defined by
h(m) =
1
m!
∑
s∈Sm
s and a(m) =
1
m!
∑
s∈Sm
sgn s · s, (2.7)
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under the action of Sm. By [8, Thms 7.1.3 & 7.1.4], the corresponding claims of Theorem 2.1
hold for the elements
φmm = tr1,...,mA
(m)
(
T + E[−1]1
)
. . .
(
T + E[−1]m
)
1 (2.8)
and
ψmm = tr1,...,mH
(m)
(
T + E[−1]1
)
. . .
(
T + E[−1]m
)
1, (2.9)
where the vacuum vector of Vcri(glN) is identified with the element 1 ∈ U
(
t−1glN [t
−1]
)
which
is annihilated by the derivation T = −d/dt. The trace is taken with respect to all m copies of
the endomorphism algebra EndCN in (2.4). Expand the product in (2.8) by using the relations[
T,E[−r]a
]
= rE[−r− 1]a so that φmm will take the form of a linear combination of the traces
tr1,...,mA
(m)E[−r1]a1 . . . E[−rs]as (2.10)
with a1 < · · · < as and ri > 1. The defining relations (2.2) imply that for a < b we have
E[−r]aE[−s]b − E[−s]bE[−r]a = E[−r − s]aPab − Pab E[−r − s]a,
where Pab is the permutation operator
Pab =
N∑
i,j=1
1⊗(a−1) ⊗ eij ⊗ 1
⊗(b−a−1) ⊗ eji ⊗ 1
⊗(m−b). (2.11)
Hence, by the cyclic property of trace, any permutation of the factors E[−ri]ai in the expression
(2.10) does not change its value. Therefore, applying conjugations by suitable permutations of
the index set 1, . . . , m and using the cyclic property of trace, we can write
tr1,...,mA
(m)
(
T + E[−1]1
)
. . .
(
T + E[−1]m
)
1 = tr1,...,mA
(m)
∑
λ⊢m
cλE[−λ], (2.12)
for certain nonnegative integers cλ, where we set
E[−λ] = E[−λ1]1 . . . E[−λℓ]ℓ
for λ = (λ1, . . . , λℓ) with ℓ = ℓ(λ). Identifying partitions with their Young diagrams, we can
write the expression on the left hand side of (2.12) as
tr1,...,mA
(m) T
∑
µ⊢m−1
cµE[−µ] + tr1,...,mA
(m)
∑
µ⊢m−1
cµE[−µ
+],
where µ+ is the diagram obtained from µ by adding one box to the first column. Hence the
coefficients cλ satisfy the recurrence relation
cλ =
∑
µ
γ(µ, λ)cµ, (2.13)
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summed over the diagrams µ which are obtained from λ by removing one box, where
γ(µ, λ) =
µi ·mult (µi) if µi > 1,1 if µi = 0,
assuming the box is removed in row i, and mult (µi) denotes the multiplicity of µi as a part of µ.
Writing the partition λ in the multiplicity form λ = (1α12α2 . . .mαm), we derive from (2.13) by
induction onm that
cλ =
m!
1α1α1! 2α2α2! . . .mαmαm!
(2.14)
which is the number of permutations inSm of cycle type λ.
Note that the partial traces of the anti-symmetrizer are found by
trℓ+1,...,mA
(m) =
(
N
m
)(
N
ℓ
)−1
A(ℓ), (2.15)
and so (2.12) implies
φmm =
(
N
m
) ∑
λ⊢m
(
N
ℓ
)−1
cλ tr1,...,ℓA
(ℓ)E[−λ],
which proves the first relation in (2.3) because
D(λ) = tr1,...,ℓA
(ℓ)E[−λ]. (2.16)
The second relation in (2.3) is verified by the same argument, where the partial traces of the
symmetrizer are evaluated by
trℓ+1,...,mH
(m) =
(
N +m− 1
m
)(
N + ℓ− 1
ℓ
)−1
H(ℓ), (2.17)
while the relation
P (λ) = tr1,...,ℓH
(ℓ)E[−λ],
is used in place of (2.16).
As was pointed out in [12, Sec. 2], since the Feigin–Frenkel center z(ĝlN) is invariant under
the automorphism θ of U
(
t−1glN [t
−1]
)
taking Eij[r] to −Eji[r], the Segal–Sugawara vectors of
Theorem 2.1 can be modified to become eigenvectors of θ. Note that both A(ℓ) and H(ℓ) are
stable under the simultaneous transpositions with respect to all ℓ copies of EndCN and so
θ : D(λ) 7→ (−1)ℓD(λ) and θ : P (λ) 7→ (−1)ℓP (λ).
As in [8, Ch. 7], this leads to the following.
Corollary 2.2. All elements
φ◦m =
∑
λ⊢m, m−ℓ even
(
N
ℓ
)−1
cλD(λ) and ψ
◦
m =
∑
λ⊢m, m−ℓ even
(
N + ℓ− 1
ℓ
)−1
cλ P (λ)
belong to the Feigin–Frenkel center z(ĝlN). Moreover, each family φ
◦
1, . . . , φ
◦
N and ψ
◦
1 , . . . , ψ
◦
N
is a complete set of Segal–Sugawara vectors for glN .
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2.2 Generators of z(ĝ) for types B, C and D
We will regard the orthogonal Lie algebras oN with N = 2n + 1 and N = 2n and symplectic
Lie algebra spN with N = 2n as subalgebras of glN spanned by the elements Fi j ,
Fi j = Ei j − Ej ′i ′ and Fi j = Ei j − εi εj Ej ′i ′ ,
respectively, for oN and spN , where i
′ = N − i + 1. In the symplectic case we set εi = 1 for
i = 1, . . . , n and εi = −1 for i = n + 1, . . . , 2n. As before, we will write Fij[r] = Fijt
r with
r ∈ Z for elements of the Kac–Moody algebra ĝ for g = oN or spN , as defined in (1.1).
Let λ = (λ1, . . . , λℓ) be a partition of m of length ℓ = ℓ(λ). In the case g = sp2n we
introduce the corresponding symmetrized λ-minor by
D(λ) =
1
ℓ!
2n∑
i1,..., iℓ=1
∑
σ∈Sℓ
sgn σ · Fiσ(1) i1 [−λ1] . . . Fiσ(ℓ) iℓ [−λℓ].
In the case g = oN the symmetrized λ-permanent is defined by
P (λ) =
1
ℓ!
N∑
i1,..., iℓ=1
∑
σ∈Sℓ
Fiσ(1) i1 [−λ1] . . . Fiσ(ℓ) iℓ [−λℓ].
We will keep using the numbers cλ given by (2.14) which count the permutations in Sm of
cycle type λ. Recall a distinguished Segal–Sugawara vector PfF [−1] for g = o2n, which is the
(noncommutative) Pfaffian of the matrix F [−1] =
[
Fij [−1]
]
; see [7], [8, Sec. 8.1].
Theorem 2.3. 1. The elements
φ2k =
∑
λ⊢2k, ℓ(λ) even
(
2n+ 1
ℓ
)−1
cλD(λ)
with k = 1, . . . , n comprise a complete set of Segal–Sugawara vectors for sp2n.
2. All elements
φ2k =
∑
λ⊢2k, ℓ(λ) even
(
N + ℓ− 2
ℓ
)−1
cλ P (λ)
with k > 1 belong to the Feigin–Frenkel center z(ôN).
3. The families φ2, φ4, . . . , φ2n and φ2, φ4, . . . , φ2n−2,PfF [−1] comprise complete sets of
Segal–Sugawara vectors for o2n+1 and o2n, respectively.
Proof. We will derive the theorem from the results of [8, Ch. 8], by proving the relations
φmm =
(
2n + 1
m
)
φm and φmm =
(
N +m− 2
m
)
φm (2.18)
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for the symplectic and orthogonal case, respectively, where m takes even values and the Segal–
Sugawara vectors φmm were used therein. We will regard the N × N matrix F [r] =
[
Fij [r]
]
as
the element
F [r] =
N∑
i,j=1
eij ⊗ Fij [r] ∈ EndC
N ⊗ U(ĝ).
It has the skew-symmetry property F [r] + F [r]t = 0 with respect to the transposition defined by
t : eij 7→
ej′i′ in the orthogonal case,εiεj ej′i′ in the symplectic case. (2.19)
For each a ∈ {1, . . . , m} introduce the element F [r]a of the algebra
EndCN ⊗ . . .⊗ EndCN︸ ︷︷ ︸
m
⊗U(ĝ) (2.20)
by
F [r]a =
N∑
i,j=1
1⊗(a−1) ⊗ eij ⊗ 1
⊗(m−a) ⊗ Fij[r].
The a-th partial transposition ta on the algebra (2.20) acts as the map (2.19) on the a-th copy of
EndCN and as the identity map on all other tensor factors.
The Segal–Sugawara vectors φmm are constructed with the use of the Brauer algebra Bm(ω)
whose definition we will now recall. Consider an m-diagram d which is a collection of 2m dots
arranged into two rows withm dots in each row labelled by 1, . . . , m; the dots are connected by
m edges in such a way that any dot belongs to only one edge. The product dd ′ of two diagrams
d and d ′ is determined by placing d under d ′ and identifying the vertices of the bottom row of d ′
with the corresponding vertices in the top row of d. Let s be the number of closed loops obtained
in this placement. The product dd ′ is given by ω s times the resulting diagram without loops. The
algebra Bm(ω) is defined as theC(ω)-linear span of them-diagrams with this multiplication. For
1 6 a < b 6 m denote by sab and ǫab the respective diagrams of the form
r r r r r r
r r r r r r
✏
✏
✏
✏
✏P
P
P
P
P· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
1 a b m
1 a b m
and
r r r r r r
r r r r r r
✞ ☎
✝ ✆
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
1 a b m
1 a b m
They generate the algebra Bm(ω). Its subalgebra spanned over C by the diagrams without hori-
zontal edges will be identified with the group algebra of the symmetric group C[Sm] so that sab
is identified with the transposition (a b).
We will use a special element s(m) ∈ Bm(ω), known as the symmetrizer. Several explicit
expressions for s(m) are collected in [8, Ch. 1]; we will recall one of them, as appeared in [5],
s(m) =
1
m!
⌊m/2⌋∑
r=0
(−1)r
(
ω/2 +m− 2
r
)−1 ∑
d∈D(r)
d, (2.21)
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where D(r) ⊂ Bm(ω) denotes the set of diagrams which have exactly r horizontal edges in the
top (and hence in the bottom) row. Since D(0) = Sm, the element
h(m) =
1
m!
∑
d∈D(0)
d (2.22)
coincides with the symmetrizer in C[Sm] in (2.7).
For every a ∈ {1, . . . , m} introduce the transposition ta as the linear map
ta : Bm(ω)→ Bm(ω), d 7→ d
ta ,
where the diagram d ta is obtained from d by swapping the a-th vertices in the top and bottom
rows. In particular, s taab = ǫab and ǫ
ta
ab = sab. Denote by Jm the subspace of Bm(ω) spanned
by all sums d + d ta with d ∈ Bm(ω) and a = 1, . . . , m. Note that if τ = ta1 ◦ · · · ◦ tas is the
composition of an odd number of distinct transpositions, then the sum d + d τ belongs to Jm.
Introduce a rational function in ω by
γm(ω) =
ω +m− 2
ω + 2m− 2
.
Lemma 2.4. Form = 2k we have
γ2k(ω)s
(2k) ≡ h(2k) mod J2k.
Proof. We will start with the formula (2.21) for s(2k) and use an inductive procedure to apply a
sequence of reductions modulo J2k to eliminate all diagrams containing horizontal edges from
the sum. Any diagram d containing an edge of the form (a, a) belongs to J2k, so that such
diagrams can be ignored in the procedure. As a first step, for each r = 0, 1, . . . , k split the set of
diagrams D(r) into three subsets,
D(r) = D(r,−) ∪ D(r,0) ∪ D(r,+), (2.23)
where d ∈ D(r,−) if and only if the vertices 1 in the top and bottom rows are the ends of horizontal
edges; d ∈ D(r,+) if and only if the vertices 1 are the ends of different non-horizontal edges,
and the remaining diagrams belong to D(r,0). In particular, D(k) = D(k,−). It is clear by the
application of the transposition t1 that for r > 0∑
d∈D(r,0)
d ≡ 0 mod J2k and
∑
d∈D(r+1,−)
d ≡ −
∑
d∈D(r,+)
d mod J2k.
Taking into account the relation(
ω/2 + 2k − 2
r
)−1
+
(
ω/2 + 2k − 2
r + 1
)−1
=
ω + 4k − 2
ω + 4k − 4
(
ω/2 + 2k − 3
r
)−1
,
we can conclude from (2.21) that the reduction modulo J2k yields the equivalence
γ2k(ω)s
(2k) ≡
γ2k−2(ω + 2)
(2k)!
k−1∑
r=0
(−1)r
(
ω/2 + 2k − 3
r
)−1 ∑
d∈D(r,+)
d. (2.24)
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Note that the inverse binomial coefficients in this expression coincide with those in (2.21) for
m = 2k − 2 with the parameter ω replaced with ω + 2.
For the second step of the reduction, represent each set D(r,+) as the union
D(r,+) =
k⋃
a,b=2
D
(r,+)
a,b ,
where the subset D
(r,+)
a,b consists of the diagrams d containing the (non-horizontal) edges (1, a)
with the dot 1 in the top row, and (1, b) with the dot 1 in the bottom row. Re-arrange expression
(2.24) to include an extra sum by writing
∑
d∈D(r,+)
d =
k∑
a,b=2
∑
d∈D
(r,+)
a,b
d
and changing the order of summation to take the external sum over a and b. If a = b, then we
proceed by applying the same reduction modulo J2k as in the first step, by ignoring the vertices
1 and a in the top and bottom rows. If a 6= b, then split the union of sets D
(r,+)
a,b ∪ D
(r,+)
b,a as in
(2.23),
D
(r,+)
a,b ∪ D
(r,+)
b,a = D
(r,+,−)
{a,b} ∪ D
(r,+,0)
{a,b} ∪ D
(r,+,+)
{a,b} ,
where d ∈ D
(r,+,−)
{a,b} if and only if the remaining vertices a and b are the ends of horizontal edges;
d ∈ D
(r,+,+)
{a,b} if and only if the remaining vertices a and b are the ends of different non-horizontal
edges, and the remaining diagrams belong to D
(r,+,0)
{a,b} . Similar to the first reduction step, the
application of the composition of transpositions t1 ◦ ta ◦ tb shows that for r > 0∑
d∈D
(r,+,0)
{a,b}
d ≡ 0 mod J2k and
∑
d∈D
(r+1,+,−)
{a,b}
d ≡ −
∑
d∈D
(r,+,+)
{a,b}
d mod J2k.
This leads to the second step reduction formula analogous to (2.24), and the argument continues
in the same way, where compositions of 2r − 1 distinct transpositions are used at the r-th step.
As a result of the k-th step of the reduction procedure, we get the sum of diagrams without
horizontal edges with the overall coefficient 1/(2k)!, as required.
The Brauer algebra Bm(ω) with the special values ω = N and ω = −2n acts on the tensor
space (2.6) so that the action centralizers the respective diagonal actions of the orthogonal and
symplectic groups. In the orthogonal case, the generators of Bm(N) act by the rule
sab 7→ Pab, ǫab 7→ Qab, 1 6 a < b 6 m, (2.25)
where Pab is defined by (2.11), while
Qab =
N∑
i,j=1
1⊗(a−1) ⊗ eij ⊗ 1
⊗(b−a−1) ⊗ ei′j′ ⊗ 1
⊗(m−b).
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In the symplectic case, the action of Bm(−N) with N = 2n in the space (2.6) is defined by
sab 7→ −Pab, ǫab 7→ −Qab, 1 6 a < b 6 m, (2.26)
where
Qab =
2n∑
i,j=1
εiεj 1
⊗(a−1) ⊗ eij ⊗ 1
⊗(b−a−1) ⊗ ei′j′ ⊗ 1
⊗(m−b).
We will denote by S(m) the image of the symmetrizer s(m) ∈ Bm(ω) under the respective
actions (2.25) and (2.26), assumingm 6 n in the symplectic case. Define the elements φmm of
the vacuum module Vcri(g) ∼= U
(
t−1g[t−1]
)
by
φmm = γm(ω) tr1,...,m S
(m)
(
T + F [−1]1
)
. . .
(
T + F [−1]m
)
1 (2.27)
where ω = N and ω = −N , respectively, for the orthogonal and symplectic case. In the
symplectic case the values ofm are restricted to 1 6 m 6 2n+1 with an additional justification
of formula (2.27) for the values n + 1 6 m 6 2n + 1 via an ‘analytic continuation’ argument;
see [8, Sec. 8.3]. As proved in [7] (see also [8, Ch. 8]), all elements φmm belong to the Feigin–
Frenkel center z(ĝ). Moreover, the elements φ22, φ44, . . . , φ2n2n form a complete set of Segal–
Sugawara vectors for g = o2n+1 and sp2n, whereas φ22, φ44, . . . , φ2n−2 2n−2,PfF [−1] form a
complete set of Segal–Sugawara vectors for g = o2n.
Now we proceed in the same way as in the proof of Theorem 2.1 by expanding the product
in (2.27) with the use of [8, Lemmas 8.1.5 & 8.3.1] to get
φmm = γm(ω) tr1,...,m S
(m)
∑
λ⊢m
cλ F [−λ], (2.28)
where we set
F [−λ] = F [−λ1]1 . . . F [−λℓ]ℓ
for λ = (λ1, . . . , λℓ) with ℓ = ℓ(λ).
Note that the summands in (2.28) with odd values of ℓ are equal to zero because the matrices
F [−λi] are skew-symmetric with respect to the transposition t, while S
(m) is stable under the
simultaneous transpositions with respect to allm copies of EndCN ; see e.g. [8, Sec. 1.2].
Now use [8, Lemma 1.3.2] to calculate partial traces to get
γm(−2n) trℓ+1,...,m S
(m) =
(
2n+ 1
m
)(
2n+ 1
ℓ
)−1
γℓ(−2n)S
(ℓ) (2.29)
in the symplectic case, and
γm(N) trℓ+1,...,m S
(m) =
(
N +m− 2
m
)(
N + ℓ− 2
ℓ
)−1
γℓ(N)S
(ℓ) (2.30)
in the orthogonal case. The desired formulas (2.18) are now implied by the relation
γm(ω) tr1,...,m S
(m)F [−λ] = tr1,...,ℓH
(ℓ)F [−λ], (2.31)
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where the valuesm = 2k and ℓ = ℓ(λ) are even, and H(ℓ) denotes the image of the element h(ℓ)
defined in (2.22), under the respective actions (2.25) and (2.26) of the Brauer algebra. Relation
(2.31) follows from Lemma 2.4 because the transposition ta on the Brauer algebra is consistent
with the partial transposition ta on the tensor product (2.20). That is, if an element s ∈ Bm(ω) has
the form s = d+ d ta , then for the image S of s under the respective actions (2.25) and (2.26) we
have tr1,...,m S F [−λ] = 0, since S is stable the transposition ta, while F [−λa] + F [−λa]
t = 0.
It remains to note that
D(λ) = tr1,...,ℓH
(ℓ)F [−λ] and P (λ) = tr1,...,ℓH
(ℓ)F [−λ]
in the symplectic and orthogonal case, respectively.
2.3 Symmetrization map
In her recent work [12], Yakimova gave new formulas for Segal–Sugawara vectors in types
B,C,D and G2 by using the canonical symmetrization map. We will show that these vectors in
the classical types coincide with those found in [7].
Recall that for a Lie algebra a the symmetrization map ̟ : S(a)→ U(a) is defined by
̟ : x1 . . . xn 7→
1
n!
∑
σ∈Sn
xσ(1) . . . xσ(n), xi ∈ a. (2.32)
Regarding T = −d/dt as a derivation of the Lie algebra t−1g[t−1], we will apply the map ̟ for
the Lie algebra CT ⊕ t−1g[t−1].
For any element S ∈ S(g) we will denote by S[−1] the image of S under the embedding
S(g) →֒ S
(
t−1g[t−1]
)
defined by X 7→ X[−1] for X ∈ g.
Type A. Take g = glN and introduce elements∆k and Φk of the symmetric algebra S(glN) by
the expansions
det(u+ E) = uN +∆1u
N−1 + · · ·+∆N
and
det(1− qE)−1 = 1 +
∞∑
k=1
Φk q
k,
for the matrix E = [Eij]. Then
S(glN )
glN = C[∆1, . . . ,∆N ] = C[Φ1, . . . ,ΦN ]. (2.33)
The first formula in the next proposition (along with its closely related versions) was pointed
out in [12].
Proposition 2.5. The Segal–Sugawara vectors (2.8) and (2.9) can be written in the form
φmm =
m∑
k=1
(
N − k
m− k
)
̟
(
Tm−k∆k[−1]
)
1 (2.34)
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and
ψmm =
m∑
k=1
(
N +m− 1
m− k
)
̟
(
Tm−kΦk[−1]
)
1. (2.35)
Proof. Expand the product in (2.8) as
tr1,...,mA
(m)
m∑
k=1
∑
16i1<···<im−k6m
E[−1]1 . . . E[−1]i1−1T E[−1]i1+1 . . . E[−1]m1,
so that the factors T occur in the places i1, . . . , im−k. Now apply conjugations by suitable ele-
ments of Sm and use the cyclic property of trace to bring this expression to the form where the
labels of the factors E[−1] take consecutive values:
tr1,...,mA
(m)
m∑
k=1
∑
16i1<···<im−k6m
E[−1]1 . . . E[−1]i1−1T E[−1]i1 . . . E[−1]k1.
Now apply formula (2.15) for the partial traces of A(m) with ℓ replaced by k to come to the
expression
m∑
k=1
(N − k)! k!
(N −m)!m!
tr1,...,k A
(k)
∑
16i1<···<im−k6m
E[−1]1 . . . E[−1]i1−1T E[−1]i1 . . . E[−1]k1.
However, for a fixed value of k we have the relation
tr1,...,kA
(k)
∑
16i1<···<im−k6m
E[−1]1 . . . E[−1]i1−1T E[−1]i1 . . . E[−1]k1
=
(
m
k
)
̟
(
Tm−k∆k[−1]
)
1. (2.36)
This proves (2.34). The proof of (2.35) is the same, with the use of (2.17).
Type C. Write the elements Fij of the symplectic Lie algebra sp2n into the matrix F = [Fij].
Introduce elements∆2l of the symmetric algebra S(sp2n) by
det(u+ F ) = u2n +∆2 u
2n−2 + · · ·+∆2n.
We have
S(sp2n)
sp2n = C[∆2,∆4, . . . ,∆2n].
Proposition 2.6. The Segal–Sugawara vectors (2.27) withm = 2k can be written in the form
φ2k 2k =
k∑
l=1
(
2n− 2l + 1
2k − 2l
)
̟
(
T 2k−2l∆2l[−1]
)
1
for k = 1, . . . , n.
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Proof. As in the proof of Theorem 2.3, it will be sufficient to assume that 2k 6 n. The arguments
used in [8, Sec. 8.3] will then allow one to extend the result to all remaining values of k. Expand
the product in (2.27) withm = 2k and apply conjugations by suitable permutations to get
φ2k 2k = γ2k(−2n) tr1,...,2k S
(2k)
∑
β
dβ F [−β], (2.37)
summed over compositions β = (β1, . . . , βℓ) of 2k with βi > 1, where we set
F [−β] = F [−β1]1 . . . F [−βℓ]ℓ,
while dβ are certain integer coefficients. As with the expansion (2.28), the summands with odd
values of ℓ are equal to zero. Now calculate partial traces by using (2.29) and apply relation
(2.31), which holds in the same form for F [−λ] replaced by F [−β], to get
φ2k 2k =
∑
β
dβ
(
2n− 2l + 1
2k − 2l
)(
2k
2l
)−1
tr1,...,2lH
(2l)F [−β],
summed over the compositions β = (β1, . . . , β2l). As with relation (2.36), for a fixed value of l
we have ∑
β
dβ tr1,...,2lH
(2l)F [−β] =
(
2k
2l
)
̟
(
T 2k−2l∆2l[−1]
)
1,
thus competing the proof.
Proposition 2.6 shows that φ2k 2k coincides with the Segal–Sugawara vector produced in [12,
Theorem 4.4].
Types B and D. Introduce elements Φ2l of the symmetric algebra S(oN) by
det(1− qF )−1 = 1 +
∞∑
k=1
Φ2l q
2l
for the matrix F = [Fij]. Then
S(o2n+1)
o2n+1 = C[Φ2, . . . ,Φ2n] and S(o2n)
o2n = C
[
Φ2, . . . ,Φ2n−2,PfF [−1]
]
.
Proposition 2.7. The Segal–Sugawara vectors (2.27) withm = 2k can be written in the form
φ2k 2k =
k∑
l=1
(
N + 2k − 2
2k − 2l
)
̟
(
T 2k−2lΦ2l[−1]
)
1 (2.38)
for k > 1.
Proof. The argument is the same as for Proposition 2.6, where we use the partial trace formula
(2.30) instead of (2.29), and the corresponding version of relation (2.31) for compositions.
Proposition 2.7 implies that φ2k 2k coincides with the Segal–Sugawara vector given by [12,
Theorem 7.6], because the binomial coefficient in (2.38) coincides with the expressionR(k, k−l)
used therein.
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3 Harish-Chandra images of symmetrized invariants
Type A. Applying the symmetrization map (2.32) for the Lie algebra glN , and using (2.33), we
get algebraically independent generators of the center Z(glN ) of the universal enveloping algebra
U(glN),
Z(glN) = C
[
̟(∆1), . . . , ̟(∆N)
]
= C
[
̟(Φ1), . . . , ̟(ΦN)
]
.
Given an N-tuple of complex numbers λ = (λ1, . . . , λN), the corresponding irreducible
highest weight representation L(λ) of glN is generated by a nonzero vector ξ ∈ L(λ) such that
Eij ξ = 0 for 1 6 i < j 6 N, and
Eii ξ = λi ξ for 1 6 i 6 N.
Any element z ∈ Z(glN) acts in L(λ) by multiplying each vector by a scalar χ(z). As a function
of the highest weight, χ(z) is a shifted symmetric polynomial in the variables λ1, . . . , λN which
can be regarded as the image of z under the Harish-Chandra isomorphism χ. This function is
symmetric in the shifted variables λ1, λ2 − 1, . . . , λN −N + 1.
Consider the elementary shifted symmetric polynomials
e∗m(λ1, . . . , λN) =
∑
i1<···<im
λi1(λi2 − 1) . . . (λim −m+ 1)
and the complete shifted symmetric polynomials
h∗m(λ1, . . . , λN) =
∑
i16···6im
λi1(λi2 + 1) . . . (λim +m− 1).
They are particular cases of the shifted Schur polynomials of [11].
Recall that the Stirling number of the second kind
{
m
k
}
counts the number of partitions of
the set {1, . . . , m} into k nonempty subsets.
Theorem 3.1. For the Harish-Chandra images we have
χ : ̟(∆m) 7→
m∑
k=1
{
m
k
}(
N
m
)(
N
k
)−1
e∗k(λ1, . . . , λN)
and
χ : ̟(Φm) 7→
m∑
k=1
{
m
k
}(
−N
m
)(
−N
k
)−1
h∗k(λ1, . . . , λN).
Proof. We will use the matrix notation of Sec. 2.1 applied to the algebra U(glN) in place of
U(ĝlN). Regarding the matrix E = [Eij] as the element
E =
N∑
i,j=1
eij ⊗ Eij ∈ EndC
N ⊗ U(glN)
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we get the following counterparts of (2.8) and (2.9):
̟(∆m) = tr1,...,mA
(m)E1 . . . Em and ̟(Φm) = tr1,...,mH
(m)E1 . . . Em.
On the other hand, the Harish-Chandra images
χ : tr1,...,mA
(m)E1(E2 − 1) . . . (Em −m+ 1) 7→ e
∗
m(λ1, . . . , λN)
and
χ : tr1,...,mH
(m)E1(E2 + 1) . . . (Em +m− 1) 7→ h
∗
m(λ1, . . . , λN)
are well-known; see e.g. [8, Secs 4.6 and 4.7] for proofs. By the same argument as used in the
proof of Theorem 2.1, the identity
xm =
m∑
k=1
{
m
k
}
x(x− 1) . . . (x− k + 1) (3.1)
implies that
tr1,...,mA
(m)E1 . . . Em = tr1,...,mA
(m)
m∑
k=1
{
m
k
}
E1(E2 − 1) . . . (Ek − k + 1)
and
tr1,...,mH
(m)E1 . . . Em = tr1,...,mH
(m)
m∑
k=1
(−1)m−k
{
m
k
}
E1(E2 + 1) . . . (Ek + k − 1).
The required formulas now follow by calculating the partial traces over the spaces EndCN
labelled by k + 1, . . . , m, with the use of (2.15) and (2.17).
Types B, C and D. Now use the notation of Sec. 2.2 and let g be the orthogonal Lie algebra
oN with N = 2n+ 1 and N = 2n or symplectic Lie algebra spN with N = 2n.
Given any n-tuple of complex numbers λ = (λ1, . . . , λn), the corresponding irreducible
highest weight representationL(λ) of the Lie algebra g is generated by a nonzero vector ξ ∈ L(λ)
such that
Fij ξ = 0 for 1 6 i < j 6 N, and
Fii ξ = λi ξ for 1 6 i 6 n.
Any element z of the center of U(g) acts in L(λ) by multiplying each vector by a scalar χ(z). As
a function of the highest weight, χ(z) is a shifted invariant polynomial in the variables λ1, . . . , λn
with respect to the action of the correspondingWeyl group. The polynomialχ(z) can be regarded
as the Harish-Chandra image of z.
Theorem 3.2. 1. If g = sp2n, then form = 2, 4, . . . , 2n the Harish-Chandra images are
χ : ̟(∆m) 7→
m∑
k=1
{
m
k
}(
2n+ 1
m
)(
2n+ 1
k
)−1
e∗k(λ1, . . . , λn, 0,−λn, . . . ,−λ1).
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2. If g = o2n+1, then for evenm > 2 the Harish-Chandra images are
χ : ̟(Φm) 7→
m∑
k=1
{
m
k
}(
−2n
m
)(
−2n
k
)−1
h∗k(λ1, . . . , λn,−λn, . . . ,−λ1).
3. If g = o2n, then for evenm > 2 the Harish-Chandra images are
χ : ̟(Φm) 7→
m∑
k=1
{
m
k
}(
−2n+ 1
m
)(
−2n+ 1
k
)−1
×
(
1
2
h∗k(λ1, . . . , λn−1,−λn, . . . ,−λ1) +
1
2
h∗k(λ1, . . . , λn,−λn−1, . . . ,−λ1)
)
.
Proof. The trace
tr1,...,mH
(m)F1 . . . Fm
coincides with ̟(∆m) and ̟(Φm), respectively, in the symplectic and orthogonal case. By
applying Lemma 2.4 as in the proof of Theorem 2.3, we get
tr1,...,mH
(m)F1 . . . Fm = γm(ω) tr1,...,m S
(m)F1 . . . Fm,
where ω = N and ω = −N , respectively, for the orthogonal and symplectic case. Using (3.1)
again, and adjusting the arguments of the proof of Theorem 2.3 to the case of Lie algebra g, we
derive the relations
γm(−2n) tr1,...,m S
(m)F1 . . . Fm = γm(−2n) tr1,...,m S
(m)
m∑
k=1
{
m
k
}
F1(F2 − 1) . . . (Fk − k + 1)
in the symplectic case, and
γm(N) tr1,...,m S
(m)F1 . . . Fm
= γm(N) tr1,...,m S
(m)
m∑
k=1
(−1)m−k
{
m
k
}
F1(F2 + 1) . . . (Fk + k − 1)
in the orthogonal case. By the results of [9, Sec. 6] (see also [8, Sec. 13.4]), we have the Harish-
Chandra images
χ : γk(−2n) tr1,...,k S
(k) F1(F2 − 1) . . . (Fk − k + 1) 7→ e
∗
k(λ1, . . . , λn, 0,−λn, . . . ,−λ1)
for g = sp2n,
χ : γk(N) tr1,...,k S
(k) F1(F2 + 1) . . . (Fk + k − 1) 7→ h
∗
k(λ1, . . . , λn,−λn, . . . ,−λ1)
for g = o2n+1, and
χ : γk(N) tr1,...,k S
(k) F1(F2 + 1) . . . (Fk + k − 1)
7→
(
1
2
h∗k(λ1, . . . , λn−1,−λn, . . . ,−λ1) +
1
2
h∗k(λ1, . . . , λn,−λn−1, . . . ,−λ1)
)
for g = o2n. The proof is completed by calculating the partial traces of γm(ω)S
(m) over the
spaces EndCN labelled by k + 1, . . . , m, with the use of (2.29) and (2.30).
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Remark 3.3. As the proof of Theorem 3.2 shows, the formulas for the Harish-Chandra images
extend to odd values of m, assuming that ∆m = Φm = 0. This provides linear dependence
relations for the elementary and complete shifted symmetric functions.
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