A classical result in Riemannian geometry states that the absolutely continuous curves into a (finite-dimensional) Riemannian manifold form an infinite-dimensional manifold. In the present paper this construction and related results are generalised to absolutely continuous curves with values in a strong Riemannian manifolds.
Introduction and statement of results
Many problems in object and pattern recognition [BBM14b, BBMM14, BBM14a, JSS14, SKJJ11] , computer animation [CES16] and signal analysis [LBAB15] can be formulated in terms of similarities of shapes. By shape we mean an unparametrized curve with values in a vector space or a manifold. Hence one studies equivalence classes of regular curves (i.e. smooth immersions, embeddings, absolutely continuous functions...) where equivalence is induced by reparametrisation. To compare shapes, one places them in an infinite-dimensional manifold, the shape space. Comparisons in the shape space are then carried out by means of a distance function, usually induced by a Riemannian metric.
There are many choices for a distance on shape spaces (see e.g. [BBM14b] for a survey). We will concentrate on a certain first order Sobolev metric, which is considered in the square root velocity transform (SRVT) framework [SKJJ11] . This distance is well-suited for applications as it is related to the L 2 -metric, which is easy to compute. However, numerical computations in the SRVT framework frequently lead to objects which are not contained in shape space (of smooth mappings), but reside in a completion. For vector valued shapes this is the space of all absolutely continuous curves. Hence it is natural to consider the SRVT in this extended setting. A detailed analysis of the SRVT in the vector valued case can be found in [Bru15] . Though originally developed for planar curves, the SRVT framework has since been expanded to (smooth) curves with values in Lie groups and Riemannian manifolds (see e.g. [CES16, JSS14] ).In this setting the completion should then be a manifold of absolutely continuous curves onto which the SRVT can be expanded.
The purpose of the present paper is twofold: As a first step, we construct manifolds of absolutely continuous curves with values in a (possibly infinite-dimensional) Riemannian manifold. This is a generalisation of a classical theory which was developed in the context of Riemannian geometry (but seems to be unknown to a larger audience). Many classical results generalise to our more general setting. In particular, we construct bundles of L p -curve which are crucial to the second part of the paper.
In the second step, we analyse extensions of the SRVT framework on these manifolds. Our aim here is to prove that the SRVT (and its generalisations from the literature) always splits into a smooth part (given by derivation and translation) and a continuous (but non-differential) part (given by rescaling). In this sense the SRVT framework for manifolds generalises the results from [Bru15] . Unfortunately, it is so far unclear to the author, whether the extended SRVT on Riemannian manifolds can be inverted on manifold valued absolutely continuous curves (a sketch for a proof is supplied in 3.7). However, for Lie group valued shape spaces, the situation is much better. Using some recent results from infinite-dimensional Lie theory, we obtain a full extension of the vector valued case. In particular, the SRVT on Lie group valued absolutely continuous curves is a homeomorphism which allows us to construct a metric on the completion by pullback of the L 2 -distance.
We now discuss our results in greater detail. In this paper we deal with manifold valued absolutely continuous curves. For a Banach space E, a curve γ : [a, b] → E is called absolutely continuous (with derivative in L p ) if there is η ∈ L p ([a, b], E) such that γ(t) = γ(a)+ t a η(s)ds (details on absolutely continuous curves are repeated in Appendix A). Let now M be a Banach manifold and p ∈ N. Then we let AC p (I, M ) be the set of all absolutely continuous curves with values in M , i.e. which are locally in charts absolutely continuous curves (with derivatives in L p ). To construct the manifold AC p (I, M ), we need a strong Riemannian metric G on M .
1 . Then our results (Theorem 1.9) subsume the following.
Theorem A Let (M, G) be a strong Riemannian manifold. Then for every p ∈ N the absolutely continuous curves AC p (I, M ) can be made into a Banach manifold modelled on spaces of vector valued absolutely continuous functions. The construction is independent of the Riemannian metric.
We remark that Theorem A is a classical result by Klingenberg and Flaschel (see [FK72, Kli95] ) in the case p = 2 and dim M < ∞. The proof for the general case follows the strategy outlined in [FK72, Kli95] .
2 However, we have to modify and augment the proof by avoiding compactness and certain bundle theoretic arguments. After the necessary ammendments have been made, the classical theory generalises in the wash ti the more general setting. It does not seem possible to generalise Theorem A beyond the realm of strong Riemannian manifolds. The reason for this is, that in the construction one has to use that the topology is finer than the compact open topology. This turns out to be a consequence of the Riemannian metric being strong.
In recent investigations in infinite-dimensional Lie theory (see [Glö16] ), Lie groups of absolutely continuous curves with values in a (possibly infinite-dimensional) Lie group were considered. It is now straight forward to relate these constructions to the manifold structure from Theorem A: Recall that every Hilbert Lie group is a strong Riemannian manifold. Hence we can consider the Banach manifold AC p (I, G) for every Hilbert Lie group G. Then we obtain the following (see Proposition 3.10).
Proposition B Let G be a Hilbert Lie group. Then for every p ∈ N the manifold structure of Theorem A turns AC p (I, G) with the pointwise operations into a Banach Lie group. This Lie group structure coincides with the one constructed in [Glö16] .
After establishing the general theory for manifolds of absolutely continuous functions, we investigate in Section 3 the square root velocit transform in this settinIn we begin the investigation of an extension of the square root velocity transform. To put the results into context, let us recall the classical case from [SKJJ11] : The SRVT framework for vector valued curves.
Let I = [0, 1] and define the Preshape space P = Imm(I, R n ) of all smooth immersions. As we wish to identify shapes up to translation we restrict ourselves to the submanifold P * = {c ∈ P | f (0) = 0}. To obtain unparametrised curves declare c 1 , c 2 ∈ P * to be equivalent, if there is a smooth strictly increasing diffeomorphism ϕ of I with c 1 = c 2 • ϕ. The shape space is then defined as S := P * / ∼. One now obtains a metric on P * which descends to S. In the SRVT framework, this distance is induced by the square root velocity transform
Observe that the R consists of two essential steps: Differentiation and Scaling. The scaling in the R is essential to obtain a metric which descents to S. Moreover, it can be shown that the R is a diffeomorphism and we can pull back the L 2 -distance to obtain the distance on P:
on each tangent space coincides with the natural topology. Note that this implies that M is modelled on a Hilbert space. Every finite-dimensional Riemannian metric is strong. Infinitedimensional manifolds can possess weak Riemannian metrics, i.e. a smoothly varying nondegenerate bilinear form on T M , such that the induced topology on the tangent spaces is weaker than the natural topology (e.g. see [BBM14a] ). Not every Riemannian metric on a Hilbert manifold is strong, see e.g. [Sta08] . 2 Here [FK72] is by far the more detailed account of the construction. Unfortunately, this book seems to be available in German only. 3 The resulting metric is in many cases the geodesic distance of a certain first order Sobolev metric. We omit these details and concentrate on the metric d as this is the object of interest on the completion.
Now the space C ∞ (I, R n \ {0}) (equivalently P) is neither geodesically complete (geodesics will pass through 0) nor complete as a metric space. Its completion is of course L 2 (I, R n ), the space of square integrable functions. Similarly the completion of P * is the space AC 1 (I, R n ) * = {c ∈ AC 1 (I, R n ) with c(0) = 0}. Also the R can be extended to the completions. However, due to the scaling, the extended SRVT is no longer a diffeomorphism but only a homeomorphism (see [Bru15] for a detailed account). Hence we leave the realm of Riemannian geometry and shape analysis is then carried out in the setting of metric spaces.
In the second part of the paper we study the SRVT now in the setting of manifold valued curves. We are interested in extensions of the SRVT to the metric completions of the smooth shape spaces (which will be manifolds of absolutely continuous functions). Apart from extending the SRVT framework (and clarifying continuity and differentiability properties of the SRVT on these manifolds), we are interested in the question of whether the SRVT induces a homeomorphism for manifold valued spaces. In particular, we explain how this setting extends the results on Lie group valued shape spaces achieved in [CES16] .
Manifolds of absolutely continuous curves
In this section we construct the manifold structure on absolutely continuous curves. Basic defintions and facts on L p -spaces and vector valued absolutely continuous functions are recorded in Appendix A. Our exposition here is inspired by [Glö16] and [FK72, Kli95] . We will assume that the reader is familiar with Riemannian manifolds and concepts such as covariant derivatives (see e.g. [Kli95] or [Lan99] ).
(Conventions).
In the following I = [a, b] for a < b will denote a non-degenerate and compact interval, (E, · ) a Banach space and p ∈ [1, ∞[. Denote by B · r (x) (or by B r (x) if it is clear which Banach space is meant) the norm ball of radius r around x in E. Let M be a Banach manifold. We will always assume that the manifolds are Hausdorff manifolds. We will generalise it to infinite-dimensional Riemannian manifolds modifying the classical arguments. Note however, that in [FK72, Kli95] it is crucial to assume that M is finite-dimensional since several tools used in the proof are in general only available on finite-dimensional manifolds. First we need some model spaces for this manifold which turn out to be spaces of sections with sufficient regularity. , b] , B) into a vector space. Before we topologize these spaces, we need additional structures on the base manifold.
(Conventions)
. Assume that M is endowed with a a strong Riemannian metric G. Recall that each strong Riemannian metric possess an associated metric spray and a Levi-Civita covariant derivative ∇. We refer to [Lan99, Chapter VIII] for a detailed discussion of strong Riemannian metrics (just called Riemannian metrics in loc.cit.) and their properties.
The idea is to use parallel transport P γ t0,t1 : T γ(t0) M → T γ(t1) M along smooth curves γ : I → M . Following [Lan99, VIII. §3] parallel transport is smooth and on each fibre an isometry. Hence
makes sense and is a bijection which we use to turn the left hand side into a Banach spaces (see Appendix A for details).
To simplify the notation, we will work from now on only over the intervall I = [0, 1]. Before we can formulate the result on the manifold structure, we need the concept of a smooth local addition. The idea is to construct charts for the manifold of mappings by specifying with a local addition how trivialisations of M "move smoothly" along a curve in AC p (I, M ). 
) is open and on the image we have Σ
This mapping is bijective with inverse Φ 
into an infinite-dimensional Banach manifold modelled on spaces of absolutely continuous sections. The topology of AC(I, M ) carries the identification topology with respect to the atlas, which is finer than the compact-open topology, whence Hausdorff and C ∞ (I, M ) is a dense subset. Moreover, the construction is independent of the choice of Riemannian structure and of the local addition.
Proof. We proceed in several steps. Let us first establish that the sets U f indeed cover AC(I, M ).
Step 1: Every γ ∈ AC(I, M ) is contained in U f for some f ∈ C ∞ (I, M ). Consider γ ∈ AC p (I, M ) and choose a partition 0 = t 0 < t 1 < t 2 < · · · < t N = 1, N ∈ N and manifold chart κ i :
Due to compactness of γ([t i−1 , t i ]) and Lemma B.2, we can fix some ε > 0 and a neighborhood W γ of γ(I) such that for every x ∈ W γ we have B
Here and in the following, B Gx ε (0) will denote the norm ball in T x M with respect to the norm induced by the Riemannian metric G. Applying Lemma B.3 for every piece in the partition, we construct smooth functions f i :
Using cut-off functions, we can glue the f i together and obtain a smooth function
we have by construction of r f the relation ε ≤ r f , whence γ ∈ U f .
Step 2:
By compactness of f (I) and η(I) there is a finite partition 0 = t 0 < t 1 < . . . t N = 1 of I together with pairs of charts
Apply now Lemma B.4 (with C = ∞, cf. the statement of the Lemma) to each intervall I i and the charts. Thus we obtain a constant s > 0 such that the set Refining the partition of I constructed in Step 2, we may assume that also f (I i ) is contained in some chart (θ i , Y i ). Now apply Lemma B.4 to the mappings f, η for each I i and the pairs of charts (θ i , Y i ) and (κ i , U i ) but set C := s. We deduce that there is r > 0 such that
is open (as it is a neighborhood of each of its elements).
We will now apply Proposition A.13. Note that O :
On O we define a smooth fibre-preserving map via
We then have (up to harmeless identification) Step 4: Properties of the manifold topology of AC(I, M ). Endow AC(I, M ) with the final topology with respect to the parametrisations {Φ −1
. We have to establish the Hausdorff property for this topology. To this end, we argue that it is finer than the compact open topology (which clearly
Step 2, we may assume that the partition of I was chosen such that for
is open in the final topology (using Step 3) and satisfies W f η ⊆ N (h, K, U ), Since η was arbitrary, we infer that the manifold topology is finer than the compact open topology.
To see that C ∞ (I, M ) is a dense subse in the manifold topology, note that it suffices to prove the property locally, i.e. on the chart domains
takes smooth functions to smooth functions, density of smooth functions follows from Remark A.6.
Step 5: The manifold structure is independent of the choice of the Riemannian metric and the choice of local addition. This follows directly from Proposition 1.10 by taking ψ = id M . 
Proof.
Step 0: Continuity of ψ * . The topology of AC p (I, M ) is the final topology with respect to the parametrisations {Φ 
is an open neighborhood of γ in the compact open topology (by Step 0). Adapting the construction in Step 1 of the proof of Theorem 1.9 we see that we can obtain a smooth map c : I → M with γ ∈ U c and c ∈ ψ
Step 2 of the proof of Theorem 1.9 asserts that there is a compact open
c makes sense. Hence it suffices to check that the map is smooth on all such sets for all c ∈ C ∞ (I, M ).
Step 2: Smoothness in special pairs of charts. Let γ ∈ AC p (I, M ) and consider c ∈ C ∞ (I, M ) and O as in Step 1. Let us show that (0) and t ∈ I:
By construction F h is a smooth fibre-preserving map, whence (F h ) * is smooth by Proposition A.13. A quick calculation shows that
Remark 1.11. For ((M, g) Σ M ) and ((N, h), Σ N ) strong Riemannian manifolds with local addition, Σ M × Σ N is a local addition for the product manifold M × N . Hence the usual arguments involving the product structure show that as manifolds
Remark 1.12. For p = 2 and M finite-dimensional Theorem 1.9 and Proposition 1.10 are classical results due to Klingenberg and Flaschel. We refer to [FK72] for more details (or [Kli95] for a shorter account).
The next results allow us to compare the manifold of absolutely continuous curves to other manifolds which arise from curves with values in M . 
Proof. Recall from [Mic80, Theorem 10.4] that an atlas for 
we only need to establish smoothness of ι C ∞ in the pairs of charts
). This inclusion is continuous linear (whence smooth) as A.7 implies together with the continuity of As in the finite-dimensional case, (see [FK72] ), the Riemannian manifold (M, G) can be identified with an embedded closed submanifold of AC p (I, M ).
Lemma 1.14. Let (M, G) be a strong Riemannian manifold. Then (a) for each t ∈ I the map ev t :
is a smooth embedding. Thus M becomes a closed submanifold of AC(I, M ).
Proof. (a) Since AC p (I, M ) carries the final topology with respect to the canonical charts, ev t will be continuous if ev
. By Remark A.7ẽv t is continuous linear, whence smooth. In particular, its derivative
is a continuous linear section of dẽv t . Henceẽv t is a submersion by [Glö15, Theorem A] and we deduce that ev t is a smooth submersion.
After an identification we see that
is clearly smooth. As AC p (I, M ) carries the identification topology (and ι M (M ) is covererd by charts of the type Φ ιM (m) ), this already implies that ι M is a smooth map. Further, its derivative (again read off in these charts) is easily seen to be embedding of T m M onto a complemented subspace. Thus [Glö15, Theorem H] shows that ι M is an immersion.
Since ev 0 (ι M (m)) = m an inverse for ι M is the continuous map ev 0 | ιM (M) . We deduce that ι M is a topological embedding which is also a smooth immersion. Summing up, ι M is a smooth embedding. Its image is closed since
The tangent and the
In this section we discuss two canonical bundles over AC p (I, M ). Again (M, G) will throughout be a strong Riemannian manifold.. First, we identify the tangent manifold T AC p (I, M ) as a bundle of absolutely continuous functions with values in the tangent manifold. As a consequence, the functor AC p (I, ·) commutes with the tangent functor. In a second step, we then investigate a bundle of L p -functions over AC p (I, M ). We will then see that the derivative γ →γ induces a differentiale section of the L p -bundle. Again for the classical case (i.e. p = 2 and dim M < ∞) these results are due to Klingenberg and Flaschel [FK72, Kli95] .
To identify the tangent manifold recall first that the tangent manifold of a strong Riemannian manifold admits a canonical Riemannian metric (cf. [Lan99, X §4]). 
(Sasaki metric). Let (M,
are isomorphisms (cf. [Kli95, 1.5.10 Proposition]). This induces a strong Riemannian metric G Sa on T M by declaring for ξ ∈ T M that
We call this metric the Sasaki Metric on T M . By definition the horizontal and vertical subspace are orthogonal.
Using the Sasaki metric, we obtain for every strong Riemannian manifold
2.2. Let us denote from now on by exp : Ω → M the Riemannian exponential map of the strong Riemannian manifold (M, G). Further, we let Ω ⊆ T M be chosen such that exp restricts on Ω ∩ T x M to a diffeomorphism onto an open set for each x ∈ M . Define the map
Note that as a consequence of the Dombrowski splitting theorem [Lan99, X, §4 Theorem 4.5] we have T M ⊕ T M ∼ = Vert(T 2 M ) and this isomorphim is fibre-wise given
Hence τ is smooth. Observe that for each ξ x ∈ Ω we obtain a linear isomorphism τ ξx :
. By construction the map τ ξx is the restriction of T ξ exp to elements which are only non-trivial in the fibre-direction in T M .
Lemma 2.3. Let c ∈ C ∞ (I, M ), then the following map is a smooth diffeomorphism
12. Before we prove that τ * is smooth, let us discuss charts for AC p (I, T M ). As the construction of AC p (I, M ) did not depend on the choice of local addition, we choose on M the Riemannian exponential map exp : Ω → M as our local addition. Note that T exp is not a local addition on T M , since T Ω is not a neighborhood of the zero section. To remedy this, consider the canonical flip χ : T 2 M → T 2 M of the double tangent bundle (i.e. the unique bundle isomorphism which in local charts is given by (x, y, a, b) → (x, a, y, b)). Then T exp •χ : χ(T Ω) → T M is a local addition for T M (see [SW15, Lemma 7 .5]) and we construct the canonical charts
We now obtain a smooth fibre-preserving map
which is a diffeomorphism onto its image (as χ and the identification are invertible). Now τ * = Φ −1 0c • (τ ) * is bijective. Since Φ 0c is a chart for AC p (I, T M ) and (τ ) * is smooth by Remark A.14, the map Ψ 
where T fib τ Proposition 2.5. Let (M, G) be a strong Riemannian manifold. Then
is a bundle isomorphism. Moreover, if (N, H) is a strong Riemannian manifold and ψ : M → N smooth, the following diagram commutes.
Proof. By definition of the tangent bundle i T M is a linear isomorphism of each fibre. Hence it suffices to check smoothness in local charts, i.e. for smooth c ∈ C For the readers convenience we copy the computation from [FK72, II. Satz 3.11 (ii)] to obtain the desired formula for T (ψ * ). Consider X ∈ AC p c (I, M ), then
where exp M (resp. exp N ) is the Riemannian exponential map on M (or N , resp.) and we have used for the last identification that the derivative of the Riemannian exponential map at the zero section is the identity, i.e. T 0x exp(y) = y.
In the next chapter, we want to consider the square root velocity transform. Since one takes derivatives of curves in this transform, we are interested in the differentiability properties of this operations. By definition of absolutely continuous curves, the derivative of an absolutely continuous curve will (in general) not be absolutely continuous. Instead we obtain an L p -lifts of the curve to the tangent bundle. 
for c ∈ C ∞ (I, M ). Thus with respect to the final topology induced by {Ψ Composing with the Banach space isomorphisms from A.9 the transition will be smooth if
is smooth. Consider now the smooth map
and note that for all fixed pairs (t, x) the map α(t, x, ·) is linear. We use again Lemma A.15 to construct an open neighborhood I ⊆ W (with inc W I the inclusion) and a smooth extension A : 
is a smooth section of the bundle
The SRVT on manifolds of absolutely continuous curves
We will now investigate the square root velocity transform in the framework of absolutely continuous functions. In the case of smooth functions, it is essential that the square root velocity transform is a diffeomorphism since one wants to construct the Riemannian metric as a pullback metric. As the scaling (see below) is not differentiable this is no longer possible for manifolds of absolutely continuous curves. However, in the vector valued case the SRVT is still a homeomorphism, whence the SRVT still relates the geodesic distances in the absolutely continuous setting. Our aim here is to study extensions of these results to manifold valued absolutely continuous curves. In a first step we consider just an extension of the various generalised SRVT constructions for smooth maps to absolutely continuous curves. It will turn out that as in the vector valued case (see [Bru15] ) only the scaling is not differentiable.
(Building blocks of an SRVT). Let us recall the three generic building blocks of any SRVT considered so far in the literature:
(a) Derivation ∂, mapping absolutely continuous curves to their derivative.
Proposition 2.8 shows that this is a smooth map from AC 1 (I, M ) to a bundle of L 1 -functions over AC 1 (I, M ).
4
(b) Transport α, a smooth map from the L 1 -bundle into a vector space of L 1 -functions. In the examples, the transport will turn out to be pushforward by a bundle map.
(c) Scaling, Consider for some Hilbert space E, the (Hölder) continuous map sc :
is not differentiable, but a homeomorphism (see [Bru15] )
Having chosen these building blocks such that their composition makes sense, one constructs the SRVT via R := sc • α • ∂.
Note that due to the derivation, the square root velocity transform will in general not be injective as R(c) "forgets" the starting point of c. It is essential for the numerical methods to remedy this problem and there are two ways do this:
(a) Choose ⋆ ∈ M and restrict to the closed submanifold AC ⋆ (I, M ) of all curves which start at ⋆. We will now study the square root velocity transform and its generalisations from the literature. In all cases it will turn out that the square root velocity transform on absolutely continuous functions can be realised as a composition of a smooth map with the (non-smooth) scaling map. In a second step we investigate then whether the R actually is a homeomorphism.
6
Target manifold transport map Pullback of Source Euclidean vector space identity
The vector space case has already been treated in literature for absolutely continuous functions (cf. [SKJJ11] and the summary in the Introduction). A detailed analysis concerning the smoothness and homeomorphism properties of the square root velocity transform in this case can be found in [Bru15] . Hence we move on to the first manifold valued case.
Riemannian manifolds: Parallel transport
The SRVT discussed in this section uses parallel transport to identify the derivatives of curves with vectors in a reference tangent space. Here one chooses in advance a global reference point. As mentioned in [JSS14] , the behaviour of the method in a given problem depends on the choice of the reference point.
For simplicity we restrict to a finite-dimensional setting, since then all results we need are readily available in the literature (and the SRVT has so far only been studied for finite-dimensional Riemannian manifolds).
3.2. Let (M, G) be a finite-dimensional Riemannian manifold and ⋆ ∈ M be some point. From now on we will treat ⋆ as out reference point in the manifold and relegate qustions concerning comparisons to the tangent space over ⋆.
We wish to transport vectors to the tangent space over ⋆ using parallel transport along minimal geodesics. To this end, one needs to assure that the curves one is interested in pass only through points which are connected to the reference point ⋆ by a unique minimal geodesic. This set of points is determined by the geometry of the target manifold. In terms of Riemannian geometry, the open set we seek is 5 By Lemma 1.14 the map ev 0 : AC(I, M ) → M is a submersion, whence AC⋆(I, M ) = ev
is a closed submanifold. In the case where M = G is an infinite-dimensional Lie group, the Lemma is not applicable. However, AC⋆(I, G) is a closed submanifold by virtue of [Glö16, Lemma 4.9]. 6 Unfortunately, the author was not yet able to establish this in the Riemannian manifold case, whereas the Lie group case is unproblematic.
the complement Ω ⋆ = M \ C(⋆) of the cut-locus of ⋆ (cf. [Kli95, 2.1.14 Theorem]).
Recall that the cut-locus is in general quite complicated (for more information see [Kli95, Section 2.1]). We now restrict ourselves to the open neighborhood Ω ⋆ of ⋆ in which there are unique minimal geodesics. For p ∈ U ⋆ we let c ⋆,p be the unique minimizing geodesic connecting ⋆ with p. Here by minimizing geodesic we mean a geodesic with d(c ⋆,p (t), c ⋆,p (s)) = |t − s|.
Definition 3.3. Define the transport map
Proof. Recall from [Kli95, 1.6.2 Lemma] that for fixed c and t 0 , t 1 parallel transport P Consider the mapping
Clearly R is smooth and since straight lines under the Riemannian exponential map get mapped to minimal geodesics, F ⋆ (p, ·) is a reparametrisation of c ⋆,p by a smooth function which fixes 0. Now recall from [Mic08, Theorem 24.1] that parallel transport is reparametrisation invariant, i.e. P 
Which is a smooth bundle morphism by [Lan99, III. §1 Proposition 1.3] and arguments similar to the ones used to prove that pt ⋆ is a smooth 1-form.
Lemma 3.5. The maps 
Since addition in AC p c (I, T M ) is smooth, it suffices to establish smoothness of h r . To this end consider the auxiliary map h : I ×B
0,t (y)) (with τ as in 2.2). Note that h is smooth and h(t, x, ·) is linear for each pair (t, x). Hence we extend h with Lemma A.15 and use [Glö16, Proposition 2.4] to see thath :
is smooth. By constructionh = h r . We deduce that (pt ⋆ ) * is smooth. Now (b ⋆ ) * = ((π T Ω⋆ ) * , (pt ⋆ ) * ) is smooth by Proposition 1.10. Finally, we have to establish smoothness of the inverse. Again by virtue of the final topology on AC p (I, Ω ⋆ ) it is enough to prove that h 2 ) (cf. proof of Lemma 2.3). Hence it suffices to establish smoothness of A c,2 . Working again with the vector bundle isomorphisms Q c,p,i for i ∈ {1, 2}, the argument needed to establish smoothness of A c,2 are virtually the same as needed to establish smoothness of (pt ⋆ ) * . We omit them here.
3.6 (SRVT on Riemannian manifold). Following [JSS14] the square root velocity tranform of c ∈ Imm(I, Ω ⋆ ) with respect to some choice of ⋆ ∈ M is given by
Since parallel transport is an isometry, we can write R(c) = sc • pt ⋆ (ċ), where sc denotes the scaling. Thus the square root velocity transform for Riemannian manifolds proposed in [JSS14] extends to a map
Following our general theme, the map decomposes into a smooth part (pt ⋆ ) * • ∂ followed by the continuous scaling.
It turns out that in the setting of absolutely continuous curves it is quite challenging to construct an inverse for the SRVT.
3.7 (Inverse of the SRVT). Let us now briefly discuss the inverse of the square root velocity transform. Assume that γ ∈ AC 1 (I, Ω ⋆ ) with h = R(γ). Then V (γ(t), h)(t) =γ(t) whence γ is a so called AC p -Caratheodory solution 7 to the initial value problem
for α 0 = γ(0). If we restrict our attention to smooth curves (as in [JSS14] ) the differential equation clearly admits a solution which depends continuously on h.
Hence for the subset
the inverse is defined by mapping a smooth function to the solution of (3). To generalise this one has to establish that (3) admits a unique solution. We sketch here only an argument and hope to carry out these computations in future work.
Define
We fix now h and define
As P c⋆,· 0,· (·) is smooth and sc
is continuous (even smooth!) for each t ∈ I, whence V h is a so called Caratheodory function (see [AB06, Section 4.10]). In particular, V h is jointly measurable. If we can prove now that V h is integrably Lipschitz continuous (see [Sch97, 22.36] ), then (3) has a unique Caratheodory solution by [Sch97, Theorem 30.9]. We do not carry out these computations here, but hope to provide details in future work.
Hence if we can show that the differential equations (3) have unique solution for all α 0 and h, then we obtain an inverse of the SRVT via
where γ is the solution of (3). Continuity of this mapping can then be established by [Sch97, Theorem 30 .10].
In the next section we pass on to the case of Lie groups as target manifolds. In this setting, the problems with the inverse of the SRVT do not occur. This is the reason why we conjecture that the sketch given in 3.7 will actually yield a continuous inverse to the R (we refer to [Glö16, Lemma 6.3] for the corresponding results in the Lie group setting).
Lie groups: Transport via Maurer-Cartan form
In [Glö16] Glöckner has constructed a Lie group structure on Lie group valued absolutely continuous curves. This Lie group structure exists even if the target Lie group is infinite-dimensional. In this section we describe how the square root velocity transform for Lie group valued smooth curves from [CES16] extends to the absolutely continuous setting using Glöckners results. There is a unique Lie group structure on AC(I, G) with Lie algebra AC(I, L(G)) such that AC(I, U ) := {η ∈ AC(I, G) | η(I) ⊆ U } is open in AC(I, G) and φ * : AC(I, U ) → AC(I, V ) is a diffeomorphism for each chart φ : U → V of G around the identity with U = {g −1 | g ∈ U }. Further, the inclusion C ∞ (I, G) → AC(I, G) is a morphism of Lie groups.
8 .
Remark 3.9. Note that the construction of the Lie group AC(I, G) as in 3.8 is only a special case of the constructions outlined in [Glö16] . For example, one can consider more general target Lie groups or other regularities (e.g. derivatives in L p ). These results are beyond the scope of the present paper.
On first glance, the manifold structure on the curves depends on the Lie group structure of the target manifold. However, we will now argue that the manifold structure can be obtained (for finite-dimensional targets) as a special case of the manifold structure of AC(I, M ) from Theorem 1.9.
Proposition 3.10. Let G be a Hilbert Lie group. Then the manifold structure from Theorem 1.9 turns AC p (I, G) with the pointwise operations into a Hilbert Lie group. Moreover, this Lie group structure coincides with the one from 3.8.
Proof. Notice first that every Hilbert Lie group is a strong Riemannian manifold. To see that the differentiable structure of AC(I, G) coincides with the one from 3.8, observe that it suffices to prove that the manifold structures coincide on a neighborhood of the identity element (i.e. e G : I → G, t → e) in AC(I, G). Choose a chart φ : U → V ⊆ L(G) which satisfies the assumptions of 3.8. Without loss of generality we may assume that φ(e) = 0 ∈ L(G). Now denote by ρ g : G → G right-translation by g in G. Following [KM97, 42 .4] we obtain a local addition by the following construction
Note that the identity element e G is contained in C ∞ (I, G). Thus we can construct a canonical chart Φ eG : U eG → AC eG (I, T G) around e G for the manifold structure AC(I, M ) with respect to the local addition Σ G . Now the definitions yield U eG = AC(I, U ) and Φ eG = φ * , whence the manifold structure of AC(I, G) coincides with the one recalled in 3.8.
Recall that for a Lie group G the left and right multiplication induce Lie algebra valued 1-forms, the so called left (or right) Maurer-Cartan form. If we denote by L x and R x the derivative of the left (resp. right) multiplication by x these are given by
Now the transport map for the square root velocity transform on AC 1 (I, G) is simply κ l * or κ r * (on the L 1 (I, G ← T G) bundle) . To keep the notation as in [CES16] , let us choose the right Maurer-Cartan form. One can establish the smoothness of the transport map using the usual techniques employed so far. However, if one wants to construct an inverse to the SRVT, one is again faced with the problem of solving a differential equation (i.e. integrating the derivative), Hence we use a different route to establish the SRVT and use Lie theory to turn it into a diffeomorphism.
3.11 (L 1 -regularity for Lie groups [Glö16] ). A Lie group G with Lie algebra
If in addition the map Evol: L 1 (I, L(G)) → AC 1 (I, G) which maps η to the solution of (4) is smooth, we call G an L 1 -regular Lie group. Recently it has been shown that every Banach Lie group is L 1 -regular (see [Glö16,  Theorem C].
Hence we can extend the square root velocity transform for Lie group valued smooth curves from [CES16] to an SRVT on absolutely continuous curves.
(SRVT for Lie group valued absolutely continuous curves). Let G be a Hilbert Lie group
10 . Then we define a square root velocity transform
Let now AC 1 * (I, G) be the closed submanifold of all curves starting at the identity element in G, then the SRVT induces a homeomorphism AC
. Hence for Lie groups valued curves we recover the properties of the SRVT from the vector valued case. 
is again a Hilbert space with respect to the L 2 -inner product
Here the integral denotes the weak integral (i.e. it is defined as the unique element which satisfies λ t t0
Recall that η is then almost everywhere differentiable with derivative 
is an isomorphism of Banach spaces. The associated norm on AC p ([a, b], E) is given by c p,1 := c(a) + ċ p . Again, if E is a Hilbert space so is AC 2 ([a, b], E).
Lemma A.5. There is a constant R > 0 such that the supremum norm 
Proof. Observe that for c ∈ AC p ([a, b], E) we have by Hölders inequality 
Topologies on sections over absolutely continuous curves
In this section we recall the construction of topologies on spaces of absolutely continuous sections. Note that the classical arguments have to be adapted for infinitedimensional target manifolds. To simplify the notation let us agree on the following Conventions:
Let us assume at first that c( [a, b] ) is contained in a manifold chart κ : U → V ⊆ E. Since c( [a, b] ) is compact, we can choose and fix k, K > 0 such that for every t ∈ [a, b] we have
Hence we can replace · c(t) with the Hilbert space norm to obtain an estimate. 
and d 2 h is constructed analogous toh. Let us now compute d 2 h. Denote by
M the restriction of the fibre-preserving map F •τ ξ . As parallel transport is linear in the fibre, we have d 2 h(t, x; y) = P g t,0 (dF t (P c 0,t (x); P c 0,t (y))).
. Plugging this into the formula for dF * we obtain 
B. Auxiliary results in local charts
In this appendix we prove several auxiliary results used in Section 1. For finite dimensional Riemannian manifolds these results are easy consequences of standard facts which can be found in most entry level textbooks on Riemannian geometry. An application of Wallace Theorem [Eng89, Theorem 3.2.10.] shows that there are ε 1 , ε 2 > 0 such that for K + B ε1 (0) := {v ∈ V | ∃k ∈ K v − k < ε 1 } we have (K + V ε1 (0)) × B ε2 (0) ⊆ h(W ). Since h is uniformly Lipschitz continuous, we see that for every ε 2 > r > 0 there is δ > 0 with the following property for all x, y ∈ K + V ε1 (0) with x − y < δ we have h(x, y) ∈ {x} × B r (0). Conversely, this implies {x} × B δ (x) ⊆ h −1 ({x} × B r (0)). Now B 
Recall now that h −1 is the local representative of the local addition. Hence (14) implies that f := κ −1 • g satisfies (f, γ)(t) ∈ (π T M , Σ)(Ω).
To see that also the additional condition can be satisfied fix ε > 0. Since W ⊆ W γ , we use the constants from Lemma B.2 to choose r > 0 so small that {f (t)} × B R (f γ (t)) ⊆ Ω ψ
Using uniform Lipschitz continuity, we can shrink R > 0 such that (pr 1 , ψ)({f (t)} × B R (f γ (t))) ⊆ {f (t)} × B C (γ(t)) ∀t ∈ [a, b]
Using the norm equivalence of the Riemanian metric with the Banach space norm, we can clearly choose r > 0 with the desired properties, since T κ −1 (Ω ψ ) ⊆ Ω. Observe that once we fix r > 0, using again the equivalence of norms, there is L > 0 such that {f (t)} × B L (f γ (t)) ⊆ T κ(B G r (T κ −1 (f (t), f γ (t)))) for all t ∈ [a, b]. Using now Lipschitz continuity of (pr 1 , ψ) −1 , we can choose s > 0 such that for all t ∈ [a, b] we have {f (t)} × B s (γ(t)) ⊆ (pr 1 , ψ)({f (t)} × B L (f γ (t))). This s satisfies the assertion of the Lemma.
