In recent years, a lot of effort has been put into finding suitable mathematical models that fit historical data set. Such models often include coefficients and the accuracy of data approximation depends on them. So the goal is to choose the unknown coefficients to achieve the best possible approximation of data by the corresponding solution of the model. One of the standard methods for coefficient estimation is the least square method. This can provide us data approximation but it can also serve as a starting method for further minimizations such as Matlab function fminsearch.
INTRODUCTION
The general goal of modelling is to find a simple model that fits a historical data set of some property and indicates how could this property evolve in future. In this paper using given data set, we estimate parameter values in a classic Lotka-Volterra model. These parameter values describe various interactions between populations, for example, growth, competition, mutualism or predation. The model is fully determined by its parameters so that they need to be determined to apply the model in practice.
Therefore the problem is to compute the parameter values of a model as accurately as possible in order to fit the raw data as closely as possible.
To achieve this goal, various methods have been discussed, for example Shatalov et al. in [1], and Fedatov and Shatalov in [2] started an approach of using direct integration of equations in Lotka-Volterra system and apply quadrature rules to obtain the unknown parameters. Michalakelis et al. in [3] use artificial intelligence methods to solve a non-linear system. Our work is connected with results of Kloppers and Greef in [4] In this work, we use Matlab to approximate historical data by solutions of a Lotka-Volterra model
We use two historical data sets to estimate parameter values in the system (1). First, we compute coefficients p i j , i = 1, . . . , m, j = 1, . . . , m + 1 in the system (1) by using numerical integration along with least squares method. Unlikely in [4], we use these p i j as an initial point for fminsearch -Matlab function for finding minima of functions. We use this Matlab function to find the coefficients P i j such that the corresponding numerical solution of (1) is discreetly closest to historical data in terms of least squares. Similar approach -minimization of some error functionalwas previously used in e.g.
[3] where a genetic algorithm was applied. Finally, we compare this optimal numerical solution of (1) with P i j with the solution of (1) with initial coefficients p i j (i.e. without using fminsearch).
DESCRIPTION OF METHODS
Assume m = 3 in the Lotka Volterra model (1). The system is then represented by (2)
The unknown functions x, y, z are three species that compete for available resources in a system.
Denote D = D i j , i = 1, . . . , n, j = 1, 2, 3 the historical data set ( Figure 1 ). In our case, we consider prices of three crypto currencies during n−day period. Now, we will in short explain the integral method for obtaining unknown initial coefficients p i j using historical data D; see [4] for details. We choose the first differential equation in (2) and integrate both sides with respect to t over the interval [k, k + 1] for k = 1, 2, . . . , n − 1. We approximate every integral by applying the Trapezium rule. For example, the integral k+1 k x(t) dt is approximated by (x(k + 1) − x(k))/2 what is equal to (D k1 + D k+1,1 )/2. The system (2) then turns into 
a 21 a 22 a 23 a 24 . . . a n−1,1 a n−1,2 a n−1,2 a n−1,2 2, 3, 4) , A = a k j and a k1 = (D k1 + D k+1,1 )/2, a k j = (D k1 D k j + D k+1,1 D k+1, j )/2, j = 2, 3, 4. The matrix p 1 contains the unknown coefficients. If, in addition, the matrix A A is regular (A denotes the transpose of A) then p 1 is given by
EXAMPLES

Example 1
In this example, we use historical price data of crypto currencies Ethereum, Dash and Monero that are competitors x, y, z respectively. The data are downloaded from https://coinmetrics.io and the date range of the data is from 15th March 2018 till 3rd April 2018; see Figure 1 . As can be seen in Figure 2 , our data are volatile and not very suitable for approximation by solutions of model (1). Our choice is due to the problem that suitable data are usually not freely available. Despite of this, it is also seen that the approximation of such bad data using Matlab function fminsearch is better than the approximation by least square method without using fminsearch.
Applying least square method along with fminsearch, we obtained coefficients P i j and the resulting system is given by 
To determine mutual interactions between competitors, we can look at coefficients of mixed terms xy, yz and xz; see [5] . The equal signs of coefficients P 41 , P 23 indicate that x is cooperating with z and when the population of x decreases rapidly then also 
Example 2
In this example, we use historical data originally used in [3] and also used in [4] . The data represent shares of three telephone service providers (competitors) (see Figure 3 ) and the sum of these shares in each row is equal to 1. We can look at any of these competitors from two different points of view:
(1) The competitor competes with each of two species and both them compete to each other, i.e. three mutual competitors in one system -the same approach as in Example 1.
(2) The competitor competes with the rest of the species (the two other species form one competitor), i.e. only two competitors in one system -we sum the values of the shares of same date in columns for competitors y, z and then find the coefficients of model (1) with m = 2 using fminsearch.
In Figure 4 , we see that the second approach still provides us a good approximation of historical data values, especially in case of competitors x and y. The case z, however, is not so clear. Comparing the values of error function (i.e. sum of squares of differences of data and solutions of system 1 with optimized coefficients P i j ) we come to conclusion: second approach did slightly better than first one: In the first approach, the minimum of the error function is 0.0079 and fminsearch found it in 10.806295 seconds, in the second approach, the minimum of the error function is 0.0056 and fminsearch found it in 4.166628 seconds.
CONCLUSIONS
(1) As illustrated in Example 1, Matlab function fminsearch provides us better approximations than only the least square method. fminsearch is a robust however relatively slow function and one can consider using a different function for finding minima especially for large data set.
(2) For volatile data set such as prices, it may be better to use this method along stochastic calculus to achieve better approximations.
(3) Example 2 shows us that competition of one species with the rest of species (the second approach in Example 2) may lead to similar results as mutual competition of three species (the first approach). The second one can be even better for small data set, since only minimization of a function of six variables is required instead of twelve. Obviously, this costs less counting time (more than twice less in our case).
APPENDIX
In the Appendix, we provide the Matlab source code we use in our paper. Function "est" is the main function that calculates initial coefficients p i j by using least squares method (function "Param") then calculates optimized P i j with fminsearch and compares corresponding solutions of Lotka -Volterra models with both p i j and P i j . 
