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Abstract. For a connected labelled graph G, a spanning tree T is a connected and an acyclic subgraph
that spans all vertices of G. In this paper, we consider a classical combinatorial problem which is to
list all spanning trees of G. A Halin graph is a graph obtained from a tree with no degree two vertices
and by joining all leaves with a cycle. We present a sequential and parallel algorithm to enumerate
all spanning trees in Halin graphs. Our approach enumerates without repetitions and we make use
of O((2pd)p) processors for parallel algorithmics, where d and p are the depth, the number of leaves,
respectively, of the Halin graph. We also prove that the number of spanning trees in Halin graphs is
O((2pd)p).
1 Introduction
Enumeration of sets satisfying a specific property is an important combinatorial problem in the field of
combinatorics and computing. Popular ones are listing all spanning trees [1,2,3,4], listing all minimal ver-
tex separators [5], enumerating maximal independent sets [6], etc. In [7], G.J.Minty initiated the study of
enumeration of spanning trees in general graphs as it finds applications in circuits and network systems.
Subsequently, Read et al. [8] and Shioura et al. [9] presented an algorithm to list all spanning trees in ar-
bitrary graphs. So far, algorithms for enumeration of spanning trees reported in the literature either follow
backtracking approach or enumeration with the help of fundamental cycles. Enumeration of trees with some
structural constraints is reported in [10,11]
As far as the bounds are concerned, Cayley [12] established that there are at most nn−2 spanning trees
on an n-vertex labelled graph and it is tight if the graph is complete. Moon et al. have shown that there are
3
n
3 maximal independent sets [13] and T.Kloks et al. have established that there are O(3
n
3 ) minimal vertex
separators [5]. From the computing front, a natural question is to perform enumeration efficiently. Since there
are exponential number of feasible solutions in general graphs, any algorithm requires exponential effort to
list all of them. It is important to highlight the fact that since general graphs do not have nice combinatorial
structure unlike special graph classes, some of the feasible solutions may be generated more than once during
the enumeration process. Therefore, a related problem is to perform enumeration without repetitions.
Since the number of spanning trees is exponential in the input size, any sequential algorithm incurs ex-
ponential effort to list all of them. To speed up the enumeration, a natural alternative is to generate many
feasible solutions in parallel. Since modern day computers are equipped with multi-core processors, design of
parallel algorithms not only speeds up the enumeration but also utilizes the underlying hardware resources
effectively. Having highlighted the importance of parallel algorithmics, in this paper, we shall investigate the
enumeration of spanning trees in Halin graphs both from sequential and parallel perspectives.
Halin graphs (due to Halin [14]) are constructed from a tree with no degree two vertices and by joining
all leaves with a cycle. The objective of this paper is three folds. The first one is to identify a graph class
where enumeration of spanning trees can be done without repetitions. The second one is to bound the number
of spanning trees as a function of structural parameters rather than the input size. The final one is to discover
parallel algorithmics for enumeration so that many feasible solutions
important to note that Halin graphs have nice structural properties like 3-connected, planar, Hamiltonian,
and it is one of the popular subgraph of planar graphs which has been a candidate graph class for many
classical problems such as Maximum Leaf Spanning tree, Steiner tree, etc. Due to its planarity structure,
it finds applications in VLSI design and computer networks [14], and it has been an active graph class in
the literature, see [15,16,17] for recent works on Halin graphs. Although combinatorial problems such as
planarity testing [18], bipartiteness testing [19], chordality testing [20], connectivity augmentation [21,22,23],
etc., have received attention in parallel algorithmics, enumeration of sets satisfying some structural property
have not received much attention in the past.
To our best knowledge, this paper makes the first attempt in generating all spanning trees in Halin graphs
without repetitions. We exploit the combinatorial structure of Halin graphs in great detail and present a
sequential and parallel algorithm for listing all spanning trees without repetitions. Enumeration without
repetition is achieved due to a nice structure of Halin graphs which is unlikely to exist in general graphs. Our
sequential algorithm uses a coloring technique to color some of the edges which are likely to create repetitions
during enumeration process. The overall structure of sequential algorithm naturally yields a parallel algo-
rithm. We also establish a bound on the number of spanning trees in Halin graphs which is O((2pd)p) and
this helps to fix the number of processors for parallel algorithmics. Our sequential approach is incremental
in nature and incurs a polynomial-time delay between successive spanning trees.
Combinatorial problems such as Hamiltonicity, Max-leaf spanning tree have polynomial-time algorithms
when the input is restricted to Halin graphs [15] which are NP-complete in general graphs. Since Halin
graphs possess nice structural properties, it has been a candidate graph class to understand the gap be-
tween NP-completeness and polynomial-time solvability for combinatorial problems which are NP-complete
on planar graphs. In this paper, we exploit the combinatorial structure and perform enumeration without
repetitions. We believe that this is a major contribution as other enumeration algorithms reported in the
literature does enumerate with repetitions.
1.1 Graph preliminaries
For notations and definitions we follow [24,25]. Let G(V,E) be an undirected connected graph where V (G)
is the set of vertices and E(G) ⊆ {uv : u, v ∈ V (G), u 6= v}. Neighborhood of a vertex, NG(w) = {x :
wx ∈ E(G)} and dG(w) = |NG(w)|. A vertex w in a tree T is a leaf vertex if dT (w) = 1. A Halin graph
H = T ∪ C is constructed using a tree T with no verex of degree two, and by connecting all leaves with a
cycle C. T is termed as characteristic tree (Base tree) and C is termed as the accompanying cycle. Assuming
T is rooted, the depth d of H is the depth of T which is the length of the longest path from root to a leaf in
T . A Halin graph, its characteristic tree, and accompanying cycle are shown in Figure 1. For a Halin graph
H , C = (e1, . . . , ep), p ≥ 3 denotes an ordering of p edges in the accompanying cycle C such that for every
1 ≤ i ≤ p − 1, ei = vivi+1 and ep = v1vp. Puv represents a path from u to v. We sometimes use Puv to
represent V (Puv), if the context is unambiguous. Spanning trees T1 and T2 of a graph G are said to be equal,
if E(T1) = E(T2) and denoted as T1 = T2. Graph H is said to be an induced subgraph of G if V (H) ⊆ V (G),
E(H) = {uv : u, v ∈ V (H) and uv ∈ E(G)} and is denoted as H ⊑ G.
1.2 Parallel-algorithmic preliminaries
In this paper, we work with Parallel Random Access Machine (PRAM) Model [26]. It consists of a set of
n processors all connected to a shared memory. The time complexity of a parallel algorithm is measured
using the processor-time product (number of processors × time for each processor). Access policy must be
enforced when two processors are trying to Read/Write into a cell. This can be resolved using one of the
following strategies:
– Exclusive Read and Exclusive Write (EREW): Only one processor is allowed to read/write into a cell
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Fig. 1. Halin Graph
– Concurrent Read and Exclusive Write (CREW): More than one processor can read a cell but only one
is allowed to write at a time
– Concurrent Read and Concurrent Write (CRCW): All processors can read and write into a cell at a time.
In our work, we restrict our attention to CRCW PRAM model. For a problem Q with input size N and p
processors, the speed-up is defined as Sp(N) =
T1(N)
Tp(N)
, where Tp(N) is the time taken by the parallel algorithm
on a problem size N with p (p ≥ 2) processors and T1(N) is the time taken by the fastest sequential algorithm
(in this case p = 1) to solve Q. The efficiency is defined as Ep(N) =
Sp(N)
p
.
2 Listing all spanning trees in Halin graphs: A sequential approach
In this section, we shall first present a sequential algorithm to enumerate all spanning trees in Halin graphs.
The sequential algorithm presented here is iterative in nature, and with the help of the base tree T and the
accompanying cycle C, we systematically generate all spanning trees which are stored in the set ENUM .
Further, we also present a bound on the number of spanning trees in Halin graphs, using its structural
parameters.
2.1 Enumeration Algorithm
The algorithm is simple, which starts the enumeration with the base tree T , further the algorithm iteratively
adds an edge in C to T , which creates a cycle C∗. Spanning trees are enumerated by removing the edges in
E(C∗)\E(C) one at a time to obtain other spanning trees.
Algorithm 1 Sequential algorithm to list all spanning trees of a Halin graph
sequential-list-spanning-trees(H)
Input: A Halin Graph H
Output: All spanning trees of H .
/* The set ENUM contains all spanning trees of H, and T is the characteristic tree
of H. */
1: Initialize ENUM = {T }.
2: σ=(e1, . . . , ep) be an ordering of edges in C.
3: for i = 1 to p do
4: sequential-recursive-list(T,ei).
5: end for
2.2 Trace of Algorithm 1
Figure 2.(a)− (c) shows a Halin Graph H on 4 vertices, its characteristic tree T and the accompanying cycle
C, respectively. Step 4 of Algorithm 1 calls Algorithm 2 with parameters (T ,ei), 1 ≤ i ≤ 3 which adds edges
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Algorithm 2 Sequential recursive listing of spanning trees in Halin graphs
sequential-recursive-list(T
′
,ei)
1: G∗ ← T
′
+ ei.
2: Let C∗ be the unique cycle in G∗ containing ei .
3: σ∗=(b1, . . . , bk) be an ordering of edges in E(C
∗)\E(C).
4: for m = 1 to k do
5: T ∗ ← G∗− bm. Update ENUM = ENUM ∪ T
∗.
6: for j = i+ 1 to p do
7: sequential-recursive-list(T ∗,ej).
8: end for
9: end for
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e1, e2, and e3 to T and yields new spanning trees shown in sub Figures (1a)-(1b), (2a)-(2b), and (3a)-(3b),
respectively. Note that in Figure 2, sub Figures (1a) and (1b) denote spanning trees containing e1, which
we denote using the set Te1 . Algorithm 2 recursively adds edges e2 and e3 to each spanning tree in Te1 and
generate the sets Te1,e2 , and Te1,e3 , respectively. Te1,e2 is the set of spanning trees containing e1 and e2 which
are shown in sub Figures (12a 1), (12a 2), (12b 1), (12b 2). Similarly, Te1,e3 and Te2,e3 are illustrated in
Figure 2. Note that the spanning trees generated by the algorithm are not unique as (12a 2) and (12b 2) are
identical copies of the same spanning tree.
2.3 Proof of Correctness
Theorem 1. For a Halin Graph H, Algorithm 1 enumerates all spanning trees of H.
Proof. Let T
′
be an arbitrary spanning tree of H . We show that T
′
is generated by Algorithm 1. If T
′
is the characteristic tree of H , then we are done. If E(T
′
) ∩ E(C) 6= ∅, then we show by induction on
n = |E(T
′
) ∩ E(C)|, n ≥ 1 that T
′
is generated by Algorithm 1.
Base case: n = 1. Our algorithm adds the edge ei, 1 ≤ i ≤ p to T , which creates a cycle C∗. The algorithm
then removes every edge in C∗ except ei of C. This enumerates all spanning trees containing the edge
ei, 1 ≤ i ≤ p. Therefore, Level 1 of the computational tree has all spanning trees having exactly one
accompanying cycle edge. Thus, our claim is true for the base case.
Induction Hypothesis: Let us assume that Algorithm 1 generates all spanning trees with less than n,n ≥ 2
accompanying cycle edges. That is, for every i < n, in the computational tree, all spanning trees containing
exactly i accompanying cycle edges are generated by our algorithm in Level i.
Induction Step: Let T
′
be an arbitrary spanning tree on n ≥ 2 accompanying cycle edges such that E(T
′
) ∩
E(C)={ei, ej , . . . , ek, em} where i < j < . . . < k < m. By our Induction Hypothesis, the set Tei,ej ,...,ek has
less than n, n ≥ 2 accompanying cycle edges. For each spanning tree in Tei,ej ,...,ek , Algorithm 2 adds ef ,
k + 1 ≤ f ≤ p and generates new spanning trees using the cycles created due to this addition. Clearly, in
this process, Algorithm 2 adds em, m > k and generate T
′
. The induction is complete and therefore, the
theorem. ⊓⊔
2.4 Run-time Analysis
Let t be the total number of spanning trees possible for a given Halin graph. Algorithm 1 adds the accompa-
nying cycle edges one after the other to the characteristic tree of H . After adding accompanying cycle edges
one after another, to a given spanning tree, Algorithm 2 incurs, O(n) time to detect the cycle formed, using
the standard Breadth First Search algorithm. Ordering of edges in E(C∗)\E(C), σ∗ can be found in linear
time, from which each edge can be removed in constant time to output a spanning tree. So the total time
taken by our sequential algorithm is O(nt) which is O(n(2pd)p). Also notice that the algorithm incurs linear
time delay between generation of two successive spanning trees.
2.5 A bound on the depth of the Characteristic Tree
Theorem 2. Let H be a Halin Graph on n vertices with d being the depth of the characteristic tree of H.
Then, d ≤ ⌊n2 ⌋ − 1.
Proof. We prove by induction on d, the depth of the characteristic tree T .
Base case: d = 1. Clearly when d = 1, the degree of the root vertex dT (v) ≥ 3. Hence, n ≥ 4 and d ≤ ⌊
n
2 ⌋−1.
Induction Hypothesis: Assume that every Halin graph on n-vertices with the depth d ≥ 1 of its characteristic
tree T has d ≤ ⌊n2 ⌋ − 1.
Induction Step: Consider a Halin graph H = T ∪C with the depth of its characteristic tree d, d ≥ 2. Let T ∗
be the tree obtained from T by removing all leaves at depth d of T and H∗ be the Halin graph obtained from
T ∗ by joining all leaves of T ∗ with a cycle. Now, the parent nodes of the removed leaf nodes become leaf
nodes in T ∗. Let the number of vertices removed be k. Clearly, k ≥ 2 as for every internal vertex v ∈ V (T ),
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dT (v) ≥ 3. Observe that, T ∗ is the characteristic tree of the Halin graph H∗ with depth d− 1, d ≥ 2. From
the induction hypothesis, we have d − 1 ≤ ⌊n−k2 ⌋ − 1. This implies d − 1 ≤ ⌊
n
2 ⌋ − 1 − 1 as k ≥ 2. Hence,
d ≤ ⌊n2 ⌋ − 1 and the theorem follows. ⊓⊔
2.6 A bound on the number of spanning trees in Halin graphs
We count the number of spanning trees of a Halin graph H by constructing a computational tree of H (see
Figure 3). At Level 1, the node Tei represents a set that contains all spanning trees containing the edge
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Fig. 3. Computational Tree of H
ei ∈ C. At Level 3, any node with label Tei,ej ,ek represents a set containing all spanning trees that includes
ei, ej , ek of C. In general, at Level l, any node with label Te1,...,ei represents a set containing all spanning trees
that includes the edges e1, . . . , ei of C. The next lemma gives an upper bound on the number of spanning
trees in Te1,...,ei . Note that e1, . . . , ei in Te1,...,ei denotes some i edges from C, need not be i consecutive
edges in C.
Lemma 1. The number of spanning trees in Te1,...,ei is i! · (2d)
i.
Proof. We shall prove by induction on i. By our algorithm, when ei is added to T , it creates a cycle of length
at most 2d+ 1. The algorithm removes every cycle edge in C∗ except ei of C. Therefore, for the base case,
each cycle (accompanying cycle) edge when added to T creates 2d spanning trees. Let us consider the ith
iteration i ≥ 2. Clearly, the algorithm adds the ith edge ei to all spanning trees generated in the previous
iteration, Te1,...,ei−1 . That is, by the induction hypothesis, there are (i− 1)! · (2d)
i−1, i ≥ 2 spanning trees in
Te1,...,ei−1 and to each said spanning trees, the cycle edge ei is added. Consider a tree T
′ in Te1,...,ei−1 . For
any two consecutive edges ej , ej+1, 1 ≤ j < i − 1 of e1, . . . , ei−1, we now bound the number of tree edges
between ej and ej+1. It is clear that the number of such edges is at most 2d. When ei is added to a spanning
tree in Te1,...,ei−1 , the length of the cycle created is at most i · 2d. This is true due to the above observation
that there are 2d tree edges between any two consecutive cycle edges. Therefore, the number of spanning
trees generated in Te1,...,ei is at most (i − 1)! · (2d)
i−1 · i · (2d) = i! · (2d)i. This completes the proof. ⊓⊔
Theorem 3. The number of spanning trees in any Halin graph is O((2pd)p)
Proof. Note that, in the computational tree of a Halin graph, there are p nodes in Level 1. Therefore, the
number of spanning trees generated in Level 1 of the computational tree is at most p·2d. From Lemma 1, there
exist 2! · (2d)2 spanning trees in each node of Level 2 and there are ((p− 1)+ (p− 2)+ . . .+1) nodes in Level
6
2. Therefore, the number of spanning trees generated in Level 2 is at most ((p−1)+(p−2)+ . . .+1) ·2! ·(2d)2
=
(
p
2
)
· 2! · (2d)2. There exist
(
p−1
2
)
nodes in Level 3, which are descendents of Te1 . Similarly, there are
(
p−i
2
)
nodes in Level 3, which are descendents of Tei , 1 ≤ i ≤ p − 2. Therefore, the number of nodes in Level 3
=
(
p−1
2
)
+
(
p−2
2
)
+ . . . +
(
2
2
)
=
(
p
3
)
. In general, there are
(
p−i
j
)
nodes, which are descendents of Tei in Level
(j + 1). Hence there are Σp−ji=1
(
p−i
j
)
=
(
p
j+1
)
nodes in Level (j + 1). Also from Lemma 1, there are at most
i! · (2d)i spanning trees in a node at Level i, 0 ≤ i ≤ p− 1. In general, ith level has
(
p
i
)
· i! · (2d)i spanning
trees. Therefore, the total number of spanning trees is at most
p−1∑
i=1
(
p
i
)
· i! · (2d)i ≤ (p− 1)! · (1 + 2d)p−1 ≤ (p− 1)! · (2d)p = O((2pd)p)
⊓⊔
3 Parallel algorithm: Listing all spanning trees in Halin graphs
The overall structure of our sequential algorithm present in the previous section naturally gives a parallel
algorithm to enumerate all spanning trees in Halin graphs. Note that the length of the cycle C′ created due
to the addition of edge e ∈ C is O(pd), and the last but one iteration of the algorithm generates at most
(p−2)! · (2d)p−2 spanning trees. Further, we know that the number of spanning trees generated is O((2pd)p).
Using these facts, we have fixed the number of processors to be O((2pd)p) and our implementation is based
on CRCW PRAM.
Algorithm 3 Parallel algorithm to list all spanning trees of a Halin graph
parallel-list-spanning-trees(H)
Input: A Halin Graph H
Output: All spanning trees of H .
/* The set ENUM contains all spanning trees of H and T is the characteristic tree
of H. */
1: Initialize ENUM = {T }.
2: σ=(e1, . . . , ep) be an ordering of edges in C.
3: cobegin
4: for i = 1 to p do
5: Assign (T, ei) to a new distinct processor P .
6: P calls parallel-recursive-list(T,ei).
7: end for
8: coend
3.1 Proof of Correctness
Theorem 4. For a Halin Graph H, Algorithm 3 enumerates all spanning trees of H.
Proof. We present the proof of correctness of Algorithm 3 using the technique proof by minimum counter
example. Let R represents the set of spanning trees of H which are not enumerated by Algorithm 3 and
T
′
∈ R is a spanning tree with a minimum number of accompanying cycle edges.
Case 1: T
′
is not the characteristic tree of H as Algorithm 3 generates the characteristic tree T in the first
step itself.
Case 2: E(T
′
) ∩ E(C) 6= ∅. Let E(T
′
) ∩ E(C)={e1, . . . , ek}. Step 5 of Algorithm 3 assigns (T, e1) to a new
distinct processor P which in turn calls Algorithm 4 with the parameters as (T, e1). Algorithm 4 adds e1 to
T and enumerates all possible spanning trees containing e1. In the similar way, Algorithm 4 adds e2, . . . , ek
recursively and enumerates all spanning trees which contain {e1, . . . , ek}. Therefore T
′
/∈ R and R is empty,
and the theorem follows. ⊓⊔
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Algorithm 4 Parallel recursive listing of spanning trees in Halin graphs
parallel-recursive-list(T
′
,ei)
1: G∗ ← T
′
+ ei.
2: Let C∗ be the unique cycle containing ei .
3: σ∗=(b1, . . . , bk) be an ordering of edges in E(C
∗)\E(C).
4: cobegin
5: for m = 1 to k do
6: T ∗ ← G∗− bm. ENUM = ENUM ∪ T ∗.
7: cobegin
8: for j = i+ 1 to p do
9: Assign (T ∗, ej) to a new distinct processor P. i.e., execute parallel-recursive-list(T
∗,ej).
10: end for
11: coend
12: end for
13: coend
3.2 Run-time Analysis
In this section, we analyze the time taken by a single processor and we make use ofO((2pd)p) processors. Since
the total number of spanning trees in a Halin graph is bounded by O((2pd)p), we use O((2pd)p) processors. It
is clear from the computational tree that the last but one iteration makes use of O((2pd)p) distinct processors.
Since there is a trade off between the number of processors and the run time, by using O((2pd)p) processors,
we achieve maximum parallelism in our enumeration approach. The parallel-list-spanning-trees(H) is invoked
on a processor P0, which in turn invokes p other new processors with the sub routine parallel-recursive-
list(T ,ei), 1 ≤ i ≤ p. Each newly activated processor Pi, 1 ≤ i ≤ p upon receiving the characteristic tree T
and an accompanying cycle edge ei, 1 ≤ i ≤ p adds ei to T . This creates a unique cycle C∗, which can be
detected in linear time. In the algorithm, σ∗ contains the possible edges that could be removed from C∗ to
obtain new spanning trees. Since there are O(pd) edges in σ∗, O(pd) spanning trees are spawned by each
processor Pi. Further, for every newly created spanning tree T
′
, parallel-recursive-list(T
′
, ej), i < j ≤ p is
spawned on a new processor. Hence, at most O(p2d) processors are activated by any processor Pi, each can
be done in parallel. The same analysis holds good for all newly spawned processors. Therefore, we conclude
that each of the processor needs O(p2d) effort other than P0, which incurs O(p) time. Therefore, the overall
effort of each processor in this parallel approach is O(p2d).
4 Parallel Algorithm: Listing all spanning trees in Halin graphs without
repetitions
In the previous section, we have shown that our sequential and parallel algorithm (Algorithms 1 and 3)
lists all spanning trees of a Halin graph. It is important to highlight that our algorithm enumerates with
repetitions. In this section, we shall present a parallel algorithm for listing all spanning trees in a Halin
graph without repetitions. Since our parallel algorithm is a natural extension of the associated sequential
algorithm, the associated sequential algorithm also enumerates without repetitions. For succint presentation,
we present only the parallel version and avoid presenting the sequential version.
We introduce a coloring of edges during enumeration. Similar to Algorithm 3, Algorithm 5 has an ordering
for the edges of E(C) that are added to T . For each edge of E(C) when it is added to the tree under consider-
ation, a cycle is created and to obtain another spanning tree there exists more than one choice for edges that
can be removed in Algorithm 3. Therefore, the same spanning tree is created more than once by different
ordering of edge deletions. For example, in Figure 2, the spanning tree 12a 2 is obtained by deleting edges
v1v3, v1v2 in order, whereas the identical spanning tree 12b 2 is obtained by deleting edges v1v2, v1v3 in order.
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Using our coloring scheme in Algorithm 5, we are ensuring the existence of only one ordering for edge
deletions. To explain the details of coloring, we shall see some notation as follows. Since Halin graphs are
planar, we work with the underlying plane embedding and with respect to this embedding, we order the
edges in the accompanying cycle as σ = (e1, e2, . . . , ep). Let V (C) = {v1, v2, . . . , vp} such that ei = vivi+1,
1 ≤ i ≤ p − 1 and ep = vpv1. Note that the characteristic tree T is a rooted tree (say rooted at vertex u).
During the course of our proposed algorithm, we add an edge ei = vivi+1 ∈ E(C) to a spanning tree T ′,
which creates a cycle C∗. It is easy to see that there exist unique paths Puvi and Puvi+1 in T
′. Now we shall
define some more paths with respect to T ′. We identify a vertex v in Puvi ∩Puvi+1 such that Pvvi and Pvvi+1
are two vertex disjoint paths, Pvvi ⊑ Puvi and Pvvi+1 ⊑ Puvi+1 . We define E
R
ei
= {e : e ∈ E(Pvvi+1)}, and
ELei = E(C
∗)\(B ∪ ERei ∪ C) where B is the set of colored edges in C
∗. Now it is easy to observe that ERei
and ELei forms a partition of E(C
∗)\(B ∪ C), and all edges in ERei are uncolored. With respect to an edge
f = xw ∈ ERei , we define E
f
ei
= E(Pxvi+1), where Pxvi+1 ⊑ Pwvi+1 and Pwvi+1 ⊑ Pvvi+1 .
Coloring of edges is done when we delete an uncolored edge f from E(C∗)\E(C) ( Recall that C∗ is cre-
ated due to the addition of the edge ei ). That is, if the uncolored edge f ∈ ELei , then all edges in E
R
ei
are
colored blue. On the other hand if the uncolored edge f ∈ ERei , then color all edges of E
f
ei
blue. See Figure
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. . .
v
C*
vp
u
t
w
x
. . .
f
v1 vi
ei
vi+1
. . .
v
C*
vp
u
t
w
x
. . .
f
Fig. 4. An illustration on coloring of edges
4, where on the removal of the edge f , the edges {vw,wx, xvi+1} are colored blue in the first one, whereas
the edges {wx, xvi+1} are colored in the later. The algorithm for enumeration without repetitions is similar
to the previous parallel algorithm, with some constraints on the choice of edge for deletion. That is, when
we add an edge ei to a spanning tree T
′ which creates a cycle C∗ containing ei, we delete an uncolored
edge f ∈ ERei ∪ E
L
ei
. Deletion of such an edge f creates a spanning tree T ′′ with some more edges colored
blue, and colored edges are not removed in the further enumeration process. We highlight the fact that the
coloring information is kept in the memory local to the processor. It is due to this coloring scheme that the
enumeration is done without repetitions.
Algorithm 5 Parallel algorithm to list all distinct spanning trees of a Halin graph
parallel-list-distinct-spanning-trees(H)
Input: A Halin Graph H
Output: All distinct spanning trees of H.
/* The set ENUM contains all spanning trees of H and T is the characteristic tree
of H rooted at u */
1: Initialize ENUM = {T }.
2: σ=(e1, . . . , ep) be an ordering of edges in C.
3: cobegin
4: for i = 1 to p do
5: Assign (T, ei) to a new distinct processor P .
6: P calls parallel-recursive-distinct-list(T,ei).
7: end for
8: coend
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Algorithm 6 Parallel recursive listing of distinct spanning trees in Halin graphs
parallel-recursive-distinct-list(T
′
,ei)
1: G∗ ← T
′
+ ei. Find C
∗, the cycle in G∗ containing ei.
2: σ∗1=(b1, . . . , bj) be an ordering of edges in E
L
ei
and
σ∗2=(bj+1, . . . , bk) be an ordering of edges in E
R
ei
.
3: cobegin
4: for m = 1 to |C∗| do
5: if bm is uncolored then
6: if bm ∈ σ∗1 then
7: T ∗ ← G∗− bm
8: ∀bq ∈ σ∗2 , color bq as blue.
9: else
10: T ∗ ← G∗− bm
11: ∀bq ∈ Ebmei , color bq as blue.
12: end if
13: ENUM = ENUM ∪ T ∗.
14: cobegin
15: for l = i+ 1 to p do
16: Assign (T ∗, el) to a new distinct processor.
17: P calls parallel-recursive-distinct-list(T ∗,el).
18: end for
19: coend
20: end if
21: end for
22: coend
Theorem 5. For a Halin Graph H, Algorithm 5 generates all spanning trees of H.
Proof. Let {f1, . . . , fk} ⊆ E(C) be the set of accompanying cycle edges in the spanning trees belonging to
Tf1,...,fk . From the computational tree, it is clear that there exist a node Tf1,...,fk for every {f1, . . . , fk} ⊆
E(C), 1 ≤ k ≤ p − 1. To show that Algorithm 5 generates all spanning trees of H , it is sufficient to show
that Tf1,...,fk contains all spanning trees having accompanying cycle edges {f1, . . . , fk}. We prove this using
mathematical induction on k
Base case: When k = 1, Tf1 contains all spanning trees obtained by adding f1 ∈ E(C) to T and removing
each edge from ELf1 and E
R
f1
.
Hypothesis: Tf1,...,fk−1 , on at most k − 1, k ≥ 2 accompanying cycle edges has all spanning trees containing
edges {f1, . . . , fk−1}.
Induction Step: Let T1 ∈ Tf1,...,fk be an arbitrary spannning tree on k, k ≥ 2 accompanying cycle edges.
Let us consider the set of edges M = E(T )\E(T1) and M = {m1, . . . ,mk}. Observe |M | = |{f1, . . . , fk}|.
Notice that there exist at least one edge, say mi ∈ M 1 ≤ i ≤ k such that mi when added to T1 creates a
cycle C∗ where fk ∈ E(C
∗). Clearly, T2 where E(T2) = (E(T1) ∪ {mi})\{fk} is a spanning tree on k − 1
accompanying cycle edges. Therefore, by the induction hypothesis, T2 is generated by Algorithm 5. Note
that, on the course of generation of T2 by Algorithm 5, the edge mi may be colored. Therefore, we consider
the following cases based on coloring of mi.
Case 1: The edge mi is uncolored in T2. Then Algorithm 5 adds edge fk, and removes mi, which is the
desired spanning tree T1.
Case 2: The edge mi is colored blue in T2. Note that whenever a new edge fk is added, there does not exist
a colored edge in ERfk . Moreover, there exist an edge fj ∈ {f1, . . . , fk−1} such that the addition of the edge
fj and the removal of the edge mh ∈ M , mh 6= mi colors the edge mi. It is clear that either mh ∈ ELfj ,
mi ∈ ERfj , and mi is colored blue, or mh,mi ∈ E
R
fj
, mi ∈ E
mh
fj
, and mi is colored blue. Now there exist a
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spanning tree T3 ∈ Tf1,...,fk−1 such that E(T3) = (E(T2)\{mi})∪{mh}, and mh remains uncolored. Observe
that when fk is added to all spanning trees in Tf1,...,fk−1 , fk is also added to T3 and mh is removed to obtain
T1. i.e., E(T1) = (E(T3)\{mh}) ∪ {fk}. This completes the induction and the proof of Theorem 5. ⊓⊔
There are no two spanning trees T1 ∈ Tei,...,ej , T2 ∈ Tek,...,el , {ei, . . . , ej} 6= {ek, . . . , el} such that T1 = T2
since they differ in accompanying cycle edges. Therefore, if there exists duplicate spanning trees generated
by Algorithm 5, then it is found only within a set Tei,...,ej . Theorem 6 shows that such duplicate trees are
not produced by Algorithm 5.
Observation 1 For a Halin graph H = T ∪ C, let ei, ej ∈ E(C) and Ca, Cb be the cycles formed by the
addition of edges ei, ej, respectively to T then, |E(Ca) ∩E(Cb)| ≤ 1.
Theorem 6. For {f1, . . . , fk} ⊂ E(C), let Tf1,...,fk be a set of spanning trees generated by Algorithm 5 on
an input Halin graph H = T ∪ C. There does not exist spanning trees T1, T2 ∈ Tf1,...,fk such that T1 = T2.
That is, there are no duplicate spanning trees in Tf1,...,fk
Proof. Let T1 ∈ Tf1,...,fk be a spanning tree and M = E(T )\E(T1). Assume for a contradiction that there
exist a duplicate spanning tree T2, such that E(T2) = E(T1) enumerated by Algorithm 5. Since the algorithm
adds edges {f1, . . . , fk} one after the other in order, edges inM are removed in different order say (a1, . . . , ak)
to obtain T1 and (b1, . . . , bk) to obtain T2 whereM = {a1, . . . , ak} = {b1, . . . , bk}. Consider the least indexed
edge fj ∈ {f1, . . . , fk} such that aj 6= bj. Let C∗ be the cycle formed by the addition of the edge fj. Clearly,
aj , bj ∈ E(C∗) ∩M such that aj, bj are removed first from E(C∗) during the course of creation of T1, T2,
respectively. Note that since aj ∈ M , aj ∈ {bj+1, . . . , bk}. That is, bl = aj , l > j is removed at a later point
for obtaining T2. Now, note that {aj , bj} 6⊂ ELfj since none of the cycles created by any of the edges in
{aj+1, . . . , ak} and {bj+1, . . . , bk} could contain any of the edges aj and bj. Therefore, we come across the
following two cases, and an illustration is given in Figure 5.
Case 1: {aj, bj} ⊂ ERfj . If bj 6∈ E
aj
fj
, then for the spanning tree, T2 while adding the edge fj , the edge bj is
removed, and aj is colored blue. This contradicts the fact that aj ∈ E(T )\E(T2). Now if bj ∈ E
aj
fj
, then for
creating T1, removal of the edge aj colors the edge bj , thereby bj /∈ E(T )\E(T1), a contradiction.
fj
aj
bj
fk
fj
bj
aj
fk
fj
aj
bj
fk
Case 2Case 1
u uu
vv
Fig. 5. An illustration for the proof of Theorem 6
Case 2: aj ∈ ERfj and bj ∈ E
L
fj
. For the spanning tree T2 on adding the edge fj, and removing the edge bj ,
the edge aj is colored blue. This contradicts the fact that aj ∈ E(T )\E(T2). It is easy to see the symmetric
case when bj ∈ ERfj and aj ∈ E
L
fj
. Thus there exist a unique removable edge ai ∈M corresponding to every
added edge fi ∈ E(C∗), 1 ≤ i ≤ k to obtain a spanning tree in Algorithm 5. This completes the proof of
Theorem 6. ⊓⊔
Theorem 7. For a Halin graph H, Algorithm 5 enumerates all spanning trees without repetitions.
Proof. Follows from Theorem 5 and Theorem 6. ⊓⊔
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4.1 Run-time Analysis
Algorithm 5 is invoked on a processor P0, which invokes p other new processors with the sub routine parallel-
recursive-distinct-list(T ,ei), 1 ≤ i ≤ p. Each newly activated processor Pi when adds ei to T , a cycle C∗
is formed, which is detected in O(pd) time. There are at most O(pd) uncolored edges in σ∗, which can be
removed one after the other from C∗ to obtain new spanning trees. At most d edges in ERei are colored for
each of the newly obtained spanning trees. Therefore, Pi incurs O(pd
2) effort in creating O(pd) spanning
trees. For each newly created spanning tree T
′
, parallel-recursive-distinct-list(T
′
, ej), i < j ≤ p is spawned
on a new processor. Pi activates, at most O(p
2d) processors. Therefore, the overall effort of each processor
in this parallel approach is O(pd2 + p2d).
5 Conclusions and Future Work
We have presented a sequential and parallel algorithm to list all spanning trees in Halin Graphs without
repetitions. We have also presented a bound on the number of spanning trees generated by our algorithm.
Interesting problems for further research are to enumerate all minimal vertex separators and maximal inde-
pendent sets in Halin graphs and other special graph classes.
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