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1. Introduction
Les classes de conjugaison d’un groupeG re´ductif connexe sur un corps fini se de´crivent a`
partir d’une classe d’e´le´ments semi-simples et une classe d’e´le´ments unipotents du central-
isateur d’un e´le´ment semi-simple (de´composition de Jordan). Deligne et Lusztig ont con-
struit une de´composition analogue des caracte`res irre´ductibles de G : ils sont parame´tre´s
par une classe semi-simple du groupe dual et un caracte`re unipotent du centralisateur
d’un e´le´ment de cette classe. Nous de´montrons ici un re´sultat du meˆme type pour des
repre´sentations modulaires de G.
Choisissons un nombre premier ℓ diffe´rent de la caracte´ristique du corps de de´finition du
groupe. Broue´ et Michel ont montre´ que la de´composition en ℓ-blocs des caracte`res raffine
la de´composition suivant la ℓ′-partie de la classe semi-simple associe´e a` un caracte`re. Broue´
[Br] a conjecture´ que les foncteurs d’induction de Deligne-Lusztig devaient produire une
e´quivalence de Morita entre la re´union des blocs associe´s a` un ℓ′-e´le´ment semi-simple s
du groupe dual et la re´union des blocs unipotents du groupe dual du centralisateur de s
(lorsque ce dernier est un sous-groupe de Levi).
La motivation de ce travail est la preuve de cette conjecture sur la de´composition de
Jordan des blocs. Nous de´montrons qu’un bloc d’un groupe re´ductif connexe sur un corps
fini (en caracte´ristique transverse) est Morita-e´quivalent a` un bloc quasi-isole´ d’un sous-
groupe de Levi.
Comme l’avait montre´ Broue´, le proble`me est ge´ome´trique. On dispose de foncteurs d’in-
duction de Deligne-Lusztig, qui envoient repre´sentations sur complexes de repre´sentations.
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Le proble`me est de de´montrer que, sous certaines hypothe`ses, les complexes qui intervien-
nent sont concentre´s en un degre´. Broue´ a ramene´ le proble`me a` e´tablir la concentration en
degre´ moitie´ de la cohomologie de certains faisceaux localement constants sur des varie´te´s
de Deligne-Lusztig. Ce proble`me a e´te´ re´solu, dans le cas de faisceaux mode´re´ment ramifie´s
associe´s a` des caracte`res de tores, par Deligne et Lusztig [DeLu] et notre travail consiste
a` re´soudre ce proble`me en ge´ne´ral (the´ore`me 10.7).
Le proble`me qui se pose est double. D’abord, les varie´te´s concerne´es X sont associe´es
a` des varie´te´s de drapeaux paraboliques et on manque d’une compactification lisse avec
diviseurs a` croisements normaux. Ensuite, les syste`mes locaux F en jeu sont sauvagement
ramifie´s. Du coup, il ne suffit plus de montrer que le faisceau ne s’e´tend pas a` l’infini dans
une bonne compactification pour de´duire que sa cohomologie est concentre´e en degre´
moitie´.
Nous parvenons a` contourner ces difficulte´s en deux e´tapes.
Tout d’abord, nous introduisons des varie´te´s fi : Xi → X au-dessus de X et des
syste`mes locaux mode´re´ment ramifie´s Fi sur Xi tels que F est dans la sous-cate´gorie tri-
angule´e deDb(X) engendre´e par les R(fi)∗Fi. Nous de´duisons cela d’un re´sultat pre´sentant
un inte´reˆt inde´pendant : la cate´gorie des complexes parfaits de modules pour G est en-
gendre´e par les images des foncteurs de Deligne-Lusztig (§9).
Ensuite, une e´tude pre´cise de la ramification a` l’infini des faisceaux Fi nous permet
de conclure. Plus pre´cise´ment, on dispose d’une immersion ouverte ji : Xi → Yi et d’un
morphisme propre Yi → X¯ , ou` j : X → X¯ est une compactification de X (singulie`re
en ge´ne´ral). L’e´tude de la ramification montre que (R(ji)∗Fi)|f−1i (X¯−X)) = 0, ce qui suffit
pour e´tablir que le morphisme canonique j!F → Rj∗F est un quasi-isomorphisme.
Pour comprendre pre´cise´ment comment les syste`mes locaux Fi associe´s a` des caracte`res
de tores se ramifient a` l’infini (§7), nous construisons de nouvelles varie´te´s de type Deligne-
Lusztig (§6). Le recollement de reveˆtements repose sur la construction d’isomorphismes
canoniques entre quotients de tores. C’est l’objet de la partie §4.4, ou` nous obtenons aussi
une nouvelle approche de la conjugaison rationnelle de caracte`res de tores.
Les re´sultats principaux sont contenus dans les parties §10 et §11. Dans les parties
§7 et §8.2, nous supposons que l’anneau de coefficients Λ est un corps. L’appendice §12
regroupe quelques re´sultats ge´ome´triques.
Le lecteur verra sans peine l’importance conside´rable de notre dette a` l’e´gard de l’ar-
ticle fondateur de Deligne et Lusztig [DeLu]. Nous utilisons aussi certaines techniques
de´veloppe´es par Digne et Michel [DiMiRo] (varie´te´s associe´es a` des suites d’e´le´ments du
groupe de Weyl et compactifications partielles).
Dans un second travail, nous aborderons les applications a` la the´orie locale des blocs
(morphisme de Brauer, e´quivalences splendides, finitude des alge`bres de source, engen-
drement de la cate´gorie de´rive´e, variation du sous-groupe parabolique, groupes non con-
nexes).
Nous remercions Marc Cabanes et Michel Enguehard pour leurs nombreux commen-
taires et suggestions.
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2. Notations ge´ne´rales
2.1. Groupes, mono¨ıdes. Soit G un groupe. Nous noterons Gop le groupe oppose´ a`
G. Pour M un G-ensemble, on note Mop le Gop-ensemble, restriction de M a` travers
l’isomorphisme Gop
∼
→G, g 7→ g−1.
Pour g ∈ G, nous noterons (g) (ou (g)G s’il y a confusion possible) la classe de conju-
gaison de g dans G. Si g et g′ sont deux e´le´ments de G nous e´crirons g ∼ g′ (ou g ∼G g
′)
pour dire que g et g′ sont conjugue´s dans G.
Si X est une partie de G stable par conjugaison, X/ ∼ (ou X/ ∼G) de´signera l’ensemble
des classes de conjugaison de G contenues dans X . Si π est un ensemble de nombres
premiers (ou un nombre premier) nous noterons Xπ (respectivement Xπ′) l’ensemble des
π-e´le´ments (respectivement π′-e´le´ments) de X . Si g ∈ G est d’ordre fini, nous noterons gπ
et gπ′ les uniques e´le´ments de Gπ et Gπ′ respectivement tels que g = gπgπ′ = gπ′gπ.
Si E est un ensemble, nous noterons Σ(E) le mono¨ıde libre sur l’ensemble E, c’est-a`-dire
l’ensemble des suites finies d’e´le´ments de E muni de la loi de concate´nation. Son e´le´ment
neutre sera note´ (). Si σ est un endomorphisme de E, nous noterons parfois σe l’e´le´ment
σ(e).
2.2. Anneaux, corps. Dans cet article, nous fixons une fois pour toutes deux nombres
premiers distincts p et ℓ. Nous noterons F une cloˆture alge´brique du corps fini a` p e´le´ments
Fp. Nous fixons une puissance q de p et notons Fq le sous-corps de F a` q e´le´ments.
Nous appellerons varie´te´ (respectivement groupe alge´brique) une varie´te´ alge´brique quasi-
projective de´finie (respectivement un groupe alge´brique de´fini) sur le corps F.
Nous fixons aussi une extension alge´brique K du corps ℓ-adique Qℓ. Soit R son anneau
d’entiers sur Zℓ et soit k le corps re´siduel de R : c’est une extension alge´brique du corps
fini a` ℓ e´le´ments Fℓ. Nous notons l l’ide´al maximal de R. Nous supposerons que le corps
K est “assez gros”, c’est-a`-dire que, pour tout groupe fini H rencontre´ dans cet article,
K contient les racines e-ie`mes de l’unite´, ou` e est l’exposant de H .
Nous fixons une fois pour toutes un isomorphisme
ı : (Q/Z)p′
∼
−→ F×
ainsi qu’un morphisme injectif
 : (Q/Z)p′ →֒ Q
×
ℓ ,
ou` Qℓ est une cloˆture alge´brique de K. Soit
κ =  ◦ ı−1 : F× →֒ Q
×
ℓ .
Dans tout cet article, Λ sera l’un des anneaux K ou R/ln (n ≥ 0).
2.3. Cate´gories de´rive´es. Si A est une cate´gorie additive, nous noterons K(A) son
groupe de Grothendieck et Kb(A) la cate´gorie homotopique des complexes borne´s d’objets
de A.
Si C est une cate´gorie abe´lienne, nous noterons K(C) son groupe de Grothendieck,
Db(C) (respectivement D−(C)) la cate´gorie de´rive´e des complexes a` cohomologie borne´e
(respectivement borne´e supe´rieurement) et C-parf la cate´gorie de ses complexes parfaits ;
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K(C) est aussi le groupe de Grothendieck de la cate´gorie triangule´e Db(C). Si E est un
ensemble d’objets d’une cate´gorie triangule´e D, nous appellerons sous-cate´gorie de D
engendre´e par E la plus petite sous-cate´gorie triangule´e pleine de D stable par facteurs
directs et contenant E. Nous identifierons C avec la sous-cate´gorie pleine de Db(C) des
complexes concentre´s en degre´ 0 via le foncteur canonique.
Lorsque C a assez de projectifs, e´tant donne´s C et C ′ deux objets de Db(C), nous
noterons RHom•(C,C ′) le complexe total associe´ au complexe double des homomor-
phismes d’une re´solution projective de C vers C ′.
2.4. Alge`bres. Soient A et B deux Λ-alge`bres. Nous noterons Aop l’alge`bre oppose´e a`
A. Par un A-module, nous entendrons un module a` gauche pour A. Tous les modules
conside´re´s seront de type fini. Nous noterons A-mod la cate´gorie des A-modules. On
identifie la cate´gorie des (A,B)-bimodules a` celle des (A⊗ΛB
op)-modules. Nous noterons
K(A), Db(A), D−(A) et A-parf les constructions obtenues pour C = A-mod.
Pour M un complexe borne´ de A-modules, nous de´finissons le complexe de A-modules
a` droite M∗ = RHom•Λ(M,Λ).
Nous noterons A-proj la sous-cate´gorie additive pleine de A-mod forme´e par les A-
modules projectifs.
2.5. Groupes finis. Si G est un groupe fini, nous de´signerons par IrrK G l’ensemble de
ses caracte`res irre´ductibles sur K. Nous identifierons alors K(KG) avec Z IrrK G, le Z-
module libre de base IrrK G. Le produit scalaire sur K(KG) faisant de IrrK G une base
orthonormale sera note´ 〈·, ·〉G. Si θ : G→ Λ
× est un caracte`re line´aire de G, nous noterons
Λθ le ΛG-module sur lequel un e´le´ment g ∈ G agit par multiplication par θ(g), et eθ (ou
eΛ,θ, ou e
G
Λ,θ s’il est ne´cessaire de pre´ciser) l’idempotent primitif central de ΛG qui agit
comme l’identite´ sur Λθ.
2.6. Groupes alge´briques. Soit H un groupe alge´brique. On de´signera par H◦ sa com-
posante neutre et Hsem l’ensemble de ses e´le´ments semi-simples. Si h ∈ H, nous noterons
C◦H(h) la composante neutre de son centralisateur dans H. Si H est abe´lien et si F est
un endomorphisme de H, alors nous notons NFn/F : H → H, h 7→ h
Fh . . . F
n−1
h le
morphisme norme de F n a` F (ou` n ∈ N∗).
2.7. Faisceaux. Soit X une varie´te´ et soit A une Λ-alge`bre. Nous noterons D?A(X) la
sous-cate´gorie pleine de la cate´gorie de´rive´e de la cate´gorie des faisceaux de A-modules sur
X forme´e des complexes a` cohomologie constructible, borne´e si ? = b, borne´e supe´rieurement
si ? = −.
Notons πX : X→ SpecF le morphisme canonique. Un A-module M sera identifie´ avec
le A-faisceau constant sur SpecF associe´ a` M . Nous posons alors MX = π
∗
XM : c’est le
A-faisceau constant sur X associe´ au A-module M . De meˆme, un complexe de A-modules
C sera identifie´ avec le complexe de faisceaux constants sur SpecF correspondant et nous
noterons CX = π
∗
XC.
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Nous noterons RΓ(X, C) = R(πX)∗(C) (respectivement RΓc(X, C) = R(πX)!(C)) le
complexe de cohomologie (respectivement de cohomologie a` support compact) d’un com-
plexe C ∈ DbA(X). Nous e´crirons RΓ(X) (respectivement RΓc(X)) pour RΓ(X,ΛX) (re-
spectivement RΓc(X,ΛX)). Pour G un groupe fini agissant sur X de telle sorte que les
stabilisateurs des points de X sont des sous-groupes de G d’ordre inversible dans Λ, alors
RΓc(X) est un complexe parfait de ΛG-modules [DeLu, §3.8].
3. Varie´te´s et groupes finis
Les varie´te´s de Deligne-Lusztig sont munies d’actions a` gauche et a` droite de groupes
re´ductifs finis. Leur cohomologie permet alors de de´finir des foncteurs entre cate´gories de
repre´sentations. Nous rappelons ici dans un cadre ge´ne´ral comment de´finir ces foncteurs
ainsi que quelques-unes de leurs proprie´te´s e´le´mentaires.
3.1. De´finitions. Nous fixons trois groupes finis G, H et K. Une G-varie´te´ (respective-
ment une varie´te´-G) est une varie´te´ sur laquelle G agit a` gauche (respectivement a` droite).
Une G-varie´te´-H est a` la fois une G-varie´te´ et une varie´te´-H , les actions de G et H com-
mutant. Si X est une varie´te´-G et si Y est une G-varie´te´, nous noterons X×GY la varie´te´
quotient de X×Y par G, le groupe G agissant a` gauche sur X×Y par
G× (X×Y) −→ X×Y
(g, (x, y)) 7−→ (xg−1, gy).
Une G-varie´te´, ou une varie´te´-G, est dite re´gulie`re si le groupe G agit librement.
3.2. Foncteurs. Soit X une G-varie´te´-H . Les complexes RΓc(X) et RΓ(X) sont des
complexes de (ΛG,ΛH)-bimodules. Ils induisent donc deux foncteurs
RGH(X) : D
−(ΛH) −→ D−(ΛG)
C 7−→ RΓc(X)⊗
L
ΛH C
et
SGH(X) : D
−(ΛH) −→ D−(ΛG)
C 7−→ RΓ(X)⊗LΛH C.
On conside´rera aussi le foncteur
FXH : D
−(ΛH) −→ D−Λ (X/H)
M 7−→ π∗ΛX ⊗
L
ΛH MX/H .
ou` π : X→ X/H est le morphisme quotient.
Remarque 3.1. Supposons que X est une varie´te´-H re´gulie`re. Alors, le foncteur FXH
envoie un ΛH-module sur un Λ-syste`me local sur la varie´te´ X/H . En outre, les foncteurs
RGH(X), S
G
H(X) et F
X
H se restreignent en des foncteurs entre cate´gories de´rive´es borne´es.
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Lemme 3.2. On a des isomorphismes canoniques de foncteurs de Db(ΛH) vers D−(ΛG),
R(πX/H)! ◦ F
X
H ≃ R
G
H(X)
R(πX/H)∗ ◦ F
X
H ≃ S
G
H(X).
Si les stabilisateurs de points de X sous l’action de H sont d’ordre inversible dans Λ,
alors, pour M un ΛH-module, on a un isomorphisme canonique
FXHM ≃ π∗ΛX ⊗ΛH MX/H
De´monstration. Puisque R(πX/H)! ◦π∗ ≃ R(πX/H)! ◦Rπ! ≃ R(πX)!, (noter que π∗ = π! est
un foncteur exact car π est un morphisme fini), la commutativite´ du premier diagramme
est e´quivalente a` la proprie´te´ suivante :
R(πX/H)!(π∗ΛX ⊗
L
ΛH π
∗
X/H−) ≃ (R(πX/H)!π∗ΛX)⊗
L
ΛH −.
Cela re´sulte du lemme 12.1.
La commutativite´ du deuxie`me diagramme se de´montre de la meˆme manie`re mais en
utilisant cette fois le lemme 12.2 au lieu du lemme 12.1.
Pour la dernie`re partie du lemme, on utilise que les fibres de π∗ΛX sont des ΛH-modules
projectifs.
3.3. Composition. Soit maintenant Y une H-varie´te´-K. La varie´te´ X ×H Y est une
G-varie´te´-K et la formule de Ku¨nneth montre que
RΓc(X)⊗
L
Λ RΓc(Y) ≃ RΓc(X×Y).
Supposons jusqu’a` la fin du §3.3 que les stabilisateurs des points de X×Y sous l’action
diagonale de H sont d’ordre inversible dans Λ. Alors, RΓc(X×Y)⊗
L
ΛH Λ ≃ RΓc(X×HY)
(cf lemme 3.2). On en de´duit, apre`s application du foncteur − ⊗LΛH Λ a` la formule de
Ku¨nneth, que
(3.3) RΓc(X)⊗
L
ΛH RΓc(Y) ≃ RΓc(X×H Y).
dans Db(ΛG⊗ ΛK). En particulier, on obtient
(3.4) RGH(X) ◦ R
H
K(Y) ≃ R
G
K(X×H Y).
4. Pre´liminaires sur les groupes re´ductifs finis
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4.1. Groupes re´ductifs. Dore´navant, et ce jusqu’a` la fin de cet article, nous fixons un
groupe re´ductif connexe G muni d’une isoge´nie F : G → G dont une puissance F δ est
l’endomorphisme de Frobenius sur G associe´ a` une structure rationnelle sur Fq. Il est a`
noter que les entiers q et δ ne sont pas uniquement de´termine´s par la donne´e de G et
F . Cependant, le re´el positif q1/δ l’est. Soit B un sous-groupe de Borel F -stable de G et
soit T un tore maximal F -stable de B. Le radical unipotent de B sera note´ U. On note
(G∗,T∗, F ∗) un triplet dual de (G,T, F ) [DeLu, de´finition 5.21].
Le sujet ge´ne´ral de cet article est l’e´tude des repre´sentations modulaires du groupe
fini GF . Pour s’y pre´parer, nous fixons dans ce §4 quelques notations (racines, groupe
de Weyl...), avant d’e´tablir quelques re´sultats combinatoires sur les tores F -stables de
G (cf §4.4). Nous introduisons tout d’abord deux groupes re´ductifs connexes, du meˆme
type que G, qui joueront le roˆle d’auxiliaires techniques. Ils seront utiles dans certaines
constructions (se´ries rationnelles, recollement de varie´te´s de Deligne-Lusztig...) et leur
usage facilitera certaines de´monstrations.
Remarque 4.1. Si H est un sous-groupe ferme´ connexe distingue´ de G (mais non
ne´cessairement F -stable), et si on pose K = {g ∈ G | g−1F (g) ∈ H}, alors il est imme´diat
que K est un sous-groupe ferme´ de G contenant GF . De plus,
K = GF ·K◦.
En effet, l’application de LangG→ G, g 7→ g−1F (g) est un morphisme fini surjectif, donc
l’image de K◦ par cette application est une sous-varie´te´ irre´ductible ferme´e de dimension
dimK◦ = dimK = dimH de H. Or, H est ici suppose´ connexe, donc l’image de K◦
est H. Le re´sultat de´coule alors du fait que les fibres de l’application de Lang sont des
GF -orbites (pour l’action de GF par multiplication a` gauche).
4.1.1. On sait [DeLu, preuve du corollaire 5.18] qu’il existe un groupe re´ductif connexe
G˜ muni d’une isoge´nie F : G˜ → G˜ telle que F δ soit l’endomorphisme de Frobenius sur
G˜ associe´ a` une Fq-structure et ve´rifiant les conditions suivantes :
(1) G est un sous-groupe ferme´ F -stable de G˜, contenant le groupe de´rive´ de G˜ ;
(2) le centre Z(G˜) de G˜ est connexe.
On a alors G˜ = G · Z(G˜). Nous noterons T˜ (respectivement B˜) l’unique tore maximal
(respectivement sous-groupe de Borel) de G˜ contenant T (respectivement B). D’autre
part, nous noterons (G˜∗, T˜∗, F ∗) un triplet dual de (G˜, T˜, F ). L’inclusion G →֒ G˜ induit
un morphisme surjectif de groupes alge´briques i∗ : G˜∗ → G∗ commutant avec F , dont le
noyau est un tore central de G˜∗ et tel que i∗(T˜∗) = T∗. Ce morphisme i∗ est bien de´fini
a` conjugaison pre`s par un e´le´ment de T∗F
∗
.
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4.1.2. De manie`re duale, il existe un groupe re´ductif connexe Gˆ muni d’une isoge´nie
F : Gˆ → Gˆ telle que F δ soit l’endomorphisme de Frobenius sur Gˆ associe´ a` une Fq-
structure et un tore central F -stable C de Gˆ ve´rifiant les deux proprie´te´s suivantes :
(1) G = Gˆ/C ;
(2) Toute coracine α∨ : F× → Gˆ relative a` un tore maximal de Gˆ est injective.
Notons que si le groupe de´rive´ de G est simplement connexe, alors toute coracine est
injective.
Nous noterons ρ : Gˆ→ G la projection canonique. Nous noterons Tˆ (respectivement Bˆ) le
tore maximal (respectivement le sous-groupe de Borel) de Gˆ e´gal a` ρ−1(T) (respectivement
ρ−1(B)).
Plus ge´ne´ralement, nous noterons ?˜ (respectivement ?ˆ) l’objet associe´ a` G˜ (respective-
ment Gˆ) de´fini de la meˆme fac¸on que l’objet ? associe´ a` G.
4.2. Racines, groupe de Weyl, groupe de tresses. Soit W le groupe de Weyl de
G relatif a` T, soit n 7→ n¯ le morphisme canonique NG(T) → W , soit Φ le syste`me de
racines de G relatif a` T et soit Φ∨ le syste`me de coracines. Soit Φ+ (respectivement
∆) le syste`me de racines positives (respectivement la base) de Φ associe´ (respectivement
associe´e) a` B. Si α ∈ Φ, nous noterons α∨ sa coracine, Tα∨ le sous-tore de T image de α
∨,
Uα le sous-groupe unipotent a` un parame`tre normalise´ par T associe´ a` α, sα la re´flexion
de W par rapport a` α et Gα le sous-groupe de G engendre´ par Uα et U−α. Nous noterons
φ : Φ→ Φ la bijection de´finie par FUα = Uφ(α) pour tout α ∈ Φ. Nous noterons Y (T) le
re´seau des sous-groupes a` un parame`tre de T.
Soit S l’ensemble des re´flexions simples de W et soit S¯ = S ∪ {1}. Si w ∈ W , nous
noterons l(w) la longueur de w relativement a` S (c’est aussi le cardinal de l’ensemble
{α ∈ Φ+ | w(α) ∈ −Φ+}). On notera encore l la fonction sur NG(T) donne´e par l(n¯)
pour n ∈ NG(T). L’ordre de Bruhat sur W associe´ a` S sera note´ ≤. Si v et w sont deux
e´le´ments de W , nous e´crirons v < w pour dire que v ≤ w et v 6= w.
Nous noterons B le groupe de tresses associe´ a` (W,S), de ge´ne´rateurs {sα}α∈∆. Soit
f : B → W le morphisme canonique (il ve´rifie f(sα) = sα pour tout ∈ ∆). Il existe alors
une et une seule application (qui n’est pas un morphisme de groupes) σ : W → B ve´rifiant
– σ(vw) = σ(v)σ(w) si v et w sont deux e´le´ments de W tels que l(vw) = l(v) + l(w) ;
– σ(sα) = sα pour tout α ∈ ∆.
Cette application ve´rifie f ◦ σ = IdW .
Nous fixons un morphisme de groupes ϕˆ : B → NGˆ(Tˆ) ve´rifiant les proprie´te´s suivantes :
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(1) Le diagramme
B
ϕˆ
//
f
!!C
C
CC
C
CC
CC
C
CC
CC
C
CC
CC
NGˆ(Tˆ)

W
est commutatif. (Dans ce diagramme, la fle`che verticale est la surjection canonique.)
(2) Pour tout α ∈ ∆, ϕˆ(sα) appartient au sous-groupe de Gˆ engendre´ par Uˆα et Uˆ−α.
L’existence d’un tel morphisme de groupes est assure´e par [Ti, §4.6]. Graˆce a` la proprie´te´
(1), il existe un prolongement de ϕˆ en un morphisme de groupes ϕˆ : BTˆ → NGˆ(Tˆ) qui
est l’identite´ sur Tˆ. Ici, BTˆ de´signe le produit semi-direct B ⋉ Tˆ, l’action de B sur Tˆ
s’effectuant via le morphisme f : B →W et l’action naturelle de W sur Tˆ. Nous noterons
ϕ : BT→ NG(T) le morphisme induit par ϕˆ.
Si w ∈ W , posons w˙ = ϕ(σ(w)). Alors, w˙ est un repre´sentant de w dans NG(T). De
plus, si v et w sont deux e´le´ments de W tels que l(vw) = l(v) + l(w), alors x˙ = v˙w˙, ou`
x = vw. Remarquons aussi que 1˙ = 1. Si n ∈ NG(T) et si w de´signe sa classe dans W ,
alors il existe un unique e´le´ment t ∈ T tel que n = w˙t. On pose alors σ˙(n) = σ(w˙)t ∈ BT.
4.3. Suites d’e´le´ments de W . Pour w = (w1, . . . , wr) ∈ Σ(W ) (cf §2.1), nous posons
w˙ = (w˙1, . . . , w˙r) ∈ Σ(NG(T)). Pour n = (n1, . . . , nr) ∈ Σ(NG(T)), on pose n¯ =
(n¯1, . . . , n¯r).
Dans la suite, nous noterons σ : Σ(W ) → B et l : Σ(W ) → (N,+) les uniques
morphismes de mono¨ıdes prolongeant σ et l respectivement. En d’autres termes, σ(w) =
σ(w1) . . . σ(wr) et l(w) = l(w1)+ · · ·+ l(wr). Le nombre entier l(w) est appele´ la longueur
de w. De meˆme, nous noterons σ˙ : Σ(NG(T)) → BT l’unique morphisme de mono¨ıdes
prolongeant σ˙.
Si w = (w1, . . . , wr) et v = (v1, . . . , vr′) sont deux e´le´ments de Σ(W ), nous dirons que
v ≤ w si r = r′ et vi ≤ wi pour tout 1 ≤ i ≤ r.
Nous noterons encore w (respectivement n) l’automorphisme de T induit par la con-
jugaison par ϕσ(w) (respectivement ϕσ˙(n)). Nous avons ainsi prolonge´ les actions de W
et de NG(T) sur T aux mono¨ıdes libres correspondants.
4.4. Tores et caracte`res. Pour e´tudier les repre´sentations du groupe GF , nous aurons
besoin de quelques re´sultats de nature combinatoire sur les groupes TwF . Leur e´nonce´ et
leur preuve font l’objet des prochains paragraphes.
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4.4.1. Conjugaison ge´ome´trique, se´ries rationnelles. Nous fixons maintenant un entier
naturel non nul d multiple de δ tel que tout tore maximal F -stable de G soit de´ploye´ sur
le corps Fqd/δ . En d’autres termes, on a (wF )
d(t) = F d(t) = tq
d/δ
pour tout w ∈ W et
pour tout t ∈ T. Il est a` noter que NF d/wF induit une surjection T
F d −→ TwF . De plus,
si t ∈ T est tel que NF d/wF (t) ∈ T
wF , alors t ∈ TF
d
. Pour finir, remarquons que F d agit
trivialement sur W et que, pour tout w ∈ W , on a wF (w) . . . F d−1(w) = 1.
Soit ζ = ı(1/(qd/δ − 1)), ou` ı : (Q/Z)p′
∼
−→ F× est l’isomorphisme choisi dans le §2.2
(ζ est un ge´ne´rateur du groupe cyclique F×
qd/δ
). Si w est une suite d’e´le´ments de W , soit
Nw : Y (T) −→ T
wF
λ 7−→ NF d/wF (λ)(ζ).
Alors, Nw est un morphisme surjectif de groupes et la suite
(4.2) 0 // Y (T)
wF − 1
// Y (T)
Nw
// TwF // 0
est exacte [DiMi, proposition 13.7 (ii)].
Nous noterons∇(T,W, F ) (ou∇Λ(T,W, F )) l’ensemble des couples (w, θ) ou`w est une
suite finie d’e´le´ments de W et θ : TwF → Λ× est un caracte`re line´aire d’ordre inversible
dans Λ.
L’identification deW au groupe de Weyl de G˜ relatif a` T˜ (c’est-a`-direW
∼
→NG˜(T˜)/T˜),
permet de de´finir l’application
Res : ∇(T˜,W, F ) −→ ∇(T,W, F )
(w, θ˜) 7−→ (w,ResT˜
wF
TwF θ˜).
Nous dirons alors que Res(w, θ˜) est la restriction de (w, θ˜) a` G, ou que (w, θ˜) est une
extension de Res(w, θˆ) a` G˜.
Deux e´le´ments (w, θ) et (w′, θ′) de ∇(T,W, F ) sont ge´ome´triquement conjugue´s si les
caracte`res line´aires θ ◦ NF d/wF et θ
′ ◦ NF d/w′F de T
F d sont conjugue´s sous W . D’autre
part, les couples (w, θ) et (w′, θ′) appartiennent a` la meˆme se´rie rationnelle (ce que nous
noterons par (w, θ)≡W (w
′, θ′)) s’il existe des extensions de (w, θ) et (w′, θ′) a` G˜ qui
sont ge´ome´triquement conjugue´es.
Remarque 4.3. Si deux e´le´ments de ∇(T,W,F ) sont dans la meˆme se´rie rationnelle,
alors ils sont ge´ome´triquement conjugue´s. La re´ciproque n’est pas vraie en ge´ne´ral, comme
le montre l’exemple du groupe SL2(F) pour F de caracte´ristique diffe´rente de 2.
La re´ciproque est ne´anmoins correcte pour G˜ : deux e´le´ments de ∇(T˜,W, F ) sont
ge´ome´triquement conjugue´s si et seulement si ils appartiennent a` la meˆme se´rie rationnelle.
En particulier, la relation d’e´quivalence ≡W sur ∇(T,W, F ) ne de´pend pas du choix du
groupe re´ductif G˜ a` centre connexe choisi (voir le the´ore`me 4.8 pour une approche ne
faisant pas intervenir G˜).
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4.4.2. Sous-groupes de TwF . Nous fixons ici, et ce jusqu’a` la fin du paragraphe 4.4, quatre
suites finies d’e´le´ments de S¯,
v = (s′1, . . . , s
′
r) ≤ x = (t
′
1, . . . , t
′
r) ≤ y = (t1, . . . , tr) ≤ w = (s1, . . . , sr).
Soit 1 ≤ i ≤ r. Si si 6= 1, nous notons αw,i l’unique racine simple telle que si = sαw,i .
Lorsque si = 1, nous posons αw,i = 0.
Soit Iw,v = {1 ≤ i ≤ r | s
′
i 6= si}. On pose
αw,v,i =
{
αw,i si i ∈ Iw,v
0 sinon.
On a (si − s
′
i)Y (T)⊂Zα
∨
w,i pour tout i. Par ailleurs, nous posons
β∨w,v,i = s1 . . . si−1(α
∨
w,v,i) et β
∨
w,i = s1 . . . si−1(α
∨
w,i).
Nous allons e´tudier ici quelques proprie´te´s du sous-re´seau Yw,v de Y (T) engendre´ par
les (β∨w,v,i)i.
Proposition 4.4. Avec les hypothe`ses et notations ci-dessus, alors
(1) on a (w − y)Y (T)⊂Yw,v ;
(2) le groupe Yw,v est engendre´ par la famille (t1 . . . ti−1(α
∨
w,v,i))i ;
(3) on a (wF − 1)Y (T) + Yw,v = (vF − 1)Y (T) + Yw,v ;
(4) les morphismes Nw et Ny induisent un isomorphisme
TwF/Nw(Yw,v) ≃ T
yF/Ny(Yw,v).
De´monstration. De´montrons tout d’abord (1). Puisque Yw,y⊂Yw,v, il suffit de de´montrer
que (w− y)Y (T)⊂Yw,y, ce que nous faisons par re´currence sur m = |Iw,y|.
Si m = 0, alors w = y et le re´sultat en de´coule. Supposons maintenant que m = 1. On
a alors Iw,y = {i}. On pose a = (s1, . . . , si−1), s = (si) et b = (si+1, . . . , sr). Alors,
(w− y)Y (T) = (asb− ab)Y (T) = a((s− 1)Y (T))⊂a(Zα∨w,i) = Zβ
∨
w,i = Yw,y.
Supposons maintenant que m ≥ 2 et que le re´sultat est vrai pour tout couple (w′,y′)
tel que y′ ≤ w′ et mw′,y′ < m. On e´crit
Iw,y = {i1, . . . , im}
ou` i1 < · · · < im. On note y
′ l’unique suite telle que y′ ≤ w et
Iw,y′ = {i2, . . . , im}.
On a
(w− y)Y (T)⊂ (w − y′)Y (T) + (y′ − y)Y (T).
Or, par hypothe`se de re´currence, (w − y′)Y (T)⊂Yw,y′ et (y
′ − y)Y (T)⊂Yy′,y. Le choix
que nous avons fait pour y′ implique que β∨y′,i1 = β
∨
w,i1
, donc Yw,y′ + Yy′,y = Yw,y. Cela
termine la de´monstration de (1).
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De´montrons maintenant (2). Il suffit de de´montrer que, pour tout i ∈ Iw,v, il existe une
famille (µj)j∈Iw,v,j<i d’entiers tels que
t1 . . . ti−1(α
∨
w,i) = β
∨
w,i +
∑
j∈Iw,v
j<i
µjβ
∨
w,j
c’est-a`-dire tels que
(s1 . . . si−1 − t1 . . . ti−1)(α
∨
w,i) = −
∑
j∈Iw,v
j<i
µjβ
∨
w,j
Cela re´sulte de (1) applique´ dans le cas ou` w = (s1, . . . , si−1) et y = v = (t1, . . . , ti−1).
Pour finir la de´monstration de la proposition 4.4, il suffit de remarquer que (3) de´coule
imme´diatement de (1) tandis que (4) re´sulte de (3) et de la suite exacte 4.2.
Corollaire 4.5. On a Yw,v = Yw,y + Yy,v.
De´monstration. On a Iw,v = Iw,y
∐
Iy,v. Tout d’abord, Yy,v =
∑
i∈Iy,v
Zt1 · · · ti−1(α
∨
w,i)
car β∨y,i = t1 · · · ti−1(α
∨
w,i) pour i ∈ Iy,v. La proposition 4.4 (2) applique´e au cas v =
y montre que Yw,y =
∑
i∈Iw,y
Zt1 · · · ti−1(α
∨
w,i). Enfin, Yw,v =
∑
i∈Iw,v
Zt1 · · · ti−1(α
∨
w,i)
d’apre`s la proposition 4.4 (2).
Corollaire 4.6. Soit θ un caracte`re line´aire de TwF qui est trivial sur Nw(Yw,v). Notons
θy le caracte`re line´aire de T
yF trivial sur Ny(Yw,v) de´fini via l’isomorphisme de la propo-
sition 4.4 (4) (c’est-a`-dire tel que θy ◦ Ny = θ ◦ Nw). Alors, les paires (w, θ) et (y, θy)
sont dans la meˆme se´rie rationnelle.
De´monstration. Pour de´montrer le corollaire 4.6, on peut se ramener au cas ou` G = G˜ :
c’est alors imme´diat.
Fixons maintenant un caracte`re line´aire θ : TwF → Λ× et notons I(w, θ) l’ensemble
des w′ ≤ w tels que θ est trivial sur Nw(Yw,w′). L’ensemble I(w, θ) admet un plus petit
e´le´ment, note´ wθ = (s1,θ, . . . , sr,θ), qui est de´fini par
si,θ =
{
1 si θ(Nw(β
∨
w,i)) = 1,
si sinon.
On a donc
I(w, θ) = {x ∈ Σ(S¯) | wθ ≤ x ≤ w}.
D’apre`s la proposition 4.4 (4), si y ∈ I(w, θ), alors θ de´finit un caracte`re line´aire θy de
TyF trivial sur Ny(Yw,wθ). Notons que θw = θ.
Corollaire 4.7. Supposons que y ∈ I(w, θ). Alors
I(y, θy) = {w
′ ∈ I(w, θ) | wθ ≤ w
′ ≤ y}.
En d’autres termes, yθy = wθ.
14 CE´DRIC BONNAFE´ ET RAPHAE¨L ROUQUIER
De´monstration. Pour tout x ≤ y, on a
θ ◦Nw(Yw,x) = θ ◦Nw(Yw,y + Yy,x)
d’apre`s le corollaire 4.5. Or, θ ◦Nw(Yw,y) = 1 car y ∈ I(w, θ). Enfin, θ ◦Nw = θy ◦Ny,
ce qui montre que
θ ◦Nw(Yw,x) = θy ◦Ny(Yy,x),
donc que x ∈ I(w, θ) si et seulement si x ∈ I(y, θy).
On dit que (w, θ), (w′, θ′) ∈ ∇(T,W, F ) sont e´le´mentairement e´quivalents si l’une des
deux conditions suivantes est re´alise´e :
1. il existe v ∈ W tel que f(σ(w′)) = vf(σ(w))F (v)−1 et θ = θ′ ◦ v (W -conjugaison)
2. w ∈ Σ(S), w′ = wθ et θ
′ = θwθ .
On de´finit la relation d’e´quivalence ∼W sur ∇(T,W, F ) comme la cloˆture transitive (et
syme´trique) de la relation d’e´quivalence e´le´mentaire.
Le the´ore`me suivant fournit une nouvelle caracte´risation de la conjugaison rationnelle
de caracte`res de tores, qui ne fait pas intervenir de groupe G˜.
The´ore`me 4.8. Deux couples (w, θ) et (w′, θ′) sont ∼W -e´quivalents si et seulement si
ils sont dans la meˆme se´rie rationnelle.
De´monstration. Graˆce au corollaire 4.6, il est clair que la relation ∼W est plus fine que la
relation ≡W . Par conse´quent, le the´ore`me 4.8 est conse´quence du lemme suivant.
Lemme 4.9. Soient w,w′ ∈ W et ((w), θ) et ((w′), θ′) deux e´le´ments de ∇(T,W, F )
ve´rifiant les proprie´te´s suivantes :
(1) ((w), θ) et ((w′), θ′) sont dans la meˆme se´rie rationnelle ;
(2) ((w), θ) et ((w′), θ′) sont minimaux (pour les longueurs de (w) et (w′)) dans leurs
classes respectives pour la relation ∼W .
Alors, ((w), θ) et ((w′), θ′) sont conjugue´s sous W .
De´monstration. Tout comme dans le corollaire 4.6, on peut se ramener au cas ou` le centre
de G est connexe. Posons
Φ∨w,θ = {α
∨ ∈ Φ∨ | θ ◦Nw(α
∨) = 1} et Φ∨+w,θ = Φ
∨
w,θ ∩ {α
∨ | α ∈ Φ+}.
Le sous-ensemble Φ∨w,θ de Φ
∨ est clos et syme´trique. C’est un donc un sous-syste`me de Φ∨
dont Φ∨+w,θ est un syste`me de coracines positives. On note Ww,θ le groupe engendre´ par les
sα avec α
∨ ∈ Φ∨w,θ. C’est aussi le stabilisateur de θ ◦Nw (cela re´sulte de la connexite´ du
centre de G et de [DeLu, the´ore`me 5.13]).
Il est clair que wφ stabilise Φ∨w,θ. Nous allons montrer que l’hypothe`se (2) implique que
wφ stabilise Φ∨+w,θ. Pour cela, choisissons une de´composition re´duite (s1, . . . , sr) de w ou`
les si sont dans S et notons αi la racine simple associe´e a` si. Alors les s1 . . . si−1(α
∨
i ) sont
les coracines positives rendues ne´gatives par l’action de w−1. Par minimalite´ de ((w), θ),
on a (s1, . . . , sr)θ = (s1, . . . , sr). Donc s1 . . . si−1(α
∨
i ) n’appartient pas a` Φ
∨
w,θ. Cela montre
que φ−1w−1(Φ∨+w,θ)⊂Φ
+. Finalement, on a bien que wφ stabilise Φ∨+w,θ.
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D’autre part, (1) montre qu’il existe x ∈ W tel que θ◦Nw = θ
′◦Nw′ ◦x. Par conse´quent
x(Φ∨w,θ) = Φ
∨
w′,θ′, donc il existe un e´le´ment a ∈ Ww′,θ′ tel que ax(Φ
∨+
w,θ) = Φ
∨+
w′,θ′. Or, Φ
∨+
w,θ
est wφ-stable, et Φ∨+w′,θ′ est w
′φ-stable. Donc axwF (ax)−1φφ−1w′−1 = axwF (ax)−1w′−1
stabilise Φ∨+w′,θ′.
Or, θ′ ◦Nw′ ◦ axwF (ax)
−1w′−1 = θ ◦Nw ◦ wF (ax)
−1w′−1. Soit λ ∈ Y (T). Alors
θ ◦NF d/wF (
wF (ax)−1w′−1λ(ζ)) = θ ◦NF d/wF (
wF((ax)
−1F−1w′−1λ(ζ)))
= θ ◦NF d/wF (
(ax)−1F−1w′−1λ(ζ))
= θ′ ◦Nw′(
F−1w′−1λ(ζ))
= θ′ ◦Nw′(λ(ζ)).
Ici, F−1 est vu comme un automorphisme du groupe T. Ceci montre que axwF (ax)−1w′−1
est dansWw′,θ′. Puisqu’il stabilise Φ
∨+
w′,θ′, il est trivial. Par conse´quent, on a w
′ = axwF (ax)−1.
En outre, θ′ = θ ◦ ax car la norme est surjective.
Remarque 4.10. La preuve montre aussi qu’un couple minimal correspond a` un couple
maximalement de´ploye´ au sens de Deligne et Lusztig [DeLu, de´finition 5.25]. Lorsque le
centre de G est connexe, il est de´montre´ dans [DeLu, proposition 5.26] que deux couples
((w), θ) et ((w′), θ′) appartenant a` une meˆme se´rie rationnelle et maximalement de´ploye´s
sont conjugue´s sous W , cas particulier du lemme 4.9.
4.4.3. Une application. L’objet de ce paragraphe est la de´finition et l’e´tude d’un groupe
diagonalisable qui interviendra dans la construction de recollements de varie´te´s de Deligne-
Lusztig au §6.
Fixons tout d’abord quelques notations. De´finissons
Sw,v =
{
(a1, . . . , ar) ∈ T
r | a−1i
siai+1 ∈ Imα
∨
w,v,i pour 1 ≤ i ≤ r−1 et a
−1
r
srFa1 ∈ Imα
∨
w,v,r
}
et
µy : T −→ T
r
a 7−→ (a, t1a, . . . , tr−1...t1a).
Proposition 4.11. Avec les notations ci-dessus, on a :
(1) µy(T
yF )⊂Sw,v.
(2) Sw,v = µy(T
yF ) · S◦w,v.
(3) µy(Ny(Yw,v))⊂S
◦
w,v et le diagramme suivant est commutatif
TyF/Ny(Yw,v)
µy
((PP
PP
PP
PP
PP
PP
Y (T)
Ny
77ppppppppppp
Nw ''N
NN
NN
NN
NN
NN
Sw,v/S
◦
w,v
TwF/Nw(Yw,v)
µw
66nnnnnnnnnnnn
(4) Si les coracines de G sont injectives, alors µy(T
yF ) ∩ S◦w,v = µy(Ny(Yw,v)).
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De´monstration. Posons G′ = Gr, T′ = Tr et W ′ = W r. Dans cette preuve, les suites v,
y et w seront vues comme des e´le´ments de W ′. Posons d’autre part
T′w,v = Imα
∨
w,v,1 × · · · × Imα
∨
w,v,r.
On a alors
(∗) wt yt−1 ∈ T′w,v
pour tout t ∈ T′. Pour finir, notons
F ′ : G′ −→ G′
(g1, . . . , gr) 7−→ (g2, . . . , gr, F (g1)).
Alors F ′rδ est un endomorphisme de Frobenius surG′ qui munit ce dernier d’une structure
rationnelle sur Fq. Avec ces notations, le groupe diagonalisable Sw,v peut eˆtre de´fini ainsi :
Sw,v = {t ∈ T
′ | t−1 wF
′
t ∈ T′w,v}.
D’apre`s (∗), cette caracte´risation est e´quivalente a` la suivante :
Sw,v = {t ∈ T
′ | t−1 yF
′
t ∈ T′w,v}.
Compte tenu de cette dernie`re de´finition, on a T′yF
′
⊂Sw,v et Sw,v = T
′yF ′ · S◦w,v (voir
remarque 4.1). Or, un calcul facile montre que T′yF
′
= µy(T
yF ), ce qui termine la preuve
de (1) et (2).
De´montrons maintenant (3). On a, pour tout w′ ∈ W ′, (w′F ′)rd = F ′rd, et F ′rd est un
endomorphisme de Frobenius de´ploye´ sur T′. On de´finit alors
N ′w′ : Y (T
′) −→ T′w
′F ′
λ 7−→ NF ′rd/w′F ′(λ(ζ)).
Remarquons tout d’abord queNF ′rd/yF ′(T
′
w,v) est contenu dans Sw,v car yF
′◦NF ′rd/yF ′ =
F ′rd est de´ploye´ donc stabilise T′w,v. Puisque NF ′rd/yF ′(T
′
w,v) est connexe, il est en fait
contenu dans S◦w,v. D’autre part, le noyau de NF ′rd/yF ′ e´tant fini (il est contenu dans
T′F
′rd
), on a
dimT′w,v = dimNF ′rd/yF ′(T
′
w,v) = dimSw,v.
Par conse´quent,
(a) S◦w,v = NF ′rd/yF ′(T
′
w,v).
Ce re´sultat e´tant vrai pour tout y compris entre v et w, on a aussi
(a′) S◦w,v = NF ′rd/wF ′(T
′
w,v).
Pour simplifier les notations, posons Y ′w,v = Y (T
′
w,v). C’est un sous-re´seau facteur
direct de Y (T′). On a alors, d’apre`s (a),
(b) Y (S◦w,v) =
(
Q⊗Z NF ′rd/yF ′(Y
′
w,v)
)
∩ Y (T′).
De meˆme, d’apre`s (a’), on a
(b′) Y (S◦w,v) =
(
Q⊗Z NF ′rd/wF ′(Y
′
w,v)
)
∩ Y (T′).
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L’e´galite´ (b) montre en particulier que
(c) N ′y(Y
′
w,v)⊂S
◦
w,v.
De meˆme (b’) montre que
(c′) N ′w(Y
′
w,v)⊂S
◦
w,v.
D’autre part, si λ′ ∈ Y (T′), alors il existe µ′ ∈ Q ⊗Z Y (T
′) tel que λ′ = (wF ′ − 1)(µ′).
Par suite,
NF ′rd/wF ′(λ
′)−NF ′rd/yF ′(λ
′)
= NF ′rd/wF ′ ◦ (wF
′ − 1)(µ′)−NF ′rd/yF ′ ◦ (yF
′ − 1)(µ′)−NF ′rd/yF ′ ◦ (y −w) ◦ F
′(µ′)
= (qd/δ − 1)µ′ − (qd/δ − 1)µ′ −NF ′rd/yF ′ ◦ (y −w) ◦ F
′(µ′)
= −NF ′rd/yF ′ ◦ (y −w) ◦ F
′(µ′).
Or, (y−w) ◦ F ′(µ′) ∈ Q⊗Z Y
′
w,v, donc
NF ′rd/wF ′(λ
′)−NF ′rd/yF ′(λ
′) ∈
(
Q⊗Z NF ′rd/yF ′(Y
′
w,v)
)
∩ Y (T′) = Y (S◦w,v).
Cela montre que le diagramme
T′yF
′
/N ′y(Y
′
w,v)
((PP
PP
PP
PP
PP
PP
Y (T′)
N ′y
77ppppppppppp
N ′w ''N
NN
NN
NN
NN
NN
Sw,v/S
◦
w,v
T′wF
′
/N ′w(Y
′
w,v)
66nnnnnnnnnnnn
est commutatif.
Pour de´duire (3), il faut encore comparer µy ◦Ny et N
′
y. Soit p1 la premie`re projection
T′ → T. On a
p1 ◦N
′
y(0, . . . , 0, λ, 0, . . . , 0) = NF d/yF (t1 · · · ti−1(λ)(ζ)) = Ny(t1 · · · ti−1(λ)),
ou` le terme λ a e´te´ place´ en i-e`me position. Puisque p1 ◦ µy est l’identite´, on a
p1 ◦ µy ◦Ny(t1 . . . ti−1(λ)) = p1 ◦N
′
y(0, . . . , 0, λ, 0, . . . , 0).
Or, N ′y(0, . . . , 0, λ, 0, . . . , 0) ∈ T
′yF ′ = µy(T
yF ), donc
(d) µy ◦Ny(t1 . . . ti−1(λ)) = N
′
y(0, . . . , 0, λ, 0, . . . , 0).
L’inclusion µy(Ny(Yw,v))⊂S
◦
w,v de´coule de (c), (d) et de la proposition 4.4, (2). La com-
mutativite´ du diagramme dans (3) re´sulte de la commutativite´ du diagramme pre´ce´dent
et de (d).
Passons enfin a` (4). Compte tenu de (a), (d) et de la proposition 4.4, (2), il suffit de
montrer que
NF ′rd/yF ′(T
′
w,v) ∩T
′yF ′ = N ′y(Y
′
w,v).
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Or, si t ∈ T′, NF ′rd/yF ′(t) ∈ T
′yF ′ si et seulement si t ∈ T′F
′rd
. Par conse´quent,
NF ′rd/yF ′(T
′
w,v) ∩T
′yF ′ = NF ′rd/yF ′(T
′F ′rd
w,v ).
Il suffit donc de prouver que
T′F
′rd
w,v = {λ(ζ) | λ ∈ Y
′
w,v}.
Mais
T′F
′rd
w,v = (Imα
∨
w,v,1)
F d × · · · × (Imα∨w,v,r)
F d.
Puisque les coracines de G sont injectives et que l’endomorphisme F d de T est un endo-
morphisme de Frobenius de´ploye´ sur Fqd/δ , on a
(Imα∨w,v,i)
F d = α∨w,v,i(F
×
qd/δ
)
pour 1 ≤ i ≤ r. Cela montre que
T′F
′rd
w,v = α
∨
w,v,1(F
×
qd/δ
)× · · · × α∨w,v,r(F
×
qd/δ
).
La preuve du (4) est maintenant comple`te.
Remarque 4.12. La proposition pre´ce´dente donne une autre construction de l’isomor-
phisme de la proposition 4.4 (4), montrant au passage qu’elle est inde´pendante des choix
des isomorphismes de §2.2.
5. Varie´te´s de Deligne-Lusztig ge´ne´ralise´es
5.1. Comparaison de mode`les. Nous commenc¸ons cette partie par un re´sultat ge´ome´-
trique concernant une classe de varie´te´s qui contient les varie´te´s de Deligne-Lusztig. Les
hypothe`ses ont e´te´ choisies pour les applications des parties a` venir.
Fixons un e´le´ment n de G, un sous-groupe parabolique P de G de radical unipotent
V et soit L un comple´ment de Levi nF -stable ((nF )δ est alors un endomorphisme de
Frobenius relatif a` une Fq-structure sur L).
Fixons aussi un sous-groupe ferme´ connexe nF -stableH de L, un sous-groupe distingue´
H′ de H (non ne´cessairement nF -stable) et posons
K = {h ∈ H | h−1 nFh ∈ H′}.
Puisque H′ est distingue´ dans H, K est un sous-groupe ferme´ de H. D’autre part,
HnF ⊂K.
Posons maintenant
Y = {gV ∈ G/V | g−1F (g) ∈ H′ · (Vn FV)}
et X = {gH ·V ∈ G/(H ·V) | g−1F (g) ∈ H · (Vn FV)}.
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Alors, le groupe GF agit par translation a` gauche sur Y et X, le groupe K agit librement
par translation a` droite sur Y et le morphisme
π : Y −→ X
gV 7−→ gH ·V
est GF -e´quivariant. De plus, ses fibres sont des K-orbites.
Proposition 5.1. Le morphisme π induit un isomorphisme Y/K
∼
→X.
De´monstration. Tout d’abord,
Y/K = {gK ·V ∈ G/(K ·V) | g−1F (g) ∈ H′ · (Vn FV)}.
Notons
π′ : Y/K −→ X
gK ·V 7−→ gH ·V.
Il s’agit de montrer que π′ est un isomorphisme de varie´te´s. Nous allons pour cela con-
struire un inverse explicite.
L’application
H×Vn FV −→ H · (Vn FV)
(h, x) 7−→ hx
est un isomorphisme de varie´te´s. Nous noterons λ : H · (Vn FV) → H le compose´ de
l’inverse de cet isomorphisme avec la premie`re projection.
D’autre part, l’application de Lang H→ H, g 7→ g nFg−1 est un morphisme e´tale, donc
elle induit un isomorphisme γ0 : H/H
nF ∼→H. Nous noterons γ le morphisme compose´
H
γ−10
// H/HnF // G/(K ·V),
ou` la deuxie`me fle`che est l’application canonique.
Pour finir, posons
X′ = {g ∈ G | g−1F (g) ∈ H · (Vn FV)},
et notons
µ : X′ −→ Y/K
g 7−→ gγ(λ(g−1F (g)))K ·V.
Montrons que µ est bien de´fini. Prenons g ∈ X′ et posons h = λ(g−1F (g)). On a
(gγ−10 (h))
−1F(gγ−10 (h)) ∈ γ
−1
0 (h)
−1hnFγ−10 (h)Vn
FV = VnFV
ce qui montre que µ est bien de´fini — c’est de plus un morphisme de varie´te´s. Pour g ∈ X′,
h ∈ H et v ∈ V, on a
γ−10 (λ((ghv)
−1F (ghv))) = h−1γ−10 (λ(g
−1F (g))).
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On en de´duit que µ(ghv) = µ(g). Par passage au quotient, µ induit un morphisme de
varie´te´s µ′ : X′/H ·V = X→ Y/K. C’est l’isomorphisme inverse de π′. Cela comple`te la
preuve de la proposition.
5.2. De´finition. Pour w ∈ W (respectivement n ∈ NG(T)) et pour g et h deux e´le´ments
de G, nous e´crirons gB w hB (respectivement gU n hU) pour dire que g−1h ∈ BwB
(respectivement g−1h ∈ UnU). Pourw = (w1, . . . , wr) ∈ Σ(W ) et pour n = (n1, . . . , nr) ∈
Σ(NG(T)), nous posons
X(w) =
{
(g1B, . . . , grB) ∈ (G/B)
r | g1B
w1
g2B
w2
· · ·
wr−1
grB
wr
F (g1)B}
et
Y(n) =
{
(g1U, . . . , grU) ∈ (G/U)
r | g1U
n1
g2U
n2
· · ·
nr−1
grU
nr
F (g1)U}.
Supposons w = n¯. Alors, le groupe TwF agit a` droite sur Y(n) de la manie`re suivante :
si (g1U, . . . , grU) ∈ Y(n) et si t ∈ T
wF , alors
(g1U, . . . , grU).t = (g1tU, g2
n−11 tU, . . . , gr
(n1...nr−1)−1tU).
Notons que cette action est libre. D’autre part, GF agit diagonalement sur Y(n) par
multiplication a` gauche et cette action commute avec celle de TwF . Cela fait de Y(n) une
GF -varie´te´-TwF .
Nous noterons YG(n) ou YG,F (n) (respectivement XG(w) ou XG,F (w)) la varie´te´
Y(n) (respectivement X(w)) lorsque nous aurons besoin de pre´ciser le groupe ambiant,
voire l’isoge´nie conside´re´e.
Remarque 5.2. Posons G′ = Gr, B′ = Br, U′ = Ur, T′ = Tr, W ′ = W r et
et
F ′ : G′ −→ G′
(g1, . . . , gr) 7−→ (g2, . . . , gr, F (g1)).
Alors, F ′ est une isoge´nie sur G′, F ′rδ de´finit une Fq-structure sur le groupe G
′ et n
s’identifie a` un e´le´ment du groupe NG′(T
′). On ve´rifie que les applications
TnF
∼
→T′nF
′
t 7→ (t, n
−1
1 t, . . . , (n1...nr−1)
−1
t)
GF
∼
→G′F
′
g 7→ (g, . . . , g)
sont des isomorphismes de groupes et que l’application
YG,F (n) −→ YG
′,F ′(n)
(g1U, . . . , grU) 7−→ (g1, . . . , gr)U
′
est un isomorphisme de GF -varie´te´s-TnF , ou` YG
′,F ′(n) est vue comme une GF -varie´te´-
TnF via les isomorphismes pre´ce´dents.
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Une interpre´tation analogue s’en de´duit pour les varie´te´s XG,F (w). Cela montre que les
varie´te´s de Deligne-Lusztig ge´ne´ralise´es ne sont en fait que des varie´te´s de Deligne-Lusztig
ordinaires pour un groupe diffe´rent.
Le morphisme canonique
πn : Y(n) −→ X(w)
(g1U, . . . , grU) 7−→ (g1B, . . . , grB)
induit un isomorphisme de GF -varie´te´s
(5.3) Y(n)/TwF
∼
→X(w).
Pour voir cela, il faut se ramener au cas ou` r = 1 en utilisant la remarque 5.2, puis
appliquer la proposition 5.1 dans le cas ou` P = B, L = H = T, n = n1 et H
′ = {1}.
Puisque Y(n) est une GF -varie´te´-TwF , elle induit deux foncteurs entre cate´gories
de´rive´es qui seront note´s
Rn : D
b(ΛTwF ) −→ Db(ΛGF )
C 7−→ RΓc(Y(n))⊗
L
ΛTwF C
et
Sn : D
b(ΛTwF ) −→ Db(ΛGF )
C 7−→ RΓ(Y(n))⊗LΛTwF C.
Ce sont les foncteurs RG
F
TwF
(Y(n)) et SG
F
TwF
(Y(n)) de §3.2.
Le foncteur Rn induit une application line´aire entre les groupes de Grothendieck des
cate´gories Db(ΛTwF ) et Db(ΛGF ). Cette application sera note´e
Rn : K(ΛT
wF ) −→ K(ΛGF ).
Les varie´te´s X(w) et Y(n) ne de´pendent, a` isomorphisme pre`s, que des images de w
et n dans B [DiMiRo] :
Proposition 5.4. Soient v et w deux suites d’e´le´ments de W telles que σ(v) = σ(w).
Alors, les GF -varie´te´s X(w) et X(v) sont isomorphes. En particulier, une de´composition
re´duite de σ(w) dans B fournit une suite v ∈ Σ(S) telle que X(w) est isomorphe a` X(v).
De meˆme, soient m et n deux suites d’e´le´ments de NG(T) telles que σ˙(m)T = σ˙(n)T.
Alors, on a un isomorphisme de GF -varie´te´s-TnF entre Y(m) et Y(n). Par conse´quent,
il existe w ∈ Σ(S) telle que Y(n) est isomorphe a` Y(w˙).
De´monstration. Soit i tel que l(n¯in¯i+1) = l(n¯i) + l(n¯i+1). Alors, on a un isomorphisme de
GF -varie´te´s-TwF
Y(n)
∼
→Y(n1, . . . , ni−1, nini+1, ni+2, . . . , nr),(5.5)
(g1U, . . . , grU) 7→ (g1U, . . . , gi−1U, gi+1U, . . . , grU).
Ceci montre que Y(n) et Y(m) sont isomorphes lorsque σ˙(m) = σ˙(n).
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Supposons maintenant nr ∈ T. Soit t ∈ T tel que t
−1 nFt = nnr. Alors, on a un
isomorphisme de GF -varie´te´s-TwF
Y(n)
∼
→Y(n1, . . . , nr−1),
(g1U, . . . , grU) 7→ (g1tU, g2
n−11 tU, . . . , gr−1
n−1r−2···n
−1
1 tU).
On en de´duit donc que Y(n) et Y(m) sont isomorphes lorsque σ˙(m)T = σ˙(n)T. Puisque
X(w) ≃ Y(n)/TwF , lorsque w est l’image de n, on en de´duit aussi la premie`re partie de
la proposition.
Remarque 5.6. D’apre`s la proposition 5.4, l’e´tude des varie´te´s X(w) et Y(w˙) ou` w ∈
Σ(W ) se rame`ne au cas ou` w ∈ Σ(S).
Proposition 5.7. La varie´te´ Y(n) est quasi-affine, lisse et purement de dimension l(n).
Les stabilisateurs des points de Y(n) dans GF ×TnF sont des p-groupes.
De´monstration. La remarque 5.2 rame`ne la preuve de la proposition au cas de varie´te´s de
Deligne-Lusztig ordinaires. Alors, la quasi-affinite´ est due a` Haastert [Ha, the´ore`me 2.3]
et les autres proprie´te´s sont faciles [DeLu, §1.3].
Remarque 5.8. Il est connu que les varie´te´s Y(n) sont affines pour q1/δ assez grand
[DeLu, the´ore`me 9.7], mais ce re´sultat demeure inconnu pour q1/δ quelconque.
Remarque 5.9. Pour n ∈ NG(T), posons
Y∗(n) = {g(U ∩ nU) ∈ G/(U ∩ nU) | g−1F (g) ∈ nU}.
Alors, l’application canonique Y∗(n) → Y(n), g(U ∩ nU) 7→ gU est un isomorphisme
de GF -varie´te´s-TnF . On trouve dans la litte´rature indiffe´remment l’un ou l’autre de ces
mode`les.
Remarque 5.10. Puisque la varie´te´ X(w) est lisse, la dualite´ de Poincare´ fournit un
isomorphisme fonctoriel de ΛGF -modules
(5.11) ((RnM)
∗)op ≃ Sn ((M
∗)op) [−2l(w)]
pour tout tout ΛTwF -module M , libre sur Λ.
5.3. Liens entre les groupes G, G˜ et Gˆ. En identifiant les groupes de Weyl deG, G˜ et
Gˆ relatifs a` T, T˜ et Tˆ respectivement, nous noterons, lorsque w est une suite d’e´le´ments
de W , X˜(w) et Xˆ(w) les varie´te´s de´finies graˆce aux groupes G˜ et Gˆ respectivement. De
meˆme, si n est une suite d’e´le´ments de NG˜(T˜) ou de NGˆ(Tˆ), on de´finit des varie´te´s Y˜(n)
et Yˆ(n) et nous noterons R˜n et Rˆn les foncteurs associe´s aux varie´te´s Y˜(n) et Yˆ(n)
respectivement.
Dans ce paragraphe, nous allons rappeler les liens entre ces varie´te´s. Dans le cas des
varie´te´s X(w), X˜(w) et Xˆ(w), la comparaison est facile. Les morphismes canoniques
G→ G˜ et Gˆ→ G induisent des isomorphismes G/B
∼
→ G˜/B˜ et Gˆ/Bˆ
∼
→G/B, d’ou`
Proposition 5.12. Soit w une suite d’e´le´ments de W . Alors, les GF -varie´te´s X(w),
X˜(w) et Xˆ(w) sont canoniquement isomorphes.
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Les relations entre les varie´te´s Y(n), Y˜(n) et Yˆ(n), sont un peu plus complique´es.
Commenc¸ons par les varie´te´s Y˜(n).
Le produit fournit des isomorphismes canoniques G˜F ×GF G
F ∼→ G˜F et GF ×TwF
T˜wF
∼
→ G˜F . On en de´duit :
Proposition 5.13. Soit n une suite d’e´le´ments de NG(T). Alors on a des isomorphismes
canoniques
Y˜(n)
∼
→ G˜F ×GF Y(n)
∼
→Y(n)×TwF T˜
wF .
De´monstration. Graˆce a` la remarque 5.2, on peut supposer que n = (n1), ou` n1 ∈ NG(T).
Dans ce cas, la preuve est par exemple analogue a` [Bo, lemme 2.1.2 (b)].
Soit n une suite d’e´le´ments de NG(T). La proposition 5.13 a des conse´quences au niveau
des foncteurs Rn et R˜n. En effet, on en de´duit que
RΓc(Y˜(n)) ≃ ΛG˜
F ⊗ΛGF RΓc(Y(n)) dans D
b(ΛG˜F ⊗ ΛTwF )
et que
RΓc(Y˜(n)) ≃ RΓc(Y(n))⊗ΛTwF ΛT˜
wF dans Db(ΛGF ⊗ ΛT˜wF ).
Par suite, on a
(5.14) R˜n ◦ Ind
T˜wF
TwF ≃ Ind
G˜F
GF ◦Rn
et
(5.15) Rn ◦ Res
T˜wF
TwF ≃ Res
G˜F
GF ◦R˜n.
Remarque 5.16. Les isomorphismes (5.14) et (5.15) induisent les e´galite´s
(5.17) R˜n ◦ Ind
T˜wF
TwF = Ind
G˜F
GF ◦Rn
et
(5.18) Rn ◦ Res
T˜wF
TwF = Res
G˜F
GF ◦ R˜n.
Concernant les rapports entre les varie´te´s Yˆ(nˆ) et Y(n), nous avons le re´sultat suivant
(rappelons que ρ : Gˆ→ G de´signe la projection canonique) :
Proposition 5.19. Soit nˆ = (nˆ1, . . . , nˆr) une suite finie d’e´le´ments de NGˆ(Tˆ) et posons
n = (ρ(nˆ1), . . . , ρ(nˆr)). Alors, l’application ρ induit des isomorphismes de G
F -varie´te´s-
TwF
Yˆ(nˆ)/CF
∼
→Y(n) et CF \ Yˆ(nˆ)
∼
→Y(n).
De´monstration. Encore une fois, comme pour la proposition 5.13, on peut supposer que
n est une suite forme´e d’un seul e´le´ment. Dans ce cas, il suffit d’appliquer la proposition
5.1, en remplac¸ant le groupe G par Gˆ, P par Bˆ, L par Tˆ, n par nˆ1, le groupe H par
C, et le groupe H′ par {1}. Dans ce cas, la varie´te´ qui e´tait note´e Y devient la varie´te´
Yˆ(nˆ), tandis que X devient Y(n) et K = CF . Cela comple`te la preuve de la proposition
5.19.
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Si ResG
F
GˆF
: Db(ΛGF ) −→ Db(ΛGˆF ) de´signe le foncteur de restriction a` travers ρ, alors
la proposition 5.19 montre que
(5.20) Rˆnˆ ◦ Res
TwF
TˆwF
≃ ResG
F
GˆF
◦Rn.
Remarque 5.21. Tous les re´sultats e´nonce´s dans ce §5.3 restent vrais meˆme lorsque le
centre de G˜ n’est pas connexe ou lorsque les coracines de Gˆ ne sont pas injectives. D’autre
part, si Gˇ est un groupe alge´brique muni d’une isoge´nie F : Gˇ → Gˇ telle que F δ soit
l’endomorphisme de Frobenius associe´ a` une Fq-structure sur Gˇ, et si γ : Gˇ → G est
un morphisme de groupes alge´briques commutant avec F et induisant un isomorphisme
de groupes, alors les groupes finis GˇF et GF sont isomorphes via γ et γ induit des
e´quivalences e´quivariantes de sites e´tales entre les varie´te´s YGˇ(nˇ) et YG(n) (avec des
notations e´videntes). En particulier, on a RGˇnˇ ◦ Res
TnF
TˇnˇF
= ResG
F
GˇF
◦RGn .
6. Recollements
6.1. Construction. Dans ce paragraphe 6.1, et dans ce paragraphe seulement, nous sup-
poserons que G = Gˆ. Soient v et w deux suites d’e´le´ments de S¯ telles que v ≤ w. Nous
noterons w = (s1, . . . , sr) et v = (s
′
1, . . . , s
′
r). Posons
X(w;v) =
∐
v≤y≤w
X(y).
Puisque BsB
∐
B est une sous-varie´te´ ferme´e lisse de G pour tout s ∈ S (c’est meˆme
un sous-groupe parabolique de G), X(w;v) est une sous-varie´te´ localement ferme´e lisse
de (G/B)r. Nous allons ici construire un reveˆtement e´tale (en ge´ne´ral non trivial) de la
varie´te´ X(w;v) en recollant des quotients des varie´te´s Y(y˙) pour v ≤ y ≤ w.
Soit α ∈ ∆. Alors, Us˙αU = Us˙αUα(U ∩
sαU). Cela montre que
Us˙αUTα∨
∐
UTα∨ = Gα(U ∩
sαU) = GαU.
En particulier, c’est une sous-varie´te´ lisse localement ferme´e de G. Pour 1 ≤ i ≤ r, on
pose
U (i)w,v =
{
Gαw,iU si i ∈ Iw,v,
Us˙iU sinon
ou` Iw,v a e´te´ de´fini au §4.4.2.
On de´finit alors la varie´te´
Y′(w;v) =
{
(g1U, . . . , grU) ∈ (G/U)
r | g−1i gi+1 ∈ U
(i)
w,v pour 1 ≤ i ≤ r − 1
et g−1r F (g1) ∈ U
(r)
w,v}.
C’est une sous-varie´te´ localement ferme´e lisse de (G/U)r, sur laquelle le groupe GF agit
diagonalement par multiplication a` gauche. De plus, nous avons un morphisme canonique
de GF -varie´te´s π′w,v : Y
′(w;v)→ X(w;v) induit par la projection (G/U)r → (G/B)r.
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D’autre part, pour (g1U, . . . , grU) ∈ Y
′(w;v) et pour (t1, . . . , tr) ∈ T
r, alors
(g1t1U, . . . , grtrU) ∈ Y
′(w;v) si et seulement si (t1, . . . , tr) ∈ Sw,v.
Lemme 6.1. L’application canonique Y′(w;v)/Sw,v → X(w;v) induite par π
′
w,v est un
isomorphisme de GF -varie´te´s.
De´monstration. Puisque le morphisme est bijectif et que X(w;v) est lisse, il suffit de
ve´rifier que c’est un isomorphisme au-dessus de l’ouvert X(w). Cela re´sulte alors de la
remarque 5.2 et de la proposition 5.1 applique´e au groupe G′ = Gr muni de l’isoge´nie
de´finie dans la remarque 5.2, avec P = Br, L = H = Tr, n = w˙, et H′ = T
(1)
w,v×· · ·T
(r)
w,v.
Il faut noter qu’alors K = Sw,v.
De´finissons
(6.2) Y(w;v) = Y′(w;v)/S◦w,v,
et notons πw,v : Y(w,v) → X(w,v) le morphisme de G
F -varie´te´s induit par π′w,v. Le
lemme 6.1 montre que πw,v est un (Sw,v/S
◦
w,v)-torseur.
Conside´rons maintenant une suite y telle que v ≤ y ≤ w. Alors, l’injection canonique
Y(y˙) →֒ Y′(w;v) est un morphisme de GF -varie´te´s-TyF : ici, Y(w;v) est vue comme
une varie´te´-TyF via le morphisme µy : T
yF →֒ Sw,v de´fini dans le §4.4.3. Puisque
µy(T
yF ) ∩ S◦w,v = µy(Ny(Yw,v)),
(cf proposition 4.11 (4)), cela induit un morphisme de GF -varie´te´s-(TyF/Ny(Yw,v))
Y(y˙)/Ny(Yw,v) −→ Y(w;v).
Lemme 6.3. L’image du morphisme Y(y˙)→ Y(w;v) est e´gale a` π−1w,v(X(y)). Ce mor-
phisme induit un isomorphisme de GF -varie´te´s-(TyF/Ny(Yw,v))
Y(y˙)/Ny(Yw,v)
∼
→ π−1w,v(X(y)).
De´monstration. L’application Y(y˙) → X(y) est surjective. Donc, d’apre`s le lemme 6.1,
l’application
Y(y˙)×µy(TyF ) Sw,v
∼
→ π′−1w,v(X(y))
(γ, τ) 7→ γ.τ
est un isomorphisme de varie´te´s. Le re´sultat de´coule alors de ce que
Sw,v = µy(T
yF ) · S◦w,v,
ce qui est de´montre´ dans la proposition 4.11 (2).
6.2. Le cas ge´ne´ral. Revenons maintenant au cas ge´ne´ral : nous ne supposons plus que
G = Gˆ. Le lecteur aura remarque´ que le lemme 6.3 n’est plus ne´cessairement vrai (nous
avons utilise´ la proposition 4.11 (4), qui n’est pas vraie en ge´ne´ral). C’est pourquoi nous
allons devoir passer par le groupe Gˆ pour de´finir un bon reveˆtement de la varie´te´ X(w;v).
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Notons Yˆ′(w;v) (respectivement Sˆw,v) la varie´te´ (respectivement le groupe diagonal-
isable) de´finie (respectivement de´fini) dans le groupe Gˆ comme l’a e´te´ Y′(w;v) (respec-
tivement Sw,v) dans le paragraphe pre´ce´dent. Nous posons alors :
(6.4) Y(w;v) = Yˆ′(w;v)/(Sˆ◦w,v ·C
F ),
le groupe CF agissant diagonalement sur (Gˆ/Bˆ)r par multiplication. Notons πw,v :
Y(w;v)→ X(w;v) le morphisme canonique : c’est un (Sˆw,v/(Sˆ
◦
w,v ·C
F ))-torseur.
Compte tenu des propositions 5.12 et 5.19 et du lemme 6.3, nous de´duisons le re´sultat
suivant.
The´ore`me 6.5. Le morphisme de GF -varie´te´s
πw,v : Y(w;v)→ X(w;v)
est un TwF/Nw(Yw,v)-torseur e´tale. De plus, pour v ≤ y ≤ w, l’application canonique
Y(y˙)→ Y(w;v) induit un isomorphisme Y(y˙)/Ny(Yw,v)
∼
→ π−1w,v(X(y)) de G
F -varie´te´s-
(TyF/Ny(Yw,v)) rendant commutatif le diagramme suivant
(6.6)
Y(y˙)/Ny(Yw,v)
∼
//
πy
&&M
MM
MM
MM
MM
MM
MM
MM
MM
MM
MM
MM
π−1w,v(X(y))

  // Y(w;v)
πw,v

X(y) 

// X(w;v)
Remarque 6.7. Dans le diagramme 6.6, le reveˆtement e´tale Y(y˙)/Nx(Yw,v)→ X(y) est
un TyF/Ny(Yw,v)-torseur, alors que le reveˆtement e´tale πw,v : π
−1
w,v(X(y)) → X(y) est
quant a` lui un TwF/Nw(Yw,v)-torseur. Ces descriptions sont compatibles, via l’isomor-
phisme canonique TyF/Ny(Yw,v)
∼
→TwF/Nw(Yw,v) (cf proposition 4.11).
6.3. Recollement de recollements. Soient v ≤ x ≤ y ≤ w. La varie´te´ X(y;x)
est une sous-varie´te´ localement ferme´e de X(w;v) et π−1w,v(X(y;x)) → X(y;x) est un
TwF/Nw(Yw,v)-torseur e´tale.
D’autre part, πy,x : Y(y;x) → X(y;x) est un T
yF/Ny(Yy,x)-torseur e´tale. D’apre`s
le corollaire 4.5, on a Yy,x⊂Yw,v. Par conse´quent, T
yF/Ny(Yw,v) est un quotient de
TyF/Ny(Yy,x) et le morphisme canonique Y(y;x)/
(
Ny(Yw,v)/Ny(Yy,x)
)
→ X(y;x) est
un TyF/Ny(Yw,v)-torseur e´tale. Mais d’apre`s la proposition 4.4 (4), on a un isomorphisme
canonique
TyF/Ny(Yw,v) ≃ T
wF/Nw(Yw,v).
Par conse´quent, nous avons construit deux TwF/Nw(Yw,v)-torseurs e´tales au-dessus de
X(y;x). Le corollaire suivant montre qu’ils sont en fait isomorphes.
Corollaire 6.8. Le morphisme canonique Y(y;x) → Y(w;v) induit un isomorphisme
GF -e´quivariant de TwF/Nw(Yw,v)-torseurs e´tales
Y(y;x)/
(
Ny(Yw,v)/Ny(Yy,x)
) ∼
→ π−1w,v(X(y;x))
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au-dessus de X(y;x).
De´monstration. Le morphisme canonique provient de l’inclusion Y′(y;x) →֒ Y′(w;v).
Il est clair que son image est e´gale a` la varie´te´ lisse π−1w,v(X(y;x)). Pour de´montrer le
corollaire 6.8, il suffit de de´montrer que le morphisme
Y(y;x)/
(
Ny(Yw,v)/Ny(Yy,x)
)
−→ π−1w,v(X(y;x))
ainsi de´fini induit un isomorphisme au-dessus d’un ouvert deX(y;x). On peut par exemple
prendre l’ouvert X(y) de X(y;x). Mais ce fait re´sulte de la commutativite´ du diagramme
du the´ore`me 6.5.
Nous re´sumons le corollaire 6.8 dans le diagramme commutatif suivant :
Y(y;x) //
''PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
πy,x
  @
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
Y(y;x)/
(
Ny(Yw,v)/Ny(Yy,x)
)
∼

π−1w,v(X(y;x))
  //

Y(w;v)
πw,v

X(y;x) 

// X(w;v).
6.4. Remarques. Pour construire le reveˆtement πw,v : Y(w;v) → X(w;v), il a e´te´
ne´cessaire de passer par un groupe Gˆ dont les coracines sont injectives et tel qu’il existe
un tore central F -stable C de Gˆ tel que G ≃ Gˆ/C. Disons dans ce paragraphe qu’une
paire (Gˆ,C) ve´rifiant ces proprie´te´s est sympathique.
Le lecteur pourra ve´rifier que, dans le cas ou` G = PGL2(F) et ou` p 6= 2, alors on
ne peut effectuer directement la construction dans G. En effet, on obtiendrait ainsi un
reveˆtement connexe de Y(s; 1) (ici, s de´signe l’unique re´flexion simple de W ), alors que
l’on attend un reveˆtement non connexe. Il est donc ne´cessaire de passer par Gˆ = GL2(F).
Soient (Gˆ1,C1) et (Gˆ2,C2) deux paires sympathiques et Gˆ0 le produit fibre´ de Gˆ1 et
Gˆ2 au-dessus de G. On note Yˆi(w;v) la varie´te´ de´finie dans Gˆi comme Y(w;v) a e´te´
de´finie dans G lorsque les coracines de G sont injectives. La paire (Gˆ0,C1×C2) est sym-
pathique et Yˆi(w;v)
∼
→ Yˆ0(w;v)/C
F
j , ou` {i, j} = {1, 2}. Cela fournit un isomorphisme
Yˆ1(w;v)/C
F
1 ≃ Yˆ2(w;v)/C
F
2 . On en de´duit que la varie´te´ Y(w;v) ne de´pend pas du
choix de Gˆ, a` isomorphisme unique pre`s.
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7. Calculs de monodromie
Nous allons appliquer ici les re´sultats du paragraphe pre´ce´dent au calcul des images
directes supe´rieures (dans une compactification lisse adapte´e) des faisceaux localement
constants sur les varie´te´sX(w) provenant du reveˆtement e´taleY(w˙)→ X(w). Le re´sultat
(le the´ore`me 7.7), ge´ne´ralise [DeLu, lemme 9.13]. Nous obtiendrons comme conse´quences
des re´sultats sur les foncteurs de Deligne-Lusztig (cf §8.2).
Dans toute cette section, nous supposons que Λ est un corps.
On fixe dans cette section une suite w d’e´le´ments de S¯.
Soient v, x et y des suites d’e´le´ments de S¯ telles que v ≤ x ≤ y ≤ w. Nous noterons
jw;vy;x : X(y;x) →֒ X(w;v) l’injection canonique. Pour simplifier, nous remplacerons,
lorsque y = x, l’indice ou l’exposant y;x par y. D’autre part, nous posons
X(x) =
∐
x′≤x
X(x′)
( = X(x; (1, . . . , 1)) ).
Si v = (1, . . . , 1), nous remplacerons l’indice ou l’exposant x;v par x. Par exemple, jxy
de´signe l’injection canonique X(y) →֒ X(x).
La compactification de X(x) ainsi construite posse`de de bonnes proprie´te´s [DeLu,
lemme 9.11] :
Lemme 7.1. La varie´te´ X(x) est projective lisse et le comple´mentaire de X(x) est un
diviseur a` croisements normaux
⋃
vX(v) ou` v de´crit l’ensemble des suites telles que v ≤ x
et l(x)− l(v) = 1.
Nous noterons
Fy;x : Db(ΛTyF/Ny(Yy,x))→ D
b
Λ(X(y;x))
le foncteur FY(y;x)
TyF /Ny(Yy;x)
de´fini au §3.2. Nous fixons aussi dans cette section un caracte`re
line´aire θ : TwF → Λ×. Si wθ ≤ x ≤ y ≤ w, il re´sulte de §4.4.2 que θ de´finit un caracte`re
line´aire θy;x du groupe T
yF/Ny(Yy,x) (pour la de´finition de wθ, voir §4.4.2). Nous noterons
Fy;xθ le faisceau localement constant F
y;x(Λθy;x) sur la varie´te´ X(y;x). Compte tenu du
corollaire 6.8 et de la proposition 4.11 (3), Fy;xθ est la restriction de F
w;wθ
θ a` X(y;x). En
d’autres termes,
(7.2) Fy;xθ ≃ (j
w;wθ
y;x )
∗Fw;wθθ .
Comme explique´ dans l’introduction de cette section, nous allons calculer ici les fais-
ceaux Ri(jww)∗F
w
θ . La proposition suivante combine un re´sultat fondamental de Deligne et
Lusztig [DeLu, lemme 9.13] et une conse´quence imme´diate de la construction des varie´te´s
Y(w;v).
Proposition 7.3. Soient v, v′ et x des suites d’e´le´ments de S¯ telles que wθ ≤ v ≤ x et
v′ < v.
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(1) Si v est le plus petit e´le´ment tel que v′ ≤ v et wθ ≤ v, alors le faisceau F
x
θ
se ramifie le long de chaque composante du diviseur X(x;v′) −X(x;v) et le morphisme
canonique (jx;v
′
x;v )!F
x;v
θ
∼
→R(jx;v
′
x;v )∗F
x;v
θ est un isomorphisme.
(2) Si wθ ≤ v
′, alors le faisceau Fxθ ne se ramifie pas le long du diviseur X(x;v
′) −
X(x;v).
De´monstration. On a
X(x;v′)−X(x;v) =
⋃
x′
X(x′;v′)
ou` v′ ≤ x′ ≤ x, v 6≤ x′ et l(x′) = l(x)− 1.
Sous l’hypothe`se de (1), on a wθ 6≤ x
′. D’apre`s [DeLu, lemme 9.13] (la preuve, faite
pour des Q¯ℓ-faisceaux reste valable pour des Λ-faisceaux), le faisceau F
x
θ se ramifie le long
du diviseur X(x′) de X¯(x), i.e., la restriction de (jxx)∗F
x
θ a` X(x
′) est nulle. On en de´duit
que Fx;vθ se ramifie le long du diviseur X(x
′;v′). Par conse´quent, le morphisme canonique
(jx;v
′
x;v )!F
x;v
θ → (j
x;v′
x;v )∗F
x;v
θ est un isomorphisme. L’annulation des R
i(jx;v
′
x;v )∗F
x;v
θ pour
i > 0 re´sulte de [SGA41
2
, exemple 1.19.1 p.180] (on utilise ici le lemme 7.1 et la proprie´te´
de Fx;vθ d’eˆtre mode´re´ment ramifie´), d’ou` (1).
(2) de´coule directement de 7.2.
De´finissons maintenant quelques sous-cate´gories de DbΛ(X(w)). Prenons wθ ≤ y. On
pose
A1≤y(θ) = {(j
w
x )!F
x
θ | wθ ≤ x ≤ y},
A1<y(θ) = {(j
w
x )!F
x
θ | wθ ≤ x < y},
A2≤y(θ) = {(j
w
x;x′)!F
x;x′
θ | wθ ≤ x
′ ≤ x ≤ y},
A2<y(θ) = {(j
w
x;x′)!F
x;x′
θ | wθ ≤ x
′ ≤ x < y},
A3≤y(θ) = {(j
w
x;wθ
)!F
x;wθ
θ | wθ ≤ x ≤ y},
A3<y(θ) = {(j
w
x;wθ
)!F
x;wθ
θ | wθ ≤ x < y},
A4≤y(θ) = {R(j
w
x )∗F
x
θ | wθ ≤ x ≤ y},
A4<y(θ) = {R(j
w
x )∗F
x
θ | wθ ≤ x < y},
A5≤y(θ) = {R(j
w
x;x′)∗F
x;x′
θ | wθ ≤ x
′ ≤ x ≤ y},
A5<y(θ) = {R(j
w
x;x′)∗F
x;x′
θ | wθ ≤ x
′ ≤ x < y},
A6≤y(θ) = {R(j
w
x;wθ
)∗F
x;wθ
θ | wθ ≤ x ≤ y},
et A6<y(θ) = {R(j
w
x;wθ
)∗F
x;wθ
θ | wθ ≤ x < y}.
Si (i, ∗) ∈ {1, 2, 3, 4, 5, 6}×{≤ y, < y}, nous noteronsAi∗(θ) la sous-cate´gorie deD
b
Λ(X(w))
engendre´e par Ai∗(θ).
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Proposition 7.4. Pour ∗ ∈ {≤ y, < y}, on a
A1∗(θ) = A
2
∗(θ) = A
3
∗(θ) = A
4
∗(θ) = A
5
∗(θ) = A
6
∗(θ).
De´monstration. Notons pour commencer que le morphisme canonique
(jwx;wθ)!F
x;wθ
θ
∼
→R(jwx;wθ)∗F
x;wθ
θ
est un isomorphisme (proposition 7.3 (1)), donc A3∗(θ) = A
6
∗(θ).
Notons que A1∗(θ)⊂A
2
∗(θ) et A
3
∗(θ)⊂A
2
∗(θ).
Prenons wθ ≤ v
′ ≤ v ≤ x ≤ w avec l(v) = l(v′)+1. Soit x′ ≤ x tel que v′ ≤ x′, v 6≤ x′
et l(x′) = l(x)− 1. On a X(x;v′)−X(x;v) = X(x′;v′), d’ou` on de´duit une suite exacte
(1) 0→ (jwx;v)!F
x;v
θ → (j
w
x;v′)!F
x;v′
θ → (j
w
x′;v′)!F
x′;v′
θ → 0.
Par conse´quent, (jwx;v′)!F
x;v′
θ est dans la sous-cate´gorie engendre´e par les (j
w
x′′;v′′)!F
x′′;v′′
θ ,
ou` l(x′′) − l(v′′) < l(x) − l(v′) et wθ ≤ v
′′ ≤ x′′ ≤ x. Par re´currence, on en de´duit que
A2∗(θ)⊂A
1
∗(θ).
On de´duit aussi de la suite exacte (1) que (jwx;v)!F
x;v
θ est dans la sous-cate´gorie en-
gendre´e par les (jwx′′;v′′)!F
x′′;v′′
θ , ou` v
′′ < v et x′′ ≤ x. Par re´currence, on en de´duit que
A2∗(θ)⊂A
3
∗(θ).
On a donc de´montre´ que A1∗(θ) = A
2
∗(θ) = A
3
∗(θ).
Le the´ore`me de purete´ cohomologique [Mi, chapitre VI, the´ore`me 5.1] fournit un triangle
distingue´
Fx;v
′
θ → R(j
x;v′
x;v )∗F
x;v
θ → (j
x;v′
x′;v′)!F
x′;v′
θ [−1] 
d’ou`
R(jwx;v′)∗F
x;v′
θ → R(j
w
x;v)∗F
x;v
θ → R(j
w
x′;v′)∗F
x′;v′
θ [−1] .
On prouve alors, comme pre´ce´demment, que A4∗(θ) = A
5
∗(θ) = A
6
∗(θ).
Remarque 7.5. Notons que la dualite´ de Verdier e´change les cate´goriesAi∗(θ) etA
i
∗(θ
−1).
Corollaire 7.6. Le coˆne du morphisme canonique de complexes (jww)!F
w
θ −→ R(j
w
w)∗F
w
θ
est dans la sous-cate´gorie Ai<w(θ) pour tout i ∈ {1, 2, 3, 4, 5, 6}.
De´monstration. D’apre`s la proposition 7.4, ce coˆne appartient a` la cate´gorie A1≤w(θ).
D’autre part, son support est contenu dans le comple´mentaire de X(w) dans X(w), d’ou`
le re´sultat.
The´ore`me 7.7. Soit i un entier naturel. Alors
(jwv )
∗
(
Ri(jww)∗F
w
θ
)
≃


(Fvθ )
⊕(l(w)−l(v)i ) si v ∈ I(w, θ),
0 sinon.
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De´monstration. Factorisons l’immersion ouverte jww de la manie`re suivante
X(w)
j1
// X(w;wθ)
j2
// X(w).
D’apre`s la proposition 7.4, le support du complexe R(jww)∗F
w
θ est contenu dans X(w;wθ),
ce qui montre que
(1) R(jww)∗F
w
θ ≃ (j2)! R(j1)∗F
w
θ .
Mais, Fwθ
∼
→ j∗1F
w;wθ
θ , par conse´quent, d’apre`s le lemme 12.2,
(2) R(j1)∗F
w
θ
∼
→ (R(j1)∗ΛX(w))⊗Λ F
w;wθ
θ .
Le the´ore`me 7.7 de´coule alors imme´diatement de (1) et (2), en appliquant les lemmes 7.1
et 12.7.
8. Induction de Deligne-Lusztig et se´ries rationnelles
Nous allons appliquer les re´sultats de la section pre´ce´dente aux foncteurs de Lusztig.
Pour cela, nous ferons l’hypothe`se suivante.
8.1. Orthogonalite´. Soient (w, θ) et (w′, θ′) deux e´le´ments de ∇(T,W, F ).
Le re´sultat suivant ge´ne´ralise [DeLu, the´ore`me 6.2] qui conside`re le cas Λ = K et la
conjugaison ge´ome´trique.
The´ore`me 8.1. Si (w, θ) et (w′, θ′) sont dans deux se´ries rationnelles diffe´rentes, alors
(Rw˙ΛT
wFeθ−1)
op ⊗LΛGF Rw˙′ΛT
w′F eθ′ = 0.
De´monstration. Par la formule des coefficients universels, il suffit de de´montrer le the´ore`me
lorsque Λ est un corps, ce que nous supposerons dans la suite. Commenc¸ons par de´montrer
la proposition lorsque le centre de G est connexe (lorsque Λ = K, c’est [DeLu, the´ore`me
6.2]). Dans ce cas, (w, θ) et (w′, θ′) ne sont pas ge´ome´triquement conjugue´s (cf remarque
4.3).
D’apre`s le lemme 3.2 et la proposition 5.7, on a un isomorphisme dans Db(Λ(TwF ×
Tw
′F ))
RΓc((Y(w˙)×Y
′(w˙′))/∆(GF ))
∼
→RΓc(Y(w˙))
op ⊗LΛGF RΓc(Y(w˙
′)).
La preuve est alors similaire a` celle de [DeLu, the´ore`me 6.2] : on se rame`ne a` prouver
l’assertion suivante.
Soit X une varie´te´ munie d’une action d’un groupe alge´brique H contenant TwF ×
Tw
′F . On suppose le caracte`re θ−1 × θ′ non trivial sur Q = (TwF × Tw
′F ) ∩H◦. Alors,
(eθ−1 ⊗Λ eθ′)RΓc(X) = 0.
De´montrons donc cette assertion. D’apre`s [DeLu, proposition 6.4], le groupe connexe
H◦ agit trivialement sur H∗c (X). Puisque Res
TwF×Tw
′F
Q (θ
−1 × θ′) n’est pas dans le bloc
principal de ΛQ, on a
RHom•ΛQ(ΛT
wFeθ−1 ⊗Λ ΛT
w′Feθ′ ,RΓc(X)) = 0,
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donc
RHom•
Λ(TwF×Tw′F )
(IndT
wF×Tw
′F
Q
(
ΛTwFeθ−1 ⊗Λ ΛT
w′F eθ′
)
,RΓc(X)) = 0
et a fortiori
RHom•
Λ(TwF×Tw′F )
(ΛTwFeθ−1 ⊗Λ ΛT
w′F eθ′,RΓc(X)) = 0.
Revenons maintenant a` G quelconque. Soit A (respectivement A′) l’ensemble des car-
acte`res line´aires de T˜wF (respectivement T˜w
′F ) e´tendant θ (respectivement θ′).
Le complexe
C =
(
Rw˙(ΛT
wFeθ−1)
)op
⊗LΛGF Rw˙′(ΛT
w′F eθ′)
est un facteur direct du complexe
C˜ =
(
IndG˜
F
GF Rw˙(ΛT
wFeθ−1)
)op
⊗L
ΛG˜F
(
IndG˜
F
GF Rw˙′(ΛT
w′Feθ′)
)
.
De plus, d’apre`s (5.14), on a
IndG˜
F
GF Rw˙(ΛT
wFeθ−1) ≃ R˜w˙(ΛT˜
wFeθ−1)
et IndG˜
F
GF Rw˙′(ΛT
w′F eθ′) ≃ R˜w˙(ΛT˜
w′Feθ′).
Mais
ΛT˜wFeθ−1 =
⊕
θ˜∈A
ΛT˜wFeθ˜−1
et ΛT˜w
′F eθ′ =
⊕
θ˜′∈A′
ΛT˜w
′F eθ˜′.
Par conse´quent,
C˜ ≃
⊕
θ˜∈A
θ˜′∈A′
(
R˜w˙(ΛT˜
wFeθ˜−1)
)op
⊗L
ΛG˜F
R˜w˙′(ΛT˜
w′F eθ˜′).
Puisque (w, θ) et (w′, θ′) ne sont pas dans la meˆme se´rie rationnelle, les paires (w, θ˜) et
(w′, θ˜′) ne sont pas ge´ome´triquement conjugue´es dans G˜ pour tous θ˜ ∈ A et θ˜′ ∈ A′. On
a alors C˜ = 0 d’apre`s la premie`re partie de la preuve, ce qui implique que C = 0.
Corollaire 8.2. Si (w, θ) et (w′, θ′) appartiennent a` deux se´ries rationnelles diffe´rentes
de ∇(T,W, F ), alors
(Rw˙Λθ−1)
op ⊗LΛGF Rw˙′Λθ′ = 0.
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8.2. Profondeur. Dans toute cette section §8.2, nous supposerons que Λ est un corps.
En appliquant le foncteur RΓ(X(w),−) a` l’e´nonce´ du corollaire 7.6, on obtient :
The´ore`me 8.3. Soit w ∈ Σ(S¯) et θ un caracte`re line´aire de TwF . Alors, le coˆne du
morphisme canonique Rw˙Λθ → Sw˙Λθ est dans la sous-cate´gorie triangule´e de D
b(ΛGF )
engendre´e par les complexes Rx˙Λθx ou` x ∈ I(w, θ) et x < w.
Corollaire 8.4. Soit w ∈ Σ(S¯) et θ un caracte`re line´aire de TwF . Alors, le coˆne du
morphisme canonique Rw˙Λθ → Sw˙Λθ est dans la sous-cate´gorie triangule´e de D
b(ΛGF )
engendre´e par les complexes Rx˙Λθ′ ou` (x, θ
′)≡W (w, θ) et x < w.
De´monstration. Le corollaire de´coule du the´ore`me 8.3 et du corollaire 4.6.
Corollaire 8.5. Si (w, θ) et (w′, θ′) appartiennent a` deux se´ries rationnelles diffe´rentes
de ∇(T,W, F ), alors
RHom•ΛGF
(
Sw˙ΛT
wFeθ,Sw˙′ΛT
w′F eθ′
)
= 0.
De´monstration. La proposition 5.4 permet de se ramener au cas ou` w,w′ ∈ Σ(S¯).
On a un isomorphisme
RHom•ΛGF
(
Sw˙ΛT
wFeθ,Sw˙′ΛT
w′Feθ′
)
≃ (Sw˙ΛT
wFeθ)
∗ ⊗LΛGF Sw˙′ΛT
w′Feθ′ .
D’apre`s (5.11), on a
(Sw˙ΛT
wFeθ)
∗ ≃ (Rw˙ΛT
wFeθ−1)
op[2l(w)].
Le corollaire 8.5 re´sulte alors du the´ore`me 8.1 et du fait que Sw˙′ΛT
w′F eθ′ est dans la
cate´gorie engendre´e par les Rx˙ΛT
xFeθ1 , ou` (x, θ1) appartient a` la meˆme se´rie rationnelle
que (w′, θ′) (corollaire 8.4).
On a un accouplement parfait
<,> : K(ΛGF )×K(ΛGF -proj) −→ Z
([M ], [P ]) 7−→ dim(HomΛGF (P,M)).
D’apre`s [DeLu, proposition 7.5], on a
(8.6) |W | · [ΛGF ] =
∑
w∈W
(−1)l(w)
|GF |p′
|TwF |
[R(w˙)ΛT
wF ].
En appliquant (5.11), on obtient
(8.7) |W | · [ΛGF ] =
∑
w∈W
(−1)l(w)
|GF |p′
|TwF |
[S(w˙)ΛT
wF ].
Par conse´quent, si M est un ΛGF -module simple, il existe ((w˙), θ) ∈∇(T,W, F ) tel que
< [M ], [S(w˙)ΛT
wFeθ] > 6= 0.
On a donc :
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Lemme 8.8. Si M est un ΛGF -module simple, il existe (w, θ) ∈∇(T,W, F ) tel que
RHom•ΛGF (Sw˙ΛT
wFeθ,M) 6= 0.
Remarque 8.9. Il serait souhaitable de trouver une preuve plus directe de ce lemme.
Proposition 8.10. Si M est un ΛGF -module simple et si w est une suite d’e´le´ments de
W avec l(w) minimal telle que
RHom•ΛGF (Sw˙ΛT
wF ,M) 6= 0,
alors la cohomologie du complexe RHom•ΛGF (Sw˙ΛT
wF ,M) est concentre´e en degre´ −l(w).
De´monstration. La proposition 5.4 permet de se ramener au cas ou` w ∈ Σ(S¯). D’apre`s
(5.11), on a
RHomΛGF (Sw˙ΛT
wF ,M) ≃ (Rw˙ΛT
wF )op ⊗LΛGF M [2l(w)].
Cela montre que, si v < w, alors
(Rv˙ΛT
vF )op ⊗LΛGF M = 0.
Donc, pour tout caracte`re line´aire θ : TvF → Λ×, on a
(Rv˙Λθ)
op ⊗LΛGF M = 0.
Mais, d’apre`s le the´ore`me 8.3, le coˆne du morphisme canonique Rw˙ΛT
wF → Sw˙ΛT
wF
est dans la sous-cate´gorie engendre´e par les Rv˙Λθ ou` v < w et θ est un caracte`re line´aire
de TvF . Par suite, le morphisme
(Rw˙ΛT
wF )op ⊗LΛGF M −→ (Sw˙ΛT
wF )op ⊗LΛGF M
est un isomorphisme. La preuve de la proposition 8.10 est alors comple´te´e par le lemme
12.6 et la proposition 5.7.
Remarque 8.11. Comme nous l’a fait remarquer Marc Cabanes, on peut en fait de´montrer
directement que RHom•ΛGF (Sw˙ΛT
wF , (M∗)op) 6= 0. En effet,
RHom•ΛGF (Sw˙ΛT
wF , (M∗)op) ≃ RHom•ΛGF ((Sw˙ΛT
wF )∗)op,M)
car Sw˙ΛT
wF est parfait. Maintenant, la dualite´ de Poincare´ fournit
RHom•ΛGF ((Sw˙ΛT
wF )∗)op,M) ≃ RHom•ΛGF (Rw˙ΛT
wF ),M)
d’ou` le re´sultat annonce´. Par conse´quent, l’application du lemme 12.6 se fait dans un cas
ou` M et (M∗)op ve´rifient les hypothe`ses. Le re´sultat d’Haastert (cf remarque 12.4) suffit
alors.
La proposition suivante fournit plusieurs caracte´risations d’un e´le´ment w de longueur
minimale :
Proposition 8.12. Soit M un ΛGF -module simple et soit (w, θ) ∈ ∇(T,W, F ). Les
proprie´te´s suivantes sont e´quivalentes :
(a) (w, θ) est de longueur minimale tel que < [M ], [Rw˙ΛT
wFeθ] > 6= 0 ;
(b) (w, θ) est de longueur minimale tel que RHom•ΛGF (Rw˙ΛT
wF eθ,M) 6= 0 ;
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(c) (w, θ) est de longueur minimale tel que RHom•ΛGF (M,Rw˙ΛT
wF eθ) 6= 0 ;
(d) (w, θ) est de longueur minimale tel que RHom•ΛGF (Sw˙ΛT
wFeθ,M) 6= 0 ;
(e) (w, θ) est de longueur minimale tel que RHom•ΛGF (M,Sw˙ΛT
wFeθ) 6= 0 ;
(f) Un e´nonce´ parmi (a), (b), (c), (d) ou (e) en remplac¸ant eθ par eθ−1 et M par
(M∗)op.
De´monstration. D’apre`s le corollaire 8.4, le coˆne du morphisme canonique Rw˙ΛT
wFeθ →
Sw˙ΛT
wFeθ est dans la sous-cate´gorie engendre´e par les Rw˙ΛT
w′F avec w′ < w. Ceci
de´montre l’e´quivalence de (b) et (d) et de (c) et (e).
Soit C un complexe borne´ de ΛGF -modules projectifs, sans facteur direct non nul
homotope a` 0. Alors, RHom•(C,M) 6= 0 si et seulement si RHom•(M,C) 6= 0, si et
seulement si une enveloppe projective de M est facteur direct d’une des composantes de
C. Cette remarque de´montre l’e´quivalence entre (b) et (c) et entre (d) et (e).
L’e´quivalence entre (a) et (d) re´sulte de la proposition 8.10. L’e´quivalence avec les
e´nonce´s de (f) re´sulte de (5.11).
Remarque 8.13. Il n’est pas difficile de voir que si w ve´rifie les proprie´te´s de la propo-
sition, alors σ(w) est dans σ(W ) et son image dans W est de longueur minimale dans sa
classe de F -conjugaison (car [Rw˙ΛT
wFeθ] ne de´pend que de la classe de F -conjugaison
de l’image de w dans W ). Il est sans doute vrai que l’image de w dans W est dans une
F -classe de conjugaison de W ne de´pendant que de M . C’est un re´sultat connu lorsque
Λ = K [DiMiRo]. La preuve, qui requiert l’e´tude des valeurs propres de l’endomorphisme
de Frobenius sur le cohomologie, ne semble pas s’e´tendre a` Λ = k.
9. Engendrement de ΛGF -parf
9.1. Engendrement de cate´gories de complexes parfaits. Soit A une alge`bre libre
de type fini sur un anneau local complet O, d’ide´al maximal m et de corps re´siduel O¯.
Soit E un ensemble fini de complexes parfaits de A, muni d’une relation de pre´ordre
partiel.
Lemme 9.1. Supposons que pour tout A-module simple M , il existe C ∈ E tel que
RHom•Db(A⊗OO¯)(C ⊗
L
O O¯,M) 6= 0 et que si C est minimal avec cette proprie´te´, alors
la cohomologie du complexe RHom•Db(A⊗OO¯)(C ⊗
L
O O¯,M) est concentre´e en degre´ 0.
Alors, A-parf est engendre´e par E.
De´monstration. Nous noterons C¯ = C ⊗LO O¯ pour C un complexe de A-modules. Soit
C ∈ E. On note S(≤ C) (respectivement S(< C)) l’ensemble des classes d’isomorphisme
de A-modules simples M tels qu’il existe C ′ ∈ E tel que C ′ ≤ C (respectivement C ′ < C)
et RHom•(C¯ ′,M) 6= 0.
Quitte a` remplacer les e´le´ments de E par des complexes quasi-isomorphes, on peut
supposer, et on le fera, que ce sont des complexes borne´s de modules projectifs sans
facteurs directs non nuls homotopes a` 0. Alors, pour C ∈ E et pour M simple, on a
RHom•(C¯,M [i]) 6= 0 si et seulement si une enveloppe projective PM de M est facteur
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direct de C−i. Lorsque ces conditions e´quivalentes sont ve´rifie´es, on a M ∈ S(≤ C).
Lorsqu’en plus i 6= 0, alors M ∈ S(< C).
Soit 〈E〉 la sous-cate´gorie de Kb(A-proj) engendre´e par E.
Conside´rons l’assertion suivante :
(⋆C) Pour M ∈ S(≤ C), alors PM est dans 〈E〉.
Notons que le lemme 9.1 de´coule imme´diatement de (⋆C) pour tout C. Nous allons
montrer (⋆C) par re´currence sur C.
Soit C un complexe minimal. Alors, RHom•(C¯,M [i]) = 0 pour tout module simple
M et tout entier non nul i. Par conse´quent, C n’a qu’un terme non nul, C0, qui est un
A-module projectif de type fini. Pour M un A-module simple, alors Hom(C0,M) 6= 0 si
et seulement si PM est facteur direct de C
0. On en de´duit imme´diatement (⋆C).
Prenons maintenant C ∈ E tel que (⋆C′) est vraie pour tout C
′ < C. Les facteurs
directs inde´composables de C i sont de la forme PM avec M ∈ S(< C) pour i 6= 0, donc
il sont dans 〈E〉. On en de´duit donc que C0 est dans 〈E〉. Par conse´quent, PM est dans
〈E〉 pour M ∈ S(C), ce qui montre (⋆C).
On se donne maintenant une relation d’e´quivalence ∼ sur E.
Proposition 9.2. On garde les hypothe`ses du lemme 9.1 et on suppose en plus que
RHom•(C ⊗LO O¯, C
′ ⊗LO O¯) = 0 pour tous C,C
′ ∈ E avec C 6∼ C ′.
Soit 〈X〉 la sous-cate´gorie de A-parf engendre´e par X ∈ E/ ∼. Alors, on a une
de´composition
A-parf =
⊕
X∈E/∼
〈X〉.
Par conse´quent, pour X ∈ E/ ∼, il existe un idempotent central eX de A tel que 〈X〉 =
AeX -parf et on a une de´composition de l’unite´ en somme d’idempotents orthogonaux
1 =
∑⊥
X∈E/∼
eX .
De´monstration. Pour C et C ′ deux complexes parfaits de A-modules, le morphisme canon-
ique RHom•(C,C ′)⊗LOO¯
∼
→RHom•(C⊗LOO¯, C
′⊗LOO¯) est un isomorphisme. Par conse´quent,
la nullite´ de RHom•(C,C ′) e´quivaut a` celle de RHom•(C ⊗LO O¯, C
′ ⊗LO O¯).
D’apre`s le lemme 9.1, la re´union des 〈X〉, ou` X ∈ E/ ∼, engendre A-parf. Puisque ces
sous-cate´gories sont deux a` deux orthogonales, la cate´gorie qu’elles engendrent est leur
somme directe.
9.2. De´composition en se´ries. Nous allons de´montrer que la cate´gorie ΛGF -parf est
engendre´e par les complexes (Rw˙ΛT
wF )w∈Σ(W ) et obtenir une de´composition de cette
cate´gorie parame´tre´e par les se´ries rationnelles. Pour cela, il nous suffira d’appliquer la
proposition 9.2, la ve´rification des hypothe`ses re´sultant du travail effectue´ dans le §8.
Si X est une se´rie rationnelle de∇(T,W, F ), nous noterons Xmin l’ensemble des couples
(w, θ) ou` w ∈ W et θ est un caracte`re line´aire de TwF ve´rifiant la proprie´te´ suivante : il
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existe un ΛGF -module simple M tel que ((w˙), θ) est un e´le´ment de longueur minimale de
∇(T,W, F ) ve´rifiant
RHom•ΛGF (Sw˙ΛT
wFeθ,M) 6= 0.
Il re´sulte de la remarque 8.13 que si (w, θ) ∈ Xmin, alors w est de longueur minimale
dans sa classe de F -conjugaison.
The´ore`me A. Soit X une se´rie rationnelle dans ∇(T,W, F ). Alors, il existe un idempo-
tent central eX = e
GF
X de ΛG
F tel que chacune des familles suivantes engendre la cate´gorie
ΛGF eX -parf :
– {Rw˙ΛT
wF eθ}(w,θ)∈X
– {Sw˙ΛT
wFeθ}(w,θ)∈X
– {R(w˙)ΛT
wFeθ}(w,θ)∈Xmin
– {S(w˙)ΛT
wFeθ}(w,θ)∈Xmin
On a une de´composition de 1 en somme d’idempotents centraux deux a` deux orthogonaux
1 =
∑⊥
X∈∇(T,W,F )/ ≡W
eX .
De´monstration. Soit E l’ensemble des complexes S(w˙)ΛT
wFeθ[l(w)], ou` (w, θ) ∈ Xmin et
X de´crit les se´ries rationnelles. On pose (w, θ) ≤ (w′, θ′) si w ≤ w′.
D’apre`s le lemme 8.8 et la proposition 8.12, pour tout ΛGF -module simple M , il existe
C ∈ E tel que RHom•(C,M) 6= 0. D’apre`s la proposition 8.10, si C est de longueur
minimale avec cette proprie´te´, alors RHom•(C,M) est concentre´ en degre´ 0.
On introduit la relation d’e´quivalence sur E donne´e par (w, θ) ∼ (w′, θ′) si ((w), θ) et
((w′), θ′) sont rationnellement conjugue´s. Alors, RHom•(C,C ′) = 0 si C 6∼ C ′ d’apre`s le
corollaire 8.5.
Il re´sulte alors de la proposition 9.2 que {S(w˙)ΛT
wFeθ}(w,θ)∈Xmin engendre ΛG
FeX -parf.
On montre de meˆme que {Sw˙ΛT
wFeθ}(w,θ)∈X engendre ΛG
FeX -parf.
L’isomorphisme (5.11) (dualite´ de Poincare´) montre les assertions concernant les com-
plexes R(w˙)ΛT
wFeθ et RwΛT
wFeθ.
Remarque 9.3. Conside´rons tout d’abord le cas ou` Λ = K. La cate´gorie KGF -mod
e´tant semi-simple, la cate´gorie KGF -parf est e´quivalente a` la cate´gorie des KGF -modules
gradue´s.
Pour X ∈∇K(T,W, F )/≡W , on note E(G
F ,X ) l’ensemble des caracte`res irre´ductibles
χ de GF tels qu’il existe (w, θ) ∈ X avec < χ,KRw˙θ > 6= 0. Il re´sulte du the´ore`me A que
IrrKG
F =
∐
X∈∇K(T,W,F )/ ≡W
E(GF ,X )
et que
eX =
∑
χ∈E(GF ,X )
eχ,
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ou` eχ de´signe l’unique idempotent primitif central de KG
F tel que χ(eχ) 6= 0. On retrouve
ainsi la de´composition de [DeLu].
Le morphisme canonique R→ k induit une bijection∇R(T,W, F )
∼
→∇k(T,W, F ), X 7→
X , compatible avec les se´ries rationnelles. Pour X ∈ ∇R(T,W, F )/≡W , l’image de
eX ∈ RG
F dans kGF est eX .
Par ailleurs, nous avons une application surjective ∇K(T,W, F ) → ∇k(T,W, F ) qui
est obtenue par passage au quotient R→ k (en effet, un caracte`re line´aire TwF → K× est
a` valeurs dans R×). Elle induit une application surjective ∇K(T,W, F )→ ∇R(T,W, F )
en composant avec la bijection de´crite pre´ce´demment, d’ou` finalement une application
surjective entre se´ries rationnelles ∇K(T,W, F )/≡W → ∇R(T,W, F )/≡W , X 7→ Xℓ′ .
Cette notation rappelle que cette application envoie un couple(w, θ) sur le couple (w, θℓ′),
ou` θℓ′ de´signe la ℓ
′-partie du caracte`re line´aire θ. Fixons une se´rie rationnelle X0 ∈
∇R(T,W, F )/≡W et posons
Eℓ(G
F ,X0) =
∐
Xℓ′=X0
E(GF ,X ).
On a alors
eX0 =
∑
Xℓ′=X0
eX =
∑
χ∈Eℓ(GF ,X0)
eχ ∈ RG
F .
Nous retrouvons la compatibilite´ des se´ries avec les blocs e´tablie par Broue´ et Michel
[BrMi, the´ore`me 2.2].
10. Foncteurs de Lusztig
10.1. De´finition. Fixons une partie I de ∆. Nous notons WI le sous-groupe de W en-
gendre´ par la famille (sα)α∈I , PI le sous-groupe parabolique BWIB de G, VI le radical
unipotent de PI et LI le comple´ment de Levi de VI dans PI contenant T. Le groupe de
Weyl de LI relatif a` T est alors e´gal a` WI . Nous notons aussi BI le sous-groupe de Borel
de LI e´gal a` B ∩ LI et UI son radical unipotent. Avec ces notations, on a
F?I = ?φ(I) si
? de´signe l’une des lettres B, L, P, U, V ou W .
Fixons maintenant un e´le´ment v de W tel que vφ(I) = I. Alors, v˙F normalise LI et on
pose
YI,v = {gVI ∈ G/VI | g
−1 Fg ∈ VI v˙
FVI}.
Le groupe finiGF agit par multiplication a` gauche sur la varie´te´ YI,v. De meˆme, le groupe
Lv˙FI agit par multiplication a` droite. Munie de ces deux actions, YI,v est une G
F -varie´te´-
Lv˙FI de dimension l(v). Elle est re´gulie`re en tant que varie´te´-L
v˙F
I . On de´finit alors un
foncteur entre cate´gories de´rive´es
RI,v : D
b(ΛLv˙FI ) −→ D
b(ΛGF )
C 7−→ RΓc(YI,v)⊗
L
ΛLv˙FI
C.
Avec les notations du §3.2, on a RI,v = R
GF
Lv˙FI
(YI,v). Posons maintenant
XI,v = {gPI ∈ G/PI | g
−1 Fg ∈ PI v˙
FPI}.
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Alors, d’apre`s la proposition 5.1 applique´e a` P = PI , H = L = LI , n = v˙ et H
′ = 1,
l’application naturelle
πI,v : YI,v −→ XI,v
gVI 7−→ gPI
induit un isomorphisme de GF -varie´te´s
YI,v/L
v˙F
I
∼
→XI,v.
Pour finir, nous posons
XI,v = {gPI ∈ G/PI | g
−1 Fg ∈ PI v˙ FPI}
et nous notons jI,v l’immersion ouverte canonique
jI,v : XI,v −→ XI,v.
C’est un morphisme de GF -varie´te´s, ou` GF agit sur XI,v par multiplication a` gauche.
De plus, XI,v est une varie´te´ projective. Nous noterons FI,v : D
b(ΛLv˙FI ) → D
b
Λ(XI,v) le
foncteur note´ F
YI,v
Lv˙FI
dans le §3.2.
10.2. Transitivite´ et se´ries rationnelles. On fixe une de´composition re´duite v =
s1 · · · sr (si ∈ S et r = l(v)) et on pose v = (s1, . . . , sr).
Soit w = (w1, . . . , wn) une suite finie d’e´le´ments de WI . On a des isomorphisme de
GF -varie´te´s-TwvF (cf [Lu1, lemme 3] et (5.5))
YI,v ×Lv˙FI Y
LI ,v˙F (w˙)
∼
→ YG,F (w˙1, . . . , w˙n−1, w˙nv˙)
∼
→ YG,F (w˙v˙)(10.1)
(gVI), (h1UI , . . . , hnUI) 7→ (gh1U, . . . , ghnU)
(g1U, . . . , gnU)← (g1U, . . . , gn+rU).
Par conse´quent, d’apre`s (3.4), on a
(10.2) RI,v ◦ R
LI ,v˙F
w˙ ≃ R
G,F
w˙v˙ .
Si (w, θ) ∈ ∇(T,WI , v˙F ), alors (wv, θ) ∈ ∇(T,W, F ). De plus, si (w, θ) ≡WI ,vF
(w′, θ′), alors (wv, θ) ≡W,F (w
′v, θ′). Par suite, si X est une se´rie rationnelle dans
∇(T,WI , vF ), il existe une unique se´rie rationnelle X
G contenant (wv, θ) pour tout
(w, θ) ∈ X . Le the´ore`me suivant (classique pour Λ = K) montre que les foncteurs de
Lusztig pre´servent les se´ries rationnelles.
The´ore`me 10.3. Soit X une se´rie rationnelle dans ∇(T,WI , v˙F ) et soit M dans
Db(ΛLv˙FI e
Lv˙FI
X ). Alors, RI,v(M) est dans D
b(ΛGFeG
F
XG).
De´monstration. Par la formule des coefficients universels, on peut supposer, et nous le
ferons, que Λ est un corps.
Il suffit en outre de conside´rer le cas ou` M = ΛLv˙FI e
Lv˙FI
X . Mais, d’apre`s le the´ore`me
A, ΛLv˙FI e
Lv˙FI
X est dans la sous-cate´gorie engendre´e par les complexes R
LI ,v˙F
w˙ ΛT
wvFeθ ou`
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(w, θ) ∈ X . Cela montre qu’il suffit de conside´rer le cas ou` M = RLI ,v˙Fw˙ ΛT
wvFeθ : alors,
RI,v(M) ≃ R
G,F
w˙v˙ ΛT
wvFeθ d’apre`s (10.2). La conclusion provient alors du the´ore`me A.
10.3. Equivalence de Morita. Commenc¸ons par une de´finition. Le couple (w, θ) ∈
∇(T,WI , v˙F ) est dit (G, I)-re´gulier (respectivement (G, I)-super re´gulier) s’il ve´rifie la
proprie´te´ suivante :
(R) Si α ∈ Φ est telle que θ ◦Nwv(α
∨) = 1, alors α ∈ ΦI .
(respectivement
(SR) Si x ∈ W est tel que x(θ ◦Nwv) = θ ◦Nwv, alors x ∈ WI .)
Lemme 10.4. Un couple (G, I)-super re´gulier est (G, I)-re´gulier.
De´monstration. Soient (w, θ) un couple (G, I)-super re´gulier et α ∈ Φ tel que θ◦Nwv(α
∨) =
1. Pour tout λ ∈ Y (T), on a (sα − 1)(λ) ∈ Zα
∨, donc θ ◦ Nwv((sα − 1)(λ)) = 1, ce qui
montre que sα(θ ◦Nwv) = θ ◦Nwv. D’apre`s (SR), on a alors sα ∈ WI , donc α ∈ ΦI .
Remarque 10.5. Soient (w, θ) et (w′, θ′) deux couples de∇(T,WI , v˙F ) qui sont ge´ome´-
triquement conjugue´s. Alors, le couple (w, θ) est (G, I)-re´gulier (respectivement (G, I)-
super re´gulier) si et seulement si le couple (w′, θ′) l’est. En effet, par de´finition de la
conjugaison ge´ome´trique, θ ◦Nwv et θ
′ ◦Nw′v sont conjugue´s sous WI .
Une se´rie rationnelle X dans ∇(T,WI , v˙F ) est dite (G, I)-re´gulie`re (respectivement
(G, I)-super re´gulie`re) si un de ses repre´sentants l’est. Compte tenu de la remarque 10.5,
X est (G, I)-re´gulie`re (respectivement (G, I)-super re´gulie`re) si et seulement si tous ses
repre´sentants le sont.
La proprie´te´ des couples re´guliers qui va nous eˆtre utile par la suite est contenue dans
le lemme suivant.
Lemme 10.6. Soit (w, θ) ∈∇(T,WI , v˙F ) un couple (G, I)-re´gulier avec w ∈ Σ(I∪{1}).
Alors, (wv)θ = wθv.
De´monstration. Notons tout d’abord que (wv)θ est calcule´ dans (G, F ), alors que wθ l’est
dans (L, v˙F ). Remarquons ensuite que (wv)θ ≤ wθv. E´crivons w = (t1, . . . , tn) et soit
i un entier naturel tel que 1 ≤ i ≤ r. Il s’agit de de´montrer que θ(Nwv(β
∨
wv,n+i)) 6= 1.
D’apre`s la proprie´te´ (R), il suffit de de´montrer que β∨wv,n+i 6∈ ΦI . Notons α la racine
αwv,n+i = αv,i. Alors, β
∨
wv,n+i = t1 . . . tns1 . . . si−1(α
∨). Mais, t1 . . . tn ∈ WI , donc on est
ramene´ a` prouver l’assertion suivante :
s1 . . . si−1(α
∨) 6∈ ΦI .
Puisque (s1, . . . , sr) est une de´composition re´duite de v, alors s1 . . . si−1(α
∨) est une
coracine positive dont l’image par v−1 est ne´gative. Or, par hypothe`se sur v, v−1(I) =
φ(I)⊂∆. Donc v−1(ΦI ∩ Φ
+)⊂Φ+. Cela comple`te la preuve du lemme 10.6.
Nous arrivons maintenant au re´sultat principal de ce travail :
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The´ore`me 10.7. Soit X une se´rie rationnelle (G, I)-re´gulie`re dans∇(T,WI , vF ). Alors,
le morphisme canonique
(jI,v)!FI,vΛL
v˙F
I e
Lv˙FI
X
∼
→R(jI,v)∗FI,vΛL
v˙F
I e
Lv˙FI
X
est un isomorphisme.
De´monstration. Notons ici i : XI,v−XI,v −→ XI,v l’immersion ferme´e canonique. Il s’agit
de de´montrer que
(1) i∗R(jI,v)∗FI,v
(
ΛLv˙FI e
Lv˙FI
X
)
= 0.
La formule des coefficients universels montre qu’il suffit de prouver (1) lorsque Λ est un
corps, ce que nous supposerons. D’apre`s le the´ore`me A, le ΛLv˙FI -module ΛL
v˙F
I e
Lv˙FI
X est
dans la sous-cate´gorie de ΛLv˙FI -parf engendre´e par les complexes S
LI ,v˙F
w˙ ΛT
wvFeθ pour
(w, θ) ∈ X . Par suite, il suffit de de´montrer que
(2) i∗R(jI,v)∗FI,v(S
LI ,v˙F
w˙ ΛT
wvFeθ) = 0
pour tout (w, θ) ∈ X avec w ∈ Σ(I ∪ {1}).
Fixons un e´le´ment (w, θ) ∈ X avec w ∈ Σ(I ∪ {1}). On a un diagramme commutatif
YI,v ×Y
LI ,v˙F (w˙)
a
//
b

YI,v ×Lv˙FI Y
LI ,v˙F (w˙)
b′

YI,v ×X
LI ,v˙F (w)
a′
//
c
''O
OO
OO
OO
OO
OO
O
YI,v ×Lv˙FI X
LI ,v˙F (w)
c′
vvnnn
nn
nn
nn
nn
nn
XI,v
ou` les fle`ches horizontales sont les passages au quotient par Lv˙FI , les fle`ches verticales
les passages au quotient par TwvF et les fle`ches diagonales proviennent du morphisme
structurel XLI ,v˙F (w)→ SpecF.
On a des isomorphismes dans DbΛTwvF (XI,v)
R(c′b′)∗Λ ≃ ((Rc
′
∗R(b
′a)∗Λ)⊗
L
ΛLv˙FI
Λ (lemme 3.2)
≃ (Rc∗Rb∗Λ)⊗
L
ΛLv˙FI
Λ,
ce qui montre que
(3) R(c′b′)∗Λ ≃ FI,v(ΛL
v˙F
I )⊗
L
ΛLv˙FI
RΓ(YLI ,v˙F (w)).
Via l’isomorphisme (10.1), le morphisme c′ devient
τ : XG,F (wv) −→ XI,v
(g1B, . . . , gnB) 7−→ g1PI
et apre`s application de −⊗LΛTwvF ΛT
wvFeθ, l’isomorphisme (3) devient
Rτ∗F
wv(ΛTwvFeθ) ≃ FI,v(S
LI ,v˙F
w˙ ΛT
wvFeθ).
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Conside´rons maintenant le diagramme commutatif suivant :
XG,F (wv)
jwvwv
//
τ

XG,F (wv)
τ¯

XI,v
jI,v
// XI,v,
ou` τ¯ : XG,F (wv) → XI,v, (g1B, . . . , gnB) 7→ g1PI est un morphisme projectif. Pour
de´montrer (2), il suffit, en utilisant le the´ore`me de changement de base propre, de de´montrer
que la restriction du complexe R(jwvwv)∗F
wv(ΛTwvFeθ) a` X
G,F (wv)− τ¯−1(XI,v) est nulle.
Notons i1 : X
G,F (wv) − τ¯−1(XI,v) →֒ X
G,F (wv) l’immersion ferme´e canonique. Il nous
suffit de de´montrer que
(4) i∗1R(j
wv
wv)∗F
wv
θ = 0.
On a
XG,F (wv)− τ¯(XI,v) =
∐
w′≤w
v′<v
XG,F (w′v′).
Mais le fait que X soit (G, I)-re´gulie`re implique que (wv)θ est e´gal a` wθv (lemme 10.6).
Le re´sultat de´coule alors du the´ore`me 7.7.
Remarque 10.8. Le lecteur inte´resse´ obtiendra sans difficulte´ une version sans hypothe`se
de re´gularite´ du the´ore`me 10.7 qui ge´ne´ralise le corollaire 7.6.
Corollaire 10.9. Soit X une se´rie (G, I)-re´gulie`re dans ∇(T,WI , v˙F ). Alors,
H ic(XI,v,FI,vΛL
v˙F
I e
Lv˙FI
X ) est un Λ-module libre, nul pour i 6= l(v).
De´monstration. Par la formule des coefficients universels, il suffit de de´montrer l’annula-
tion dans le cas ou` Λ est un corps.
Par application du foncteur R(πXI,v)∗ a` l’isomorphisme du the´ore`me 10.7, on obtient
que le morphisme canonique
R(πXI,v)!FI,vΛL
v˙F
I e
Lv˙FI
X
∼
→R(πXI,v)∗FI,vΛL
v˙F
I e
Lv˙FI
X
est un isomorphisme et le lemme 12.6 (joint au lemme 3.2) fournit la conclusion.
Remarque 10.10. Si la se´rie X est re´gulie`re, alors la se´rie X−1 = {(w, θ−1)|(w, θ) ∈ X}
est encore re´gulie`re. On en de´duit alors, comme dans la remarque 8.11, que l’utilisation
du lemme 12.6 se fait dans le cas particulier ou` M et (M∗)op ve´rifient les hypothe`ses.
Comme l’a montre´ Broue´ [Br, pp. 61–62], le the´ore`me 10.7, qui est de nature ge´ome´trique,
admet pour conse´quence le the´ore`me alge´brique suivant (nous reprenons la preuve de [Br,
the´ore`me 3.3]). Lorsque Λ = K et q est plus grand que le nombre de Coxeter de G, ce
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re´sultat est duˆ a` Lusztig [Lu2, Proposition 6.6]. Pour le cas ge´ne´ral ou` Λ = K, seule la
concentration en un degre´ (non de´termine´) de la cohomologie e´tait connue.
The´ore`me B. Soit X une se´rie (G, I)-super re´gulie`re dans ∇(T,WI , v˙F ). Alors, RI,v
induit une e´quivalence de Morita entre les Λ-alge`bres ΛLv˙FI e
Lv˙FI
X et ΛG
F eG
F
XG.
Plus pre´cise´ment, le complexe RI,vΛL
v˙F
I e
Lv˙FI
X de (ΛG
F ,ΛLv˙FI e
Lv˙FI
X )-bimodules n’a de la
cohomologie qu’en degre´ r = l(v) et son r-ie`me bimodule de cohomologie induit l’e´quivalence
de Morita de´crite.
De´monstration. Pour montrer l’e´quivalence de Morita, il suffit de conside´rer le cas ou` Λ =
R. D’apre`s le lemme 10.4 et le corollaire 10.9, le bimodule M = Hrc (XI,v,FI,vRL
v˙F
I e
Lv˙FI
X )
est le seul groupe de cohomologie non nul du complexe parfait de RGF -modulesRI,vRL
v˙F
I e
Lv˙FI
X ,
donc il est projectif comme RGF -module. De meˆme, il est projectif comme RLv˙FI e
Lv˙FI
X -
module a` droite.
Soit MK = K⊗RM . D’apre`s [Lu1, the´ore`me 8], la (G, I)-super re´gularite´ de X montre
que
M∗K ⊗KGF MK ≃ KL
v˙F
I e
Lv˙FI
X .
Puisque KGF eG
F
XG est facteur direct du (KG
F eG
F
XG , KG
F eG
F
XG)-bimodule MK ⊗KLv˙FI M
∗
K ,
on en de´duit que MK induit une e´quivalence de Morita entre KL
v˙F
I e
Lv˙FI
X et KG
FeG
F
XG .
L’e´quivalence de Morita sur R re´sulte maintenant de [Br, the´ore`me 2.4].
Remarque 10.11. Le the´ore`me pre´ce´dent montre la co¨ıncidence des matrices de de´compo-
sition. Cette proprie´te´ avait e´te´ conjecture´e par Hiß [Hi, p.342].
Remarque 10.12. D’apre`s [Lu1, proposition 12], on a dimMK ⊗KLv˙FI V = n dimV ,
pour tout KLv˙FI e
Lv˙FI
X -module simple V , ou` n =
|GF |p′
|Lv˙FI |p′
. On de´duit alors du the´ore`me B que
ΛGF eG
F
XG est isomorphe a` une alge`bre de matrices de dimension n
2 sur ΛLv˙FI e
Lv˙FI
X .
11. Changement de point de vue
Nous avons pris le parti, pour la commodite´ des preuves, de travailler syste´matiquement
avec des sous-groupes de Levi standards, quitte a` modifier l’isoge´nie F . Le but de cette
partie est de traduire les re´sultats principaux qui pre´ce`dent en ne s’inte´ressant qu’aux sous-
groupes de Levi et aux tores maximaux F -stables. Ceci permet d’alle´ger les notations et
certains lecteurs y retrouveront un cadre plus familier.
Nous nous bornerons a` e´noncer les analogues des the´ore`mes A, 10.3, 10.7 et B.
11.1. Notations. Soit P un sous-groupe parabolique de G de radical unipotent V, avec
un comple´ment de Levi F -stable L. Nous posons
YGV = {gV ∈ G/V | g
−1F (g) ∈ V · FV}
et XGP = {gP ∈ G/P | g
−1F (g) ∈ P · FP}.
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Alors,YGV est uneG
F -varie´te´-LF (pour les actions par multiplication a` gauche et a` droite),
XGP est une G
F -varie´te´ et le morphisme e´tale πV : Y
G
V → X
G
P induit un isomorphisme de
varie´te´s YGV/L
F ≃ XGP (cf (5.3) et §11.2). Nous de´finissons alors les foncteurs
RGL⊂P : D
b(ΛLF ) −→ Db(ΛGF )
et SGL⊂P : D
b(ΛLF ) −→ Db(ΛGF )
comme au §3.2.
Pour finir, posons
X
G
P = {gP ∈ G/P | g
−1F (g) ∈ P · FP}
et notons jGP : X
G
P →֒ X
G
P l’immersion ouverte canonique.
11.2. Rapport avec les groupes Lv˙FI . Nous expliquons ici le lien entre les varie´te´s Y
G
V
et les varie´te´s YI,v de´finies pre´ce´demment. Soit I l’unique partie de ∆ telle que P soit
conjugue´ a` PI . Il existe alors un e´le´ment x1 ∈ G tel que
x1(LI ,PI) = (L,P). Posons
v1 = x
−1
1 F (x1). Puisque L est F -stable, on a
v1FLI = LI . Par conse´quent, il existe a ∈ LI
tel que av1F(T,BI) = (T,BI). Notons v l’image de av1 ∈ NG(T) dansW . Nous choisissons
a de sorte que av1 = v˙. Par le the´ore`me de Lang, on trouve b ∈ LI tel que b
−1 v1Fb = a.
Posons maintenant x = x1b. Alors x
−1F (x) = b−1v1F (b) = av1 = v˙. De plus v˙F stabilise
BI , donc vφ(I) = I. D’autre part,
x(LI ,PI) = (L,P) et l’application
LI −→ L
g 7−→ xgx−1
induit un isomorphisme Lv˙FI
∼
→ LF , que nous noterons aussi par la lettre x. De plus,
xVI = V.
Les applications
YGV −→ YI,v
gV 7−→ gxVI ,
XGP −→ XI,v
gP 7−→ gxPI
et X
G
P −→ XI,v
gP 7−→ gxPI
sont des isomorphismes, deGF -varie´te´s-LF pour le premier, deGF -varie´te´s pour le second
et le troisie`me. Ici, YI,v est vue comme une varie´te´-L
F via l’isomorphisme x−1. De plus,
CATE´GORIES DE´RIVE´ES ET VARIE´TE´S DE DELIGNE-LUSZTIG 45
le diagramme correspondant
YGV
∼
//
πV

YI,v
πI,v

XGP
∼
//
 _
jGP

XI,v _
jI,v

X
G
P
∼
// XI,v
est commutatif.
Ces isomorphismes permettent de faire le lien entre tous les objets de´finis pre´ce´demment.
Par exemple, on a un diagramme commutatif
(11.1)
Db(ΛLF )
RGL⊂P &&
NN
NN
NN
NN
NN
x∗
∼
// Db(ΛLv˙FI )
RI,vwwppp
pp
pp
pp
pp
Db(ΛGF ).
qui montre que l’on peut jongler entre les divers foncteurs de Lusztig.
Remarque 11.2. Il est facile de montrer que, si (I ′, v′) est un autre couple ve´rifiant les
proprie´te´s suivantes :
(1) I ′⊂∆, v′ ∈ W ,
(2) v′φ(I ′) = I ′,
(3) il existe x′ ∈ G tel que x
′
(LI′ ,PI′) = (L,P) et x
′−1 Fx′ = v˙′,
alors (I, v) = (I ′, v′). On dira que le couple (I, v) est associe´ au couple (L,P).
11.3. Se´ries rationnelles. Notons ∇(G, F ) l’ensemble des triplets (T′,B′, θ′), ou` T′
est un tore maximal F -stable de G, B′ est un sous-groupe de Borel de G contenant
T′ et θ′ : T′F → Λ× un caracte`re line´aire d’ordre inversible dans Λ. Le choix de ı et 
fournit une partition de ∇(G, F ) en se´ries rationnelles, i.e., selon les classes de G∗F
∗
-
conjugaison d’e´le´ments de G∗F
∗
sem,Λ (on note G
∗F ∗
sem,Λ l’ensemble des e´le´ments semi-simples
de G∗F
∗
d’ordre inversible dans Λ). Nous noterons ∇(G, F, (s)G∗F∗) la se´rie rationnelle
associe´e a` s ∈ G∗F
∗
sem,Λ.
Si (T′,B′, θ′) ∈ ∇(L, F ), alors il existe un unique e´le´ment w ∈ WI tel que (∅, wv) soit
associe´ a` (T′,B′V). Il existe un e´le´ment y ∈ G tel que y(T,B) = (T′,B′V) et y−1 Fy = w˙v˙
et, comme dans le paragraphe pre´ce´dent, y induit un isomorphisme T′F
∼
→TwvF . On
note θ le caracte`re line´aire de TwvF correspondant a` θ′ via y. Alors, ((w), θ) est dans
∇(T,WI , v˙F ) et il est de´fini de manie`re unique par le triplet (T
′,B′, θ′).
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Nous avons donc construit une application
ψL⊂P :∇(L, F ) −→∇(T,WI , vF ).
Lorsque L = G (auquel cas I = ∆ et v = 1), nous la noterons simplement ψ. Cette
application conserve les se´ries rationnelles. Mieux, si X est une se´rie rationnelle dans
∇(T,W, F ) et si ((w˙), θ) ∈ X , alors il existe (T′,B′, θ′) ∈∇(G, F ) tel que ψ(T′,B′, θ′) =
((w˙), θ). On a alors
RG
′
T′⊂B′ΛT
′F eθ′
∼
→Rw˙ΛT
wFeθ.
Cette discussion montre que le the´ore`me A devient :
The´ore`me A’. Pour (s)G∗F∗ ∈ G
∗F ∗
sem,Λ/ ∼, il existe un idempotent central es = e
GF
s = e
GF
Λ,s
de ΛGF tel que la famille (RGT′⊂B′ΛT
′F eθ)(T′,B′,θ)∈∇(G,F,(s)
G∗F
∗ ) (respectivement
(SGT′⊂B′ΛT
′F eθ)(T′,B′,θ)∈∇(G,F,(s)
G∗F
∗ )) engendre ΛG
Fes-parf.
On a une de´composition de 1 en somme d’idempotents centraux deux a` deux orthogonaux
1 =
∑⊥
(s)
G∗F
∗∈G∗F
∗
sem,Λ/∼
es.
Remarque 11.3. On a G∗F
∗
sem,R = G
∗F ∗
sem,k. Pour s ∈ G
∗F ∗
sem,R, la remarque 9.3 montre que
eR,s =
∑
(t)
G∗F
∗∈G∗F
∗
sem /∼
(tℓ′ )G∗F∗=(s)G∗F∗
eK,t.
De plus, si (t)G∗F∗ ∈ G
∗F ∗
sem/ ∼, alors
eK,t =
∑
χ∈E(GF ,(t)
G∗F
∗ )
eχ,
ou` E(GF , (t)G∗F∗) est la se´rie de Lusztig rationnelle associe´e a` (t)G∗F∗ .
Le the´ore`me 10.3 devient quant a` lui :
The´ore`me 11.4. Soit s ∈ L∗F
∗
sem,Λ et soitM ∈ D
b(ΛLF eL
F
s ). Alors,R
G
L⊂P(M) ∈ D
b(ΛGFeG
F
s ).
11.4. Equivalence de Morita. Pour finir la traduction et obtenir des re´sultats e´quivalents
aux the´ore`mes 10.7 et B, nous devons voir ce que deviennent les de´finitions de se´ries
re´gulie`res et super-re´gulie`res a` travers l’application ψ de´finie au paragraphe pre´ce´dent.
Fixons un e´le´ment semi-simple s ∈ G∗F
∗
sem,Λ et un triplet (T
′,B′, θ′) ∈∇(G, F, (s)G∗F∗).
Notons T′∗ un tore maximal F ∗-stable de G∗ dual de T′.
Puisque (T′,B′, θ′) ∈∇(G, F, (s)G∗F∗), on peut supposer que s ∈ T
′∗F ∗ . Alors il existe
λ ∈ Y (T′∗) = X(T′) tel que s = NF ∗d/F ∗(λ(ζ)). On a alors, pour tout µ ∈ Y (T
′) =
X(T′∗),
(11.5) θ′(NF d/F (µ(ζ))) = κ(ζ
〈λ,N
Fd/F
(µ)〉) = κ(µ(s)).
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Fixons maintenant un sous-groupe de Levi F ∗-stable L∗ d’un sous-groupe parabolique
de G∗ dual de L et supposons que s ∈ L∗F
∗
sem,Λ. La se´rie ∇(L, F, (s)L∗F∗) est dite (G,L)-
re´gulie`re (respectivement (G,L)-super-re´gulie`re) si ψL⊂P(∇(L, F, (s)L∗F∗)) est contenue
dans une se´rie (G, I)-re´gulie`re (respectivement (G, I)-super-re´gulie`re) de ∇(T,WI , v˙F ).
Lemme 11.6. Avec les notations ci-dessus,∇(L, F, (s)L∗F∗) est (G,L)-re´gulie`re (respec-
tivement (G,L)-super-re´gulie`re) si et seulement si C◦G∗(s)⊂L
∗ (respectivement si et seule-
ment si CG∗(s)⊂L
∗).
De´monstration. L’e´galite´ 11.5 montre qu’une coracine de α∨ de G relative a` T′ ve´rifie
θ′(NF d/F (α
∨(ζ))) = 1 si et seulement si elle ve´rifie α∨(s) = 1 (ici, Y (T′) a e´te´ identifie´
avec X(T′∗)). Donc ∇(L, F, (s)L∗F∗) est (G,L)-re´gulie`re si et seulement si C
◦
G∗(s)⊂L
∗.
D’autre part, la meˆme e´galite´ 11.5 montre qu’un e´le´ment w ∈ NG(T
′)/T′ stabilise le
caracte`re θ′ si et seulement si son correspondant w∗ dans NG∗(T
′∗)/T′∗ stabilise s. Donc
∇(L, F, (s)L∗F∗) est (G,L)-super-re´gulie`re si et seulement si CG∗(s)⊂L
∗.
Avant d’e´noncer un e´quivalent du the´ore`me 10.7, nous avons besoin de quelques no-
tations. Si s ∈ L∗F
∗
sem,Λ, nous noterons F
L
s le syste`me local sur la varie´te´ X
G
P associe´ au
ΛLF -module ΛLF eL
F
s . Il re´sulte alors imme´diatement du lemme 11.6 que le the´ore`me 10.7
est e´quivalent au the´ore`me suivant :
The´ore`me 11.7. Soit s ∈ L∗F
∗
sem,Λ. Si C
◦
G∗(s)⊂L
∗, alors le morphisme canonique de com-
plexes (jGP )!F
L
s
∼
→R(jGP )∗F
L
s est un isomorphisme.
De meˆme, d’apre`s le lemme 11.6, le the´ore`me B est e´quivalent au the´ore`me suivant,
conjecture´ par Broue´ [Br, p.61] :
The´ore`me B’. Soit s ∈ L∗F
∗
sem,Λ tel que CG∗(s)⊂L
∗. Alors, le foncteur RGL⊂P induit une
e´quivalence de Morita entre les Λ-alge`bres ΛLF eL
F
s et ΛG
FeG
F
s .
Plus pre´cise´ment, le complexe RGL⊂PΛL
FeL
F
s n’a de la cohomologie qu’en degre´ r =
dimV−dimV∩FV et son r-ie`me bimodule de cohomologie induit l’e´quivalence de Morita
de´crite.
11.5. De´composition de Jordan. Rappelons tout d’abord que si s ∈ G∗F
∗
sem,Λ est central,
alors il existe un caracte`re line´aire sˆ de GF tel que l’automorphisme d’alge`bre de ΛGF
donne´ par g 7→ sˆ(g)g se restreint en un isomorphisme
(#)G ΛG
FeG
F
s
∼
→ΛGFeG
F
1 .
Revenons au cas d’un e´le´ment ge´ne´ral s ∈ G∗F
∗
sem,Λ. On note L
∗(s) le sous-groupe de Levi
minimal de G∗ contenant CG∗(s) (il est F
∗-stable). On note L(s) un sous-groupe de Levi
F -stable de G dual de L∗(s). Le the´ore`me B’ fournit une e´quivalence de Morita entre
ΛL(s)F e
L(s)F
s et ΛGF eG
F
s . Ceci rame`ne l’e´tude des blocs, a` e´quivalence de Morita pre`s, a`
l’e´tude de blocs associe´s a` un e´le´ment semi-simple quasi-isole´ (ie, a` un e´le´ment s ∈ G∗sem
tel que CG∗(s) n’est contenu dans aucun sous-groupe de Levi strict). Pour un groupe a`
centre connexe, un e´le´ment semi-simple quasi-isole´ du dual est un e´le´ment isole´ (ie, un
e´le´ment s ∈ G∗sem tel que C
◦
G∗(s) n’est contenu dans aucun sous-groupe de Levi strict).
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The´ore`me 11.8. Si CG∗(s) est un sous-groupe de Levi deG
∗, alors pour tout sous-groupe
parabolique P(s) de G de comple´ment de Levi L(s), le foncteur RG
L(s)⊂P(s)(sˆ⊗Λ−) induit
une e´quivalence de Morita entre ΛL(s)F e
L(s)F
1 et ΛG
FeG
F
s .
Deux raisons font que CG∗(s) n’est pas ne´cessairement un sous-groupe de Levi de G
∗.
D’abord, CG∗(s) peut ne pas eˆtre connexe (cela ne peut eˆtre arriver que si Z(G) n’est
pas connexe). Ensuite, le groupe C◦G∗(s) peut aussi ne pas eˆtre un sous-groupe de Levi de
G∗ (cela ne peut arriver que si l’ordre de s est divisible par un nombre premier mauvais
pour G).
Plus pre´cise´ment, soit π1 (respectivement π2) l’ensemble des nombres premiers qui
divisent |Z(G)/Z(G)◦| (respectivement qui sont mauvais pour G). On pose π = π1 ∪ π2.
Si s est un π′-e´le´ment, alors CG∗(s) est un sous-groupe de Levi de G
∗ et le the´ore`me 11.8
s’applique.
Pour un groupe de type A a` centre connexe (par exemple un groupe line´aire ou unitaire),
alors π = ∅ : on a de´montre´ la de´composition de Jordan des blocs.
Pour un groupe de type B, C ouD, alors π = {2}. On a en particulier une de´composition
de Jordan des blocs pour ℓ = 2 et Λ = R/ln.
Remarque 11.9. On ne dispose pas de construction (ge´ome´trique) d’un foncteur qui
pourrait induire une e´quivalence fournissant une de´composition de Jordan ge´ne´rale.
12. Appendice : quelques lemmes ge´ome´triques
Nous rassemblons ici plusieurs re´sultats ge´ome´triques utiles dans le reste du texte.
Plus pre´cise´ment, nous donnons quelques proprie´te´s des foncteurs entre cate´gories de Λ-
faisceaux constructibles (images directes ou inverses, a` support propre ou non). La plupart
de ces proprie´te´s est bien connue (formules d’adjonction, de Ku¨nneth, diviseurs lisses a`
croisements normaux). Nous avons tout de meˆme inclus une preuve lorsque nous n’avons
pas trouve´ de re´fe´rence satisfaisante. Les lemmes 12.3 et 12.6, qui semblent eˆtre nouveaux,
sont une variation sur un the`me classique.
12.1. Autour de la formule de Ku¨nneth. Soit f : X1 → X2 un morphisme de varie´te´s
alge´briques, soit A une Λ-alge`bre finie et soit X1 (respectivement X2) un objet deD
b
Aop(X1)
(respectivement de DbA(X2)). Le lemme suivant est un cas particulier de la formule de
Ku¨nneth (cf par exemple [Mi, chapitre VI, remarque 8.14]).
Lemme 12.1. Le morphisme canonique (Rf!X1)⊗
L
AX2
∼
→Rf!(X1⊗
L
A f
∗X2) est un quasi-
isomorphisme bifonctoriel.
Le lemme qui suit est lui aussi classique.
Lemme 12.2. Si X2 est a` cohomologie localement constante, alors le morphisme canon-
ique (Rf∗X1)⊗
L
A X2
∼
→Rf∗(X1 ⊗
L
A f
∗X2) est un quasi-isomorphisme bifonctoriel.
De´monstration. Il suffit de de´montrer le lemme pour Λ = R/ln avec n > 0. Il suffit
aussi de traiter le cas ou` X2 est un faisceau. Le faisceau X2 est localement constant et
l’isomorphisme est de nature locale, donc on peut supposer, en utilisant le the´ore`me de
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changement de base lisse [Mi, chapitre VI, the´ore`me VI.4.1] pour le morphisme f , qu’il
est constant. Dans ce cas, le lemme 12.2 est clair.
12.2. Quasi-affinite´. Soit X une varie´te´ et F un faisceau constructible sur X . Soit D le
foncteur de dualite´ de Verdier, D = RHom•(−, π!XΛ).
Conside´rons le morphisme canonique de complexes canF : R(πX)!F → R(πX)∗F . Le
lemme suivant montre quel parti on peut tirer du fait que ce morphisme est un isomor-
phisme.
Lemme 12.3. Supposons que X est quasi-affine, purement de dimension d, que Λ est un
corps et que D(F) a ses faisceaux de cohomologie nuls en dehors du degre´ −2d.
Si canF est un isomorphisme, alors, canH−2dD(F) est un isomorphisme et H
i
c(X,F) = 0
pour i 6= d.
De´monstration. Soit j : X→ Y une immersion ouverte avec Y affine. On a un diagramme
commutatif, ou` les fle`ches sont les morphismes canoniques
R(πY)!j!F
canF
//
''OO
OO
OO
OO
OO
O
R(πY)∗Rj∗F
R(πY)∗j!F
77nnnnnnnnnnnn
Puisque Y est affine, on a H i(Y, j!F) = 0 pour i 6∈ [0 . . . d], donc H
i
c(X,F) = 0 pour
i 6∈ [0 . . . d].
On a (dualite´ de Verdier=adjonction entre R(πX)! et π
!
X)
H ic(X,G) ≃ H
2d−i(X,F)∗
ou` G = H−2dD(F). Par conse´quent, la proposition re´sultera de ce que canG est un iso-
morphisme.
Nous allons de´duire ceci d’un re´sultat plus ge´ne´ral. Soit f : X1 → X2 un morphisme
de varie´te´s. Soit Ci ∈ D
b
Λ(Xi).
Nous allons maintenant rappeler une construction classique, qui s’effectue en e´tudiant
se´pare´ment le cas ou` f est propre et le cas ou` f est une immersion ouverte (cf [KaScha,
exercice III.9 (iii)] pour le cas de la topologie classique).
On a un diagramme commutatif
Rf!RHom
•(C1, f
!C2) //

RHom•(Rf∗C1, C2)

Rf∗RHom
•(C1, f
!C2) ≃
// RHom•(Rf!C1, C2)
ou` les fle`ches verticales proviennent des morphismes canoniques Rf! → Rf∗, la seconde
fle`che horizontale provient de l’adjonction entre Rf! et f
!.
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On de´duit du diagramme pre´ce´dent un diagramme commutatif
R(πX)!D(F)
canD(F)

≃
// (R(πX)∗F)
∗
can∗F

R(πX)∗D(F) ≃
// (R(πX)!F)
∗
Par conse´quent, canD(F) est un isomorphisme, donc canG aussi.
Remarque 12.4. Dans [Ha], Haastert de´montre ce re´sultat en supposant que canD(F)
est un isomorphisme.
Remarque 12.5. Si, dans le lemme 12.3, on suppose que X est affine et non pas seule-
ment quasi-affine, alors la conclusion est bien connue.
Passons maintenant a` l’application qui nous est utile.
Soit G un groupe fini agissant sur X.
Lemme 12.6. Supposons la varie´te´ X quasi-affine, lisse, purement de dimension d, et
supposons que Λ est un corps. Supposons de plus que les stabilisateurs de points de X
dans G sont d’ordre inversible dans Λ.
SoitM un ΛG-module tel que le morphisme canonique RΓc(X)⊗
L
ΛGM → RΓ(X)⊗
L
ΛGM
est un isomorphisme. Alors, le complexe RΓc(X) ⊗
L
ΛG M n’a de l’homologie qu’en degre´
d.
De´monstration. Soit π : X → X/G le morphisme quotient et F = π∗ΛX ⊗ΛG MX/G.
D’apre`s le lemme 3.2, le morphisme canF est un isomorphisme.
Un calcul simple utilisant les adjonctions entre π∗ et π
! et entre ⊗ et Hom fournit
D(F) ≃ D(π∗ΛX ⊗
L
ΛG MX/G) ≃ π∗D(ΛX)⊗
L
ΛG (M
∗)op
X/G.
Puisque X est lisse, on a D(ΛX) ≃ ΛX[2d]. L’hypothe`se sur les stabilisateurs de points de
X permet d’appliquer le lemme 3.2 et donc de conclure que
D(F) ≃ π∗ΛX ⊗ΛG (M
∗)op
X/G[2d].
Puisque X/G est quasi-affine, le lemme 12.3 fournit le re´sultat.
12.3. Diviseurs a` croisements normaux. Soit X une varie´te´ lisse et soit X un ouvert
de X. Nous noterons i : X →֒ X l’immersion ouverte canonique. Nous supposons que le
comple´mentaire de X dans X est une re´union finie⋃
i∈I
Di,
ou` les Di sont des diviseurs lisses a` croisements normaux.
Par ailleurs, si J⊂I, nous noterons XJ = (
⋂
i∈J Di)−(
⋃
i∈I\J Di). Selon les conventions
usuelles, X∅ = X et XI =
⋂
i∈I Di. Notons iJ : XJ →֒ X l’immersion localement ferme´e
canonique.
Le re´sultat suivant est classique (cf par exemple [SGA41
2
, (1.3.3.2) p. 255]) :
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Lemme 12.7. Si J⊂I et si n ∈ N, alors
i∗JR
ni∗ΛX ≃ Λ
⊕(|J|n )
XJ
.
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