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ABSTRACT 
A CONTINGENCY APPROACH TO THE STUDY OF THE IMPLEMENTATION OF 
MANAGEMENT INFORMATION SYSTEMS 
September 1981 
Maurice Elmer Halladay, B.S., Tufts University 
M.S., U.S. Naval Post Graduate School 
Ph.D., University of Massachusetts 
Directed by: Professor Van Court Hare, Jr. 
School of Business Administration 
This research combines previous theoretical and empiri¬ 
cal work in the study of the structure of organizations and 
the behavior of individuals within organizations to produce a 
model of MIS implementation which holds that the behavioral 
characteristics relating to the successful implementation of 
management information systems will vary systematically with 
the structure of the organization in which the user works. 
The model developed proposes that variation in the or¬ 
ganizational sub-unit structure is an essential element in 
understanding the relationship between the user and the suc¬ 
cessful implementation of projects. This varies from other 
models of the process in that few consider the structural 
factor as relevant in the user-success relationship, and, 
those which do consider structure, do so from a macro-view of 
the organization. The goal of the first approach is to tailor 
the system to the individual and that of the second is to dis¬ 
cover relationships which will hold for certain classes of 
v 
organizations—for example, all firms in a particular 
industry. The current model suggests that there are define 
able dimensions of structure at the organization sub-runit 
which will dominate the macro-charactertistics of organiza¬ 
tions in relation to the MIS implementation problem, Vali^ 
dation of this model would permit management to tailor its 
implementation strategy to a particular department type. This 
would provide considerably more stability than the approach 
of tailoring the system to a particular manager, and it 
would provide a wider range of applicability than results 
limited to a particular sector or characteristic. 
The model is based on three dimensions of organiza~ 
tional structure—Structuring of Activities, Overall Centralis 
zation, and Line Control of Workflow-*^adapted from the Aston 
studies. Propositions concerning the relationships between 
different combinations of these structural dimensions with 
behavioral factors derived from the Barnard-March-Simon 
theory of behavior in the firm were then developed, 
A limited empirical study was conducted to verify the 
model. The study was successful in demonstrating that the 
relationship between user perceptions of a project and user 
satisfaction with the implementation process and with project 
outcomes changes as a linear function of the Line Control of 
Workflow dimension. The data analysis indicated that there 
were additional effects relating to the other dimensions, but 
vi 
these could not be defined within the resources available 
for this study. 
The differences found between department types on the 
Line Control of Workflow dimension were used to dichotomize 
the departments into two groups. Classification of projects 
into more-successful and less-successful categories was 
consistently more accurate when these groups were considered 
than when classification was conducted without regard to 
departmental characteristics. 
The final chapter notes several implications of this 
study for further research and for practical applications. 
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CHAPTER I 
OVERVIEW OF THE RESEARCH 
The Problem 
The technological support for processing data into 
useable information has progressed at a rapid and acceler¬ 
ating rate over the past two decades. Management's need 
for timely and accurate information in the support of ever 
more complex decisions, for compliance with government regu¬ 
lations, and toward the satisfaction of social critics has 
grown at a comparably rapid pace. However, management's 
ability to use the available technology in order to meet 
its information needs has grown much more slowly. The 
thesis put forward here is that the internal stucture of 
the organization is a limiting factor in the ability of 
the organization to implement Management Information Systems 
(MIS) effectively . 
History 
The systemic study of the implementation of sophisti¬ 
cated technological aids to management is a very young 
discipline. In the area of Management Science (MS), it 
dates to a seminal article by Churchman and Shainblatt^ in 
1965; in the direct study of MIS, it dates to a similar 
work by Mason and Mitroff^ in 1973. Empirical work in the 
MS field was summarized in a 1975 report by Shultz and 
1 
2 
3 
Slevin . Although research until that time was of uneven 
quality, a clear progression from the case study approach 
toward attempts to characterize the implementation process 
by statistical cross-section studies was in evidence. 
Although there is no comparable summary of MIS research, 
there has been a similar progression from the case study to 
a more broadly based research effort. Two schools of 
thought can be identified in the MIS research field. The 
4 
University of Minnesota has concentrated on a laboratory 
approach to the study of MIS development, whereas a more 
loosely knit group that generally traces its origins to MIT 
and Stanford has been active in field-related studies. 
Early work in MIS implementation tended to look for universal 
correlations between behavioral factors and implementation 
success.^ Failure to find such correlations has caused 
more recent efforts to abandon this approach and to rely on 
g 
more specific theories such as organizational change or 
7 
motivation for their focus. This dissertation suggests 
that a third avenue of inquiry, that of investigating the 
mediating effects of organizational structure on behavioral 
factors, may be at least as productive. The applicable 
theory, practice, and research in regard to MIS implementa¬ 
tion is reviewed in depth in Chapter III. 
Interest in the study of the structure of organizations 
dates from the turn of this century and the works of Taylor, 
Fayol, and Weber. Weber’s conceptualization of bureaucracy 
3 
as the ideal form has been particularly influential in the 
later works related to organizational structure. The early 
organizational theorists were content with general observa¬ 
tions and a broad prescriptive approach. Systematic 
empirical work in the area generally dates to Burns and 
Q 
Stalker's extensive studies of the relationship of task and 
structure in the late 1950s. Major empirical work has been 
9 
carried on since that time by the Aston Group, working 
primarily with a wide spectrum of industrial organizations 
in England, and by Blau,"^ and Hall, working in the United 
States. Although the findings of these researchers are not 
directly comparable because of variations in their constitu¬ 
tive definitions of terms, there is a general consensus 
that the three underlying dimensions of organizational struc¬ 
ture relate to formalization, centralization and complexity. 
I have selected measures based on the Aston studies for 
this dissertation because of their established reliability 
and validity and because their use will make the work more 
compatible with other recent efforts. 
A third historical strand contributes to the research 
conducted. The early organizational theorists paid scant 
attention to the role of the individual in the organization. 
In 1938, Barnard noted that the motivations of individuals 
were rarely common with organizational purposes.11 This 
behavioral orientation spawned a major branch of organiza- 
12 
tional theory of which the works of March and Simon and 
4 
13 
Cyert and March may be the most notable. The significance 
of this movement to the study of the implementation of MIS 
is that it underlies the expectation of universal correlates 
of behavior with implementation outcomes, and more specific 
cally it is the major source of the behavioral variables 
employed in the Shultz and Slevin attitude instrument 
which has been adapted for this research. 
The Contingency Approach 
Simply stated, the contingency approach to the study 
of organizations suggests that it is more useful to look 
for patterned variations of relationships among variables 
in complex organizations than it is to look for universal 
characteristics applicable to all organizations. This con- 
15 
cept was arrived at simultaneously in 1967 by Thompson, 
working from a theoretical perspective, and by Lawrence and 
Lorsch,- in assessing their own and others' empirical 
studies. Although both these works are highly celebrated, 
they appear to have had no impact on research conducted in 
the MS/MIS area. Chapter II provides elements of organiza-^ 
tional theory and related empirical studies that contribute 
to the current development. 
Methodology 
The research reported in this dissertation has taken 
place in two stages. In the first stage, the methodology 
5 
has been to review the pertinent literature and synthesize 
a theoretical basis for the expectations of MIS implementa¬ 
tion success that accounts for both structural and behavioral 
factors. The result of this stage was the production of a 
general model of MIS implementation and a series of proposi¬ 
tions, buttressed wherever possible with evidence from 
earlier research, that predict the interactive effects. 
This is detailed in Chapter IV. 
The second stage was a limited empirical study designed 
to determine if there is a systematic variance of user per¬ 
ceptual factors with organizational structure in terms of MIS 
implementation outcomes. Based upon the theoretical consid¬ 
erations of the model, organizations were selected for 
study on the basis that their operating environment would 
give rise to significantly different structure at the sub-unit 
level. The structural characteristics of the sub-units were 
determined by a structured interview and an eight-way 
typology formed by dichotomizing three dimensions. 
Structure was measured at the sub-unit level rather than 
the overall organizational level as there is considerable 
evidence that structure is not uniform in different func¬ 
tional units of the same organization. Within each depart¬ 
ment, MIS users, defined as those managers who interface 
directly with automated output products in performing their 
managerial functions, were surveyed regarding their initial 
perceptions of EDP projects in their areas of responsibility. 
6 
An adaptation of the Shultz and Slevin questionnaire was 
used for this purpose. 
The data gathered were analyzed to determine the 
following characteristics: 
(1) Were the behavioral data gathered in this study 
consistent with that found by other researchers using the 
Shultz and Slevin instrument? This was determined by 
factor analysis. 
(2) Were the behavioral factors found in this study 
of value in discriminating between satisfactory and 
unsatisfactory implementation outcomes within each type 
of organizational sub-unit? 
(3) Was there a significant difference in the 
behavioral factors that correlated with satisfactory 
completion of projects as a function of organizational 
type? 
(4) Was there a significant difference in the 
behavioral factors that correlated with unsatisfactory 
outcomes as a function of organizational type? 
Discriminant analysis and analysis of variance were 
used in the last three determinations. Chapter V describes 
the empirical stage fully. 
Chapter VI contains the conclusions that can be drawn 
from this study and details the limitations that apply 
thereto. Numerous problems encountered in the research 
highlight the need for further research in this 
Recommendations for this are also in Chapter IV 
area. 
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CHAPTER I I 
CONSIDERATIONS FROM ORGANIZATIONAL THEORY AND RESEARCH 
Introduction 
It is a contention of this study that much of the MIS 
implementation research to date has been done with insuffi¬ 
cient regard for the complexity of organizations. Hall has 
noted that empirical evidence shows that "if an organization 
is structured in a particular way, certain conditions, 
problems, and dilemmas must be faced which are different 
than they would be if the organization had an alternative 
structure.The purpose of this chapter is to review the 
theoretical literature and empirical work in the study of 
organizations in order to develop the background essential 
to an improved understanding of the implementation process. 
Historically, two rather distinct lines of inquiry into 
the functioning of organizations can be identified: the 
structural approach and the behavioral approach. Conceptual 
and empirical work in these two areas led to a confluence of 
the two approaches in the late 1960's. The more recent work 
has been concerned with the development of contingency theory 
or the design of effective organizations. 
10 
11 
The Structural Approach 
Virtually all work in the analysis of organizational 
structure traces its origin to the bureaucratic theory of 
2 
Weber. Although his writing dates to the early twentieth 
century, it was not available in English 'until the 1930's, 
and it did not heavily influence research efforts until the 
late 1950's. Bureaucracy, as conceptualized by Weber, was 
uhe ideal organizational fcm. Of the several characteris¬ 
tics of this idealized system, four are of particular rele¬ 
vance to the study of organizational structure: 
(1) Organizational tasks are distributed to positions 
as official duties 
(2) There is an hierarchical authority structure 
(3) Formalized rules and procedures govern decisions 
and actions 
(4) There is a specialized administrative staff 
responsible for maintaining the organization 
Early empirical studies in the field investigated the 
relationships between cask and structure, environment and 
structure, and nechn olocy and sum enure. It should be noted 
at the ounsen that neither the early studies nor those which 
have followed have resulted in incontestable findings. 
Challenges to reliability and validity of methods and 
secondary analyses of dana which lead to contradictory zinn¬ 
ings abound. “ This is, perhaps, inevitable in attempns to 
study com lex phenomena with 1 amine d resources. Nevertheless, 
12 
certain studies have become widely accepted; and the weight 
of the evidence tends to support the validity of certain 
underlying variables. 
4 
Among the early studies, Bums and Stalker found that 
the formal bureaucratic structure was effective when the 
organization performed routine tasks in a stable environment 
but that a less formal structure was more effective in deal¬ 
ing with more complex tasks in an uncertain environment. 
Their characterization of highly bureaucratized organiza¬ 
tions as mechanistic and more flexible organizations as 
organic still pervades much of the literature of organiza- 
tional structure. Woodward's studies added considerations 
of technology to the study of appropriate organization type. 
Her work found little correlation between structure and 
effectiveness until the technological dimension was added. 
c 
Lawrence and Lorsch conducted a thorough study relating 
the degree of internal differentiation of functions and the 
accompanying requirements for integration to the organiza¬ 
tion's external environment. These studies are of interest 
to the current research to the extent that they provide the 
context for understanding the internal structure and func¬ 
tioning of organizational sub-units. 
The studies performed by the Aston Groups in England 
provide the most comprehensive examination of the organiza¬ 
tion in its context. Starting from fundamental considera¬ 
tions of structure, largely derived from Weber, the Aston 
13 
researchers constructed 64 operational scales. Objective 
data on the structure of 46 work organizations in the 
English Midlands was collected and analyzed. Factor 
analysis of the scores on these scales produced four inde— 
pendent underlying dimensions of structure which related to 
the contextual elements of organizations. These factors 
were: structuring of activities, concentration of authority, 
line control of workflow, and relative size of supporting 
component. Two elements of the Aston analysis are of 
interest here. First, the orthogonal structural factors 
were related back to the contextual factors, providing con¬ 
vincing evidence that work organizations of various charac¬ 
teristics could be adequately described by determining the 
orthogonal structural factors. In this regard, the Aston 
results indicated that size was the most important single 
variable related to structure, with the organization's 
dependency status of secondary importance. Technology and 
task were relegated to a rather minor role in contrast to 
other findings. A series of replications by follow-on re¬ 
searchers has generally tended to support the Aston 
findings, although at least two others have raised questions 
9 
regarding the Aston methodology and findings. 
Second, and of more direct applicability to the current 
studies, the loading of the individual scales on the ortho¬ 
gonal factors provides a means of determining the factors. 
Table 1 summarizes the scales which related to the factors 
14 
in the original Aston sample. There has been some variation 
in the loadings in the replications cited; however, the 
scales are by far the most reliable in the field. The 
Aston Group's independent dimensions of organizational 
structure will be used in developing the propositions of 
the general model of MIS implementation in Chapter IV. 
TABLE 1 
PRINCIPAL COMPONENTS ANALYSIS OF SELECTED 
ASTON SCALES MEASURING STRUCTURE 
(Vfeightings of less than .4 omitted) 
Structuring Concentration Line Control 
Scale of Activities of Authority of Workflow 
Standardization 0.89 
Role Specialization 0.87 
Formalization 0.87 
Traditionalism -0.41 
Chief executive's span 0.42 
Functional specialization 0.78 -0.47 
Non-workflow personnel (%) 0.58 -0.43 
Legal specialization 0.51 
Vertical span 0.69 
Clerks (%) 0.40 -0.43 
Recording of role performance 0.69 -0.64 
Subordinate ratio -0.80 
Standardization-selection 0.40 0.59 0.50 
Workflow superordinates (%) 0.60 0.50 
Centralization 0.83 
Autonomy of the organization -0.92 
Variance (%) 33.06 18.47 12.96 
One further specific finding of the Aston Group will be 
utilized in this study. In an attempt to resolve the apparent 
contradiction between the Aston emphasis on size as opposed 
to other findings on technology as a primary determinant of 
15 
structure, Hickson, et al,10 found that operational tech- 
nology was significant to structure only when it was 
centered on the workflow—that is, in a manufacturing plant r 
the structure of the production department could be expected 
to be governed by the technology, whereas the structure of 
the support departments would not bear any specific relation¬ 
ship to it. This finding suggests that the department is the 
appropriate level of analysis for intra—organizational studies. 
The Aston work dominates the field of study of organi¬ 
zational structure on the basis of volume as well as rigor. 
Nevertheless, a review of the area would be incomplete with¬ 
out acknowledging the contributions of Hall and Blau. Their 
work is not directly comparable because of differences in 
definitions and methodology, but it generally supports a 
multi-dimensional view of organizational structure and extends 
the study of organizations into additional areas. 
Hall ^ defined his variables on the basis of their fre¬ 
quency of citation and theoretical importance in current 
writings on structure. These, in turn, trace their origin 
to Weber. He used several different samples in his research, 
drawing from a wide variety of organization types, including 
educational, military, government, religious, commercial, 
and penal institutions. This is in marked contrast to the 
Aston sample, which was restricted to work organizations. 
Again, in contrast to the Aston approach, Hall measured organi¬ 
zational structure as it was perceived by the members rather 
16 
than as it was objectively recorded. In spite of these 
differences in approach, Hall's results are generally com¬ 
patible with the Aston findings. He found five dimensions 
of structure useful in defining organizations—hierarchy of 
authority, division of labor, presence of rules, specificity 
of procedures, and impersonality of operations. 
12 
Blau, similarly to the Aston Group and Hall, traces 
his theoretical origins to Weber. Of six fundamental variables 
in his early work on structure, four can be clearly identi¬ 
fied with Weber's concept of bureaucracy—division of labor, 
professionalization, managerial hierarchy, and administrative 
apparatus. Blau and his associates conducted three similar 
experiments aimed at analyzing the interrelations among these 
four factors. His sample, in each of the experiments, con¬ 
sisted of one type of public agency in the personnel or 
financial area. His methodology was comparable to the Aston 
Group in that he measured the dimensions of structure objec¬ 
tively but differed in that he related his findings to 
directly observable variables rather than to composite fac¬ 
tors, thereby trading off independence of variables for 
directness of presentation. His findings generally tend to 
support the Aston position that size is a primary deter¬ 
minant of structure, thus extending this finding into public 
sector organizations. Other findings from his studies are less 
directly comparable and not of central interest to this 
dissertation. A later study by Blau, et al, of the 
17 
relationship between some structural effects and computer use 
is reviewed in Chapter III, 
The Behavioral Approach 
A review of the behavioral approach to the study of 
organizations will contribute two elements to understanding 
the MIS implementation problem. It will clarify the needs 
for and uses of information within the organization, and it 
will indicate the key behavioral variables to be considered, 
13 
Barnard, writing in 1938, was the first to note that 
the existing approaches to organizational effectiveness 
assumed an overly simplistic view of the individual in an 
organizational role. The theory of Weber, and independently 
the work of Taylor, Fayol, and others, assumed that officials 
in an organization were strictly impersonal in carrying out 
their functions and that employees could be considered to be 
physiological machines. Barnard pointed out the impossibility 
of separating the socialized person in the organization from 
the unique individual who existed elsewhere and noted that a 
principal function of an executive was to facilitate the 
synthesis of these characteristics in a manner which furthered 
the organization's goals. Barnard's insight led to the study 
of unanticipated side effects of bureaucratically sound ac¬ 
tions and culminated in the organizational theories of March, 
Simon, and Cyert. 
March and Simon^ concentrated on describing the 
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behavior of the individual in the organizational context and 
on the sources and resolution of conflict within organiza¬ 
tions. The need for decision making provided a unifying 
concept for their work. Important contributions which relate 
to the need for effective information processing include the 
concept of the evoked set of alternatives, the bounded 
rationality of individuals, the nature of satisficing rather 
than optimizing decisions, and the effects of the commonality 
of information in intraorganizational conflict. In addition, 
they defined four levels of conflict resolution—problem 
solving, persuasion, bargaining, and politics—which need to 
be considered in the implementation process. In their devel¬ 
opment of propositions and hypotheses embellishing their 
theory, they isolated and defined approximately 200 variables 
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bearing on organizational behavior. Shultz and Slevin used 
a sub-set of these variables as the basis for the attitude 
measurement instrument adapted for use in this research. 
Cyert and March‘d continued the development of the 
behavioral approach to produce a unified theory of the firm. 
Building on Barnard's work, they developed the concept of 
the organization as a coalition of individuals and sub¬ 
coalitions of individuals which continuously interact to 
establish organizational goals. In accordance with their 
theory, organizational slack explains the stability of organi¬ 
zations; and adaptive rationality—the ability to learn from 
experience--is the dynamic process by which the firm functions. 
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According to their formulation, a firm can be characterized 
by three categories of variables—organizational goals, organic 
zational expectations, and organizational choices. All three 
of these categories are strongly influenced by standard 
operating procedures, an insight which provides a tentative 
link to the structural theories reviewed earlier; and all 
three are influenced strongly by the availability of 
information—a fact which highlights the importance of an 
effective information system at all organizational levels. 
They continued their formulation to cite four concepts which 
related the categories of variables. These were quasi¬ 
resolution of conflict, uncertainty avoidance, problemistic 
search, and organizational learning. The first of these 
relates to interpersonal and intra-organizational relation¬ 
ships, and the remaining three are clearly information- 
dependent . 
Contingency Theory - A Synthesis 
The year 1967 appears as a watershed in the development 
of organization theory. Major works of Thompson and Lawrence 
and Lorsch were published in that year which clearly detected 
the shortcomings of existing approaches. Working from quite 
different perspectives, each identified the need for broader 
conceptualization if understanding of organizations and their 
functioning were to grow. 
1 *7 
Thompson'1' took a highly theoretical approach to 
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reconcile the closed system approach implied by the bureau¬ 
cratic theorists with the open system approach of the 
behaviorist decision-oriented view. Operating from a central 
theme that organizations attempt to maintain deterministic 
(closed system) conditions for their technical core while 
required to exist in a highly indeterminant (open system) 
environment, he developed a series of propositions which 
incorporated considerations of environment, task, and tech¬ 
nology as contingencies strongly influencing the appropriate 
organizational structure. The importance of the behavioral 
component hinges on the fact that nothing occurs in an organi¬ 
zation except as the result of acts by individuals, Thompson 
saw the essential elements of behavior in relation to organi¬ 
zational action as dependent upon the inducement-contribution 
contract, explicit or implied, between the organization and 
the individual and on the exercise of discretion by the 
individual. 
Although not central to the current research, Thompson's 
thoughts regarding the structure of organizations have particu¬ 
lar relevance to the potential relationship between organiza¬ 
tional structure and effective management information systems. 
He holds that under norms of rationality, organizations group 
positions to minimize coordination costs. Coordination costs 
depend upon the type of coordination measures required, which, 
in turn, depend on the type of interdependence among units, 
which is, finally a function of technology. Table 2 shows 
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the general nature of this relationship. 
TABLE 2 
RELATIONSHIPS AMONG TECHNOLOGY, INTERDEPENDENCE AND COORDINATION 
Type Technology Type Interdependence Appropriate Coordination 
Method 
Mediating Pooled Standardization (least cost! 
Long-Linked Sequential Planning 
Intensive Reciprocal Mutual Adjustment (highest 
cost) 
(adapted from Thorrpson) 
Given traditional information processing, Thompson concludes 
rational criteria require "localization and making condi¬ 
tionally autonomous, first reciprocally interdependent posi¬ 
tions, then sequentially interdependent ones, and finally 
grouping positions homogeneously to facilitate standardiza¬ 
tion. " Sophisticated MIS have the potential to alter signifi¬ 
cantly the costs of coordination measures and thereby change 
the rational order of grouping functions, 
Thompson's conclusion that there is a difference 
between the central problems faced by the technical core of 
an organization and those faced by the boundary-spanning 
units is of more direct influence on the current research. 
The former units must deal with the coordination of activities; 
whereas the latter are primarily concerned with adjustment of 
constraints. This leads to the differentiation of structure 
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within an organization and dictates study of implementation 
phenomena at the sub-unit rather than at the overall organic 
zational level. 
18 
Lawrence and Lorsh arrived at the same general con^ 
elusions as Thompson regarding the necessity of a contingency 
approach to the study of organizations via a highly empirical 
route. They studied six organizations in the plastics 
industry to determine "how the internal states of differen¬ 
tiation and integration were related to each other and to 
effective performance" in a single industry. They then ex¬ 
tended their study to two additional industries with different 
environments—the container and packaged^food organizations— 
by studying one high- and one low-performing firm in each of 
these fields. Generally stated, their conclusion was that 
the appropriate form of organization varied with the environ¬ 
ment and the task of each department studied. (It should be 
noted that their definition of environment included tech¬ 
nology.) Based upon their empirical results, they formulated 
a contingency theory of organization and then proceeded to 
review related research of other empiricists in light of their 
contingency concepts. They found that their approach was con¬ 
sistent with the findings in a number of fields and that, 
taken as a whole, there was a formidable body of evidence that 
different organizational forms are required to cope effec¬ 
tively with different task, environmental, and human variables. 
Their conclusion that "the trouble has been that most 
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attempts to relate discrete management practices to measures 
of performance have only served to prove that the search for 
universally effective practices is futile , , . now, however, 
the prospects for renewing (research) efforts is much 
brighter, provided investigators control for relevant con- 
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tingent variables" is as applicable to the field of MIS 
implementation research today as it was to the more general 
field of organizational studies in 1967, 
In their own field, their optimistic outlook has not 
proven prophetic. Follow-up efforts have been limited and 
inconclusive in their support of earlier findings. Much of 
the ambiguity arises from the two measurement techniques noted 
in the discussion of structural approach; that is, the diff¬ 
erence between the objective measures advocated by the Aston 
Group and the perceptual measures used by Hall. The appro¬ 
priate measure depends upon the purpose of the study, but the 
results obtained by the different measures cannot generally 
be reconciled. 
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Of the empirical work that has been done, Khandwalla 
has added two considerations of interest, although it may be 
argued that his results are limited to mass output technolo¬ 
gies. Based on a sample of 79 U,S. manufacturing firms, he 
investigated the relationships among a number of contingency 
variables and three structural characteristics—vertical 
integration, decentralization of top-level decision making, 
and the use of sophisticated controls. He used a subjective 
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approach, and his findings generally support those of 
Lawrence and Lorsch, In addition, he found that performance 
level was an important consideration in assessing the 
appropriateness of organizational structure and that, 
although there was not a single significant correlation 
between any one of his structural variables and high per¬ 
formance, there were a number of such correlations within the 
set of structural variables. He concluded that firms with 
strongly mass-output oriented technology may be well advised 
to consider vertical integration, decentralization of top-¬ 
level management decisions and the adoption of sophisticated 
control and information systems; whereas firms using custom- 
oriented technologies may not need these techniques. 
Other recent efforts have concentrated on refining the 
contingency approach and translating the contingency view into 
practical applications to organizational design. Thus, Lorsch 
notes that "many authors have focused on the uncertainty or 
complexity of the external environment as the important con¬ 
tingency variable" whereas the situation is much more complex. 
The state of differentiation is also contingent upon the 
homogeneity of parts of the environment and also upon certain 
predispositions of members of each unit, according to this 
pioneer of contingency theory. 
The nature of contingency theory and its transition from 
the descriptive to the normative approach is well summarized 
22 
by Kast and Rosenzweig: 
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The contingency view of organizations and their 
management suggests that an organization is a system 
composed of subsystems and delineated by identifiable 
boundaries from its environmental suprasystem. The con¬ 
tingency view seeks to understand the interrelationships 
within and among subsystems as well as between the organ¬ 
ization and its environment and to define patterns of 
relationships or configurations of variables. It 
emphasizes the multivariate nature of organizations and 
attempts to understand how organizations operate under 
varying conditions and in specific circumstances. Con¬ 
tingency views are ultimately directed toward suggesting 
organizational designs and managerial actions most 
appropriate for specific situations. 
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In relation to the implementation of MIS, Galbraith's 
approach to organizational design is most instructive. He 
postulates that the reduction of uncertainty is the key to 
organizational structure and that the method of information 
processing governs the reduction of uncertainty. In his 
formulation, hierarchy is seen as the fundamental organizing 
principle because it clearly identifies the person responsible 
for resolving conflicts and it preserves legitimacy. Hier¬ 
archy, supplemented by rules and standard operating procedures, 
is an efficient way to handle routine problems. However, as 
sub-tasks increase in uncertainty, more decisions must be 
referred upward in the organization, and the hierarchical 
structure becomes overloaded. To remain viable, the organiza¬ 
tion must adopt a revised strategy. Galbraith identified 
five exhaustive strategies for an organization: (1) it could 
manage its environment to reduce uncertainty; (2) it could 
create slack resources with an attendant lowering of per¬ 
formance; (3) it could create tasks which were more self- 
contained; (4) it could increase its capability to process 
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information vertically within the hierarchy; and (5) it could 
create lateral relations through matrix management techniques. 
Two points in regard to this formulation are of particu~ 
lar interest. First, as the strategies are exhaustive, 
failure by an organization to adopt a positive strategy when 
faced with increasing uncertainty means that it has selected, 
de facto, a strategy of reduced performance. This provides 
insight into Khandwalla's findings regarding the correlations 
between structure and high performance. Second, note that 
strategies (1) through (3) are attempts to reduce the amount 
of information to be processed; this is consistent with Cyert 
and March's principle that firms attempt to avoid uncertainty. 
However, strategies (4) and (5) accept the requirement to 
process additional information and attempt to increase the 
organization's capacity to do so. This increased capacity 
is highly dependent upon automated data processing. We may 
roughly equate the strategy to increase vertical information 
processing capacity with functionally oriented EDP file 
systems and the strategy to increase lateral relations with 
database processing technology. 
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.ne State of hi? >ri thm the Zrgar.Lza.zicn 
Galbraith.'s approach to organizational design. suggests 
that automatic data processing technology has made two new 
organizational design strategies feasible. Inis has occurred 
essentially in the past two decades. It follows fron this 
that firm employing these strategies will be at different 
stages in their use cf the new alternatives. Attention to 
this temporal factor is essential to meaningful study cf MIS 
implementation. 
In 1973, hoian* proposed that there were four identifi¬ 
able stages in the growth cf EDP support facilities. Introduc¬ 
tion of additional hardware with uts increased potential caused 
2 
him to expand this to six stages in 1979. Strictly speaking, 
tne stages are defined by budgetary considerations; however, 
a verbal description cf the stages will suffice for present 
purposes. 
State I, Initiation, begins when an organization 
acquires its first computer. Usually the computer has been 
justified in terms of cost reduction by a particular depart¬ 
ment, and its control is initially vested with that group. 
The first functions conformed are of a clerical or bookkeep¬ 
ing nature and are justified in terms of cost reduction or 
increased productivity of lower graded personnel. Generally, 
the computer obtained has considerably greater capacity than 
a single user can utilize. A few technically ortentec 
persocmel outside the sponsoring department may request 
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progr arming of some of their more routine functions. Some 
of these programs will be highly successful, and a sharp 
increase in demand for programming will follow. At this 
time, top management participation is usually limited to the 
original procurement decision. 
The increased demand for applications programming 
results in Stage II, Expansion. During this stage, applica¬ 
tions extend from their initial area into most facets of the 
business. Sales, Inventory Control, Personnel Management, 
Production, Engineering, Accounting and Budget are all 
involved. Computer time becomes scarce, and there is a back¬ 
log in the programming shop. The computer section grows 
rapidly to meet the user demand. Early in this stage, there 
is still little or no central management control over the EDP 
activity. As the stage progresses, computer-related costs 
rise rapidly, the EDP organization may be given departmental 
status, and users tend to become polarized into highly satis¬ 
fied and highly dissatisfied groups. Complaints from this 
latter group, combined with the escalating costs of the func¬ 
tion, attract top management attention, and the transition 
to Stage III begins. 
Stage III, Control, is characterized by planning in all 
aspects of EDP use. In particular, a top-management steering 
committee is established to determine priorities and approve 
plans for system growth. Formal project management and produc¬ 
tivity control systems are established within the computer 
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department. A user charge-out system to account for operat¬ 
ing and development costs is often installed. During this 
stage, there is a significant tendency toward coordinating 
applications and centralizing systems analysis. A danger 
exists that controls imposed will be too stringent and will 
stop the growth and impede the effective use of the data 
processing capability. In retrospect, Nolan has suggested 
that a transition in management philosophy from one of manag¬ 
ing the computer to one of managing the information resource 
takes place mid-way through this stage. 
State IV, Integration, is typified by the conversion of 
the Data Processing Department to the Management Information 
Systems Department. The emphasis shifts from supplying 
products to users to developing procedures affecting them. 
Individual files are reorganized into a database system, and 
specialization becomes linked to database management and tele¬ 
processing technology and on-line access to the database at 
all managerial levels. This tends to release a pent-up 
demand for services and results in another rapid expansion 
in data-processing applications and expense. 
Stage V, Data Management, is characterized by the 
organizational implementation of data resource management 
concepts. The shift from batch processing to on-line 
processing continues. Use of mini-computers and micro¬ 
computers tends to proliferate. 
Stage VI, Maturity, tends to be highly speculative, as 
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no firms are operating at this level. Presumably the backlog 
of cost-effective applications will have been eliminated, and 
data processing will be fully integrated with other functions 
of the firm. 
In Nolan's terms, this study is primarily concerned 
with organizations which have attained at least the middle 
level of Stage III. 
Implementation Practice 
Management planning for the implementation of MIS can 
be usefully considered at two levels, the overall planning 
and direction for MIS activities, and the planning and control 
of specific projects. 
Overall planning and direction for MIS is usually 
formalized in an Information Systems Master Plan. Typically, 
this consists of four major sections—(1) the overall organi¬ 
zational goals and objectives, (2) an inventory of current 
information systems capabilities, (3) a forecast of develop¬ 
ments likely to affect the plan, and (4) the specific develop- 
3 
ment program. This latter element is of greatest interest 
for current purposes. At a minimum, it will include planning 
for hardware acquisition, a time-phased schedule for the 
production of applications software, a software maintenance 
and conversion schedule, and an assessment of personnel and 
financial resources necessary for the successful execution 
of the plan. 
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Two approaches are suggested for developing the MIS 
Master Plan, the top-down approach and the bottom-up approach. 
The top-down approach begins with a systematic study of the 
organization's information requirements, defines the essential 
applications and sub-systems necessary to support the informa¬ 
tion flow, and culminates in a sequential development schedule. 
This approach has the advantages of providing a logical develop¬ 
ment sequence and establishing terms of reference for the 
evaluation of individual projects which may be proposed by 
the various functional groups. It has offsetting disadvan¬ 
tages in that in a large and dynamic organization, the effort 
required to develop and maintain an information requirement 
analysis is enormous, it may lead to an ill-advised rigidity, 
and users may feel that the plan is forced upon them and not 
truly responsive to their needs. 
At the other extreme, the bottom-up approach to develop¬ 
ing the master plan consists of amalgamating individually 
prioritized requirements submitted by each of the functional 
areas. Contentions among the business groups for MIS 
resources are resolved through review mechanisms which force 
4 
allocation decisions to an appropriate executive level. 
Little coordination is achieved, and the result is a large 
number of stand-alone systems, usually presented with a veneer 
of systems jargon to give the appearance of an integrated 
plan. The advantages of this approach are that responsibility 
for successful development is clearly assigned to the 
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appropriate line manager, that those systems most essential 
to current operations receive priority for development, and 
that the probability of user resistance to implementation is 
minimized. From the longer range point of view, however, 
the approach leads to duplication of effort, inconsistencies 
in the database, and it is highly inefficient. 
In practice, the master plan is usually generated by a 
combination of the two approaches. The top-down input pro¬ 
vides a generalized set of goals and objectives and a skeletal 
information system to ensure a degree of consistency among 
projects selected for development. The bottom-up input pro¬ 
vides the specific projects for consideration by the review¬ 
ing agencies and the detailed data and information require- 
ments. For example, one high technology firm defines its 
overall goals and objectives for MIS in terms of satisfying 
external requirements, supporting business operations, and 
improving MIS efficiency. Then, operating within a overall 
concept of information flow, it plans, bugets, evaluates and 
g 
controls project developments. Zachman observes that an 
information systems architecture should consist of opera¬ 
tional sub-systems, data, projects, and a strategic informa¬ 
tion systems plan but that the strategic plan segment of the 
architecture is typically missing in business today and that 
most firms have a large number of stand-alone systems with 
significant discontinuities. 
Regardless of how the master plan is developed, it is 
36 
executed through a series of projects. The selection and 
control of project development becomes, therefore, a major 
determinant of overall MIS implementation progress and is a 
productive area for analysis. If a top-down master plan 
strategy is employed, then conformance to the plan becomes 
the major decision criteria in project selection. If a 
bottom-up strategy is employed, then the master plan is a 
summation of the projects selected. The latter approach 
appears to dominate most selection processes. In this mode 
of operation, the most common tool used for project selection 
is cost/benefit analysis, although this process is sometimes 
bypassed for relatively small projects, and the director of 
MIS is often provided with a sizeable allocation of funds to 
be used at his/her discretion. When cost/benefit analysis 
is used, it becomes difficult to quantify many of the bene- 
7 
fits claimed for the project. One researcher found that 
only a cursory effort at quantification was made in a highly 
sophisticated international corporation. Although it is 
generally unwise to extrapolate from a single observation, 
it appears likely that the difficulties in defending quanti¬ 
fied estimates in an area where evaluation criteria are nebu¬ 
lous, combined with the costs of doing a thorough analysis, 
have led to widespread distortion of the cost/benefit analy¬ 
sis process. 
One factor missing in discussion of project selection 
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is an assessment of the probability of successfully imple¬ 
menting the project. In view of the indifference shown for 
rigorous cost/benefit analysis and the difficulties of 
otherwise comparing projects of differing time spans and 
varying categories of benefits, it would seem that an 
a priori estimate of its being satisfactorily completed 
would be a valuable addition to the decision process. This 
dissertation will explore the value of user perceptions of 
the projects as a predictive tool. 
Selection of a control technique appropriate to the 
project under development is an essential element in the 
implementation process. The object of project control is 
to bring in a quality product, on time, on cost, and within 
o 
forecast resource usage. As virtually all MIS develop¬ 
ments are interdepartmental, there is usually some sort of 
team involved, and project management techniques are often 
employed. Typical devices are Gantt charts to show the time- 
phased relationships among project activities—in more 
complex projects, formal PERT networks may be developed. 
Some firms and consulting organizations extend the control 
process to a detailed listing of responsibilities of the 
participating parties, complete with checklists of required 
activities at each stage of the project and signed certifi¬ 
cations of agreement on specifications and progress to date. 
This approach is effective in controlling costs and 
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promoting an aura of satisfaction; but it may be counters 
productive if imposed on a project prematurely, as consid¬ 
erable evidence exists that there is little correlation 
between the ultimate success of a project and having 
measurable objectives at its outset. This is especially 
true in the more complex systems developments likely to be 
9 
of greatest interest to the MIS users. Therefore, it seems 
important to build sufficient flexibility into the control 
process to adapt to evolving specifications. This poses a 
particularly thorny issue for researchers attempting to 
assess project success. Not only is a definition of success 
elusive, but also, if we have evolving goals and objectives, 
the definition of a project itself becomes nebulous. 
In spite of these limitations, the centrality of the 
project as the vehicle by which the overall MIS is brought 
to fruition dictates its use as the unit of measure in 
implementation research, and this practice has been followed 
in this research. Similarly, user satisfaction is used as 
the measure of performance in the empirical portion of this 
dissertation because the complexity of other performance 
measures makes their use prohibitive in a study of limited 
scope. 
Implementation Research 
At the outset, it will be.useful to define what is 
meant by implementation. Typically, it is considered to be 
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the last stage or stages of project development. However, 
Ginzberg holds, correctly I believe, that "events critical 
to the outcome of a project occur at all stages of the 
development cycle, and a true understanding of the deter— 
minants of implementation success or failure requires that 
we consider these events.This broader interpretation 
will be used in the theoretical development of this study, 
but a more limited interpretation is required for the 
empirical study of Chapter V, 
The implementation problem first received systematic 
attention in 1965 when Churchman and Shainblatt^ proposed 
a framework for discussion of the problem. The subject has 
been seeking a unifying concept since that time, and, not 
12 
unexpectedly, has found several. Mason and Mitroff pro¬ 
vided an elegant conceptual framework based on five general 
considerations—psychological type, class of problem, method 
of generating evidence, organizational context, and modes 
of presentation—and although this work is dutifully ref¬ 
erenced in many subsequent efforts, its admonition to broaden 
the scope of inquiry has been largely ignored. A clue to 
this neglect may be found by examining the work of Ein-Dor 
and Segev. They reviewed the existing literature m 
regard to one of the Mason and Mitroff considerations— 
Organizational Context—and expanded this into nine variables. 
From these variables, they developed 22 propositions worthy 
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of research interest. As each of these propositions 
potentially has interactive effects with an expanded set 
of variables from other general considerationsr the problem 
rapidly becomes unmanageable. Faced with this situation, 
researchers have generally been content to deal with a well^ 
structured problem, to remain with a data or model evidence-* 
generator, to stay within an operation control-hierarchical 
authority system, and to examine rather small variations in 
mode of presentation and psychological type, 
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In 1977, Dickson, et al, provided a summary to date 
of the work in progress at the University of Minnesota, The 
underlying thesis of this work is that there is a relation¬ 
ship between a decision, a decision-maker, and the informa¬ 
tion system supporting the decision. The research was con¬ 
ducted under laboratory conditions, using a rather 
sophisticated set of simulation models. Of the nine experi¬ 
ments summarized, six used business school students as 
subjects, and the remaining three used procuring agents, 
middle managers, and systems analysts. A brief summary of 
findings relevant to the implementation process includes: 
(1) Complex or hard-to-use models have little effect on 
decision making 
(2) Non-familiar attributes may produce low confidence 
and little satisfaction 
(3) CRT output leads to faster decision making and less 
use of data 
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(4) Managers like to use interactive systems 
Among the implications of their research, they suggest; 
(1) Identification of an overall framework to guide the 
research stream is useful 
(2) There is an important system/user/decision inters 
action which affects performance results and user evaluations 
of an information system 
(3) Information systems characteristics (e.g., CRT’s) 
are starting to coalesce into a pattern 
(4) User characteristics, while present, do not produce 
a discernible pattern 
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Lucas has developed a descriptive model of the imple¬ 
mentation process and has conducted a series of experiments 
to development evidence in its support. He hypothesizes that 
two classes of variables, model quality and management 
support, affect attitudes and perceptions of a system and 
that these, combined with decision style and situational 
factors, allow prediction of successful project implementa¬ 
tion. Successful implementation is defined as use if the 
system is voluntary and as satisfaction if the system is 
mandated. Lucas' model is presented schematically as 
Figure 1. 
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Fig. 1 Lucas' model of the implementation process 
Field tests were conducted to gather evidence to test 
the model. They included eight cross-sectional studies and 
one longitudinal effort. Data collection was primarily by 
questionnaire, but computer records of usage were employed 
when appropriate. Analysis was primarily correlational with 
some use of stepwise regression. Although Lucas was unable 
to confirm his hypotheses, the findings generally supported 
the model and included: 
(1) Model quality must be high, both in terms of logic 
and of user interface 
(2) Favorable attitudes must be stressed during develop¬ 
ment 
(3) Management support should be encouraged and solicited 
(4) The implementer should try to account for different 
decision styles 
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(5) Personal and situational factors are likely to be 
related to success (Lucas only tested age, education, 
length of service, and regional factors in this all-inclusive 
category) 
The most recent work in the field tends to investigate 
MIS implementation as a special case of a more widely held 
16 
theory. Ginzberg has approached implementation as a 
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process of organizational change. Using the Kolb/Frohman 
expansion of the Lewin change model, which operationalizes 
the unfreeze, change, refreeze process, he hypothesized that 
success of MIS implementation would be positively related to 
the quality of effort in seven stages of a project. These 
stages are Scouting, Entry, Diagnosis, Planning, Action, 
Evaluation and Termination. He investigated this hypothesis 
with an 81-item questionnaire in a retrospective study of 29 
projects in 11 firms covering 9 industries. His measure of 
success was user satisfaction, and independent variables were 
the net degree to which key issues were resolved in each of 
the seven stages. The analysis confirmed that users in 
successful projects report significantly better handling of 
the implementation process than do those in unsuccessful 
efforts and indicated that the final stage. Termination, 
showed the greatest difference. Other interesting observa¬ 
tions included: 
(1) Managers and management scientists perceive out¬ 
comes and processes differently. Management scientists are 
44 
much less likely to perceive failure 
(2) In high-complexity projects, a good job in the 
Action stage cannot save a failing project. The Entry 
stage appears to be important 
(3) In mid-complexity projects, effectiveness in the 
Action stage can salvage a faltering project 
Ginzberg continued the analysis of the data to test 
a hypothesis that the level of individual change required 
for the successful implementation of a computer-based system 
differs across system types. For example, the hypothesis 
would predict that implementation would fail if an attempt 
were made to introduce a complex system without signifi¬ 
cantly altering the tasks of the individuals using it. The 
hypothesis was operationalized using four levels of adoption 
(LOA's) proposed by Huysmans and Keen. They are: 
Level 1. Management Action The user accepts the system 
as a black box and simply 
uses its output. 
Level 2. Management Change The user has an elementary 
understanding of what the 
system does and uses it as 
a tool to help find answers 
Level 3 Recurring Use of 
Management Science 
Approach 
to specific problems. 
The user applies the 
analytic framework to a 
variety of problems. 
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Level 4. Task Redefinition The user actively attempts 
to change his view of his 
job and uses the system 
to help redefine tasks. 
As before, Ginzberg's measure of success was user satis-' 
faction. Findings included: 
(1) Achieving the minimum level of adoption appropriate 
to the system but not any higher level is a necessary condi~ 
tion for successful implementation 
(2) A much greater level of change is required for 
Decision Support Systems than is needed for other types of 
systems 
From this it follows that commonly used implementation 
procedures are inadequate for Decision Support Systems. 
More appropriate strategies include: 
(1) Involving the user in system design. This is 
necessary but not sufficient 
(2) Incorporating a normative model in the design 
process 
(3) Using an evolutionary and iterative approach 
(4) Employing a task context concept in training for 
system use 
Ginzberg further suggests that learning potential is 
the key to evaluation of Decision Support Systems. 
As an alternative to the change process approach of 
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Ginzberg, Robey has studied MIS implementation as an appli¬ 
cation of the Lawler-Porter model of motivation. In brief, 
this theory suggests that an individual will be motivated to 
act in a manner which he expects to result in a particular 
performance if, in turn, he expects the performance to result 
in outcomes which he considers favorable. Starting from a 
proposition that MIS can and does fail where systems designers 
ignore user psychological reactions and organizational fac¬ 
tors, Robey proceeded to test a hypothesis that use of a 
system, measured objectively, would be a function of user 
attitudes. User attitudes were measured by the questionnaire 
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developed by Shultz and Slevin. This quesionnaire was the 
result of factor analysis of 106 responses to 57 items, which 
resulted in seven attitudinal factors: Performance, Inter¬ 
personal, Changes, Goals, Support/Resistance, Client/ 
Researcher and Urgency. In applying this questionnaire to 
66 salesmen who had been encouraged, but not required, to 
use a recordkeeping system, Robey added a subjective measure 
of system effectiveness, Perceived Worth. The data collected 
was limited to rank ordering to protect confidentiality of 
records. Correlation analysis was used for data reduction. 
Robey found a high correlation between actual system use 
and the following attitude factors: 
47 
(1) Performance 
(2) Goals 
(3) Support/Resistance 
(4) Client/Researcher 
(5) Urgency 
He found a significant, although lesser, correlation 
between Perceived Worth and all of the above factors except 
Goals. 
He interpreted the finding that attitudes are more 
strongly related to actual use than to Perceived Worth as 
having important implications, suggesting—somewhat 
contrary to Ginzberg—that research should center on actual 
use. 
Finally, two studies regarding the selection of 
projects for development are of interest, although they do 
not fit neatly into a systematic framework. Ginzberg 
developed a normative framework for the overall project 
selection process and then proceeded to analyze the actual 
selection criteria used by a single large and sophisticated 
international corporation. Cost-benefit analysis is nearly 
universally accepted as the appropriate technique for project 
evaluations but is rarely used effectively because of severe 
problems encountered. 
In order to properly allocate the organization's 
resources among competing alternative uses, we must be 
able to identify these alternatives and to compare the 
benefits offered across alternatives. This comparison 
must include the total package of benefits offered by 
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each project, and should recognize the possibility of 
unfavorable impacts. Since different packages offer 
different mixes of benefit types, performing this compari-- 
son requires that benefits be quantified. The expecta- 
tion of a financial impact is the key to quantification. 
Of 71 projects reviewed, many were approved with no attempt 
at quantification, and for those that cited any financial 
benefit, the majority claimed returns in only one area. In 
no case were unfavorable aspects considered. Quantification 
was found to vary directly with the size of the project, but 
even in the largest projects considered, only half of the 
benefits claimed were quantified, 
Ginzberg examined four possible reasons for the exists 
ing practice and concluded that quantification was in^ 
appropriate for small (less than $10,0QQ) projects—the 
analysis could cost more than the project—^and for certain 
lump-sum allocations at divisional levels, where the managers 
were fully cognizant of the project's value. However, 
quantification should have been conducted in the remaining 
cases. To improve the process, he suggested establishing 
# 
an exhaustive taxonomy of system benefits Che counted nine 
categories ranging from mandated reports through providing 
new information) and an assessment of probability of achiev¬ 
ing the quantified estimates in each category, 
Anderson and Narasimhan have developed and illustrated 
a method for the a priori assessment of project implementation 
risk in Management Science. Their approach identifies the 
chance of success at the outset of a project and provides 
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guidance for tailoring implementation strategies for any 
specific project. Initially, a discriminant function is 
developed in three steps: 
(1) Relevant theory and experience is reviewed to 
identify a set of risk factors 
(2) A questionnaire is administered to measure these 
factors for successful and unsuccessful projects 
(3) A discriminant function is computed using the 
success/failure dichotomy 
To assign risk and develop an implementation strategy, 
the questionnaire is administered to determine the state of 
the risk variables existing in the organization, a dis¬ 
criminant score is computed, and the a priori risk estimated. 
If the project is approved, the project risk coefficients 
are used to identify the areas most in need of improvement. 
The authors illustrated this technique by developing a dis¬ 
criminant function using retrospective decision data from 
24 middle- and upper-level managers and were able to pre¬ 
dict (again, retrospectively) the failure of an unrelated 
Management Science project. 
In summary, the recent research regarding implementa¬ 
tion has been somewhat disappointing in its results. At their 
best, the findings provide a degree of documentation for what 
appears intuitively obvious. However, they are often 
50 
inconclusive and sometimes contradictory. The work relating 
implementation success to more broadly based behavioral 
theories is a step forward, but behavioral considerations 
are only one facet of organizational effectiveness. They 
tacitly assume that many task and structural variables can 
be safely overlooked. Finally, research linking MIS char¬ 
acteristics to achievement of organizational goals is 
totally missing. 
The Relationship Between EDP and Organization Structure 
Interest in the effects that EDP would have on organiza¬ 
tions has paralleled the development of EDP systems. In the 
late 1950's and early 1960's, the effects were a matter of 
speculation; in the late 1960's and early 1970's, the pre¬ 
vailing experience with large centralized computers led to 
research centered on the centralization versus decentraliza¬ 
tion issues; more recently, the variety of systems options 
has led to an interest in determining the best fit betwen 
EDP configuration and that of the overall organization. 
The early speculation on EDP effects varied widely in 
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its predictions. In 1958, Leavitt and Whisler saw the 
computer acting in direct opposition to the trend toward 
power equalization spawned by the human relations approach 
to organizational functioning. They predicted that auto¬ 
mation in firms would cause the planning level to move up¬ 
ward, resulting in the increased structuring of 
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middle-management jobs and precipitating a significant move 
toward recentralization. Further, they predicted that the 
line between middle and top management would be more 
sharply drawn, limiting upward mobility in the firm and, 
perhaps most significantly, that middle management would be 
radically reorganized. In this latter area, they foresaw a 
large-scale depletion of ranks and a general lowering of 
status, although the status of computer professionals and 
certain research and development managers would rise. 
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At about the same time, Slater took a more moderate 
view. Although he too predicted that the computer would 
promote centralization, which, in turn, would result in 
fewer departments and fewer levels of management, he saw 
this as a gradual process which would not result in any 
major or sudden displacement. His outlook was notable for 
its early recognition of the need for distributed data 
processing and the prediction that technology would evolve 
to fulfill this requirement. 
Somewhat later, Burlingame's analysis showed that the 
computer would be a neutral factor in the centralization 
versus decentralization issue and that evolving technology 
could facilitate either approach. In view of other consid¬ 
erations favoring decentralization, he predicted that this 
would be the path of organizational development in the 
future. Simon forecast a trend toward centralization in 
order to take advantage of the analytic capabilities of the 
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computer, but he held that this would not result in any 
significant change in the basic hierarchical structure of 
organizations and that it would not cause a significant 
change in the skills required. Basing his case on economic 
analysis, Simon predicted that full employment would be 
maintained and that man in 1985 would be doing much the 
same things that man was doing in 1960. 
Interest in the impact of the computer on work organiza¬ 
tions led to several surveys aimed at assessing these effects. 
Although techniques employed by the researchers varied in 
detail, they were based upon questionnaires and interviews 
administered to high-level executives in varying samples of 
firms. 
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Brink was perhaps the most ambitious in his approach. 
He conducted an extensive survey of over 100 large industrial 
firms. In general, he found that the introduction of com¬ 
puters was very significant in management practice. More 
particularly, he found that the planning function was consid¬ 
erably enhanced, that there was a definite trend toward con¬ 
solidation in the formal structure and that decision making 
was improved. Automation was found to demand a company-wide 
standardization of data recording and reporting. This, in 
turn, has resulted in greater organizational cohesiveness, 
more top-level control and more centralization of company¬ 
wide functions. He did find that profit-cenrer decentraliza¬ 
tion still appeared to be an effective organizational 
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principle, but he speculated that profit-center executives 
might have morale problems because of loss of some pre¬ 
rogatives to the central office. Brink also found that a 
significant new dimension had been added to the organizational 
structure—that of the project study group. This inter¬ 
departmental body is required in developing specifications 
and maintaining control over all but the simplest EDP appli¬ 
cations. It is usually composed of middle- or lower-level 
managers, those who have the "hands-on" requirement and 
responsibility for the application being automated, yet who, 
as a group, often have direct access to the vice presidential 
level. Such study groups determine in large measure how the 
firm will function in the future. By bypassing several inter¬ 
mediate levels of management, the possibility exists that 
they might make these levels obsolete. In the area of 
decision making. Brink found that the computer was having a 
strong and generally positive influence. The technical 
requirements of automatic data processing have resulted in 
better problem definition, improved use of analytical tech¬ 
niques and the generation of the need for and capability 
of considering more variables than previously. These bene¬ 
fits, he noted, were gained at the cost of some flexibility. 
Whisler took an intensive approach to his study of the 
impact of computers. He presumed that there were significant 
organizational differences between industries which would tend 
to confound the results of any broadbased survey and elected 
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to concentrate his efforts on the insurance industry. In 
a survey of 20 insurance companies, his findings were 
generally in consonance with those of Brink. In terms of 
formal organization structure, he noted a consolidation of 
departments, a reduction in the number of hierarchical levels 
and a change from parallel to functional organization. He 
found little change in the employment of middle managers, but 
some reduction in clerical employment. After introduction 
of EDP, decision making became more consolidated, more 
systematized, more dependent upon quantitative techniques 
and was raised to a higher level of authority. Like Brink, 
Whisler found that these changes were accompanied by a reduc¬ 
tion in flexibility. He concluded that the main effect of 
these changes was a reduction in the autonomy of lower-level 
managers. He also noted an increasing dependence upon EDP 
personnel as staff experts. 
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Vergin ^ concentrated his study in a single geographic 
area. His survey covered 11 firms in 10 industries in 
Greater Minneapolis-St. Paul. He found that the impact of 
the computer on the organization was largely a function of 
management's concept of computer use. Those firms which saw 
the computer as simply a very fast calculator experienced 
little change. Those which saw it as an integrated, 
decision-making tool experienced much greater effects. He 
also found that the more recently the computer had been 
installed, the more likely a company was to have the latter 
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orientation. Vergin's specific findings agreed largely 
with those of Brink and Whisler. In terms of formal struc¬ 
ture, he found a universal trend toward consolidation of 
departments and some centralization of functions. In the 
decision-making area, he found that there was an improvement 
in the specification of decision variables, that decisions 
were made from a broader systems view and that departmental 
managers were generally more able to avoid the pitfalls of 
suboptimization. Like the others, he found that these 
improvements were bought at the cost of flexibility. Vergin 
also held that there tended to be a degree of oversimplifi¬ 
cation and an excessive reliance on quantifiable variables. 
The foregoing surveys must be interpreted in terms of 
the technology existing at the time of the observations. 
The prevalent mode of EDP was with large centralized hard¬ 
ware and functionally oriented programs. Distributed pro¬ 
cessing capabilities and database management concepts were 
not yet widely used. 
Introduction of the more complex forms of data process¬ 
ing into organizations has taken place rapidly in the past 
decade. Perhaps because of the rapidity of change, few 
studies have addressed the relationship between EDP and 
organizational structure during this time. A notable excep- 
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tion is Blau, et al, who studied the impact of automation 
on manufacturing plants. Based on a sample of 110 firms 
in the New Jersey area, they found no evidence that the 
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computer reduces the subordinate-to^supervisor ratio or that 
it causes a consolidation of departments. They did find 
that automation enlarges the proportion of all kinds of ad¬ 
ministrative personnel, narrows the span of control of first- 
line supervisors and raises the professional skills of the 
salaried staff. Additionally, in multi-plant firms, they 
found that highly mechanized production techniques reduce 
the autonomy of plant managers and discourage decentraliza¬ 
tion, whereas an in-house computer used to automate support 
functions promotes decentralization to the plant manager 
level, but not below. In such firms, the physical location 
of the computer facility was seen as governing the locus of 
decision-making authority. If a plant has its own computer, 
its management is likely to have much autonomy; but if a 
plant uses a computer at corporate headquarters, chances 
are that authority is centralized there. The plant which 
does not have its own computer incurs great costs in that 
it has a reduced capacity to adjust quickly to changing 
environmental conditions. 
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Olson's research was the first to reflect fully the 
influence of the variety of information processing technology 
which has become available. She attempted to identify the 
organizational contingencies which influence the balance 
between user and technical control of information services. 
Using a sample of 43 relatively large firms in Minnesota, 
she investigated the relationships among the organizational 
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variables defined in the Aston studies and measures of 
systems operation, systems management and systems develop¬ 
ment. In general, she failed to find consistent relation¬ 
ships between information services centralization/decentrali¬ 
zation and organizational structure, although there was a 
tendency for organizations with more decentralized informa¬ 
tion systems to be more specialized, standardized and 
formalized than companies with centralized information 
services. Contrary to Blau, Olson's sample showed no rela¬ 
tionship between the location of the computer and organiza¬ 
tional characteristics. Although her analysis was at the 
organizational rather than the sub-unit level, the following 
findings bear closely upon the research reported here: 
(1) Companies with high structuring are more likely to 
specialize system development 
(2) Companies with decentralized decision-making 
authority are more likely to try to facilitate communica¬ 
tions with users than are those with centralized decision¬ 
making authority 
(3) Companies in which the use of the information 
system is central to the main workflow are more likely to 
specialize system development than are those in which the 
information system is not central to the main workflow 
(4) Decentralization of system development appeared to 
improve users' perceptions of the quality of service provided 
by the information services function. 
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The tentativeness of the results in these initial 
empirical studies is to be expected. The fact that the 
ground has been broken is indicative of an increasing aware¬ 
ness of the need to consider organizational complexity as an 
integral component of information systems implementation. 
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CHAPTER I V 
TOWARD AN ORGANIZATIONAL CONTINGENCY MODEL 
OF MIS IMPLEMENTATION 
Qve rview 
The preceding chapters have reviewed the environmental, 
organizational, behavioral and information-systems theories 
and studies which underlie an understanding of the MIS 
implementation process. This chapter deals with the problem 
of constructing a model of the implementation process by 
synthesizing these theories and studies and then abstracting 
from the resulting complexity. This model should address 
such questions as "Can the findings from several fields be 
synthesized to form a coherent implementation model?" and 
"Can a manageable number of categories be defined wherein 
observable user characteristics can reliably predict imple¬ 
mentation outcomes?". If the answers to these general 
questions are affirmative, then it becomes of further 
interest to identify the salient characteristics from these 
fields of study which lead to predictability. 
The chapter first sets forth a general model for the 
study of implementation by drawing heavily on the charac¬ 
teristics developed in the literature review. This broad 
overview is essential in order to define the context of the 
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research and its applicability and limitations. 
A segment of this model of strong current interest is 
then developed in greater detail, and the limitations which 
must be acknowledged in an attempt to describe the imple— 
mentation process are noted. 
A full, empirical investigation of the general model is 
beyond the scope of the present research; however, in the 
final section of the chapter, a limited model is developed 
in order to examine the underlying proposition that organi¬ 
zational structure is one of the principal determinants of 
MIS implementation success and in order to identify salient 
user characteristics which may be operative in the differing 
structural formations. 
A General Model of MIS Implementation - 
A Static Representation 
A synthesis. The general model of MIS implementation pro¬ 
posed here can be expressed in the mathematical form 
S = f(E,0,P,U,T) 
where S designates implementation success 
E designates the organization's external envir¬ 
onment 
0 designates organizational structure factors 
P designates the information system's project 
characteristics 
U designates user characteristics 
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and T designates temporal considerations. 
The literature review of Chapter II strongly supports 
the relationship between environmental factors and overall 
organizational structure. The unresolved debates in this 
field are external to the present development, and only the 
consensus that an organization and its sub-units can be 
adequately described in terms of a number of universal dimen¬ 
sions is essential. In essence, it is argued here that these 
definable dimensions of structure isolate the internal process 
of MIS implementation from the larger environment in which 
the organization exists. Nolan and Wetherbe''" reached a simi¬ 
lar conclusion that "organizational subsystems sufficiently 
filter interaction with the broader environment before 
reaching MIS" in a recent review of MIS research. As noted 
in Chapter II, numerous findings have supported the notion 
that structural characteristics vary systematically within 
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an organization. Van de Ven has stated this argument 
concisely: 
A micro-level focus on departments or work units is needed 
to examine the unique patterns of design within organiza¬ 
tions. By definition, a complex organization consists of 
multi-forms of structural differentiations. Attempts to 
compute composite scores on standardization, formalization, 
discretion, and other structural dimensions across all 
organizational components inherently presents a distorted, 
homogenizing view of organizations. Average scores on 
these dimensions are more appropriately examined at the 
micro-organization level of analysis. 
Therefore, while direct effects of overall organizational 
3 
characteristics, such as those proposed by Ein-Dor and Segev 
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cannot be totally ruled out, the major locus of interaction 
between structural effects and MIS implementation is to be 
expected at the sub-unit level. That is the focus of the 
model developed here. 
The model is a static one; nevertheless, it is essen¬ 
tial to consider temporal effects in order to define its 
proper bounds. The primary temporal consideration regards 
the state of the overall information systems function within 
the organization. Studies which compare an organization v/ 
which is introducing its first computerized function with 
one which has been operating on-line with a sophisticated 
database management system are unlikely to produce valid 
results. This model is heavily dependent upon the project 
as the unit of MIS development. In this regard, it assumes 
that there is a rational decision system at or above the 
departmental level for project selection and prioritization 
and that project development is a function of the information 
systems department. In terms of Nolan's stages, it is most 
applicable to organizations well along in the Control Stage 
and in the Integration Stage. The principles developed 
must be applied with caution to organizations in the less 
formal stages of early computer introduction and to those 
in the more highly sophisticated stages, where advanced tech¬ 
nology may permit the user to develop his own applications 
with minimal assistance from information systems personnel. 
An informal survey of current literature, reinforced by 
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interviews conducted with MIS managers in the empirical 
study described in Chapter V, suggest that most organiza¬ 
tions fall into the area to be modeled and that this 
temporal restriction does not unduly limit applicability of 
the model to current implementation processes. A more 
serious restriction lies in applying a static model to an 
inherently dynamic process. This approach precludes account¬ 
ing for effects resulting from varying implementation strate¬ 
gies. There is an assumption, then, that no extraordinary 
means are employed to overcome user or organizational impedi¬ 
ments to the implementation process. For the rather limited 
sample described in Chapter V, this assumption appeared to 
be well justified. Virtually all developmental agencies 
surveyed indicated reliance on similar project control 
devices and sign-off procedures. 
Given that the MIS implementation process is effectively 
screened from the external environment and accepting the 
limitations imposed by a static representation of a dynamic 
process, the remaining relationships may be visualized as 
shown in Figure 2, where the direction of the arrows indicates 
increasing complexity for the project and structural di¬ 
mensions, and decreasing receptivity for the user character¬ 
istics . 
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Using this visualization, the segment of intermedidate 
complexity (indicated by shading) is selected for further dis¬ 
cussion. This simplified presentation is useful for facilitating 
discussion, but it must not be taken too literally, for each of 
the axes in this diagram represents a multi-dimensional concept. 
Figure 3 summarizes the external forces that impact upon 
sub-unit structure and the relationships among internal ele¬ 
ments in the current model. The fundamental argument here 
is that sub-unit structure moderates the relationship between 
user characteristics and project success; therefore, the arrows 
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Fig. 3 A general contingency model of MIS implementation 
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are drawn to indicate this effect. 
It is acknowledged that it can be equally argued that 
user characteristics modify the relationship between sub¬ 
unit structure and success and that there may well be under¬ 
lying factors (such as self-selectivity of certain types of 
individuals into certain types of organizations) more funda¬ 
mental than either of these directional considerations. For 
the present, the task is to determine whether there is a 
systematic variance among these factors—the fundamental in¬ 
vestigation is to determine whether path 2, leading from User 
Characteristics to Project Success via Sub-Unit Structure, 
accounts for more of the variance in the implementation 
process than does path 1, which assumes a direct User Char¬ 
acteristics to Project Success linkage. It is now appropriate 
to define the elements of the model. 
The dimensions of information systems complexity. A number 
of schemes for the classification of information systems 
projects has been proposed. Perhaps the most broadly based 
4 
and useful of these was formulated by Gorry and Scott Morton. 
They combined Anthony's three levels of management—strategic 
planning, managerial control and operational control—with 
Simon's two types of decision-making—structured and un¬ 
structured decisions—to produce the framework depicted in 
Figure 4. The remaining discussion will center on those 
applications which support structured or semi-structured 
decisions at the management control level, although the 
results may be extrapolated with suitable caution to the 
remaining areas. 
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(adapted from Gorry and Scott Morton) 
The dimensions of user characteristics. The work to date 
suggests that there are two significant areas of user percep¬ 
tion which relate to MIS Implementation. The first area is 
the expected outcomes of an MIS project. At the outset of a 
development, potential users will perceive that the project 
will have certain results which they may consider to be either 
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favorable or unfavorable. The second area of user percep¬ 
tion relates to the implementation process itself. The user 
is unlikely to commit himself to a project if he perceives 
that it has little chance of success, and this lack of 
commitment may constitute a self-fulfilling prophecy. Fac- 
5 
tors derived by Shultz and Slevin represent a distillation 
of a large nunber of theoretically based variables and will 
be used in the development of propositions. 
Factors related to project outcomes. 
Performance. This factor relates to the effects 
which the manager expects a project to have on his ability 
to perform his job. It includes elements of job satisfac¬ 
tion, visibility and efficiency. 
Interpersonal relations. This factor represents 
the manager's perceptions of the changes which will be 
required in his relationships with seniors, peers and 
subordinates as a result of a project. 
Changes. This factor relates to the manager's 
perceptions of the changes in structure and work relation¬ 
ships which may result from the implementation of a project. 
Goals. This factor summarizes variables relating 
to the clarity, achievement and congruity of the goals of 
different individuals and the organization as a whole. 
Factors relating to the implementation process. 
Support/resistance. This factor represents the 
manager's perceptions regarding the adequacy of the 
72 
managerial, technical and organizational support for the 
project and includes elements of the expected resistance 
to the project within the organization. 
Client/researcher. This factor relates to the 
manager's perceptions of the state of relations between 
the manager and those responsible for the technical devel¬ 
opment of the project. 
Urgency. This factor summarizes the manager's 
perceptions of the need for the project sensed at varying 
levels of management, including his own. 
Appendix B provides inter alia a summary of the factor : 
loadings derived in the original Shultz and Slevin formula¬ 
tion of this factor structure. 
The dimensions of organizational sub-unit structure. The 
theoretical and empirical literature reviewed in Chapter II 
supports measuring organizational structure at the sub-unit 
level and treating structure as a multi-dimensional rather 
than a unitary concept. The three dimensions most extensively 
g 
used and documented were derived in the Aston studies. 
Structuring of activities. This dimension refers to 
the degree to which the intended behavior of employees is 
overtly defined by specialization, standard routines and 
formal paper work. 
Concentration of authority. This dimension refers to 
the degree to which authority of decisions rests in 
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controlling units outside the organizational sub^-unit and 
is centralized at the hierarchical levels within it. 
Line control of workflow. This dimension refers to 
the degree to which control is exercised by line personnel 
as opposed to impersonal procedures. 
The dimensions of project implementation success. In most 
general terms, an information system is successful to the 
extent that it facilitates the attainment of an organiza¬ 
tion's operative goals. A particular EDP project can be 
expected to contribute to these goals if it is effective, 
efficient, used and satisfactory to its users. 
Effectiveness. This dimension refers to the selection 
of those projects which are most appropriate to the attain¬ 
ment of goals within the constraints of available resources, 
A rational decision process to determine project effective¬ 
ness is an assumption of this model. 
Efficiency. This dimension refers to making the best 
use of the resources available within the areas which have 
been determined to be effective. In terms of EDP projects, 
it is generally considered to be an internal function of 
the information systems department and is not of direct 
concern to the present model. User concerns regarding 
efficient use of managerial time are an element of user 
satisfaction. 
Use. This dimension is frequently measured in 
\ 
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determining success of a particular system. It is an ele¬ 
ment which can be measured with a high degree of accuracy 
because of machine records, but it is a flawed measure in 
situations where users have no alternative means of accom¬ 
plishing a given task. 
User satisfaction. This dimension refers to the level 
of acceptance of a project by the users or prospective users 
in the organization. Elements of user satisfaction in 
regard to EDP projects include satisfaction with the develops 
mental process, with outputs from the completed project and 
with its ease of use. 
Propositions relating user characteristics and implementation 
success as a function of sub-unit structure. 
The foregoing section has described the elements of a 
static model of MIS implementation. This section will 
examine the relationships to be expected between user charac¬ 
teristics and user satisfaction as a function of sub-unit 
structure for the class of information systems designed to 
deal with structured or semi-structured decisions at the 
managerial control level. This is the level considered to 
be most relevant to a descriptive model of current MIS 
implementation problems in that developmental procedures in 
other information systems categories are either well in 
hand—e.g., in the structured, operational category—or are 
too speculative for systematic analysis—e,g., in the 
unstructured, strategic planning class. Nevertheless, the 
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the relationships developed for this particular class of 
information systems should have wide applicability if suit¬ 
able allowance is made for the differences in organization 
structure likely to prevail at the managerial levels using 
the other information system classes. 
EDP projects can be successfully implemented in sub¬ 
units having any and all mixes of the three underlying struc¬ 
tural variables. In terms of the user characteristics 
derived by Shultz and Slevin, it can be stated, in general, 
that projects will be successful if the user believes they 
will (1) enhance his performance, (2) contribute to the 
attainment of organizational and individual goals and (3) 
improve interpersonal relations. Further, they will be 
successful if the user perceives (1) that there is an urgent 
need for the output of the project, (2) that there is mana¬ 
gerial support for use of the system and (3) that the devel¬ 
oping agency is competent to complete the project. There is 
no reason to expect a total reversal of these generalities 
in any specific instance. However, the basic argument set 
forth in this dissertation is that the relative importance 
of these variables in determining implementation success is 
a significant and systematic function of the organizational 
structure of the user department. For example, a manager in 
a highly-structured, highly-centralized and impersonally 
administered department may be relatively indifferent to a 
change in interpersonal relationships, whereas this factor 
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may be of prime significance in a sub-unit having the 
opposite characteristics. The general proposition may be 
stated: 
Proposition 1, The user characteristics which relate to 
user expectations regarding project outcomes and processes 
will vary systematically with the organizational structure 
characteristics of the user's organization sub-unit. 
Propositions related to structuring of activities. In a 
review of the effects of organizational structure on inno- 
7 
vation in general, Pierce and Delbecq noted that there is 
wide agreement that differentiation within an organization 
is conducive to initiation of innovations but that the 
accompanying lack of singleness of purpose leads to resis¬ 
tance in the implementation stage, (.It should be noted 
that Pierce and Delbecq use "implementation" in the more 
limited sense of the final stages of the innovative process 
as opposed to the broader sense adopted in this research,) 
They further found general agreement that formalization, 
another element of the Aston factor of structuring of 
activities, is considered to be negatively related to 
initiation but positively related to implementation. This 
widely observed effect can be expected to have its counter^ 
part in the MIS implementation process. 
Proposition SI. Organizational sub-units characterized by 
a low structuring of activities will generate more requests 
for EDP development projects than will sub-units having 
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high structuring of activities. 
Proposition S2, In organizational sub-units characterized 
by a high structuring of activities, user characteristics 
relating to performance and goal characteristics will relate 
more positively with success than will these characteristics 
in sub-units with low structuring of activities. 
Proposition S3, In organizational sub-units characterized 
by a low structuring of activities, user characteristics 
relating to interpersonal and change factors and those re¬ 
lating to the developmental process will relate more posi¬ 
tively with success than will these characteristics in 
sub-units with high structuring of activities. 
Proposition S4. The extent of user participation in the 
developmental process will relate more positively with user 
satisfaction in sub-units having low structuring of activi¬ 
ties than it will in sub-units having high structuring of 
activities. 
Propositions related to centralization of authority. In the 
broader studies of innovation, there is a general consensus 
that centralization of authority is negatively related to 
o 
the initiation phase of innovation, but this agreement does 
9 
not hold for the implementation phase. Some authors hold 
that the greater ego-involvement implicit in decentralized 
operations generates a greater commitment to implementation, 
whereas others hold that the bargaining process, equally 
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implicit in decentralized organizations, will prove an 
impediment to reaching the accord necessary for implementa^ 
tion.^ Empirical studies to resolve this issue are not 
available. At the MIS implementation level of innovation, 
it is probably a rare occurence when the user ego-involvement 
is great enough to overcome the dysfunctional effects of 
the bargaining process. The following propositions summarize 
the effects to be expected as a result of the degree of 
centralization of decision making in MIS implementation: 
Proposition Cl. Organizational sub-units operating in a 
decentralized mode will generate more requests for EDP 
development projects than will those operating in a more 
centralized mode. 
Proposition C2. In organizational sub-units characterized 
by high centralization, user characteristics relating to 
factors of urgency, support/resistance and goals will 
relate more positively with project success than will these 
factors in decentralized sub-units. 
Proposition C3. In organizational sub-units characterized 
by low centralization, user characteristics relating to 
interpersonal relations and changes will relate more posi¬ 
tively with project success than will these factors in 
centralized sub-units. 
Proposition C4. The extent of user participation in the 
developmental process will relate more positively with user 
satisfaction in sub-units having low- centralization than it 
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will in sub-units having high centralization. 
Propositions relating to the line control of workflow. There 
is little in the literature on which the base expectations 
regarding the effects of this structural dimension. It is 
to be expected that managers in sub-units which employ a 
highly personal style of control would, in general, be in¬ 
different to or hostile to automated support, whereas those 
in sub-units which rely on less personal control measures 
would have a greater need for formal managerial tools—such 
as data-processing support. The following propositions 
appear reasonable: 
Proposition LI. Organizational sub-units characterized by 
use of impersonal workflow control methods will generate 
more requests for EDP development projects than will those 
characterized by personal control methods. 
Proposition L2. In organizational sub-units characterized 
by the use of impersonal workflow methods, user character¬ 
istics relating to all factors defined in this model will 
relate more highly with project success than will those in 
sub-units employing personal control methods. 
Total sub-unit effects. The effects proposed above for 
each of the structural characteristics are expected to be 
additive in determining total sub-unit effects. 
To the extent that the three dimensions of structure 
are independent, any combination of the three characteristics 
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is equally likely. In those situations where the effects 
of individual dimensions are expected to be reinforcing, 
the model can be used to make clear predictions. However, 
in those cases where the effects tend to cancel, there is 
no reliable guideline for estimating which of the dimen¬ 
sions may be dominant. As an example, the model will pre¬ 
dict with confidence that a project has a high probability 
of being implemented successfully in a sub-unit which has 
high structuring of activities, is highly centralized and 
employs impersonal workflow control measures, if the po¬ 
tential users in that sub-unit perceive that the project 
was urgently needed, had strong managerial support, 
promised significant performance improvement and contributed 
to overall goals. Similarly, it would predict with confi¬ 
dence that a project would have a high probability of 
being successfully implemented in a sub-unit which has low 
structuring activities, is decentralized, and employs 
impersonal workflow control measures if the potential users 
perceive that there is a good working relationship with the 
EDP developers and that it will result in improved inter- 
sonal and organizational relationships. However, when any 
one of the three structural dimensions is reversed, this 
confidence diminishes rapidly. 
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A Limited Model for Empirical Verification 
The empirical investigation of this dissertation will 
consider only the relationships between user characteristics 
and project success, defined as user satisfaction, as a 
function of organizational sub-unit structure. Propositions 
developed above relative to the number of development 
projects likely to be requested by the varying types of 
sub-units will not be investigated. An additional limitation 
is imposed by the practical limitations of data collection. 
A full investigation of the model, even with a simplifying 
assumption of dichotomizing the structural dimensions would 
require data to fill eight sub-unit type cells. Each of 
these cells would, ideally, consider both satisfactory and 
unsatisfactory projects. The minimum number of observations, 
assuming even distribution among the cells, would be 
approximately 1,000 user questionnaires in 200 sub-units for 
a statistically reliable assessment. The limited study here 
will have the more modest goal of determining: 
(1) whether the methodology proposed can reliably dis¬ 
criminate between satisfactory and unsatisfactory projects 
based upon observation of initial user perceptions of a 
project 
(2) whether the methodology proposed can demonstrate 
a systematic tendency for the relation between user charac¬ 
teristics and project success to vary as a function of 
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organizational sub-unit structure 
(3) if a contingency approach, based on the Aston 
dimensions of structure, promises an improvement over a 
more general approach 
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CHAPTER V 
AN EMPIRICAL INVESTIGATION OF THE CONTINGENCY MODEL 
Overview 
An empirical investigation was undertaken to determine 
if a contingency approach to MIS implementation would have 
greater predictive value than would a more general approach. 
Eleven medium- to large-size firms in the Connecticut River 
Valley of Western Massachusetts were selected for participa¬ 
tion in a survey to determine the effects of structure on 
the relationship between user characteristics and satisfac¬ 
tion with the implementation process and results. Data was 
collected at the organizational, MIS department, user 
department and individual manager levels. Preliminary 
analysis indicated that the data collected conformed reason¬ 
ably well with the limitations of the model developed in 
Chapter IV and was representative of the organizational and 
individual variables included in the theoretical develop¬ 
ment. The analysis was continued to determine whether the 
structural variables mediated the relationships between 
identifiable user characteristics and satisfaction with the 
MIS projects. 
Research Variables and Hypotheses 
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Organizational structure variables—operational definitionst 
Structuring of activities. Structuring of activities 
is defined as the unweighted sum of the standardized 
value of three scales defined in the Aston studies. These 
scales are: Functional Specialization, Formalization of 
Role Definition and Overall Standardization of Procedures, 
Measurements were made at the department level. 
Centralization. Centralization is defined as the 
score achieved on the Aston scale for Overall Centralization, 
% 
Measurements were made at the department level. 
Line Control of Workflow. Line Control of Workflow 
is defined as the score on the Aston scale measuring the 
average subordinate ratio at the department level. 
User related variables—operation definitions. 
Individual performance and urgency. Individual Per¬ 
formance and Urgency is defined as the first factor result¬ 
ing from a factor analysis of the Schultz and Slevin 
questionnaire administered to the participants in this 
survey. The factor analysis was conducted using SPSS^ 
procedure PA2, specifying five factors and using the Kaiser 
Normalization Rotation Method. All questionnaire items, 
multiplied by their respective weightings, have been re¬ 
tained in this variable. Typical items loading heavily on 
this factor include "This project is important to me," 
"I need this project" and "It is important that the output 
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of this project be used soon." See the following sub¬ 
section titled "Factor Analysis of the EDP User Character¬ 
istics Questionnaire" for details of this analysis. 
Goals and organizational performance. Goals and Organi¬ 
zational Performance is defined as the second factor result¬ 
ing from the factor analysis described above. Typical items 
loading heavily on this factor include "Organizational goals 
will become clearer," "My goals and the company goals will 
become more similar than they are now" and "The use of this 
system will increase profits." 
Interpersonal effects. Interpersonal Effects is 
defined as the third factor resulting from the analysis 
described above. Typical items loading heavily on this 
factor include "I will need the help of others more," "I 
will need to talk to others more," and "The individuals I 
work with will change." 
Management support. Management Support is defined as 
the fourth factor resulting from the factor analysis. Typical 
items loading heavily on this factor include "My boss wants 
me to use this system," "This project is important to my 
boss," and "This project is important to top management." 
User/EDP relationship. User/EDP relationship is defined 
as the fifth factor resulting from the factor analysis. 
Typical items loading highly on this factor include "When I 
talk to those implementing the system, they respect my 
opinion," and "I enjoy working with those who are implementing 
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the system". 
Satisfaction with the development process. Satisfaction 
with Development Process is defined as the user response 
on the first item in the satisfaction section of the User 
Characteristics Questionnaire. 
Satisfaction with project outcome. Satisfaction with 
Project Outcome is defined as the unweighted sum of the 
user's response to the three items on the User Character¬ 
istics Questionnaire dealing with overall satisfaction, 
satisfaction with the level of accuracy of the output of 
the system and satisfaction with the timeliness of the out¬ 
put provided by the system. 
Hypotheses to be investigated. Three hypotheses will be 
investigated in this study. The first will deal with the 
effects of departmental structure and user characteristics 
when satisfaction is held constant at high and low levels. For 
these purposes, satisfaction will be dichotomized with the 
highly satisfied category representing scores of 6 and higher 
on the satisfaction items in the user questionnaire. Satis¬ 
faction with the implementation process and with the outcome 
of the project will be addressed separately. Positive results 
in the investigation of this hypothesis and its components 
would tend to support the model set forth in this study. 
The second hypothesis will deal with the relationship 
between satisfaction and user characteristics when 
departmental structure is held constant. For this 
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investigation, structure will be categorized into two levels—* 
those which are low in line control of workflow and those 
which are high on this dimension. Positive results in this 
set of hypotheses would lead to developing implementation 
strategies tailored to a particular departmental structure. 
Hypothesis to Investigate Relationships Between 
Structural Dimensions and User 
Characteristics with Satisfaction 
Held Constant 
Hypothesis 1. When satisfaction is held constant, user 
characteristics will vary systematically with organizational 
structure. 
1A: For users who are highly satisfied with the 
development process, there will be significant differences 
in user perceptions of the project among users in depart¬ 
ments with differing structural characteristics. 
IB: For users who are less satisfied with the develop¬ 
mental process, there will be significant differences in user 
perceptions of the project among users in departments with 
differing structural characteristics. 
1C: For users who are highly satisfied with project 
outcomes, there will be significant differences in user per¬ 
ceptions of the projects among users in departments with 
differing structural characteristics. 
ID: For users who are less satisfied with project out¬ 
comes, there will be significant differences in user 
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perceptions of the project among users in departments with 
differing structural characteristics. 
Hypothesis to Investigate the Relationships' Between 
Satisfaction and User Characteristics With 
Structural Dimensions Held Constant 
Hypothesis 2. Within a particular organizational structure, 
user characteristics will vary systematically with user satis 
faction. However, the characteristics which relate to satis¬ 
faction will be different in different structure configura¬ 
tions. 
Hypothesis to Investigate the Change in Predictive 
Ability of the Relationship Between User 
Perception and User Satisfaction 
as a Contingent Function of 
Department Structure 
Hypothesis 3. Predictability of user satisfaction level as 
a function of initial user perceptions will be greater when 
department structure is considered than when it is not. 
Discussion. The hypotheses to be investigated are 
closely interrelated. The state of the theory and research 
in this area is not sufficiently refined to support separate 
predictions in each of the areas and sub-areas to be inves¬ 
tigated; nevertheless, the expectation for the general direc¬ 
tion of the effects can be stated. Those factors that relate 
to group processes and interpersonal relations are likely to 
be most valued in organizations which are low in structuring, 
operate in a decentralized mode, and rely on personal contact 
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to maintain control of workflow. Therefore, in regard to 
Hypothesis 1, it is expected that high values of Factor 2, 
Organizational Performance and Goals, Factor 3, Inter¬ 
personal Effects, and Factor 5, User/EDP Relationship, will 
relate more positively to satisfaction with projects in the 
less formal organizations; whereas high values on Factor 1, 
Individual Performance and Urgency, and Factor 4, Management 
Support will relate more positively with satisfaction in more 
formal organizations. In regard to Hypothesis 2, it is 
expected that more satisfied users will show higher values 
for all the factors than will the less satisfied users within 
the same department type. The differences across departments 
will be a matter of degree. 
Rejection of the null condition for Hypotheses 1 and 2 
would indicate that there are significant differences among 
the more and less satisfied managers as a function of depart¬ 
ment structure. Hypothesis 3 would then test whether or not 
these differences could be exploited to improve predictions 
of satisfaction based on observation of initial user per¬ 
ceptions of an EDP project. 
Data Collection Procedures 
Sample selection. Two substantive criteria were established 
to determine the suitability of organizations to be contacted 
for this study. First, participation was limited to firms 
in the private sector. This was considered essential to rule 
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out any differences in the implementation process which might 
be the result of profit versus non-profit motivation. 
Second, only those firms which possessed an in-house EDP 
development capability were of interest. To satisfy the 
second criterion, an arbitrary minimum of 500 employees was 
established. An additional criterion was that the firms 
should be reasonably accessible to the University of 
Massachusetts campus at Amherst. Based on these require¬ 
ments, eleven firms were identified as potential partici¬ 
pants. Each was contacted initially by letter from the 
Director of Graduate Studies addressed by name to the 
Director of Management Information Systems (or equivalent 
title). This letter was followed by a personal telephone 
call to the MIS director by the researcher. As a result 
of this process, eight of the eleven firms expressed an 
interest in participating. Subsequently, one did not 
participate because there had been no significant EDP 
development in the past two years, and a second participated 
in the interview process but did not develop any user 
questionnaires. 
Pre-test Procedures. The use of previously tested collec¬ 
tion instruments permitted a minimum of pre-test procedures. 
The Aston scales were reviewed by the dissertation committee 
and found suitable for use in the study. The Shultz and 
Slevin questionnaire was submitted to a similar review and 
modified slightly to eliminate redundant items and to add 
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items soliciting the manager's sense of the importance of 
the factors which the original items were expected, a priori, 
to evoke. The instruments were then administered to two 
managers in a local firm which had, until recently, an 
internal MIS development capability. The items in the inter¬ 
view schedule and the questionnaire were found to be applic¬ 
able and relevant to local management practices in regard to 
MIS. 
Interview procedures. 
MIS manager interview. Entry to each firm was made via 
the Management Information Systems manager. This was at 
either the Vice President or the department head level, 
depending on the organization, A brief interview was con¬ 
ducted with this individual for the purpose of determining 
the overall mode of operation of the firm, the state of the 
EDP function within the firm and its mode of operations 
vis-a-vis the user departments. The information systems 
manager was asked to identify those departments which have 
had significant projects completed for them during the past 
two years and to provide an introduction to the heads of 
those departments. This procedure took from twenty to 
forty-five minutes. A copy of the schedule followed in 
this interview is at Appendix A. 
Department head interview. Departmental structure was 
determined by an in-depth interview with the department head 
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of each user department participating in the survey. The 
interview schedule used in this procedure was based on the 
Aston study scales for measuring organizational specializa¬ 
tion, formalization, standardization, centralization and 
line control of workflow. Twenty-six department heads 
participated in this interview process. The interviews 
lasted from forty-five minutes to one hour and ten minutes. 
A copy of the interview schedule is at Appendix A. Upon 
completion of the interview, the department head was asked 
to identify those personnel within the department who were 
significant users of information systems developments which 
had been completed in the past two years. A user was 
defined as a manager who directly used an EDP output product, 
either a listing or a visual terminal presentation, in 
support of his or her managerial functions. 
Questionnaire procedure. The users identified by the depart¬ 
ment head were provided with the "EDP User Characteristics 
Questionnaire." The questionnaire was completed at the user's 
convenience and was either collected by the researcher on a 
subsequent visit to the facility or mailed directly to the 
researcher. In addition to the modified Shultz and Slevin 
instrument, the questionnaire included an introductory sec¬ 
tion to ascertain the type of project on which the user was 
responding and the extent of the user's participation in the 
project. A copy of the questionnaire is at Appendix A. One 
hundred sixteen questionnaires were distributed, of which 88 
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were returned, and 87 were usable. A sample of the 
respondents indicated that the questionnaire was completed 
in approximately fifteen minutes. 
Data Analysis Procedures and Results 
Description of the data. 
Organizations participating in the survey. Of the 
seven organizations which participated in the survey, six 
were involved in light manufacturing, and the seventh was 
an insurance company. They varied in size from 150 to 
2,600 employees. (The 150-person organization, an apparent 
exception to the minimum established for consideration, was 
a division headquarters co-located with a manufacturing 
facility. As the headquarters was responsible for EDP devel¬ 
opment, this was the unit considered.) Two were independently 
owned; two were highly autonomous divisions of larger firms; 
two were operated on a cost-center basis; the seventh was the 
headquarters unit noted above. Two of the organizations were 
strongly committed to matrix management techniques and 
actively promoted a high degree of participative management. 
The remainder of the firms were organized along more conven¬ 
tional functional lines. Among the manufacturing organiza¬ 
tions, two were in high-growth industries, and four were in 
more stable areas. 
Four organizations were contacted by mail but did not 
participate in the survey. Of these, three were light 
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manufacturing firms, and the fourth was an insurance 
company. Three of these were contacted by follow-up 
action and declined to participate for the following 
reasons: one firm was in the process of a major hardware 
and software conversion; a second could not identify any 
significant new developments in the past two years; and the 
third could not identify enough users who might be interested 
in participating. The MIS director of the fourth firm could 
not be contacted after repeated attempts to do so. 
In summary, although the sample of firms participating 
in the survey is best characterized as a sample of conven¬ 
ience, it is, nevertheless, highly representative of the 
larger firms operating in the Pioneer Valley of Massachu¬ 
setts. Extrapolation of the observations and findings 
beyond this population depends, in large degree, upon how 
accurately the Aston scales tap universal dimensions of 
organizational structure and the assumption that these 
dimensions shield MIS from external environmental factors. 
Perhaps the principal observation to be made at the organi¬ 
zational level is that the cut-off size of 500 employees 
proved to be somewhat low. Seventy-nine responses were 
received from the four participating firms which employed 
more than 1,000 persons, whereas only nine were received 
from the three firms employing fewer than that number. The 
reasons for this appear twofold--first, there is substantially 
less development taking place in the smaller firms and 
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second, the managers in the smaller firms appeared somewhat 
more harried, indicating perhaps, that there is less organic 
zational slack in the managerial ranks of smaller firms. 
The status of information services in participating 
organizations. The information systems manager was generally 
a department head or vice president in the organization and 
reported to a vice president or senior vice president, 
respectively. One firm (designated as firm D in this report) 
provided an interesting variation in that the data processing 
manager at the local facility reported directly to divisional 
headquarters. 
In terms of Nolan's "Stages" of EDP development, all 
were comfortably in the range of Stages III and IV, the 
area selected for study. The focus of their current 
developmental work was generally in the area of support for 
operations. Most had completed the automation of the 
financial functions prior to the time of the survey, although 
some updating and refining of financial applications were 
taking place. Several were actively considering the inte¬ 
gration of their financial and operational support systems, 
but little integration had been achieved to date. Six of 
the seven organizations had a formalized procedure for 
requesting EDP development, but only the two largest firms 
in the survey indicated that this was fully integrated with 
the overall company planning process. Only one firm used 
a formally designated EDP steering committee. Similarly, 
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only one employed a charge-out system to users for either 
EDP development or operational costs. All except one used 
formal project control procedures which required mutual 
sign-off of project phase completion by user and developer 
personnel. Only one had formally designated liaison 
personnel to span the EDP-User boundary. Table 3 summarizes 
the organizational and data processing characteristics of 
the firms in the survey. 
Departments participating in the survey. Structural 
data was collected for 26 departments of the 7 participating 
organizations. Fifteen of these were line departments, 
rather broadly defined as those which are concerned with the 
main business of the firm, seven were concerned with 
financial matters, two were personnel departments and two 
were in sales/marketing. The departments ranged in size 
from 15 to 450 members. The scores on the Aston scales 
ranged from 3 to 19 for Specialization of Activities, from 
7 to 18 for Formalization, from 42 to 96 for Standardiza¬ 
tion of Procedures, from 48 to 84 on Overall Centralization 
and from 2 to 18 on Supervisory Ratio. Based on the range 
and distribution pattern, the Aston scales appear to have 
provided adequate discrimination at the departmental level. 
The scale values were standardized, and then the scales for 
Specialization, Formalization, and Standardization were 
combined into a single Structuring of Activities variable. 
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The resulting three variables, approximating the Aston three 
independent dimensions, were then dichotomized about their 
means, resulting in eight department types, assigned type 
designations from 0 through 7. The assignment of department 
type numbers is arbitrary—but not without meaning. The 
numbers 0 through 7 are the decimal equivalents of the binary 
numbers created by assigning zero to low values and one to 
high values of the dichotomized Structuring of Activities, 
Centralization and Line Control of Workflow variables, taken 
in that order. That is, a type 0 firm is low on all dimensions, 
a type 7 firm is high on all dimensions and a type 4 is high 
on structuring but low on Centralization and Line Control. 
The department scores were checked for two character¬ 
istics. First, it was of interest to determine if all the 
departments in a firm would cluster in similar types. If so, 
this would indicate that the firm rather than the department 
would be the appropriate level for analysis. Five firms had 
three or more departments participate in the survey. Of these, 
two tended to cluster at either the high (firm A) or the low 
(firm D) end of the departmental groupings. The remaining 
three firms had departments fairly widely distributed. This 
suggests that the effect of the firm on departmental structure 
is not entirely negligible but that enough variation does 
occur within organizations to dictate analysis at the depart¬ 
ment level. 
The second characteristic of interest at the 
100 
Eh u 
a> cs 
< u >H 
HH a Eh 
CS 
W >» 
Ei as 
M o 
OS cn 
U HH O ~ 
> HH <N 
z a E- — 
• o . K 
HH & 2 hH 
E- 3 
< cn 
u 
HH i 
u* 3 z — 
HH < O CN 
C/3 2 HH '—1 
C/3 Eh Eh — 
< Z < •—I 
3 b N w 
u u M 
a cn 
z u 
< o. M 
z E- 
cn M W 
b3 a > -* 
3 3 M CN 
< Eh Eh h-h 
u U 3 
C/3 3 < 
CS 
Z Eh b 
o cn O 
p 
C/3 i 
< c 
cs 
z < o 
o a M ^ 
z E“* pH 
cn < < ~ 
cu Eh CM 
*T os cn M 
o 
u u 1 z 
J cn 1-3 o 
03 < M —» 
< 2 s 9-1 pH 
E-> 3 2 < ^ 
in in h m vo m tt o o ph it o o cn 
Z Z Z Z ph Z p-J Z JJ^JJZJZ nJ^S J p4 J J 
oo cm cm co in in r* co vovoco^^tcmco^t *t «r a\ vo in -<r cm 
: j j jj: z^z zjzz.jz.j.4 j j j z j z 
vo in r^* on r^ 
in vo in in no 
nin n ON^r^ooropHom in o ^ »—i n* co co 
oo vo r* voNOvoNOvCh'^vo m n in o i" n* 
Z Z Z J Z Z J Z Z pJZZZ-3ZJsJ Z J n: z z j 
Hn^hfNI h o no 
in co on 
co vo no o in cn «r oa co 
^•cooor"*co,H©io 
r-cor^r^p^cor^vo 
vo vo r* co *r 
vo cn vo 
in vo in 
CN CN pH 
n in tr cn 
r* r* vo tt 
n tt <n 
O n 
En 
cn 1 
u 3 Z 
HH < c 
£h HI Hi H—S 
cn U E- H ffl O l/l 00 r* VO VO in (H> r~ m m m CO VO in VO m 
M U < hH hH 
CS CS N 
t3 cn w 
Eh 
u 
< 
b cn 
O w 
2 cn 
< cs z 
W O r* VO VO vo CN CN ro O O in •*T nr HT m m m CO vo in o o o 
o a cs 
z cn 
Eh 3 U 
Z Z CS 
w 
JC U in o c o C a O VO o pH L~ o c lo O IA o in o o ro in m cm 
Eh N o m •*r in m pH pH in cn o o m CN co in pH CN o CN CN <N CM 
cs HH m CN pH -H hH hH —H ♦H CN 
< cn 
a. rH pH 
u z V 0 a c a> c a) ffl 0 0 c 0 0 M o c u 0 0 0 c o O 
b E- c 0 c C c C c cn M c 
o U 0 0) <D (C a) CO <d <0 a) 0) <0 (0 a) 0 cn 0 0 0 at 0 3 0 0 
z c C c c c Si c c c c c c c c c M c pH r~ c C c !Z c 
>H 3 *H »H *H •iH •H a> •H •H •H •p’C •H *H •p^ •pH •H O •H f3 *H »H •H •H •H •H 
cs b 3 pH pH b J cs b h3 hJ Dh Ck »—« PH CL 
N cn 3 pJ pH &- Eli 
$ 
2 
E“ 
CS Q r*H CM ro TT in VO r- CN m pH <N m in VO 00 pH (N ro CM CO »H 
3 Ci3 hh pH pH p^ I—1 pH hH CN CN CN m m m m m m co CO TT in in m VO cn 
V0 CN 
co cn 
in oo 
r- oo 
on vo 
© co 
00 TT 
cn 
o o 
o ro 
0 
£ 4J 
•H ^ 
J 2 
pH CN 
p* N
o
te
s
: 
(1
) 
a
l
l
 
n
u
m
b
e
rs
 
in
 
th
e
s
e
 
c
o
lu
m
n
s
 
in
d
ic
a
te
 
ra
w
 
s
c
o
r
e
s
 
o
n
 
A
s
to
n
 
s
c
a
le
s
 
(2
) 
a
l
l
 
l
e
t
t
e
r
s
 
in
 
th
e
s
e
 
c
o
lu
m
n
s
 
in
d
ic
a
te
 
w
h
e
th
e
r 
s
c
o
r
e
 
is
 
h
ig
h
e
r
 
o
r
 
lo
w
e
r 
th
a
n
 
th
e
 
s
a
m
p
le
 
m
e
a
n
 
101 
TABLE 5 
KEY TO DEPARTMENT TYPE CODE ASSIGNMENT 
DEPT STRUCTURING OF CENTRALIZATION LINE CONTROL OF 
TYPE ACTIVITIES WORKFLOW 
0 Low Low 
1 Low Low 
2 Low High 
3 Low High 
Low 
High 
Lew 
High 
4 High Lew 
5 High Low 
6 High High 
7 High High 
Low 
High 
Lew 
High 
TABLE 6 
SUMMARY OF STRUCTURAL CHARACTERISTICS OF DEPARTMENTS PARTICIPATING 
IN THE SURVEY (RAW SCORES ON ASTON SCALES) 
CHARACTERISTIC 
Specialization 
Fomaliz at ion 
Standardization 
Centralization 
Supervisory Ratio 
RANGE MEAN 
3-19 5.92 
7-18 13.69 
42-96 73.00 
48-88 65.50 
2-18 6.92 
STANDARD DEVIATION 
3.31 
3.04 
13.53 
9.49 
4.38 
TABLE 7 
SUMMARY OF USER PARTICIPATION IN PROJECT DEVELOPMENT 
BY PARTICIPATION CATEGORY 
PARTICIPATORY CATEGORY NUMBER RESPONDING 
I initiated the request for the project 18 
I provided initial specifications 37 
I served on the project development team 37 
I was responsible for approval/disapproval at 
one or more stages 39 
I participated in project test procedures 50 
I was involved in cut-over from old to new system 40 
I used the system after it was installed 58 
I have reccmrended changes to the system since 
it was conpleted 48 
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departmental level is the line operation versus support depart 
ment structures. Organizational theory, as reviewed in 
Chapter III, suggests that the functional areas concerned 
with the primary business of the firm will be more highly 
structured than will those areas which are more concerned 
with boundary spanning activities. The data in this survey 
tend to confirm this position, although there are exceptions. 
Of the 15 departments classified as having line functions, 
10 scored highly on at least two of the three classifying 
dimensions, whereas only 3 of the 11 support departments so 
scored. Table 4 provides a summary of departmental charac¬ 
teristics, including both raw data and the results of the 
classification process. Table 5 provides the key to the 
assignment of the organizational type codes. Table 6 is a 
summary by structural characteristics of the departments 
participating in the survey. 
Projects in the survey. The research reviewed in 
Chapter II tends to support the intuitive expectation that 
projects designed to support high-level strategic planning 
decisions are more difficult to implement than are those 
designed to support more routine activities. The subjects 
targeted for this survey were selected to provide responses 
in the latter category. This was successful to the extent 
that 82 of the 87 usable responses indicated that the projects 
reported on were conceived as an aid to either managerial 
and/or operational control, and 79 of the 87 indicated that 
1Q3 
the projects were designed to support routine, recurring 
decisions as opposed to non-routine decisions. Inspection 
of the exceptions indicated no pattern of relationship to 
either success of departmental structure, and all 87 responses 
were retained in the subsequent analysis, Seventy-^five of 
the responses were categorized as either unique applications 
designed for the organization or as major modifications of 
an existing application. The remaining 12 were installations 
of off-the-shelf hardware. 
Degree of user participation. Of the 87 respondents in 
the survey, 20 were involved solely as users of the completed 
project. The remainder had a wider interest in the projects, 
with a typical response citing from 4 to 6 of the eight cate¬ 
gories of participation suggested in the survey form. Given 
the widespread use of information systems outputs observed 
while in the data-gathering phase of this study, it appears 
likely that the sample of respondents is biased somewhat 
toward those managers having an active interest in information 
systems developments. Table 7 summarizes user participation 
in project development by participatory category. 
Causes of project failure. Of the 87 projects reported 
in the survey, 75 were completed, but 12 were aborted for 
various reasons. The most common reason for failure to 
complete a development was that the project was overtaken by 
events. Loss of interest on the part of user personnel and 
turnover of user personnel were the next most frequently cited 
1Q4 
causes. Somewhat surprisingly, as this questionnaire was 
administered to user personnel, there was little tendency 
to fault the information systems department for failure to 
complete a project. Only two respondents perceived the 
failure as related to lack of technical feasibility, and only 
one cited turnover of technical personnel as a contributing 
cause. In no case did cost overrun appear, to the user, as 
a cause for project failure. Table 8 summarizes the causes 
of failure cited by users in this survey. Users were invited 
to indicate more than one contributing cause of failure when¬ 
ever appropriate; therefore, the total of the causes exceeds 
the total of failed projects. 
TABLE 8 
USER PERCEPTIONS OF THE CAUSES OF INCOMPLETE PROJECTS 
CAUSAL FACTOR TIMES CITED 
Project proved technically infeasible 2 
Prospective users lost interest 5 
Top management cancelled project 1 
Tumour of user personnel 4 
Turnover of technical perscnnel 1 
Project became too costly 0 
Project was overtaken by events 8 
Analysis of the EDP User Characteristics Questionnaire 
Factor Analysis. The EDP User Characteristics Questionnaire 
was factor analyzed using SPSS procedure PA2 with 5, 6, 7 and 
8 factors with Kaiser Varimax Orthogonal rotation. Only those 
iteins from the original Shultz and Slevin questionnaire were 
included. The results of the factor analysis produced up to 
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six interpretable factors. The seven-factor analysis was 
selected for comparison with the original Shultz and Slevin 
results. This is reported in detail in Appendix B. The fiye^ 
factor analysis provided the clearest interpretation of the 
data in the current sample and was, therefore, selected to 
define the factors for further use in investigating the 
hypotheses in this dissertation. The five factors defined 
by the factor analysis have already been presented in the 
Research Variables section of this Chapter. The factor load¬ 
ings for the most significant items and the reliability co¬ 
efficients for the factors are presented in Table 9. Relia¬ 
bility was tested using the SPSS Reliability program to 
compute Cronbach's Alpha. Each of the five factors proved to 
have an acceptable level of reliability. 
Observations based on the questionnaire. Two observations 
of interest may be made based on the preliminary analysis 
of the questionnaire. First, Item #7, "I will be supported 
by my boss if I do not wish to use the output of this 
project," had an exceptionally low mean value (3.03). In 
addition, it failed to load significantly on any factor in 
any of the analyses described above. This indicates a high 
level of management interest in the project regardless of any 
other consideration and substantiates that the organizations 
participating in the survey were all in a relatively advanced 
stage of EDP development where the projects under development 
have passed an organizational screening process. Second, 
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TABLE 9 
ITEMS FROM THE EDP USER QUESTIONNAIRE THAT LOAD HIGHLY ON 
THE FIVE FACTORS USED IN THE ANALYSIS 
FACTOR 1 INDIVIDUAL PERFORMANCE AND URGENCY (Cronbach's Alpha=.87) 
ITEM LOADING DESCRIPTION 
8 .57 It will be easier for ire to perform my job well 
10 .70 The output from this project is needed new 
18 .73 This project is important to me 
19 .71 I need this project 
21 .70 It is important that the output of this project 
be used socn 
32 .60 The information I receive as output from this 
system will make ny job easier 
39 .62 This project should be put into use immediately 
52 .55 It is urgent that this system be implemented 
59 .79 The sooner the system is in use the better 
60 .52 The accuracy of ny forecasts will improve as a 
result of using this system 
FACTOR 2 GOALS AND ORGANIZATIONAL PERFORMANCE (Cronbach's Alpha=.84) 
ITEM LOADING DESCRIPTION 
22 .64 Individuals will set higher targets for performance 
28 .56 The use of this system will increase profits 
29 .55 This project is technically sound 
31 .57 Others will be more aware of what I am doing 
64 .63 My goals and the company goals will be more simi- 
lar than they are new 
36 .63 Organizational goals will become clearer 
49 .59 The patterns of comrnunications will be simplified 
67 .64 The developers of this system will provide 
adequate training to users 
68 .58 The aims of my counterparts in other departments 
will be more easily achieved 
FACTOR 3 INTERPERSONAL EFFECTS (Cronbach's Alpha=.78) 
ITEM LOADING DESCRIPTION 
27 .48 The management structure will be changed 
40 .53 I will have to get to knew several new people 
48 .60 I will need to consult with others more often 
before making a decision 
50 .64 I will need to talk to others more often 
53 .71 I will need the help of others more 
54 .62 The individuals I work with will change 
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TABLE 9 (.cent). 
FACTOR 4 MANAGEMENT SUPPORT (Cronbach's Alpha=,71) 
ITEM LOADING DESCRIPTION 
4 .43 
23 .71 
25 .73 
44 .56 
Top management will provide the resources to see 
this project to completion 
My boss wants me to use this system 
This project is inport ant to iry boss 
This project is important to top management 
FACTOR 5 USER/EDP RELATIONSHIP (Cronbach's Alphas. 50) 
56 .48 
57 .68 
61 (.46) 
I enjoy working with, those who are implementing 
the system 
When I talk to those implementing the system, they 
respect my opinion 
My performance will be more closely monitored 
Item #16, "The developers of this project do not understand 
management problems," also received an exceptionally low rat^ 
ing (3.39). This tends to refute the position, widely held 
in EDP circles, that information systems professionals are 
considered to be technicians aloof from the management process. 
Investigation of the Hypotheses 
Grouping of Departments. This investigation was designed to 
determine if the power of initial user perceptions of an EDP 
project to explain satisfaction with the systems implementa¬ 
tion process and project outcomes would be increased if the 
user perceptions were categorized by departmental structural 
characteristics. Schematically, the general model proposed 
in Figure 3 is reduced to that of Figure 5, 
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Figure 5 A Reduced Contingency Model of MIS Implementation 
The investigation took place in four steps: 
(1) It was determined that the available data would not 
support analysis by individual department types; therefore, 
appropriate groupings were developed (see Tables 11 and 12). 
(2) It was determined that there were differences in user 
characteristics which related to departmental structure when 
satisfaction was held constant (see Tables 13, 14, 15 and 16). 
(3) It was determined that there were differences in user 
characteristics which related to the level of satisfaction 
when departmental structure was held constant (see Tables 17 and 
18) . 
(4) It was determined that the differences between depart¬ 
mental types could be used to improve the predictive value of 
user characteristics in relation to satisfaction (see Tables 
19 and 20). 
In relation to Figure 5 above, the analysis showed that 
the relationship of user characteristics to satisfaction is 
stronger when Path 2 rather than Path 1 is followed. 
10.9 
A preliminary assessment was made to determine if the 
full model of eight organizational types and two classifica-? 
tions of satisfaction could be tested with the available data. 
This was done by running the SPSS program Manova, The distribu^ 
tion of responses and the mean values of the five factors in 
each of the department types are reported in Appendix C, The 
sparse population in departmental cells resulted in six of the 
sixteen cells having either singular variance^covariance 
metrices or no variance because of a single observation. This 
precluded further analysis at this level of disaggregation of 
data and made it necessary to combine departmental categories 
before proceeding. 
An iterative procedure was adopted to isolate the 
effects of each of the structural dimensions. First, Struct 
turing of Activities was divided into high and low categories, 
and then each of these categories was subdivided based upon 
whether the remaining effects—Centralization and Line Control 
of Workflow—were offsetting or reinforcing. This resulted 
in a four-way topology. This procedure was repeated to iso¬ 
late the Centralization effect and again to isolate the Line 
Control of Workflow effect. The effects of structure on the 
relationship between user perceptions and user satisfaction 
were not significant when either the Structuring of Activities 
or the Centralization effect were isolated; however, they 
were significant when Line Control of Workflow was used as 
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the primary dimension. Table 10 provides the comparison 
data for these iterations. The departmental typology based 
on isolation of the Line Control of Workflow is used through.-^ 
out the remaining investigations. Table 11 summarizes the 
characteristics for the grouped types, designated by alphas 
betic identifiers to avoid confusion with the original eight-- 
way typology. Although this typology was created in an 
essentially mechanical manner, it proved to have a consider- 
able degree of interpretability, Groups A and C are composed 
primarily of support department types with a few line depart¬ 
ments from the smaller firms. 
TABLE 10 
COMPARISON OF RESULTS OF DIFFERENT APPROACHES TO 
DEVELOPING A FOUR GROUP TYPOLOGY 
ISOLATED EFFECT MULTIVARIATE TEST OF SIGNIFICANCE (Hotellings T2) 
SATISFACTION DEPARTMENT TYPE INTERACTION 
Structuring of 
Activities ,00530 ,46962 .28926 
Centralization ,00243 ,74063 ,10001 
Line Control of 
Wbrkflow .00255 ,00391 .00754 
Ill 
TABLE 11 
CHARACTERISTICS OF GROUPS OF DEPARTMENTS IN THE FOUR-WAY TYPOLOGY 
BASED ON LINE CONTROL OF WORKFLOW 
GROUP TYPE DEPARTMENT TYPES 
INCLUDED 
LINE CONTROL 
OF WORKFLOW 
STRUCTURING AND 
CENTRALIZATION 
COMMENTS 
A 2,4 Low Opposite Includes 4 
support and 
2 line depts. 
B 3,5 High Opposite Includes 4 
line depts. 
C 0,6 Low Same Includes 6 
support depts 
and 4 line 
depts. (3 
from smaller 
firms) 
D 1,7 High Same Includes 5 
line depts. 
and 1 support 
dept. 
Group B includes only line departments, and Group D consists 
of five line departments and a single support department from 
a large firm. Hypothesis 1, sections A and B, investigating 
the relationships for the implementation process were success¬ 
fully investigated using this four-way topology. The results 
are included in the following section. The four-way typology 
could not be used to investigate Hypothesis 1, sections C and 
D, because of sparseness of data in some of the less satisfied 
cells. Therefore, the departmental characteristics were 
examined to determine if further aggregation based on a simple 
dichotomy of the line control of workflow dimension would be 
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interpretable. It proved to be so. In the two-way formulae 
tion, those departments having low values on the line control 
dimension are ten support divisions representing all firms in 
the survey plus six line departments from the smaller organiza¬ 
tions. Those having high values were nine line departments 
and a single support department. These groups of departments 
are designated Group I and Group II, respectively, to dis¬ 
tinguish the two-way classification from the previous breaks 
out. Table 12 summarizes the characteristics of the two-way 
grouping. The analysis of Hypothesis 1, sections A and B, 
was repeated for the dichotomized grouping in order to main¬ 
tain comparability among the several related analyses, and this 
configuration was used throughout all further work, 
TABLE 12 
CHARACTERISTICS OF GROUPS IN DEPARTMENTS IN THE TWO-WAY TYPOLOGY 
BASED ON LINE CONTROL OF WORKFLOW 
GROUP DEPARTMENT LINE CONTROL 
IDENTIFICATION TYPES INCLUDED OF WORKFLOW GENERAL GROUP DESCRIPTION 
I 0,2,4,6 Low 10 support departments plus 
6 line departments from 
smaller firms 
II 1,3,5,7 High 9 line departments plus 1 
support department 
Hypothesis 1. Within categories of user satisfaction, user 
perceptions of EDP projects will vary systematically with 
organizational structure. 
This hypothesis was investigated for the two levels of 
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user satisfaction for the implementation process and two 
levels of satisfaction for the outcome of projects using 
4 
the orthogonal factors described above as the criterion 
variables. Stated in the traditional null format, the 
analysis is conducted to reject; Hypothesis 1A: 
HQ:FiA=FiB=Fic=FiD for i=l to 5, where i indicates the factor 
number and E\ ^ indicates the mean value of the ith factor in 
the jth department type for those users who are highly satis-^- 
fied with the implementation process. Hypothesis IB repeats 
the investigation for those users who are less satisfied 
with the implementation process. 
Both of these elements of the null hypothesis were 
rejected for the four-way typology based on Line Control of 
Workflow. The effects for department type, satisfaction and 
the interaction effect between the two were all significant 
at an .05 level or better. Details of the statistical 
analysis are at Appendix C. 
The presence of interactive effects between departs 
ment type and satisfaction variables makes interpretation 
of the main effects produced by the Manova program tenuous. 
2 
Therefore, the simple main effects test suggested by Kirk 
was conducted to ensure that the null hypothesis could be 
rejected for each main effect. This proved to be the case. 
The data were then analyzed for significant differences 
between pairs of cell means for each perceptual factor using 
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the Roy union-intersection approach. To minimize the possi¬ 
bility of reporting spurious differences, all statistical test 
parameters were selected to produce conservative results, and 
significance at the .01 level was required before a difference 
in means was reported. The results of this procedure indicate 
that factors relating to Management Support, Interpersonal 
Relationships, Individual Performance and Urgency and Group 
Performance and Goals were all perceived differently among 
the more satisfied users in the four department types; whereas 
factors relating to Organizational Performance and the degree 
of Management Support were the most common sources of differ¬ 
entiation for the less satisfied users. The pattern of rela¬ 
tionships for pair-wise comparisons of means of the department 
values on each of the factors is summarized in Table 13 for 
the more satisfied users and in Table 14 for the less satis¬ 
fied users. 
TABLE 13 
SUMMARY OF THE DIFFERENCES OF USER PERCEPTIONS 
AMONG DEPARTMENTS FOR THOSE MANAGERS 
REPORTING HIGH SATISFACTION WITH 
THE IMPLEMENTATION PROCESS 
1 
DEPARTMENT TYPE BCD 
A LGGGX LGXGX LXGGG 
B XXLGX XLLGX 
C 
1 
See Table 11 for department type descriptions 
LLGLG 
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Legend: L indicates a lower mean for the department in a row 
G indicates a greater mean for the department in a row 
X indicates effect is not significant 
Position in the coded group of five characters corres¬ 
ponds to user perception factor number (See Table 9) 
TABLE 14 
SUMMARY OF THE DIFFERENCES IN USER PERCEPTIONS 
AMONG DEPARTMENTS FOR THOSE MANAGERS 
REPORTING LESS SATISFACTION WITH 
THE IMPLEMENTATION PROCESS 
DEPARTMENT TYPE B C D 
A LLXGX LLXGG LLXGG 
B XGXLX XGXLX 
C XXXXX 
Recall that department types A and C have a low super- 
visor-to-worker ratio and that B and D have a high ratio. The 
differences most attributable to the line control of workflow 
dimension are between department pairs A-B and C-D. For 
example, among managers reporting high satisfaction with pro¬ 
jects, those in departments having a low supervisory ratio 
(A,C) perceive that the projects will have less impact on 
individual performance but more impact in interpersonal rela¬ 
tionships than do their counterparts in departments having a 
high supervisory (B,D) ratio. The differences between depart¬ 
ments C and D are particularly interesting. In these groups, 
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there is a significant difference in all five perceptual 
factors between the highly satisfied users in the respective 
groups; but there is no difference on any factor for the less 
satisfied managers. 
Differences between pairs of departments where the Line 
Control of Workflow dimension is the same but where Structuring 
and Centralization are either reenforcing or offsetting indi^ 
cate that some other structural effects are operative; but 
they cannot be analyzed further with the data available in 
this study. 
These tables can also be used to trace the impact of 
the individual factors. For example, there is no difference 
in any pair-wise comparison for Factor 3, Interpersonal Effects, 
for managers who are less satisfied with their EDP projects, 
whereas perceptions of this Factor vary widely among the more 
satisfied users. There are literally hundreds of specific inter¬ 
pretations of these tables. Subject to the limitations noted 
above, they do show conclusively that managers perceptions of 
EDP implementation processes vary significantly with the 
type of organizational structure in which the manager works. 
Implementation strategies which fail to consider this varia¬ 
tion are likely to be less than optimal. As noted previously, 
the data collected in this study would not support analysis 
of the four-way typology of departments for Hypothesis 1, 
sections C and D. Therefore, the analysis of sections 1A and 
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IB was repeated to maintain comparability between the find^ 
ings for user satisfaction with the implementation process 
and their satisfaction with final project outcomes. 
The two-department typology proved particularly useful 
in the analysis of the effects for satisfaction with the 
implementation process in that the interactive effect between 
department variables and satisfaction variables was non^ 
significant. With this confounding effect absent, the direct 
effect attributable to departmental structure was significant 
at greater than the .01 level and that attributable to satis- 
faction at greater than the ,05 level. The factors that con^ 
tributed most to the difference between department types were 
Factor 1, Individual Performance and Urgency, and Factor 3, 
Interpersonal Effects. As expected from theoretical considera*^ 
tions, the former was larger for those departments having 
high values for the Line Control dimension and the latter was 
smaller. When decomposed into effects between groups by satis^ 
faction level, each factor was seen to vary significantly for 
the less satisfied managers; Factors 1, 3, and 5 were different 
for the more satisfied managers. Table 15 summarizes the 
differences in user perceptions between departmental groups 
by satisfaction level for the implementation process. 
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TABLE 15 
SUMMARY OF THE DIFFERENCES IN USER PERCEPTIONS 
BETWEEN DEPARTMENT GROUPS BY SATISFACTION 
LEVEL FOR THE IMPLEMENTATION PROCESS 
SATISFACTION LEVEL DEPARTMENT GROUP' 
1 
II 
Low I LLGGG 
High I LXGXG 
^See Table 12 for department group characteristics 
Elements 1C and ID of the Hypothesis were tested with the 
two-way typology. The interactive effect was now signifi¬ 
cant at the .05 levelr the department effect at the ,01 levelf 
and the satisfaction effect at the ,10 level. Details of the 
analysis are at Appendix C. The simple main effect test con^ 
firmed that the null hypothesis could be rejected for both 
main effects. The Roy union-intersection approach, was again 
employed to investigate pairwise differences between the 
means of the department groups. The results are summarized 
in Table 16, using the five digit coded group in the manner 
described above. 
TABLE 16 
SUMMARY OF THE DIFFERENCES IN USER PERCEPTIONS BETWEEN DEPARTMENT 
GROUPS BY SATISFACTION LEVEL FOR THE PROJECT OUTCOMES 
SATISFACTION LEVEL DEPARTMENT GROUP II 
I LLLGX Lew 
High I LXGXG 
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Two points of interest may be gleaned from this table. First, 
note that when managers in Group I departments perceive a high 
degree of Management Support, they tend to be dissatisfied 
with the outcomes of the project. This suggests that managers 
in these departments tend to resist top-down implementation 
approaches more than do those in other departments. Second, 
note that when users are well satisfied with the outcomes of 
a project, the relationship with initial perceptions is weaker 
than when they are less satisfied. This may be a result, in 
part, of the ex poste nature of data collection, but it does 
indicate that managers less satisfied with EDP developments 
have long memories. 
Hypothesis 2. Within a particular organizational structure, 
user characteristics will vary systematically with user satis¬ 
faction. However, the characteristics which relate to satis¬ 
faction will be different in different structural configura¬ 
tions . 
Stated in the null format, the analysis is conducted to 
reject: Hypothesis 2: Ho:FiL=FiM ^or ^ = 1 to 5, where i 
indicates the factor number, F.T and F.„ indicate the mean 
value of the ith factor for less and more satisfied users, 
respectively, when department type is held constant. Hypothe¬ 
sis 2 was first investigated with regard to user satisfaction 
with the implementation process; the analysis was then repeated 
for satisfaction with the project outcome. 
12Q 
The analysis was conducted using SPAA program Manova 
with dichotomized department groups described in the previous 
section and with satisfaction dichotomized as before. 
The Manova conducted to investigate user satisfac¬ 
tion with the implementation process was identical to that 
used to investigate Hypothesis 1, elements A and B, with the 
output being interpreted within Groups rather than between 
them. The satisfaction effect was significant at the ,05 
level, the department type effect at the ,01 levelr and the 
interactive effect was not significant. Details of the 
statistical output are at Appendix C, Again, the detailed 
analysis of the contribution of the individual factors to 
these differences were conducted using Roy's union^intersection 
approach. Within department Group 1, the more satisfied 
managers scored higher on all factors except Factor 4, Manage^ 
ment Support, where they scored significantly lower than did 
their less satisfied co-workers. Within department Group II 
more satisfied managers scored higher on all factors except 
Factor 3, Interpersonal Effects, where there was no difference, 
than did their less satisfied co-workers. Table 17 summarizes 
these effects. 
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TABLE 17 
SUMMARY OF THE DIFFERENCES IN USER PERCEPTIONS 
BETWEEN MORE- AND LESS-SATISFIED USERS 
FOR THE IMPLEMENTATION PROCESS 
WITHIN DEPARTMENT GROUPS 
DEPARTMENT GROUP SATISFACTION LESS SATISFIED 
I More Satisfied GGGLG 
II More Satisfied XGXGG 
The outcomes of the analysis are generally as expected, 
except for the reversal of the Management Support effect in 
Group I. All previous research has indicated that a positive 
relationship between management support and project success 
(usually measured as satisfaction as in the current research) 
is essential. A final set of comparisons was made between 
the perceptions of more satisfied managers in the two types of 
organizations. This showed that satisfied managers in Group 
I departments scored less highly on Factors 1 and 2, more 
highly on Factors 3 and 5, and equally on Factor 4, in compari¬ 
son with satisfied managers in Group II. Of this result, only 
the higher relationship between satisfaction and Factor 2, 
Organizational Performance and Goals, exhibited in the Group 
II departments is counter-intuitive. 
To summarize these results, it does appear that an 
implementation strategy will be most effective if it is 
tailored to the departmental type. When implementing an 
application in a department which is characterized by a high 
worker-to-supervisor ratio, satisfaction is most likely to be 
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achieved when the user perceives that the principal impact 
of the project will be in the area of individual and depart¬ 
mental performance, that it meets an urgent need and that it 
contributes to organizational goals. When implementing an 
application in a department which is characterized by a low 
worker-to-supervisor ratio, satisfaction is most likely to be 
achieved when the user perceives that it will result in 
changes in interpersonal relationships and that there is a 
good working relationship with the EDP department. The ele¬ 
ment of Management Support appears to be the most sensitive 
to a successful strategy. Satisfied users in all departments 
perceived a moderate degree of support. However, less satis¬ 
fied users in Group I perceived too much support, while those 
in Group II perceived too little. 
The procedure to investigate user satisfaction with 
project outcomes is identical to that used previously. The 
Manova for this portion is identical to that used to investi¬ 
gate Hypothesis 1C and ID with the comparisons made within 
departments rather than across them. Recall that satisfac¬ 
tion was significant at the .10 level and that the inter¬ 
active effect was significant. The results of the analysis 
for the difference in means of the factors between more and 
less satisfied users within the two department groups are 
summarized in Table 18. 
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TABLE 18 
SUMMARY OF THE DIFFERENCES IN USER PERCEPTIONS 
BETWEEN MORE- AND LESS-SATISFIED USERS 
FOR THE PROJECT OUTCOME WITHIN 
DEPARTMENTAL GROUPS 
DEPARTMENT GROUP SATISFACTION LESS SATISFIED 
I More Satisfied GGGLG 
II More Satisfied XXXGG 
The results for the Group I managers are the same as for 
those managers in relation to the implementation process. 
The results for the Group II managers show some differences. 
Taken in isolation, the finding that Group II managers are 
satisfied with project outcomes if their original perception 
of the project indicated that it would have relatively small 
impact on Organizational Performance and Goals and would 
result in minor changes in Interpersonal Effects can be inter¬ 
preted as a vote for the status quo—perhaps to be expected 
in this Group. An alternative explanation may be that a 
successfully implemented project tends to be judged on its 
current merit, whereas a less satisfactory outcome amplifies 
the effects of original expectations. 
Hypothesis 3. Predictability of user satisfaction level as a 
function of initial user perceptions will be greater when 
department structure is considered than when it is not. 
A primary goal of this research is to determine whether 
or not the satisfaction level of the EDP development process 
can be improved by accounting for the effects of different 
124 
departmental structures. The rejection of the null condition 
for Hypotheses 1 and 2 indicates that there are differences 
in the relationships between users’ perceptions of EDP 
projects and user satisfaction with the implementation process 
and project outcomes among different department types. It 
remains to be shown that these differences in the perception- 
satisfaction relationship can be exploited to improve the 
classification of users into the more and less satisfied 
categories. 
A discriminant analysis was conducted to make this 
determination. The dichotomization of department types into 
two groups and the two levels of satisfaction were maintained 
as before. Satisfaction with the implementation process 
was addressed first. The discriminant program was run first 
with the observations pooled without regard for organiza¬ 
tional structure, and then repeated with the observations 
separated into Group I and Group II. This procedure was 
then repeated for user satisfaction with the final outcome 
of the project. 
At the outset it must be noted that the SPSS program 
for discriminant analysis results in an optimistic bias in 
the classification process when all observations are employed 
to develop the discriminant function. Therefore, the im¬ 
provement of discriminant classification with respect to 
chance classification will be overstated for both cases 
reported below.^ However, the bias will be minimal when the 
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comparison is made between the pooled and disaggegated obser¬ 
vations. Table 19 summarizes the classification results 
obtained for the implementation process. When the data were 
analyzed in Groups I and II, the correct classification rate 
increased by 6%, which equates to approximately a 9% improve¬ 
ment over the pooled rate. 
TABLE 19 
COMPARISON OF THE GLASSIFICATION ACCURACY OF 
POOLED VERSUS CONTINGENT GROUPS FOR 
THE IMPLEMENTATION PROCESS 
CHANCE RATE OF 
CLASSIFICATION 
DISCRIMINANT RATE 
OF CLASSIFICATION 
INCREASE IN 
ACCURACY 
POOLED DATA .52 
BY GROUPS .52 
PER CENT CHANGE 
. 701 
.76 
+9 
.13 
.24 
+33 
*These values biased high. Further results are approximate 
**Vfeighted averages for Group I and Group II 
Table 20 summarizes the results obtained for the classi¬ 
fication of satisfaction with the project outcomes. The 
improvement in accuracy of classification is somewhat better 
in this case than for that of the implementation process. 
This may be traceable to the fact that only 27 users reported 
low satisfaction with the final outcome, compared to 35 who so 
reported for the iraplementation process. The improvement in 
classification accuracy suggests those managers who may be 
marginally dissatisfied with the implementation process can 
be convinced of a project's value once it is operational, 
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but that a well defined core of less satisfied users will 
persist. 
TABLE 20 
COMPARISON OF CLASSIFICATION ACCURACY OF 
POOLED VERSUS CONTINGENT GROUPS FOR 
THE OUTCOME OF PROJECTS 
POOLED DATA 
BY GROUPS** 
PER CENT CHANGE 
CHANCE RATE OF 
CLASSIFICATION 
.57 
.57 
DISCRIMINANT RATE 
OF CLASSIFICATION 
.67* 
.78* 
+17 
INCREASE IN 
ACCURACY 
.10 
.21 
+110 
*These values biased high. Further results are approximate 
**Vfeighted averages for Group I and Group II 
The increase in predictive accuracy resulting from the 
contingency model is consistent for the managers participating 
in this survey. 
Summary of Findings 
The findings for this research may be summarized as 
follows: 
(1) the data collected were appropriate for testing 
the contingency model in the range of organizations that fall 
in Stages III and IV of overall EDP systems development and 
for projects that are designed to assist managers in manager¬ 
ial and operational control. 
(2) the Shultz and Slevin questionnaire proved to be 
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effective in defining five orthogonal behavioral factors that 
related to the implementation process. 
(3) the Aston scales proved to be effective in discrimi¬ 
nating among structural characteristics at the departmental 
level 
(4) there are significant differences in the relation¬ 
ship between managerial perceptions of EDP projects and mana¬ 
gerial satisfaction with the implementation process across 
different department types 
(5) there are significant differences in the relation¬ 
ship between managerial perceptions of EDP projects and mana¬ 
gerial satisfaction with the project outcomes across differ¬ 
ent department types 
(6) there are significant differences in the relation¬ 
ship between managerial perceptions of EDP projects and 
managerial satisfaction with the implementation process 
between those managers who are more satisfied with the pro¬ 
cess and those who are less satisfied with the process when 
department type is held constant 
(7) there are significant differences in the relation¬ 
ship between managerial perceptions of EDP projects and 
managerial satisfaction with the outcome of these projects 
between those managers who are more satisfied with the out¬ 
come and those who are less satisfied with the outcome when 
department type is held constant. 
(8) there is a modest, but consistent, increase in the 
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classification accuracy into more and less satisfied cate¬ 
gories, based on user perceptions, when department structure 
is accounted for. 
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CHAPTER VI 
DISCUSSION AND CONCLUSIONS 
Discussion of Findings 
The findings summarized at the end of Chapter V 
indicate that there is strong support for the contingency 
model of MIS implementation put forward in this dissertation. 
The data collected to test the model were analyzed to find a 
linear relationship between the Line Control of Workflow 
dimension and the user perception-satisfaction relationship. 
Based on this relationship it is possible to recommend that 
an implementation strategy be tailored to the users depart¬ 
ment type in order to match the characteristics that produce 
satisfaction. For those departments characterized by high 
Line Control of Workflow values, the most effective strategy 
would emphasize the effects that the project is likely to 
have on Performance, Urgency, and Goals and that the project 
has strong management backing. For those departments charac¬ 
terized by low Line Control Workflow values, the successful 
strategy will emphasize the effects that the project will 
have on the manager's Interpersonal Relationships and will 
feature a concerted effort to establish effective working 
relationships between the information systems department and 
the user. The need for Management Support exists in this 
Group, but an excessive amount will be counterproductive and 
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may cause user dissatisfaction. 
The failure to find direct effects attributable to 
the Structuring of Activities and Overall Centralization 
dimensions deserves further attention. At least four 
possibilities arise. First, there may be no relationship. 
This is indicated by the failure of direct attempts to iso— 
late these dimension in the research, but it is refuted by 
certain inconsistencies in the findings for the workflow 
effect where there are significant differences in the rela¬ 
tionship, even though there is none for Workflow. A second 
possible explanation is that the effects are linear, but the 
interactions among the three structural dimensions are too 
complex to be unraveled with the data available, A third 
possibility is that the effects may be present but non¬ 
linear. Again, the sparseness of data in the departmental 
cells of the original eight-way typology proposed precluded 
analysis of this possibility. The final explanation may be 
that these dimensions are unstable across different decision 
types and that, although there are differences in the formal 
structure as measured by the Aston scales, the departments 
all react similarly when involved in the EDP development 
process. 
Limitations of the Study 
There are several limitations which must be considered 
in any assessment of the results of this study. First, the 
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investigation of the model was resource limited. This 
resulted in the problems already discussed above in relation 
to the findings. A more extensive data base might lead to 
unraveling the possible confounding interaction effects and 
detection of non-linear effects, if either of these phenomena 
are, in fact, operative. 
A second limitation is inherent in the retrospective 
nature of the data collection effort. Managers were requested 
to recall their initial perceptions of projects after the 
project was completed. This almost certainly results in a 
halo effect where the projects which are brought to a satis¬ 
factory completion are viewed as being favorable from the 
outset, with the opposite bias for the less satisfactory 
projects. If the study were conducted on a longitudinal 
basis, the effects noted would, in all likelihood, be less 
polarized. 
A third limitation also applies to the data collection 
effort. The scoring of the interview schedules requires a 
degree of interpretation in spite of all efforts at standardi¬ 
zation. Interpretative effects were minimized in this study 
as all interviews were conducted and scored by the researcher. 
Nevertheless, there is some room for inconsistency in inter¬ 
preting the managers' responses, especially in the matrix 
management environment where there is ambiguity as to whether 
a particular response is functionally or project oriented. 
The sampling procedure employed introduces a fourth 
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limitation. The sample was one of convenience rather than 
one of random selection. This severely limits its extension 
to other or larger populations. The firm bias is mitigated 
to the extent that the three dimensions of department structure 
are universally applicable and provide insulation of the MIS 
implementation process from external environmental effects. 
However, the department structure introduces a new problem. 
The process of dichotomization about the mean value of the 
structural dimensions of the departments in the study is 
extremely sensitive to small changes in the mean. The depart¬ 
ment classifications are valid for this sample, but there is 
no assurance that the means in this sample are comparable 
to those in a wider population. 
Implications for Further Research 
This research was conducted with a limited sample of 
firms in one geographic area. The positive results obtained 
suggest that the methodology could be usefully employed to 
study other samples. Preferably, these would be considerably 
larger and randomized so that any findings could be generalized 
with some confidence. 
A second implication revolves around the successful use 
of the Shultz and Slevin questionnaire in the MIS implementa¬ 
tion field. The factor analysis conducted in this study showed 
a reasonable degree of comparison with the original analysis 
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which developed the questionnaire for the management science/ 
operations research area. There is an acknowledged need 
for standard research instruments in the area of MS and MIS 
and, judging from the paucity of empirical work, the entire 
field of managerial innovation. The S & S instrument appears 
to tap several dimensions of managerial perceptions which 
this research has shown to be applicable to the MIS implementa- 
tion process. It has promise as a research tool in managerial 
situations where an innovation can be defined in terms of a 
specific project. It deserves further scrutiny and develop¬ 
ment. 
The use of the Aston scales to measure structure at the 
departmental level provides a tool which could be used to 
study interactions among departments or assess the stability 
of departmental structure as internal and external environ¬ 
ments change, in addition to its use as a classification tool 
in contingency studies. 
Perhaps the most significant implication for further 
research, however, lies in the selection of the correct unit 
of analysis when dealing with complex organizations. This 
study provides empirical verification of Van de Ven's argument 
that observations made at the level of the entire organization 
may obscure differences that exist at departmental levels. 
These differences may be critical in many investigations. 
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Implications for Practical Management 
This study was undertaken primarily to investigate 
the EDP implementation process in the workplace, with the 
aim of suggesting improvements in that process. Subject to 
the limitations noted, it was successful in identifying 
different user perceptions which relate to user satisfaction 
in different department structures. This led to recommenda¬ 
tions as to how an information systems manager could tailor 
his implementation strategy to the type of department where 
the application is being implemented. There is a major 
assumption here that user satisfaction is a useful measure 
of success in the implementation process. Taken by itself, 
it is certainly a suspect measure. A user who does not wish 
to use EDP products may be well satisfied if a project fails 
totally. However, given that there is an organizational 
decision-making process which selects effective projects for 
development—and that there is a technically capable group to 
develop the application efficiently—user satisfaction 
becomes a major determinant in the long-range development of 
an overall systems capability. The ability to tailor an 
implementation strategy to maximize user satisfaction becomes 
increasingly important as the locus of decision-making for 
MIS moves to higher levels of management. 
There is an issue of timeliness in regard to the 
practical applications of this study. Firms at the leading 
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edge of information systems technology are entering an era 
where the user will be primarily responsible for developing 
his own applications, using a higher level of language to 
address a generalized data base. There was no evidence of 
use of this technology in the sample studied, even though 
the firms did include two in the high-technology field. It 
appears safe to hold that the findings of this study will 
not be obsolescent for most segments of business for the 
immediate future. 
Conclusion 
The contingency model of MIS implementation proposed 
in this research has been shown to be an improvement over a 
comparable undifferentiated model of implementation in a 
limited sample of firms in Western Massachusetts. The 
study has several interesting implications for further research 
and pratical applications, but these are tempered by the 
limitations of the empirical verification. 
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RESEARCH INSTRUMENTS 
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STRUCTURED INTERVIEW SCHEDULE FOR 
INFORMATION SYSTEMS MANAGER 
A. General 
1. Perhaps we could start with a review of the formal 
organization chart of this facility (attach copy or drawing). 
2. About how many employees work at this site? 
3. How would you describe your relationship with other 
facilities in the overall organization? 
B. Systems Operations 
1. Would you briefly describe your mode of EDP operations? 
Check for: 
a. in house versus off-site 
b. degree of centralization 
c. on-line capability (which departments use it) 
C. Systems Management 
1. What is the procedure for users to initiate new projects? 
2. Do you have a local steering committee? What is its role? 
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2. Do you have a local EDP Steering Committee? If so, 
what is its role? 
3. What role does the user play in selected projects for 
development? 
4. Is there a charge-out mechanism to charge operations 
costs back to user departments? 
5. Is there a charge-out mechanism to charge development 
costs back to user departments? 
6. Who is responsible for estimating the costs of a proposed 
project? 
7. Who is responsible for estimating the benefits of a 
proposed project? 
8. Who has primary responsibility for scheduling of resources 
for projects? 
9. Is a formal system for project control in effect? If 
so, who is responsible for signing off on completion of pro¬ 
ject phases? 
D. Systems Development 
1. How are systems analysts assigned to particular projects? 
2. How are programmers assigned to projects? 
3. How are the systems analyst and programmer functions divided? 
How many people are employed in each field? 
4. How many analysts are physically located in user depart¬ 
ments? Do they report to you or to the user? 
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5. Are there any formal liaison positions for communications 
between EDP and users? Where are they located? 
E. User Information 
1. Which of the departments are significant users of EDP 
services? Who heads each of these departments? 
2. What projects that you would consider to be of a signifi¬ 
cant impact on the managers' ability to perform more 
effectively have been completed in the past year or two? 
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Scales Measuring Structuring of Activities 
1. Scale Measuring Functional Specialization 
A function is specialized when at least one person per¬ 
forms that function and no other function. No account is 
taken of either (a) the specialists status, or (b) the 
number of specialists within a single function. For each 
activity for which there is a specialist, the department 
scores 1. A prompt-list of items suggests the type of 
activities likely to be specialized at the department level, 
although it is not necessarily exhaustive: 
Sales 
Complaints and service 
Transport 
Publicity 
Public Relations 
Advertising 
Market research 
Personnel 
Training 
Medical and Welfare 
Buying and material control 
Security and safety 
Financial control 
Accounting and financial recording 
Legal and insurance 
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Statistics and non-financial recording 
Planning 
Production control 
Inspection 
Stock-keeping and control 
Work-study, layout, etc. 
Product design and development 
Maintenance 
Construction 
Equipment design 
Budgeting 
Costing 
Research 
Adminis tration 
2. 
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Scale Measuring Formalization of Role Definition 
The degree of formalization of role definition in the 
organization is given by the number of specific role-defining 
documents—from a set list—which exist in the organization, 
and in some cases, the extent of their application or 
distribution. 
1. Information booklets given to: None 
Fev; Employees 
Many Employees 
All Employees 
2. Number of information booklets: None 
One 
Two 
Three 
Four or more 
3. Organization chart given to: No one 0 
Department head 1 
Department head 
plus 1 2 
Department head 
plus most branch 
chiefs 3 
4. Written operating instructions: 1 
5. Written terms of reference or job For direct 
description: workers 1 
For line 
supervisors 1 
For staff 1 
For department 
head 1 
6. Manual of procedures: 1 
7. Written policies: 1 
8. Workflow (production) schedule or program 1 
9. Written research program or reports 1 
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3. Scale Measuring Overall Standardization 
The overall degree of standardization is determined as a 
summation of the degree of standardization maintained in a 
list of procedures representing the set of all possible pro¬ 
cedures in work organizations. A subset of this list (items 
indicated by *) indicates procedures applicable to standardiza¬ 
tion of procedures for selection and advancement. 
1. Inspection of production Score 
* a. Frequency of inspection 
Never 0 
Haphazard 1 
Random Sample 2 
100% 3 
b. Range of products inspected 
None 0 
Some 1 
All new 2 
All 3 
* c. Method of inspection 
None 0 
Visual 1 
By attribute 2 
Measurement 3 
d. Type of inspection 
None 0 
One of raw materials, process or final 1 
inspection 2 
Process and final inspection 3 
e. Special inspection process (e.g., statistical 
q.c.) 
None 0 
Some 1 
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2. Inventory control Score 
Physical inventory count 
Never taken 0 
Yearly 1 
Semiannually 2 
Quarterly 3 
Monthly 4 
Weekly 5 
Daily 6 
3. Operational control 
a. Firm plans for operations 
1 day 0 
Week 1 
Month 2 
Quarter 3 
Year 4 
Over one year 5 
Permanent 6 
* b. Scheduling of operations 
As needed 0 
Monthly 1 
Weekly 2 
Daily 3 
Continuous 4 
* c. Progress checking 
None 0 
Irregular 1 
Regular 2 
d. Maintenance 
No procedure 0 
Breakdown procedure 1 
Mixed 2 
Planned Maintenance 3 
Programmed replacements 4 
4. Financial control 
a. Type 
Whole firm, historical 1 
Job costing 2 
Budgeting 2 
Standard costs 4 
Marginal costs 2 
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b. Level of control 
Above department 
Department 
Departmental sub-units 
c. Comparison with budgets 
None 
Yearly- 
Half-yearly 
Quarterly 
Monthly 
Weekly 
Continually 
5. People: Control 
* a. Definition of operatives task 
Custom 
Apprenticeship of profession 
Time study 
Work study 
Job description 
* b. Work study 
None 
Some direct workers 
All direct workers 
All direct workers and clerks 
Score one point each for each of the following 
procedures in effect 
c. Job evaluation 
* d. Discipline — definition of offenses 
* e. Discipline - definition of penalties 
* f. Discipline — definition of grounds for 
dismissal 
g. Wage and salary review 
h. Personal reports by superiors 
i. Staff establishment provided for 
* j. Labor budget provided for 
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6. Communication 
* a. Decision-seeking 
Ad hoc decision seeking 0 
Semi-standardized (routine followed in 
some circumstances 1 
Standardized (routine followed in all 
circumstances 2 
Project justification (cases prepared 
before decisions sought) 3 
* b. Decision conveying 
Ad hoc 0 
Semi-standardized (routine followed in 
some circumstances) 1 
Standardized (routine followed in all 
circumstances) 2 
7. Ideas 
a. Research and development 
None 
Development as needed 
Development branch 
Development program 
Research and development branch 
Research and development program 
b. Obtaining ideas (score one for each of 
the following done) 
Conference attending 
Conference reporting 
Periodicals circulation 
Periodicals reporting 
Suggestion scheme 
8. Materials 
* a. Ordering materials 
As needed 
Production plans 
Datum stocks 
Score one for each of the following 
procedures in effect 
b. Limits on buyer's authority over what to buy 
c. Limits on buyer's authority over whom to buy 
from 
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d. Limits on buyer's authority over how much 
to buy 
e. Procedure for buying nonstandard items 
f. Procedure for notifying head office of 
purchases 
g. Bidding procedure for capital items 
h. Contracting procedure 
9. People: Recruiting 
* a. Promotion procedure 
As needed 
Grade and qualification 
Internal advertisement and selection 
b. Selection of operatives 
Interview by superior 
Interview by personnel officer 
Grading system or interview board 
Testing procedure 
Outside appointer 
* c. Selection of foremen 
Interview by superior 
Interview by personnel officer 
Grading system or interview board 
Testing procedure 
Outside appointer 
* d. Selection of executives 
Interview by superior 
Interview by personnel officer 
Grading system or selection board 
Outside appointer 
Score one point for each of the following procedures 
in effect 
* e. Central recruiting procedure 
* f. Central interviewing procedure 
g. Standard procedure for getting increases 
in staff 
h. Standard procedure for getting increase 
in works 
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10. People: Training 
Score one point for each of the following programs 
in effect 
a. Apprenticeships 
b. Day release (operatives and managers allowed 
to attend outside courses during working hours) 
c. Operator training 
d. Evening classes encouraged 
e. Courses arranged for management 
f. Courses arranged for supervisors 
g. Management training programs 
h. Block release (managers allowed to attend courses 
outside the organization for a specified 
period, full time) 
11. Activities 
a. Ceremonies 
None 0 
Irregular 1 
Regular 2 
b. Sports and social activities 
None 0 
Irregular 1 
Regular 2 
c. Participation in community displays 
exhibitions 
None 0 
Irregular 1 
Regular 2 
d. Conference attendance 
None 0 
Irregular 1 
Regular 2 
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e. Induction courses . 
No employees 0 
Few employees 1 
Many employees 2 
All employees 3 
f. Handbooks provided for employees 
For none 0 
For few 1 
For many 2 
For all 3 
g. Uniforms provided for employees 
For none 0 
For few 1 
For many 2 
For all 3 
12. Miscellaneous 
a. Personnel reports and statistics (score 
one point for each that the department 
does) 
Sickness 
Timekeeping 
Absence 
Labor turnover 
Accidents 
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Scale Measuring Overall Centralization 
Centralization refers to the locus of authority to make 
decisions affecting the organization. This is ascertained by 
asking, "Who is the last person whose assent must be obtained 
before taking legitimate action?" (Pugh, et al., 1968). Scores 
are recorded on each item of the following scale depending 
upon the level at which this assent is effective. 
Sco re Decision Level Example 
5 Above Chief Exeuctive 
4 Whole organization 
3 All workflow activities 
2 Workflow sub-unit 
1 Supervisory 
0 Operating 
Chairman of the Board 
President 
Production manager 
Department head 
Branch head, super¬ 
visor 
Direct worker 
The appropriate title to match the descriptive level must be 
determined for each organization. 
Score Organization Title 
5 
4 
3 
2 
1 
0 
Decision Score 
1. Establishment of labor force requirements _ 
2. Appointments to direct worker jobs _ 
3. Promotion of direct workers _ 
4. Representing the organization in labor disputes _ 
5. Establishment of number of supervisors _ 
6. Appointment of supervisory staff from outside 
the organization _ 
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7. Promotion of supervisory staff 
8. Salaries of supervisory staff 
9. Spending of unbudgeted or unallocated money 
on capital items 
10. Spending of unbudgeted or unallocated money 
on expense items 
11. Selection of type or brand of new equipment 
12. Overtime to be worked 
13. Delivery dates or priorities of orders 
14. Determination of a new product or service 
15. Determination of what marketing areas to cover 
16. Extent and type of market to be aimed for 
17. To what items the costing system will be applied 
18. To what items, processes, etc., the inspection 
system will be applied 
19. Operations that will have work studies made 
of them 
20. Plans to be assessed or laid out 
21. Outputs to be scheduled against given plans 
22. Dismissal of a direct worker 
23. Dismissal of a supervisor 
24. Methods of personnel selection 
25. Training methods to be used 
26. Which suppliers of materials are to be used 
27. Methods of work to be used (not involving 
expenditure) 
28. Machinery or equipment to be used for a job 
Allocation of work among available workers 29. 
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30. What and how many welfare facilities are to be 
supported 
31. Price of the output 
32. Altering of responsibilities or areas of work 
of functional specialist activities 
33. Creation of a new job (functional specialist 
or line-new job title) 
34. Setting of buying procedures 
Scale Measuring Subordinate Ratio 
The subordinate ratio is the avarage number of workflow 
subordinates (direct workers) per first-line supervisor 
(i.e. the lowest job that does not include prescribed 
direct work). 
EDP USER CHARACTERISTICS QUESTIONNAIRE 
We appreciate your cooperation in this study. The 
nature of our research requires your honest, frank opinions 
and responses. Anonymity for individual responses is uncon¬ 
ditionally guaranteed. Please answer all of the questions 
in the following form. This is essential to the success of 
the study. In cases where none of the responses seems totally 
appropriate, please select the best approximation. It is 
your opinion or perception that is of interest. 
You are now asked to think of one data-processing project 
connected with your current job with which you are either 
exceptionally satisfied or dissatisfied. Select a project that 
contributes to, or was intended to contribute to, your ability 
to perform your duties as a manager. If possible, consider one 
with which you had some connection from its early stages. 
Please provide the following information about this project 
and your relationship to it by marking the appropriate boxes 
below: 
1. This project was primarily conceived as an aid to: 
(Mark one selection) 
( ) Strategic planning for the organization 
( ) Managerial control within the organization 
( ) Operational control of routine work 
2. This project was primarily designed to support: 
(Mark one selection) 
( ) Routine, recurring decisions 
( ) Non-routine decisions 
3. Project development is best described as: (Mark one 
selection) 
( ) A unique application designed for this organization 
( ) A significant modification of an existing application 
( ) Installation of an off-the-shelf program 
( ) Other (please specify) 
4. My participation in the project is best described by: 
(Mark all appropriate selections) 
( ) I initiated the request for the project 
( ) I provided initial specifications 
( ) I served on the project development team 
( ) I was responsible for approval/disapproval at 
one or more stages 
( ) I participated in project test procedures 
( ) I was involved in cut-over from the old to the 
new system 
( ) I used the system after it was installed 
( ) I have recommended changes to the system since it 
was completed 
( ) Other (please specify) 
Please read each of the following statements carefully 
and circle the number that most clearly describes how you felt 
about the statement at the time that you first became aware of 
the project. Each items deals with your expectation at that 
time and is phrased as if the project, as then conceived, would 
be fully successful. 
There is no preferred or correct response to any item. 
What is needed is your best recollection of your feelings and 
beliefs at the outset of the project. Each question is 
provided with a nine point scale. By circling "1" you indicate 
that you totally disagree with the statement. By circling 
”9" you indicate that you agree fully with the statement. 
Circling "5" indicates no feeling for or against the statement, 
and the intermediate positions provide for a range of feeling 
or opinion on the statement. 
The items follow: 
1. I will need to communicate more with others 
2. My job will be more satisfying 
3. Others will better see the results of my work 
4. Top management will provide the resources to see this 
project to completion 
5. The potential that this project has for improving my 
performance is important to me 
6. This project will cost too much 
7. I will be supported by my boss if I do not wish to use 
the output of this project 
8. It will be easier for me to perform my job well 
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9. Decisions will be better as a result of the project 
10. The output from this project is needed now 
11. Top management wants this project implemented in my 
department 
12. People will accept the required changes 
13. The accuracy of the information I receive will be 
improved by the project 
14. The individual I work with will change 
15. The feelings of my contemporaries in regard to this 
project are important to me 
16. The developers of this project do not understand management 
problems 
17. I will have more control over my job 
18. This project is important to me 
19. I need this project 
20. The potential that this project has for increasing my 
interactions with others is important to me 
21. It is important that the output of this project be used 
soon 
22. Individuals will set higher targets for performance 
23. My boss wants me to use this system 
24. I will be able to improve my performance 
25. This project is important to my boss 
26. My subordinates believe I should support this project 
27. The management structure will be changed 
28. The use of this system will increase profits 
29. This project is technically sound 
The potential that this project has for changing job 
relations is important to me 
30. 
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31. Others will be more aware of what I am doing 
32. The information I receive as output from this system 
will make my job easier 
33. My contemporaries in the department believe I should 
support this project 
34. This project will not require any changes in division/ 
department structure 
35. I will spend less time looking for information 
36. Organization goals will become clearer 
37. Implementing this project will be difficult 
38. My counterparts in other departments believe I should 
support this project 
39. This porject should be put into use immediately 
40. I will have to get to know several new people 
41. Top management does not know how complex this change is 
42. People will be given sufficient training to utilize 
the system 
43. The potential that this project has for clarifying goals 
is important to me 
44. This project is important to top management 
45. My counterparts in other departments will identify more 
with organizational goals 
46. There will be adequate staff available to implement the 
project 
47. The feelings of my counterparts in other departments in 
regard to this project are important to me 
48. I will need to consult others more often before making a 
decision 
49. The patterns of communications will be simplified 
50. I will need to talk with others more 
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51. The feelings of my subordinates in regard to this 
project are important to me 
52. It is urgent that this system be implemented 
53. I will need the help of others more 
54. The individuals I work with will change 
55. Top management's desires in regard to this project are 
directly important to me 
56. I enjoy working with those who are implementing the system 
57. When I talk to those implementing the system, they respect 
my opinion 
58. My counterparts in other departments are generally 
resistant to this type of change 
59. The sooner the system is in use the better 
60. The accuracy of my forecasts will improve as a result of 
using this system 
61. My performance will be more closely monitored 
62. My boss's desires in regard to this project are important 
to me 
63. Benefits will outweigh the costs 
64. My goals and the company goals will be more similar than 
they are now 
65. The department will perform better 
66. Personal conflicts will not increase as a result of imple¬ 
menting this system 
67. The developers of the system will provide adequate training 
to users 
68. The aims of my counterparts in other departments will be 
more easily achieved 
My personal goals will be better reconciled with the 
organization's goals 
69. 
This completes the section of this questionnaire that 
deals with your opinions and perceptions early in the project. 
You are now asked to come back to the present time and complete 
the following items regarding the project you have just 
described. 
If the project was not completed, please indicate which, 
if any, of the following difficulties contributed to its termina¬ 
tion: (mark all appropriate responses) 
( ) Project proved technically infeasible 
( ) Prospective users lost interest 
( ) Top management cancelled project 
( ) Turnover of user personnel 
( ) Project became too costly 
( ) Project was overtaken by events 
( ) Other (please specify) 
If the project was completed we wish to know how well 
satisfied you are with the developmental process and outcomes. 
The nine-point scale following is similar to that used above. 
In this case, circling "1" indicates that you are very 
dissatisfied with the item described, circling "5" indicates 
indifference toward it, and circling "9" indicates a very 
high degree of satisfaction with it. As before, intermediate 
points provide the capability of expressing a range of opinion. 
The items follow: 
1. My degree of satisfaction with the developmental process is 
2. My degree of satisfaction with the overall system performance 
is 
3. My degree of satisfaction with the level of accuracy 
provided by the system is 
4. My degree of satisfaction with the timeliness of information 
produced by the system is 
APPENDIX B 
DISCUSSION OF FACTOR ANALYSIS OF QUESTIONNAIRE 
Discussion. 
The paucity of standard instruments for measurement of 
variables in the MIS implementation field was a major topic of 
discussion at the research session of the First International 
Conference on Information Systems held in Philadelphia in 
December, 1981. Shultz and Slevin developed their implementa¬ 
tion attitudes questionnaire specifically to meet the need on 
the OR/MS field. The application of this questionnaire in the 
related field of MIS implementation in the current research 
showed an encouraging degree of stability, although there were 
notable differences. The questionnaire is well-grounded in 
organizational theory, and it appears to tap several underlying 
dimensions of user perceptions relating to the implementation 
process. It should be considered a leading candidate for 
further development. The following specific comparison between 
the original findings of Shultz and Slevin and those resulting 
from the data analyzed in this study are recorded in 
furtherance of this development. 
Comparison of Results of Factor Analysis of Questionnaire. 
The data collected in this survey were subjected to a 
seven-factor analysis using the SPSS program Factor with option 
PA2. The output of this analysis produced a moderate degree of 
agreement with the original Shultz and Slevin analysis. Of the 
seven factors produced, six were clearly interpretable and 
related to six of the original seven factors. Factors relating 
to Goals, Client/Researcher Relations, and Urgency showed an 
exceptionally high degree of correspondence, Schultz and 
Sievin's factors relating to Interpersonal Relationships and 
Changes collapsed into a single factor in the current analysis, 
with the single factor in this study encompassing eight of the 
nine questionnaire items included in the two S&S factors. A 
lower degree of correspondence was found in the areas relating 
to Performance and Support/Resistance. In the Performance 
area, the current analysis tended to group Organizational Per- 
formance items with the Goal-related items and to group 
Individual Performance items as a separate factor, whereas 
the original work tended to group individual and Organizational 
Performance items together. Eight items in the current study 
loaded significantly on the thirteen items which S&S found as 
a Performance factor. The lowest correspondence was found in 
the area of Support/Resistance. Only four items in the current 
survey loaded highly on the eleven items in the earlier work. 
The following table indicates how the data in the current 
survey loads on the original partial factors defined by Shultz 
and Slevin. The loadings from the original survey are included 
for comparison. The reliability scores are for the current 
data on the original factors. No comparison is provided for 
this element, as S&S did not report realiabilities in their 
work. 
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TABLE 21 
COMPARISON OF ITEM LOADINGS ON SHULTZ AND SLEVIN 
FACTORS BETWEEN ORIGINAL FINDINGS 
AND THE CURRENT RESEARCH 
Factor 1 Performance (Cronbach' s AlphaF. 80) 
Item Description (abbreviated) S&S 
My job will be more satisfying .63 
Others will see results of my efforts .39 
It will be easier to perform my job well .59 
Accuracy of information will be improved .44 
I will have more control over rry job .73 
I will be able to improve my performance .69 
Others will be more aware of vhat I am doing .53 
Information will make ny job easier .73 
I will spend less time looking for information .64 
The accuracy of my forecasts will improve .53 
My perfonrmoe will be more closely monitored .40 
The divisicn/department will perform better .36 
Factor 2 Interpersonal (Cronbach's Alpha=. 82) 
I will need to communicate with others more .43 
I will need the help of others more .73 
I will need to consult with others more often before 
making a decision .61 
I will need to talk with other people more .71 
I will need the help of others more .77 
Factor 3 Changes (Cronbach's Alpha=. 52) 
The individuals I work with will change .49 
The management structure will change .58 
The project will not cause any change in division/ 
department structure -.42 
I will have to get to knew several new people .40 
Factor 4 Goals (Cronbach's Alpha=.86) 
Individuals will set higher targets for performance .33 
The use of the project will increase profits .46 
This project is technically sound *68 
Company goals will become clearer *47 
My goals and the company goals will become more 
similar than they are now *59 
My counterparts will identify more with tlie organizations 
goals 
Current 
.11 
-.02 
.57 
.39 
.54 
.42 
-.11 
.72 
.54 
.34 
.02 
.51 
.13 
.74 
.63 
.63 
.74 
.41 
.48 
-.39 
.49 
.63 
.48 
.51 
.57 
.72 
.36 
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TABLE 21 (oont.) 
Factor 4 Goals (oont.) S&S 
The patterns of communications will be simplified .46 
The aims of my counterparts in other divisions/ 
departments will be more easily achieved .50 
My personal goals will be better reconciled with 
the oonpany goals .43 
Factor 5 Support/Resistance (Crcnbach's Alpha=.46) 
Top management will provide the resources to implement 
the project .38 
People will accept the required changes .56 
Top management sees the project as being important .35 
Implementing the project will be difficult -.43 
Top management does not realize hew complex this 
project is -.59 
People will be given sufficient training to utilize 
the project .67 
This project is important to top management .45 
There will be adequate staff available to implement 
the project .67 
My counterparts in other departments are generally 
resistant to this type change -.52 
Personal conflicts will not increase as a result 
of this project .36 
Developers of this project will provide adequate 
training to users .67 
Factor 6 Client/Researcher (Cronbach's Alpha=.53) 
The developers of this project do not understand 
management problems 
I enjoy working with those who are implementing the 
project 
When I talk to those implementing the system, they 
respect my opinion 
Factor 7 Urgency (Cronbach's Alpha=.78) 
The project costs too much 
I will be supported by my boss if I do not wish to 
use the output of this project 
Decisions will be better as a result of this 
project 
The results of this project are needed now 
-.21 
.79 
.81 
-.39 
-.42 
.55 
.60 
Current 
.67 
.68 
.62 
.48 
.27 
.56 
.11 
-.31 
.03 
.56 
.24 
-.07 
-.16 
.23 
-.10 
.42 
.61 
-.47 
-.06 
.38 
.69 
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TABLE 21 (cont,) 
Factor 7 Urgency (cont,) S&S 
This project is iirportant to me .61 
I need this project .58 
It is important that the output of this project be 
used soon . 71 
This project is iirportant to my boss ,57 
This project should be put into use immediately .71 
It is urgent that this project be implemented ,58 
The sooner this project is in use the better ,86 
Benefits will outweigh the costs .49 
Current 
.71 
.51 
.65 
.16 
.51 
.69 
.76 
.36 
APPENDIX C 
DETAILS OF STATISTICAL ANALYSIS 
174 
I. Details of Statistics Supporting Results in the General 
Section of Investigation of Hypotheses, 
TABLE 22 
CELL POPULATIONS AND MEANS VALUES OF FACTOR FOR 
EIGHT DEPARTMENT TYPES AND TWO 
LEVELS OF SATISFACTION 
(inpleraentation process) 
SATIS- NUMBER MEAN VALUES OF FACTORS 
DEPT FACTION OF OBSER- FAC- FAC- FAC- FAC- FAC- 
TYPE LEVEL VATICNS TOR 1 TOR 2 TOR 3 TOR 4 TOR 5 
0 Low 11 .208 -.164 -.172 -.158 -.446 
High 6 .164 -.240 ,425 -.583 ,467 
1 Low 3 .357 -1.357 .588 .176 -.336 
High 10 .628 .359 -.005 .028 -.047 
2 Low 3 -1.490 -.939 -.213 1.444 .275 
High 6 -.015 .288 .857 .340 .292 
3 Low 1 1.173 1.267 -.878 -.314 -1.303 
High 2 .073 -.284 -1.348 .535 -.215 
4 Low 3 -.647 -1.078 .032 -.174 .329 
High 6 -.632 .768 .140 .768 .175 
5 Low 5 .096 .235 -.266 -1.084 .139 
High 9 .218 .022 -.671 .090 .094 
6 Low 3 -.674 -.367 .121 -.020 .193 
High 9 -.031 -.113 .585 -.250 .163 
7 Low 6 -.033 .117 -.657 -.109 -.348 
High 4 -.393 .698 .386 -.517 .147 
Totals 87 0.000 0.000 0.000 0.000 0.000 
II. Detaiils of Statistics Supporting Results of Investigation 
of Hypothesis 1 with regard to the Implementation Process for 
the Four-Way Department Typology and Two Levels of Satisfaction 
TABLE 23 A. 
CELL POPULATIONS AND MEAN VALUES OF FACTOR FOR 
POUR DEPARTMENT GROUPS AND TWO 
LEVELS OF SATISFACTION 
(implementation process) 
SATIS- NUMBER MEAN VALUES OF FACTORS 
DEPT FACTION OF OBSER¬ FAC¬ FAC¬ FAC¬ FAC¬ FAC¬ 
GROUPS LEVEL VATIONS TOR 1 TOR 2 TOR 3 TOR 4 TOR 5 
A Low 6 -1.068 -1.009 -.091 .635 .302 
High 12 -.323 .528 .498 .504 .233 
B Low 6 .275 .407 -.368 -.956 -.333 
High 11 .192 -.033 -.794 .171 .037 
C Low 14 .019 -.208 -.109 .120 -.309 
High 15 .047 -.164 .521 -.383 .286 
D Low 9 .097 -.374 -.252 -.014 -.344 
High 14 .336 .455 .107 -.129 .009 
Totals 87 0.000 0.000 0.000 0.000 0.000 
B. Box's Test for Homogeneity of Dispersion Matrices 
Box's M = 213.99 
F (105,3390) = 1.49439 
Significance = .002 
C. Effects of Department Groups and Satisfaction Level (Wilkes' 
Test of Multivariate Significance) 
Effect 
Department Group 
Satisfaction 
Interaction 
Approximate F 
2.46842 
2.69499 
1.93862 
Significance 
.00237 
.02705 
.02126 
D. The significance of pairwise comparisons between means was 
determined by using Roy's Union-intersection approach. 
Confidence intervals were established using the relationship 
C. I .= 
X 
1-X 
a'Wa 
is the mean of the hth factor in the jth 
group 
Where F 
F 
j'h is the mean of the hth factor in the jth 
group 
a is a factor of Is and Os which selects the 
hth factor 
X is the appropriate value from Heck's charts 
of Roy's largest root for significance 
level .01. 
N. 
3 
N 
is the number of observation in the jth group 
is the number of observations in the j'th 
group 
W is the variance-covariance matrix for pooled 
within-groups data. (This reduces to 
the variance of the hth factor when pre¬ 
multiplied by a' and postmultiplied by 
a) 
The hypothesis of no difference between means is rejected 
if the confidence interval does not include zero. Results of 
the calculations are presented in Table 24. 
TABLE 24 
COMPARISON OF THE MEANS OF THE FACTORS BETWEEN 
PAIRS OF ORGANIZATIONAL GROUPS FOR 
THE FOUR-WAY DEPARTMENT TYPOLOGY 
(implementation process) 
Parameters for Roy's criteria (S=3,M=l/2,N= (varies, see individual pairings)) 
1. For Less Satisfied Users 
a. Between Group A and Groip B 
FACTOR HECK VARIANCE 
VARI¬ CHART OF 
FACTOR ROY'S N. N., ANCE VALUE CONTRAST F. - F. , SIGNIFICANT 
3 3 3 3 
1 17 6 6 .88769 .435 .52286 1.34411 Yes 
2 17 6 6 .78949 .435 .49309 1.41553 Yes 
3 17 6 6 .76290 .435 .48471 .27721 No 
4 17 6 6 .75694 .435 .48282 1.59087 Yes 
5 17 6 6 .83352 .435 .50665 .63525 Yes 
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TABLE 24 (cant,) 
b. Between Group A and Group C 
FACTOR HECK VARIANCE 
VAR I- CHART OF 
FACTOR ROY'S N. N., ANCE VALUE CONTRAST F. - F. , SIGNIFICANT 
3 3 3 3 
1 17 6 14 .88769 .435 .44189 1.08686 Yes 
2 17 6 14 .78949 .435 .41674 .80082 Yes 
3 17 6 14 .76290 .435 .40966 .01862 No 
4 17 6 14 .75694 .435 .40805 .51529 Yes 
5 17 6 14 .83352 .435 .42820 .64518 Yes 
c. Between Group A and Group D 
1 17 6 9 .88769 .435 .47730 1.16503 Yes 
2 17 6 9 .78949 .435 .45012 .63468 Yes 
3 17 6 9 .76290 .435 .44248 .16146 No 
4 17 6 9 .75694 .435 .44075 .64908 Yes 
5 17 6 9 .83352 .435 .46251 .64634 Yes 
d. Between Group 3 and Group C 
1 17 6 14 .88769 .435 .44189 .25662 No 
2 17 6 14 .78949 .435 .41674 .61471 Yes 
3 17 6 14 .76290 .435 .40966 .25859 No 
4 17 6 14 .75694 .435 .40805 1.07558 Yes 
5 17 6 14 .83352 .435 .42820 .02414 No 
e. Between Group B and Group D 
1 17 6 9 .88769 .435 .47730 .17845 No 
2 17 6 9 .78949 .435 .45012 .78085 Yes 
3 17 6 9 .76290 .435 .44248 .11575 No 
4 17 6 9 .75694 .435 .44075 .94179 Yes 
5 17 6 9 .83352 .435 .46251 .01109 No 
f. Between Group C and Group D 
1 29 14 9 .88769 .290 .28182 .07817 No 
2 29 14 9 .78949 .290 .26577 .16614 No 
3 29 14 9 .76290 .290 .26126 .14284 No 
4 29 14 9 .75694 .290 .26024 .13379 No 
5 29 14 9 .83352 .290 .23460 .19604 No 
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TABLE 24 (oont.) 
2. For More-Satisfied Users 
a. Between Group A and Group B 
FACTOR HECK VARIANCE 
VARI¬ CHART OF 
FACTOR ROY'S nt N. , ANCE VALUE CONTRAST F. - F., SIGNIFICANT J 3 3 3 
1 37 12 11 .88769 .240 .24210 .51499 Yes 
2 37 12 11 .78949 .240 .28832 .56156 Yes 
3 37 12 11 .76290 .240 .22444 1.29274 Yes 
4 37 12 11 .75694 .240 .22356 .33311 Yes 
5 37 12 11 .84452 .240 .23459 .19604 No 
b. Between Group A and Group C 
1 41 12 15 .88769 .220 .21229 .37002 Yes 
2 41 12 15 .78949 .220 .20020 .69169 Yes 
3 41 12 15 .76290 .220 .19680 .02221 No 
4 41 12 15 .75694 .220 .19603 .88744 Yes 
5 41 12 15 .83352 .220 .20571 .05109 No 
c. Between Group A and Group D 
1 41 12 14 .88769 .220 .21563 .65937 Yes 
2 41 12 14 .78949 .220 .20336 .07261 No 
3 41 12 14 .76290 .220 .19990 .39196 Yes 
4 41 12 14 .75694 .220 .19912 .63271 Yes 
5 41 12 14 .83352 .220 .20895 .22459 Yes 
d. Between Group B and Group C 
1 37 11 15 .88769 .240 .23023 .14497 No 
2 37 11 15 .78949 .240 .21712 .13013 No 
3 37 11 15 .76290 .240 .21344 1.31495 Yes 
4 37 11 15 .75694 .240 .21260 .55433 Yes 
5 37 11 15 .83352 .240 .22310 .24713 Yes 
e. Between Group B and Group D 
1 37 11 14 .88769 .240 .23368 .14438 No 
2 37 11 14 .78949 .240 .22038 .48895 Yes 
3 37 11 14 .76290 .240 .21664 .90078 Yes 
4 37 11 14 .75694 .240 .21579 .27960 Yes 
5 37 11 14 .88352 .240 .22644 .02855 No 
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TABLE 24 (cant.) 
f. Between Group C and Group D 
FACTOR HECK VARIANCE 
ROY'S VARI¬ CHART OF 
FACTOR N N. N., ANCE VALUE CONTRAST F. - F.. SIGNIFICANT 
3 3 3 3' 
1 49 15 14 .88769 .190 .18576 .28935 Yes 
2 49 15 14 .78949 .190 .17518 .61908 Yes 
3 49 15 14 .76290 .190 .17721 .41417 Yes 
4 49 15 14 .75694 .190 .17153 .25473 Yes 
5 49 15 14 .88352 .190 .18000 .27568 Yes 
III. Details of Statistics Supporting Results of the Investi¬ 
gation of Hypothesis 1 and Hypothesis 2 with regard to the 
Implementation Process for the Two-Way Department Typology and 
Two Levels of Satisfaction. 
A. TABLE 25 
CELL POPULATIONS AND MEAN VALUES OF FACTORS FOR 
TWD DEPARTMENT GROUPS AND TWD 
LEVELS OF SATISFACTION 
(iinplementaticn process) 
SATIS¬ NUMBER MEAN VALUES OF FACTORS 
DEPT FACTION OF OBSER¬ FAC¬ FAC¬ FAC¬ FAC¬ FAC¬ 
GROUPS LEVEL VATIONS TOR 1 TOR 2 TOR 3 TOR 4 TOR 5 
I Low 20 -.308 -.448 -.104 .274 -.126 
High 27 -.118 .143 .510 .010 .262 
II Low 15 .168 -.061 -.298 -.391 -.340 
High 25 .272 .240 .290 .003 .021 
B. Box's Test for Homogeneity of Dispersion Matrices 
Box's M= 88.06 
F(45, 11594)= 1.72644 
P= .002 
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C. Effects of Department Groups and Levels of Satisfaction 
Effect 
Department Group 
Satisfaction 
Interaction 
Approximate F 
3.58567 
2.58533 
1.09223 
Significance 
.00565 
.03221 
.37132 
D. The significance of pairwise comparison of means was com¬ 
puted as in the four-way department typology. See section 
II.D. of this Appendix for the procedure. Table 26 presents 
the results of the calculations for intergroup comparisons, 
and Table 27 presents the results for comparisons of more- 
satisfied versus less-satisfied managers within the same group. 
TABLE 26 
COMPARISON OF THE MEANS OF THE FACTORS BETWEEN 
GROUP I AND GROUP II FOR TWO 
LEVELS OF SATISFACTION 
(implementation procsss) 
Parameters for Roy's Criteria (S=l, M=3/2, N=Varies, see individual 
comparisons) 
1. For Less-Satisfied Users 
FACTOR HECK VARIANCE 
ROY'S VARI- CHART OF 
FACTOR N N. 
3 V ANCE VALUE* CONTRAST F. - F., 3 3 SIGNIFICANT 
1 25 20 15 .91861 .270 .19910 .47561 Yes 
2 25 20 15 .86651 .270 .19336 .38644 Yes 
3 25 20 15 .78699 .270 .18428 .19473 Yes 
4 25 20 15 .84228 .270 .19064 .66509 Yes 
5 25 20 15 .81255 .270 .18725 .21413 Yes 
*Values for S=1 are not tabled. Values here are a linear extrapolation 
from Heck Charts. 
2. For More-Satisfied Users 
FACTOR HECK VARIANCE 
ROY'S VARI¬ CHART OF 
FACTOR N N. N. , 
3 3 
ANCE VALUE* CONTRAST F. - F., 
3 3 
SIGNIFICANT 
1 45 21 25 .91861 .165 .11825 .39027 Yes 
2 45 27 25 .86651 .165 .11485 .09652 No 
3 45 27 25 .78699 .165 .10945 .80064 Yes 
4 45 27 25 .84228 .165 .11323 .00786 No 
5 45 27 25 .81252 .165 .11122 .24042 Yes 
* Values for S=1 are not tabled. Values here are a linear extrapolation 
from Heck Charts. 
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TABLE 27 
COMPARISON OF THE MEANS OF THE FACTORS WITHIN 
GROUPS FOR MORE-SATISFIED VERSUS 
LESS-SATISFIED USERS 
(implementation process) 
1. For Group I 
FACTOR HECK VARIANCE 
BOY'S VARI¬ CHART OF 
FACTOR N N. 
3 V ANCE VALUE* CONTRAST F. - F., 3 3 SIGNIFICANT 
1 35 20 27 .91861 .195 .13817 .18975 Yes 
2 35 20 27 .86651 .195 .13516 .59200 Yes 
3 35 20 27 .78699 .195 .12881 .39725 Yes 
4 35 20 27 .84228 .195 .13326 .26336 Yes 
5 35 20 27 .13089 .195 .13088 .38743 Yes 
2. For Group II 
1 25 15 25 .91861 .270 .19037 .10431 No 
2 25 15 25 .86651 .270 .18489 .30208 Yes 
3 25 15 25 .78699 .270 .17621 .00844 No 
4 25 15 25 .84228 .270 .18229 .38763 Yes 
5 25 15 25 .81252 .270 .17904 .31824 Yes 
*Values for S=1 are not tabled. Values here are a linear extrapolation 
from Heck Charts. 
IV. Details of Statistics Supporting Results of the Investi¬ 
gation of Hypothesis 1 and Hypothesis with regard to the Project 
Outcomes for the Two-Way Department Typology and Two Levels of 
Satisfaction 
182 
A. TABLE 28 
CELL POPULATIONS AND MEAN VALUES OF THE FACTORS 
FOR TWO DEPARTMENT GROUPS AND TWO 
LEVELS OF SATISFACTION 
(Project outcomes) 
SATIS- NUMBER MEAN VALUES OF FACTORS 
DEPT FACTION OF OBSER- FAC - FAC- FAC- FAC- FAC- 
GROUPS TiKVkl * VATICNS TOR 1 TOR 2 TOR 3 TOR 4 TOR 5 
I Low 16 -.319 -.344 -.273 .321 -.276 
High 31 -.137 .014 .519 .021 .289 
II Low 11 .152 .293 -.126 -.686 -.378 
High 29 .264 .064 -.356 .061 -.014 
Total 87 0.000 0.000 0.000 0.000 0.000 
B. Box's Test for Homogeneity of Matrices 
Box's M= 70.04 
F (45 , 5603)= 1.37764 
P= .070 
C. Effects of Department Groups and Levels of Satisfaction 
(Wilkes' Test of Multivariate Significance) 
Effect Approximate F Significance 
Department Group 
Satisfaction 
Interaction 
3.69403 
2.03194 
2.93939 
.00468 
.08307 
.01742 
D. The significance of pairwise comparisons of means was 
computed as in the four-way department typology. See section 
II.D. of this Appendix for the procedure. Table 28 presents 
the results of the calculations for intergroup comparisons 
and Table 29 presents the results for comparisons of more- 
satisfied versus less-satisfied users within the same group. 
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TABLE 29 
COMPARISON OF THE MEANS OF THE FACTORS BETWEEN 
GROUP I AND GROUP II FOR TWO 
LEVELS OF SATISFACTION 
(project outcomes) 
Parameters for Roy's Criteria (S=l, M=3/2, N=Varies, see individual 
comparisons) 
1. For Less -Satisfied Users 
FACTOR HECK VARIANCE 
ROY' S VARI¬ CHART OF 
FACTOR N 
NI NII 
ANCE VALUE* CONTRAST F. - F., 
3 3 
SIGNIFICANT 
1 17 16 11 .91939 .360 .28167 .47091 Yes 
2 17 16 11 .90404 .360 .27931 .63706 Yes 
3 17 16 11 .75447 .360 .25516 .14688 No 
4 17 16 11 .80440 .360 .26347 1,00701 Yes 
5 17 16 11 .79466 .360 .26183 .10199 No 
2. For More -Satisfied Users 
1 53 31 29 .91939 .125 .09363 .40060 Yes 
2 53 31 29 .90404 .125 .09284 .05044 No 
3 53 31 29 .75447 .125 .08481 .87525 Yes 
4 53 31 29 .80440 .125 .08757 .03995 No 
5 53 31 29 .79466 .125 .08704 .30334 Yes 
*Values for S=1 are not tabled. Values here are a linear extrapolation 
from Heck Charts 
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TABLE 30 
COMPARISONS OF THE MEANS OF THE FACTORS WITHIN 
GROUPS FOR MORE- SATISFIED AND 
LESS SATISFIED USERS 
(project outcomes) 
1. For Group I 
FACTOR HECK VARIANCE 
ROY'S VARI¬ CHART OF 
FACTOR N 
nl 
ANCE VALUE* CONTRAST F - F 
L M 
SIGNIFICANT 
1 27 16 31 .91939 .260 .17496 .18225 Yes 
2 27 16 31 .90404 .260 .17349 .35765 Yes 
3 27 16 31 .75447 .260 .15849 .79154 Yes 
4 27 16 31 .80440 .260 .16365 .30066 Yes 
5 27 16 31 .79466 .260 .16266 .56534 Yes 
2. For Group II 
1 17 11 29 .91939 .360 .25465 .11194 No 
2 17 11 29 .90404 .360 .25252 .22897 No 
3 17 11 29 .75447 .360 .32068 .23059 No 
4 17 11 29 .80440 .360 .23675 .36399 Yes 
5 17 11 29 .79466 .360 .23675 .36399 Yes 
^Values for S=1 are not tabled. Values here are a linear extrapolation 
from Heck Charts. 

