Abstract-Recurrent neural networks (RNNs) perform element-wise multiplications across the activations of gates. We show that a significant percentage of activations are saturated and propose coarse-grained pruning of activations (CGPA) to avoid the computation of entire neurons, based on the activation values of the gates. We show that CGPA can be easily implemented on top of a TPU-like architecture with negligible area overhead, resulting in 12% speedup and 12% energy savings on average for a set of widely used RNNs.
& DYNAMIC OPERATION PRUNING, 1 also known as activation pruning, 2 is an optimization technique to reduce the cost of evaluating CNNs and MLPs. Based on the observation that Rectified Linear Unit (ReLU) activations tend to generate a large number of 0 values, activation pruning dynamically avoids computations when the synaptic weight is multiplied by a 0-value input. However, such a fine-grained activation pruning results in very sparse computations and memory accesses, since individual connections are selectively computed or skipped. 3 Sparse computations increase the complexity of a hardware accelerator, as it has to handle data representations based on indexes of nonzero values, 4 which results in sparse memory access patterns that are challenging for the hardware. On the other hand, ReLU activations are rarely used in RNNs, 5 leading to smaller potential for fine-grained activation pruning. RNNs represent the state-of-the-art solution for sequence processing problems, such as machine translation, 6 speech recognition, 7 or language modeling. 8 Unlike CNNs or MLPs, the RNN units Theme Article: Machine Learning Acceleration Theme Article: Machine Learning Acceleration store information from past executions to improve the accuracy of future predictions. Deep RNNs consists of multiple RNN layers, a.k.a. cells, stacked on top of each other. The most successful RNN cell architectures are the long-short term memory (LSTM) 5 and the gated recurrent unit (GRU).
9 Figure 2 shows the computations performed in an LSTM cell, whereas Figure 3 shows the GRU equations. As can been seen, in both cases the cell consists of multiple single-layer fully connected networks commonly referred to as gates. Furthermore, the evaluation includes element-wise multiplications across the outputs, i.e., activations, of different gates. Equation (5) (see Figure 2) shows the element-wise operations for LSTM, whereas (10) (see Figure 3 ) depicts the GRU's element-wise computations.
Note that the RNN activation functions exhibit a very narrow range: sigmoid ranges from 0 to 1, whereas hyperbolic tangent (tanh) is constrained to the interval ½À1; 1. We observe that every time a neuron in the input gate (i t ) of an LSTM cell is saturated toward 0, evaluation of its peer neuron in the generate gate (g t ) can be safely avoided. In a similar manner, whenever the tanh activation in (6) (see Figure 2 ) of an LSTM cell is 0 the corresponding neuron in the output gate (o t ) can be skipped. Our numbers show that we can avoid more than 18% of the computations and memory accesses by exploiting these zero-value activations in LSTMs. On the other hand, GRU cells exhibit similar behavior: when a neuron is saturated toward 1 in the update gate (z t ) of a GRU cell, computation of its peer neuron in the generate gate (g t ) can be skipped as the product ð1 À z t Þ Â g t is granted to be 0. Our results show that more than 7% of the neuron evaluations can be skipped based on this observation.
In this article, we propose to exploit the aforementioned saturations of activation functions to avoid computation of entire neurons in LSTM and GRU networks. We term this method as the CGPA. Figure 1 shows the key difference between finegrained activation pruning and CGPA. Under finegrained activation pruning [ Figure 1 (a)], individual connections of a fully connected or convolutional layer are dynamically skipped if their input value is 0, leading to sparse memory accesses. In this example, we assume that x 1 , h 0 , and h 2 are almost 0. In this case, neurons in layer 0 require accessing their respective first and third weights, whereas neurons in layer 1 only require accessing their respective second weight (pruned synapses are shown in red). Such fine-grained and sparse accesses are challenging for the hardware. On the other hand, Figure 1 (b) illustrates CGPA. In this example, neurons 0 and 2 in the input gate of an LSTM cell are saturated toward 0. This means that neurons 0 and 2 (peer neurons) in generate gate (g t ) can be safely skipped, avoiding all their computations and memory accesses.
Note that CGPA is orthogonal to previous proposals of fine-grained activation pruning and static weight pruning. CGPA is applied at the neuron granularity by exploiting the element-wise operations of RNNs of GRUs and LSTMs and the saturations of the activation functions of the gates. The CGPA dynamically prunes entire neurons, which generates a compacted pruned model that avoids sparsity, unlike fine-grained activation pruning and static weight pruning that are applied at the connection granularity. Previous works such as Scalpel 10 have shown that in order to exploit the benefits of sparse models in CPU/GPU, the degree of fine-grained pruning has to be extremely high, which cannot always be achieved without accuracy loss. In addition, a specific accelerator design to exploit sparse models is required, which in turn increases the complexity of the hardware due the overheads of managing the sparse data. Both fine-grained activation pruning and static weight pruning can provide high percentages of pruning, but they also require the accelerator to be able to manage the sparse data. On the other hand, our CGPA technique can achieve speedups and energy savings with lower pruning degrees, since CGPA requires minor changes to the hardware and can be used in any dense accelerator like TPU. In this article, we implement CGPA on top of a TPU-like accelerator. Our technique has a very small area overhead, as it mainly requires a few additional comparators to detect saturation of activation functions and small changes to the control unit to selectively skip entire neurons. In case a neuron is evaluated, all its weights and inputs are fetched from memory and injected into the systolic array, whereas they are completely avoided in case the neuron can be safely skipped, reducing sparsity by a large extent compared to fine-grained activation pruning.
This article focuses on energy-efficient and high-performance RNN inference. We claim the following contributions.
We show that a significant fraction of activations are saturated toward 0 or 1 in popular RNNs.
We propose CGPA to avoid the evaluation of entire neurons whenever the outputs of peer neurons are saturated. The CGPA significantly reduces the amount of computations and memory accesses while avoiding sparsity by a large extent.
We implement our technique on top of a TPUlike accelerator. Our numbers show that the CGPA provides a speedup of 12% and energy savings of 12% on an average, whereas it requires a small area overhead of less than 0.003%.
ANALYSIS OF RNN ACTIVATIONS
The LSTM networks and GRU are the two most successful RNN architectures. Both employ sigmoid and hyperbolic tangent activation functions. This section analyzes the activation values of different RNNs, and introduces a technique that exploits the activation values that are close to 0 or 1 in order to save computations and memory accesses. Both are composed of multiple gates that are implemented as single-layer fully connected (FC) networks taking two different inputs: x t , also known as the feedforward input from the previous layer, and h tÀ1 , also known as the recurrent input from the same layer. Evaluation of FC layers for the different gates takes most of the computations in an RNN. Careful analysis of the LSTM equations reveals that if a neuron of the input gate (i t ) is saturated to 0, we could save the computations and memory access of its peer neuron in the generate gate (g t ) and vice versa. Similarly, if the hyperbolic tangent of the cell state (c t ) equals 0, we could save the computations and memory access of its peer neuron in the output gate (o t ) needed for computing the cell output (h t ) . Note that if the output gate (o t ) is saturated to 0, we can only save the computations related to the activations since the cell state has to be computed for the next timestep, and if the forget gate (f t ) is saturated to 0, we cannot save computations since the cell state from the previous timestep has already been computed. A similar analysis can be done to the GRU equations where we could save computations and memory accesses of neurons from the generate gate (g t ) when the peer neuron in the update gate (z t ) is saturated to 1. Note that in case that a neuron of the generate gate (g t ) is 0, the update gate (z t ) still has to be computed since it is multiplied by the output cell of the previous timestep. Figure 4 shows the histogram of activation values of the GRU's update gate (Z) for DeepSpeech2 trained with Librispeech and Tedlium data sets in steps of 0.1. The range of the histogram is from 0 to 1 since the sigmoid is used as an activation function. We found that between 40% and 60% of the values are near the saturation points of 0-0:1 and 0:9-1:0 (i.e., 20%-30% at each end of the histogram), whereas the rest of the values are equally distributed. Therefore, a significant percentage of the activations of the update gate (z t ) are close to the saturation points (0 or 1), pointing out potential to save computations. NMT. The range of the histograms is from À1 to 1 since the hyperbolic tangent is used as activation. We can see that the activation values of the cell state (C) are concentrated around 0, i.e., more than 60% of activations in PTB-LM and more than 30% in NMT are in the range ½À0:1; 0:1. Furthermore, the activation values of the generate gate (G) are concentrated at both ends of the histogram, with values close to À1 or 1. The large percentage of near-zero activations in both input gate (I) and cell state (C) points out significant potential for saving computations in LSTM cells.
In this article, we propose to avoid computations of entire neurons in LSTM and GRU cells whenever the activation of some gates is close to 0 or 1. To this end, we define low and high thresholds, so that activation values that are lower than a small threshold t l are set to 0 and all the activation values that are higher than t h in absolute value are set to 1. We apply these thresholds in gates that allow saving computations, i.e., update gate (z t ) in GRU cells and input gate (i t ) and cell state (c t ) in LSTM cells. We call this technique CGPA since it prunes whole neurons from the gates.
Setting appropriate thresholds is key to achieve a good tradeoff between savings in computations and accuracy. We evaluated different high and low thresholds for our set of RNNs ranging from 0:9-1:0 and 0:0-0:1 with steps of 0.01. In general, a high threshold (t h ) of 0.95 and a low threshold (t l ) of 0.05 provide significant savings with negligible accuracy loss across our set of RNNs. However, we have empirically selected a particular set of thresholds for each RNN in order to maximize the savings while maintaining the accuracy.
Note that we are introducing a small distortion in the RNNs to clamp some activations to 0 or 1. In order to improve the effectiveness of CGPA, we can include the thresholds during the training of the RNN, so the models learn to compensate these small deviations in the activations. As a proof of concept, we verified that including CGPA during training results in larger savings, i.e., in NMT the savings in computations are increased by a factor of approximately 3× with the same negligible accuracy loss. In other words, training with CGPA allows to use more generous thresholds in order to increase the savings, since more activations are clamped to 0 or 1, while retaining accuracy by a large extent. Accuracy loss has been computed in absolute terms for each of our RNNs. The NMT network accuracy loss is 0.8 in absolute terms, which means that the BLEU has been reduced from 29.8% to 29.0%. The PTB-LM network accuracy loss is 2.43 in perplexity, whereas the DeepSpeech2 accuracy loss with Librispeech and Tedlium is 0.92 and 1.65 of the WER, respectively.
We have used our selection of thresholds to compute the number of activations that are saturated layer-wise. We have observed that the number of saturations in the update gate (z t ) of the RNNs with GRU cells are homogeneous across most of the layers. DeepSpeech2 with Librispeech and Tedlium have on an average 24% and 15% saturations per layer, respectively. On the other hand, the LSTM networks have more variance across layers with a minimum of 40% and a maximum of 60% saturations per layer taking into account both the input gate (i t ) and cell state (c t ) activations. Figure 6 shows the computation savings that are achieved for our set of RNNs. We can see that the computation savings are directly related to the histograms of the activations. On an average, 12.5% of the computations and memory accesses can be avoided with a small accuracy loss of less than 1.5%.
IMPLEMENTATION
This section describes the implementation of CGPA on top of a hardware accelerator and the evaluation methodology. We have evaluated the baseline RNNs including our CGPA technique on a well-known Google TPU-like architecture using ScaleSim, 12 a cycle accurate simulator for neural network accelerators. ScaleSim models a systolic array architecture that is specialized on CNNs, but supports any kind of neural networks, including RNNs, like TPU does. Figure 7 shows a high-level schematic of the architecture. The main components are the blocks of static random access memory (SRAM) used for the inputs, outputs and weights, and the systolic array of processing elements (PEs). Each PE includes a multiplier-accumulator (MAC) and some registers. We set the configuration parameters to match the TPU: a systolic array of 256 Â 256 PEs, 24 MB of the total onchip SRAM, and a frequency of 700 MHz. However, we use an output stationary dataflow, as we empirically found that it is more efficient than weight stationary (originally used in TPU) for our set of RNNs. In output stationary, each PE computes the output of a different neuron. Therefore, the weights are stored and forwarded from top to bottom and the inputs are injected in the systolic array from left to right. As in TPU, the inputs and weights are quantized to integers of 8/16 bits without any accuracy loss, so that the operations of the convolutional and fully connected layers are performed with integers. However, the intermediate layers and the activation functions are performed in 32-bit floating point to maintain the accuracy. Regarding main memory, we model an LPDDR4 of 8 GB with a bandwidth of 16 GB/s (dual channel). The CGPA requires a floating point comparator to determine which of the neurons must be executed depending on the activation values. The comparator is used for each neuron to determine whether its activation is smaller/larger than the given threshold. In addition, a small SRAM buffer of 512 B is included to store the resulting bitmask from the comparisons. The bitmask contains one bit per neuron indicating whether the peer neuron in another gate has to be computed or skipped. All these overheads are taken into account for the area, timing, and energy evaluation of the accelerator.
Regarding area and energy consumption, the array of MACs is implemented in Verilog and synthesized to obtain the power using the synopsys design compiler with the technology library of 28/32 nm. On the other hand, we characterize the on-chip SRAM by obtaining the delay, energy per access, and area using CACTI-P. Finally, the energy consumption of main memory is estimated by using the MICRON power model for LPDDR4. The results obtained with the aforementioned tools are combined with the activity factors and memory traces provided by ScaleSim to obtain the dynamic and static power of the accelerator.
The baseline accelerator has been extended to implement CGPA for GRU and LSTM cells. The execution of GRU cells under CGPA is described in the pseudocode Algorithm 1. The accelerator starts by computing all the neurons of the update gate (z t ) and reset gate (r t ). Each neuron activation of the update gate is compared with the high threshold to generate a bitmask that determines which of the neurons from the generate gate are executed. The bitmask is stored in a small SRAM buffer. Finally, the generate gate and cell output are computed by checking the bitmask from the buffer. If the activation of the update gate is greater or equal than the high threshold for a given neuron, its corresponding bit in the bitmask will be 0 indicating that the computations of the peer neuron from the generate gate can be avoided. In this case, the output of the cell will be the same as the output of the previous timestep. Otherwise, the generate gate and the cell output are computed as usual. The control unit is modified to schedule multiple neurons of the generate gate in the array of PEs after checking the bitmask.
The execution flow for a layer of LSTMs is depicted in the pseudocode Algorithm 2. The accelerator computes all the neurons of the input (i t ) and forget (f t ) gates. After each activation of the input gate, a comparison with the low threshold is performed to generate a bitmask that determines which neurons from the generate gate are executed. The generate gate and the cell state are computed by checking the bitmask. If an activation of the input gate is lower or equal than the low threshold for a given neuron, the computations of its peer neuron from the generate gate are avoided and the cell state is computed as the product of the forget gate by the previous cell state. The activations of the cell state are compared against the low threshold to generate a new bitmask that determines which neurons from the output gate (o t ) are executed. If an activation of the cell state in absolute value is lower or equal than the low threshold for a given neuron, the computations of its peer neuron from the output gate are avoided and the cell output is set to 0. Otherwise, the output gate and the cell output is computed as usually. As in the GRU's execution, the control unit is modified to schedule multiple neurons in the array of PEs after checking the bitmasks.
Note that CGPA does not increase the complexity of the control unit of the accelerator significantly, since we are skipping entire neurons. We only need to schedule the neurons that require computations in the array of PEs, whereas the rest are skipped by checking the bitmask generated from the comparators. Unlike a sparse accelerator that requires multiple indices to access the data and a complex control unit, we just need a constant offset with the size to skip the weights of an entire neuron, so the control unit computes the required addresses as indicated by the bitmask.
EXPERIMENTAL RESULTS
This section evaluates the performance and energy consumption of CGPA when implemented on top of the TPU-like accelerator presented in "Implementation." Figure 8 shows the speedups achieved by CGPA. Our technique provides consistent speedups for the four RNNs that range from 1.07Â (DS2 Tedlium) to 1.21Â (PTB-LM), achieving an average performance improvement of 1.12Â. The reduction in execution time is due to avoiding the computation of neurons from gates of the recurrent cells that would be multiplied by an activation value that is close to saturation. Furthermore, the overhead of performing the comparison of the activation values with the thresholds is fairly small, since it is performed per output and not per connection, and not for all the cell gates. Furthermore, comparisons can be done in parallel with useful computations in the systolic array, hiding their latency by a large extent. As 1 output neuron normally requires hundreds of inputs, performing a comparison to detect whether the output of the neuron will be multiplied by an almost 0 value can save hundreds of computations and memory accesses. NMT and PTB-LM exhibit the highest degree of activation values close to saturation (see the "Analysis of RNN Activations" section) and, hence, they obtain the largest computation reduction and performance improvements. Figure 9 reports normalized energy. On average, CGPA reduces energy consumption of the accelerator by 12%. The energy overhead of the accelerator is less than 0.001% for all the networks. The most energy consuming component is the on-chip SRAM memory that represents 60% of the overall energy of the accelerator, whereas the array of PEs and the main memory consume 10% and 30%, respectively. The energy savings are strongly correlated with the percentage of activation values close to saturation and the computation reduction reported in Figure 6 . These energy savings are due to two main reasons. First, dynamic energy is reduced due to the savings in computations and memory accesses. Second, the performance improvements shown in Figure 8 provide a reduction in static energy. Again, NMT and PTB-LM obtain the largest benefits, achieving a reduction of 14% and 20% in energy, respectively.
The above evaluation includes all the overheads due to CGPA, i.e., accesses to a small SRAM buffer of 512 B and floating point comparisons of the activations. As is shown in Figures 8 and 9 , these overheads are negligible in comparison to the savings in computations and memory accesses, and the net result is an improvement of 1.25Â in energy delay (1.12Â in energy and 1.12Â in delay). The overall area 
CONCLUSION
In this article, we showed that modern RNNs exhibit a significant percentage of activation values saturated toward 1 or 0 in different gates of LSTM and GRU cells. We proposed CGPA, a technique that exploits these saturated activation values to save computations and memory accesses. As the output of neurons from different gates are multiplied element-wise, CGPA skips the evaluation of a neuron whenever the output of its peer neuron from a different gate is saturated. We implemented CGPA on top of a TPU-like accelerator. Our experimental results showed that, on average, our scheme provides 12% energy savings and 1.12Â speedup, whereas it only requires a minor increase in the area of the accelerator (less than 0.003%). CGPA provides benefits in performance and energy consumption for RNNs from different applications, including speech recognition, machine translation, and language modeling. 
