Introduction {#s001}
============

Despite decades of research and interventions significant health disparities persist.^[@B1]^ Recently, the National Institute on Minority Health and Health Disparities (NIMHD) identified a research framework for understanding causes of health disparities across multiple levels of influence.^[@B2]^ However, despite the spurt of health information technology and big data, inadequacies in sample size, collection, and analysis techniques have limited the ability of investigators to understand causes shown in the research framework or to develop and evaluate interventions that can reduce disparities and improve health outcomes.

The National Institutes of Health, led by the NIMHD, and including extramural scientists, initiated a multiyear visioning process to identify gaps and research opportunities.^[@B3]^ The process was designed to frame the next decade of research and actions to improve minority health and reduce health disparities. "Big data" was identified as a research opportunity.

A workshop with a range of experts in big data and health disparities was convened on April 22, 2016. A literature review was completed with input from the resulting established writing group. This provided a baseline of current literature in the field. However, most of the ideas were developed by the authors to fill gaps and identify future research opportunities. Rather than a structured literature review, for which there is published guidance,^[@B4]^ this narrative review relies on expert opinion designed to provide clarification and insight.^[@B5]^

Two research strategies emerged from the workshop, which guide the structure of this narrative review. The first strategy is to foster linkages between traditional and big data sources to magnify data\'s analytic capacity and more swiftly translate health disparity findings into health disparity reductions. The second is to develop and define best practices for using geographic identifiers in health disparity research to promote place-based research.^[@B3]^ Experts collaborated to transform knowledge from a range of disciplines into a more systematic vision of how to use big data to both improve the granularity of information for place-based study and to translate health disparity research efficiently to improve population health.^[@B6]^ This Narrative Review is the result of that collaboration.

Interventions on a single determinant cannot eliminate population health disparities.^[@B7]^ Health disparities result from a complex causal web involving biology, behaviors, residence, social interactions, and intergenerational inheritance.^[@B8]^ For example, we know that racism and economic inequalities interact to cause health disparities, but precisely how these factors interact to cause health disparities in specific places and populations is not clear enough to develop interventions that will reduce resulting disparities.

More knowledge is needed on how race, class, gender, homophobia, and other "isms" drive disparities through mediators such as lack of access to health care or structures that constrain choices and opportunities when using an iterative approach. Systems for the translation of research aimed at reducing health disparities are lacking.^[@B9]^ We propose a cyclical translational model to systematically test, evaluate, and adapt proposed interventions. The novelty of this approach resides in combining a cyclical translational model using big data to reduce health disparities.^[@B10]^

A big data system ([Fig. 1](#f1){ref-type="fig"}) can incorporate information from different sources, including vital statistics, registries/cohorts, electronic medical records, household and/or telephone surveys, environmental data genomics, and sensing data from personal devices and social media. The Oxford English Dictionary defines big data as data of a very large size, typically to the extent that its manipulation and management present significant logistical challenges. Because this definition is relative and because our capacity to collect data and to process it is always expanding, it is difficult to define big data with more specificity.^[@B14]^ In addition to large volume, big data often are characterized by structural heterogeneity ("variety") and a torrent of information ("velocity").^[@B15]^

![Exemplary data elements for a comprehensive big data system.](fig-1){#f1}

Moreover, what constitutes big data is a moving target. For example, in 2003--2006 the National Health and Nutrition Examination survey (NHANES) collected uniaxial accelerometry data on about 12,000 people at 1-min epochs for 1 week. Already the size of this data set proved a challenge to public health analysts. In 2011--2014, data were sampled at 80 Hz using triaxial accelerometers, resulting in a dataset \>10,000 times larger than the 2003--2006 data.

Altogether, if combined into a big data system, heterogenous information could help translate findings from health disparity research into real-world practice while allowing for continuous adaptation and modification to improve outcomes. The two studies that have successfully used big data sources to advance health disparity research combined structured big data from vital statistics with unstructured big data from Google searches.^[@B16],[@B17]^ To address the lack of sociodemographic identifiers in the unstructured data, Google searches were organized into geographic units permitting hypothesis testing.

The NHANES accelerometer data described above, with its rich array of socioeconomic identifiers, also could be used to identify disparities and to test disparity hypotheses related to nutrition and health, including reliability between big data and self-reports. Although only few studies have successfully used big data sources to advance health disparity research,^[@B18]^ data mining and machine learning (ML), coupled with advances in hardware technology, signal more opportunities for using big data in translational health disparity research.

An iterative approach ([Fig. 2](#f2){ref-type="fig"}) is proposed with examples of opportunities for translational health disparity research. Most importantly, the approach will require consistent and intense efforts to bring together numerous stakeholders, including researchers from multiple disciplines, administrators and implementers of programs and policies, and representatives of the communities experiencing health disparities to identify data needs and translate findings into real-world settings. Special attention needs to be paid to engaging community representatives and local leaders who will continuously collaborate with researchers to promote change.

![An iterative cyclical approach for reducing health disparities.](fig-2){#f2}

Lessons learned from collaborating with community representatives can be used to develop "patient-centered" approaches that can accelerate reductions in health disparities. Patient-centered approaches involve active engagement of patients, and resulting interventions and evidence should both reflect the realities of the diversity of patients and facilitate their adoption of health care decisions in community settings.^[@B19]^ Big data collection using collaborative patient-centered approaches in diverse groups also could increase representation of diverse populations. These big data may subsequently be used in training data sets for artificial intelligence (AI) and ML.

So-called "hidden" (perhaps stigmatized) and "hard-to-reach" populations challenge data collection, analysis, and reporting and possible algorithmic bias. Solutions demand interdisciplinary efforts that have already begun. For example, algorithms may be developed for determining when populations are of interest for research and for developing initiatives to address them.^[@B20]^ A National Academy workshop subsequently was convened to consider alternative study designs, innovative methodologies for data collection, and innovative statistical techniques for analysis in small population groups.^[@B21]^ If big data were deliberately collected using widely available cell phones, it could increase sample size in small populations. However, in the United States, rural Native Americans and Alaska Natives, many of whom live in rural, low-income counties, often do not have cell phone connectivity.^[@B22]^

Evolving Data Science to Address Health Disparities {#s002}
===================================================

The 1985 *Report of the Secretary\'s Task Force on Black and Minority Health* (also known as the "Heckler Report") dramatically highlighted the greater burden of premature death and illness experienced by racial and ethnic minorities compared to non-Hispanic Whites in the United States.^[@B23]^ Subsequently, the federal government established *Healthy People*, the first sustained federal effort to collect data to monitor health disparities.^[@B24]^ *Healthy People 2020* added social determinant objectives to focus attention on upstream causes of health inequities.

Despite the critical role of government surveillance data in identifying health disparities, recognition is growing that national surveys are insufficient to document geographically-specific disparities, especially in small populations. In many cases data are needed from a finer spatial scale (e.g., neighborhoods, towns, cities, and counties) using meaningful time frames to adequately document disparities and evaluate programs or policies aimed at addressing the particular disparity of interest.^[@B25]^ Such detail is required to better describe individuals\' activity spaces and exposure to the built, natural, social, and economic environments that influence behaviors and health outcomes. National estimates from federal surveys do not provide this fine level of detail.

Until 2000, exposure data could be matched with census data at all levels of census geography, from block groups to census regions. Due to the elimination of the long form, which included most of the socioeconomic variables, decennial census data after 2000 can characterize only demographics. The American Community Survey (ACS) was intended to replace the long form. Smaller sample sizes, however, collected over a decade make the ACS estimates less reliable than the previously available decennial census estimates.^[@B26]^

ACS limitations make conceptual advances, such as the linking of an "exposome" (i.e., the measure of all of an individual\'s health-related exposures over the life span) with health outcomes, difficult to realize with federal survey data alone. An exposome would collect environmental exposures and link this information with genomic and population disease data to make it possible to assess how exposures are associated with social determinants. The Public Health Exposome (PHE) Project,^[@B27]^ funded by NIMHD and the National Institute for Environmental Health Sciences, offers an example. But, so far, it has not identified causal factors for interventions to reduce health disparities possibly because PHE\'s county-level measures are at a too coarse geographic unit to reflect the spatial variability of local practices and policies.

Quantitative and qualitative approaches are complementary tools. Using mixed---or multiple---methods may be a more promising approach for understanding how local practices and policies shape health disparities, notably in hidden and hard-to-reach populations, and for identifying plausible causal factors and processes that are relevant to their etiology.^[@B28]^

Mixed methods have their strengths and challenges.^[@B29]^ Qualitative methods, including interviews, can be used to understand sensitive situations and complex life contexts experienced by vulnerable groups, and this knowledge can be used to develop quantitative instruments that are more sensitive to the meanings and interpretations of respondent reports. Big data research maps large-scale social patterns and qualitative results, which can contribute better understandings at finer grain level of participants\' subjective perceptions, feelings, and reasons.^[@B30]^ In other words, qualitative research can enhance understanding of results from big data analysis.

A Big Data Approach to Translate Evidence into Practice {#s003}
=======================================================

Existing frameworks have emphasized cycles of data- and experience-driven improvement but have often intervened on individuals outside the context of their daily lives. Lacking is a data-driven,^[@B31]^ solution-oriented^[@B32]^ dynamic system^[@B33]^ that incorporates diverse data sources into a framework for translational health disparity research. Data-driven health disparity interventions must be anchored within translational research frameworks and the scope extended to include programs and policies.^[@B34]^

To make full use of big data in translational health disparity studies, a blending of data science with health disparity concepts and applications is needed. Social media, crowd-sourced information, electronic health records (EHRs), and mobility and other behavioral information captured by wearable devices could be marshaled to supplement survey and related microdata to better understand health disparities. A wide range of devices collect personal and family data ranging from commercial activity monitors to smart mattresses to Internet-enabled smart speakers that activate appliances and electronic devices. Sensors on these personal devices and the Internet-of-Things technology create large volumes of personal data, often in proprietary formats.

The challenge is how data scientists can work with health scientists to use these large volumes of constantly updated, disparate, and complex personal data to better understand underlying associations and to rapidly translate this knowledge into actions that will reduce health disparities. Ownership of many of these types of devices is often skewed toward higher socioeconomic statuses (especially among early adopters) and more technologically literate populations, which could lead to "algorithmic bias" in analyses or tools using complex data streams.

ML and AI more broadly rely on already-collected data in the analysis process. If measures are limited (e.g., only to race and ethnicity) or databases are biased, then the outcomes similarly will be limited or biased. For example, a review of the genotyping for ancestry information markers for 15 cancer cell lines found that those labeled as White/Caucasian were accurate but that several lines labeled as mixed or African American were badly misclassified.^[@B35]^ A review of all genome-wide association studies in 2016 found that 81% of participants in genome-mapping studies were of European decent. Without knowing about variations between populations, the authors concluded that the implications of variations in treatment on different populations cannot be known.^[@B36]^

This concern was confirmed in an analysis of germline variation in BRCA genes among over 30,000 Chinese individuals, revealing substantial differences in variants present between Chinese and non-Chinese ethnicities.^[@B37]^ Additional novel ancestry-specific associations were confirmed using a new study of nearly 50,000 non-European individuals.^[@B38]^ Thus, ML and AI that rely on feeder data likely produce biased results because the input data are biased.

Information about health systems may be gathered in many ways. A widely-used approach is to link EHRs to other types of data collected for the same individuals. EHRs contain a wealth of data on patient characteristics, biometrics, health conditions, disease status, access to health screenings, insurance status, and medications that are relevant to health disparities. However, heterogeneity among providers and EHR software vendors, as well as data fragmentation when patients receive care at different institutions, creates challenges for researchers. Even so, recent research has demonstrated the capability to use EHR data for biological and epidemiological studies.^[@B39]^ Studies that have standardized data collections and measures across different health care systems include the Patient-Centered Clinical Research Network (PCORnet),^[@B40]^ the Electronic Medical Records and Genomics Network,^[@B41]^ and the Observational Health Data Sciences and Informatics (OHDSI) consortium.^[@B42]^

To overcome the challenge of data fragmentation, networks like OHDSI and PCORnet are developing common data models to combine and compare EHRs across health service providers.^[@B42],[@B43]^ Another example, the Cancer Research Network (CRN),^[@B44]^ combines clinical with tumor registry data to evaluate cancer outcomes. An advantage of EHR-linked networks is that they can include a broader range of diverse backgrounds (representing the demographics of those presenting to the hospital) and, thus, are sometimes more inclusive than other traditional research cohorts.

Other types of big data showing promise include passively collected data from Internet search engines and from environmental sensors. Neither type has personal identifiers that allow for linkages to individual characteristics. Nevertheless, analysis of search terms entered by individuals can yield insight into behavior, effect, and attitudes of clusters of people in defined geographic units. Sensors that monitor living environments can provide information on the quality of the local environment.

The large sample size and extensive coverage of the Behavioral Risk Factor Surveillance System (BRFSS)^[@B45]^ make it the leading resource for understanding geographically-specific health knowledge, attitudes, and behaviors in the United States. Patterns and clusters found in search engine data might be able to augment the BRFSS and other health surveys to yield more granular detail on knowledge, attitudes, and behaviors than are currently available. In short, big data could improve population coverage and timeliness if combined with survey and administrative data. Supplementing BRFSS and other survey or cohort data in this way may provide useful ways for identifying and elucidating underlying causes of disparities among populations.

Big data may be structured or unstructured. Many large-scale sources, such as population-based data, are highly structured, with defined fields. This is also true of commonly used EHRs, such as billing codes, vital signs, or laboratory results, although encoding and quality can vary significantly within and across EHRs. For instance, a given site can have tens to hundreds of laboratory measurements representing "white blood cell counts," some representing equivalent values and others differing in site, measurement, units, or other differentiators. Increasingly, these data are being mapped to standard vocabularies.

Other big data, such as Internet search queries, social media data, or narrative notes in the EHR, are unstructured. Analyses require computational techniques that identify patterns, such as ML or natural language processing. Image or waveform data may similarly require ML methods. Advances in computer science, computing, and informatics have made analysis of both structured and unstructured data in large volume possible.

Opportunities and Challenges for Translational Health Disparity Research in a Data-Rich World {#s004}
=============================================================================================

Many different types of big data, such as geospatial, EHR, sensor, and molecular "omics," are being collected, largely independently ([Table 1](#T1){ref-type="table"}). Each data type has shown promise for discovery, in elucidating more proximate causes of disease, and suggesting approaches for improving health. Although each data type on its own has contributed to basic health disparity research, the biggest opportunity to improve translational health studies may lie in integrating diverse data types to capture the web of causes of disparities. Significant investments will be required to learn how to integrate multiple types of big data for this purpose. The examples below illustrate opportunities and challenges of six modalities that may be leveraged to enhance translational health disparity research.

###### 

Selected Types of Big Data and Related Challenges to Address Health Disparities

  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Approach                               Target                                                                                              Critical questions                                                                                                               General references                                          Sample applications to disparities          Notable challenges
  -------------------------------------- --------------------------------------------------------------------------------------------------- -------------------------------------------------------------------------------------------------------------------------------- ----------------------------------------------------------- ------------------------------------------- -------------------------------------------------------------------------------------------------------------------------
  Mobile sensors (e.g., accelerometry)   Physical activity, sleep, sedentary time                                                            Do physical activity and sleep mediate causal pathways and influence health disparities?                                         Center for Disease Control and Prevention (2018)^[@B45]^\   Ogilvie et al. (2009)^[@B46]^\              Improving capacity to obtain representative data through crowd sourcing from consumer devices.\
                                                                                                                                                                                                                                                                              Troiano et al. (2008)^[@B62]^                               National Cancer Institute (2019)^[@B47]^\   Engagement of diverse populations.
                                                                                                                                                                                                                                                                                                                                          Whitt-Glover et al. (2009)^[@B63]^\         
                                                                                                                                                                                                                                                                                                                                          Belcher et al. (2010)^[@B64]^               

  Geospatial data                        Measures of the environment, exposure-related health disparities, behavior and spatial energetics   What exposures from the natural, built, social, and policy environments are associated with health disparities?                  Zhang et al. (2017)^[@B18]^\                                U.S. Department of HHS (2018)^[@B49]^\      Appropriate spatial and temporal granularity.\
                                                                                                                                                                                                                                                                              Institute of Medicine (2014)^[@B48]^\                       Vayena et al. (2015)^[@B50]^\               Uncertain geographic context.\
                                                                                                                                                                                                                                                                              Juarez et al. (2014)^[@B65]^\                               Wilkinson et al. (2016)^[@B51]^\            Computational challenges.\
                                                                                                                                                                                                                                                                              James et al. (2016)^[@B67]^                                 Browning et al. (2017)^[@B66]^\             Inadequate conceptual models.
                                                                                                                                                                                                                                                                                                                                          Oyana et al. (2017)^[@B68]^\                
                                                                                                                                                                                                                                                                                                                                          Baek et al. (2016)^[@B69]^                  

  Citizen science initiatives            Enhanced data collection through citizen engagement                                                 Can data collected by citizen scientists be faster, cheaper, and more extensive than data collected through traditional means?   Bartlett et al. (2019)^[@B52]^\                             Fuster et al. (2018)^[@B53]^\               Data quality.\
                                                                                                                                                                                                                                                                              Den Broeder et al. (2016)^[@B70]^                           King et al. (2016)^[@B71]^                  Inclusion of diverse contributors.

  Social media                           Social interactions, education, diffusion                                                           Can convenience samples of social interactions and information seeking behavior help reveal the causes of health disparities?    Tan et al. (2018)^[@B54]^\                                  Fleming et al. (2008)^[@B13]^\              Lack of demographic identifiers.\
                                                                                                                                                                                                                                                                              Agniel et al. (2018)^[@B55]^\                               Chae et al. (2015)^[@B73]^                  Uncertainty about the extent of meaningful knowledge related to addressing health disparities in social media contents.
                                                                                                                                                                                                                                                                              Yoon et al. (2013)^[@B72]^\                                                                             
                                                                                                                                                                                                                                                                              Sinnenberg et al. (2017)^[@B74]^                                                                        

  Electronic health records              Health screenings, diseases, medications, medical exposures                                         How are variations in access to health services associated with the risk of health disparities                                   Doria-Rose et al. (2019)^[@B75]^\                           Adams et al. (2017)^[@B76]^\                Fragmentation of care across different sites.\
                                                                                                                                                                                                                                                                              Denny J et al. (2013)^[@B77]^\                              Dreyer et al. (2018)^[@B78]^                Variable data access and quality.\
                                                                                                                                                                                                                                                                              Collins et al. (2014)^[@B79]^\                                                                          Permissions to get access.\
                                                                                                                                                                                                                                                                              Gottesman et al. (2013)^[@B80]^                                                                         Methods to interpret.

  Omics data                             Genetics, epigenetics, proteomics, microbiome                                                       What molecular biomarkers are associated with disparities in exposures?                                                          Buolamwini and Gebru (2018)^[@B56]^\                        Miller (2013)^[@B57]^\                      Lack of demographic details in biological data sets
                                                                                                                                                                                                                                                                              Manzoni et al. (2018)^[@B81]^                               Kho et al. (2011)^[@B82]^                   
  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Linked structured data {#s005}
----------------------

Linked records from nearly universal Medicare coverage in the population ages 65 years and older and the National Cancer Institute\'s (NCI\'s) Surveillance Epidemiology and End Results (SEER) cancer registry^[@B46]^ make it possible for scientists to explore costs and patterns-of-care for older cancer patients. Widely used SEER-Medicare data provide detailed information about Medicare beneficiaries with cancer.^[@B27]^ Long-term follow-up in the Medicare population and the legal requirement that cancer diagnoses be reported to the registry yield nearly complete data for studying cancer outcomes in this age group over time.

Moreover, the data are nationally representative and, if pooled over a few years, enable studies of most counties. Estimates of risk factor profiles, screening behaviors, and treatments have been modeled using SEER-Medicare data.^[@B10],[@B11]^ Although SEER-Medicare is not specifically designed to study health disparities, more than 11% (213) of all SEER-Medicare publications have studied health disparities.^[@B47]^ These publications demonstrate the feasibility of conducting disparity research with integrated data sets.

Common data elements {#s006}
--------------------

The multisite distributed research data developed by the CRN illustrate how data can be more directly aligned with health disparity research.^[@B44]^ CRN common data elements are structured in a standardized manner for 11 million enrollees in 14 nonprofit integrated health care delivery organizations. Furthermore, consistent with recent guidelines from the National Academy of Sciences, Engineering, and Medicine for collecting social determinants of health in EHRs,^[@B48]^ data for all CRN enrollees are linked to a census-based Neighborhood Socioeconomic Status Index.^[@B44]^ Such common data elements permit an increasingly robust understanding of the upstream social determinants of health disparities among the CRN enrollees and, when shared with CRN physicians, help them ascertain causes of health disparities in their patient populations.

Community science and citizen science data platforms {#s007}
----------------------------------------------------

In community-based participatory research, communities experiencing health disparities collaborate with researchers to identify priority issues and then participate in data gathering, the intervention design, analysis, interpretation, and translation of findings to address disparities. With the evolution of web-based platforms for data sharing, communities can enhance data collection as "citizen scientists" using approaches like those shown in [Table 1](#T1){ref-type="table"}. Such collaborations among researchers, program managers, and community organizers can strengthen community participation, improve the granularity and detail of data, and help citizen scientists work effectively with researchers to address disparities in their own communities.

Large cohort studies that include health determinants {#s008}
-----------------------------------------------------

New and emerging cohort studies that include possible health determinants could provide powerful new information to explore and address underlying causes of health disparities. The NIH\'s *All of Us* Research Program^[@B49]^ involving the unprecedented linkage of EHR data, genomics, self-report, and sensor-based data elements was formally launched on May 6, 2018. More than 150,000 have fully enrolled to date. Racial/ethnic minorities are more than 50% of the cohort, and more than 75% are characterized as "underrepresented in biomedical research" (e.g., sexual/gender minorities, low income, and rural location).

In addition to molecular and epidemiological discoveries, the cohort should yield tools and infrastructure to advance data collection, linkage, and integrated analyses of big data from multiple domains that will serve to inform future observational and evaluation studies. Because few data sets link biology and social determinants of health, *All of Us* may provide a unique resource to study health disparities. Moreover, *All of Us* could provide follow-up opportunities to study interventions to reduce health disparities in this longitudinal panel-designed study.

Using data analytics to analyze Internet marketing platforms {#s009}
------------------------------------------------------------

Data mining methods may allow data scientists to find patterns in the range of data types described in [Table 1](#T1){ref-type="table"}, ranging from biological to social structural health determinants. Data mining has been used for genomics, health-related research involving social media, and more recently, health-related image data, but data mining approaches are applicable to any type of large data set and may aid in health disparity research.

For example, studies by Chae et al. used data from Google search logs to assess geographical area racism and to ascertain whether these measures were associated with well-known disparities in black/white mortality and in black birth outcomes.^[@B16],[@B17]^ The pervasive and broad use of Google allowed study authors to examine and compare 196 different market areas within the United States, providing much greater granularity than most federal surveys. Data from market areas were linked with federal death and birth records. Compared to Non-Hispanic Whites, one study found that an increase in area racism of one standard deviation was associated with a 6% increase in the rate of all-cause mortality among African Americans. A second study found that each standard deviation increase in area racism was associated with a 6% increase in prevalence of both preterm birth and low birthweight among African Americans. The authors conclude that the Internet-based measure offers a more accurate indicator of racism than do household surveys because people may not want to report racist sentiments in interview settings.

Measures for areas or regions may be useful for exploring controversial social and economic phenomenon such as racism, given possible social desirability response biases in self-report studies. In addition, Internet data could provide measures of behaviors and attitudes of regions or areas. Such big data could examine a single moment or a change over time in identified specific factors that could be targeted to effectively intervene to reduce health disparities.

Health disparity surveillance {#s010}
-----------------------------

Big data could help improve racial/ethnic minority health and health disparity surveillance by detecting disease outbreaks, assessing health behaviors and attitudes, and identifying adverse reactions to drugs.^[@B50]^ As suggested by authors of the Google study of racism and mortality, an individual\'s digital data may be less filtered than an interview response. Collection and mining online data offer a new data source for health disparity researchers. However, it also raises questions about accuracy and biases and possible limits on the conditions under which the data may be used in health disparity research.

The six approaches discussed above suggest that data collection methods are changing and illustrate opportunities for improving health disparity research analytics using data science techniques. Big data could supplement federal survey and surveillance data to document local disparities and disparities in small populations, reveal the causes of health disparities, and allow evaluation of programs and policies at multiple spatial scales. To combine data types, data need to be accessible and adequately documented with metadata describing underlying elements as proposed through the FAIR (findable, accessible, interoperable, and reusable) principles.^[@B51]^

In addition, the field of data science requires consideration of acquisition; engineering; curation and storage; analytics; visualization and dissemination; and ethics, law, policy, and societal impact. Each represents a distinct challenge for the application of data science and big data resources to health disparity research and translation. Mechanisms to promote close collaboration between data and health disparity scientists are needed to maximize the utility of investments in data collection and health disparity research.

Ethical responsibilities and other challenges {#s011}
---------------------------------------------

People experiencing health disparities, researchers, program and policy staff, and community leaders addressing disparities present a spectrum of opinions about the value of big data approaches. These range from lack of trust to acceptance to enthusiastic endorsement. Researchers leading studies must be cognizant and respectful of these differences. Moreover, they have the responsibility to ensure that their research does not cause harm to either individuals or communities. A potential source of harm involves intentional or unintentional incorporation of implicit bias into analyses or tools using complex data streams. The examples below emphasize the importance of addressing possible bias for research on health disparities.

Algorithmic bias is well documented in the financial technology sector. A recent review of studies of mortgage loans suggests that algorithmic loan origination may be less biased than face-to-face assessment because it results in fewer rejected applications, but both approaches lead to African American and Latinx customers paying higher interest rates.^[@B52]^ A comparison between a logit model and a machine-learning model found that the machine-learning model triangulated almost perfectly the association between race and mortgage default using other borrower characteristics.^[@B53]^ This is concerning because race-based housing discrimination is illegal.

These examples suggest that efforts are needed to eliminate bias in training data sets for tools developed through ML and in applications of technology to decision making. Many risk scoring algorithms in the financial, law enforcement, and health sectors are unknown with proprietary or poorly documented software, making it hard to judge if they are discriminatory.

Approaches to audit these algorithms have been developed and efforts to apply these tools in the health sector and encourage transparency are very important,^[@B54]^ but health researchers are just beginning to explore algorithmic bias.^[@B55]^ Use of technology in the health sector has the potential to reduce discrimination, but improvements are not automatic. For example, face recognition tools are sensitive to the training data sets used in developing recognition algorithms, including those used by Microsoft and IBM. These tools have much higher error rates for women with darker skin than for lighter skinned men because the training sets are overwhelmingly composed of lighter-skinned male subjects.^[@B56]^

Biomedical ethics usually is concerned with harm to individuals. Health disparity research requires coupling many different types of data. Doing so increases the risk for individual harm. In addition, communities experiencing health disparities may find that their entire community is stigmatized by research findings that emphasize or overstate negative features. Therefore, health disparity researchers must be mindful of both social and individual ramifications of data and results.

As big data enter minority health and disparity research, a key ethical concern will be the need to ensure that results equally benefit all populations. Ethical dilemmas associated with who should have access to data and mindfulness about the intended or unintended impact of interpretations need to be constantly considered. These ethical issues need to be addressed when data capacity is being built, and not after the fact.

Another challenge is how best to share complex big data and results with study participants. Big data and training data algorithms that are carefully designed to accurately represent the population have the potential to reduce bias in decision making.^[@B57]^ Yet care must be taken to proceed in ways that do not risk losing the trust of participants. Given the history of research on racial and gender minorities in the United States, this point is particularly salient for health disparity research because of the large amounts of sensitive personal data in big data resources.

Researchers need to be constantly mindful of ethical issues and address them in ways that promote respect and trust. Pilot studies that prove value before full-scale implementation and efforts to engage community members early in the process are judicious approaches to eliminating algorithmic biases as the use of computer aided approaches intensifies in health care decision making.

Specific Strategies to Foster Translational Health Disparity Research {#s012}
=====================================================================

Successfully addressing population health disparities involves a partnership between data providers, data analysts, and those who can implement findings and bring them to scale. An example from the prebig data era illustrates the power of partnerships and suggests how partnerships might be built in the future.

In 2002, Delaware was mobilized to address health disparities.^[@B58]^ The governor proposed and the legislature fully funded the Delaware Cancer Consortium to reduce high rates of colorectal cancer incidence and mortality, focusing on cancer screening and treatment for the uninsured with an emphasis on addressing disparities between African Americans and Whites. Through 2011, the program navigated more than 10,000 patients through the medical system and performed 5000 colorectal cancer screenings in African American neighborhoods.

Participating clinics carefully monitored screening results and treatment, using state incidence and mortality data. Screening rates for African Americans rose from 48% in 2002 to achieve parity with Whites in 2009 at 74%. Mortality rates from colorectal cancer for African Americans dropped from 31% in 2001 to 18% in 2009, nearly as low as the 17% rate for Whites.

Delaware provides an example where the governor and legislature acted in concert to bring a scientifically proven intervention to scale. This process followed the linear practice that is widely assumed in much health disparity research: the government supported statewide implementation of a proven intervention. However, such support is rare. Usually, investigators document a disparity, develop an intervention, and hope for implementation. More recently, implementation and dissemination researchers have asserted that for translational research, "cyclical, rather than linear, approach is necessary because translating evidence into practice requires attention to real-world settings in which many contextual variables will influence the implementation process."^[@B9]^

[Figure 2](#f2){ref-type="fig"} illustrates such a cyclical approach, showing the different stages of research associated with identifying and addressing health disparities, from data integration to dissemination and implementation. Data-driven cycles of research, analysis, and evaluation occur at several levels in this model. Data integration is followed by etiological analysis, which may suggest either further intervention or a need to cycle back for data integration and etiological analysis.

For example, analysis of big data may help identify the intervention "target," perhaps doctors who are discriminating against some patient groups. Behavioral scientists need to decide what is the best intervention to address this issue. However, interventions need to be embedded in an iterative approach with the capacity, if the intervention is not successful, to adjust and try again. Interventions that successfully address the specific causes discovered by etiological studies should be widely implemented. Interventions that are not successful need to be returned to earlier stages for refinement. The refinement could be a better understanding of possible causation or improvements in the effectiveness of the intervention. Each subsequent cycle validates the previous cycle and guides modifications.

The process illustrated in [Figure 2](#f2){ref-type="fig"} also represents a larger cycle connecting population surveillance and widespread implementation of proven interventions, programs, and policies. A program that is successful in reducing disparities leads to a new cycle of measurement and a new series of data-driven efforts to target remaining disparities. Monitoring reduction in disparities, especially at the local community level, will depend on access to and clever integration of a wide range of data types. Moreover, data fed into models will need to accurately represent population subgroups to avoid unintended consequences.

Data fed into machines reflect the history of our own unequal society---in effect, asking the program to learn our own biases. To maximize gains in developing actionable evidence and effective interventions to reduce health disparities, information on health disparity populations will need to be accurate. Otherwise, some scholars worry that precision medicine may exacerbate bias in favor of well-off white men.^[@B59]^

[Table 2](#T2){ref-type="table"} offers strategies for adaptations to each step in this cyclical approach. Arguably the most pressing need is to train a workforce in the translational and data-driven aspects of health disparity research. Collaborative efforts among communities, government, academic institutions, and funding agencies are needed. Already, academia is ramping up data science programs to meet societal demand. Training programs that support a data science concentration in health disparities are also needed.^[@B60]^

###### 

Strategies for Applying a Cyclical Approach to Reducing Health Disparities

  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Overall
   Train a multidisciplinary research workforce that includes researchers who are health disparity subject matter specialists and researchers who can iteratively integrate big and other data, apply data science, and translate and visualize results.
   Establish organizational structures to involve all stakeholders on an ongoing basis.
   Promote a data-driven iterative approach to identifying and mitigating health disparities.
   Adapt the "learning healthcare systems" approach to focus on health disparity research.
   Engage social entrepreneurs and information technology, data science, and other sectors not traditionally engaged with health disparities.
   Collaborate in ways that does no harm to individuals or communities and builds mutual understanding, respect, and trust.
  Data Integration and Etiology
   Develop data science laboratories that can conduct health disparity simulation/complex systems modeling.
   Incorporate features and parameters related to health disparities into electronic health record systems.
   Identify and make available reference data sets that can be reused according to the FAIR principles.
   Ensure data quality and integrity (e.g., align definitions of race and ethnicity) before data aggregation and analysis.
  Interventions
   Develop outreach mechanisms that fully discuss and illustrate interventions to build community trust.
   Pilot interventions before full-scale implementation, considering ethical and cultural issues.
  Evaluation
   Conduct scientific evaluation (e.g., hypothesis testing) throughout the process.
   Review progress with respect to the NIMHD Research Framework^2^ and recommend actions relevant to the framework.
   Conduct iterative process evaluation.
   Review cost benefit of big data driven translational research cycles against traditional forms of health disparity intervention research and development.
  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

FAIR, findable, accessible, interoperable, and reusable; NIMHD, National Institute on Minority Health and Health Disparities.

Conclusion {#s013}
==========

Translation from bench science to real-world practice generally averages 17 years.^[@B61]^ To accelerate translational health disparity research, this narrative argues for an iterative approach driven by big data that involves all stakeholders. Today, unprecedented opportunities exist to broaden the field of health disparity enquiry using a continuously growing spectrum of diverse and novel data sources which, with the right workforce and tools, could lead to greater knowledge about causes of health disparities and more effective methods for addressing disparities than previously imagined. However, a big data-driven cyclical approach will be challenging. The workforce and financial resource are currently limited, and, as with many areas of data science, disparity data are complex, incomplete, lack standardization, and present ethical challenges. Moreover, rapidly translating research findings into interventions requires diverse stakeholders, including communities, the public, industry, academia, and all levels of government, to be engaged throughout all phases of the process.
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:   ancestry information markers
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:   electronic health records

FAIR

:   findable, accessible, interoperable, and reusable

ML
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NCI
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