This paper gives a tight upper bound on the spectral radius of the signless Laplacian of graphs of given order and clique number. More precisely, let G be a graph of order n, let A be its adjacency matrix, and let D be the diagonal matrix of the row-sums of A. If G has clique number ω, then the largest eigenvalue q (G) of the matrix Q = A + D satisfies
Introduction
Given a graph G, write A for its adjacency matrix and let D be the diagonal matrix of the row-sums of A, i.e., the degrees of G. The matrix Q (G) = A + D, called the signless Laplacian or the Q-matrix of G, has been intensively studied recently, see, e.g., the survey of Cvetković [4] and its references.
We shall write µ (G) and q (G) for the spectral radii of the adjacency matrix and the signless Laplacian of a graph G; note in particular that q (G) is known as the Q-index of G and this is the meaning used in the title of the paper.
A pioneering result of Cvetković [5] states that if G is a graph of order n, with chromatic number χ (G) = χ, then µ (G) ≤ (1 − 1/χ) n.
Subsequently, Wilf [9] strengthened this inequality to
where ω stands for the clique number of G. Note that Wilf's result implies the concise Turán theorem:
where e (G) denotes the number of edges of G. Recently, at least three papers ( [6] , [7] , [10] ) appeared proving that if G is a graph of order n, then
which, due to the known inequality q (G) ≥ 2µ (G) , also improves (1). This result suggests a natural improvement of all above inequalities, and indeed, Hansen and Lucas [7] conjectured that the chromatic number χ in (3) can be replaced by the clique number ω.
In this paper we prove the conjecture of Hansen and Lucas, as stated in the following theorem.
Theorem 1 If G is a graph of order n, with clique number
The rest of the papers is organized as follows. We prove two supporting lemmas of more general scope in the next section. In Section 3, a weaker form of the inequality (4) is proved. Finally, in Section 4 we state some results about graph properties, which help us to complete the proof of Theorem 1.
Our notation follows essentially [3] . As usual, G (n) stands for the set of graphs of order n, and K r stands for the complete graph of order r. We write Γ (x) for the set of neighbors of a vertex x.
Two lemmas
Recall that a book of size t is a set of t triangles sharing a common edge.
Let us note first that Theorem 1 is rather easy for ω = 2. In fact, this case follows from a simple, but useful observation, given below.
Lemma 2 Every graph G of order n contains a book of size at least q (G) − n.
Proof Recall that in [2] , Anderson and Morley gave a bound on the spectral radius of the Laplacian matrix of a graph, whose proof implies also that
Now let us select an edge uv ∈ E (G) such that
Obviously, the number of triangles containing the edge uv is precisely equal to |Γ (u) ∩ Γ (v)| . By the inclusion-exclusion principle, we find that
and so, G contains a book of size at least
Corollary 3 If G is a triangle-free graph of order n, then q (G) ≤ n.
In the following lemma we give a bound on the minimal entry of an eigenvector to q (G) , which we shall need in the proof of Theorem 1, but which proved to be useful in other questions.
Lemma 4 Let G be a graph of order n, with q (G) = q, and minimum degree δ (G) = δ. If (x 1 , . . . , x n ) is a unit eigenvector to q, then the value x min = min {x 1 , . . . , x n } satisfies the inequality x 2 min q 2 − 2qδ + nδ ≤ δ.
Proof If x min = 0, the assertion holds trivially, so suppose that x min > 0, which implies also that δ > 0. Now select u ∈ V (G) so that d (u) = δ. We have
and therefore,
implying that x 2 min (q 2 − 2qδ + nδ) ≤ δ, as claimed.
A weaker form of Theorem 1
To prove Theorem 1 we first prove a weaker form of it, which we shall use later to deduce Theorem 1 itself. This approach can be used in other extremal problems.
Theorem 5 If G is a graph of order n, with clique number ω (G) = ω, then
Proof Fix an integer r ≥ 2 and set for short
Clearly, to prove Theorem 5 it is enough to show that
Note that if G is a K 3 -free graph, then it has no book of positive size and so Lemma 2 implies that q (G) ≤ n, proving the theorem in this case. Thus, in the rest of the proof we shall assume that r ≥ 3. We shall proceed by induction of n. If n ≤ r, it is known that
so the assertion holds whenever n ≤ r. Assume now that n > r and that the assertion holds for all n ′ < n. Assume for a contradiction that inequality (5) fails, that is to say,
and let G ∈ G (n) be a K r+1 -free such that q (G) = q n . Let x = (x 1 , . . . , x n ) be unit eigenvector to q n and set x = min {x 1 , . . . , x n } . For the sake of the reader the rest of our proof is split into several formal claims.
Proof. Recall first that
Let u be a vertex for which x u = x, and write G − u for the graph obtained by removing the vertex u. We have,
Hence, the Rayleigh principle implies that
and since the graph G − u is K r+1 -free, we see that
Now, using the equation
we find that
This inequality, together with (8) and (9) implies the claim.
Claim 2. The following inequality holds
Proof. By the induction assumption we have
From Claim 1 and inequality (6), we obtain
and so
Further simplifications give
and finally
as required.
Claim 3. The following inequality holds
4 (r − 1) r n + 16 + 8r r − 2 + 2r − 2 r − 2 δ > 4 (r − 1) 2 r 2 n 2 + 32 (r − 1) r
n
Proof. Using Lemma 4, and the fact that
we first see that
Therefore, by Claim 2,
Obviously, relation (10) implies also that q 2 − 2qδ + nδ increases in q, and so
Collecting all terms involving δ on the left-hand side, we find that
as claimed Claim 4. The theorem holds for r ≥ 5.
Proof. The Turán theorem (2) implies that
a contradiction proving the theorem for r = 3.
Claim 6
The theorem holds for r = 4.
Proof. For r = 4, the set W induces a triangle-free graph by (11) we have
Given a hereditary property P, write ν(P) for the limit established in Theorem 6.
For any graph G and integer t ≥ 1, write G (t) for the graph obtained by replacing each vertex u of G by a set of t independent vertices and each edge uv of G by a complete bipartite graph K t,t . This construction is known as a "blow-up" of G.
A graph property P is called multiplicative if G ∈ P implies that G (t) ∈ P for all t ≥ 1.
We shall deduce the proof of Theorem 1 from the following theorem, proved in [1] .
Theorem 7 If P is a hereditary and multiplicative graph property, then
Easy arguments show that the class P * (K r+1 ) of graphs containing no K r+1 is hereditary, unbounded and multiplicative. Therefore, Theorem 7 implies that
for every G ∈ P * (K r+1 ) . But Theorem 5 implies that
and this inequality together with (12) completes the proof of Theorem 1.
Concluding remarks
It is not hard to prove that for ω = 2, equality in (4) holds if and only if G is a complete bipartite graph. Also, for ω ≥ 3 equality holds if G is a regular complete ω-partite graph. It seems quite plausible that for ω ≥ 3 this is the only case for equality in (4), but our proof does not give immediate evidence of this fact.
The result of this paper was presented at the workshop "Linear Algebraic Techniques in Combinatorics/Graph Theory" in February, 2011, at BIRS, Canada. Recently, an elegant proof of a slightly more precise result was obtained independently by B. He, Y.L. Jin and X.D. Zhang [8] . We are grateful to these authors for sharing their manuscript.
