Abstract -This work compares two strategies to fit parameters of equations of state in parallel computers, emphasizing solutions that require few changes to existing sequential programs. One strategy uses the conventional Nelder-Mead algorithm coupled with parallel objective function evaluation (SSPO). The other strategy uses a parallel Nelder-Mead algorithm coupled with sequential objective function evaluation (PSSO). The PSSO strategy, which executes parallel one-dimensional searches during each iteration, is simpler to implement and converged to parameter sets with objective functions smaller than those obtained by the SSPO strategy. The SSPO strategy produced speedups consistent with the number of processes used and is more suitable when many processors are available. Both strategies are potentially useful and choosing between them is a matter of convenience, depending on the problem at hand. With parallel computers increasingly available, the easy implementation and convenience of these two strategies should appeal to developers and users of thermodynamic models.
INTRODUCTION
Not long ago, parallel computers were associated with fairly large machines, most of them running Linux, dedicated to special computations that need extreme performance, such as quantum mechanical calculations, computational fluid dynamics, molecular simulations, and chemical process optimization, among other applications relevant to chemical industries. Early examples of such work include the development of parallel solvers for large scale linear and nonlinear systems in chemical process simulations (Paloschi, 1997 (Paloschi, , 1998 Scott, 2001 Scott, , 2001a , dynamic simulations of chemical processes (AbdelJabbar et al., 1999; Leineweber et al., 2003) , and an assessment of parallel computing paradigms (Brochard, 1998) . Examples of papers on applied optimization include: the solution of process engineering problems that lead to non-convex mixed integer nonlinear optimization problems Pantelides, 1997, 1999; Schilling and Pantelides, 1999) ; the use of a parallel implementation of the discrete element method (Bertrand et al., 2004) , applying the message passing interface (MPI) to shorten the computer time needed to simulate the packing of spherical particles as a model of the consolidation of paper coating structures; the development of a framework (Siirola et al., 2003) to integrate several optimization algorithms into a cooperative method that outperforms its individual components in terms of locating the global minimum of complicated functions.
An application specific to thermodynamics has been the development of a procedure to balance the loads in multiprocessor computers when fitting the parameters of the Wilson excess Gibbs energy model from vapor-liquid equilibrium data (Gau and Stadtherr, 2002) . This procedure uses interval analysis, which guarantees that the global minimum of the objective function is found within a preset search range. Explicit references to the use of parallel computing to fit equation of state (EOS) parameters could not be found in the literature. Although fitting EOS parameters is a seemingly routine problem, it is at least as complicated as fitting parameters of excess Gibbs energy models (Olaya et al., 2008 , Staudt et al., 2013 , and Soares and Gerber, 2013 ) and poses several challenges, which are often overlooked. Those relevant to this work are discussed in the next paragraphs.
A first challenge has direct relation with the massive number of experimental data points for several physical properties, such as vapor pressures, densities, enthalpies of vaporization (and phase compositions, in the case of mixtures) in EOS parameter fitting. This is especially true when developing group contribution methods, in which a few group parameters are intended to represent the physical properties of many substances and/or mixtures, fitted from hundreds or thousands of experimental data points. This demands large computational effort and timeconsuming calculations, often carried out using a single processor in a personal computer (PC). However, modern desktop, laptop, and tablet computers and even mobile phones have multiple processors. Recent Windows versions of software such as Mathematica and Matlab exploit such configurations to speed up calculations in PCs. Nonetheless, many legacy sequential codes exist in languages such as Fortran and C. Adapting them for maximum performance in parallel computers may require extensive reprogramming, but substantial performance gains are possible in certain applications with few changes to existing codes. This paper shows that EOS parameter fitting is one of such applications and compares two strategies for utilizing the NelderMead simplex algorithm in parallel computers, usable both in single multiprocessor PCs and in cluster supercomputers. In one of the strategies, parallelization takes place at the level of the optimization method, leaving the codes for evaluating the objective function and the thermodynamic properties unchanged. In the second strategy, parallelization takes place at the level of the objective function evaluation, leaving the rest of the code unchanged. Both strategies share the feature that there is no need to modify the code that evaluates the thermodynamic properties, which can be rather long depending on the EOS used.
A second challenge is related to multiple minima in objective functions, each given by a different parameter set. Ways of dealing with this include running local optimization algorithms several times from different initial estimates or using global optimization methods (Gau et al., 2000; Dominguez et al., 2002) . These multiple minima often have similar objective functions, although with rather different EOS parameter values. Sometimes, model developers wish to correlate experimental data as well as possible, meaning the global minimum of the objective function is the desirable target. However, it is often preferable to find a local minimum whose parameters are similar to those found previously for related substances or mixtures. This is useful when trying to develop generalized correlations for EOS parameters or assessing trends in parameter values and model performance. Therefore, interestingly, finding the global minimum of the objective function may not be the most meaningful or desirable target in some situations.
A third challenge is the mathematical complexity of modern EOSs, which makes it cumbersome to obtain analytical derivatives of thermodynamic properties with respect to their adjustable parameters. Therefore, direct optimization methods, which do not use derivative information, are convenient, but have the drawback of slow numerical convergence. The Nelder-Mead simplex algorithm (Nelder and Mead, 1965) , in original or modified form, is one such method and is widely applied in EOS parameter fitting. There are several examples of its use in recent work (Lai et al., 2009; Santos et al., 2010; Justo-García et al., 2010; Llano-Restrepo and Muñoz-Muñoz, 2011; Cho et al., 2012; Schmid and Gmehling, 2012) and in many older references. Also, there is abundant evidence in the literature of its common application to fit the parameters of excess Gibbs energy models, in recent (Jana et al., 2012; Ingram et al., 2012; Mesquita et al., 2012; Almeida et al., 2012) and older work. In summary, despite having been developed in the 1960s, the NelderMead simplex optimization method remains a very popular choice for fitting the parameters of thermodynamic models.
The next section describes the two parallel strategies for parameter fitting that address these challenges. This discussion is followed by a section on results and discussion. The paper ends with the conclusions drawn from this research.
PARALLELIZATION STRATEGIES
We compare two strategies that do not require rewriting legacy sequential implementations of EOSs or writing new parallel codes for them: sequential simplex with parallel objective function (SSPO) and parallel simplex with sequential objective function (PSSO). Our implementation uses Fortran and MPI. At the user level, MPI provides functions (in C) and subroutines (in Fortran) to control parallel computations and pass information from one process to another. In Windows, we used the freely available MS MPI (HPC Pack 2008 R2 MS-MPI Redistributable Package with Service Pack 3), from Microsoft. MPI was designed for distributed-memory systems instead of shared-memory systems. However, it performed well in single multicore PCs, as the examples of this paper show. In addition, using MPI has the advantage of allowing the easy transfer of code to large cluster computers. In fact, once developed and tested in Windows with MS MPI, the program was ported to a Linux-based computer cluster with the Intel MPI library, with no need to change its code. Alternative approaches, not adopted, would include using programming environments such as Cactus (Goodale et al., 2003) or TAO (Munson et al., 2012) .
Sequential Simplex with Parallel Objective Function (SSPO)
In the SSPO strategy, a master process runs the conventional Nelder-Mead simplex algorithm. Each slave process reads an exclusive portion of the experimental data points, not read by any of the other slave processes. Experimental data sets are generally organized by systems, which may contain different physical properties and number of components and, consequently, different computational needs for their modeling. To balance the load, when reading the data set, each data point is directed to the next available slave process. After the data input, all slave processes have nearly identical numbers of data points (at most, differing by one data point). Also, this approach to allocating data points to processes is unlikely to overload some of the slave processes with systems that are more difficult or have more chemical components than others. With these precautions, all slave processes are bound to have similar computational loads. When the simplex algorithm in the master process needs the value of the objective function, each slave process works on its portion of the data points, passing its contribution to the objective function. The master node adds these contributions to determine the value of the objective function. Little inter-process communication is needed to pass the current estimates of the parameters values from the master to the slave processes and, in the reverse direction, to pass the contribution of each slave process to the objective function. This is accomplished by including calls to MPI procedures in the objective function and in the sequential Nelder-Mead simplex algorithm, whose logical steps, however, remain unchanged. We used a publicly available (Hutt, 2012) Nelder-Mead simplex procedure, which we adapted to include inter-process communication commands. The SSPO strategy is particularly suitable for situations with a large number of data points running on computers with many processors.
Parallel Simplex with Sequential Objective Function (PSSO)
The PSSO strategy uses a modified version of the Nelder-Mead simplex algorithm for parallel computations proposed recently (Lee and Wiswall, 2007) . Complete details of the procedure are available in the original reference, which includes optimization examples of very simple objective functions with 100 or more unknowns. Here, the situation is much different: typical EOS parameter fitting problems have fewer unknowns and their objective functions depend on properties evaluated using complicated thermodynamic models.
The central idea is that each parallel process takes care of a vertex of the multidimensional simplex. A distinctive feature of applying this modified NelderMead algorithm is that all parallelization commands are in the optimization procedure. Therefore, existing codes that calculate objective functions sequentially remain unchanged. Then, it is easy to link existing implementations of objectives functions and thermodynamic models with the parallel optimization procedure, with no need to rewrite code. There is little inter-process communication. The master process distributes the values of the objective function in all vertices of the simplex, sorted in increasing order, and the corresponding simplex coordinates to all other processes. Each process then does the reflexion, expansion, or contraction of the vertex assigned to it, calculating the objective function as needed, according to criteria that are immediate extensions of the usual Nelder-Mead algorithm. After exploring its simplex vertex, each process returns the objective function and the corresponding simplex coordinates to the master process. The master process then replaces its previous simplex points with the new ones, sorts them according to the value of their objective functions, and starts a new iteration. These steps are similar but not the same as in the conventional Nelder-Mead algorithm, causing important differences in performance, as discussed in the section "Results and Discussion".
To implement the Lee and Wiswall (2007) method, we adapted the Nelder-Mead simplex procedure of Hutt (2012) to include inter-process communication commands. The parallel Nelder-Mead method requires sorting the objective function in increasing order. While sorting is a problem suitable for parallel implementation, the lists to be sorted are small (the number of elements being equal to the number of parameters to fit plus one). Therefore, no attempt at parallelizing the sorting part was made and the hybrid quick sort algorithm, as implemented by Moss (2013) , was used without any change.
The overall implementation is simple. All parallel processes read all the experimental data from the same data files when program execution begins. Then, the master process in the parallel Nelder-Mead simplex procedure interacts with its slave processes, distributing and collecting information, as outlined in the previous paragraphs. The PSSO strategy has the advantage of being easy to implement, but does not scale well if more processors become available. The number of slave processes it uses is less than or equal to the number of parameters to be fitted plus one (i.e., the number of vertices in the simplex). For example, if an eight processor computer is available to fit four parameters, the PSSO strategy will use up to six processors (one master and five slaves), while the other two processors will remain idle.
RESULTS AND DISCUSSION
The SSPO and PSSO strategies are applicable to parameter fitting problems with any objective function, any EOS, and experimental data points for any physical properties the EOS can predict. However, the PSSO strategy does not take advantage of slave processes in excess of the number of adjustable parameters plus 1 (i.e., the number of vertices in the simplex). The examples presented here refer to fitting binary interaction parameters between ions and water in the electrolattice EOS (Santos, 2010; Zuber et al., 2013) 
in which n sys is the number of systems, Pk n and k n γ are the number of vapor pressure and mean ionic activity coefficient data points available for system k , respectively. The symbol jk P represents the system pressure in the j-th vapor pressure data point of the k-th system. Its value is calculated by solving the isofugacity equation of water, assuming the ions are absent from the vapor phase. The symbol jk γ ± represents the mean ionic activity coefficient in the j-th mean ionic activity coefficient data point of the k-th system. This property is calculated from the fugacity coefficients of the cations and anions in the liquid phase using standard procedures of solution thermodynamics (Myers et al., 2002) . The superscripts exp and calc refer to experimental and calculated values, respectively. The calculations were assumed to converge when:
( ) 
Example 1: Fitting 2 Parameters from 50 Data Points
In this example, a single parameter (interaction between water and the sodium ion) is fitted using 25 experimental vapor pressure data points and 25 mean ionic activity coefficients data points of aqueous solutions of sodium chloride, with all the other model parameters kept fixed. The speedups of the SSPO strategy in each computer are shown in Table 1 . With multiple processes, one of them is the master process that manages the computations and executes the operations of the sequential Nelder-Mead algorithm. The others are slave processes that execute the bulk of the computations, evaluating the thermodynamic properties and their contributions to the objective function. The processor in Computer S has only two cores and with three processes in it, one master and two slaves, the observed speedup was equal to 1.8. It is more interesting to observe what happens in Computer D, whose processor has four cores. Speedups follow the number of slave processes very closely up to three slave processes, when the total number of processes is equal to the number of processor cores. Because the slave processes do most of the calculations, this result suggests that the SSPO strategy has excellent parallelization characteristics, that a small fraction of the time is spent on inter-process communication, and that the computational loads are well balanced across the processes. Still analyzing the results of Computer D in Table 1 , the use of more processes than the number of processor cores causes less substantial speedup increases. This suggests that the number of processor cores plays the major role in providing speedups and multithreading plays a secondary role. The PSSO strategy was executed with one and two processes. With a single process, it is equal to the conventional Nelder-Mead simplex algorithm and its execution took 1006 s. This value is similar to the 1084 s it took to run the SSPO approach in a single process (Table 1 ). The discrepancy between these two wall times (of about 8%) is attributed to differences in implementation details of the two numerical procedures. The trajectory to the solution and the parameters found at the end of each run are identical, as they should be. The PSSO strategy took 1250 s to run in two processes, more than the time to run it in a single process. However, the calculations converge to a different point of minimum, whose objective function is smaller than that of the other runs (SSPO with any number of processes and single process PSSO).
In an iteration of the SSPO strategy, only the vertex with the largest objective function is reflected and/or expanded and/or contracted, in what is essentially a one-dimensional search that strictly follows the Nelder-Mead simplex algorithm. In an iteration of the PSSO strategy, each simplex vertex assigned to a process undergoes such operations and, therefore, multiple one-dimensional searches occur in parallel. This more detailed mapping of the function behavior in a PSSO iteration seemingly increases the chance of finding minima with smaller objective functions.
Example 2: Fitting 5 Parameters from 321 Data Points
In this example, 321 experimental data points (223 vapor pressure data points and 98 mean ionic activity coefficient data points) of 4 aqueous singlesalt solutions are used to fit 5 parameters simultaneously, which represent binary interactions between water and different cations (Li Table 2 summarizes the results of applying the SSPO strategy with different numbers of processes in computer D. As in the previous example, the SSPO strategy converges to the same solution regardless of the number of processes used. Its speedups are in good agreement with those observed in Example 1. With 4 processes (1 master and 3 slaves), the speedup is 2.7. Since the 3 slave processes carry out most of the calculations, this speedup of 2.7 confirms the excellent parallelization characteristics of the SSPO strategy. The next entry in Table 2 is for the run with 5 processes, more than the number of available cores (4) but fewer than the number of available threads (8) in computer D. The speedup with 5 processes (4 of them slaves) is equal to 3.3, which is larger than that with 4 processes (3 of them slaves), which is equal to 2.7. With 8 processes (7 of them slaves), the speedup is equal to 4.3. The joint analysis of these results supports the comment made in the discussion of Example 1, suggesting the number of processor cores is the key factor in speeding up the calculations, with multithreading playing a less prominent role. In the same computer, the PSSO strategy with 5 processes converged in 23583 s, i.e., a speedup of 2.1 compared to the SSPO case with one processor. This speedup is smaller than that of the SSPO case but, as in Example 1, the PSSO strategy converges to a different parameter set, with smaller objective function. -) are fitted simultaneously using 781 experimental data points of 13 aqueous single-salt solutions. 493 of these points are vapor pressure data and 288 are mean ionic activity coefficient data.
This problem was solved on the Suqoor supercomputer. Table 3 summarizes the results using a single process and applying the SSPO strategy with 8 processes. Taking into account that the master process in the SSPO implementation performs only a few and simple calculations, the slave processes execute the bulk of the computations. The observed speedup of 6.9 is very close to 7, which is the number of slave processes in the example of Table 3 . This confirms the observations of the previous examples in that the burden of inter-process communication is small compared to evaluating the thermodynamic properties needed to calculate the objective function, as also observed in Examples 1 and 2, executed on computers S and D. The problem was also solved using the PSSO strategy with 8 processes, spending 21411 s in the optimization part of the run, i.e., a speedup of about 4.5 from the single process SSPO run (Table 3 ). This speedup is less pronounced than that obtained by the SSPO strategy with the same number of processes, but the PSSO run converges to a different solution, which has a smaller final value of the objective function. Table 4 presents the initial estimate and the optimal values of the fitted parameters, as well as the average relative deviations, calculated by the SSPO and PSSO strategies in Examples 1-3. In this table, O.F. stands for the objective function values for the PSSO strategy with one (PSSO (1)) or two processes (PSSO (2)), and SSPO strategy with one, three, four, five, and eight processes (SSPO (1, 3, 4, 5, 8) ). In Example 1, the O.F. value for PSSO (2) is lower than those obtained for PSSO (1) and SSPO (1, 3, 4, 8) . The parameters fitted by these strategies are different, as expected, since the O.F. values are not identical. To illustrate, Figure 1 compares the mean ionic activity coefficient of NaCl at 298.15 K to experimental data, using the PSSO (1) and PSSO (2) strategies. Despite the different parameters and O.F. values, the adherence of the model to the experimental data is adequate and similar in both cases. Similar patterns were observed in all examples.
Comparing the performance of the two strategies in this set of examples, the SSPO strategy produces larger speedups than the PSSO strategy for the same number of processes. The SSPO strategy implements the conventional Nelder-Mead simplex procedure widely used for fitting the parameters of thermodynamic models, with speedups that result from Figure 1: Mean ionic activity coefficient of NaCl using the following strategies: (A) -PSSO (1) and SSPO (1, 3, 4, 8) and (B) -PSSO (2); model (full line) and experimental data (circles) from Lobo and Quaresma (1989) .
splitting the evaluation of the objective function among the running processes. Also, the number of processes the SSPO strategy can use effectively is not limited by the number of parameters to be fitted, as in the PSSO strategy. However, the PSSO strategy implements a modified version of the simplex algorithm. Its speedups are less impressive than those of the SSPO strategy but, on the other hand, it found smaller objective functions than the SSPO strategy, likely because of the multiple parallel one-dimensional searches that occur during each iteration. Choosing which of these two strategies to use in a given situation is a matter of convenience and need, and both are potentially useful to developers and users of thermodynamic models.
CONCLUSIONS
The two strategies for exploiting parallelization when fitting equation of state parameters tested in this work, the sequential simplex with parallel objective function (SSPO) and the parallel simplex with sequential objective function (PSSO), proved to be simple to set up, with the latter being simpler than the former. Both allow using sequential codes to evaluate physical properties, which is arguably the most intricate part of parameter fitting codes for modern equations of state. The two strategies were shown to be practical for using the multiple processors of modern PCs to perform parallel computations in parameter fitting problems, with few changes to legacy sequential programs.
The SSPO strategy implements the conventional Nelder-Mead simplex algorithm, widely used for fitting the parameters of thermodynamic models. As implemented, its maximum achievable speedup should be equal to the number of slave processes used. Speedups very close to this upper limit were observed whenever the total number of processes did not exceed the number of processor cores. This indicates the excellent parallelization features of the SSPO strategy and of the problem, as a consequence of the fact that the computational load is dominated by the evaluation of the objective function in a direct optimization method. Multithreading also contributes to speedups but the improvement it causes seems to be secondary compared to increasing the number of processor cores. Taken together, these results of the SSPO strategy show that it is possible to run the conventional Nelder-Mead simplex algorithm much faster than usual, if one takes advantage of the multiple cores currently available in many PCs.
The PSSO strategy uses a modified simplex algorithm that executes multiple parallel one-dimensional searches during each iteration. In the examples of this paper, speedups of the PSSO strategy are smaller than those of the SSPO strategy using the same number of processes. This is possibly because of its more detailed mapping of the objective function behavior and the PSSO strategy converged to parameter sets with objective functions smaller than those obtained by the SSPO strategy in the examples of this paper. While the PSSO strategy cannot be claimed to be globally convergent, it avoided local minima that trapped the conventional Nelder-Mead algorithm of the SSPO strategy.
In summary, both strategies are potentially useful and utilizing one or the other is a matter of convenience, depending on the parameter fitting problem at hand. The use of MPI allowed porting the program from Windows-based computers to a large Linuxbased cluster without code changes. This is helpful if a parameter fitting problem is too demanding for a single PC, even when it has multiple processors. The easy implementation and excellent results of the strategies discussed here should appeal to developers and users of thermodynamic models.
