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In this paper, we introduced a new algorithm for Video tracking, which is the process of locating a moving object (or 
multiple objects) over time using a camera. A new particle filter based on bacteria foraging optimization (PF-BFO) is 
introduced in field of video object tracking. This paper reviews particle filter and using it for tracking. Particle Swarm 
Optimization (PSO) is also described. Moreover, using the combination of PSO with PF (PF-PSO) in video object tracking 
is reviewed. Bacterial Foraging Optimization (BFO) is a novel heuristic algorithm inspired from forging behavior of E. 
coli. After analysis of optimization mechanism, a series of measures are taken to improve the classic BFO by using Particle 
filter. The PSO is a meta-heuristic which is also inspired from insects' life as ACO. Even both methods use a population of 
entities. The comparison between PF-BFO and PF-PSO for video object tracking is presented in this work. The results 
show that PF is strong tool in tracking field. On the other hand, PF-BFO method presents outstanding performance versus 
PF-PSO. 
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1. INTRODUCTION 
 The applications of object tracking are heavily 
used in computer vision. However, there are a number of 
challenges. Although many substantial researches have 
been done to tackles the challenges, developing a robust 
and efficient tracking algorithm still unsolved because of 
hardship in tracking problem.  
 
  Recently, Particle filters have been extensively 
used in tracking field. They proved to be a robust method 
of tracking due to their ability of solving non-Gaussian and 
non-linear problems. Video object tracking through using 
PF suffers the same problems that PF do: degeneracy 
phenomenon and sample impoverishment. 
 
  The degeneracy phenomenon, where after a few 
iterations, all but one particle will have negligible weight, 
is an undesirable effect in particle filter. To reducing its 
effect, to a great number of particles is used. This will 
increase the computational cost. In order to reduce the 
effects of degeneracy, many particle filters introduce a re-
sampling procedure whenever a significant degeneracy is 
observed. The basic idea of re-sampling is to eliminate 
particles that have small weights and to concentrate on 
particles with large weights. But the re-sampling step 
introduces other practical problems, such as the problem of 
sample impoverishment. 
 
  Sample impoverishment occurs when the 
likelihood is very narrow or the likelihood distribution 
function lies at the tail of prior distribution. This sample 
impoverishment can be solved through enlarging the 
sample set to cover the whole state space and to ensure 
estimation successfully. Therefore, the computation will be 
negatively affected. 
 
  In this paper, the researchers use new technique, 
particle filter based on BFO in video object tracking, to 
reduce impoverishment and degeneracy problem.  The 
comparison between PF-BFO and PF-PSO in video object 
tracking shows the advantages of this new technique.  
 
  This paper is organized as follows: Section 2 
states related work. Section 3 is about the particle filter 
algorithm and using it in tracking. Section 4 shows generic 
PSO. In Section 5 the researchers review using PF-PSO in 
tracking of video object. In section 6 describes BFO. 
Section 7 shows how to use Particle Filter Algorithm based 
on BFO in video object tracking. In section8 the 
experiment results is shown. Finally, Section 9 includes the 
conclusions and discusses the issues for future research. 
   
2. RELATED WORK 
 To reduce degeneracy and impoverishment 
problem, many approaches are proposed for example: 
 
• The Mean-shift algorithm is added to the particle 
filter in object tracking [1] .the  mean shift 
improves the weights of particles before resample. 
That overcomes the degeneracy problem of 
conventional particle filters and requires less 
computational cost. 
•  PF is combined with PSO [2].  PSO improves the 
way of resample particle to deal with the problem 
of sample impoverishment. Using (PF-PSO) in 
video object tracking [3, 4] shows the strength of 
PF-PSO. 
• Improved particle filter based on genetic 
algorithm (GA) is proposed in [5]. This paper 
introduces genetic Monte Carlo sampling method, 
and then uses it in the re-sampling step of particle 
filter with the basic idea of solving particle 
degeneration. 
• Combining particle filter with ant colony 
optimization is used in video object tracking [6]. 
That reduces the size of sample set and effects of 
the problems of PF.  
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3. VIDEO OBJECT TRACKING USING 
PARTICLE FILTER 
 
A. Particle Filter 
 PF is a Bayes estimation algorithm based on 
Monte Carlo method. It performs the posterior probability 
density function via a number of weighted particles and 
eliminates particles that have small weights and 
concentrates on particles with large weights using resample 
.The details of algorithm is shown below [7]: 
 
(1)  Initialization:  k=0 
             For i=0………  
               Draw the states   from the P( ) 
             End for 
 
(2)  For k= 1, 2 
        (a) For i=0………  
 
                Draw                      (1) 
               
Assign the particle a weight  according to  
 
              
      
(2) 
            End for  
         
   (b) For i=0………  
 
     Normalize the weights    =        (3) 
               End for.  
     
  (c) Resample:  
 Multiply/Suppress samples  with high/low 
 obtain random samples  approximately 
distributed according to  
           
  For i=0………                             (4)                        
                   End for 
                  End for 
 
B. Video Object Tracking Using PF: 
 To achieve video object tracking   by PF [1, 3, 4, 
5, 6, 8, 9, and 10], we do the following: 
 
1. Applying PF algorithm to each frame of the video 
in sequence. 
2. Sampling the particles of the first frame in pixels 
and organizing them in set S.  
3. Predicting set S in every frame using Randomly 
Gaussian Noise U. 
 
                      =  +                           (5) 
4. Using the value of the pixel for weighting the 
particle in comparison with previously taken value 
of the tracked video object. 
5. Re-sampling the particles according to their new 
weights, and then estimating the location of the 
video object. 
































Fig 1: flow chart of video object tracking using PF 
 Number of particle.      .  Number of video 
frame. 
 
C. Weight Technique 
 To reduce the difficulty of tracking as  the result 
of changing  in elimination,  different types of  cue are  
used in weighting particle such as using histogram color, 
histogram edge [8] , texture [9]  and histogram of spatial 
color [10] . In this paper simple weighing cues is used to 
show the strength of combining particle filter with 
optimization algorithms.  Moreover, two cue for weighing 
are used: 
 
• Histogram color of the particle -pixel value- Hi is 
compared with wanted histogram color pixel 
Htarget: 
                     =     –             (7) 
Initialize  
Get frame number i 
Weight important of the particle 
Predict the particles location. Use “Eq. 5” 
   >   
Initialize particles with weights equal to
Resample the particles 
Estimate location. Use “Eq. 6” 
Normalize the weights. Use “Eq. 3” 
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                               (8) 
• The position of the particle Xi is compared with 
the best previous position Xtarget which equals 
previous location of the tracked video object. 
 
                            (9) 
                                          (10) 
 
   
 The weight of particle is calculated in the paper 
according equation:       
  
                                   (11) 
 
4. PARTICLE SWARM OPTIMIZATION  
 Particle swarm optimization is a swarm 
intelligence technique which was proposed by Kennedy 
and Eberhart in1995 [11]. The PSO is developed based on 
the following model [12]: 
 
• When one bird locates a target or food (or 
maximum of the objective function),it 
instantaneously transmits the  information to all 
other birds. 
• All other birds gravitate to the target or food (or 
maximum of the objective function), but not 
directly. 
• There is a component of each bird’s own 
independent thinking as well as its past memory. 
 
  Thus the model simulates a random search in the 
design space for the maximum value of the objective 
function. As such, gradually over much iteration, the birds 
go to the target (or maximum of the objective function).  
 
  The PSO procedure can be implemented through 
the following steps: 
 
1. Assume the size of the swarm (number of 
particles) is N. 
2. Generate the initial population of X .randomly as 
X1, X2. . . XN (positions of particle). 
3. Find the velocities of particles. All particles will 
be moving to the optimal point with a velocity. 
Initially, all particle velocities are assumed to be 
zero. 
4. In the ith iteration, find the following two 
important parameters used by atypical particle j : 
 
(a)  The historical best value of  Xj (i) 
(coordinates of jth particle in the cur-rent 
iteration i ) , Pbest,j , with the highest value 
of the objective function, f[Xj(i)], 
encountered by particle j in all the previous 
iterations. 
 
The historical best value of Xj (i) (coordinates of 
all particles up to that iteration), Gbest , with the highest 
value of the objective function  f [Xj(i)],encountered in all 
the previous iterations by any of the N particles. 
 
(b) Find the velocity of particle j in the i Th 
iteration as follows: 
 
Vj(i)=Vj(i −1)+C1R1*(Pbest,j−Xj(i −1))+C2R2*[Gbest−Xj(i 
−1)] 
         j = 1, 2. . . N                                               (12) 
 
 (c) Find the position or coordinate of the j th 
particle in i th iteration as 
 
        Xj (i) = Xj (i − 1) + Vj (i)         j = 1, 2, . . . , N     (13) 
 
5. Check the convergence of the current solution. If 
the positions of all particles converge to the same 
set of values, the method is assumed to have 
converged. If the convergence criterion is not 
satisfied, step 4 is repeated by updating the 
iteration number as i = i + 1, and by computing 
the new values of Pbest,j and Gbest. The iterative 
process is continued until all particles converge to 
the same optimum solution. 
 
5. VIDEO OBJECT TRACKING USING 
PARTICLE FILTER BASED ON PSO 
Combining particle filter with PSO is proposed in 
[2]. This combination is used in video object tracking [4]. In 
this paper the same algorithm is performed, but the number 
of PSO iteration ( ) is controlled. The algorithm is 
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Fig 2: flow chart of Particle Swarm Optimization 
Algorithm 
                  = the number of the particles. 
 = the number of the frames of video. 
= the number of iteration of PSO  
 
 
6. BACTERIAL FORAGING 
OPTIMIZATION 
 Like other swarm intelligence algorithms, BFOA 
is based on social and cooperative behaviors found in 
nature. In fact, the way Bacteria look for regions of high 
levels of nutrients can be seen as an optimization process. 





 This process simulates the movement of an 
E.colicell through swimming and tumbling via flagella. 
Biologically an E.coli bacterium can move in two different 
ways. It can swim for a period of time in the same direction 
or it may tumble, and alternate between these two modes of 
operation for the entire lifetime 
 
b.  Swarming [13]: 
 For the bacteria to reach at the richest food 
location, it is desired that the optimum bacterium till a 
point of time in the search period should try to attract other 
bacteria so that together they converge at the desired 
location more rapidly. To achieve this, a penalty function 
based upon the relative distances of each bacterium from 
the fittest bacterium till that search duration, is added to the 
original cost function. Finally, when all the bacteria have 
merged into the solution point, this penalty function 
becomes zero.  
 
c.  Reproduction : 
 The least healthy bacteria eventually die while 
each of the healthier bacteria asexually split into two 
bacteria, which are then placed in the same location. This 
keeps the swarm size constant. 
 
d. Elimination and dispersal : 
 Gradual or sudden changes in the local 
environment where a bacterium population lives may occur 
due to various reasons e.g. a significant local rise of 
temperature may kill a group of bacteria that are currently 
in a region with a high concentration of nutrient gradients. 
Events can take place in such a fashion that all the bacteria 
in a region are killed or a group is dispersed into a new 
location. 
 
 The BFO algorithm is summarized below: 
 
1. Initialize input parameter: 
Sp:  Total number of bacteria in the population.  
Nc: The number of chemotactic steps.  
Nre: The number of reproduction steps.  
Ns: The length of swim 
Ned: The number of elimination-dispersal events.  
Ped: Elimination-dispersal probability.  
C(i): The size of the step taken in the random direction 
specified   by the tumble. 
 
2. Create random initial swarm bacteria i (j, k, l) and 
initialize their fitness J health 
 
3. For i  =1, 2 … Ned                 
            For j =1, 2 … Nre                 
            For k =1, 2 … Nc                 
            For l =1, 2 … Sp      





Weight important of particle. Use 
Predict the particles locations .Use 
“E 5”
     
Initialize
Update   and   
Find the velocity of the particle. Use “Eq. 
 >  
Get the particle 
Find the new postion of the particle  .Use 
    
Estimate. Use “Eq 6” & update 
No 
No 
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 Perform chemotaxis step: 
1) Compute fitness function, J (i, j, k, l). 
2) Perform tumble (indicate direction of step) 
3) Swim with suitable C (i) until  improve fitness  
nor  arrive the length of swim  . 
                  End for    
                  End for   
  
The S bacteria with the highest J health values die 
and the remaining S bacteria with the best values split  
                 End for     
 
Perform the reproduction step by eliminating 
_dispersal step for all bacteria  i (j, k, l) with probability 
0<Ped<1. 
          End for        
 
  The detailed mathematical derivations as well as 
theoretical aspect of this new concept are presented in [14, 
15]. 
 
7. VIDEO OBJECT TRACKING USING 
PARTICLE  FILTER BASED ON BFO 
 Combining PF with BFO use bacteria as particles, 
their health as weights and bacterial foraging strategy are 










































a. Elimination and dispersal : 
 We consider video frames elimination and 
dispersal events.  Each frame has new measurements and 
new predictions about the particles.  
 
b. Chemotaxis Step: 
 We use Chemotaxis step to improve the weights 
of the particles -health of bacteria - before re-sampling. 
Our ability to change the number of Chemotaxis steps and 
the length of swim enables us to control the improvement 
of weight more than mean shift does [1].  
 
c. Swarming: 
 Since swarming provides social behavior between 
bacteria, it improves the Wight of particle. 
 
d. Reproduction:  
 Reproduction is used to resample particle. 
Consider Sd, low weighted particles, dead bacteria and Sh, 
high weighted particles, bacteria alive and splitting. Sd 
does not equal Sh, and Sh is able to split more than a time 
to keep the swarm size constant. The ability to re-product 
more than once in one iteration and to choose the number 
of Sh and Sd provides high control for re-sampling step in 
particle filter. 
 
8.  EXPERIMENTS AND RESULT 
 Comparison between PF-PSO and PF-BFO for 
object tracking is made. The color of the skin of the little 
child in figure (4) is tracked in sample video which is taken 
by a cheap camera and has strong Wight noise, high 
















Fig 4: The little child that will be an object to track. 
 
    In contrast with Simple Approach which proposes 
solving the problem of degeneracy and impoverishment 
through using a great number of particles, the researchers 
propose the use of a less number of particles for tracking. 
The researchers believe that is a means for measuring the 




Perform Chemotaxis step for 
Reproducation:  die  
spilt untile keep the size of
Predict bacteria location at image. 
 
 >  
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standard deviation (3) as a measurement tool which 
introduces less variance more accuracy. 
 
  Firstly, PF-PSO is used with one iteration and PF-
PFO is used with following parameter: Nr=1, Nc=1and 
Ns=1, we have the results shown in table 1 and figure (5) 
 
Table 1: Results of PF-PFO Algorithm with parameters: 









PF_PSO 88 7 































 Figure (5) (a) and (b) show that the PF-PSO can 
track the object the frames 30 and 65 with 88 particles and 
color standard variation 7. Although PF-PSO with 87 
particles can track the object in frame 30 as shown in 
figure (5)(c), it cannot  track in frame 65 as shown in figure 
(5)(d) 
 
 Figure (5) (e) and (f) show that the PF-BFO can 
track the object in frame 30 and 65 with 40 particles and 
color standard variation 7. 
 
  However Figure(6)(a) shows that  the PF-PSO can 
hold  the tracking in  frame 100 with 88 particles and color 
standard variation 7, it can’t track with 88 particles and 








Fig 6: Standard variation effects on tracking results by 
using PF-PSO. 
 
  Addition to Figure (7)(a) shows the PF-BFO can 
track the object in frame 130 with 40 particles and color 
standard variation 6, it can match with 40 particles and 
color standard variation 5 as Figure(7)(b)  shows. 
 
Fig 7: PF-BFO results with different Standard variation. 
 
  Secondly, to improve tracking we increase the 
iteration of PF-PSO and PF-BFO. The number of iteration 
needed to hold tracking at N particle is used to measure the 
strength of tracking. It is believed that less iteration more 
robust tracking. The number of iteration of PF-BFO equal 
to Nr * Nc * Ns. Results is shown in table (2), figure (8) 
and figure (9) 
 
Table 2: Comparison between PF_PSO and PF-BFO 
 
Number of particles Number of 
iteration of  PF 
type 
70 60 50 40 30 20 10 
 
PF_PSO iteration 
10 15 30 NA NA NA NA
 
PF-BFO iteration 
1 1 1 1 3 9 9 
NA means cannot track 
 
Fig 8: Number of iteration effects on PF-PSO 
        
 
        
 
        












(e)                                                (f) 
Fig 5: Results of PF-PSO & PF-BFO 
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  Although , PSO can hold tracking with 50 
particles at 30 iterations  in frame 60 as shown in 
figure(8)(a) ,it can’t hold tracking with 40 particles as 
shown in figure(8)(b). 
 
  In addition ,figure(9)(a) shows that PF-BFO hold 
tracking with 20 particles at 9 iterations in frame 60, it can 
hold tracking with 10 particles at the same iteration as 
shown in figure(9)(b). 
 
  
Fig 9: Number of iteration effects on PF-BFO  
 
 Thirdly, the Comparison provides another 
advantage to PF-BFO that is the stability. In  each  
prediction stage, the particles  move using  Randomly 
Gaussian Noise which affects  the  stability of  tracking 
technique .Low stability means that  through using the  
same  number of particles and color standard division, 
tracking technique may succeed or not. This phenomenon 
is noticed at PF-PSO, but it is not noticed at PF-BFO. 
 
  With the same number of particles and the same 
frame, PF-PSO can hold tracking in figure (10) (a), but it 
cannot  figure (10) (b). 
 
 
Fig 10: Instability of PF-PSO 
 
9. CONCLUSIONS  
 In this paper we provide unprecedented method, 
PF-BFO, in video object tracking. The results show that the 
new particle filter is more accurate and stable tracking. It 
solves both degeneracy phenomenon and impoverishment 
problem. The new method has the advantages of both 
adding mean shift to PF and improving resample method of 
PF. However, applying new method in real time video 




•  Using advance technique in weighting particle 
will make PF-BFO tracking more robust. 
• Using synchronous Bacteria Forging optimization 
instead of BFO for faster. tracking  
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