The authors examined the origins of linear and logarithmic speed-accuracy trade-offs from a dynamic systems perspective on motor control. In each experiment, participants performed 2 reciprocal aiming tasks: (a) a velocity-constrained task in which movement time was imposed and accuracy had to be maximized, and (b) a distance-constrained task in which accuracy was imposed and movement time had to be minimized. In Experiment 1, accuracy was constant across the 2 tasks; in Experiment 2, movement time was kept constant. Behavior in both tasks could be modeled with a single nonlinear equation of motion. Model coefficients captured the particulars of each task, especially apparent for the slowest or most difficult conditions. The distance-constrained task revealed a strong contribution of nonlinear stiffness with a moderate degree of nonlinear damping, favoring local control of speed. The velocityconstrained task revealed weaker nonlinear stiffness with stronger nonlinear damping, favoring global stabilization of the movement with a more constant rate of phase progression. In this way, the different speed-accuracy trade-offs emerged from the task-specific parameterization of the underlying dynamics.
One of the most robust findings in the study of motor control is that movement speed declines as accuracy demands increase and that accuracy of movement declines as execution speed increases. Since Woodworth's (1899) seminal account, this trade-off between speed and accuracy of movement has continued to receive a great deal of attention (for an overview, see Plamondon & Alimi, 1997 ). Yet, the origins of the speed-accuracy trade-off are still under debate. Moreover, the speed-accuracy trade-off can take on different forms, depending on whether spatial accuracy is imposed and speed is to be maximized (e.g., Fitts, 1954) or speed is imposed and spatial accuracy is to be maximized (e.g., Schmidt, Zelaznik, Hawkins, Frank, & Quinn, 1979) . In this article, we examine the effect of imposing either speed or spatial accuracy on the characteristics of movement. Analyzing kinematic features of movements provoked by these different constraints served as a basis to propose a mechanism that explains the origins of the speed-accuracy trade-off.
Imposing constraints on spatial accuracy is the most studied case in speed-accuracy research. In this type of experiment, movement distance D and allowed endpoint variability-target width W-are imposed under the instruction that the movement speed has to be maximized. The ratio of D/W captures the relative precision requirement, increasing with larger distances and smaller targets. In such an experimental setting, movement time varies linearly with an index of difficulty (ID) defined as log 2 (2D/W).
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This relation is one of the most robust in motor control and is named Fitts's law, after Fitts (1954; Fitts & Peterson, 1964) , who formalized it. We refer to experimental settings in which the targets are imposed as distance-constrained tasks (cf. Zelaznik, 1994) .
A different type of speed-accuracy trade-off is reported when movement speed is imposed and spatial accuracy is to be maximized. In these experiments, speed is dictated by a specified movement time and a target line-or two target lines when movements are performed reciprocally-that designates movement distance. The instruction to the participants is to hit the target line or lines. Schmidt et al. (1979) reported that the spatial variability around the goal increased linearly with movement speed, showing that constraining movement speed generated a linear version of the speed-accuracy trade-off. We refer to this experimental setting as a velocity-constrained task (cf. Zelaznik, 1994) .
Not only the shape of the trade-off but also the control mechanisms invoked to explain these relations differ for the distanceconstrained task and the velocity-constrained task. Explanations for the logarithmic shape of the trade-off observed in the distanceconstrained task most often refer to feedback mechanisms involved in bringing the effector to end up in the target region (Crossman & Goodeve, 1963 cf. Keele, 1968) . The linear shape of the speed-accuracy trade-off in the velocity-constrained task is generally assumed to result from variability properties inherent to a preprogrammed impulse-the latter being equal to the integral of the force-time curve (Schmidt et al., 1979 ). An account attempting to unify both speed-accuracy trade-offs, the stochastic optimized submovement model (Meyer, Abrams, Kornblum, Wright, & Smith, 1988; Meyer, Smith, Kornblum, Abrams, & Wright, 1990) , argues that a movement is an ideal trade-off between primary and secondary submovements, combining feedback mechanisms with impulse variability principles. This brief overview shows the variety in control mechanisms proposed to explain the speed-accuracy trade-offs. Hancock and Newell (1985) pointed out that in the linear and logarithmic speed-accuracy trade-offs, variables of different dimension are related: In the logarithmic relation, the imposed spatial constraints are related to generated movement time (i.e., speed), and in the linear trade-off the imposed speed is related to the produced spatial error around the target. Hancock and Newell (see also Newell, Carlton, & Kim, 1994 ) went on to suggest that the reference frames in relation to which the variability in performance is measured in these classic speed-accuracy trade-off paradigms were arbitrary and therefore prone to give rise to artifacts. Instead Newell and colleagues argued that a movement variable and its error should be measured in a common frame of reference, that is, error in time should be related to movement time and error in space should be related to movement distance.
Newell and colleagues (Hancock & Newell, 1985; Newell et al., 1994 ) advocated a space-time approach to speed-accuracy behavior in which the error in one dimension is traded for error in the other dimension. In this view, the observed trade-off emerges from the way the constraints in the task dictate the way the error in different dimensions is treated. Such a position also does justice to the situation in everyday life in which, often, both spatial and temporal constraints have to be met, for instance, when catching a falling cup. Although we therefore share the standpoint that space and time really are two sides of the same coin, we note that Newell and colleagues (Hancock & Newell, 1985; Newell et al., 1994) concentrated their efforts on the statistical manifestations of behavior at the level of task performance because in their approach it is the error-the outcome of the behavior-that is analyzed. We suggest that revealing the origins of the speed-accuracy trade-off, or trade-offs, requires studying behavior at another level. Therefore, in these experiments, we studied the kinematics of the movements produced under the different constraints to propose a mechanism to understand the different versions of the speed-accuracy trade-offs. To do this, we started from the dynamical systems approach to movement coordination.
The dynamic systems approach to motor coordination is well known for modeling rhythmic movements as self-sustained oscillators (Beek, Peper, & Stegeman, 1995; Beek, Rikkert, & Van Wieringen, 1996; Haken, Kelso, & Bunz, 1985; Kay, Saltzman, Kelso, & Schöner, 1987; Kelso, 1995; Mottet & Bootsma, 1999) .
The strength of this approach lies in its ability to derive underlying principles of organization from kinematics of the movement. Applying this approach to movement behavior in a reciprocal distance-constrained task, Mottet and Bootsma (1999) demonstrated that the full range of kinematic patterns evoked by changes in ID could be understood as resulting from parametric variations of an otherwise invariant dynamical structure including linear and nonlinear stiffness and damping terms (also see Fernandez & Bootsma, 2004 .
2
This article extends the work of Bootsma (1999, 2001 ) in that we focus not only on a distance-constrained task but also on a velocity-constrained task. A main contribution of the article is that we provide an oscillator model of the velocityconstrained task, which has not been available to date. To determine the role of task constraints, such as speed and distance, we examined how oscillator elements required to describe the behavioral patterns varied with these constraints (cf. Bingham, Schmidt, Turvey, & Rosenblum, 1991) . Revealing the relation between sets of constraints and the properties of the limit cycle portraying the differences in behavior should enable us to provide an explanation of the two speed-accuracy trade-offs within one paradigm. This, then, is the key point of this article.
To reveal the building blocks of the oscillator model, participants performed the two tasks in subsequent sessions. Because we searched for oscillator components, we asked participants to perform reciprocal 3 aiming movements. The experimental trick was that the imposed variable and the dependent variable swapped in subsequent sessions in which Experiment 1 started with the velocity-constrained task and Experiment 2 started with the distance-constrained task. The idea behind swapping the tasks over the two sessions was that in terms of speed and accuracy, the same movement was to be performed in each session but the constraints under which this movement was performed differed. In this way, the most clear-cut effect of the constraints would be observed. Comparing the kinematics obtained in the different sessions enabled us to gauge the effect of constraints on the kinematics and, thereby, reveal the oscillator components required to describe the two tasks.
Finally, we are not the first to compare behavior when speed and accuracy constraints are varied: Carlton (1994) asked participants to perform a discrete velocity-constrained task and used the spatial 2 Note that in nonlinear dynamics, damping and stiffness terms are abstract control parameters describing the behavior of the system as a whole, whereas in biomechanics they refer to dynamic properties of internal structures.
3 In most studies addressing speed-accuracy relations, a discrete aiming task was used, whereas this study examined reciprocal aiming movements. Because the dynamic systems approach to motor control is further developed for cyclical movements Kelso, 1995) , we took the reciprocal paradigm as a starting point. It is important that both the linear and the logarithmic speed-accuracy trade-offs have been shown in the reciprocal paradigm (Fitts, 1954; Schmidt et al., 1979) . Several studies have suggested that discrete and reciprocal movements originate from different modes of motor control (Adam, Van der Bruggen, & Bekkering, 1993; Guiard, 1997; Smits-Engelsman, Van Galen, & Duysens, 2002; Schaal, Sternad, Osu, & Kawato, 2004) . Future research should address whether our findings in the reciprocal paradigm also apply to discrete aiming. endpoint variability to construct the targets to be used in the subsequent distance-constrained task. The analysis revealed that the velocity-constrained task was executed with a single submovement, whereas two submovements were used for the distanceconstrained task (cf. Yao & Fischman, 1999) . This study extends these findings in important respects. By adopting the nonlinear dynamics approach to motor coordination, our analyses exploit the full kinematic pattern and do not just select one aspect, the number of submovements. Moreover, performing first a velocityconstrained task and then a distance-constrained task-as was done by Carlton (1994) -allows the spatial accuracy at the end point to be similar over the tasks. In Experiment 2, we presented the tasks in reverse order to examine the effects of keeping the movement time the same in the two tasks.
In this article, we discuss two experiments. In both experiments, participants performed two sessions consisting, respectively, of a distance-constrained task and a velocity-constrained task. The analyses focus on how these tasks affect the movement kinematics. These results are used to develop an oscillator model that can capture the behavioral essentials in the two tasks. This should enable us to reveal underlying principles from which the different speed-accuracy trade-offs originate. Finally, until now the linear speed-accuracy trade-off has only been addressed for movements lasting less than 500 ms. 4 If we want to establish the origins of this trade-off, we need to determine whether the linearity of the relation when speed is prescribed is not an artifact of the range in which the movements are measured. Therefore, a subgoal of Experiment 1 was to determine whether the linear trade-off holds for movements of long duration.
Experiment 1

Method
Participants. Five men and five women, ranging in age from 20 to 54 years, volunteered to participate in this experiment. The average age over all participants was 27.4 years (SD ϭ 9.9 years). All participants were right-handed and had normal or correctedto-normal vision. All participants signed a written consent, and none received compensation.
Apparatus. The movements were made with a stylus-that left no trace-on a Wacom Ultrapad A3 graphics tablet (Wacom Company, Tokyo, Japan). Connected to a PC running the program OASIS (de Jong, Hulstijn, Kosterman, & Smits-Engelsman, 1996) . The movement of the stylus was sampled at a frequency of 170 Hz. An A3 sheet on which targets were printed as vertical lines or bars, depending on the task, was attached to the tablet in landscape orientation.
Procedure. Participants positioned the graphics tablet comfortably. In the first session, participants performed a velocityconstrained task in which beeps produced by the PC specified movement time between target lines; the beeps continued throughout the trial. In the second session, target bars specified spatial accuracy in a distance-constrained task. Each session began with a practice trial, the 20-cm-600-ms or the 20-cm-4.5-ID condition, respectively.
Each trial commenced with calibrating the position of the target sheet on the tablet by making a vertical back and forth movement on each lateral side of the sheet. After calibrating, the participant placed the pen on the left target and started the reciprocal movement between the targets. After approximately 60 aiming movements (i.e., half cycles), the experimenter indicated the end of the trial.
After completion of the first session (velocity-constrained task), the positions of all movement reversals were determined. For each condition, we averaged the standard deviation of left and right movement reversal positions of individual participants to compute the widths of the targets to be used in the distance-constrained task such that 95% of the reversals would have occurred within the target area (see Welford, 1968) . With the targets thus defined, participants performed the distance-constrained task during the second session, which took place within 2 weeks.
To ensure that participants performed the tasks as instructed, each trial had to meet a criterion. For the velocity-constrained task, the criterion was that the movement time (i.e., duration of a half cycle) of at least 50% of the half cycles had to fall in a 10% window around the goal movement time, checked immediately after each trial. If the criterion was not met, participants repeated the trial. In the distance-constrained task, the movement reversal had to occur in the target region in at least 95% of the half cycles. To avoid participants moving slower than necessary, they had to repeat the last trial when two subsequent trials had an accuracy performance of 100%, with the advice to speed up. When the error rate was too high, the trial was repeated with the advice to slow down.
Design. In the first session, the imposed movement time had six levels (200, 300, 600, 900, 1,200, and 1,500 ms). Four distances between the target lines were used (5, 10, 20, and 30 cm), making a total of 24 conditions presented in random order to the participants. In the second session, the same four distances (5, 10, 20, and 30 cm) were used to position the target centers. Targets varied in width from 0.25 to 3.98 cm. This led to 24 IDs ranging from 3.3 to 6.4. As was to be expected, a longer beep interval in Session 1 corresponded to a smaller target width in Session 2.
Data analysis. Because we were interested in the stabilized rhythmic part of the performance, we considered the first 10 half cycles practice and did not use them for further analyses. We retained half cycles 11 to 50 (i.e., 40 movements between targets) for the analyses, independent of whether task requirements were met in individual half cycles. To determine variability around the target lines and resultant movement time, the reversal points were detected for each cycle from the extremes in the raw position data along the horizontal axis. The variability around target lines was computed as the average over the 2 standard deviations of the 20 reversal positions at each side. Resultant movement time was computed as the average movement time over the 40 half cycles.
Analyses of the movement trajectories included the position, velocity, and acceleration profiles. The time derivatives were obtained using a 3-point central difference algorithm and subsequently filtered with a low-pass recursive Butterworth filter applying a cut-off frequency of 10 Hz. To eliminate differences in 4 Woodworth (1899) included movements that were paced at 1.5-and 3-s intervals-very slow movements. Unfortunately, he did not analyze the linearity of the relation between movement speed and spatial variability. Visual inspection of his Figure 2 on p. 29 suggests that he found a linear speed-accuracy trade-off for movements with a movement time between 375 and 1,500 ms-corresponding to 40 and 160 taps per minute-which leveled off for faster and slower movements. kinematic profiles depending on particularities of conditions, the data were normalized according to movement time and amplitude. Rewriting time in units of cycle time and amplitude in units of half the distance (Beek & Beek, 1988 ) did this.
To reveal the nature of the dynamics underlying the behavior, we used the W method, developed by Beek and Beek (1988) , to identify the dynamical model describing kinematic patterns. In the first step of the W method, the normalized kinematics were averaged over participants and plotted in a so-called phase plane (position vs. velocity) and a Hooke plane (position vs. acceleration). These (normalized) graphs are particularly useful to depict deviations from harmonic (i.e., sinusoidal) behavior; perfect harmonic behavior will produce a circle with radius 1 in the phase plane and a straight line with a slope of Ϫ1 in the Hooke plane. Deviations from harmonic behavior signal the basic nonlinear elements that need to be included in the equation of motion to produce the limit cycle behavior. Fitting the parameters of the model derived to the normalized data with a multiple regression analysis pinpoints the exact shape of the equation of motion. Differences in fitted parameters reflect differences in the contribution of oscillator components required to describe the behavior in each condition.
Mottet and Bootsma (1999) developed a limit cycle oscillator model to account for behavior in the distance-constrained task. Because we are not aware of any attempts to model the rhythmic version of a velocity-constrained task as a limit cycle and we do not want to overlook behavioral features in this task that deserve modeling, we built up an oscillator model from the basis.
The most general form of the equation of motion producing oscillator behavior is
where x is the normalized spatial deviation from the origin and the dot represents differentiation with respect to time. The conservative elastic, or stiffness, terms are grouped in g(x) and the dissipative, or damping, terms are grouped in f͑x, ẋ͒ẋ. Stiffness, or elasticity, is related to the position of a mass-spring system, and its value refers to the force necessary to compress and extend a spring to a certain degree. The damping, also referred to as viscosity or friction, refers to the resistance the system has to movement and is related to the velocity. The exact terms to be included depend on the kinematic characteristics observed in the data. Possible nonlinear functions that are well studied in different branches of science-also in movement sciences; see Beek and Beek (1988) , Beek et al. ( , 1996 , Kay et al. (1987) , Mottet and Bootsma (1999) , and Zaal, Bootsma, and Van Wieringen (1999) -are the Duffing, Rayleigh, and Van der Pol series. Duffing terms represent nonlinear stiffness, Rayleigh terms represent velocity-dependent damping, and Van der Pol terms represent position-dependent damping. We used qualitative features in the normalized graphs as a guide to decide which terms were needed to describe the behavior in the two tasks.
Results and Discussion
In this experiment, participants made reciprocal aiming movements in a velocity-constrained task in the first session and in a distance-constrained task in the second session. Before we turn to the origins of the behavior using the dynamic systems approach, we first show the differences in behavior in the two tasks.
Linear and logarithmic speed-accuracy relations. We first needed to establish that our participants followed the particular trade-offs that are commonly found in the velocity-constrained and distance-constrained tasks. Figure 1 shows the speed-accuracy relations for each of the two tasks according to their respective traditional logic: spatial variability around the target linesdefined through effective target width W e -as a function of imposed average movement speed for the velocity-constrained task in Figure 1A and movement time as a function of ID for the distanceconstrained task in Figure 1B . Regression analyses confirmed the apparent linearity in the graphs: For the velocity-constrained task data, we found a positive linear relation, W e (cm) ϭ 0.062 ϩ 0.007 ϫ Speed (cm ⅐ s Ϫ1 ), with r 2 ϭ .97 and F(1, 22) ϭ 651.58, p Ͻ .0001. This result reveals that the linear W e -speed relation reported earlier in the velocity-constrained task (Schmidt et al., 1979; Wright & Meyer, 1983 ) also holds for movements of long duration, implying that the linear speed-accuracy trade-off holds over a much longer range than formerly assumed. We tested the logarithmic relation in the distance-constrained task of Session 2; regressing movement time onto ID-log 2 (2D/W)-showed a positive linear relation, MT (s) ϭ Ϫ0.308 ϩ 0.196 ‫ء‬ ID, with r 2 ϭ .97 and F(1, 22) ϭ 681.34, p Ͻ .0001, confirming earlier findings (Fitts, 1954; Langolf, Chaffin, & Foulke, 1976) .
For this study, it is more important to confirm that the behavior in the two tasks is qualitatively different than to show that the shapes of the speed-accuracy trade-offs differ (cf. Hancock & Newell, 1985) . To get an impression of the differences in the timing of the behavior, we plotted the variability (standard deviation) of movement time as a function of movement time for each condition in the two tasks in Figure 1C . The regression lines, of which the slopes represent the Weber slopes, are also plotted. To establish whether the Weber slopes, and thus the timing of the behavior, differed in the two tasks, we computed the Weber slopes for each individual participant and tested these in a paired t test. This analysis showed that the Weber slopes differed for the two tasks (the mean slope in the velocity-constrained task was 0.084, SE ϭ 0.006; the mean slope in the distance-constrained task was 0.110, SE ϭ 0.010), t(9) ϭ 4.21, p Ͻ .005, Cohen's D ϭ 1.33, clearly demonstrating that the temporal behavior was more stringent in the velocity-constrained task than in the distanceconstrained task.
The analyses presented so far show that a linear speed-accuracy relation described the behavior in the velocity-constrained task, and a logarithmic relation represented the behavior in the distanceconstrained task, in agreement with long-standing findings (Fitts, 1954; Schmidt et al., 1979) . More important, we showed that the linear relation holds for a range of movement duration much larger than tested before, varying from 200 ms (giving rise to very fast average movement speeds, reaching 150 cm ⅐ s Ϫ1 for the 30-cm distance) to 1,500 ms (resulting in very slow average movement speeds, reaching 3.3 cm ⅐ s Ϫ1 for the 5-cm distance). Moreover, the temporal behavior in the two tasks was distinctively different, implying that comparing the kinematics producing the two speedaccuracy trade-offs may provide glimpses into their origins.
Graphical analyses. To find the elementary components making up the limit cycle behavior, we commenced with graphically examining the normalized kinematic profiles, following Beek and Beek's (1988) W method. Typical patterns in the phase portraitthat is, deviations from unit circle-and in the Hooke portraitthat is, deviations from a straight line-are indicative of the underlying movement organization (cf. Mottet & Bootsma, 1999) . Of course, the patterns in the phase portrait and in the Hooke portrait are intrinsically related. In our case, the interesting deviations are best visible in the Hooke portrait, so this was where we started our analyses. The phase plane was presented to complement the analyses at later stages.
The averaged normalized Hooke portraits and phase portraits of the conditions of the velocity-constrained task are presented in Figures 2A and 2B , respectively. Figure 2A clearly illustrates the effects of movement speed: The plots in the left column of the figure-depicting the conditions with the highest movement velocities-showed a straight line in the Hooke portrait, indicating harmonic behavior. Note that some deviations from linearity, indicated by the opening of the Hooke portraits, showed up for the larger target distances, probably because of the very high move- Figure 1 . The speed-accuracy trade-offs depicted in a conventional way for the two tasks in the two experiments. Panels A and D present the relation between effective target width (W e ) and imposed movement speed for the velocity-constrained task in Experiment 1 (E1) and Experiment 2 (E2), respectively. Panels B and E present the relation between movement time and ID for the distance-constrained task in Experiment 1 and Experiment 2, respectively. Panels C and F present the Weber slopes for the two tasks of Experiment 1 and Experiment 2, respectively. ID ϭ index of difficulty; V-C ϭ velocity-constrained task; D-C ϭ distanceconstrained task. ment speed required. We come back to this issue at a later stage. In a gradual fashion, deviations from a straight line became visible when shifting attention to the top right corner of the graphdepicting the shortest target distance and the longest movement time, that is, the lowest velocity. This gradual change in complexity of the plot represented the progressive appearance of nonlinearities in the dynamics producing the movement.
Before establishing the exact nature of the nonlinearities underlying the movements in the velocity-constrained task, we examined behavior in the distance-constrained task. Note that movement velocity was only implicitly prescribed in this second session. To be able to compare behavior in the two sessions, Figure 3 shows the averaged normalized Hooke portraits for Session 2 in an order that is matched to Figure 2 , and the columns and row headings were kept alike. Inspection of Figure  3A revealed small deviations from a straight line at the bottom left depicting the conditions with large targets far apart (fast movements), whereas nonlinearities arose gradually when mov- ing to the upper right where targets were smaller and closer together (slow movements). These changes in dynamics when ID increased and movement speed declined were in agreement with earlier findings in a distance-constrained task (Buchanan, Park, Ryu, & Shea, 2003; Buchanan, Park, & Shea, 2004; Fernandez & Bootsma, 2004; Fernandez, Warren, & Bootsma, 2006; Mottet & Bootsma, 1999 ) and showed that as in the velocity-constrained task, nonlinearities emerged when movement speed was lower.
Both tasks of Experiment 1 showed that movements performed at lower speeds had kinematics indicating nonlinearities in the underlying control mechanisms. Understanding these nonlinearities serves as an entry into the origins of the speed-accuracy trade-offs. We commenced with establishing whether those non- Figure 3 . The averaged, normalized Hooke's portraits (acceleration vs. position; A) and the averaged, normalized phase portraits (velocity vs. position; B) for the conditions of Session 2 (distance-constrained task) of Experiment 1. Each graph depicts the averaged normalized portrait of one condition, and the conditions correspond for Panels A and B. Note that no beeps were presented in this session, but the labeling through the beep interval was maintained to indicate the corresponding conditions in Figure 2. linearities are the same in the two tasks. This is a key question of this article.
Oscillator model. The kinematics as shown in Figures 2 and 3 characterize the basic elements that have to be included in the equation of motion producing the required limit cycle behavior. Which features of the graphs are indicative of certain types of nonlinearities? As mentioned earlier, a straight line in the Hooke plane characterizes pure harmonic behavior, with the slope of the line representing the magnitude of the (linear) stiffness constant of the system (equal to Ϫ1 in normalized space and time). In both tasks, stiffness locally changed in the vicinity of the reversal point, indicated by a nonconstant slope in the Hooke portrait, which can be accounted for by a Duffing term (i.e., g(
). In addition to not being linear overall, the shape of the Hooke portrait revealed loops and intersections. This implies the presence of nonlinear damping; for both tasks, the phase portrait was skewed to the second and fourth quadrants, indicating that peak velocity is reached in the first part of the movement. This is captured by a nonlinear Rayleigh term (f͑x, ẋ͒ẋ ϭ ͑1 Ϫ ẋ 2 ͒ẋ ϭ ẋ Ϫ ẋ 3 ), leading to the following equation of motion:
Note that this model is defined in normalized space and time (see Mottet & Bootsma, 1999 , for the transformations between normalized and non-normalized space-time). The coefficients are indexed according to the W-method notation, where c ij denotes the coefficient of x i ẋ j . As explained before, nonlinear functions included in the model represent Rayleigh and Duffing series (henceforth, referred to as the RD model). It is worth noting that this is the same model as suggested by Mottet and Bootsma (1999) for the distance-constrained task.
It is important that the types of terms included in the model were similar for the two tasks, suggesting that the RD model captured the behavior in both tasks. However, the behavior in the two tasks was not identical, as the difference in Weber slopes demonstrated, thus requiring different settings of the model's coefficients. This setting indicates how the various stiffness and damping terms contribute to the observed behavioral phenomena, which is the next step in the analyses.
Model parameters. Still following the W method, we regressed x, x 3 , ẋ, and ẋ 3 onto ẍ for the averaged normalized cycles for each condition separately to obtain the model parameters (c 10 , c 30 , c 01 , and c 03 , respectively). The explained variance of these fits ranged from 92% to 100% in the velocity-constrained task and from 96% to 100% in the distance-constrained task. Not all the models resulting from the regression fits were self-sustaining. For the nonstable solutions, an optimization routine (fminsearch of Matlab, The Mathworks, Natick, MA) using numerical simulations found stable solutions near the parameter values of the regression analyses. For all conditions except the 20-cm-600-ms condition in the velocity-constrained task and the 10-cm-300-ms condition in the distance-constrained task, we found a self-sustaining solution 5 (largest parameter adjustment required was 0.036 in Session 1 and 0.139 in Session 2). If no stable model was found, we retained the regression fits.
The values of the parameters showed that for both the stiffness and the damping functions, linear and nonlinear terms covaried, particularly within tasks. In general, the system was stiffer in the distance-constrained task than in the velocity-constrained task, and this difference was larger for movements with lower speeds. The coefficients of the damping function (c 01 and c 03 ) increased rather monotonically with decreasing movement speed in both tasks, and the values were somewhat smaller in the velocity-constrained task.
6 With respect to the absolute values of the coefficients, stiffness and damping parameters globally fell in the same range in the velocity-constrained task, whereas the stiffness coefficients were larger than the damping coefficients in the distanceconstrained task.
To understand the relative contributions of linear and cubic terms, we divided the cubic parameter by the linear parameter, which reflects the contribution of the nonlinear term relative to the linear term. Larger ratios represent a larger contribution of the nonlinear terms. 7 The ratios are plotted in Figure 4 . In the velocity-constrained task, the stiffness ratio demonstrated an increase in the contribution of nonlinear stiffness until beep intervals reached 600 ms, followed by a decrease from 900-to 1,500-ms beep intervals. The stiffness ratio increased gradually in the distance-constrained task with higher IDs (i.e., slower movement speeds) being characterized by a stronger nonlinear contribution. The damping ratio remained rather constant for the velocity-constrained task; it increased slightly with slower movements indicative of an increased contribution of nonlinear damping. The damping ratio slightly decreased with smaller movement speeds in the distance-constrained task, denoting a decreasing contribution of nonlinear damping. Overall, nonlinear damping contributed more in the velocity-constrained task, and nonlinear stiffness contributed more in the distance-constrained task. As expected, the differences between the tasks were largest at the slowest speeds. Our findings with respect to changes in parameters for the distance-constrained task were comparable with what was observed by Mottet and Bootsma (1999, see their Figure 6 ).
In sum, stiffness coefficients were higher for the distanceconstrained task than for the velocity-constrained task, especially 5 The optimization fits were performed such that during model simulations, they ran at least 10 cycles. Occasionally, the model started to deviate from the limit cycle in the last part of the numerical simulation, indicating a nonstable solution. Excluding parameters from the fits did not prevent this from happening, suggesting that the model could not completely cover all situations. This indicates that further modeling, such as adding additional (quintic) terms (cf. Mottet & Bootsma, 1999) , is required to fully describe this behavior (see also van Mourik, Daffertshofer, & Beek, 2008) . The current discussion is not at such a refined level of modeling. Therefore, for all practical purposes we worked with the solutions as produced by the current simulations.
6 Some of the fast-movement conditions plotted in the bottom left corner of Figure 2B showed a velocity profile that reached its peak in the second half of the trajectory. This is indicative of Van der Pol damping, showing up as negative coefficients of the Rayleigh terms in the model fits. Because Rayleigh damping is clearly predominant in the slowest or most difficult conditions, for reasons of simplicity we only included this term in the model. Because of the use of average cycles, the present method focuses on the predominant damping terms. However, it is not unlikely that both Van der Pol and Rayleigh damping may be operating, with Van der Pol damping sometimes becoming predominant for the fastest or least difficult conditions. This has also been observed in the distance-constrained task (see Mottet & Bootsma, 1999 ). for the slow movements. Damping terms were in the similar range for the two tasks for most of the movement speeds. In the velocityconstrained task, nonlinear damping contributed more, whereas in the distance-constrained task nonlinear stiffness contributed more, especially for the slower movements. In the following section, we interpret these parameter settings in light of the task requirements to find the origins of these different parameter settings. Task requirements and model parameters. For reasons of explanatory convenience, we start with the distance-constrained task. In this task, behavior in the neighborhood of the targets is what counts. Hence, for high IDs relatively more time is spent there, whereas the middle parts of the trajectories need to be covered as fast as possible. A system that is stiff in the middle and less stiff in the vicinity of the targets does this, with damping increasing the stability of the limit cycle (cf. Mottet & Bootsma, 1999) . The parameter settings exactly produce this pattern. For large IDs, the high nonlinear stiffness underlies the N shape of the Hooke portrait. The nonlinear, Rayleigh-type damping underlies the opening and crossings of the portraits, also stronger for larger IDs.
The task in the velocity-constrained task is to cover a certain distance in a specified time. Moving at a constant rate of phase progression is an adequate way of ensuring this because it renders progression in space and time proportional. Nonlinear stiffness leads to variations in phase progression-more time is spent in regions of lesser stiffness. Thus, keeping the influence of nonlinear stiffness relatively low minimizes variations in phase progression. Increased damping decreases the variability of the limit cycle around the attractor, making the time to reach the target more predictable, ensuring that the reversal points are reached at fixed times.
To conclude, the two tasks differ in the trade-off between global stabilization of movement (operated through nonlinear damping) and local control of movement speed (operated through nonlinear stiffness). In the velocity-constrained task, nonlinear damping plays a more important role than nonlinear stiffness, the more so the lower the movement speed. In the distance-constrained task, nonlinear stiffness plays a more important role than nonlinear damping, the more so the higher the task difficulty. One might remark that other task constraints are also acting in these tasks, minimizing spatial variability around the target in the velocityconstrained task and maximizing overall movement speed in the distance-constrained task. However, these instructions constitute global constraints, operating at the level of a trial (i.e., the series of aiming movements), whereas the imposed constraints operate at the level of individual aiming movements. The latter constraints are therefore more powerful than the former. Thus, we suggest that it is the timing constraint in the velocity-constrained task that evokes the predominant modulation of the nonlinear damping, whereas it is the spatial accuracy constraint in the distanceconstrained task that evokes the predominant alterations in nonlinear stiffness.
Variability in phase progression. Our final analysis aims to corroborate this conclusion and is inspired by the fact that nonlinearities in the damping function show up as changes in the shape of the portrait, whereas nonlinearities in the stiffness function lead to an unequal spread of data points on the limit cycle. Hence, our results so far suggest that in the velocity-constrained task the phase angle progression should be rather constant because of the lower nonlinearities in stiffness and the stabilizing effect of nonlinear damping. In the distance-constrained task, the rate of phase progression should be more variable because of the higher levels of nonlinear stiffness. To investigate this idea, the final part of the analyses examined whether the rate of phase advancement indeed proceeded more constantly in the velocity-constrained task than in the distance-constrained task.
We regressed the phase angles of the averaged normalized phase planes (such as depicted in Figures 2B and 3B ) onto the normalized time steps. The regression coefficient should be (close to) unity if the rate of phase angle advancement was constant and smaller if it was variable. To measure the nonlinearity of phase progression, we used 1 Ϫ r 2 , which is small when nonlinearity is small and high when nonlinearity is high. We expected a small nonlinearity in the velocity-constrained task but a high nonlinearity in the distance-constrained task. Figure 5A shows the nonlinearity of phase progression for each of the 24 averaged normalized cycles of each task. Phase progression was more constant in the velocity-constrained task than in the distance-constrained task, which was particularly clear for the slow movements. For the fast movements, the nonlinearity of phase progression of the two tasks was low and partly overlapped-note that similar dynamics produced the movements. The most difficult condition in the distance-constrained task showed the strongest deviation from constant phase progression, as we expected.
From this we conclude that a task-specific parameterization of a basic set of elements of a nonlinear second-order (mass-spring) system could account for the behavior in the two tasks. In the velocity-constrained task, the progression of the phase angle was maintained regularly, achieved by keeping nonlinear stiffness low and increasing nonlinear damping. In the distance-constrained task, locally decreasing the stiffness allowed to exert more local control in the targets' vicinity.
We argued that an important part of the difference in parameter setting between the two tasks is because of the difference in timing requirements. However, it is important to realize that the movement times in the two tasks in fact differed to a large extent. For instance, in Session 1, the averaged movement times ranged from 194 to 1,497 ms, whereas in Session 2 the range was from 367 to 938 ms. Therefore, our conclusion regarding the parameter setting might simply result from differences in movement times. To test this possibility, we conducted an experiment that commenced with the distance-constrained task and used the resultant behavior to compute the movement times specified in a velocity-constrained task performed in the second session. In this second experiment, the movement times in the two sessions were thus equal and the task constraints differed. If a similar type of parameter setting is found in Experiments 1 and 2, we can conclude that this setting depends on the task requirements rather than on specific characteristics of experimental conditions.
Experiment 2
Method
The setup and data analyses in this experiment were similar to those of Experiment 1. The experiments differed only in the participants and in the design. Ten new participants (5 men and 5 women), ranging in age from 18 to 44 years (M ϭ 24.5, SD ϭ 7.3 years), participated. All participants but 1 were right-handed, and all had normal or corrected-to-normal vision. All participants signed a written informed consent before the start of the experiment.
The same apparatus as in Experiment 1 was used. The tasks were also similar to those of Experiment 1, but they were presented in the reverse order. In the first session, participants performed the distance-constrained task in which target size and target distance were varied. After all participants completed all Figure 5 . Nonlinearity of the rate of change over time of phase angle for all conditions of the two tasks (velocity-constrained and distance-constrained) for Experiment 1 (A) and Experiment 2 (B). ID ϭ index of difficulty; V-C ϭ velocity-constrained task; D-C ϭ distance-constrained task. the trials, we computed the average movement time for each condition. These movement times were used to specify speed in the second session (velocity-constrained task); targets were presented as lines, and beeps dictated movement rhythm.
Variations in movement distances (5, 10, 20, and 30 cm, identical to Experiment 1) and ID (3.5, 4.0, 4.5, 5.0, 5.5, and 6.0) gave rise to 24 conditions in the first experimental session, presented in a different random order for each participant. The IDs were created by using target widths between 0.17 and 5.3 cm. The imposed movement times in Session 2 ranged from 346 to 930 ms, and the same intertarget distances were used as in Session 1 (5, 10, 20, and 30 cm).
Results and Discussion
The aim of Experiment 2 was to test whether the conclusions drawn in Experiment 1 held when movement times were equal over the two sessions. The analyses were built up in the same way as in Experiment 1.
Linear and logarithmic speed-accuracy relations. We tested the classic logarithmic speed-accuracy relation in the distanceconstrained task of Session 1, shown in Figure 1E , through a linear regression analysis on the averages with ID as the independent variable and movement time as the dependent variable, demonstrating a strong relation; MT ϭ Ϫ0.413 ϩ 0.216 ϫ ID, with r 2 ϭ .95 and F(1, 22) ϭ 424.24, p Ͻ .0001. In Session 2, a velocityconstrained task was performed, shown in Figure 1D . As expected, the regression analyses showed a linear increase between speed and spatial variability, W e ϭ 0.086 ϩ 0.007 ϫ Speed, with r 2 ϭ .97 and F(1, 22) ϭ 652.35, p Ͻ .0001.
To examine whether the temporal behavior in the two tasks was qualitatively different, we plotted the standard deviation of movement time as a function of movement time for the two tasks in Figure 1F . The t tests on the Weber slopes for the individual data confirmed that the temporal behavior was less variable in the velocity-constrained task than in the distance-constrained task, pointing to the qualitative differences in task performance (mean slope in the distance-constrained task was 0.135, SE ϭ 0.010; mean slope in the velocity-constrained task was 0.099, SE ϭ 0.012), t(9) ϭ 3.07, p Ͻ .05, Cohen's D ϭ 0.97. The remainder of the analyses addresses the dynamics underlying the task behavior.
Graphical analyses. As in Experiment 1, we used Hooke portraits to graphically examine differences over conditions within a task and over the two tasks. Figure 6 shows the Hooke portraits and phase portraits for the conditions with the longest distancelowest ID and with the shortest distance-highest ID of the distance-constrained task of Session 1 and its corresponding conditions of Session 2. Close-to-harmonic behavior was observed in the large target distance and low ID conditions, whereas the typical N-shaped form (cf. Mottet & Bootsma, 1999) emerged in the small target distance and high ID conditions. Note the correspondence with patterns depicted in Figure 3 , displaying the same task performed in Experiment 1.
The Hooke portrait of a fast movement over a long distance is almost a straight line in the velocity-constrained task (see Figure  6 ). Again, occasionally Van der Pol damping was observed as the Hooke portrait begins to open, with peak velocity occurring in the first and third quadrants of the phase plane (see footnote 6). Signatures of nonlinearity clearly show up in the Hooke portrait in the slow movement-short distance condition. Comparing the Figure 6 . The upper row shows the averaged, normalized Hooke's portraits (acceleration vs. position) and the lower row presents the averaged, normalized phase portraits (velocity vs. position) for the conditions of Session 1 (distance-constrained task) in the right two columns and for the conditions of Session 2 (velocity-constrained task) in the left two columns of Experiment 2. The graphs in the third column show the farthest distance-lowest index of difficulty (ID) condition, and the fourth column shows the smallest distance-highest ID condition in the distance-constrained task. The first and the second column show the corresponding conditions in the velocity-constrained task, respectively. Note that targets were presented as lines in this condition and beeps determined movement time, but the labeling through the ID was maintained to indicate the corresponding conditions over the two tasks.
Hooke portraits for the two experiments would, at first glance, not reveal full similarity; in Experiment 1 (Figure 2) , the nonlinearity seems more pronounced than in Experiment 2 (Figure 6 ). However, the maximum imposed movement time in Experiment 2 was 930 ms, which was considerably smaller than the 1,500 ms of Experiment 1. Visual comparison of the Hooke portraits of the most extreme condition of Experiment 2 and the 5-cm-900-ms condition of Experiment 1 (Figure 2A) showed striking similarities. Hence, the dynamic characteristics of the velocity-constrained task could be observed in both tasks, although they were less articulate in Experiment 2 because of shorter movement times.
Overall, the graphs showed that the Hooke (and phase) portraits of the two tasks were in general rather similar over the two experiments; any differences seemed to be the result of differences in range-of-movement times. What about the dynamics? Fitting the dynamical model. As can easily be seen in Figures  2, 3 , and 6, the main features in the kinematics indicating the nonlinear terms to include in the dynamical model were similar in Experiment 1 and 2: In both tasks, the Hooke portraits of the most difficult-slowest conditions showed deviations from a straight line, indicating nonlinear stiffness, and differences between accelerative and decelerative phases, a signature of nonlinear damping. This demonstrated that the RD model sufficed to capture the movement kinematics in this experiment, as it did in Experiment 1.
We fitted the RD model to the averaged normalized cycles using multiple regression (Beek & Beek, 1988) . Again, if parameter output of these regression analyses did not lead to self-sustaining models, numerical simulations were optimized to find stable solutions. This worked in 23 of the 24 conditions for both sessions (the 20-cm-4.5-ID condition in the distance-constrained task and the 5-cm-3.5-ID condition in the velocity-constrained task had no stable solution).
The linear stiffness and cubic stiffness coefficients both increased with task difficulty for the distance-constrained task but remained nearly constant for the velocity-constrained task. With regard to the damping terms, both the linear and the cubic damping coefficients were somewhat larger for the distance-constrained task than for the velocity-constrained task. In general, the trends in the parameters were rather similar for the two experiments, but the exact values differed somewhat because of differences in conditions; the minimal target size in Experiment 2 was smaller than that in Experiment 1, whereas the minimal movement time in Experiment 2 was larger than that in Experiment 1, affecting the maximal values of the stiffness and damping coefficients, respectively.
The stiffness ratio and the damping ratio-reflecting the contribution of the nonlinear term over the linear term for stiffness and damping, respectively-also showed similar trends in Experiment 2 compared with Experiment 1 (see Figure 4) . The stiffness ratio revealed that the relative contribution of nonlinear stiffness was higher in the distance-constrained task than in the velocityconstrained task, and this difference was larger for high-ID conditions that had slower movement speeds. The damping ratio showed an inverse effect; the relative contribution of the nonlinear damping decreased with increasing ID, but the contribution was higher for the velocity-constrained task than for the distanceconstrained task. As a result of the range of conditions, trends were less clear in the velocity-constrained task in this experiment.
To conclude, Experiment 2 showed, as did Experiment 1, that in a velocity-constrained task nonlinear damping parameters remained larger for slower movements, whereas in the distanceconstrained task nonlinear stiffness increased over ID. Clearly, both tasks need both stiffness and damping, but their roles differed: As rationalized in Experiment 1, velocity-constrained tasks demand a stable, predictable movement, achieved by small nonlinear stiffness and relatively high nonlinear damping parameters. High-ID conditions in distance-constrained tasks require increased control when approaching targets and high movement speed in the middle part of the movement, engendered by high nonlinear stiffness parameters and smaller nonlinear damping parameters.
Variability in phase progression. This conclusion suggests that the rate of phase progression of the limit cycle should be more constant in the velocity-constrained task than in the distanceconstrained task, which we examined in our final analyses. As in Experiment 1, we regressed the averaged normalized phase angles for each condition onto normalized time to determine the constancy in phase angle progression. From the r 2 s we computed the measure of nonlinearity of phase progression presented in Figure  5B , demonstrating that the nonlinearity was higher in the distanceconstrained task than in the velocity-constrained task, as was the case in Experiment 1. The higher nonlinearity in the distanceconstrained task confirmed that the higher nonlinear stiffness in this task made the rate of phase progression more variable, especially for higher IDs, whereas the lower nonlinear stiffness, accompanied by higher nonlinear damping in the velocityconstrained task, maintained more constant phase progression, especially for slow movements. Experiment 2 showed that this difference in task performance could also be observed when movement times for corresponding conditions were kept similar.
General Discussion
We wanted, in this article, to propose a mechanism on the basis of which different versions of the speed-accuracy trade-off could be explained. The different shapes of the trade-off emerged dependent on whether a velocity-constrained or a distanceconstrained task was performed. Therefore, we studied the kinematics of effector movement under speed and accuracy constraints.
Our data reproduced the speed-accuracy relations found earlier: A linear relation between speed and accuracy was found to hold in the velocity-constrained task (Schmidt et al., 1979 ) and a logarithmic relation captured the speed-accuracy trade-off in the distanceconstrained task (Fitts, 1954; Fitts & Peterson, 1964) , as shown in Figure 1 . The trade-off in the distance-constrained task was in the range reported in the literature (Card, English, & Burr, 1978; Crossman & Goodeve, 1963 Guiard, 1993; Langolf et al., 1976; Mottet & Bootsma, 1999) , whereas that in the velocityconstrained task extended the results of previous studies: The linear relation had been shown to hold for movements lasting up to 500 ms (Schmidt et al., 1979; Wright & Meyer, 1983; Zelaznik, Shapiro, & McColsky, 1981; Zelaznik, Mone, McCabe, & Thaman, 1988) , but not for movements of a duration of 1,500 ms, as in this study. The linear speed-accuracy trade-off over this large range of movement durations calls into question the impulsevariability explanation relying on open-loop mechanisms: It is highly unlikely that movements of more than a second long are controlled with an open-loop mechanism (Meyer & Wright, 1982; Wright & Meyer, 1983) . Therefore, our findings point to the importance of searching for alternative control mechanisms underlying the speed-accuracy trade-offs.
To find the underlying control mechanism, we asked participants to perform reciprocal aiming movements while keeping performance characteristics (i.e., spatial accuracy at reversal points in Experiment 1 and movement times in Experiment 2) similar and the imposed constraints different over two experimental sessions. Temporal behavior differed between tasks; the Weber slopes in the velocity-constrained task were significantly smaller than in the distance-constrained task. Moreover, kinematics in the two tasks differed, especially when movement time was longer in the velocity-constrained task and smaller targets had to be reached in the distance-constrained task (see also Rieger, 2007) . This article's main contribution lies in the finding that an invariant dynamical structure, operationalized through a limit cycle model whose parameters had to be adjusted, could produce the different behavioral patterns that emerge as a function of the different constraints.
The proposed limit cycle model was a second-order (massspring) system including nonlinear stiffness (in the form of Duffing terms) and nonlinear damping terms (in the form of Rayleigh terms)-similar to the model proposed earlier by Mottet and Bootsma (1999) to explain movement behavior in the distanceconstrained task-that had to be parameterized differently depending on task and condition. In the velocity-constrained task, movement time was specified, whereas movements had to reverse as close as possible to the target, evoking a low degree of nonlinear stiffness and a high degree of nonlinear damping for low imposed movement speed. In the distance-constrained task, movements had to reverse in the target area while moving at maximum speed, eliciting a high degree of nonlinear stiffness and a moderate degree of nonlinear damping for the most difficult conditions. These findings bolster the idea that the two tasks differ in the trade-off between global stabilization of movement, realized through nonlinear damping, and local control of movement speed, instantiated through nonlinear stiffness. Follow-up investigations on phase progression confirmed this interpretation of the results. Therefore, the pattern of constraints operating determined the parameter setting of an invariant dynamical structure to produce the required movement.
However, it should come as no surprise that the different rhythmic movements, as performed in the current experiments, can be fitted with a self-sustaining second-order dynamical model, raising the question of what the added value is of modeling the two tasks with this model. Is it "just" curve fitting, as questioned by Rosenbaum (1998)? The crux of the current study lies in that the changes in the parameters required to capture the kinematics of the different tasks and conditions are functional-and most important, interpretable-in the light of the acting constraints. The contribution of this article thus lies in the grasp provided, through the model and its coefficients, on the whole chain of processes, from the constraints acting at the level of the task, via the kinematics of the movements produced, to the regulation of dynamically pertinent parameters. Indeed, the way the parameters of the model need to be modified to produce the observed kinematics is patterned, not random. Hence, the parameter adjustments capture the functional organization of the motor system brought about to suit the imposed constraints.
How does the current proposal differ from other accounts of the speed-accuracy trade-off? The approach generally accepted as the most comprehensive available to explain both the linear and logarithmic speed-accuracy trade-off (cf. Rosenbaum, 1991) is the stochastic optimized submovement model proposed by Meyer et al. (1988 Meyer et al. ( , 1990 . In this model, movement duration and number of submovements, and thus the shape of the kinematics, is planned explicitly; the linear speed-accuracy trade-off results from the planning of a single submovement, whereas the logarithmic speedaccuracy trade-off results from the integration into the plan of movement of consecutive submovements. This implies that the speed-accuracy trade-off is directly grounded in the planning processes underlying the movement. In our account, the speedaccuracy trade-off is an emergent property of parameter settings evoked by the task constraints, which seems more parsimonious than the stochastic optimized submovement model.
In our view, the parameter setting of the limit cycle dynamics follows from the task constraints, and this setting determines the movement kinematics. This is in general agreement with the position of Hancock and Newell (1985; Newell et al., 1994) . In their view, spatial error and temporal error are traded under manipulations of movement speed, which makes accuracy and timing of movement two sides of the same coin. This line of reasoning is not very different from our position in this article; the way spatial and/or temporal aspects of the movement are adjusted depends on the parameterization of the dynamical structure. We believe the current contribution takes the stand of Newell and colleagues a step further: We argue that the origins of the trade-off should not be sought at the level of the outcome measure of behavior (i.e., spatial or temporal error) but that the kinematics of the movements are the more appropriate starting point: The particulars of the kinematics give rise to the speed-accuracy trade-off. By explaining the origins of the kinematics-setting the parameters of the dynamics through task constraints-we believe we have proposed an account of the speed-accuracy trade-off.
How then do we conceive the task-specific parameterization of the underlying dynamics? Our findings and approach fit a recent theory proposed by Warren (2006; see also Fernandez & Bootsma, 2004 , for similar accounts) that unifies an information-based approach to perception and action with a dynamical systems perspective to action. Warren (2006) distinguished two levels on which behavior can be understood. One is the level of perception and action. At this level, the agent and the environment interact through information that is specified in perceptual arrays, structured by the environment, and through mechanics, including the forces produced by the agent. Coordinated behavior emerges from the interactions at the perception-action level. According to Warren, this emergent behavior has a dynamic of its own, determining the other level at which behavior can be comprehended, labeled behavioral dynamics. Stable behavioral states (i.e., attractors) emerge at this level, and the evolving behavior over time can be understood as the change in stable solutions of these behavioral dynamics. These stable states do not originate from internal structures in the environment or the agent, but instead arise from the constraints of the task, the perceptual information, and the properties of the motor system. In this framework, the intended behavior comes into existence by mapping information and control laws in such a way that the intended attractors emerge at the behavioral level.
How does this framework map onto our findings? Warren's (2006) framework shows close resemblance to the view initiated by Mottet and Bootsma (1999) and further developed in and Bootsma (2004, 2008 ; see also Zaal, Bootsma, & Van Wieringen, 1998; Zaal et al., 1999) ; the limit cycle model proposed describes the behavioral dynamics of the ensemble system. The model represents the system's equation of motion and describes the stable states (i.e., the conducted behavior). The produced behavior follows from the stable states in the behavioral dynamics. How, then, can the change of stable states with tasks and with conditions within a task be understood in this framework? It is important to remember that stable states at the behavioral level depend on interactions between information and forces at the perception-action level. We believe that changes in constraints (i.e., different conditions) affect the interactions between information and forces and that different stable states at the behavioral level emerge from these changes. In short, the changes in the kinematics as a function of constraints emerge from the changes in the coupling between information and forces that follow from the alterations in constraints. In our view, kinematics are not directly planned but emerge from the perception and action level. More specifically, planning is not creating a movement plan that awaits execution, but instead tuning the coupling between information and forces in such a way that the desired stable states emerge. To conclude, we suggested that task constraints such as imposed speed and imposed accuracy affect the coupling between information and forces that affects the emergent stable states (Fernandez & Bootsma, 2004 Mottet & Bootsma, 1999; . The different kinematics reflect the differences in stable states.
Finally, how do we envision the origin of the different speedaccuracy trade-offs? An agent in an environment should be considered as a complex, open system with numerous components. Those components are coupled, and interactions take place. This engenders a behavioral state space of a particular shape, that is, attractors tailored to the task at hand. Changes in task constraints generate a symmetry-breaking event that creates stable and unstable regions in the state space. On the basis of the interactions between perceptual information and control laws, a dynamical regime is instantiated that suits the new task constraints. In our task, the attractor landscape is determined by the limit cycle dynamics. The values of the coefficients of the model depend on the exact nature of the constraints (speed and accuracy defined by target distance, target size, or beep interval) and the coupling between information and movement they produce. These coefficients determine the shape of the kinematics of the movement and, at last, these kinematics determine the exhibited speed-accuracy trade-off.
