In previous work we have developed a syntactic reduction of repeated reachability to reachability for finite state systems. This may lead to simpler and more uniform proofs for model checking of liveness properties, help to find shortest counterexamples, and overcome limitations of closed-source model-checking tools. In this paper we show that a similar reduction can be applied to a number of infinite state systems, namely, (ω−)regular model checking, push-down systems, and timed automata.
Introduction
While model checking of safety properties can be reduced to computing the set of reachable states of a system [22] , verification of general LTL properties is typically performed by searching for (infinite) fair paths in the product of the system and an automaton representing the property [33] .
In previous work [7, 26] we developed a syntactic reduction from computing fair repeated reachability to computing reachability for finite state systems. This reduction has been used to develop a BDD-based method to find shortest counterexamples to linear time properties [27] . On selected examples a significant speed up compared to traditional liveness checking can be observed [26, 29] . It may also discourage tool vendors from charging separately for liveness-enabled versions of their verification tools. From a theoretical point of view, the reduction gives a "quick and dirty" algorithm to verify liveness properties. It can help to simplify proofs if a proof for safety properties is easier than the corresponding proof for general LTL properties. It may finally be seen as a continuation of existing work to explore the limits of reachability checking [22, 3] .
In this paper we develop similar reductions for a number of infinite state systems. Classes of infinite state systems, which have received considerable attention in the past and for which verification tools are available (e.g., [1, 17, 23] ), are (ω−)regular model checking [20, 34, 12, 9] , pushdown systems [10, 18, 16] , and timed automata [4] .
Bouajjani et al. independently used the same reduction to verify liveness properties in regular model checking [11] . They only sketch the reduction. No complexity results are given and timed automata are not discussed.
Shilov et al. present a game-theoretic reduction from their Second Order Elementary Propositional Dynamic Logic (SOEPDL) [30] to reachability for classes of models which include all finite models and which are closed under Cartesian product and power set [31, 30] . SOEPDL is more expressive than Stirling's second order propositional model logic 2M [32] (i.e., it subsumes LTL, CTL, and the propositional µ-calculus [21] ). While the reduction by Shilov et al. is more powerful than our reduction if their prerequisites are satisfied, in terms of number of configurations, [31] is doubly exponential where ours is typically quadratic. In the words of [31] , this renders it "totally nonefficient, impractical". The reduction [31] applies in principle also to infinite states systems but no concrete examples are given.
Aceto et al. developed a specification language for timed systems and proved for a subset that it can express precisely those properties that can be checked by reachability in the timed system composed with a test automaton (basically, a timed automaton with designated bad locations) [3] .
Early work on liveness for regular model checking includes [12, 24] . Pnueli and Shahar, too, use a copy of a current state to detect bad cycles in parameterized systems [24] . Rather than transforming the model syntactically they use the copy as part of a dedicated liveness checking algorithm. A variant of LTL geared towards parameterized systems is proposed in [2] . [13] gives details on how to encode a broader set of properties than [2] for (ω−)regular model checking, which can be used in conjunction with our reduction. Algorithms to compute repeated reachability, on which we also base our reductions, can be found for pushdown systems, e.g., in [10] , and for timed automata in [4] .
For related work using finite state systems see [25] . After some notation common to all classes of systems in Sect. 2, Sect. 3 presents the basic idea of our reduction using finite state systems as an example. It is extended to (ω−)regular model checking in Sect. 4 and to pushdown system in Sect. 5. The construction for timed automata is technically involved and only sketched in Sect. 6. Details can be found in [25] . The last section concludes.
Common Notation
The set of Booleans is denoted by IB = {0, 1}; IN and IR are naturals and reals, respectively. Elements of a tuple are separated by commas. Elements of a sequence typically have no operator between them, • is used only if ambiguity might arise. For a sequence ρ, ρ(i) denotes the i-th element of the sequence (starting with ρ(0)). The length of a sequence, |ρ|, is defined as the number of its elements. If S is a set, S * and S ω are the sets of finite and infinite sequences of elements of S.
We introduce an operator µ, which forms a sequence of tuples from a tuple of sequences. Given two words v, w ∈ Σ * with |v| ≤ |w| we define
* .
Liveness Checking as Safety Checking -Finite Case
In this section we briefly restate the main results from [26] to explain the basic idea and notation of our reduction.
Preliminaries
Let AP be a finite set of atomic propositions. A fair Kripke structure, see, e.g., [14] , is a five tuple M = (S, S 0 , R, L, F ) where S is a finite set of states, S 0 ⊆ S is the set of initial states, R ⊆ S × S is a transition relation, L : S → 2 AP is a labeling of the states, and F ⊆ S is a set of fair states.
A run is a (finite or infinite) sequence of states ρ = ρ(0)ρ(1) . . . where
where inf (ρ) is the set of states occuring infinitely often in ρ. Runs(M ) denotes the set of runs of M .
Reduction
A liveness property Fp, where p is propositional, is violated in a finite state system iff there exists a lasso-shaped run such that p never holds on that run. Finding such loop is a key ingredient of many model checking algorithms for LTL, e.g., [33, 8] . Our reduction integrates the detection of a fair loop into the model to be verified. It first nondeterministically saves the current state, i.e., it guesses a potential loop start. Next, it watches out for a fair state. Once that has been seen, it waits for a second occurrence of the saved state to conclude that a fair loop has been closed.
The reduction extends a state s in the original model with a componentŝ to store a previously seen state, a flag f to remember the occurence of a f air state, and a flag lo (l asso) to indicate the position on the presumed lasso. lo has the value st for stem on the stem. When lo nondeterministically changes its value to lb (l oop body) the value of s is stored inŝ. Note, that once a value has been saved inŝ, it cannot be overwritten. When lo = lb, occurence Definition 3.1 Let M = (S, S 0 , R, L, F ) be a fair Kripke structure withŝ 0 ∈ S arbitrary but fixed. Then M S = (S S , S 0 S , R S , L S , F S ) is defined as:
of a fair state may be recorded in f . The value of lo may finally change to lc (l oop closed) when f is true and a second occurence of the stored state is detected. Definition 3.1 shows the construction. The transitions of R S are partitioned into five subsets. Subset (1) covers the case when no state has been saved so far. Saving happens either at the initial state or via a transition from set (2) . Transitions from the third set (3) are taken as long as no second occurrence of the stored state has been seen. A second occurrence is finally detected by a transition in (4) . After that only transitions from the last set (5) can be taken. 
Proof. We prove the following biimplications from top to bottom:
by taking transitions from subset (1) . Assume first that m > l. Proceed to (s l , s l , lb, 0) via a transition from (2), continue via (s m−1 , s l , lb, 0) to (s m , s l , lb, 1) and then to (s k−1 , s l , lb, 1) with k − l − 1 transitions from (3). As k > l there is a transition from (4) to (s k , s l , lc, 1) with s k = s l . If m = l, modify the target state of the transition from (2) to be (s l , s l , lb, 1) and continue to (s k−1 , s l , lb, 1) and from there to (s k , s l , lc, 1), again with
Otherwise, if l = 0, start with (s 0 , s 0 , lb, 0) if m > l and (s 0 , s 0 , lb, 1) if m = l and continue with k − 1 transitions from (3) and one from (4) as before.
"⇐": Let
ω is an initialized fair run in M as desired.
(ii) "⇒": Obvious.
"
According to the definition of R S , ρ S takes precisely one transition from subset (4). Let ρ S be the prefix of ρ S up to the target state of that transition.
with s m ∈ F . Choose m to be the smallest such m . Case 1 m = 0: With l = 0 and the definition of S 0 S and R S we have that ρ
. In all cases s k = s l and the ρ S has the desired shape. 2 5
Complexity
Intuitively, M S consists of |S| parallel copies of M . Hence, we immediately have the following result.
Proof. Each state in S S stores, in addition to the original state s, another stateŝ and the flags f and lo. R S contains O(|S|) transitions t S per transition t ∈ R in subsets (3) and (5), and O(1) t S per t ∈ R in subsets (1), (2) and (4).
2
As reachability in a Kripke structure can be determined in O(|S| + |R|) time and O(|S|) space, S S can be checked in O(|S| 2 +|S||R|) time and O(|S| 2 ) space. For results on other parameters that are important when using BDDbased symbolic model checking, e.g., radius, diameter, or BDD size, see [26, 25] .
Shortest Lasso-Shaped Counterexamples
When performing reachability analysis on M S , the algorithm will either reach a fixed point or find a counterexample from which a lasso-shaped counterexample in M can be derived. Moreover, if the property under consideration is false and if breadth-first search is used for reachability analysis in M S , the proof of Thm. 3.2 implies that a shortest lasso-shaped counterexample in M (i.e., with respect to the product of the automaton for the property and that for the original system to be verified) can be derived. If a tight Büchi automaton [27] is used to encode the property and multiple fairness constraints are encoded in a suitable way (e.g., [25] ), this implies that the counterexample is a shortest one with respect to the property in the original model to be verified. Note, that the translated system needs one step to detect a loop. Hence, when lasso-shaped counterexamples and violating prefixes [22] are searched for in parallel, and search is stopped after finding the first counterexample, a reported shortest violating prefix may be one state longer than the length of a potential shortest lasso-shaped counterexample.
Regular Model Checking

Preliminaries
The notation in this section is mostly borrowed from [12] . Let Σ be a finite alphabet. Regular sets (respectively relations) can be represented as finitestate automata (resp. transducers). These are given as four tuple (Q, q 0 , δ, F ) where Q is a finite set of states, q 0 is the initial state, δ :
is the transition function, and F ⊆ Q is the set of accepting states. Definition 4.1 Let P = (Σ, Φ I , R) be a program withâ 0 ∈ Σ arbitrary but fixed.
* is a regular set of initial configurations and R ⊆ Σ * × Σ * is a regular, length-preserving transition relation. From now on we do not consider fairness. It can be incorporated into the reductions for infinite state systems as in the finite case.
A configuration of a program P is a word w over Σ. Runs are finite or infinite sequences of configurations ρ = ρ(0)ρ(1) . . ., such that
is the set of runs of P.
Reduction
In the finite case the state to be saved was simply added as a separate component to the state of the transformed system. A finite automaton can only remember a finite amount of information. Hence, in order to apply the reduction to regular model checking it is not possible to construct an automaton that first reads a state of the original program and compares that with a saved copy. Instead, we extend the alphabet of the program to tuples of letters to store and compare states position by position of a word. Other than that, the construction in Def. 4.1 is the same as in the finite case. The following Lemma 4.2 shows that the reduced program is still a program. Theorem 4.3 then establishes correctness of the reduction.
Proof. Assume that Φ I is given by (Q I , q 0 I , δ I , F I ). To represent an automaton (not) saving the initial state we use separate copies of (Q I , q 0 I , δ I , F I ), (Q 
, is a finite automaton accepting Φ I S . Similarly, if R is given by (Q R , q 0 R , δ R , F R ), we construct a finite transducer
We use separate copies of (Q R , q 0 R , δ R , F R ) to leave the saved word unchanged and check for it beingâ 0 * (superscript 1 , corresponding to disjunct 1 in Def. 4.1), save a word (sup.
2 , corr. to subset (2)), leave the saved word unchanged (sup.
35 , corr. to subsets (3) and (5)), and compare current and stored word (sup. 4 , corr. to subset (4)).
R }, and
Theorem 4.3 Let P = (Σ, Φ I , R) be a program, P S be defined as above, and
Proof. Analogous to the proof of Thm. 3.2. 
Complexity
We trivially have Proposition 4.4 Let P = (Σ, Φ I , R) be a program, and P S be defined as above. Then
Example
As an example of a parameterized system, consider token passing as used, e.g., in [12] . An array of processes passes a single token from left to right. Initially, the leftmost process has the token. Each transition either leaves the token where it is, or passes it on to the right neighbour of the current owner. Processes can be in states t or n depending on whether they do (t) or don't have (n) the token. Hence, Σ = {n, t}. An automaton and a transducer representing the initial states Φ I and the transition relation R are shown in Fig. 1 (a) and (b). According to Def. 4.1, Σ S = {st, lb, lc} ∪ {(n, n), (n, t), (t, n), (t, t)}. Φ I
S
and R S are given in Fig. 1 
Discussion
Bouajjani et al. developed a technique to compute the transitive closure of a regular relation R [12, 19] . A sufficient criterion for termination of that computation is bounded local depth [12, 19] of R. Our construction preserves that property. Intuitively, a relation has local depth k if for any (w, w ) ∈ R + each position in w needs to be rewritten no more than k times. Note that in any run ρ S of P S the projection of ρ S onto lo will be a prefix of st * lb + lc + . Furthermore,ŵ changes its value in ρ S at most once at the transition of lo from st to lb. Hence, we can infer that if R has local depth k, R S has local depth ≤ 3k + 2 3 . For an illustration see Fig. 2 . As is, the transitive closure construction of [12, 19] does not preserve sufficient information to find a shortest counterexample. One could therefore determine truth or falsity of a given specification using the transitive closure [12, 19] to reach a fixpoint also in the case of an infinite radius. If the specification turns out to be false, standard reachability checking (i.e., without acceleration) can be used to determine a shortest counterexample, which has necessarily finite distance from the set of initial configurations.
The ideas of regular model checking have been extended to infinite words by regarding the finite automata used to represent sets of states and the transition relation as Büchi automata on infinite words [9] . The techniques of ,a ),(n,n) [9] require the Büchi automata to be weakly deterministic. A Büchi automaton is weak (1) if each of its strongly connected components contains either only accepting or only non-accepting states and (2) if the set of states can be partitioned into an ordered set of subsets such that each path in the automaton progresses in descending order through these subsets. From the proof of Lemma 4.2 it's easy to see that, if B is a weakly deterministic Büchi automaton (for the set of initial configurations) or transducer (for the transition relation), so is B S . Clearly, repeated reachability may not be sufficient to verify general LTL properties for ω−regular programs.
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Pushdown Systems
Preliminaries
Notation in this section is along the lines of [16] . A pushdown system M is a four tuple M = (P, Γ, ∆, C I ) where P is a finite set of control locations, Γ is a finite stack alphabet, ∆ ⊆ (P × Γ) × (P × Γ * ) is a finite set of transition rules, and C I ⊆ P × Γ is a finite set of initial configurations.
A configuration is a pair p, w with p ∈ P and w ∈ Γ * . A run is a (finite or infinite) sequence of configurations ρ = ρ(0)ρ(1) . . ., where
A head is a pair p, γ with p ∈ P and γ ∈ Γ. If c = p, γw is a configuration, head(c) = p, γ . A head p, γ is repeating if there exist a run ρ in M and w ∈ Γ * such that |ρ| > 1, ρ(0) = p, γ , and ρ(|ρ| − 1) = p, γw . heads(ρ) denotes the sequence of heads derived from a run ρ.
Bouajjani et al. proved [10] that (1) every run that ends in a configuration with a repeating head can be extended to an infinite run, and (2) from every infinite run ρ a run στ can be derived such that |σ| < ∞ and heads(τ ) = ( p 0 , γ 0 . . . p l−1 , γ l−1 ) ω . I.e., if there exists an infinite run in M , then there also exists one whose sequence of heads forms a lasso.
Reduction
Based on the results of [10] it is sufficient to find repeating heads when checking LTL formulae on pushdown systems. Hence, a reduction of repeated reachability to reachability need only store and watch out for a second occurrence of a repeating head p, γ rather than an entire configuration. However, to infer from the second occurrence of a head that this head is indeed repeating, one has to ensure that the stack height between the first and the second occurrence never fell below the stack height at the first occurrence. To this end the stack alphabet is extended such that each stack symbol has an additional flag bs (bottom of stack) to remember a given stack height. When saving a head, this flag is set for the bottom element pushed on the stack in the postconfiguration. Whenever an element with bs = 1 is removed from the stack without being replaced in the same transition, a l oop error flag le is set.
In the previous examples, lo = lc signals a second occurrence of a configuration immediately at that occurrence. However, the definition of the transition rules for pushdown systems may not give access to the topmost element of the stack in the post-configuration. If no new element is pushed on the stack a comparison with a stored stack element cannot be performed. For this reason we introduce a one-state delay in the case of pushdown systems for lo and the stored head. Hence, there is no need for an initial configuration with that configuration already saved.
Definition 5.1 Let M = (P, Γ, ∆, C I ) be a pushdown system, let (p I ,γ I ) ∈ P × Γ be arbitrary but fixed. Then, M S = (P S , Γ S , ∆ S , C I S ) is defined as
Definition 5.1 shows the entire reduction. The transition relation is partitioned into 5 sets again. While no state has been saved (subset (1)), lo = st and ¬le remain constant, the initial values forp andγ are just copied, and no stack height need be remembered (bs 0 is false). Saving a state (subset (2)) can only occur if a non-empty word is pushed back on the stack -otherwise, the next transition would immediately violate the above-mentioned condition for the stack height of a repeating head. Taking a transition from subset (2) saves the head p, γ (in the pre-configuration) inp andγ (in the postconfiguration), sets lo to lb, and marks the current stack height by setting bs to true for the bottom element pushed on the stack. Transitions from subset (3) are taken while a second occurrence of the stored head has not been seen, hence, lo as well asp andγ keep their values. In addition, the condition not to fall below the stack height at the time of saving is checked. When this is the case, i.e., when an element with bs true is popped from the stack and only an empty word is pushed back, the loop error flag le is set to true. This prevents signalling a repeating head in the future by restricting subsequent transitions to subset (3) . When the stack height remains above the required level, le keeps its value and the flag bs is set in the bottom element of the word pushed onto the stack iff it was set in the symbol popped from the stack. A second occurrence of p, γ is signalled by setting lo = lc when taking a transition from subset (4) . le,p, andγ keep their values. Any remembered stack height is discarded. Transitions of the last subset (5) keep all additional location components constant.
In the following we prove correctness of the reduction. Proof. "⇒": Assume a run ρ to a repeatable head p 0 , γ . Hence, there exist l ≥ 0, q 0 , . . . , q l−1 ∈ P , w 0 , . . . , w l−1 ∈ Γ * , v ∈ Γ * where ∀i < l . ρ(i) = q i , w i and ρ(l) = p 0 , γv . By the definition of a repeating head there are k > l, p 1 , . . . , p k−l−1 ∈ P , u 0 , . . . , u k−l ∈ Γ + , where u 0 = u k−l (0) = γ, such that ρ can be extended to an infinite run ρ ∞ ∈ Runs(M ):
From that we construct a finite run ρ S as follows: (1), (2), and (4), and O(|P ||Γ||∆|) in (3) and (5). 2
A number of algorithms has been proposed that can be used to check reachability in a pushdown system (e.g., [10, 18, 16] ). [16] improves on previous results, the algorithms (one for forward and one for backward reachability) as well as their analysis are clearly formulated, and an implementation [17] is available. We therefore chose [16] as the basis for a more detailed complexity analysis of our reduction. Algorithm 3 in [16] can be used to check forward reachability for a pushdown system M = (P, Γ, ∆, C I ) where (p, γ, p , w ) ∈ ∆ ⇒ |w | ≤ 2. It computes the set of configurations reachable from C I in O(|P ||∆| 2 + |P ||Γ|) time and space. When applied to M S a blow-up of O(|P ||Γ|) is sufficient. Similarly, algorithm 1 can be used to compute the sets of configurations from which some "bad" configuration (p,p,γ, lc, 0), w is reachable.
Proposition 5.4 Let M = (P, Γ, ∆, C I ) be a pushdown system such that (p, γ, p , w ) ∈ ∆ ⇒ |w | ≤ 2. Algorithm 3 in [16] computes the set of configurations reachable from C I S in M S (forward reachability) in time and space O(|P ||Γ|(|P ||∆| 2 )). Algorithm 1 in [16] computes the set of configurations from which a configuration in { (p,p,γ, lc, 0),
Proof. See [25] . 2
Shortest Lasso-Shaped Counterexamples
Assume again that M = (P, Γ, ∆, C I ) is a pushdown system such that (p, γ, p , w ) ∈ ∆ ⇒ |w | ≤ 2. In his thesis [28] , Schwoon shows how to construct a shortest path to a reachable configuration. If applied to a pushdown system obtained by the transformation in Def. 5.1 the soonest second occurrence of a repeating head can be found. However, this is not sufficient to find shortest counterexamples. Finding a shortest counterexample requires to extend the definition of a repeating head to a repeating prefix: any configuration p, w with |w| > 0 is a prefix. It is repeating iff there exist a run ρ and a word v with ρ(0) = p, w and ρ(|ρ| − 1) = p, wv . For an example see the run in Fig. 3 .
The second occurrence of the repeating head (p 3 , γ 0 ) can only be detected at i = 23 while the repeating prefix p 2 , γ 2 γ 1 γ 0 γ 2 γ 1 γ 0 indicates a path whose heads form a lasso at i = 18.
The example also shows that the length of the prefix to be considered is O(|P ||Γ|). On the other hand, once a run reaches a stack height of |P ||Γ| + 1 there must have been a second occurrence of a repeating head: consider an initialized run ρ = p 0 , w 0 . . . p k , w k such that |w k | = |P ||Γ| + 1. Remember that the stack height grows or shrinks by at most one per transition. For each 0 ≤ h ≤ |P ||Γ| + 1 there exists 0 ≤ i h ≤ k such that all ρ(i) with i > i h have stack height larger than h, i.e., ∀i > i h . |w i | > |w i h | = h. Clearly, there must be h 1 = h 2 such that head (ρ(i h 1 )) = head (ρ (i h 2 ) ). From the construction of the i h , ρ(0) . . . ρ(i h 1 ) . . . ρ(i h 2 ) provides evidence that head (ρ(i h 1 )) is a reachable repeatable head. As a final remark, it is clear that the length of any counterexample known to be present can be used to bound the length of a repeating prefix.
Timed Automata
The reduction for timed automata is technically involved and provides few new insights. We only give the idea of how to apply our reduction to timed automata [4] and refer the interested reader to [25] for details.
In addition to a finite set of control locations, timed automata have a finite set of real-valued clocks. Transitions are labeled with integer clock constraints of the form c ∼ n where c is a clock variable, ∼∈ {<, ≤, =, ≥, >}, and n ∈ IN.
Alur and Dill showed [4] that for model checking of LTL the precise value of the clocks is not relevant. Rather, clock valuations fall into a finite number of equivalence classes called regions. Model checking is then performed on the abstract region automaton.
We use this fact in our reduction as follows. We do not store the precise valuation of the clocks but the clock region. This requires a variable in the range {0, . . . , c x } and a flag for each clock x, where c x is the maximal integer x is compared with in a clock constraint. Furthermore, we store the order of the fractional parts of the clocks. This requires k variables of range 0 . . . k − 1 if there are k clocks and k − 1 flags to indicate equality between each pair of successors in the order.
As in the finite case the reduction can be used to find lasso-shaped counterexamples with a minimal number of transitions for LTL properties if breadth first search is used to determine reachability. Alternatively, using a priority queue instead of a queue in the reachability algorithm, the lasso-shaped path which spends least time until the closure of the loop can be found [6] . Uppaal [23] offers both possibilities.
Conclusion
We have extended our reduction of repeated reachability to reachability to some popular classes of infinite state systems. For these classes the reductions "pull the original algorithm into the model". To explore the limits of our method we are looking for systems where liveness can still be reduced to repeated reachability, but where our method might not seem applicable. It is clear that the construction for the finite case can not always be lifted to infinite state systems. In general, counterexamples to liveness properties in infinite state systems can not necessarily be restricted to have lasso shape. In some cases, abstractions [24] or simulations [13] might help. Maybe our method can also provide additional insight why liveness is undecidable for some classes of systems. Finally, experiments need to prove the viability of our approach.
