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Abstract| This paper presents a generalized model
for simulating waveelds associated with the sea sur-
face. This includes the case when `freak waves' may
occur through an eect compounded in the nonlinear
(cubic) Schr odinger equation. After providing brief
introductions to linear sea wave models, `freak waves'
and the linear and nonlinear Schr odinger equations,
we present a unied model that provides for a piece-
wise continuous transition from a linear to a nonlinear
state. This is based on introducing a fractional time
derivative to develop a fractional nonlinear partial dif-
ferential equation with a stochastic source function.
In order to explore the characteristics of this equa-
tion, we consider a separation of variables approach
in order to derive governing equations for the spatial
and temporal behaviour.
Models for the source function (which, in physical
terms, describes the conversion of wind energy into
wave energy) are also considered on a separable ba-
sis. With regard to the temporal characteristics, we
provide a new model that is based on assuming L evy
processes for the time-dependent wind velocity in-
formed by experimental data. We consider a spatial
frequency model that is based on a generalization of
Berman and Ornstein-Uhlenbeck processes. This pro-
vides a statistically self-ane source function which
has a synergy with the Pierson-Moskowitz model for
the spectral form of fully developed wind driven seas
based on `similarity theory'.
Having presented the source function models, solu-
tions to the governing nonlinear wave equations are
explored using a Green's function transformation un-
der a low frequency bandwidth condition. Iterative
methods of solution are then considered in three-
dimensions and then in two-dimensions. Example re-
sults are presented based on considering a rst order
solution that is equivalent to the application of the
Born approximation for the linear Schr odinger equa-
tion. The simulations provide evidence for the for-
mation of freak waves being related to the fact that
the wind force (as a function of time) is non-Gaussian
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distributed. Consequently, freak waves are more com-
mon than would be expected using Gaussian statis-
tics.
Keywords: Nonlinear Schr odinger equation, Gen-
eralized model, L evy statistics, Sea surface waves,
Freak waves.
1 Introduction
There are a number of aspects about the dynamical be-
haviour of the sea surface that are obvious. For example,
the state of the sea can change radically from `calm' to
`rough' and the height and wavelength of sea waves can
vary signicantly. In nearly all case, `sea states' are de-
termined by the interaction of the wind (in particular,
the wind force, i.e. the rate of change of wind velocity)
with the sea surface and as a general rule, greater `wind
energy' results in greater `wave power'.
1.1 Linear Sea Wave Models
There are two principal measurable properties of sea sur-
face waves: their height and period of oscillation. Real
ocean waves do not generally occur at a single frequency
but have a frequency distribution for which a range of
linear models have been developed. For example, if s(t)
denotes the spectral density as a function of the wave pe-
riod t in seconds, then, for a linear wave pattern, it can
be shown that [1] and [2]
s(t) = t3 exp( t4)
where  and  are given by
 = 8:10  10 3 g2
(2)4
and
 = 0:74
 g
2v

respectively, v is the wind velocity measured 19.5m above
still water and g is the acceleration due to gravity.
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______________________________________________________________________________________ Models of this type are non-realistic for a number of rea-
sons: (i) They do not take into account that wave states
are non-stationary; (ii) there is no modelling of the con-
nectivity between the wind velocity and wave energy; (iii)
it is assumed that the wind velocity is constant and no
statistical variability in wind velocity is taken into ac-
count; (iv) they assume that local wind conditions and
swell are correlated and are thereby not capable of ex-
plaining the `split spectra' phenomenon, for example, in
which the spectrum of the waveeld consists of two dis-
tinct peaks.
Linear wave spectrum models assume that the distance
over which the waves develop and the duration for which
the wind blows are sucient for the waves to achieve their
maximum energy for the given wind speed. It is assumed
that waves can be represented by sinusoidal forms. This
relies on the following: (i) Waves vary in a regular way
around an average wave height; (ii) there are no energy
losses due to friction or turbulence, for example; (iii) the
wave height is much smaller than the wavelength.
Linear models are used to predict wave height, at least
on a statistical basis. These assume that wave height
conforms to a Rayleigh distribution given by
P(h) =
h
2 exp

 
h2
22

where h is the wave crest height and  is the most proba-
ble wave height. The `Signicant Wave Height' (SWH) is
then dened as the average of one third of the maximum
wave height which, based on this Rayleigh distribution,
is given by
SWH = 2:2
In high storm condition with signicant wave heights
 15m, this statistical model suggests that it is rare to
obtain waves higher than 15m and that the probability
of obtaining waves with heights of more than twice the
SWH is of the order of 10 5. This result is a direct conse-
quence of assuming linear models for deep ocean surface
waveelds and can not account for the existence of `freak
waves' that have been observed and measured with in-
creasing regularity throughout the worlds oceans.
1.2 Freak Waves
Freak waves, e.g. [3], [4] [5] and [6], have been know
about for many years but it is only relatively recently that
experimental data has been obtained on their occurrence
and research has been undertaken into their cause. A well
known example of experimental evidence for freak waves
is given in Figure 1 which is a signal of the wave height (in
metres) as a function of time (in second) recorded on New
year's Day, 1995, using a radar pulse-echo system setup
on the Draupner oil rig on the North Sea o Norway [11],
[12]. In this case, a freak wave of approximately 26m was
measured.
Figure 1: Wave height (in metres) as a function of time
(in seconds) recorded on New year's Day, 1995, using a
radar pulse-echo system setup on the Draupner oil rig in
the North Sea o Norway.
The example given in Figure 1 is typical of freak waves
generated in deep water that evolve in stormy conditions
with high wind energies. A freak wave is not the same as
a Tsunami that are mass displacement generated waves
that propagate at high speed and are more or less un-
noticeable in deep water, rising in wave height as they
approach the shoreline. A freak wave is a spatially and
temporally localized event that most frequently occurs
far out at sea. Freak waves of up to 35m in height are
much more common than probability theory would pre-
dict using a Rayleigh distribution for wave heights. They
appear to occur in all of the world's oceans many times
every year during a storm. This has called for a reex-
amination of the reasons for their existence, as well as
reconsideration of the implications for ocean-going ship
design [6] and wave energy conversion technology, e.g. [7],
[8], [9] and [10].
There appear to be three principal categories of freak
waves:
 Walls of water travelling up to 10km over the ocean
surface before become extinct.
 Three sisters which are groups of three waves.
 Single, giant storm waves that build up to more
than four times the average height of storm waves
and then collapse over a relatively small time scale
(in seconds).
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______________________________________________________________________________________ These wave types are only three of a range of freak wave
phenomena that have yet to be fully classied. It is clear
that, whatever the range and diversity of freak waves,
their existence can not be explained using linear wave
models. One of the most common models used to ex-
plain these eects is the Nonlinear Schr odinder equation
which is the focus of this paper. However, there are other
physical reasons for the generation of freak waves which
include the following:
 Diraction Eects. Like optical and acoustic
waves, sea surface waves can be diracted produc-
ing a diraction pattern that is related to the angle
of incidence and the shape of the coat and/or seabed.
In some cases, the diraction pattern produces a fo-
cus where a collection of relatively small waves co-
herently combine in phase to produce a freak wave.
The basic physics of this eect is the same as in op-
tics accept in terms of scale where the wavelength
of the waveeld is relatively large and the frequency
spectrum is very low.
 Current Focusing. If storm force waves are driven
together from opposite directions as opposing `cur-
rent' then the wavelength of the waves are shortened
causing an increase in wave height. Oncoming wave
trains are then `compressed' together into a freak
wave.
It is known that freak waves occur in deep water when
diraction eects can not be the cause and current focus-
ing is weak. In this case, the freak wave is taken to be the
result of a nonlinear eect in which the energy of many
randomly generated waves is combined into a single wave
front which continues to grow until collapsing under its
own weight.
With regard to nonlinear eects the cubic nonlinear
Schr odinger equation appears to be valid in deep wa-
ter conditions. This equation forms the central theme
of the work presented and developed in this paper which
includes three principal contributions:
 unication of linear and nonlinear models;
 a model for random wave motion as a function of
time based on experimental data with regard to wind
velocity;
 a model for the low frequency spatial distribution of
sea surface wave.
Freak wave are considered to be part of a wave spectrum
and in this sense, freak waves are not `freak' but part of a
normal wave generation process, albeit a rare extremity.
In this paper, the extremity is shown to be related to the
non-Gaussian statistics that a wind force exhibits. As
wind blows over the ocean, energy is transferred to the
sea surface generating a wave spectrum. We introduce a
model for the transfer of this energy which is inclusive
of extreme cases that cause the nonlinear eect to be-
come a dominant component of the unied model that is
considered. This compliments the theories of instability
mechanisms for the generation and growth of wind waves,
e.g. [17], [18].
2 Linear and Nonlinear Schr odinger
Equations
The Schr odinger equation is a dierential representation
of the (non-relativistic) energy equation
E =
p2
2m
+ V (1)
which states that the energy E of a particle of mass m
and with momentum p is the sum of the kinetic energy
p2=(2m) and the potential energy denoted by V which
is taken to be a function of space r  (x;y;z). The ba-
sic postulates of quantum mechanics are that E = ~!
and p = ~k where ! is the angular frequency, k is the
wavenumber vector and where h = 2~ is Planck's con-
stant. Noting that p j p j and k j k j, we have
E
p
=
!
k
= c
where c is the velocity of a wave with angular frequency
! and wavelength 2=k. Since, (1) can be written as
p =
p
2m(E   V )
it follows that
c2 =
E2
2m(E   V )
and the basic wave equation

r2  
1
c2
@2
@t2

	(r;t) = 0; r2 
@2
@x2 +
@2
@y2 +
@2
@z2
for a wave function 	 becomes

r2  
2m(E   V )
E2
@2
@t2

	(r;t) = 0 (2)
If we consider the wave function 	(r;t) in terms of its
temporal Fourier transform  (r;!) where
 (r;!) =
1 Z
 1
	(r;t)exp( i!t)dt
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______________________________________________________________________________________ and
	(r;t) =
1
2
1 Z
 1
 (r;!)exp(i!t)d!
then, noting that E = ~!, (2) is reduced to the form
i~ (r;!) =
 ~2
2m
r2 (r;!) + V  (r;!)
Inverse Fourier transforming, we then obtain
Sch odinger's equation
i~@t	(r;t) =
 ~2
2m
r2	(r;!) + V 	(r;t) (3)
where
@t 
@
@t
Here, the wave function 	 is taken to describe the wave-
type behaviour of a non-relativistic particle of mass m
such as an electron. In the context of this equation, we
are typically concerned with the problem of of solving
the equation for 	 given V or, with regard to the inverse
scattering problem, solving for V given  . The wave-
eld 	 is a `matter wave' as it describes the behaviour
of non-relativistic particles of matter on the atomic scale.
However, only the intensity j 	 j2 is a measurable quan-
tity which is interpreted in terms of the probability den-
sity function associated with the position of a particle
in space. The probability of nding a particle described
by the wave function 	 in the nite volume element d3r
around a point at r is j 	(r;k) j2 d3r which yields the
normalization condition
1 Z
 1
j 	(r;t) j2 d3r = 1
However, ignoring a particle interpretation of the
Schr odinger, j 	 j2 is a measure of the energy of the
waveeld 	. Moreover, this is the only measure that can
be detected experimentally in quantum mechanics.
In scattering theory, we are interested in how an incident
wave function 	0 interacts with a potential in order to
calculate the characteristic scattering cross-section j 	 j2
given 	0 and V . In this case, the potential is taken to
be independent of the wave function and the problem is
inherently linear.
2.1 The Nonlinear Schr odinger Equation
The nonlinear Schr odinger equation is concerned with
problems associated with a potential V that is a function
of 	, i.e. when we consider the case where the interaction
of a wave is with some characteristic of the wave itself,
e.g. [13], [14], [15] and [16]. An example of this arises
when V =j 	 j2 and for normalized units (i.e. ~ = 1 and
m = 1=2), Schr odinger's equation becomes
(r2 + i@t)	 =  j 	 j2 	 (4)
where  is a constant coecient. This equation is known
as the cubic nonlinear Schr odinger equation as its non-
linear behaviour is characterized by the cube of the wave
functions amplitude. It represents a model in which a
wave interacts with its own energy j 	 j2 where  deter-
mines the strength of the `self-interaction' and may be
generalized to be . In scattering theory, the wave is
taken to be interacting and scattering with itself. This
is an example of a `wave-wave' interaction as opposed to
a `wave-particle' interaction when V represents the po-
tential associated with a `particle' which is entirely in-
dependent of the wave function 	. The cubic nonlin-
ear Schr odinger equation is completely integrable in one
dimension, mass-critical in two-dimensions, and energy
critical in four dimensions.
2.2 Other Nonlinear Schr odinger Equa-
tions
Although (4) is the most commonly quoted nonlinear
form of Schr odinger's equation, it is just one of a wide
class of such equations. Writing (4) in the form
(r2 + i@t)	 = Q( )
the following Table 1 classies dierent forms of the Non-
linear Schr odinger (NLS) equation in terms of Q. In ad-
dition the NLS equations given in Table 1, higher-order
NLS equations involve the Laplacian being replaced by a
higher power Laplacian. For fractional powers, the Reisz
denition of a fractional n-dimensional Lapacian is used,
i.e. for p > 1
r2p	(r;t) =  
1
(2)n
1 Z
 1
j k j2p e 	(k;t)exp(ik  r)dnk
Examples of such classes include: (i) the innite hierar-
chy of commuting ows arising from the completely inte-
grable cubic NLS equation on R1; (ii) the elliptic case of
the Zakharov-Schulman system [19]. Further examples of
NLS equation-type systems include the dierential NLS
equations where, working in R1,
Q = i@x(j 	 j2 	)
Moreover NLS equations can include additional terms de-
scribing a source s or scattering potential V so that we
have
(r2 + i@t)	 = Q( ) + V 	 + s
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______________________________________________________________________________________ Table 1: Classication of NLS Equations
Q Type of NLS Comment
Equation
	2 Qudratic Mass critical in
four dimensions
j 	 j2 	 Cubic Basic form of
the NLS Equation
j 	 j2n; Integer Generalized NLS
n = 1;2;3;::: Power Law Equation
j 	 jp 1;p > 1 Non-integer Semilinear NLS
Power Law Equation
j 	 j
4
n;r 2 Rn R2-Critical Solutions are scale
invariant in R2
which leads to many physically interesting problems, a
summary of which lies beyond the scope of this paper.
However, the cubic NLS equation occurs naturally as a
model equation for many dierent physical contexts, es-
pecially in dispersive, weakly non-linear perturbations of
a plane wave. For instance, it arises as a model for Bose-
Einstein condensates [20].
In this paper we focus on the cubic NLS equation with a
source function s given by
(r2 + i@t)	 =  j 	(r;t) j2 	(r;t) + s(r;t)
as a model for fully nonlinear sea surface waves working
primarily in R2. However, it is important to note that,
like the Schr odinger equation itself, i.e. equation (3), all
classes of the NLS equation are phenomenological in ori-
gin. Equation (3) is a direct consequence of Planck's and
De Broglie's postulates E = ~! and p = ~k, respectively,
that are justied experimentally. The validity of results
that the Schr odinger equation predicts and which can be
conrmed experimentally are ultimately the only justi-
cation for this equation. Thus, the Schr odinger equation
is one of the most intriguing equations of physics in that
it cannot be derived and its solution 	 cannot be mea-
sured directly. Yet, to-date, it provides one of the most
accurate models for characterizing the nature of matter.
In light of the above comments, the material presented
in this paper is ultimately based on a phenomenological
model.
2.3 Example Analytical Solution to the
NLS Equation
Certain analytic solutions exist to the NLS equation,
specically for the one-dimensional case. For example,
consider the cubic case when
i@t	(x;t) + @2
x	(x;t) + 2	(x;t) j 	(x;t) j2= 0
This equation has two types of `soliton solutions' asso-
ciated with a group of wave functions. The rst is the
`soliton' solution given by [21]
	(x;t) =
exp(it)
cosh(x)
This solution describes an envelope that does not change
its form with time. The second class of solutions are of
the form [22], [23]
	(x;t) = exp(2it)
cosh(
t   2i)   cos()cos(px)
cosh(
t)   cos()cos(px)
where
p = 2sin and 
 = 2sin(2)
The amplitude is periodic in time with frequency 
 and
for real , the solution tends to an unperturbed plane
wave as j x j! 1. For j x j! 0, the solution describes a
wave that begins as a modulated plane wave and evolves
into one or several peaks that `extract energy' from the
surrounding peaks. The peak values for 	(x;t) are twice
the amplitude of the unperturbed value of the wave func-
tion and for imaginary , 	(x;t) becomes a space pe-
riod wave that tends to an unperturbed plane wave as
j t j! 1, [25]. The maximum value of the peak ampli-
tude is approximately three times the unperturbed value
(depending on ). For the limiting case, when  ! 0, we
can consider the algebraic solution [24]
	(x;t) = exp(2it)

1  
4(4 + 4it)
1 + 4x2 + 16t2

It is this aspect of the available analytical solutions that
has been considered responsible for the generation of deep
water freak. The freak waves observed in the numerical
simulations based on the NLS equation can be approxi-
mately modelled by this algebraic solution [26].
3 Generalized Model
The Cubic NLS equation is the lowest order NLS equa-
tion that has proved to be successful in modelling deep
ocean nonlinear sea surface waves, [27], [28]. However,
it does not explain how a sea surface waveeld pattern
can transform from a linear to a nonlinear state. It is
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______________________________________________________________________________________ not physically signicant to consider a nonlinear model
for one (high wind energy) state and a linear model for
another (low wind energy) state without attempting to
explain the nature of the transition from one state to an-
other. This paper is concerned with solving this problem
by introducing a model that combines both linear and
nonlinear models for sea waves. Thus, we consider the
following problem: Let the linear model for low energy
sea waves be given by (for normalized unit c = 1)
(r2   @2
t )	(r;t) =  s(r;t)
where s is some source function and let the nonlinear
model for high energy sea waves be given by the Cubic
NLS equation
(r2 + i@t)	(r;t) =   j 	(r;t) j2 	(r;t)
Find a generalized model that combines these two equa-
tion into one equation. In order to solve this problem, we
need to include a fractional derivative of time @
q
t;q 2 [1;2]
in order to take into account the transition form a linear
wave model characterized by a second derivative in time
to a nonlinear model characterized by a rst order deriva-
tive. An equation that achieves this goal is
 
r2 + iq@
q
t

	(r;t) =   j 	(r;t) j2 	(r;t)   s(r;t) (5)
where q 2 [1;2] and  = (2   q).
Then
 
r2 + i@t

	(r;t) =   j 	(r;t) j2 	(r;t) s(r;t); q = 1
and  
r2   @2
t

	(r;t) =  s(r;t); q = 2
Here the `Fourier Dimension' q (so called because we use
the Fourier transform to dene @
q
t) represents a variable
parameter that can be used to adjust the degree of non-
linearity of the equation. It provides control on the domi-
nance or `strength' of the nonlinear term j 	 j2 	 with re-
spect to the source term s(x;t). In proposing this model,
we have introduced a fractional time derivative and the
analysis that follows focuses attention on the temporal
and spatial behaviour of the wave function 	 as a result
of introducing a fractional partial dierential equation of
this type.
4 Low Frequency Green's Function
Transformation
We consider a general solution to (5) based on the Green's
function transformation. This transformation is consid-
ered in the innite domain so that the surface integral
is zero (homogeneous boundary conditions). We inves-
tigate the Green's functions solutions under a low fre-
quency bandwidth condition which provides a route to
simplication that is compatible with a low frequency
sea surface waveeld.
Taking the Fourier transform of (5) and using the product
theorem, i.e.
j 	(r;t) j2 	(r;t) $ (2)2 (r;!)!  (r;!)
!  (r;!);
we obtain  
r2 + !q
 (r;!)
=  (2)2[ (r;!) !  (r;!)] 
!  (r;!)   S(r;!)
where
 (r;!) =
1 Z
 1
	(r;t)exp( i!t)dt
S(r;!) =
1 Z
 1
s(r;t)exp( i!t)dt
and we have used the Fourier based denition for a frac-
tional derivative, i.e.
@
q
t	(r;t) $ ( i!)q (r;!)
so that
iq@
q
t	(r;t) $ !q (r;!)
where $ denotes transformation from t-space to !-space.
The symbols 
! and ! denote the convolution and cor-
relation integrals (in !-space) respectively, i.e. for any
complex piecewise continuous functions f1(!) and f2(!),
(f1 
! f2)(!) =
1 Z
 1
f1(!   !0)f2(!0)d!0
and
(f1 ! f
2)(!) =
1 Z
 1
f1(! + !0)f
2(!0)d!0
4.1 Solution for r 2 R3 and ! ! 0
In the innite domain, the Green's function transforma-
tion, for r 2 R3, yield [35]
 (r;!) = g(r;!) 
r S(r;!)
+g(r;!) 
r (2)2[ (r;!) !  (r;!)] 
!  (r;!) (6)
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______________________________________________________________________________________ where 
r denotes the convolution over r and g is the
Green's function given by
g(r;!) =
exp(i!q=2)r
4r
; r j r j
We now consider a solution based on a low frequency
condition where
g(r;!) 
1
4r
; ! 2 [ 
;
]; 
 ! 0
and a separation of variables approach where
 (r;!) = (r)U(!)
and
S(r;!) = R(r)F(!)
The purpose of this is twofold:
(i) to consider low frequency wave propagation which is
applicable to large scale ocean waves;
(ii) to investigate the temporal and spatial proper-
ties of (6) independently.
Equation (6) now becomes
(r)U(!) =
1
4r

r R(r)H(!)F(!)+
1
4r

r(2)2 j (r) j2 (r)H(!)[U(!)!U(!)]
!U(!)
where
H(!) =
(
1; j ! j 
;
0; j ! j> 
:
so that, after inverse Fourier transforming, we obtain
(r)u(t) =
1
4r

r R(r)



sinc(
t) 
t f(t)
+
1
4r

r  j (r) j2 (r)



sinc(
t)
t j u(t) j2 u(t)
where
f(t) =
1
2
1 Z
 1
F(!)exp(i!t)d!;



sinc(
t) 



sin(
t)

t
=
1
2
1 Z
 1
H(!)exp(i!t)d!
and 
t denotes the convolution integral over t. If we then
apply the Laplacian operator, then, noting that
r2

1
4r

=  3(r)
we have
u(t)r2(r) =  



sinc(
t) 
t f(t)R(r)
 



sinc(
t)
t j u(t) j2 u(t) j (r) j2 (r) (7)
Thus, for any point in space r = r0
u(t) = a



sinc(
t) 
t f(t)
+b



sinc(
t)
t j u(t) j2 u(t)
where
a =  

R(r)
r2(r)

r=r0
and b =  

j (r) j2 (r)
r2(r)

r=r0
under the condition that j r2(r) j> 0 and
u(t) = 0 if j r2(r) jr=r0= 0
Similarly, at any point in time t = t0
r2(r) = R(r) +  j (r) j2 (r)
where, for j u(t) jt=t0> 0,
 =  



u(t)
sinc(
t) 
t f(t)

t=t0
;
 =  



u(t)
sinc(
t)
t j u(t) j2 u(t)

t=t0
and
r2(r) = 0 if u(t) jt=t0= 0
4.2 Solution for r 2 R2 and ! ! 0
The same approach presented in the previous section can
be used to obtain a solution for r 2 R2. However, there
is an essential dierence for r 2 R2 which derives from of
the function form of the Green's function
g(r;!) = iH1
0(r!q=2)
where H
(1)
0 is Hankel function of rst kind with the fol-
lowing asymptotic characteristics:
g(r;!) =
(
 2ln(r!q=2); ! ! 0; q
2
r!q=2 exp[i(r!q=2 + =4)]; ! ! 1:
Thus under the low frequency bandwidth condition
g(r;!) =  2lnr   q ln!; ! 2 [ 
;
]; 
 ! 0
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______________________________________________________________________________________ Noting that
r2 ln(r) =  2(r)
where
r2  @2
x + @2
y;
in two-dimensions, (7) becomes
u(t)r2(r) =  2



sinc(
t) 
t R(r)f(t)
 2



sinc(
t)
t j u(t) j2 u(t) j (r) j2 (r)
Thus, apart from a scaling factor, the governing equations
in r 2 R2 and r 2 R3 are identical. However, in this
paper we focus of a two-dimensional model which is valid
for surface waves.
4.3 Solution for r 2 R1 and ! ! 0
Although a one-dimensional model is of little value to
modelling sea surface waves, for completeness, we present
the equivalent solution for r 2 R1. In this case, the
Green's function is given by
g(j x j;!) =
i
2!q=2 exp(i!q=2 j x j)
=
i
2!q=2[1 + i!q=2 j x j +
1
2
(i!q=2 j x j)2 + :::]
and thus, for j ! j 
 where 
 is the bandwidth of the
wave function, we can approximate the Green's function
as
g(j x j;!) =
i
2!q=2  
j x j
2
; j ! j 
 ! 0
Thus for r 2 R1, we have
(x)U(!) =
iR1H(!)
2!q=2 F(!)   R2(x)H(!)F(!)
+
i(2)21H(!)
2!q=2 f[U(!) ! U(!)] 
! U(!)g
 (2)22(x)H(!)f[U(!) ! U(!)] 
! U(!)g
where
R1 =
1 Z
 1
R(x)dx;
R2(x) =
j x j
2

x R(x);
1 =
1 Z
 1
j (x) j2 (x)dx
and
2(x) =
j x j
2

x j (x) j2 (x)
Hence, since j x j= xsign(x) where sign(x) is the `sign'
function dened as
sign(x) =
(
1; x > 0;
 1; x < 0:
and noting that sign(x) = 2step(x)   1 where
step(x) =
(
1; x > 0;
0; x < 0:
then
d
dx
R2(x) =
1
2
sign(x) 
x R(x)
= step(x) 
x R(x)  
1
2
R1
and
d2
dx2R2(x) = R(x) since
d
dx
step(x) = (x)
Similarly
d2
dx22(x) =j (x) j2 (x)
so that, after inverse Fourier transforming, we obtain
u(t)
d2
dx2(x) =  R(x)



sinc(
t) 
t f(t)
 



sinc(
t) j u(t) j2 u(t) j (x) j2 (x)
4.4 Source Function Models
Any solution for 	(r;t) = (r)u(t) depends explicitly
on the source function R(r)f(t). Physically, f(t) repre-
sents the variations in the wave amplitude generated by
changes in the wind velocity v(t) thereby producing an
acceleration/deceleration and thus a force that `drives'
the wave motion. On the other hand R(r) is determined
by the spatial frequency content of the sea surface. We
now consider stochastic models for these function.
4.4.1 Stochastic Model for R(r); r 2 R2
We require a model for the spatial frequency character-
istics (i.e. the Power Spectral Density Function) of the
stochastic eld R(r) representing the sea surface at an
instance in time. To this end, we consider a PSDF of the
form
P(k) =
k2p
(k2
0 + k2)q =

 

(ik)p
(k   ik0)q

 

2
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______________________________________________________________________________________ where k =j k j which is a generalization of the Berman
processes where [36]
P(k) =
k2p
k2
0 + k2
that is, in turn, a generalization of the Ornstein-
Uhlenbeck processes where [37], [38] and [39]
P(k) =
k
k2
0 + k2
with parameters c and k0, p > 0 and q > 0. The param-
eters p, q and k0 provides a way of `shaping' the PSDF
of the stochastic eld R(r) as illustrated in Figure 2.
Figure 2: Normalised plot of the PSDF k2p(k2
0 + k2) q
for k0 = 100, p = 1, q = 2 and an array length of 1000
elements.
For k > 0, the function P(k) > 08k has a maximum when
d
dk
lnP(k) =
2p
k
 
2kq
k2
0 + k2 = 0
or when
d
dk
P(k) =

2p
k
 
2kq
k2
0 + k2

P(k) = 0
This implies that the maximum value of P(k) occurs at
a value of k = kmax given by
kmax = k0
r
p
q   p
; q > p
The value of P(k) at this point is therefore
Pmax  P(kmax) =
k2p
max
(k2
0 + k2
max)q = k
2(p q)
0
pp
qq (q   p)q p
Beyond this point, the PSDF decays and its asymptotic
form is dominated by a k 2q power law, a law that is con-
sistent with a random scaling fractal. At low frequencies,
the power spectrum is characterized by the term k2p. The
parameter k0 denes the principal spatial frequency (as
illustrated in Figure 2) of the stochastic function R(r),
that, using the Riesz operator, is given by
R(r) =
1
(2)2
1 Z
 1

(ik)p
(k   ik0)qN(k)

exp(ik  r)d2k
= K(r) 
r rpn(r)
where N(k) is a white noise spectrum (with constant
PSDF),
n(r) =
1
(2)2
1 Z
 1
N(k)exp(ik  r)d2k
and
K(r) =
1
(2)2
1 Z
 1

1
(k   ik0)q

exp(ik  r)d2k
Since (as derived in Appendix A)
1 Z
 1
rq 2 exp( ik^ n  r)d2r =
1
(2i)q
 
 
1  
q
2

 
 q
2

1
kq
then
1 Z
 1
rq 2 exp[ i(k   ik0)^ n  r]d2r
=
1
(2i)q
 
 
1  
q
2

 
 q
2

1
(k   ik0)q
and thus
K(r) =
(2i)q 
 q
2

 
 
1  
q
2
 exp( k0^ n  r)rq 2
Hence, ignoring scaling,
R(r) =
exp( k0^ n  r)
r2 q 
r rpn(r)
whose random scaling property is
Pr[R(ar;k0=a)] = aq pPr[R(r;k0)]
Here, as we scale r by a, the characteristic frequency k0 is
scaled by 1=a, a result that relates to the scaling property
of the Fourier transform, i.e.
R(ar) $
1
a
R

k
a

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______________________________________________________________________________________ The interpretation of this result is that, as we zoom into
the stochastic eld R(r;k0), the distribution of ampli-
tudes remains the same (subject to scaling by ap q) and
the characteristic frequency of the eld increases by a fac-
tor of 1=a. Finally, we apply a spatial frequency `bias' by
letting
k =
q
[(Lxkx)2 + (Lyky)2]
in order to give a directionality to the surface waves gen-
erated by a prevailing wind direction. Thus if Lx = Ly =
1, the wind is taken to be omni- directional whereas if
Lx = 0 and Ly = 1, for example, then the eect is to
lowpass the spectrum of N(kx;ky) in ky alone, thereby
generating a stochastic eld R(x;y) with a high frequency
x-directional bias.
4.4.2 Stochastic Model for f(t)
If f(t) represents the force of the wind on the sea surface
at any time t then the function
g(t) =



sinc(
t) 
t f(t)
given in (7), models the conversion of this force into that
which `drives' the wave motion of the sea surface. The
bandwidth 
 limits the frequency spectrum at which this
conversion takes place due to the change in density at
the boundary between the air and the sea surface. For a
unit mass, f(t) is given by (from Newton's second law of
motion)
f(t) = dtv(t)
Thus, in order to compute a suitable stochastic model for
f(t), it is necessary to analyse the stochastic behaviour
of the wind velocity v(t) and in the following section this
is explored using experimental data.
5 Statistical Analysis of the Wind Veloc-
ity
The statistical analysis of wind velocity provides a route
to developing stochastic models for wind speed including
those used in forecasting [40]. In this section we consider
a stochastic model for the wind velocity that is designed
to provide a stochastic source function for the generation
of sea surface waves. In particular, we are interested in
the time variations associated with the source function
s(r;t) given in equation (5).
Figure 3 shows a polar plot of experimental data for
hourly wind velocities (in metres per second) against
wind directions (in degrees). The data consists of
8000 samples recorded at Dublin Airport, Ireland from
00:00:00 on 1 January 2008 to 06:00:00 on 29 November
2008. The maximum wind velocity is 21:1ms 1.
Figure 3: Polar plot of the angle of wind direction versus
the wind velocity (in metres per second) over a period of
8000 hours for 1 hour sampling intervals.
Figure 4 show plots of the wind velocity and wind di-
rection together with associated histograms illustrating
a marked dierence in their statistical characteristics.
The wind velocity has a Rayleigh-type distribution with
a mode of 5ms 1 whereas the wind direction is has a
marked statistical bias toward higher angles with a pri-
mary mode of 240 degrees accounting for the directional
bias observed in Figure 3.
Figure 5 compares the velocity gradient f(t) (which rep-
resents the force generated by the wind for a unit mass
computed by forward dierencing) with the output from a
Gaussian distributed random number stream (with zero-
mean). By comparing these number streams, it is clear
that the statistical characteristics of f(t) are not Gaus-
sian. The plot of f(t) obtained from the experimental
wind velocity data clearly shows that there are a number
of rare but extreme events corresponding to short peri-
ods of time over which the change in wind velocity is
relatively high. This leads to a distribution with a nar-
row width but longer tail (when compared to a normal
distribution). Non-Gaussian distributions of this type are
typical of L evy processes [29], [30] which are discussed in
the following section.
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______________________________________________________________________________________ Figure 4: Plots of the wind velocity (top-left in metres
per second) and wind direction (bottom-left in degrees)
and the associated 21-bin and 360-bin histograms (top-
right and bottom-right), respectively.
Figure 5: Plots of a zero-mean Gaussian distributed
stochastic signal (bottom-left) obtained using MATLAB
V7 randn function (above) and gradient of the wind ve-
locity given in Figure 5 (below).
5.1 L evy Processes
L evy processes are random walks whose distribution has
innite moments. The statistics of (conventional) phys-
ical systems are usually concerned with stochastic elds
that have PDFs where (at least) the rst two moments
(the mean and variance) are well dened and nite. L evy
statistics is concerned with statistical systems where all
the moments (starting with the mean) are innite. Many
distributions exist where the mean and variance are -
nite but are not representative of the process, e.g. the
tail of the distribution is signicant, where rare but ex-
treme events occur. These distributions include L evy dis-
tributions [31], [32] and [33]. L evy's original approach
to deriving such distributions is based on the following
question: Under what circumstances does the distribu-
tion associated with a random walk of a few steps look
the same as the distribution after many steps (except for
scaling)? This question is eectively the same as asking
under what circumstances do we obtain a random walk
that is statistically self-ane. The characteristic function
P(k) of such a distribution p(x) was rst shown by L evy
to be given by (for symmetric distributions only)
P(k) = exp( a j k j); 0 <   2 (8)
where a is a constant and  is the L evy index. For   2,
the second moment of the L evy distribution exists and
the sums of large numbers of independent trials are Gaus-
sian distributed. For example, if the result were a ran-
dom walk with a step length distribution governed by
p(x);   2, then the result would be normal (Gaus-
sian) diusion, i.e. a Brownian random walk process. For
 < 2 the second moment of this PDF (the mean square),
diverges and the characteristic scale of the walk is lost.
For values of  between 0 and 2, L evy's characteristic
function corresponds to a PDF of the form
p(x) 
1
x1+ ; x ! 1
L evy processes are consistent with a fractional diusion
equation as we shall now show [34]. The evolution equa-
tion for a random walk process leading to a macroscopic
eld denoted by v(x;t) is given by
v(x;t + ) = v(x;t) 
x p(x)
which, in Fourier space, is
V (k;t + ) = V (k;t)P(k)
From (8), we note that
P(k) = 1   a j k j; a ! 0
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______________________________________________________________________________________ so that we can write
V (k;t + )   V (k;t)

'  
a

j k j V (k;t)
which for  ! 0 gives the fractional diusion equation

@
@t
v(x;t) =
@
@x v(x;t);  2 (0;2] (9)
where  = =a and we have used the result
@
@x v(x;t) =  
1
2
1 Z
 1
j k j V (k;t)exp(ikx)dk
The solution to this equation with the singular initial
condition v(x;0) = (x) is given by
v(x;t) =
1
2
1 Z
 1
exp(ikx   t j k j =)dk
which is itself L evy distributed. This derivation of the
fractional diusion equation reveals its physical origin in
terms of L evy statistics.
For normalized units  = 1 we consider (9) for a white
noise source n(t) 2 [0;1]8t with Pr[n(t)] = 1 given by
@
@x v(x;t)  
@
@t
v(x;t) =  (x)n(t);  2 (0;2]
which, at x = 0 has the Green's function solution
v0(t) =
1
 (1=)t1 1= 
t n(t) (10)
where v0(t)  v(0;t). This equation is an example of
fractional stochastic partial dierential equations used to
model L evy noise compared to a stochastic partial dier-
ential equations with L evy noise [41].
The function v0 has a Power Spectral Density Function
(PSDF) given by (for constant of proportionality c)
j V0(!) j2=
c
j ! j2=
where
V0(!) =
1 Z
 1
v0(t)exp( i!t)dt
and a self-ane scaling relationship
Pr[v0(at)] = a1=Pr[v0(t)]
for scaling parameter a > 0. This scaling relationship
means that the statistical characteristics of v0(t) is in-
variant of the time scale.
5.2 L evy Index Analysis
The PSDF of j V0(!) j2 provides a method of computing
 using the least squares method based on minimizing
the error function
e(c;) = k2ln j V0(!) j  lnc   2 1 ln j ! j k2
2; ! > 0
Figure 6 shows the computation of (t) for a moving
window of size 1024 elements. Table 2 provides some
Figure 6: Above: Plot of the wind velocity given in Fig-
ure 4 after normalization (blue) and the L evy index (red)
obtained using a moving window is size 1024 elements.
Below: Simulated wind velocities computed for L evy in-
dex  = 1:55
basic statistical information with regard to (t) for this
data. Application of the Bera-Jarque parametric hypoth-
esis test of composite normality is rejected (i.e. `Compos-
ite Normality' is of type `Reject') and thus (t) is not nor-
mally distributed. This result illustrates that the wind
velocity function is a self-ane stochastic function with
a mean L evy index of 1:55. Based on this result, Fig-
ure 6 shows a simulation of the wind velocity based on
the computation of v0(t) in (10) for  = 1:55. The sim-
ulation is based on transforming (10) into Fourier space
and using a Discrete Fourier Transform. The function
n(t) is computed using MATLAB (V7) uniform random
number generator rand for seed = 1.
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______________________________________________________________________________________ Table 2: Statistical parameters associated with the L evy
index function given in Figure 6.
Statistical Parameter Value for (t)
Minimum Value 1.3467
Maximum value 1.7836
Range 0.4369
Mean 1.5490
Median 1.5493
Standard Deviation 0.0522
Variance 0.0027
Skewness 0.0106
Kertosis 2.7833
Composite Normality Reject
6 Iterative Solutions
We consider iterative solutions to the equations
u(t) =



sinc(
t) 
t f(t) + 



sinc(
t) 
t u(t) j u(t) j2
(11)
where f(t) = dtv0(t) and
r2(r) = R(r) + (r) j (r) j2; r 2 R2 (12)
6.1 Temporal Solution
We consider an iterative solution to (11) of the form (for
n = 0;1;2;::)
un+1(t) =



sinc(
t) 
t f(t)
+



sinc(
t) 
t un(t) j un(t) j2
The convergence criterion for this solution is derived in
Appendix B where it is shown that
ku(t)k2
2 <
1
3
r



We therefore consider the rst order approximation for
the signal u1(t) given by
u1(t) =  f(t) + 



sinc(
t) 
t  f(t) j  f(t) j2 (13)
where
 f(t) =



sinc(
t) 
t f(t)
under the condition
ku(t)k2
2 <<
1
3
r



This solution is equivalent to application of the Born ap-
proximation for Schr odinger scattering theory when the
(time-independent) potential V (r); r 2 R3 is taken to
be a `weak scatterer' subject to the condition kV k2 <<
R 2; r 2 [0;R].
We require a numerical simulation for u1(t) to investigate
the eect of the nonlinear term in (13) given that
f(t) =
1
 (1=)t1 1= 
t dtn(t) (14)
where n(t) 2 [0;1] and Pr[n(t)] = 1 and the normalisa-
tion condition k  f(t)k1 = 1. The numerical simulation
is obtained by transforming (13) and (14) into Fourier
space and using a Discrete Fourier Transform to lter
the array n[i] and inverse Fourier transforming the re-
sult. Figure 7 shows an example of the computation of
u1[i]; i = 1;2;:::;N for N = 1000 and with 
 = 15
and  = 1:55 using MATLAB (V7) function rand with
seed = 1 to compute n[i]. For q = 1, Figure 7 illus-
trates the inuence of the nonlinear term in (13) with re-
gard to generating waves whose amplitudes are in excess
of the corresponding linear waves. The relatively high
amplitude wave obtained between line elements 400 and
500 in Figure 7, which are typical of simulation based
on (13), exhibits an abyssal trough commonly seen be-
fore and after a freak wave that in practice may last only
for some minutes before either breaking, or reducing in
size. With regard the model used, it is clear that this be-
haviour depends on the magnitude of the source function
f(t) and that this function is determined by the char-
acteristics of v0(t) as determined by the L evy index .
For large changes in v0(t) where the force of the wind
f(t) = dtv0(t) is high, the likelihood of a freak wave is
increased. This likelihood is a result of the non-Gaussian
distribution assumed for f(t), as illustrated in Figure 5,
where, compared to Gaussian distributed deviates, rare
but extreme values can occur.
6.2 Spatial Solution
The Green's function transformation to (12) is (for the
innite domain) given by
(r) =  ln(r) 
2 [R(r) +  j (r) j2 (r)] (15)
which has the iterative solution (for n = 0;1;2;:::)
n+1(r) =  ln(r) 
2 [R(r) +  j n(r) j2 n(r)]
where
0(r) =  ln(r) 
2 R(r)
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______________________________________________________________________________________ Figure 7: Simulation of u1[i] for q = 2 (Blue) and for
q = 1 (Red). The nonlinear term given in (13) is shown
in Green.
with convergence criterion (derived in Appendix C) given
by
k(r)k <

2
92
 1
4
; r 2 [0;1]
and where, based on the model discussed in Section 4.4.1,
R(r) =
exp( k0^ n  r)
r2 q 
r rpn(r)
We consider an approximate rst order solution 1 for 
given by
1(r) = ln(r)
2R(r)+ j ln(r)
2R(r) j2 [ln(r)
2R(r)]
(16)
based on the computation of ln(r)
rR(r) in Fourier space
using a Fast Fourier Transform, i.e.
ln(r) 
r R(r) $
1
k2
(ik)p
(k   ik0)qN(k); k > 0
For the linear case in which q = 2, Figure 8 illustrates
the eect of increasing the spatial frequency via the pa-
rameter p for Lx = 0, Ly = 1 and k0 = 50 based on using
a zero mean random Gaussian eld n(x;y).
Figure 9 shows an example of 1 given by
(16) for (k0;Lx;Ly;p;q) = (50;0;1;0:99;2) and
(k0;Lx;Ly;p;q) = (50;0;1;0:99;1) based on using
a zero mean random Gaussian eld n(x;y). The normal-
ized surface plots illustrate the inuence of the nonlinear
term to produce a single `freak wave' for q = 1.
7 Scattering Model for a Freak Wave
One of the principal issues associated with using the (cu-
bic) NLS equation to model freak waves is that it is based
Figure 8: Examples of the stochastic surfaces 1 obtained
using (16) - visualized as 512512, 8-bit grey level im-
ages - for (k0;Lx;Ly;q) = (50;0;1;2) with p = 1:1 (top),
p = 1:5 (centre) and p = 1:9 (bottom) computed using
the MATLAB (V7) random number generating function
randn for seed = 1.
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______________________________________________________________________________________ Figure 9: Comparison of a low frequency linear wave
function 1(x;y); q = 2 (above), a low frequency non-
linear wave function 1(x;y)); q = 1 (centre) based on
(16). The associated nonlinear function is given below
computed using the MATLAB (V7) random number gen-
erating function randn with seed = 1.
on a phenomenology, like the Schr odinger equation itself
(linear of otherwise). In this section, we illustrate how to
obtain analogous (nonlinear) behaviour based on a novel
approach to solving the Helmholtz scattering problem
which, in turn, is based on the classical wave equation
for variable wavespeed. We consider a solution to this
equation based on a phase only condition for the sum of
the incident and scattered waveeld and aim to develop
a solution that provides a model for the time evolution
of a freak wave.
7.1 Inhomogeneous Wave Equation
Consider the inhomogeneous wave equation for r 2 R3
for a source function s(r;t) given by

r2  
1
c2(r)
@2
@t2

	(r;t) =  s(r;t)
where c(r) is the wavespeed function and let
	(r;t) =
1
(2)3
1 Z
 1
 (r;!)exp(i!t)d!
and
s(r;t) =
1
(2)3
1 Z
 1
S(r;!)exp(i!t)d!
so that, with
1
c2(r)
=
1
c2
0
[1 + (r)]
we can write
 
r2 + k2
 (r;!) =  k2(r) (r;!)   S(r;!)
where k = !=c0 and  is the `scattering function'. Ap-
pendix D provides a derivation of this result using the
(linearised) Navier-Stokes equations where it is shown
that 	 represents the scalar velocity eld and  repre-
sents variations in the material density for the case when
the viscosity is negligible and the compressibility is a con-
stant. In particular, the scattering function is given by
(r) =
(r)   0
0
where 0 is the `average density'.
Let
 (r;!) =  i(r;!) +  s(r;!)
where  s is the scattered eld whose solution we require
and  i is the solution of
(r2 + k2) i(r;!) =  S(r;!)
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______________________________________________________________________________________ given by
 i(r;!) =
exp(ikr)
4r

r S(r;!)
The equation
 
r2 + k2
( i +  s) =  k2( i +  s)   S
is then reduced to
 
r2 + k2
 s =  k2  (17)
However, since
r2

1
4r

=  3
we can write
 
r2 + k2
 s = r2

3  
k2
4r


r  s

=

3  
k2
4r


r r2 s
and thus
1
4r+

r r2 s =  
or
 s(r) =  (r) (r;k)
where we have used the result
1
4r+

r r2 s =  s 
r r2

1
4r+

   s; r+ ! r
In the context of this result, we require a solution for the
scattered eld that satises the equation
 
i  s+ j  s j2=   j   j2
This result is consistent with the application of a low spa-
tial frequency condition since in Fourier space equation
(17) can be written as
( u2 + k2)e  s(u;!) =  k2e (u) 
u e  (u;!)
where u j u j,
e  s(u;!) =
1 Z
 1
 s exp( iu  r)d3r;
e  (u;!) =
1 Z
 1
  exp( iu  r)d3r
and
e (u) =
1 Z
 1
(r)exp( iu  r)d3r
Thus, if
k2   u2 = k2

1  
u2
k2

 k2; u=k << 1
then
e  s(u;!) =  e (u) 
u e  (u;!)
or
 s(r;!) =  (r) (r;!)
where the functions ,   and  s are taken to be `low-
band-pass' functions, e.g. e (u) ! 0 as u ! 1. This
implies that all functions in equation (17) are taken to be
smooth in the sense that they are piecewise continuous
and dierentiable. Similarly, we note that, under the
condition u=k << 1,
 i(r;!) =  S(r;!)
7.2 Phase Only Solution
If we consider the function  (r;!) to be a phase only
waveeld where, for unit amplitude,
 (r;!) = exp[i (r;!)]
then
 s =  
 i
j  i j2(+ j  s j2)
which has rst and second order solutions given by
 (1)
s =  
 i
j  i j2
and
 (2)
s =  
 i
j  i j2

1 +

j  i j2

respectively. Thus, with
S(r;!) = R(r)H(!)F(!)
where
F(!) =
1 Z
 1
f(t)exp( i!t)dt
and f(t) is given by equation (14), the solution for 	
(1)
s
becomes
	(1)
s (r;t) =
(r)
R(r)
1
2

 Z
 

F(!)
j F(!) j2 +
exp(i!t)d! (18)
where  is a regularising constant.
Figure 10 shows a numerical example of the temporal
characteristics associated with this solution for  = 10 9
IAENG International Journal of Applied Mathematics, 41:1, IJAM_41_1_05
(Advance online publication: 10 February 2011)
 
______________________________________________________________________________________ computed over a 1000 element array. The spectrum
F(!) is computed from the source function f(t) given by
equation (14) for  = 1:55 using MARLAB (V7) rand,
seed = 1 and normalisation condition kf(t)k1 = 1. The
gure compares this result with the signal
 f(t) =
1
2

 Z
 

F(!)exp(i!t)d!
used to `source' the solution.
Figure 10: Time dependent component of the function
	s(r;t) given by equation (18) for 
 = 10 (Red) and the
normalised source function  f(t) (Blue).
This example illustrates the ability for a low spatial fre-
quency and phase only scattering model to generate large
amplitude waves even when the scattering function is a
constant. This is due to the phase only solution being
characterised by the inverse lter F= j F j2. In contrast,
if the phase only condition is relaxed, then the rst and
second order scattered elds become
 (1)
s =   i
and
 (2)
s =  (1   )2 i   2
 i
respectively, and, for constant , the temporal charac-
teristics of both solutions are characterised by F(!). This
approach to modelling freak waves is similar to modelling
the scattering of electromagnetic waves from a random
fractal surface [45] but relies on a low frequency condi-
tion to derive equation (18).
8 Conclusion
The model presented in this paper provides a `route to
unication' between linear and nonlinear models for mod-
elling deep water surface waves. Based on generalizing
the cubic nonlinear Schr odinger equation to
 
r2 + iq@
q
t

	(r;t) =   j 	(r;t) j2 	(r;t)   s(r;t)
with
q 2 [1;2];  = (2   q)
and considering separable forms for 	(r;t) and s(r;t)
given by 	(r;t) = (r)u(t) and s(r;t) = R(r)f(t), re-
spectively, we have obtained the Green's function trans-
formation (ignoring scaling constants)
u(t)r2(r) = sinc(
t) 
t f(t)R(r)
+sinc(
t)
t j u(t) j2 u(t) j (r) j2 (r)
where 
 is the bandwidth of the waveeld. Crucially, this
result is based on considering a low bandwidth condition
in which 
 ! 0 that, compared with other applications,
can be applied in the case of modelling low frequency sea
waves.
The models for f(t) and R(r) are both based on self-ane
stochastic functions, i.e.
f(t) =
1
 (1=)t1 1= 
tdtn(t); n(t) 2 [0;1]; Pr[n(t)] = 1
where  is the L evy index and
R(r) =
exp( k0^ n  r)
r2 q 
r rpn(r); q > p;
Pr[n(r)] = Gauss(x)
We have developed a model for wind velocities based on
the application of a L evy distributed eld obtained from
an analysis of experimental data. This has shown that
wind velocities are statistically self-ane. Thus, we may
conclude that the conversion of wind energy into wave en-
ergy is self-ane. Moreover, the force generated through
the rate of change of wind velocity is not a Gaussian pro-
cess but, a L evy process in which extreme values are more
common. This is typical of many naturally occurring [42]
and man-made time series. An important example of the
latter case includes nancial time series, e.g. [43] and
[44].
The model developed depends on this non-Gaussian
stochasticism in which 
 denes the bandwidth at which
wind energy is converted into wave energy. The fact
that wind forces are non-Gaussian may, according to the
model presented, account for the more common occur-
rence of freak waves than would be expected for Gaussian
processes alone.
Although the cubic NLS equation for modelling freak
waves forms a central theme of this paper, we have also
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______________________________________________________________________________________ considered a low spatial frequency scattering model to il-
lustrate that there are other `routes' to freak wave mod-
elling. Under the phase only condition, this approach re-
veals that the time-dependent characteristics of the scat-
tered wave are determined by the inverse of the spectrum
of the source function which is independent of the scat-
tering function.
Unlike phenomenological models such as the (cubic) NLS
equation, the scattering model considered in Section 7 is
based on the Navier-Stokes equations. In order to illus-
trate the solution method considered and some of its char-
acteristics, we have considered a wave equation for the
scalar velocity eld propagating through a non-viscous
uid where the relaxation time is zero. Thus, a further
development will be to consider a model for wave propa-
gation and scattering in a homogeneous viscous uid.
Appendix A: Generalized Fourier Trans-
form of j r jq for r 2 Rn
Theorem. If q 6= 2m or  n   2m where m = 0;1;2;:::,
then
1 Z
 1
rq exp( ik  r)dnr =
(1
2q + 1
2n   1)!
( 1
2q   1)!
2q+nn=2k q n
where k and r are the n-dimensional vectors
(k1;k2;:::;kn) and (r1;r2;:::;rn) respectively,
r j r j=
q
r2
1 + r2
2 + ::: + r2
n;
k j k j=
q
k2
1 + k2
2 + ::: + k2
n
and
1 Z
 1
f(r)exp( ik  r)dnr
is taken to mean
1 Z
 1
1 Z
 1
:::
1 Z
 1
f(r1;r2;:::;rn)exp[ i(k1r1+k2r2+:::+knrn)]
dr1dr2:::;drn
Proof. The proof of this result is based two results:
(i) If f is a function of r only, then
F(k) =

1  
@2
@k2
1
 
@2
@k2
2
  :::  
@2
@k2
n
N
(2)n=2
1 Z
0
f(r)rn 1
(1 + r2)N
J n 2
2 (kr)
(kr)(n=2) 1dr
where N is a positive integer and J(n 2)=2 is the Bessel
function (of order (n   2)=2).
(ii) For Bessel Functions,
(2)n=2
k(n=2) 1
1 Z
0
rq+(n=2)
(1 + r2)N J n 2
2 (kr)dr
=
n=2(1
2q + 1
2n   1)!(N   1
2q   1
2n   1)!
(N   1)!(1
2n   1)!
1F2(1
2q + 1
2n; 1
2q + 1
2n   N + 1; 1
2n; 1
4k2)
+
n=2k2N q n(1
2q + 1
2n   N   1)!
(N   1
2q   1)!22N q n
1F2(N;N   1
2q;N + 1   1
2q   1
2n; 1
4k2) (A:1)
where
1F2(a;b;c;x) = 1 +
a
1!bc
x +
a(a + 1)
2!b(b + 1)c(c + 1)
x2 + :::
The rst of these results can be obtained by choosing a
polar axis to lie along the direction of k so that k  r =
krcos1 and
F(k) =
1 Z
 1
f(r)exp( ik  r)dr
=
1 Z
0
f(r)rn 1
 Z
0
exp( ikrcos1)sin
n 2 1d1

 Z
0
:::
2 Z
0
sin
n 3 2:::sinn 2d2:::dn 1dr
=
1 Z
0
f(r)rn 12(n 1)=2
(1
2n   3
2)!

 Z
0
exp( ikrcos1)sin
n 2 1d1dr
using
 Z
0
sin
 d =
(1
2   1
2)!1=2
(1
2)!
:
Now,
 

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n

=
1 Z
 1
f(r)(r2
1 + r2
2 + ::: + r2
n)exp( ik  r)dnr
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
1  
@2
@k2
1
 
@2
@k2
2
  :::  
@2
@k2
n
N
=
1 Z
 1
f(r)(1 + r2)N exp( ik  r)dnr:
Hence, we can write
F(k) =

1  
@2
@k2
1
+
@2
@k2
2
  :::  
@2
@k2
n
N
(2)n=2
1 Z
0
f(r)rn 1
(1 + r2)N
J n 2
2 (kr)
(kr)(n=2) 1dr: (A:2)
The ratio of two successive terms un+1=un in the innite
series for 1F2 is (a + n)x=[(n + 1)(b + n)(c + n)] which
tends to zero as n ! 1 for any nite x. Thus, the series
for 1F2 converges absolutely and uniformly with respect
to x and the same is true of its derivatives (provided that
neither b or c is a negative integer or zero when the series
diverges). Therefore,

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n

1F2(a;b; 1
2n; 1
4k2)
=
(b   1)!(1
2   1)!
(a   1)!

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n


1 X
s=0
(a + s   1)!(1
2k)2s
(b + s   1)!(1
2n + s   1)!s!
=
(b   1)!(1
2n   1)!
(a   1)!
1 X
s=0
(a + s   1)!(1
2k)2s 2
(b + s   1)!(1
2n + s   2)!(s   1)!
:
The term for s = 0 disappears so that, by replacing s by
s + 1 we obtain

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

1F2(a;b; 1
2n; 1
4k2)
=
(b   1)!(1
2n   1)!
(a   1)!
1 X
s=0
(a + s   1)!(1
2k)2s
(b + s)!(1
2n + s   1)!s!
(a+s b s)
=
a   b
b
1F2(a;b + 1; 1
2n; 1
4k2):
Hence,

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1
N
1F2(a;b; 1
2n; 1
4k2)
=
(a   b)(a   b   1):::(a   b   N + 1)
b(b + 1):::(b + N   1)
1F2(a;b + N; 1
2n; 1
4k2): (A:3)
In the rst term of (A.1) a = 1
2(q+n);b = 1
2(q+n) N+1
so that a b = N +1 with the result that the right hand
side of the equation vanishes. For the second term of
(A.1), consider, with b > 0

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n

k2b
1F2(a;b + 1
2n;b + 1; 1
4k2)
=
(b + 1
2n   1)!b!
(a   1)!
1 X
s=0
(a + s   1)!k2b+2s 2
4s 1(b + 1
2n   2 + s)!(b + s   1)!s!
as above. Hence,

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

k2b
1F2(a;b + 1
2n;b + 1; 1
4k2)
=
(b + 1
2n   1)!b!
(a   1)!
[
(a   1)!4k2b 2
(b + 1
2n   2)!(b   1)!
+
1 X
s=0
(a + s   2)!(a   1)k2b+2s 2
4s 1(b + 1
2n   2 + s)!(b + s   1)!s!
]
from which it is evident that

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

k2b
1F2(1;b + 1
2n;b + 1; 1
4k2)
= (b + 1
2n   1)4bk2b 2 (A:4)
and 
@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

k2b
1F2(a;b + 1
2n;b + 1; 1
4k2)
= 4b(b + 1
2n   1)k2b 2
1F2(a   1;b + 1
2n   1;b; 1
4k2);
a 6= 1
Consequently, if a 6= 1 or 2, then since

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n

kq = q(q + n   2)kq 2
for all q except those for which
q + n = 2;0; 2; 4;:::
if follows that

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

k2b
1F2(a;b + 1
2n;b + 1; 1
4k2)
= 42b(b   1)(b + 1
2n   1)(b + 1
2n   2)k2b 4
1F2(a   2;b + 1
2n   2;b   1; 1
4k2)
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______________________________________________________________________________________ where, in deriving this result, since it cannot be assumed
that b   1 > 0, with b = N   1
2q   1
2n we impose the
condition q = 2m (m = 0;1;2;:::). Thus, using (A.4) we
can write

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1
N
k2N q n
1F2(N;N   1
2q;N + 1   1
2q   1
2n; 1
4k2)
=

@2
@k2
1
+
@2
@k2
2
+ ::: +
@2
@k2
n
  1

4N 1(N   1
2q   1
2n)!(N   1
2q   1)!k q n+2
( 1
2q   1
2n + 1)!( 1
2q)!
1F2(1; 1
2q + 1; 1
2q   1
2n + 2; 1
4k2)
=
(N   1
2q   1
2n)!(N   1
2q   1)!4Nk q n
( 1
2q   1
2n)!( 1
2q   1)!
: (A:5)
Using equations (A.5) and (A.3) in equations (A.1) and
(A.2) we nd that
F(k) =
(N   1
2q   1
2n)!(1
2q + 1
2n   N   1)!
( 1
2q   1
2n)!( 1
2q   1)!
2q+n( 1)Nn=2k q n:
Finally, using the formula
z!( z)! =
z
sinz
we have
(N   1
2q   1
2n)!(1
2q + 1
2n   N   1)!
=

sin(1
2q + 1
2n   N)
=
( 1)N
sin 1
2(q + n)
= (1
2q + 1
2n   1)!( 1
2q   1
2n)!( 1)N
so that
F(k) =
(1
2q + 1
2n   1)!
( 1
2q   1)!
2q+nn=2k q n:
We can write this result using the Gamma function no-
tation where
m! =  (m + 1) =
1 Z
0
tm exp( pt)dt
Thus,
F(k) =
 
 q+n
2

 
 
 
q
2
 2q+nn=2k q n
Appendix B: Condition for Convergence of
the Iterative Solution to Equation (11)
Theorem. The condition for the convergence of the it-
erative solution to (11) is that
ku(t)k2
2 <
1
3
r



Proof. Consider the error function at the nth iteration to
be n so that at the nth order iteration can be considered
to be given by un(t) = u(t)+n(t) where u(t) is the exact
solution. The iterative solution to (11), then becomes
u(t) + n+1(t) =



sinc(
t) 
t f(t)
+



sinc(
t) 
t [u(t) + n(t)] j u(t) + n(t) j2
Expanding the nonlinear term we obtain
n+1 =



sinc(
t) 
t [u2(t)
n(t) + 2(t) j u(t) j2
+2u(t) j n(t) j2 +2(t)u(t)+ j n(t) j2 n(t)
Taking the norm of this equation, and noting that for two
piecewise continuous functions f(t) and g(t),
kf(t) 
t g(t)k  kf(t)k  kg(t)k;
kf(t)g(t)k  kf(t)k  kg(t)k
and
kfn(t)k  kf(t)kn;
we obtain
kn+1k 



ksinc(
t)k
[ku(t)k2  kn(t)k + 3ku(t)k  kn(t)k2 + kn(t)k3]
For convergence, we must have
lim
n!1
knk = 0
from which it follows that
kn+1(t)k
kn(t)k




ksinc(
t)k  ku(t)k2
Thus, since
lim
n!1

kn+1k
knk

= 1
we may consider the following condition for convergence:



ksinc(
t)k  ku(t)k2 < 1
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1 Z
 1
sinc
2(x)dx = 
the convergence condition becomes
ku(t)k2
2 <
1
3
r



Appendix C: Condition for Convergence
of the Iterative Solution to Equation (15)
Theorem. The condition for the convergence of (15) is
that
k(r)k <

2
92
 1
4
; r 2 [0;1]
Proof. From (15)
(r) + n+1(r) =  ln(r) 
r R(r)
 ln(r)
r j (r) + n(r) j2 [(r) + n(r)]
Expanding the nonlinear term and taking norms, we ob-
tain
kn+1(r)k
kn(r)k
 3kln(r)kk(r)k2
so that as n ! 1 we require that
3klnrkk(r)k2 < 1
For r 2 [0;1]
klnrk2 =
0
@
2 Z
0
1 Z
0
[ln(r)]2rdrd
1
A
1
2
and using the result (for independent variable x)
1 Z
0
xm(lnx)ndx =
( 1)nm!
(m + 1)n+1
we obtain
klnrk =
r

2
from which the condition is derived.
Appendix D: Derivation of the Wave
Equation from the Linearised Navier
Stokes Equations
9 Derivation of the Wave Equation
The wave equation is obtained by linearising the hydrody-
namic equations of motion (the Navier-Stokes equations)
and may be written in the form
r  v = 
@p
@t
(D:1)
rp = 
@v
@t
  r  T (D:2)
where v(r;t) is the velocity eld (length/time), p(r;t)
is the pressure eld (force/area), T(r;t) is the ma-
terial stress tensor (force/volume), (r) is the den-
sity (mass/volume) and (r) is the compressibility
(area/force). It is assumed that the material to which
these equations comply is adiabatic. The rst equation
comes from the law of conservation of mass and the sec-
ond equation is a consequence of the law of conservation
of momentum. For compression waves alone, the material
stress tensor is given by
T = Ir  v + 2rv
where I is the unit dyad. The parameters  and  are
related to the bulk  and shear  viscosities of a material
by the equations
 =   
2
3
 and  = 
It is assumed that , ,  and  are both isotropic and
time invariant and by decoupling equations (D.1) and
(D.2) for p we obtain
r

1

r  v

= 
@2v
@t2  
@
@t
[r(r  v) + 2r  (rv)]
(D:3)
By adding
@
@t
[r(0r  v) + 2r  (0rv)]   0
@2v
@t2   r

1
0
r  v

to both sides of equation (D.3) where 0, 0, 0 and
0 are constants and noting that, for compression waves
only, r  v = 0 so that
r  r  v =  r2v + r(r  v) = 0
or
r(r  v) = r2v
we obtain the wave equation

1 + 0
@
@t

r2v  
1
c2
0
@2v
@t2 = 
1
c2
0
@2v
@t2 + r(r  v)
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@
@t

r(r  v) + 2r  (rv)

where
 =
   0

;  =
   0
0
;  =
   0
0 + 20
 =
   0
0 + 20
; c0 =
1
p
00
and 0 = 0(0 + 20):
The parameter 0 is known as the relaxation time and
may be written in the form
0 =
0 + 20
0c2
0
The quantity 0 +20 = 0 +40=3 is the compressional
viscosity. If  = 0,  = 0,  = 0, any vector com-
ponent of the velocity 	 say, can be taken to conform to
the wave equation

1 + 0
@
@t

r2	  
1
c2
0
@2	
@t2 = 
1
c2
0
@2	
@t2
Thus, for 0 = 0 and with
	(r;t) =
1
(2)3
1 Z
 1
 (r;!)exp(i!t)d!
we obtain
 
r2 + k2
 (r;!) =  k2(r) (r;!)
where k = !=c0.
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