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Cap´ıtulo I
Introduccio´n
1. Panorama histo´rico
La nocio´n de singularidad esta´ muy presente en varias ramas de las ma-
tema´ticas, siendo por tanto de especial importancia su estudio y compren-
sio´n. Desde el punto de vista del a´lgebra ma´s elemental, una singularidad se
puede identiﬁcar con la aparicio´n de ra´ıces mu´ltiples en un polinomio de una
variable. Geome´tricamente, una variedad es no singular en un punto cuando
coinciden la dimensio´n del espacio tangente y la de la propia variedad. En
geometr´ıa algebraica, una variedad es no singular en un punto si el anillo
local en el punto es un anillo local regular.
Un problema central dentro del a´mbito de la geometr´ıa algebraica con-
siste en intentar eliminar las singularidades por ciertas transformaciones
algebraicas. Es decir, la pregunta que se plantea es: Dada una variedad al-
gebraica singular X, ¿existe un morfismo birracional propio X
π←− Y de tal
forma que Y sea no singular? A este problema se le conoce como resolucio´n
de singularidades. Una formulacio´n ma´s fuerte de este problema, impone
que π deﬁna un isomorﬁsmo sobre el conjunto de puntos regulares de X,
Reg(X).
El problema de resolucio´n de singularidades obtuvo sus primeros resul-
tados durante la segunda mitad del siglo XIX, gracias a la fuerte y frecuente
comunicacio´n entre la escuela de geometr´ıa algebraica italiana liderada por
Cremona y la escuela alemana, cuyos ma´ximos exponentes fueron Klein y
M. Noether. En 1873 Noether demostro´ que las singularidades de cualquier
curva plana se pueden resolver mediante una sucesio´n ﬁnita de transforma-
ciones cuadra´ticas.
En 1897, Beppo Levi en [43] trata el caso de singularidades puntuales
de variedades de dimensio´n 2 de forma local. En 1935, Walker ([61]) da
una prueba anal´ıtica para el caso de superﬁcies complejas globalizando los
argumentos locales usados por Jung en 1908 ([42]). En 1939 Zariski ([62])
propuso una reduccio´n de este mismo problema y dando un an˜o ma´s tarde
una prueba de la uniformizacio´n local ([63]). El siguiente resultado tambie´n
se debe a Zariski, quien en 1944 demostro´ la resolucio´n de singularidades
para esquemas de dimensio´n 3 ([64]).
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En 1964, Heisuke Hironaka da una demostracio´n de la resolucio´n de sin-
gularidades para variedades de cualquier dimensio´n sobre cuerpos de carac-
ter´ıstica cero en su extenso art´ıculo Resolution of singularities of an algebraic
variety over a field of characteristic zero, ([33]).
La demostracio´n dada por H. Hironaka no es constructiva, es un re-
sultado de naturaleza existencial. Hasta ﬁnales de los an˜os ochenta, pero
sobretodo hasta los an˜os noventa, no se desarrollaron nuevas estrategias pa-
ra afrontar la resolucio´n de singularidades de una forma algor´ıtmica. Estos
primeros trabajos, que proporcionan un me´todo para la resolucio´n, se de-
ben principalmente a Villamayor ([54], [55]), Bierstone-Milmann([7], [8]),
Encinas-Villamayor ([20], [21], [22]), Encinas-Hauser ([19]). Son destacables
tambie´n los trabajos de W lodarczyk ([59]), Bravo-Villamayor ([10], [11]),
Bravo-Encinas-Villamayor ([9]), Hauser ([28], [30]) y los libros de Cutkosky
([18]) y Kollar ([41]).
Pese a los grandes avances realizados en caracter´ıstica 0, el problema
en caracter´ıstica positiva se presenta como un problema au´n abierto en el
contexto ma´s general. El argumento inductivo utilizado en caracter´ıstica 0
(que presentaremos ma´s adelante) y que se basa en la existencia de hiper-
superﬁcies de contacto maximal, no es va´lido en caracter´ıstica positiva por
la ausencia de estas hipersuperﬁcies.
Los primeros resultados en caracter´ıstica positiva se deben a S.S. Abh-
yankar, quien en su tesis probo´ la uniformizacio´n local de esquemas de di-
mensio´n 2 sobre cuerpos de caracter´ıstica p ([1]). Extendiendo este resulta-
do a resolucio´n no inmersa de esquemas de dimensio´n 3 para caracter´ıstica
p 6= 2, 3, 5 ([2]). El siguiente resultado se debe a J. Lipman, quien prue-
ba la resolucio´n (no inmersa) de cualquier esquema excelente de dimensio´n
2, mediante argumentos de cohomolog´ıa y dualidad, reduciendo cualquier
singularidad a una singularidad racional ([44], [45]).
En los u´ltimos an˜os, el problema de resolucio´n en caracter´ıstica positiva
ha sido ampliamente estudiado, dando lugar este estudio a gran cantidad de
avances. Para el caso de variedades de dimensio´n 3 han aparecido diversas
pruebas de resolucio´n no inmersa por parte de Cutkosky ([17]) y Cossart-
Piltant ([15], [16]). Recientemente, Cossart-Jansen-Saito en [14] prueban la
resolucio´n inmersa para el caso de variedades de dimensio´n 2.
Las patolog´ıas propias de la caracter´ıstica positiva, han sido estudiadas
ampliamente por parte de Moh ([47]), Hauser ([31]) y Cossart ([13]). El estu-
dio y compresio´n de estos feno´menos que aparecen en caracter´ıstica positiva
puede ser un punto clave para una posible demostracio´n del caso general.
Finalmente, conviene resaltar las diferentes aproximaciones que han sur-
gido en los u´ltimos an˜os intentando abordar el caso de esquemas de dimen-
sio´n arbitraria: Villamayor reemplaza la nocio´n cla´sica (en caracter´ıstica 0)
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de restriccio´n a hipersuperﬁcies por la de proyecciones transversales. Las
ideas desarrolladas en ([56], [58], [12]) sera´n las seguidas en esta memoria.
Kawanoue-Matsuki haciendo uso de operadores diferenciales para deﬁnir
invariantes han desarrollado un programa de resolucio´n en caracter´ısitca
positiva ([39], [40]). W lodarczyk ([60]) e Hironaka ([38]) han presentado re-
cientemente programas en los que encaran el problema general.
2. El problema en Caracter´ıstica 0
2.1. Para entender mejor el problema en caracter´ıstica positiva, parece ade-
cuado comprender bien el problema en caracter´ıstica 0, analizar que´ argu-
mentos no se pueden reproducir y estudiar que´ resultados se pueden gene-
ralizar.
Usaremos V (d) para denotar un esquema liso de dimensio´n d sobre un
cuerpo k. Un problema, que surge de manera muy natural en el contexto de
resolucio´n de singularidades, aparece al considerar una hipersuperﬁcie X de
multiplicidad ma´xima n, incluida en V (d).
El objetivo es deﬁnir una sucesio´n de transformaciones monoidales
X X1 Xr
V (d) V
(d)
1
π1oo . . .π2oo V
(d)
r
πroo
donde los centros este´n incluidos en el conjunto de puntos de multiplici-
dad n de X y sus sucesivos transformados estrictos, de tal forma que el
transformado estricto de X, digamos Xr, no tenga puntos de multiplicidad
n.
A lo largo de esta memoria, reformularemos los problemas de resolucio´n
en te´rminos de a´lgebras de Rees deﬁnidas sobre V (d). Estudiaremos con
ma´s detalle este tipo de a´lgebras en el Cap´ıtulo II, donde expondremos los
principales resultados e ideas de [57] y [23]. Veamos aqu´ı una idea intuitiva:
Un a´lgebra de Rees sobre V (d) se deﬁne como un a´lgebra graduada ﬁni-
tamente generada de la forma G =⊕n∈N InW n ⊂ OV (d) [W ], donde In es un
haz de ideales que cumple
I0 = OV (d) y In · Im ⊂ In+m para cada n,m ∈ N
y W es una variable muda utilizada para controlar el grado de los ideales.
A cada a´lgebra de Rees G =⊕n∈N se le asocia un conjunto cerrado, el
lugar singular, deﬁnido como
Sing(G) = {x ∈ V (d) | νx(In) ≥ n para cada n ∈ N}.
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Supongamos por ejemplo que G = OV (d) [fW n], entonces el lugar singular,
Sing(G), es el conjunto de puntos de multiplicidad n de la hipersupeﬁcie
deﬁnida como X = V (f).
En este conjunto cerrado Sing(G) podemos deﬁnir una funcio´n
ord(d)(G) : Sing(G) −→ Q
dada por
ord(d)(G)(x) = mı´n
n
{νx(In)
n
}
para cada punto x ∈ Sing(G).
Diremos que G es un a´lgebra de Rees simple si existe un ı´ndice n ∈ N
tal que νx(In) = n para cada x ∈ Sing(G), i.e., ord(d)(G)(x) = 1 para cada
x ∈ Sing(G). Un ejemplo sencillo de a´lgebra de Rees simple se da cuando
G = OV (d) [fnW n], y fn es tal que V (fn) = X es una hipersuperﬁcie cuya
multiplicidad ma´xima en sus puntos es n.
Una vez deﬁnidas las a´lgebras de Rees, es natural plantear una nocio´n
de transformados de a´lgebras de Rees. Fijada una transformacio´n monoidal
V (d)
πC←− V (d)1 a lo largo de un centro cerrado liso C ⊂ Sing(G), existe una
factorizacio´n de la forma
ImOV (d)1 = I(H)
m · I(1)m para cada m ∈ N,
donde denotamos por H = π−1(C) a la hipersuperﬁcie excepcional deﬁnida
por la transformacio´n. As´ı, podemos deﬁnir una nueva a´lgebra de Rees,
G1 =
⊕
n∈N I
(1)
n W n que recibira´ el nombre de transformado de G y que
denotaremos por
G G1
V (d) V
(d)
1
πCoo
De forma ana´loga, se puede deﬁnir una sucesio´n de transformaciones de
G, para ello se consideran siempre los centros de la transformacio´n incluidos
en el lugar singular del correspondiente transformado de G.
Diremos que una sucesio´n de transformaciones de G
G G1 Gr
V (d) V
(d)
1
π1oo . . .π2oo V
(d)
r
πroo
(I.1)
deﬁne una resolucio´n de G si se cumple
1. Sing(Gr) = ∅;
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2. El conjunto de hipersuperﬁcies excepcionales introducidas por la su-
cesio´n de transformaciones, digamos Er = {H1, . . . ,Hr}, tiene cruza-
mientos normales en V
(d)
r .
2.2. A´lgebras de Rees y estructura diferencial.
La teor´ıa de singularidades esta´ estrechamente relacionada con la teor´ıa
de operadores diferenciales. Ma´s concretamente, es bien sabido que ﬁjado
un elemento f de multiplicidad ma´xima n, y D un operador diferencial de
orden r, entonces D(f) es 0 o su multiplicidad ma´xima es a lo sumo n− r.
Es muy natural estudiar la compatibilidad de los operadores diferenciales
con las a´lgebras de Rees.
Las a´lgebras de Rees dotadas de una estructura diferencial permitira´n
desarrollar una teor´ıa de eliminacio´n que estudiaremos ma´s adelante. El uso
de a´lgebras graduadas (a´lgebras de Rees) en lugar de los cla´sicos pares de
ideales se debe, entre otros hechos, a una mejor formulacio´n de propiedades
deﬁnidas por medio de operadores diferenciales.
Diremos que un a´lgebra de Rees G = ⊕n∈N InW n es un a´lgebra de
Rees diferencial si para cada elemento fW n ∈ G y para cada D ∈ Diff rk
(operador diferencial de orden r) con r ≤ n, se cumple que D(fn)W n−r ∈ G.
Dada un a´lgebra de Rees G existe una forma natural de extender G a un
a´lgebra G′, G ⊂ G′, de tal forma que G′ es la mı´nima a´lgebra diferencial en
la que G esta´ contenida (ve´ase [57]). Esta a´lgebra G′, tiene una propiedad
adicional que la hace especialmente interesante:
Sing(G′) = Sing(G).
Un conocido Lema de Giraud aﬁrma que cualquier sucesio´n de transforma-
ciones de G induce una sucesio´n de transformaciones de G′ (y viceversa),
ma´s au´n la igualdad de lugares singulares se preserva. En particular, una
resolucio´n de G′ induce una resolucio´n de G. Por tanto, partiremos de la
hipo´tesis de que G es un a´lgebra diferencial y simple.
2.3. Caracter´ıstica 0.
Supongamos ahora que V (d) es un esquema deﬁnido sobre un cuerpo k de
caracter´ıstica 0. Sea G =⊕n∈N InW n un a´lgebra diferencial y simple. Para
cada punto cerrado x ∈ Sing(G), existe un ı´ndice n, tal que νx(In) = n. Como
G es un a´lgebra diferencial, entonces existe D ∈ Diffn−1 y un elemento
fn ∈ In, tal que D(fn) ∈ I1 es un elemento de orden 1. Este resultado de
la bajada en uno de la multiplicidad tras aplicar operadores diferenciales
es clave: sucede siempre en caracter´ıstica cero, pero falla en caracter´ıstica
positiva (desapareciendo la existencia de elementos de orden 1 en el a´lgebra).
En este caso, V = {D(fn) = 0} deﬁne un subesquema liso que recibe
16 I. Introduccio´n
el nombre de hipersuperficie de contacto maximal. Se puede as´ı deﬁnir una
nueva a´lgebra de Rees gracias a la restriccio´n a esta hipersuperﬁcie lisa:
G = ⊕n∈N In, donde In es la restriccio´n de In a V . Este a´lgebra G recibe
el nombre de a´lgebra de coeficientes y esta´ deﬁnida en un subesquema de
dimensio´n d− 1. Ma´s au´n, se cumple
• Sing(G) ⊂ V y Sing(G) = Sing(G).
• Fijada una sucesio´n de transformaciones como (I.1) y denotando por
V i al transformado estricto de V , se cumple que
Sing(Gi) ⊂ V i y Sing(Gi) = Sing(Gi).
• Cualquier sucesio´n de transformaciones de G como (I.1) induce una
sucesio´n de transformaciones de G, digamos V π←− V r. Ma´s au´n, el lu-
gar excepcional de π tiene cruzamientos normales en V . En particular,
cualquier resolucio´n de G sobre V induce una resolucio´n de G en V (d).
Se puede, por tanto, iniciar la induccio´n en el contexto de a´lgebras
simples.
La resolucio´n de singularidades en caracter´ıstica 0 se hace en dos etapas:
1. Monomializar G, es decir, deﬁnir una sucesio´n de explosiones como
(I.1), de tal forma que G sea un a´lgebra monomial soportada en el
lugar excepcional Er = {H1, . . . ,Hr}, i.e.,
Gr = OV [I(H1)α1 . . . I(Hr)αrW s]
para ciertos αi ≥ 0 para i = 1, . . . , r.
2. Resolver de manera combinatoria el monomio Gr. La resolucio´n de este
monomio induce una sucesio´n de explosiones en V
(d)
r que deﬁne una
resolucio´n de G.
3. Caracter´ıstica arbitraria
3.1. En el caso de caracter´ıstica positiva, en general, no existen hipersu-
perﬁcies de contacto maximal, es decir, no se pueden reproducir los mismos
argumentos usados en el caso anterior.
Fijemos un a´lgebra de Rees G =⊕n∈N InW n que sea diferencial y simple.
Sea x ∈ Sing(G) un punto cerrado. Cuando k es un cuerpo de caracter´ıstica
p > 0, no existen, en general, hipersuperﬁcies de contacto maximal, debido
al hecho de que en I1 podr´ıa no haber elementos de orden 1. El descenso en
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uno de la multiplicidad que se obten´ıa en el caso de caracter´ıstica 0, no es
aplicable en este caso.
Pero no so´lo nos encontramos con la ausencia de un elemento de orden
1 en el a´lgebra (y por tanto de hipersuperﬁcies de contacto maximal), si
no que existen ejemplos en los que el lugar singular de una variedad no
esta´ contenida en ninguna superﬁcie de codimensio´n menor. E´ste es el caso
del ejemplo propuesto por Narasimhan ([49], [50]).
Por tanto, hay que buscar una alternativa a las hipersuperﬁcies de con-
tacto maximal. En esta memoria, siguiendo lo hecho en [56], [58], reempla-
zaremos la restriccio´n por proyecciones transversales:
V (d)
β−→ V (d−1).
Por V (d−1) denotaremos un esquema liso de dimensio´n d − 1. La deﬁni-
cio´n rigurosa de proyeccio´n gene´rica y un estudio ma´s detallado de e´stas se
vera´ en el Cap´ıtulo IV. Adicionalmente veremos la relacio´n que tienen estas
proyecciones con el invariante τ deﬁnido por Hironaka ([33]) y que esta´ muy
presente en trabajos de Oda ([51], [52] o [53]).
El invariante τ , que se deﬁnira´ en funcio´n del espacio tangente en un
punto, indicara´ el nu´mero de variables a eliminar en las proyecciones trans-
versales β. En el Cap´ıtulo IV mostraremos el buen comportamiento del
invariante τ con la teor´ıa de eliminacio´n desarrollada en el Cap´ıtulo III.
Asociadas a las proyecciones gene´ricas se puede deﬁnir de una manera
muy natural, un a´lgebra de Rees en V (d−1), digamosRG,β ⊂ OV (d−1) [W ], esta
a´lgebra recibira´ el nombre de a´lgebra de eliminacio´n. La nocio´n de a´lgebras
de eliminacio´n y sus principales propiedades fueron introducidas en [56]. En
el Cap´ıtulo III, expondremos de manera resumida la construccio´n de esta
a´lgebra, los resultados ma´s importantes, as´ı como una serie de ejemplos para
clariﬁcar su construccio´n.
Como veremos tambie´n en el Cap´ıtulo III, la deﬁnicio´n de las a´lgebras de
eliminacio´n es independiente de la caracter´ıstica. Cuando la caracter´ıstica
es 0, la proyeccio´n gene´rica β induce una aplicacio´n e´tale
V
β−→ V (d−1)
y el a´lgebra de coeﬁcientes G se puede identiﬁcar con RG,β v´ıa esta aplicacio´n
β. Daremos una demostracio´n de este hecho al ﬁnal del Cap´ıtulo III.
En caracter´ıstica arbitraria, como consecuencia del Teorema de Multi-
plicidad de Zariski, se demuestra que existe una biyeccio´n entre Sing(G) y
β(Sing(G)) (ve´ase [12] 8.4. y Proposicio´n V.1.3 en esta memoria).
La identiﬁcacio´n entre Sing(G) y β(Sing(G)), junto con el Teorema 4.11
de [56] en el que se demuestra que si G es diferencial, entonces β(Sing(G)) =
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Sing(RG,β), permite identiﬁcar (en el caso de a´lgebras diferenciales) el lugar
singular de G con el de RG,β.
Una vez deﬁnidas las a´lgebras de eliminacio´n en dimensio´n d−1, interesa
ver si existe algu´n tipo de compatibilidad de las proyecciones gene´ricas, las
a´lgebras y la igualdad de lugares singulares con transformaciones monoida-
les. El Cap´ıtulo V estara´ dedicado a estudiar estos feno´menos. Los resultados
planteados en este Cap´ıtulo V han sido expuestos y demostrados previamen-
te en [56] y [12], en esta memoria veremos algunos de estos resultados de
manera ma´s detallada y en algunos caso de forma alternativa.
Fijada una transformacio´n monoidal V (d)
πC←− V (d)1 a lo largo del centro
C ⊂ Sing(G), se cumple entonces que β(C) es un centro liso (ve´ase [12]
Teorema 9.1. y Teorema V.1.4 en esta memoria) y que de hecho es compatible
con la proyeccio´n gene´rica β (V.1.6).
Como consecuencia de estas aﬁrmaciones, se deduce el Teorema 9.1. de
[12] (Teorema V.2.3 en esta memoria):
1. El siguiente diagrama conmuta,
V (d)
β

V
(d)
1
πCoo ⊃ U
β1




	
V (d−1) V
(d−1)
1
πβ(C)
oo
donde U es un abierto que contiene a Sing(G1) y β1 es una proyeccio´n
gene´rica determinada de manera u´nica.
2. Si (RG,β)1 es el transformado de RG,β y RG1,β1 el a´lgebra de elimina-
cio´n de G1 (respecto de β1). Entonces,
(RG,β)1 = RG1,β1.
A pesar de las buenas propiedades que recogen las a´lgebras de elimi-
nacio´n, despue´s de una transformacio´n monoidal se pierde la igualdad de
lugares singulares, es decir, se va a dar u´nicamente una inclusio´n
β1(Sing(G1)) ⊂ Sing
(
(RG,β)1
)
. (I.2)
En el Ejemplo V.2.7 se muestra un ejemplo patolo´gico en el que esta inclusio´n
es estricta.
En el Teorema Principal de [12] (Teorema 10.1), se simpliﬁca la expre-
sio´n del a´lgebra de eliminacio´n, demostrando que existe una sucesio´n de
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transformaciones monoidales como (I.1) que induce una sucesio´n
G G1 Gr
V (d)
β

V
(d)
1
πC1oo
β1

. . .oo V
(d)
r
πCroo
βr

V (d−1) V
(d)
1
πβ(C1)oo . . .oo V
(d)
r
πβ(Cr)
oo
RG,β (RG,β)1 (RG,β)r
(I.3)
donde el a´lgebra de eliminacio´n es un a´lgebra monomial soportada en el
lugar excepcional:
(RG,β)r = OV (d−1)r
[
I(H1)
α1 . . . I(Hr)
αrW s
]
.
Debido a (I.2), la resolucio´n combinatoria del a´lgebra de eliminacio´n mono-
mial no induce, en general, una sucesio´n de transformaciones en V
(d)
r
Bajo estas hipo´tesis, el objetivo principal de esta memoria sera´ deﬁnir
invariantes asociados a las hipersuperﬁcies excepcionales deﬁnidas por la
secuencia de transformaciones (I.3). Para ello deﬁniremos una nocio´n de
pendiente excepcional, que estudiaremos en profundidad para el caso en el
que trabajemos con una hipersuperﬁcie deﬁnida por
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape ∈ OV (d−1)[z].
Las te´cnicas usadas en esta memoria para describir esta pendiente excep-
cional sera´n el germen de los principales resultados expuestos en [6], donde
se generaliza la nocio´n de pendiente a puntos cualesquiera (no so´lo pun-
tos gene´ricos de excepcionales) y se ampliara´ la deﬁnicio´n al contexto de
a´lgebras.
Estas funciones pendiente deﬁnidas en el contexto ma´s general, dara´n
lugar a una funcio´n inductiva bien deﬁnida (Teorema Principal 1 de la Parte
I de [6]).
Veamos ahora, la estructura del Cap´ıtulo VI, que recoge los resultados
principales de esta memoria. En la seccio´n VI.1, ﬁjado un polinomio mo´ni-
co de orden pe, fpe(z) = z
pe + a1z
pe−1 + · · · + ape y una hipersuperﬁcie
excepcional H, deﬁnimos el concepto de pendiente excepcional :
SlH(fpe , z) := mı´n
1≤j≤pe
{νξH (aj)
j
}
,
donde por ξH denotamos el punto gene´rico de hipersuperﬁcie excepcional H.
El objetivo de esta primera seccio´n, sera´ demostrar que existen secciones
z para los que esta funcio´n SlH alcanza valores ma´ximos. Caracterizaremos
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estas secciones z y daremos un sencillo algoritmo para calcular tales secciones
a partir de una cualquiera.
Una vez analizado el caso de polinomios, lo natural es tratar de extender
esta nocio´n al contexto de a´lgebras. Es decir, ﬁjada un a´lgebra de Rees G y
una hipersuperﬁcie excepcional H, queremos deﬁnir un ana´logo de SlH para
G. Desarrollaremos estas ideas en la Seccio´n VI.2, pero para ello necesitare-
mos un resultado previo, ya tratado en [56], [58] y [6] y que aqu´ı mostraremos
en el Teorema IV.3.2:
Existe un nu´mero natural pe (una potencia de la caracter´ıstica del cuer-
po) y una seccio´n transversal de β deﬁnida por z = 0, (x ∈ {z = 0}), tales
que se cumple
G ∼ OV (d) [fpe(z)W p
e
,∆(α)(fpe(z))W
pe−α]1≤α≤pe−1 ⊙RG,β, (I.4)
donde por ∼ denotamos la misma clausura entera, fpe(z) es un polinomio
mo´nico en z de orden pe, i.e.,
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape ∈ OV (d−1) [z],
y ∆(α) son operadores diferenciales relativos a β de orden α. Es decir, a
menos de clausura entera, se puede asumir que el a´lgebra esta´ deﬁnida por un
polinomio mo´nico fpe(z) (sus derivadas relativas) y el a´lgebra de eliminacio´n
RG,β.
La nocio´n de pendiente excepcional relativa a un a´lgebra G surge de
manera natural como
SlH(G, z) := mı´n
1≤j≤pe
{νξH (aj)
j
, ord(d−1)(RG,β)(ξH)
}
.
En el Teorema VI.2.4, se prueba que se puede hacer una reduccio´n impor-
tante:
SlH(G, z) := mı´n
1≤j≤pe
{νξH (aj)
j
, ord(d−1)(RG,β)(ξH)
}
= mı´n
{νξH (ape)
pe
, ord(d−1)(RG,β)(ξH)
}
,
es decir, esto prueba que toda la informacio´n signiﬁcativa de la singularidad
esta´ centrada en el a´lgebra de eliminacio´n y el te´rmino independiente ape .
De forma intuitiva, podemos pensar que este resultado nos permite manejar
el caso de un polinomio arbitrario fpe(z) como si fuera un caso puramente
inseparable gracias al a´lgebra de eliminacio´n.
Ahora, usando lo probado en la seccio´n anterior, sera´ sencillo dar criterios
para optimizar el valor de SlH en funcio´n de la seccio´n z. Deﬁniremos como
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exponente excepcional el valor ma´ximo de los valores que puede tomar la
pendiente excepcional:
h
s
= ma´x
z
{SlH(G, z)}.
Es interesante observar que en el caso de caracter´ıstica 0, el valor hs
coincide con ord(d−1)(RG,β)(ξH), coincidiendo este valor (de forma pondera-
da) con la ma´xima potencia de la hipersuperﬁcie excepcional que se puede
factorizar en RG,β.
En la Seccio´n VI.3 se prueba que si z es una seccio´n para la que se alcanza
el ma´ximo valor de SlH(G, z) (i.e., SlH(G, z) = hs ), entonces la inclusio´n
G ⊂ 〈z〉W ⊙ I(H)hW s
es o´ptima, donde hs = SlH(G, z). Es o´ptima en el sentido de que si
G ⊂ 〈z〉W ⊙ I(H)aWm,
entonces am ≤ hs o equivalentemente I(H)hW s ⊂ I(H)aWm.
De hecho, el Teorema VI.3.7 aﬁrma:
Teorema. Los exponentes excepcionales hs definidos de manera local son in-
dependientes de la proyeccio´n β y de la seccio´n o´ptima z elegida.
Para demostrar este Teorema, utilizamos un argumento motivado por el
“Truco de Hironaka”, pero en lugar de an˜adir espacios aﬁnes, en nuestro
argumento ampliamos el esquema en el que estamos trabajando an˜adiendo
ra´ıces N -e´simas de la hipersuperﬁcie excepcional.
Como corolario de este Teorema, se tiene que existen secciones z para
las que se cumple
G ⊂ 〈z〉W ⊙ I(H)hW s
(y esta inclusio´n es o´ptima), dicho en te´rminos del polinomio mo´nico fpe(z) =
zp
e
+ a1z
pe−1 + · · · + ape y el a´lgebra de eliminacio´n RG,β:
ajW
j ∈ I(H)hW s para j = 1, . . . , pe y (RG,β) ⊂ I(H)hW s,
es decir, de forma ponderada hs , es la ma´xima potencia del excepcional que
se puede factorizar de los coeﬁcientes y del a´lgebra de eliminacio´n.
La pregunta natural que se plantea es la relacio´n que existe entre las
posibles secciones para las que se cumple esta condicio´n.
En el Teorema VI.4.10, demostraremos que dadas dos secciones o´ptimas,
z y z′, para las que se cumple la inclusio´n anterior, se tiene que
〈z〉W ⊙ I(H)hW s = 〈z′〉W ⊙ I(H)hW s,
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es decir, existen elementos α, u ∈ I(H)hW s tal que z′ = uz + α y u es
una unidad, o dicho de otra forma, se puede pasar de una seccio´n a otra
mediante un cambio de variables compatible con el monomio I(H)hW s.
Veremos adema´s que el rec´ıproco tambie´n es cierto.
Una vez realizado el estudio detallado para una hipersuperﬁcie excep-
cional H, nos planteamos generalizar los resultados para una coleccio´n de
hipersuperﬁcies excepcionales (con cruzamientos normales), es decir, dada
una sucesio´n de transformaciones
G G1 Gr
V (d) V
(d)
1
π1oo . . .π2oo V
(d)
r
πroo
(I.5)
en la Seccio´n VI.6 estudiaremos si el monomio deﬁnido como previamente,
es de nuevo o´ptimo, global y esta´ bien deﬁnido.
Para ello, repetiremos el esquema realizado previamente, es decir, traba-
jaremos primero con una ecuacio´n fpe(z) y estudiaremos su comportamiento
con varias hipersuperﬁcies excepcionales. Trataremos despue´s con un a´lge-
bra y veremos que existe una compatibilidad entre la deﬁnicio´n del a´lgebra
monomial y transformaciones monoidales, pudiendo as´ı llegar a enunciar el
Teorema VI.5.15. Este Teorema extiende y detalla lo presentado en [5]:
Teorema. El a´lgebra monomial MW s definida a partir de los exponentes
virtuales es tal que:
(i) El ideal monomial M divide al ideal monomial del a´lgebra de elimina-
cio´n, es decir,
M = I(H1)h1 . . . I(Hr)hr con 0 ≤ hi ≤ αi para i = 1, . . . , r.
(ii) Localmente en cada punto, existe una seccio´n transversal z ∈ OV (d) tal
que
Gr ⊂ 〈z〉W ⊙MW s. (I.6)
y MrW s es o´ptima con esta propiedad.
A este a´lgebra monomial MW s la llamaremos a´lgebra monomial virtual.
La u´ltima propiedad del Teorema se puede reinterpretar como queMW s
es o´ptima en el siguiente sentido: Fijada una seccio´n z como la del Teorema,
y tal que
f
(r)
pe (z) = z
pe + a1z
pe−1 + · · · + ape ∈ OV (d−1)r [z],
se cumple que
ajW
j ∈MW s para j = 1, . . . , pe y (RG,β)r ⊂MW s. (I.7)
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y si dada cualquier otra a´lgebra monomial NW s′ soportada en el lugar
excepcional que cumple la condicio´n anterior (I.7), entoncesMW s ⊂ NW s′.
Es decir, MW s es el monomio excepcional o´ptimo que se puede factorizar
(de manera ponderada) de los coeﬁcientes y el a´lgebra de eliminacio´n.
Este Teorema sera´ el punto de partida y la motivacio´n del Teorema
Principal 2 de la Parte I de [6].
Finalizaremos la seccio´n probando la canonicidad de las secciones trans-
versales (Teorema VI.5.18), de forma ana´loga a lo enunciado previamente.
En la Seccio´n VI.6 presentaremos una serie de resultados relacionados
con el a´lgebra monomial previamente deﬁnida. En la Seccio´n VI.7, mostra-
remos otras caracterizaciones alternativas del a´lgebra monomial.
Acabaremos la memoria (Seccio´n VI.8) mostrando una serie de ejemplos
patolo´gicos para mostrar co´mo se construye el a´lgebra monomial y las buenas
propiedades que parece aportar.
4. Otras aplicaciones de los resultados de esta memo-
ria
Adema´s de los resultados ya citados previamente, en la Parte II y Par-
te III de [6] se obtienen otros dos resultados que son consecuencia de los
Teoremas Principales de la Parte I:
• En la Parte I de [6] se introduce la nocio´n de p-presentacio´n, inspirada
en el Teorema VI.2.4. Estas p-presentaciones dara´n lugar a nuevos
invariantes en caracter´ıstica positiva.
El a´lgebra monomial virtual previamente mencionada servira´, junto
con la funcio´n inductiva, como elemento de caracterizacio´n de un lla-
mado caso monomial fuerte. Este caso monomial fuerte es una genera-
lizacio´n del caso monomial de caracter´ıstica 0. En la Parte II de [6] se
prueba que si Gr esta´ en el caso monomial fuerte, entonces existe una
sucesio´n de transformaciones (deﬁnida por la resolucio´n combinatoria
del a´lgebra monomial) que deﬁnira´ una resolucio´n de singularidades.
• De nuevo haciendo uso de las p-presentaciones, en la Parte III de [6] se
deﬁnira´ una peculiar estratiﬁcacio´n del lugar singular (usando adicio-
nalmente la funcio´n inductiva y el a´lgebra monomial). Esta estratiﬁ-
cacio´n del lugar singular y la consideracio´n de unos nuevos invariantes
llevara´ a probar resolucio´n inmersa de singularidades para esquemas
de dimensio´n 2 de una manera bastante sinte´tica. Esta demostracio´n
es alternativa a la dada en [14].
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Los nuevos invariantes y la nueva estratiﬁcacio´n dada en este contex-
to, abren las puertas a estudiar su posible generalizacio´n al caso de
dimensio´n arbitraria.
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Cap´ıtulo II
A´lgebras de Rees
A lo largo de este Cap´ıtulo deﬁniremos una de nuestras herramientas
principales a lo largo de toda la memoria, las a´lgebras de Rees. Estas a´lge-
bras codiﬁcara´n la informacio´n relevante de la singularidad de un modo
algebraico.
1. Definiciones
Comenzaremos el Cap´ıtulo, dando las deﬁniciones ba´sicas de a´lgebras de
Rees y los elementos caracter´ısticos que se pueden deﬁnir en este contexto.
Definicio´n 1.1. Sea B un anillo noetheriano y sea {In}n≥0 una coleccio´n
numerable de ideales que cumplen las siguientes condiciones
(1) I0 = B, y
(2) para cada par de enteros r, s ∈ Z≥0, se cumple
Ir · Is ⊂ Ir+s.
Con estas condiciones, podemos deﬁnir un subanillo graduado
G =
⊕
n≥0
InW
n,
del anillo de polinomios B[W ] (donde la variableW nos servira´ como variable
muda auxiliar para recordar el grado). Diremos que G es un a´lgebra de Rees
si adema´s este subanillo es una B-a´lgebra ﬁnitamente generada.
Hemos dado una deﬁnicio´n de a´lgebras de Rees como subanillos gra-
duados de un anillo de polinomios. Ahora bien, esta deﬁnicio´n se puede
generalizar a un contexto ma´s amplio como en el que vamos a trabajar.
Definicio´n 1.2. Sea V un esquema liso y sea {In}n≥0 una coleccio´n nume-
rable de haces de ideales, que cumplen las siguientes condiciones:
(1) I0 = OV .
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(2) Fijados enteros r, s ∈ Z≥0, se cumple
Ir · Is ⊂ Ir+s.
A partir de este haz de ideales, podemos deﬁnir un haz de a´lgebras
graduado de OV [W ] (donde de nuevo, W es una variable muda auxiliar)
dado por
G =
⊕
r≥0
IrW r.
Diremos que esta a´lgebra G es un a´lgebra de Rees si existe un recubrimiento
abierto de V , dado por conjuntos abiertos aﬁnes, {Ui}i∈Λ tal que para cada
i ∈ Λ.
G(Ui) =
⊕
r≥0
IrW
r ⊂ OV (Ui)[W ]
es una suba´lgebra (de OV (Ui)[W ]) ﬁnitamente generada, siendo Ir(Ui) = Ir.
Es decir, G es una OV [W ]-suba´lgebra graduada noetheriana que localmente
esta´ ﬁnitamente generada (con las condiciones extras dadas por (1) y (2)).
Observacio´n 1.3. Dado un subconjuto abierto af´ın U(⊂ V ), existe un con-
junto ﬁnito de elementos
F = {f1W n1, . . . , fsW ns},
donde ni ∈ Z≥1 son ciertos enteros y los elementos fi ∈ OV (U). Este con-
junto F es tal que la restriccio´n del a´lgebra de Rees G al abierto U es de la
forma
G(U) = OV (U)[f1W n1, . . . , fsW ns](⊂ OV (U)[W ]).
En este caso, diremos que F = {f1W n1, . . . , fsW ns} es un conjunto de ge-
neradores de G localmente en U .
A partir de este hecho, es fa´cil observar que cualquier elemento fW n ∈ G
se puede expresar como combinacio´n ponderada de los elementos de F . Es
decir, existe un polinomio homoge´neo con pesos de grado n y coeﬁcientes en
OV (U), denote´mosle por Fn(Y1, . . . , Yn), donde cada variable Yj tiene peso
nj y se cumple adema´s que
f = Fn(f1, . . . , fs).
Observacio´n 1.4. Otro hecho importante a observar es que las a´lgebras de
Rees y los anillos de Rees esta´n estrechamente relacionados.
Deﬁnimos un anillo de Rees como un a´lgebra de Rees tal que para cada
subconjunto abierto af´ın U , se puede elegir como sistema de generadores de G
un conjunto F = {f1W n1, . . . , fsW ns}, donde ahora ni = 1 para i = 1, . . . , s.
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La principal relacio´n entre a´lgebras de Rees y anillos de Rees es que las
a´lgebras de Rees se pueden interpretar como clausuras enteras de anillos de
Rees, es decir, si N es un entero positivo que es divisible por todos los pesos
ni del conjunto de generadores F , entonces el a´lgebra
OV (U)[f1W n1, . . . , fsW ns ] =
⊕
k≥0
IkW
k (⊂ OV (U)[W ]),
es entera sobre el subanillo de Rees
OV (U)[INWN ] (⊂ OV (U)[WN ]).
Definicio´n 1.5. A cada a´lgebra de Rees G se le puede asociar un conjunto
cerrado, llamado lugar singular de G, que esta´ deﬁnido como
Sing(G) := {x ∈ V | νx(Ik) ≥ k, para cada k ≥ 1},
donde νx(Ik) denota el orden del ideal Ik en el anillo local regular OV,x.
Recordemos aqu´ı que el orden de un ideal I se deﬁne como el ma´ximo
entero n para el cual se cumple I ⊂ Mnx, donde Mx denota el ideal maximal
del anillo local OV,x.
Esta forma de deﬁnir el lugar singular que acabamos de introducir, in-
volucra todos los ideales que forman el a´lgebra de Rees, pero hay una forma
ma´s sencilla de describir este cerrado como se enuncia en la siguiente pro-
posicio´n. Esta manera alternativa de describir el lugar singular se hara´ en
te´rminos de un conjunto de generadores de G.
Proposicio´n 1.6. Sea G un a´lgebra de Rees. Consideremos un conjunto
abierto af´ın U ⊂ V , y sea F = {f1W n1, . . . , fsW ns} un conjunto de ge-
neradores locales de G (como en la Observacio´n II.1.3). Entonces,
Sing(G) ∩ U =
⋂
1≤i≤s
{x ∈ U | ordx(fi) ≥ ni}.
Demostracio´n. Ve´ase la Proposicio´n 4.4 (2) en [57]. 	
Definicio´n 1.7. Dadas dos a´lgebras de Rees
G1 =
⊕
n≥0
I(1)n W
n y G2 =
⊕
n≥0
I(2)n W
n,
vamos a deﬁnir una operacio´n binaria entre ellas, que denotaremos por ⊙,
de la siguiente manera: En cada subconjunto abierto af´ın U , si localmente
las a´lgebras esta´n deﬁnidas por
G1 = OV (U)[f1W n1, . . . , frW nr ] y G2 = OV (U)[g1Wm1, . . . , gsWms ],
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entonces, el operador ⊙ se deﬁne de forma local como
G1 ⊙ G2 = OV (U)[f1W n1, . . . , frW nr , g1Wm1 , . . . , gsWms ].
Esta nueva a´lgebra G1⊙G2 es la menor a´lgebra de Rees que contiene a G1 y
a G2 simulta´neamente.
1.8. A´lgebras de Rees y transformaciones permisibles.
Definicio´n 1.9. Fijemos un a´lgebra de Rees G sobre un esquema liso V . Una
transformacio´n monoidal de V a lo largo de un subesquema liso Y , digamos
V
π←− V1
se dice que es una transformacio´n permisible para G si
Y ⊂ Sing(G).
Observacio´n 1.10. Fijada un a´lgebra de Rees G =⊕n≥0 InW n, considera-
mos un centro permisible Y ⊂ Sing(G) y la transformacio´n monoidal de V
a lo largo de este subesquema liso Y ,
V
π←− V1.
En este caso, para cada ı´ndice n ∈ N≥1, existe un haz de ideales I(1)n ⊂ OV1 ,
tal que
InOV1 = I(H)nI(1)n ,
donde denotamos por H la hipersuperﬁcie excepcional deﬁnida por π, es
decir, H = π−1(Y ).
Deﬁnimos el transformado de G por π, como el a´lgebra de Rees deﬁnida
por
G1 =
⊕
n≥0
I(1)n W
n, (II.1)
la denotaremos como
V
π←− V1
G G1 (II.2)
En te´rminos de generadores locales, supongamos que para cada abierto
af´ın U de V , se tiene que
G = OV (U)[f1W n1, . . . , fsW ns ].
Entonces, el transformado de G se expresa de forma local como
G = OV1(U1)[f (1)1 W n1, . . . , f (1)s W ns ],
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donde f
(1)
i es el transformado de´bil de fi en V1.
En general, podemos considerar sucesiones de transformaciones permisi-
bles en lugar de una simple transformacio´n. Las sucesiones de transforma-
ciones permisibles las denotaremos por
V
π1←− V1 π2←− . . . πk←− Vk.
G G1 Gk (II.3)
1.11. A´lgebras de Rees y clausura entera.
Vamos a introducir ahora una relacio´n de equivalencia entre a´lgebras
de Rees. Esta nocio´n que vamos a dar esta´ muy ligada con la relacio´n de
equivalencia que Hironaka deﬁnio´ en el contexto de las parejas (J, b), donde
J ⊂ OV deﬁne un haz de ideales y b es un entero positivo. En la relacio´n de
equivalencia de Hironaka, dos parejas (J, b) y (J ′, b′), son equivalentes si y
so´lo si los ideales Jb
′
y (J ′)b tienen la misma clausura entera. En este caso,
la equivalencia de parejas se denota por (J, b) ∼ (J ′, b′)
Definicio´n 1.12. Dadas dos a´lgebras de Rees G y G′ sobre el esquema liso
V , diremos que G y G′ son integralmente equivalentes y lo denotaremos por
G ∼ G′,
si G y G′ tienen la misma clausura entera.
Proposicio´n 1.13. Sean G y G′ dos a´lgebras de Rees integralmente equiva-
lentes sobre V . Entonces,
Sing(G) = Sing(G′).
Demostracio´n. Ve´ase Proposicio´n 4.4 (1) en [57]. 	
Observacio´n 1.14. Obse´rvese que la Proposicio´n II.1.13 en particular im-
plica que cada transformacio´n monoidal V
π←− V1 a lo largo de un centro
Y ⊂ Sing(G) = Sing(G′) es permisible para ambas a´lgebras y deﬁne trans-
formados G1 y G′1 en V1.
Proposicio´n 1.15. La equivalencia entera es compatible con las transforma-
ciones monoidales permisibles. En otras palabras, sean G y G′ dos a´lgebras de
Rees integralmente equivalentes sobre V y sea V
π←− V1 una transformacio´n
monoidal permisible. Entonces,
G1 ∼ G′1,
es decir, G1 y G′1 son integralmente equivalentes en V1.
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Demostracio´n. Ve´ase la Proposicio´n 4.4 (2) en [57]. 	
Si G y G′ son integralmente equivalentes en V , el mismo resultado se
tiene para restricciones a abiertos y para pull-backs de morﬁsmos lisos de la
forma W → V .
Por otro lado, como G1 and G′1 son integralmente equivalentes, deﬁnen
el mismo subconjunto cerrado en V1 (el mismo lugar singular), y lo mismo
sucede para sucesivas transformaciones monoidales, pull-backs por esquemas
lisos, restricciones a abiertos y concatenaciones de cualquiera de los tres tipos
de transformaciones.
1.16. A´lgebras de Rees Diferenciales.
A continuacio´n introduciremos y discutiremos una serie de propiedades
de una clase de a´lgebras de Rees, las llamadas a´lgebras de Rees diferenciales.
Estas a´lgebras tienen propiedades muy relevantes que se vinculan estrecha-
mente con el contexto de singularidades en el que estamos trabajando
Definicio´n 1.17. Fijado un esquema liso V sobre un cuerpo k, existe un haz
localmente libre sobre V , deﬁnido para cada entero no negativo s ∈ Z≥0,
llamado el haz de operadores diferenciales de orden s, y que se denota por
Diff sk . Este haz tiene las siguientes propiedades:
(1) Para s = 0, Diff0k = OV .
(2) Para cada s ≥ 0, se tiene la inclusio´n
Diff sk ⊂ Diff s+1k .
Dado un haz de ideales J ⊂ OV , se deﬁne una extensio´n del haz de
ideales J , que denotaremos por Diff sk(J) para cada s ∈ Z≥0, de modo que
sobre cualquier conjunto abierto af´ın U , se tiene que
Diff sk(J)(U) = {D(f) | D ∈ Diff sk(U) y f ∈ J(U)},
es decir, Diff sk(J)(U) se obtiene adjuntando a J(U) los elementos de la
forma D(f) para cada D ∈ Diff sk(U) y f ∈ J(U).
Observacio´n 1.18. Sea J un haz de ideales y denotemos como previamen-
te por Diff sk(J), (s ∈ Z≥0), la extensio´n del haz de ideales. Entonces, se
cumple:
(1) Diff0k (J) = J .
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(2) Para cualquier s ∈ Z≥0, se tiene la siguiente inclusio´n de haces de
ideales en OV ,
Diff sk(J) ⊂ Diff s+1k (J).
Ahora, la deﬁnicio´n de a´lgebras de Rees diferenciales surge de una ma-
nera muy natural, simplemente con la precaucio´n de tener en cuenta el peso
de los ideales.
Definicio´n 1.19. Sea V un esquema liso. Diremos que un a´lgebra de Rees
G =⊕n≥0 InW n, es un a´lgebra de Rees diferencial absoluta o simplemente
un a´lgebra diferencial, si:
(i) Para cada entero no negativo n ≥ 0, se da la inclusio´n
In+1 ⊂ In.
(ii) Sea {Ui}i∈Λ un recubrimiento por abiertos aﬁnes de V . Para cada
operador diferencial D ∈ Diff rk(Ui), y para cada elemento h ∈ In(Ui),
se cumple
D(h) ∈ In−r(Ui) si n ≥ r.
Observacio´n 1.20. La condicio´n (ii) de la Deﬁnicio´n II.1.19 se puede refor-
mular como:
(ii’) Para cada entero positivo n ∈ Z≥0 y para cada entero 0 ≤ r ≤ n, se
cumple la inclusio´n
Diff rk(In) ⊂ In−r.
1.21. Descripcio´n local de los operadores diferenciales.
Sea V un esquema liso de dimensio´n n sobre un cuerpo k. Dado un
punto cerrado x ∈ V , se puede considerar un sistema regular de para´metros
{x1, . . . , xn} en OV,x. Sea Mx el ideal maximal de OV,x. Si denotamos por k′
el cuerpo residual de k (una extensio´n ﬁnita de k), el completado Mx-a´dico
de OV,x esta´ deﬁnido de forma local como
ÔV,x = k′[[x1, . . . , xn]].
A nivel de completados, podemos considerar el morfismo de Taylor, un
homomorﬁsmo de anillos k′-lineal deﬁnido como
Tay : k′[[x1, . . . , xn]] // k
′[[x1, . . . , xn, T1, . . . , Tn]]
xi
 // xi + Ti
donde T1, . . . , Tn son n nuevas variables independientes.
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Para cualquier elemento f ∈ k′[[x1, . . . , xn]], podemos considerar su ima-
gen por el morﬁsmo Tay:
Tay(f) =
∑
α∈Nn
gαT
α,
donde gα ∈ k′[[x1, . . . , xn]].
A partir de esta igualdad se deﬁnen los operadores diferenciales, que
aparecen en el a´mbito de las series de potencias formales: Para cada α ∈ Nn,
se deﬁne de manera formal
∆α(f) = gα.
Estos operadores ∆α esta´n deﬁnidos en el anillo de series formales, pero si
consideramos la inclusio´n natural de OV,x en su completado, (i.e, OV,x →֒
ÔV,x) se puede demostrar que
∆α(OV,x) ⊂ OV,x.
De hecho, el conjunto
{∆α | α ∈ Nn, 0 ≤ |α| ≤ r}
genera Diff rk localmente en x. Para ma´s detalles al respecto, ve´ase [26]
Teorema 16.11.2.
En el siguiente Teorema se muestra co´mo las a´lgebras de Rees diferen-
ciales se relacionan con las a´lgebras de Rees en general.
Teorema 1.22. Sea V un esquema liso y sea G un a´lgebra de Rees sobre V .
Entonces, existe una mı´nima a´lgebra de Rees diferencial que denotaremos
por G(G), tal que
(i) G ⊂ G(G).
(ii) Si G ⊂ G˜ y G˜ es un a´lgebra de Rees diferencial, entonces G(G) ⊂ G˜.
Ma´s au´n, sea x ∈ V un punto cerrado y consideremos un conjunto lo-
cal de generadores de G en un entorno de x, F = {f1W n1, . . . , fsW ns}.
Entonces,
F ′ = {∆α(fi)W n′i−α | fiW ni ∈ F , α ∈ Nn,
con 0 ≤ |α| < n′i ≤ ni, para 1 ≤ i ≤ s} (II.4)
es un conjunto de generadores de G(G) localmente en x.
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Demostracio´n. Ve´ase el Teorema 3.4. de [57]. 	
Observacio´n 1.23. Po el Teorema II.1.22, dada un a´lgebra de Rees que es
mı´nima con la propiedad de contener a G y de ser diferencial. Denotaremos
a esta a´lgebra por G(G). Diremos en este caso que G(G) es una G-extensio´n
de G.
Observacio´n 1.24. Teniendo en cuenta la descripcio´n local de G y G(G), se
puede comprobar que
Sing(G) = Sing(G(G)).
Vea´moslo. A partir de la inclusio´n G ⊂ G(G), se deduce que siempre se
cumple la inclusio´n
Sing(G) ⊃ Sing(G(G)).
La otra inclusio´n se prueba observando que si νx(gni) ≥ ni, entonces ∆α(gni)
tiene orden ni − |α| en el anillo local regular OV,x.
El siguiente Lema debido a Jean Giraud, relaciona las G-extensiones de
a´lgebras con las transformaciones monoidales permisibles.
Lema 1.25 (J. Giraud). Sea G un a´lgebra de Rees sobre un esquema liso V ,
y sea V
π←− V1 una transformacio´n monoidal permisible para G. Denotemos
por G1 el transformado de G y por G(G)1 el transformado de G(G). Entonces,
se cumplen las siguientes dos propiedades
1. G1 ⊂ G(G)1.
2. G(G1) = G
(
G(G)1
)
.
Demostracio´n. Ve´ase el Teorema 4.1. de [23]. 	
Observacio´n 1.26. Si aplicamos el Teorema II.1.22 junto con el Lema de
Giraud, entonces se obtienen las siguientes inclusiones
G1 ⊂ G(G)1 ⊂ G(G1).
En particular, por la Observacio´n II.1.24, se deduce que
Sing(G(G)1) = Sing(G1).
Pero, ma´s au´n, estos mismos argumentos se pueden extender a una sucesio´n
de transformaciones monoidales permisibles de la forma
G G1 Gk−1 Gk
V
π1←− V1 π2←− · · · πk−1←− Vk−1 πk←− Vk
Y Y1 Yk−1
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y en este caso, de nuevo
Sing(Gk) = Sing(G(G)k).
1.27. A´lgebras de Rees con estructura diferencial relativa.
Sea V
φ−→ V ′ un morﬁsmo de liso de esquemas lisos. Denotemos por
Diff rφ(V ) el haz localmente libre de operadores diferenciales relativos (a φ)
de orden r.
Definicio´n 1.28. Sea G =⊕ In≥0W n un a´lgebra de Rees sobre un esquema
liso V . Diremos que G es un a´lgebra de Rees diferencial relativa (respecto de
φ) si se cumple que:
(i) Para todo entero positivo n ≥ 0, se da la inclusio´n de ideales
In+1 ⊂ In.
(ii) Para un recubrimiento adecuado de V por subconjuntos abiertos aﬁ-
nes, {Ui}i∈Λ, y para cada operador diferencial D ∈ Diff rφ(Ui), y ele-
mento h ∈ In(Ui), se cumple que
D(h) ∈ In−r(Ui) si n ≥ r.
Observacio´n 1.29. Como observamos en la Deﬁnicio´n II.1.19, la condicio´n
(ii) de la Deﬁnicio´n II.1.28 se puede reformular como
(ii’) Para cada entero positivo n ≥ 0, y para cada entero 0 ≤ r ≤ n, se
cumple que
Diff rφ(In) ⊂ In−r.
Observacio´n 1.30. Como
Diff rφ(V ) ⊂ Diff rk(V ),
entonces cualquier a´lgebra diferencial es en particular un a´lgebra diferencial
relativa a φ.
Observacio´n 1.31. Ana´logamente a lo enunciado en el Teorema II.1.22, cual-
quier a´lgebra de Rees G se puede extender a un a´lgebra de Rees que sea
mı´nima con la propiedad de contener a G y de ser diferencial relativa a φ.
Dado un ideal J ⊂ OV y un morﬁsmo liso V φ−→ V ′, podemos considerar
la extensio´n natural de ideales dada por J ⊂ Diff rφ(J) para cada r ∈ Z≥0.
Esta extensio´n se deﬁne en cada subconjunto abierto U de V como
Diff rφ(J)(U) = {D(f) | f ∈ J(U),D ∈ Diff rφ(U)}.
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Cap´ıtulo III
A´lgebras de eliminacio´n
En este Cap´ıtulo, introduciremos la nocio´n de a´lgebras de eliminacio´n,
deﬁnidas en [56]. Estas a´lgebras son la herramienta ba´sica para iniciar una
forma alternativa de induccio´n en el a´mbito de resolucio´n de singularidades.
Esta´ basada en la eliminacio´n de variables, en lugar de la cla´sica restriccio´n
a hipersuperﬁcies lisas.
1. A´lgebra de eliminacio´n universal y su especializa-
cio´n
Comenzaremos deﬁniendo las a´lgebras de eliminacio´n en el contexto uni-
versal, para posteriormente introducir el modo mediante el cual se especializa
la informacio´n obtenida en el contexto universal.
1.1. A´lgebra de eliminacio´n universal.
Sea S un anillo y consideremos el anillo de polinomios S[Z]. Sea f(Z) ∈
S[Z] un polinomio mo´nico de la forma
f(Z) = Zn + a1Z
n−1 + · · ·+ an,
donde Z es una variable independiente. Como se expone en [56], las a´lge-
bras de eliminacio´n surgen de una manera muy natural cuando buscamos
ecuaciones en los coeﬁcientes del polinomio que sean invariantes por cam-
bios del tipo Z 7→ uZ + s, donde α, u ∈ S y u es una unidad de S. Por esta
razo´n, a continuacio´n estudiaremos algunos aspectos de teor´ıa de invariantes
y eliminacio´n, comenzando por el estudio del caso universal.
Deﬁnimos Fn(Z) = (Z−Y1)(Z−Y2) . . . (Z−Yn) como el polinomio uni-
versal de grado n en el anillo de polinomios de n+1 variables k[Y1, . . . , Yn, Z].
El grupo de permutaciones de n elementos, Sn, actu´a en el anillo k[Y1, . . . , Yn]
permutando los ı´ndices de las variables Y1, . . . , Yn. Esta accio´n se puede ex-
tender al anillo k[Y1, . . . , Yn, Z] simplemente ﬁjando la variable Z.
El anillo de invariantes por la accio´n del grupo de permutaciones Sn,
denote´moslo por k[Y1, . . . , Yn]
Sn , esta´ generado como k-algebra, por las fun-
ciones sime´tricas elementales de orden i, denote´moslas por si con 1 ≤ i ≤ n.
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Estas funciones sime´tricas esta´n deﬁnidas como:

s1 := Y1 + · · ·+ Yn
s2 :=
∑
1≤i<j≤n
YiYj
...
sn := Y1Y2 . . . Yn
Esto es, k[Y1, . . . , Yn]
Sn = k[s1, . . . , sn] y
k[Y1, . . . , Yn, Z]
Sn = k[s1, . . . , sn][Z].
Como el polinomio Fn(Z) = (Z − Y1) . . . (Z − Yn) es invariante por la
accio´n de cualquier elemento de Sn, entonces se deduce que
Fn(Z) = (Z − Y1) . . . (Z − Yn) ∈ k[s1, . . . , sn][Z].
De hecho,
Fn(Z) = (Z − Y1) . . . (Z − Yn) = Zn − s1Zn−1 + · · ·+ (−1)nsn.
Sea S una k-a´lgebra y ﬁjemos f(Z) = Zn + a1Z
n−1 + · · · + an, un
polinomio mo´nico de grado n en S[Z]. Entonces el morﬁsmo de base deﬁnido
por
k[s1, . . . , sn] // S
si
 // (−1)i · ai
(III.1)
induce un morﬁsmo
k[s1, . . . , sn][Z] −→ S[Z]
que env´ıa Fn(Z) en f(Z).
Por tanto, queda justiﬁcado un estudio minucioso en el contexto uni-
versal, ya que propiedades en este contexto se podra´n traducir de manera
inmediata en propiedades de un polinomio ﬁjado f(Z) ∈ S[Z].
Como el grupo de permutaciones Sn actu´a de forma lineal sobre el
anillo de polinomios k[Y1, . . . , Yn, Z], y por tanto esta accio´n preserva la
graduacio´n del anillo. Podemos considerar entonces el anillo de invariantes
k[s1, . . . , sn][Z] como un subanillo graduado (donde la graduacio´n deﬁnida
es la heredada de la que ten´ıamos en k[Y1, . . . , Yn, Z]).
El grupo Sn tambie´n actu´a de forma lineal en el subanillo graduado
k[Yi−Yj]1≤i,j,≤n ⊂ k[Y1, . . . , Yn], obtenie´ndose as´ı una inclusio´n de subanillos
graduados deﬁnida como
k[Yi − Yj ]Sn1≤i,j,≤n ⊂ k[Y1, . . . , Yn]Sn .
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Supongamos que
k[Yi − Yj]Sn = k[Hn1 , . . . ,Hnr ],
donde los Hnison polinomios homoge´neos de grado ni, 1 ≤ i ≤ r. Enton-
ces cada Hni es homoge´neo con pesos de grado ni en k[s1, . . . , sn], donde
suponemos que cada si tiene grado i, esto es,
Hni = Hni(s1, . . . , sn).
Al a´lgebra graduada k[Yi − Yj]Sn la denominaremos a´lgebra de elimina-
cio´n universal.
Ahora bien, cualquier elemento del anillo k[Yi − Yj ]Sn induce, para cada
polinomio
f(Z) = Zn + a1Z
n−1 + · · ·+ an
en S[Z], y cada cambio de base como el dado en (III.1), una funcio´n en
los coeﬁcientes ai que sera´ invariante por cambios de variables de la forma
Z 7→ Z − s, s ∈ S. Es decir, obtenemos funciones en los coeﬁcientes
hni = hni(a1, . . . , an)
que son invariantes por cambios de variables de la forma Z 7→ Z − s, ya que
provienen de elementos invariantes por translaciones en el contexto univer-
sal.
En general, podemos considerar cambios de variables que tengan una
forma ma´s general, es decir, querremos considerar cambios de la forma Z 7→
uZ − s, donde s, u ∈ S y u es una unidad. Resta por estudiar que´ sucede
con los cambios de la forma Z 7→ uZ.
El polinomio f(Z) = Zn + a1Z
n−1 + · · · + an despue´s de un cambio de
variables dado por Z 7→ uZ, esta´ deﬁnido como
unZn + a1u
n−1Zn−1 + · · ·+ an,
multiplicando por la unidad u′ = (u−1)n obtenemos el polinomio
u′g(z) = Zn + u′a1Z
n−1 + · · ·+ (u′)nan,
que salvo producto por unidad, podemos considerar que es un polinomio
mo´nico de grado n. Tenemos ahora que las funciones hni anteriormente
calculadas, son ahora de la forma
(u−1)nihni(a1, . . . , an).
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Esta u´ltima aﬁrmacio´n se deduce a partir de la estructura ponderada
de los hni . Ve´amoslo. Denotemos bi = (u
−1)iai para i = 1, . . . , n a los
coeﬁcientes de u−1g(z). Por tanto,
hni = hni(a1, . . . , an) = hni(ub1, . . . , u
nbn)
Al ser hni un polinomio homoge´neo con pesos de grado ni donde cada u
jaj
tiene peso j, se deduce que
hni(b1, . . . , bn) = (u
−1)nihni(a1, . . . , an).
Estas funciones no son invariantes por cambios generales, sin embargo,
en nuestro planteamiento estamos considerando a´lgebras graduadas. En par-
ticular, en cada peso n ∈ Z≥0 tenemos un ideal Jn que esta´ generado por
polinomios h que son homoge´neos ponderados de grado n y tienen coeﬁ-
cientes en S, es decir, Hn(V1, . . . , Vn), donde cada variable Vj tiene peso nj
y
h = Hn(hn1 , . . . , hnr).
As´ı, cada ideal Jn del a´lgebra de eliminacio´n es invariante por cambios
de variables de la forma Z 7→ uZ + s incluso cuando las funciones hni no
lo son. Podemos as´ı decir, que es suﬁciente con considerar los cambios de
variables particulares dados por Z 7→ Z + s.
1.2. El morfismo Tay en el a´mbito universal.
En un contexto universal, podemos deﬁnir, como ya hicimos en II.1.21, el
morﬁsmo de Taylor, Tay. Gracias a esta deﬁnicio´n universal, vamos a poder
vincular nuestra teor´ıa de eliminacio´n con los operadores diferenciales.
Sea S una k-a´lgebra y consideremos el S-homomorﬁsmo
Tay : S[Z] // S[Z, T ]
Z
 // Z + T
donde T es una variable independiente.
Para un polinomio f(Z) ∈ S[Z], podemos considerar su imagen mediante
el morﬁsmo Tay
Tay(f(Z)) =
∑
α∈N
gα(Z)T
α,
con gα(Z) ∈ S[Z]. En este caso, para cada α ∈ N, deﬁnimos
∆(α)(f(Z)) = gα(Z).
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Observacio´n 1.3. Sea Fn(Z) = (Z − Y1) · · · (Z − Yn) ∈ k[Y1, . . . , Yn][Z] el
polinomio universal de orden n. Podemos evaluar F (Z + T )(= Tay(F (Z))
y entonces,
Fn(T + Z) = (T + (Z − Y1)) · (T + (Z − Y2)) · · · (T + (Z − Yn)).
Si consideramos ahora los coeﬁcientes de este polinomio en la nueva variable
T , se observa que son los polinomios sime´tricos evaluados en el elemento
(Z − Y1, . . . , Z − Yn), es decir,
sr(Z − Y1, . . . , Z − Yn),
para cada 1 ≤ r ≤ n. Deducimos as´ı que
∆(α)(Fn(Z)) = (−1)n−αsn−α(Z − Y1, Z − Y2, . . . , Z − Yn), (III.2)
para cada α ∈ N y 1 ≤ α ≤ n− 1.
Adema´s, el grupo de permutaciones Sn actu´a en el subanillo graduado
k[Z − Y1, . . . Z − Yn](⊂ k[Y1, . . . , Yn, Z])
deﬁniendo σ(Z) = Z para cada permutacio´n σ ∈ Sn. Este grupo actu´a
preservando la estructura graduada. Deducimos entonces que
k[Z − Y1, . . . , Z − Yn]Sn = k[Fn(Z),∆(α)(Fn(Z))]1≤α≤n−1, (III.3)
donde cada ∆(α)(Fn((Z)) es homoge´neo de grado n− α (1 ≤ α ≤ n− 1).
Por otro lado, como Yi − Yj = (Z − Yj)− (Z − Yi), entonces a partir de
la inclusio´n deﬁnida por
k[Yi − Yj]1≤i,j,≤n ⊂ k[Z − Y1, . . . Z − Yn],
se obtiene una nueva inclusio´n de anillos graduados
k[Hn1 , . . . ,Hnr ] = k[Yi − Yj]Sn ⊂ k[Fn(Z),∆(α)(Fn(Z))]1≤α≤n−1, (III.4)
y as´ı, cada elemento Hni en k[Yi−Yj]Sn es tambie´n un polinomio homoge´neo
ponderado en k[Fn(Z),∆
(α)(Fn(Z))]1≤α≤n−1.
1.4. Especializacio´n del a´lgebra de eliminacio´n.
Queremos ahora aprovechar la construccio´n que hemos realizado en III.1.1,
dentro de un a´mbito universal, para asignar a cada polinomio mo´nico
f(Z) = Zn + a1Z
n−1 + · · ·+ an
de grado n en el anillo S[Z], un a´lgebra de Rees que sera´ una suba´lgebra del
anillo S[Z][W ] (i.e. una suba´lgebra ﬁnitamente generada de S[Z][W ] donde
W denota una variable auxiliar muda).
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De una forma ma´s precisa, vamos a asociar a un subanillo graduado en
k[s1, . . . , sn][Z] un subanillo en S[Z][W ], de tal forma que cada polinomio
homoge´neo ponderado de grado m, G, en el anillo k[s1, . . . , sn][Z], se corres-
pondera´ con un elemento de la forma gWm, donde g ∈ S[Z]. No´tese que
la variable muda W sirve para recordar el grado del polinomio despue´s de
especializar.
Dado un polinomio mo´nico de grado n, f(Z) = Zn+ a1Z
n−1+ · · ·+ an,
en S[Z], deﬁnimos un homomorﬁsmo de k-a´lgebra en S[Z][W ] mediante
k[s1, . . . , sn][Z] // S[Z][W ]
si
 // (−1)i · aiW i
Z
 // ZW.
Cualquier subanillo graduado en el anillo k[s1, . . . , sn][Z] induce ahora una
suba´lgebra graduada en S[Z][W ].
Observacio´n 1.5. Los elementos ∆(α)(f(Z))W n−α que aparecen en (III.5) y
que se obtienen por especializacio´n de los elementos ∆(α)(Fn(Z)) mediante
el cambio de base, son exactamente los operadores diferenciales relativos
aplicados a f(Z) ubicados en peso n− α.
Consideremos el morﬁsmo de Taylor deﬁnido como
Tay : k[s1, . . . , sn][Z] // k[s1, . . . , sn][Z, T ]
Z
 // Z + T
y el morﬁsmo de cambio de base
k[s1, . . . , sn] −→ S[W ]
deﬁnido como previamente. Por el buen comportamiento de los operadores
diferenciales con el cambio de base y por III.1.2, se deduce que las diferen-
ciales relativas ∆(α)(f(Z))W n−α se obtienen por especializacio´n a partir de
las diferenciales relativas universales, ∆(α)(Fn(Z))W
n−α.
A partir de la inclusio´n deﬁnida por (III.4), se obtiene una nueva inclu-
sio´n
S[hn1W
n1, . . . , hnsW
ns] ⊂ S[f(Z)W n,∆(α)(f(Z))W n−α]1≤α≤n−1. (III.5)
Es importante observar que el anillo k[Yi − Yj]Sn1≤i,j≤n es libre de la va-
riable Z, por lo tanto al especializar, tambie´n obtenemos que
S[hn1W
n1, . . . , hnsW
ns ] ⊂ S[W ],
es una suba´lgebra libre de la variable Z. Por esta razo´n, al a´lgebra dada por
S[hn1W
n1, . . . , hnsW
ns] la denominaremos a´lgebra de eliminacio´n.
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1.6. A´lgebra de eliminacio´n universal y transformaciones.
Consideremos el polinomio universal de grado n dado por
Fn(Z) = (Z − Y1) · (Z − Y2) · · · (Z − Yn) ∈ k[Y1, . . . , Yn][Z, V ]
donde ahora V es una nueva variable. Deﬁnamos de manera formal
F ′n
(Z
V
)
:=
( 1
V
)n
Fn(Z) =
(Z
V
− Y1
V
)
·
(Z
V
− Y2
V
)
· · ·
(Z
V
− Yn
V
)
un polinomio en k[Y1, . . . , Yn][V, V
−1][Z]. De hecho, podemos pensar que
F ′n(
Z
V ) es un polinomio mo´nico en el anillo k[Y1, . . . , Yn][V, V
−1][ZV ], o es un
polinomio mo´nico en el subanillo k[Y1V ,
Y2
V , . . . ,
Yn
V ][
Z
V ].
Denotemos por ∆
(α)
1 el operador diferencial relativo de orden α ∈ N en
el anillo k[Y1V ,
Y2
V , . . . ,
Yn
V ][
Z
V ] (es relativo al subanillo k[
Y1
V ,
Y2
V , . . . ,
Yn
V ]). A
partir de (III.2) se deduce que
∆
(α)
1
(
F ′n
(Z
V
))
=
( 1
V
)n−α
·∆(α)(Fn(Z)). (III.6)
Sea Sn el grupo de permutaciones de n elementos. Este grupo Sn actu´a
en k[Y1, . . . , Yn][V, V
−1][Z] permutando las variables Yi y ﬁjando tanto V ,
como V −1 y como Z. De esta manera, Sn tambie´n actu´a permutando las
variables de k[Y1V ,
Y2
V , . . . ,
Yn
V ], y de manera trivial en
Z
V . Por tanto, podemos
considerar
k
[Yi
V
− Yj
V
]Sn
= k[H1n1, . . . ,H
1
nr ],
donde, por el modo en que actu´a Sn en k
[
Yi
V −
Yj
V
]
, se deduce que
H1ni =
1
V ni
·Hni con i = 1, . . . , r (III.7)
para los elementos Hni deﬁnidos como en (III.4).
1.7. A´lgebra de eliminacio´n universal de dos polinomios.
En III.1.1 hemos deﬁnido un a´lgebra de eliminacio´n asociada a un po-
linomio universal. Este caso particular (deﬁnido para un u´nico polinomio)
tiene una extensio´n muy natural al caso general en el que se trate con va-
rios polinomios. Por simplicidad en la exposicio´n, vamos a tratar aqu´ı el
caso particular en el que se consideren dos polinomios, pero los argumentos
introducidos son va´lidos para el caso general.
Fijamos dos enteros positivos, r, s ∈ Z≥1 tales que r + s = n y sean
Fr(Z) = (Z−Y1) . . . (Z−Yr) y Fs(Z) = (Z−Yr+1) . . . (Z−Yn) dos polinomios
universales de grado r y s respectivamente. No´tese que Fr(Z) · Fs(Z) =
Fn(Z).
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El grupo de permutaciones Sr actu´a en k[Y1, . . . , Yr] y el grupo Ss actu´a
en k[Yr+1, . . . , Yn]. Deﬁnimos
k[H ′m1 , . . . ,H
′
mr,s ] := k[Yi − Yj ]Sr×Ss1≤i,j≤n
como el a´lgebra de eliminacio´n universal de dos polinomios.
La inclusio´n de grupos dada por Sr × Ss ⊂ Sn, induce la inclusio´n de
anillos
k[Hm1 , . . . ,Hmn ] := k[Yi − Yj]Sn1≤i,j≤n ⊂ k[H ′m1 , . . . ,H ′mr,s ] = k[Yi − Yj]Sn .
Esta inclusio´n es una extensio´n ﬁnita de a´lgebras graduadas. Por otro lado,
como suced´ıa en el caso de un polinomio (ve´ase (III.3)), se puede ver que se
cumple la siguiente igualdad
k[Z − Y1, . . . , Z − Yn]Sr×Ss
= k[Fr(Z),∆
(α)(Fr(Z)), Fs(Z),∆
(γ)(Fs(Z))]1≤α≤r−1, 1≤γ≤s−1. (III.8)
A partir de la inclusio´n de los grupos ﬁnitos Sr×Ss ⊂ Sn, se deduce que
existe una inclusio´n de a´lgebra invariantes:
k[Fn(Z),∆
(j)(Fn(Z))]1≤j≤n−1
⊂ k[Fr(Z),∆(α)(Fr(Z)), Fs(Z),∆(γ)(Fs(Z))]1≤α≤r−1, 1≤γ≤s−1.
que de hecho es una extensio´n ﬁnita de a´lgebras graduadas.
Como ya hemos observado anteriormente, ∆(α)(Fr(Z)) es homoge´neo de
grado r − α para α = 1, . . . , n − 1. Adema´s, k[Z − Y1, . . . , Z − Yn]Sr×Ss es
un subanillo graduado de k[Y1, . . . , Yn, Z]. De hecho, existe una inclusio´n
natural dada por
k[H ′m1 , . . . ,H
′
mn ]
⊂ k[Fr(Z),∆(α)(Fr(Z)), Fs(Z),∆(γ)(Fs(Z))]1≤α≤r−1, 1≤γ≤s−1 (III.9)
que se deduce de la inclusio´n deﬁnida por
k[Yi − Yj ]1≤i,j≤n ⊂ k[Z − Y1, . . . , Z − Yn].
Los anillos de invariantes
k[Y1, . . . , Yr]
Sr = k[v1, . . . , vr], y k[Yr+1, . . . , Yn]
Ss = k[w1, . . . , ws]
son subanillos graduados en k[Y1, . . . , Yn], con Fr(Z) ∈ k[v1, . . . , vr][Z],
Fs(Z) ∈ k[w1, . . . , wr][Z]. Adema´s, existe una inclusio´n
k[H ′m1 , . . . ,H
′
mr,s ] ⊂ k[v1, . . . , vr, w1, . . . , ws]
que surge de la inclusio´n k[Yi−Yj] ⊂ k[Y1, . . . , Yn]. En particular, cada H ′j es
tambie´n un polinomio homoge´neo ponderado en los coeficientes universales
{v1, . . . , vr, w1, . . . , ws}.
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1.8. Especializacio´n de dos polinomios.
La discusio´n previa que hemos realizado en el caso de dos polinomios
universales (ve´ase III.1.7) se puede extender al caso general en el que se
considere un nu´mero arbitrario de polinomios. Las a´lgebras universales es-
pecializan en suba´lgebras de la forma
S[Z][fi(Z)W
ni ,∆(αi)(fi(Z))W
ni−αi ]1≤αi≤ni−1, 1≤i≤r, (III.10)
de la misma forma que considera´bamos en III.1.4, donde ahora los fi(Z) son
polinomios mo´nicos de la forma
fi(Z) = Z
ni + a1,iZ
ni−1 + · · ·+ ani,i
con aj,i ∈ S donde 1 ≤ j ≤ ni y para i = 1, . . . , r.
La misma especializacio´n, aplicada a las a´lgebras de eliminacio´n universal
(libres de la variable Z), deﬁnira´ ahora a´lgebras de la forma
R := S[h(j)n1,...,nrWN
(j)
n1,...,nr ]1≤j≤Rn1,...,nr ⊂ S[W ], (III.11)
para ciertos enteros Rn1,...,nr .
Una propiedad importante de la especializacio´n que deﬁnimos en III.1.4
es su compatibilidad con las extensiones ﬁnitas de a´lgebras graduadas. As´ı,
en la situacio´n en la que tratamos el caso de dos polinomios (ve´ase III.1.7),
podemos concluir que si fn(Z) ∈ S[Z] es un polinomio mo´nico de grado n que
factoriza como producto de dos polinomios mo´nicos, fn(Z) = fr(Z)fs(Z),
entonces existe una inclusio´n natural y ﬁnita de anillos graduados
S[Z][fn(Z)W
n,∆(j)(fn(Z))W
n−j]1≤j≤n−1
⊂ S[Z][∆(α)(fr(Z))W r−α, fs(Z),∆(γ)(fs(Z))W s−γ ]1≤α≤r−1, 1≤γ≤s−1,
(como suba´lgebras de S[Z][W ]).
De manera similar, una extensio´n ﬁnita de suba´lgebras graduadas de
S[W ] esta´ deﬁnida por la especializacio´n de sus correspondientes a´lgebras
de eliminacio´n. Podemos extender este argumento de manera ana´loga al caso
en el que consideremos ma´s de dos polinomios.
2. Ca´lculo expl´ıcito del a´lgebra de eliminacio´n. Ejem-
plos
2.1. En la Seccio´n anterior se introdujo la nocio´n de a´lgebra de eliminacio´n.
Su interpretacio´n como a´lgebra de invariantes en una dimensio´n menor o
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como la menor suba´lgebra libre de la variable a eliminar es muy u´til en
muchos contextos. Pero, en general, sera´ necesario describir un me´todo para
su ca´lculo.
En esta Seccio´n, nos centraremos en dar una forma expl´ıcita de calcular
estas a´lgebras de eliminacio´n. Al ﬁnal de la seccio´n, se motivara´ lo anterior-
mente expuesto con una serie de ejemplos.
2.2. Para realizar este estudio de las a´lgebras de eliminacio´n, deﬁniremos
un subanillo graduado de Rn := k[Yi−Y1]Sn2≤i≤n cuya clausura entera sera´ el
propio Rn.
Observacio´n 2.3. Rn es un subanillo graduado normal.
Esta aﬁrmacio´n se deduce del hecho de que Rn es el subanillo de in-
variantes por la accio´n de Sn de k[Y2 − Y1, . . . , Yn − Y1] como subanillo de
k[Y1, . . . , Yn], es decir,
Rn = k[s1, . . . , sn] ∩ k[Y2 − Y1, . . . , Yn − Y1].
Ahora bien, el subanillo de invariantes k[s1, . . . , sn] = k[Y1, . . . , Yn]
Sn es
un anillo normal. Por otra parte k[Y2−Y1, . . . , Yn−Y1] es tambie´n normal (es
isomorfo a un anillo de polinomios). Por tanto, se deduce que Rn es normal
al ser interseccio´n de dos anillos normales.
Consideremos ahora el anillo deﬁnido por k[s1, . . . , sn][Z]/〈Fn(Z)〉. Por
la correspondencia de Galois, existe un isomorﬁsmo natural
k[s1, . . . , sn][Z]/〈Fn(Z)〉 ∼= k[s1, . . . , sn][Yj ],
para cualquier j = 1, . . . , n.
Como Fn(Z) = Z
n−s1Zn−1+· · ·+(−1)nsn es mo´nico de grado n, el ani-
llo k[s1, . . . , sn][Y1] (∼= k[s1, . . . , sn][Z]/〈Fn(Z)〉) es un k[s1, . . . , sn]-mo´dulo
libre de rango n con una base que se puede identiﬁcar con {1, Z, . . . , Zn−1}
(donde por Z denotamos la clase de Z en k[s1, . . . , sn][Z]/〈Fn(Z)〉).
Dado un elemento θ ∈ k[s1, . . . , sn][Y1], podemos considerar la multipli-
cacio´n por θ, esta operacio´n deﬁne un endomorﬁsmo, φθ:
k[s1, . . . , sn][Y1]
φθ // k[s1, . . . , sn][Y1]
α  // φθ(α) := α · θ
cuyo polinomio caracter´ıstico es independiente de la base elegida y tiene una
expresio´n de la forma
ψθ(V ) := V
n + h1V
n−1 + · · ·+ hn ∈ k[s1, . . . , sn][V ].
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Lema 2.4. Si θ = a0+a1Y1+· · ·+an−1Y n−11 ∈ k[s1, . . . , sn][Y1] (es decir, θ se
identifica con a0+a1Z+· · ·+an−1Zn−1), entonces el polinomio caracter´ıstico
de φθ es de la forma
ψθ(V ) =
∏
1≤j≤n
(
V − (a0 + a1Yj + · · ·+ an−1Y n−1j )
)
.
Demostracio´n. Ve´ase el Lema 1.19. de [56]. 	
Observacio´n 2.5. El Lema anterior implica que salvo signo, los coeﬁcientes
hi del polinomio caracter´ıstico ψθ(V ) son los polinomios sime´tricos si evalua-
dos en el elemento (a0+a1Y1+· · ·+an−1Y n−11 , . . . , a0+a1Yn+· · ·+an−1Y n−1n ),
es decir,
hi = (−1)isi(a0 + a1Y1 + · · ·+ an−1Y n−11 , . . . , a0 + a1Yn + · · ·+ an−1Y n−1n ).
Corolario 2.6. Si θ = a0+a1Y1+· · ·+an−1Y n−11 es homoge´neo ponderado en
k[s1, . . . , sn] (es decir, es homoge´neo como elemento de k[Y1, . . . , Yn]), en-
tonces los coeficientes de ψθ(V ) son homoge´neos ponderados en k[s1, . . . , sn].
Consideremos ahora la derivada relativa ∆(α)(Fn(Z)) con 0 ≤ α ≤ n−1 y
denotemos por F
(α)
n (Y1) a la clase de ∆
(α)(Fn(Z)) en k[s1, . . . , sn][Z]/〈Fn(Z)〉.
Se observa que ∆(α)(Fn(Z)) es homoge´neo ponderado de grado n − α en
k[s1, . . . , sn][Z] y por tanto lo sera´ F
(α)
n (Y1) en k[s1, . . . , sn][Y1]. As´ı, por el
Corolario III.2.6, los coeﬁcientes del polinomio caracter´ıstico ψ
F
(α)
n (Y1)
(V )
son homoge´neos ponderados en k[s1, . . . , sn].
Notacio´n 2.7. Denotemos porHFn la k-suba´lgebra de k[s1, . . . , sn] generada
por los coeﬁcientes de los n− 1 polinomios caracter´ısticos ψ
F
(α)
n (Y1)
(V ) con
1 ≤ α ≤ n− 1.
Proposicio´n 2.8. El subanillo de invariantes Rn := k[Yi − Yj]Sn es la clau-
sura entera del anillo graduado HFn en k[s1, . . . , sn].
Demostracio´n. Ve´ase la Proposicio´n 1.23. de [56]. 	
2.9. Ca´lculo expl´ıcito para dos polinomios.
Como hicimos en III.1.7, ﬁjemos dos enteros positivos r, s ∈ Z≥1 tales
que r + s = n y ﬁjemos dos polinomios universales
Fr(Z) = (Z − Y1) . . . (Z − Yr) y Fs(Z) = (Z − Yr+1) . . . (Z − Yn)
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de grado r y s respectivamente. Sea Fn(Z) = Fr(Z) · Fs(Z). Podemos gene-
ralizar a este contexto los resultados obtenidos en III.2.2.
Observemos primero que
k[Y1, . . . , Yn]
Sr×Ss ∼= k[Y1, . . . , Yr]Sr ⊗ k[Yr+1, . . . , Yn]Ss ,
que adema´s
k[Y1, . . . , Yn]
Sr×Ss [Z]/〈Fn(Z)〉 ∼= k[Y1, . . . , Yn]Sr×Ss [Y1]
y que por tanto k[Y1, . . . , Yn]
Sr×Ss [Y1] es un mo´dulo libre de rango n sobre
k[Y1, . . . , Yn]
Sr×Ss .
Como hicimos previamente, podemos deﬁnir el endomorﬁsmo multipli-
cacio´n por un elemento θ ∈ k[Y1, . . . , Yn]Sr×Ss [Y1], denote´mosle por φθ. El
polinomio caracter´ıstico de φθ, ψθ(V ), es
ψθ(V ) := V
n + h1V
n−1 + . . . hn ∈ k[Y1, . . . , Yn]Sr×Ss [V ].
Notacio´n 2.10. Sea HFr,Fs la k-a´lgebra de k[Y1, . . . , Yn]
Sr×Ss generada por
los coeﬁcientes de los polinomios caracter´ısticos de la multiplicacio´n por
F
(αr)
r (Y1) y F
(αs)
s (Y1) (1 ≤ αr ≤ r − 1 y 1 ≤ αs ≤ s − 1), i.e., los coeﬁcien-
tes de ψ
F
(αr)
r (Y1)
(V ) y ψ
F
(αs)
s (Y1)
(V ), donde F
(αr)
r (Y1) y F
(αs)
s (Y1) denotan
∆(αr)(Fr)(Y1) y ∆
(αs)(Fs)(Y1) respectivamente.
Proposicio´n 2.11. El a´lgebra de eliminacio´n universal k[Yi − Yj]Sr×Ss es la
clausura entera del anillo graduado HFr,Fs en k[Y1, . . . , Yn]
Sr×Ss.
Demostracio´n. Ve´ase la Proposicio´n 1.38. de [56]. 	
Este argumento se puede generalizar de igual manera al caso en el que
se consideren ma´s de dos polinomios.
Observacio´n 2.12. Especializacio´n. Como hicimos en III.1.4 y III.1.8, las
a´lgebrasHFi especializan como anteriormente en un a´lgebraH, obtenie´ndose
as´ı una extensio´n enteras de a´lgebras H ⊂ R, donde R denota el a´lgebra de
eliminacio´n. La importancia ahora, reside en que sabemos calcular de forma
expl´ıcita H.
2.13. Ejemplo.
Sea f(z) = z3 + x4z2 + y7 ∈ k[x, y, z] donde k es un cuerpo de carac-
ter´ıstica 3. Denotemos por S = k[x, y] y S′ = S[z]. Consideramos el a´lgebra
de Rees deﬁnida por
G = S′[fW 3,∆α(f)W 3−|α|]α∈N3, 1≤|α|≤2,
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es decir, G es el a´lgebra diferencial generada por fW 3.
Los generadores de G son fW 3 y
∆z(f)W
2 = (−x4z)W 2, (III.12)
∆x(f)W
2 = (x3z2)W 2, (III.13)
∆y(f)W
2 = (y6)W 2, (III.14)
∆z2(f)W
1 = (−x4)W 1, (III.15)
∆xz(f)W
1 = (−x3z)W 1. (III.16)
Queremos calcular el a´lgebra de eliminacio´n que se obtiene al eliminar
la variable z. Denotemos a este a´lgebra por RG . Para calcular RG segui-
remos las ideas introducidas en III.2.2 y III.2.9. Observamos primero que
∆y(f)W
2 = (y6)W 2 y ∆z2(f)W
1 = (−x4)W 1 son elementos libres de la
variable z y por tanto,
∆y(f)W
2 = (y6)W 2 ∈ RG y ∆z2(f)W 1 = (−x4)W 1 ∈ RG .
Consideremos ahora el anillo S[z]/〈f(z)〉, queremos calcular los polino-
mios caracter´ısticos deﬁnidos por los endomorﬁsmos multiplicacio´n de los
elementos dados por (III.2.13), (III.2.13) y (III.2.13) en este anillo.
Ca´lculo del a´lgebra de eliminacio´n:
(1) Consideremos primero el elemento (x4z)W 2 y veamos a continuacio´n
cua´l es el polinomio caracter´ıstico asociado a la multiplicacio´n por el
elemento (x4z)W 2, i.e. ψ(x4z)W 2(λ).
El conjunto {1, z, z2} deﬁne una base del mo´dulo (libre de rango 3),
S[z]/〈f(z)〉 sobre S. As´ı, el morﬁsmo φ(x4z)W 2 viene dado por
S[z]/〈f(z)〉
φ(x4z)W2
// S[z]/〈f(z)〉
1
 // x4W 2 · z
z
 // x4W 2 · z2
z2
 // x4W 2 · z3
= −x8W 2 · z2 + x4y7 · 1.
La matriz del endomorﬁsmo es:
 0 x4W 2 00 0 x4W 2
−x4y7W 2 0 −x8W 2


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y el polinomio caracter´ıstico
ψ(x4z)W 2(λ) = λ
3 + x8W 2λ2 + x12y7W 6,
por tanto x8W 2, x12y7W 6 ∈ RG .
(2) Repetimos ahora el proceso con el elemento (x3z2)W 2. La matriz del
endomorﬁsmo multiplicacio´n φ(x3z2)W 2 es
 0 0 x3W 2−x3y7W 2 0 −x7W 2
x7y7W 2 −x3y7W 2 x11W 2


y el polinomio caracter´ıstico
ψ(x3z2)W 2(λ) = λ
3 + x11W 2λ2 − x10y7W 4λ− x9y14W 6,
y as´ı x11W 2, x10y7W 4, x9y14W 6 ∈ RG .
(3) Por u´ltimo calculemos el polinomio caracter´ıstico de la multiplicacio´n
por (x3z)W 1. La matriz de φ(x3z)W 1 es
 0 x3W 1 00 0 x3W 1
−x3y7W 1 0 −x7W 1


el polinomio caracter´ıstico viene dado por
ψ(x3z)W 1(λ) = λ
3 + x7W 1λ2 + x9y7W 3,
y por tanto, x7W 1, x9y7W 3 ∈ RG .
Por tanto, podemos decir que el a´lgebra de eliminacio´n esta´ deﬁnida por
S[y6W 2, x4W 1, x8W 2, x12y7W 6, x11W 2, x10y7W 4, x9y14W 6, x7W 1, x9y7W 3]
y por relaciones de clausura entera, queda determinada por
RG ∼ S[x4W 1, y3W 1, x12y7W 6],
donde por ∼ denotamos la misma clausura entera de a´lgebras.
Observacio´n 2.14. Sea fpe(z) ∈ S[z] = S′ un polinomio puramente insepa-
rable y sea S = k[x1, . . . , xn−1] un anillo sobre un cuerpo k de caracter´ıstica
p. Supongamos que el polinomio es de la forma fpe(z) = z
pe+a(x1, . . . , xn−1)
con a(x1, . . . , xn−1) ∈ S.
Sea G el a´lgebra diferencial asociada al polinomio fpe(z) esta´ dada por
G = S′[fpeW pe ,∆α(fpe)W pe−|α|]α∈Npe , 1≤|α|≤pe−1,
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en particular, basta considerar ∆˜α(fpe) con 1 ≤ |α| ≤ pe − 1 donde ∆˜α
denota un operador diferencial en S.
Ahora bien, es fa´cil observar que ∆α(fpe) ⊂ S (se puede identiﬁcar con
un elemento de S) y por tanto, ∆α(fpe)W
pe−|α| ∈ RG . As´ı,
RG ∼ S[∆˜α(a(x1, . . . , xn−1))W pe−|α|]α∈Nn−1, 1≤|α|≤pe−1.
2.15. El a´lgebra de eliminacio´n en caracter´ıstica cero.
Supongamos las mismas condiciones que previamente y supongamos aho-
ra que k es un cuerpo de caracter´ıstica cero. El Teorema de Preparacio´n de
Weierstrass implica que toda singularidad de una hipersuperﬁcie de multi-
plicidad n se puede expresar por medio de un polinomio mo´nico de grado n
en OV (d−1) [z]
En el contexto de resolucio´n de singularidades, la existencia de hipersu-
perﬁcies de contacto maximal permite construir un a´lgebra de coeﬁcientes
en una dimensio´n menor que codiﬁca toda la informacio´n de la singularidad
(ve´ase, por ejemplo, [21]).
Veamos ahora que en caracter´ıstica cero, el a´lgebra de eliminacio´n coin-
cide, en algu´n sentido, con el a´lgebra de coeﬁcientes cla´sica.
Fijado f(z) un polinomio mo´nico de grado n en S′ = OV (d−1) [z]]. Gracias
a una transformacio´n de Tschirnhausen (un cambio de variables adecuado
de la forma z 7→ z + α), se puede suponer que
f(z) = zn + a2z
n−2 + · · ·+ an.
Se considera entonces un a´lgebra de Rees diferencial de la forma
G ∼ OV (d) [f(z)W n,∆α(f(z))W n−|α|]1≤|α|≤n−1,
que codiﬁca toda la informacio´n de los puntos de multiplicidad n.
Asociada a e´sta a´lgebra y partiendo del hecho de que zW 1 ∈ G y de que z
deﬁne as´ı una hipersuperﬁcie de contacto maximal, se deﬁne por restriccio´n
a z = 0, el a´lgebra de coeficientes como:
Coeﬀ(G) ∼ S[ajW j, ∆˜αj (aj)W j−|αj|]1≤|αj |≤j−1, 2≤j≤n,
donde los ∆˜αj son los operadores diferenciales de orden |αj | en S.
En cierto modo, a partir del morﬁsmo e´tale dado por
OV (d)/〈z〉 −→ OV (d−1) ,
se pueden identiﬁcar los coeﬁcientes aj ∈ OV (d−1) con los coeﬁcientes aj
obtenidos por la restriccio´n a z = 0. Es en este contexto donde aﬁrmamos
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que, bajo estas condiciones, el a´lgebra de eliminacio´n coincide con el a´lgebra
de coeﬁcientes:
Por un lado, v´ıa la identiﬁcacio´n previamente citada, siempre tenemos
la inclusio´n
RG ⊂ Coeﬀ(G),
ya que RG esta´ generada por funciones homoge´neas con pesos en los coeﬁ-
cientes de f(z) y de las derivadas ∆α(f(z)). En otras palabras, los genera-
dores de RG,β se pueden identiﬁcar con funciones homoge´neas con pesos en
los elementos de Coeﬀ(G).
Veamos ahora que RG ⊃ Coeﬀ(G) (v´ıa la identiﬁcacio´n e´tale).
Recordemos primero que considera´bamos f(z) = zn+ a2z
n−2+ · · ·+ an,
se deduce que ∆
(n−1)
z (f(z))W = n!zW . Sea φzW el endomorﬁsmo multipli-
cacio´n deﬁnido por zW . Cuya matriz en la base {1, z, . . . , zn−1} viene dada
por 

0 1 . . . 0 0
0 0 . . . 0 0
...
. . .
...
0 0 . . . 0 1
−an −an−1 . . . −a2 0


y cuyo polinomio caracter´ıstico es
φzW (V ) = V
n + a2V
n−2 + · · ·+ an.
Por tanto ajW
j ∈ RG para j = 2, . . . , n.
Por otro lado, como G es diferencial, entonces se deduce que RG es dife-
rencial (ve´ase el Corolario IV.4.4 o [56]) y por tanto ∆˜αj (aj)W
j−|αj | ∈ RG
para 1 ≤ |αj | ≤ j − 1 y 2 ≤ j ≤ n. Deducie´ndose as´ı que
RG ⊃ Coeﬀ(G),
y por tanto,
RG 1–1←→ Coeﬀ(G).
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Cap´ıtulo IV
El invariante τ , proyecciones gene´ricas y
eliminacio´n
1. Conos tangentes y proyecciones gene´ricas
1.1. Sea V (d) un esquema liso de dimensio´n d, y consideremos una hiper-
superﬁcie X ⊂ V (d) deﬁnida por X = V (〈f〉), localmente en un punto
x ∈ V (d) de multiplicidad ma´xima n. El objetivo, a lo largo de esta seccio´n
es demostrar que para una proyeccio´n suficientemente gene´rica
V (d)
β
// V (d−1)
donde V (d−1) denota un esquema liso de dimensio´n d− 1. la hipersuperﬁcie
X se puede expresar, en topolog´ıa e´tale, como
X = V (〈f(Z)〉),
donde f(Z) ∈ OV (d−1),β(x)[Z] es un polinomio mo´nico de grado n en la
variable independiente Z.
Esta aﬁrmacio´n se cumplira´ bajo una cierta condicio´n geome´trica que
se puede expresar en TV (d),x, el espacio tangente en el punto y que veremos
ma´s adelante. De hecho, mostraremos que esta condicio´n geome´trica en f se
alcanza cuando la recta tangente en x de la curva lisa deﬁnida por β−1(β(x)),
(denote´mosla por ℓ ⊂ TV (d),x) y el cono tangente de la hipersuperﬁcie en
el punto, (Cf ⊂ TV (d),x), esta´n en posicio´n general (es decir, se intersecan
u´nicamente en el origen de TV (d),x, i.e., ℓ∩Cf = O). Veamos ahora de forma
ma´s concreta esta aﬁrmacio´n.
Sea {x1, . . . , xd} un sistema regular de para´metros en OV (d),x. El espacio
tangente en el punto se deﬁne como
TV (d),x = Spec(grMx(OV (d),x)),
donde Mx denota el ideal maximal en el anillo local OV (d),x. El anillo gra-
duado grMx(OV (d),x) esta´ deﬁnido como
grMx(OV (d),x) = k ⊕Mx/M2x ⊕ · · · ⊕Mrx/Mr+1x ⊕ . . . ∼= k[X1, . . . ,Xd],
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donde por Xi denotamos la clase de cada xi en Mx/M
2
x, o dicho de otra
manera, la forma inicial de cada xi en el punto x (i.e., In(xi) = Xi).
Consideremos las siguientes sucesiones exactas, para calcular la forma
inicial de f :
0 // 〈f〉 // OV (d),x // OX,x // 0
0 //Mrx ∩ 〈f〉 //Mrx //Mrx // 0
0 // [In(〈f〉)]r //Mrx/Mr+1x //Mrx/Mr+1x // 0
donde [In(〈f〉)]r denota el ideal de las formas homoge´neas de grado r en el
ideal homoge´neo In(〈f〉).
Se observa que Mrx/M
r+1
x = M
r
x/M
r+1
x para cada entero r < n, y el
primer ı´ndice para el que la igualdad no se cumple es para r = n; es decir, es
en grado n, donde deﬁniremos la forma inicial de f , denote´mosla por In(f).
As´ı el anillo graduado de la hipersuperﬁcie queda determinado por
grMx(OX,x) = k[X1, . . . ,Xd]/〈In(f)〉,
y el cono tangente de la hipersuperﬁcie X en el punto x se deﬁne como
Cf := Spec(grMx(OX,x)) = Spec
(
k[X1, . . . ,Xd]/〈In(f)〉
)
(⊂ TV (d),x).
1.2. Fijemos ahora un morﬁsmo liso
V (d)
β−→ V (d−1),
deﬁnido en un entorno de x, y como previamente denotemos por ℓ la curva
lisa deﬁnida por β−1(β(x)).
Como f tiene multiplicidad n en OV (d),x, la clase de f en Oℓ,x, digamos
f , tiene orden al menos n en el anillo local regular Oℓ,x. De hecho, tiene
orden exactamente n si y so´lo si la intereseccio´n de la recta tangente de ℓ en
x y el cono tangente Cf es u´nicamente el origen de TV (d),x (i.e., ℓ∩Cf = O).
A las proyecciones para las que se cumpla esta condicio´n geome´trica las
denominaremos proyecciones gene´ricas.
Si ﬁjamos un sistema regular de para´metros {x1, . . . , xd−1} en el anillo
local regular OV (d−1),β(x), el ideal de deﬁnicio´n de la curva ℓ esta´ dado por
〈x1, . . . , xd−1〉, y se puede considerar un nuevo para´metro Z de tal forma
que {Z, x1, . . . , xd−1} deﬁna un sistema regular de para´metros en OV (d),x.
En este contexto, la condicio´n geome´trica impuesta en el punto x se
puede tambie´n expresar como
∆(n)(f)(x) 6= 0,
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donde ∆(n) es un operador diferencial relativo a la proyeccio´n β de orden
exactamente n. Esta nueva formulacio´n dada en te´rminos de operadores
diferenciales, tiene una ventaja adicional, ya que la condicio´n deﬁnida en
te´rminos de operadores diferenciales es una condicio´n abierta. Es decir, si
∆(n)(f)(x) 6= 0, (se cumple la condicio´n geome´trica), entonces esta condicio´n
se cumple para cualquier punto de orden n de X en un entorno de x. Por
tanto, la condicio´n geome´trica impuesta en el espacio tangente se cumple en
un entorno abierto del punto.
Consideremos ahora la completacio´n de los anillos locales regulares de
la proyeccio´n deﬁnida previamente (una proyeccio´n que cumple la condicio´n
de transversalidad), es decir, consideremos ÔV (d),x y ÔV (d−1),β(x). Aplicando
el Teorema de Preparacio´n de Weierstrass, el polinomio f se puede expresar
como
u · f(x1, . . . , xd−1, Z) = Zn + a1Zn−1 + · · ·+ an,
donde u es una unidad y los coeﬁcientes ai ∈ ÔV (d−1),β(x). Adema´s {x1, . . . , xd−1}
un sistema regular de para´metros en ÔV (d−1),β(x), y despue´s de an˜adir la va-
riable Z, {x1, . . . , xd−1, Z} es un sistema regular de para´metros en ÔV (d),x.
Reemplazando completados por henselizaciones, el resultado sigue siendo
va´lido. En este caso, los coeﬁcientes ai son funciones en un entorno e´tale del
punto β(x) en V (d−1).
1.3. El espacio lineal de ve´rtices.
Sea V (d) un esquema liso de dimensio´n d, sea X una hipersuperﬁcie
descrita localmente en un puto x ∈ V (d) por f , y Cf ⊂ TV (d),x el cono
tangente asociado a X en x. Dado un espacio vectorial V, un vector v ∈ V
deﬁne una aplicacio´n traslacio´n descrita por
trv(w) = w + v para cada w ∈ V.
Existe un subespacio lineal, Lf , con la propiedad de ser el menor subespacio
para el cual se cumple
trv(Cf ) = Cf para cualquier v ∈ Lf ,
donde ahora entendemos Cf como un subconjunto reducido y ampliamos el
cuerpo k a un cuerpo algebraicamente cerrado, si es necesario. Este subes-
pacio Lf se conoce como el espacio lineal de ve´rtices.
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Lf
Cf
Lf
Cf
Figura 1: Ejemplos de conos tangentes y espacios lineales de ve´rtices.
Una propiedad importante de este subespacio Lf es que para cualquier
centro liso Y en X, tal que x ∈ Y y X tenga multiplicidad n a lo largo de
Y , el espacio tangente de Y , TY,x ⊂ TX,x, es tal que TY,x ⊂ Lf y adema´s
e´sta es una inclusio´n de subespacios vectoriales.
Por otro lado, existe una caracterizacio´n de este espacio lineal en te´rmi-
nos algebraicos:
Definicio´n 1.4. Sea S un anillo. Diremos que un ideal homoge´neo I ⊂ S es
cerrado por operadores diferenciales si para cualquier elemento homoge´neo
g ∈ I de orden m y cualquier operador diferencial ∆α ∈ Diff de orden
|α| ≤ m− 1, se cumple que ∆α(g) ∈ I.
No´tese que los operadores ∆α esta´n deﬁnidos en funcio´n de las coorde-
nadas ﬁjadas (ve´ase II.1.21). Veremos en el siguiente Lema que existe una
cierta independencia respecto de las coordenadas elegidas.
Lema 1.5. Sea {X1, . . . ,Xn} un sistema de coordenadas. Denotemos por
∆αX los operadores diferenciales definidos a partir del morfismo de Taylor:
k[X1, . . . ,Xn]
TayX // k[X1, . . . ,Xn, T1, . . . , Tn]
Xi
 // Xi + Ti
Sea Xi =
n∑
j=1
λijYj un cambio lineal de coordenadas (λij ∈ k para i, j =
1, . . . , n). Denotemos por ∆βY los operadores diferenciales definidos por las
coordenadas {Y1, . . . , Yn}. Entonces, los operadores ∆αX se pueden expresar
como combinacio´n lineal de los operadores ∆βY respetando el orden, es decir,
∆αX =
∑
β∈Nn
|β|=|α|
γβ∆
β
Y ,
para ciertos γβ ∈ Z≥0
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Demostracio´n. A partir de los morﬁsmos de Taylor deﬁnidos para cada siste-
ma de coordinas y el cambio de variables enunciado, obtenemos el siguiente
diagrama conmutativo:
Xi
 // Xi + Ti
k[X1, . . . ,Xn]
TayX //

k[X1, . . . ,Xn, T1, . . . , Tn]

	
k[Y1, . . . , Yn]
TayY // k[Y1, . . . , Yn,W1, . . . ,Wn]
n∑
j=1
λijYj  //
n∑
j=1
λij(Yj +Wj).
A partir de este diagrama se deduce que
n∑
j=1
λijYj + Ti =
n∑
j=1
λij(Yj +Wj),
o lo que es equivalente,
Ti =
n∑
j=1
λijWj
para cada i = 1, . . . , n. Es decir, existe un cambio lineal entre las variables
Ti y Wj.
Consideremos ahora el morﬁsmo de Taylor en un elemento f ∈ k[X1, . . . ,Xn]:
Tay(f) =
∑
α∈Nn
∆αX(f)T
α1
1 . . . T
αn
n
=
∑
α∈Nn
∆αX(f)
(( n∑
j=1
λ1jWj
)α1 . . . ( n∑
j=1
λnjWj
)αn)
Ahora bien, cada
(∑n
j=1 λijWj
)αi (con i = 1, . . . , n) es una suma de
monomios en las variables Wj de grado αi. Por tanto, se deduce que
Tay(f) =
∑
β∈Nn
∑
α∈Nn
(
cβ1∆
α1
X (f) + · · · + cβn∆αnX (f)
)
W β11 . . .W
βn
n ,
donde cβ ∈ k y β1+ · · ·+βn = α1+ · · ·+αn. Es decir, los operadores diferen-
ciales de orden |β| en las coordenadas Yj, digamos ∆βY se pueden expresar
como combinacio´n lineal de operadores diferenciales de orden |α| = |β| en
las coordenadas X, digamos ∆αX . 	
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Corolario 1.6. La Definicio´n IV.1.4 es independiente de las coordenadas ele-
gidas.
Demostracio´n. Se sigue del Lema IV.1.5 	
Proposicio´n 1.7. Sea I = 〈f1, . . . , fr〉 ⊂ S un ideal homoge´neo, donde cada
elemento fi es homoge´neo de orden ni para ciertos enteros ni ∈ Z≥1 con
i = 1, . . . , r. Entonces, existe una mı´nima extensio´n de I a un ideal cerrado
por operadores diferenciales, denotado por I˜, y que esta´ definido por
I˜ = 〈∆α1(f1), . . . ,∆αr(fr)〉1≤|αi|≤ni−1, 1≤i≤r.
Demostracio´n. Cualquier elemento de I se puede expresar como una combi-
nacio´n de productos de los generadores. Por simplicidad, basta con estudiar
el caso en que consideremos un producto de dos elementos de I por un ele-
mento de S, es decir, g = a · fi · fj, donde i, j ∈ {1, . . . , r} y a ∈ S. En este
contexto, aﬁrmamos que ∆α(g) ∈ I˜ para cada α tal que |α| < ni + nj.
Aplicando la regla del producto a g, se deduce que
∆α(a · fi · fj) =
∑
α1,α2,α3∈Nn
α1+α2+α3=α
∆α1(a)∆α2(fi)∆
α3(fj).
Por otro lado, como ∆α2(fi) = 0 = ∆
α3(fj) para todo α2 > ni, α3 > nj
y ∆ni(fi) = ∆
nj (fj) = 1, se obtiene que ∆
α(g) es una combinacio´n de ele-
mentos de I˜, ya que ∆(α2)(fi),∆
(α3)(fj) ∈ I˜ para |α2| ≤ ni y |α3| ≤ nj. Por
tanto, ∆α(g) ∈ I˜ para todo α tal que |α| < ni + nj. 	
Observacio´n 1.8. Dado un sistema regular de para´metros {x1, . . . , xd} en
OV (d),x, cualquier ideal homoge´neo deﬁnido en un anillo graduado que sea
cerrado por operadores diferenciales esta´ deﬁnido por
Formas lineales,
Elementos de k[Xp1 , . . . ,X
p
d ],
. . .
Elementos de k[Xp
m
1 , . . . ,X
pm
d ] para algu´n entero positivo m ∈ Z>0.
Supongamos ahora que k es un cuerpo perfecto. Entonces cualquier ideal
homoge´neo cerrado por operadores diferenciales I˜ es, despue´s de un cambio
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de variables lineal, de la forma
I˜ = 〈X1, . . . ,Xτ0 ,Xpτ0+1 . . . ,Xpτ1 , . . . ,X
pm
τm−1+1
, . . . ,Xp
m
τm 〉.
Si extendemos 〈In(f)〉 al menor ideal cerrado por operadores diferencia-
les, denote´mosle por I˜, entonces el conjunto de ceros de este ideal homoge´neo
deﬁne el subespacio Lf que hemos deﬁnido previamente de manera geome´tri-
ca. Pese a que aqu´ı, por simplicidad, estemos suponiendo que el cuerpo sub-
yacente k es perfecto, estas deﬁniciones se pueden generalizar al caso general
en el que k sea un cuerpo arbitrario, no necesariamente perfecto.
Recordemos ahora que una proyeccio´n es gene´rica si cumple la propiedad
de que la recta ℓ tangente a la curva lisa β−1β(x) esta´ en posicio´n general
con Cf (y en particular, si Lf ∩ ℓ = {0}). Es e´sta una caracterizacio´n de tipo
ma´s geome´trico de la transversalidad deﬁnida en IV.1.2
Se pueden, podemos extender estas nociones de manera ana´loga para
a´lgebras de Rees. Sea G un a´lgebra de Rees sobre un esquema liso V (d). Para
un punto cerrado x ∈ Sing(G), podemos asociar a G un ideal homoge´neo,
Inx(G), incluido en grMx(OV (d),x); el ideal Inx(G) se deﬁne como el ideal
homoge´neo generado por la clase de Is en el cociente M
s
x/M
s+1
x , para cada
s ≥ 1 y lo denotaremos por IG,x.
El ideal IG,x deﬁne un cono en el espacio tangente, CG ⊂ TV (d),x. Como
previamente, se deﬁne el espacio de ve´rtices LG como el mayor subespacio
incluido en CG que lo deja invariante por traslaciones, es decir, el mayor
subespacio para el que se cumple
trv(CG) = CG para todo v ∈ Lf .
Recordemos que G(G) es la menor a´lgebra diferencial en la que esta´ in-
cluida G (ve´ase el Teorema II.1.22). Entonces Inx(G(G)) es la menor ex-
tensio´n homoge´nea de IG,x = Inx(G) que es cerrada por la accio´n de los
operadores diferenciales ∆α; es decir, con la propiedad de que si F es un
polinomio homoge´neo de grado N en el ideal, y si |α| ≤ N − 1, entonces se
cumple que ∆α(F ) es un elemento del ideal. Adema´s este ideal homoge´neo
deﬁne el subespacio LG , incluido en CG , con las propiedades deﬁnidas ante-
riormente.
Recordemos que Sing(G) = Sing(G(G)) (ve´ase la Observacio´n (II.1.24)).
Con la discusio´n anterior mostramos co´mo se relacionan el ideal homoge´neo
en x asociado a G(G), Inx(G(G)), con el asociado a G, Inx(G). Deducimos
as´ı que si CG es el cono tangente asociado a G, entonces el cono asociado a
G(G) es el subespacio lineal LG.
De nuevo aqu´ı podemos dar una caracterizacio´n geome´trica alternativa
de las proyecciones gene´ricas. Esta deﬁnicio´n se relaciona de manera muy
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estrecha con uno de los invariantes cla´sicos de la teor´ıa de singularidades: el
invariante τ de Hironaka.
Definicio´n 1.9. (El invariante τ de Hironaka). Se deﬁne como τG,x el
mı´nimo nu´mero de variables necesarias para expresar los generadores del
ideal IG,x. Esta deﬁnicio´n algebraica se puede reformular de forma geome´tri-
ca: τG,x es la codimensio´n del subespacio lineal LG en TV (d),x.
2. El invariante τ y clausura entera de a´lgebras de
Rees
2.1. En esta seccio´n mostraremos el buen comportamiento del invariante
τ con la clausura entera de a´lgebras de Rees. Es decir, vamos a considerar
el invariante τ en el contexto en el que estamos trabajando: considerando
a´lgebras de Rees a menos de equivalencia entera. E´sta aﬁrmacio´n tiene im-
portancia por s´ı misma, y adema´s sera´ de especial utilidad en la prueba del
Teorema IV.3.4.
Esta compatibilidad de τ con la clausura entera, es un resultado ya co-
nocido, pero en esta seccio´n damos una demostracio´n alternativa basada en
propiedades de equivalencia entera de a´lgebras y en la deﬁnicio´n algebraica
del operador τ . Pruebas alternativas se pueden encontrar, por ejemplo, en
[39].
Teorema 2.2. Sean G y G′ dos a´lgebras de Rees sobre V con la misma
clausura entera (i.e., G y G′ son integralmente equivalentes). Entonces, para
cada x ∈ SingG = SingG′, existe una igualdad entre sus invariantes τ , es
decir,
τG,x = τG′,x.
Para probar el Teorema necesitamos introducir previamente algunos re-
sultados auxilares. La demstracio´n del Teorema se da en IV.2.6.
Lema 2.3. Sea G = ⊕n≥0InW n un a´lgebra de Rees definida localmente en x
por el conjunto de generadores {f1W n1, . . . , fsW ns}, es decir,
G = OV,x[f1W n1, . . . , fsW ns ].
Entonces,
IG,x = 〈Inn1(f1), . . . , Inns(fs)〉.
Demostracio´n. Consideramos un elemento hnW
n ∈ InW n. Existe un poli-
nomio homoge´neo ponderado de grado n, digamos
Gn(Y1, . . . , Ys) ∈ OV [Y1, . . . , Yn],
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donde cada Yi tiene peso ni, y tal que
Gn(f1W
n1, . . . , fsW
ns)W n = hnW
n.
Consideramos la forma inicial de Gn(f1W
n1, . . . , fsW
ns)W n. Se obser-
va que esta forma inicial se puede expresar como combinacio´n lineal de
las formas iniciales Inni(fi). En particular, los elementos Inni(fi) gene-
ran cada elemento de Inn(In) para todo entero n ∈ Z≥0, y por tanto
IG,x = 〈Inn1(f1), . . . , Inns(fs)〉. 	
Lema 2.4. Consideremos el a´lgebra de Rees definida localmente en x como
G = OV,x[f1W n1, . . . , fsW ns]. Sea N > 0 un entero positivo tal que N es un
mu´ltiplo comu´n de cada ni, i = 1, . . . , s. Definamos por
GN = OV [INWN ] =
⊕
m≥0
ImNW
Nm
el anillo de Rees asociado a IN . Entonces,
1. IGN ,x = 〈InN (IN )〉.
2.
√
IGN ,x =
√〈InN (IN )〉 =√IG,x .
donde por
√
I denota el ideal radical de un cierto ideal I.
Demostracio´n.
1. Por deﬁnicio´n, IGN ,x = 〈InmN (ImN )〉m≥1. Adema´s, se observa que
〈InmN (ImN )〉 = 〈InN (IN )〉m ⊂ 〈InN (IN )〉,
para todo m ≥ 1.
As´ı, se deduce que IGN ,x = 〈InN (IN )〉.
2. Veamos que
√〈InN (IN )〉 = √IG,x. La inclusio´n del te´rmino de la
izquierda es inmediata ya que 〈InN (IN )〉 ⊂ IG,x.
Ahora bien, el Lema IV.2.3 garantiza que para demostrar la otra in-
clusio´n, es suﬁciente con probarla para los generadores de G. Como
fαini ∈ IN para αi = Nni , entonces Inni(fni)αi ∈ InN (IN ) y se comprue-
ba as´ı la igualdad
√
IGN ,x =
√〈InN (IN )〉. 	
Lema 2.5. Sean N y GN como en el Lema IV.2.4. Entonces,
τG,x = τGN ,x.
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Demostracio´n. Por deﬁnicio´n, τG,x = codim(LG,x), donde LG,x es el espacio
lineal de ve´rtices del conjunto de ceros de IG,x. Por tanto, basta conside-
rar el conjunto de ceros de
√
IG,x para deﬁnir LG,x. Por el Lema IV.2.4,√
IG,x =
√
IGN ,x, por lo que V (
√
IG,x) y V (
√
IGN ,x) tienen el mismo subes-
pacio lineal de ve´rtices, es decir, LG,x = LGN ,x. As´ı, ﬁnalmente, se concluye
que τG,x = τGN ,x. 	
2.6. Demostracio´n del Teorema IV.2.2. Sean G = ⊕n≥0InW n y G′ =
⊕m≥0I ′mWm dos a´lgebras como las del enunciado del teorema. Supongamos
que localmente en x, las a´lgebras de Rees esta´n deﬁnidas por
G = OV [f1W n1, . . . , frW nr ], y
G′ = OV [g1Wm1 , . . . , gsWms ].
Sea N un entero positivo tal que N es un mu´ltiplo comu´n de cada ni y de
cada mj, para i = 1, . . . , r y j = 1, . . . , s. Consideremos los anillos de Rees
asociados a G y G′ deﬁnidos por
GN = OV [INWN ] y G′N = OV [I ′NWN ],
respectivamente.
Para probar el teorema, basta con considerar el caso en el que G ⊂ G′. En
este caso, se tiene que IN ⊂ I ′N y ma´s au´n, esta inclusio´n es una extensio´n
entera de ideales. Se deduce entonces que 〈InN (IN )〉 ⊂ 〈InN (I ′N )〉 es una
extensio´n entera de ideales, ya que se puede comprobar que las condiciones
de dependencia entera se dan para los generadores. As´ı,√
〈InN (IN )〉 =
√
〈InN (I ′N )〉.
Ahora, los Lemas IV.2.4 y IV.2.5, implican que
τG,x = τGN ,x = τG′N ,x = τG
′,x,
lo que prueba el Teorema. 	
3. Presentacio´n local, eliminacio´n y el invariante τ
3.1. Sea G un a´lgebra de Rees y sea x ∈ Sing(G) un punto cerrado, entonces
el cono tangente en x, digamos CG , en TV (d),x = Spec(grMx(OV (d),x)) esta´ de-
ﬁnido por un ideal homoge´neo, que denotamos por IG,x, en grMx(OV (d),x)
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(ve´ase IV.1.3). Si el a´lgebra de Rees G es tal que localmente en un entorno
de x esta´ deﬁnida por
G = OV [fn1W n1, . . . , fnsW ns ],
entonces el ideal homoge´neo esta´ dado por
IG,x = 〈Inn1(fn1), . . . , Inns(fns)〉.
Recordemos que podemos considerar el mayor subespacio lineal, que
esta´ incluido y que actu´a por translaciones en CG , denota´bamos a este subes-
pacio por LG. A partir de LG pod´ıamos deﬁnir el invariante τG,x, que no era
ma´s que la codimensio´n de este subespacio lineal. En particular, τG,x ≥ 1
cuando IG,x es un ideal no nulo.
Decimos que una proyeccio´n lisa en un esquema V (d−1) liso de dimensio´n
d− 1, digamos V (d) β−→ V (d−1), es transversal a G en x si la recta tangente
a la ﬁbra β−1(β(x)) en x no esta´ incluida en el subespacio lineal LG . Fijado
un sistema regular de para´metros {y1, y2, . . . , yd−1} en OV (d−1),β(x), podemos
considerar un elemento Z tal que {y1, y2, . . . , yd−1, Z} sea un sistema regular
de para´metros OV (d),x. Recordemos ahora que consideramos las a´lgebras de
Rees a menos de clausura entera, por tanto si la condicio´n de transversalidad
se cumple, podemos modiﬁcar los generadores locales {fn1W n1 , . . . , fnsW ns}
de G de tal forma que cada uno sea de la forma
fni(Z) = Z
ni + a
(i)
1 Z
ni−1 + · · ·+ a(i)ni ∈ OV (d−1),β(x)[Z], (IV.1)
es decir, para cada i = 1, . . . , s, tenemos un polinomio mo´nico en Z en un
entorno e´tale adecuado.
Supongamos ahora que el a´lgebra de Rees G es diferencial relativa a la
proyeccio´n V (d)
β−→ V (d−1) (como siempre sera´ en nuestro planteamiento
particular). En este caso podemos identiﬁcar localmente en x el a´lgebra G
con
OV (d−1),β(x)[Z][fni(Z)W ni ,∆(αi)(fni(Z))W ni−αi ]1≤αi≤ni−1, 1≤i≤s
mediante la inclusio´n OV (d−1),β(x)[Z] ⊂ OV (d),x. Esta inclusio´n no es ma´s
que la especializacio´n de la inclusio´n del a´lgebra de eliminacio´n universal
de s polinomios mo´nicos como deﬁn´ıamos en (III.10). En particular, existe
un a´lgebra de eliminacio´n que denotamos por RG,β ⊂ OV (d−1),β(x)[W ] y que
esta´ deﬁnida como en (III.11).
Teorema 3.2. (Presentacio´n local relativa). Sea x ∈ Sing(G) un punto cerrado
tal que τG,x ≥ 1. Consideramos la proyeccio´n V (d) β−→ V (d−1) que podemos
suponer que es transversal en x. Supongamos que G es un a´lgebra diferencial
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relativa a β y que existe un elemento fnW
n ∈ G tal que fn tiene orden n
en el anillo local regular OV (d),x, y fn = fn(Z) es un polinomio mo´nico de
grado n en OV (d−1),β(x).
Entonces, en un entorno adecuado de x, se cumple:
G ∼ OV (d) [fn(Z)W n,∆(α)(fn(Z))W n−α]1≤α≤n−1 ⊙RG,β,
donde identificamos RG,β en OV (d) [W ] con β∗(RG,β).
Demostracio´n. Podemos suponer que fn(Z)W
n ∈ {fn1W n1 , . . . , fnsW ns}
como en (IV.1).Veamos que la aﬁrmacio´n de la proposicio´n se cumple en el
caso universal. Para simpliﬁcar un poco la notacio´n, consideraremos u´nica-
mente el caso en el que tenemos tan solo dos generadores (es decir, el caso
en que s = 2). As´ı, consideremos variables Z, Yi y Vj (con i = 1, . . . , n y
j = 1, . . . ,m) sobre el cuerpo k, y consideremos tambie´n
Fn(Z) = (Z − Y1) · (Z − Y2) . . . (Z − Yn).
Este polinomio Fn(Z) que estamos considerando lo tomamos de grado n ya
que tenemos fn = fn(Z) de orden n y fn(Z) es un pull-back de Fn(Z). Sea
Gm(Z) = (Z − V1) · (Z − V2) . . . (Z − Vm)
un polinomio universal de grado m. Tenemos una inclusio´n natural de a´lge-
bras RG ⊂ G que se obtiene especializando (III.1.7).
El producto de los grupos de permutaciones, digamos Sn× Sm, actu´a en
el anillo k[Z, Y1, . . . , Yn, V1, . . . , Vm] ﬁjando la variable Z. Este grupo adema´s
actu´a en
S = k[Z − Y1, Z − Y2, . . . , Z − Yn, Z − V1, Z − V2, . . . , Z − Vm].
El subanillo de invariantes de S deﬁnido por SSn×Sm es
k[∆(α)(Fn(Z)),∆
(γ)(Gm(Z))]0≤α≤n−1, 0≤γ≤m−1,
donde la derivada relativa ∆(α)(Fn(Z)) es un polinomio homoge´neo de grado
n−α y ∆(γ)(Gm(Z)) es homoge´neo de grado m− γ. Podemos ahora an˜adir
una variable muda W que simplemente nos indicara´ el grado. As´ı, con esta
nueva variable W , el subanillo de invariantes SSn×Sm es
S =Sn×Sm k[∆(α)(Fn(Z))W
n−α,∆(γ)(Gm(Z))W
m−γ ]0≤α≤n−1, 0≤γ≤m−1.
El a´lgebra de eliminacio´n universal se deﬁne como el anillo de invariantes
de
S′ = k[(Z−Y2)− (Z−Y1), . . . , (Z−Yn)− (Z−Y1), . . . , (Z−Vm)− (Z−Y1)]
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bajo la accio´n de Sn × Sm
La observacio´n clave para probar la aﬁrmacio´n de la Proposicio´n es que
S esta´ generado por dos subanillos: k[Z − Y1, . . . , Z − Yn] y S′. Ahora bien,
si consideramos consideramos el anillo de invariantes del primero, se tiene
que
k[Z − Y1, . . . , Z − Yn]Sn×Sm = k[∆(e)(Fn(Z))W n−e]0≤e≤n−1.
Por otro lado, el anillo de invariantes del segundo, S′ Sn×Sm , es el a´lgebra
de eliminacio´n universal. As´ı, ambas a´lgebras esta´n incluidas en SSn×Sm .
Finalmente, para probar la aﬁrmacio´n, es suﬁciente con mostrar que
SSn×Sm es una extensio´n entera del a´lgebra generada por estas dos suba´lge-
bras de invariantes. Pero este hecho se deduce de manera inmediata obser-
vando que S es una extensio´n entera de las suba´lgebras generadas por las
dos suba´lgebras invariantes. 	
Observacio´n 3.3. Con la misma notacio´n que hemos estado utilizando, es
conveniente encontrar el entero ma´s pequen˜o n para el cual existe un polino-
mio mo´nico de grado n y una presentacio´n local como la dada en el Teorema
IV.3.2.
Estamos considerando que nuestro a´lgebra G es integralmente cerrada
(o deﬁnida salvo clausura entera). As´ı que lo que haremos sera´ considerar
el menor entero n1 que pueda alcanzarse en un conjunto de generadores
{fn1W n1, . . . , fnsW ns} de G como en (IV.1).
La discusio´n que desarrollamos al considerar la eliminacio´n de dos poli-
nomios (ve´ase III.1.7), muestra que adema´s el polinomio mo´nico fn1(Z) ∈
OV d−1 [Z] tiene que ser irreducible.
Por otra parte, el a´lgebra G es cerrada bajo la accio´n de operadores
diferenciales relativos a β , por lo tanto, se deduce que n1 = p
e, es decir, el
menor orden del polinomio mo´nico sera´ una potencia de la caracter´ıstica del
cuerpo sobre el que estamos trabajando.
Teorema 3.4. Sea V (d) un esquema liso de dimensio´n d, sea G un a´lgebra de
Rees diferencial, sea x ∈ Sing(G) un punto cerrado y supongamos que τG,x ≥
1. Fijemos una proyeccio´n gene´rica V (d)
β−→ V (d−1) (ve´ase IV.1.2). Bajo
estas condiciones tenemos definida de forma local en un entorno de β(x) un
a´lgebra de eliminacio´n RG,β en V (d−1). Esta nueva a´lgebra de eliminacio´n
cumple que su invariante τ baja en uno, esto es,
τRG,β ,β(x) = τG,x − 1.
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Demostracio´n. Fijado un sistema regular de para´metros {x1, . . . , xd} en
OV (d),x, el anillo graduado de OV (d) esta´ deﬁnido por k′[X1, . . . ,Xd] donde
por Xi denotamos la forma inicial de xi en x para i = 1, . . . , n. Aqu´ı, k
′ es el
cuerpo residual del anillo local en el punto cerrado. Si suponemos que k′ es un
cuerpo perfecto, es sabido que para una eleccio´n adecuada de {x1, . . . , xd},
se cumple que
IG,x = 〈Xp
e1
1 , . . . ,X
per
r 〉,
para ciertos enteros no negativos ei ∈ Z≥0 (i = 1, . . . , r).
As´ı, existen elementos fiW
pei ∈ G con i = 1, . . . , r, tales que
Inpei (fi) = X
pei
i .
Como β es una proyeccio´n gene´rica (ve´ase IV.1.2), se cumple que CG ∩ ℓ =
{0}, donde por ℓ denotamos la recta tangente a la ﬁbra de la proyeccio´n.
Por lo tanto, se deduce que en particular, para algu´n ı´ndice i ∈ {1, . . . , r},
se cumple
Cfi ∩ ℓ = {0}.
Supongamos que esta condicio´n se alcanza para i = 1.
El Teorema de Preparacio´n de Weierstrass implica que en un entorno
e´tale de x, se puede expresar f1 como
f1(x1) = x
pe1
1 + a1x
pe1−1
1 + · · ·+ ape1 ,
donde cada coeﬁciente ai ∈ OV (d−1),β(x) y el orden de ai es > i. Es impor-
tante observar que se obtiene una desigualdad estricta en el orden de los
coeﬁcientes. Esta u´ltima aﬁrmacio´n se deduce al considerar formas iniciales,
ya que se cumpl´ıa que Inpe1 (f1) = X
pe1
1 .
Por el Teorema IV.3.2 podemos asumir que existe una presentacio´n local
relativa de la forma
G ∼ OV (d) [f1(x1)W p
e1
,∆(α)(f1(x1))W
pe1−α]1≤α≤pe1−1 ⊙ β∗(RG,β).
Denotemos por G˜ el a´lgebra de Rees deﬁnida como
G˜ = OV (d) [f1(x1)W p
e1
,∆(α)(f1(x1))W
pe1−α]1≤α≤pe1−1.
En este caso, se cumple que τeG,x = 1 y la u´nica variable que se necesita para
deﬁnir los generadores de IeG,x es X1.
Por otro lado, en β∗(RG,β) ⊂ OV (d) hemos eliminado la variable x1, por
tanto X1 no es necesaria para deﬁnir los generadores de Iβ∗(RG,β).
Finalmente, recordemos que G ∼ G˜ ⊙ β∗(RG,β), es decir, ambas a´lgebras
tienen la misma clausura entera. En la Proposicio´n IV.2.2 se probo´ que dos
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a´lgebras con la misma clausura entera tienen igual invariante τ . Por tanto,
es inmediato deducir que τG = τG1⊙RG,β . Por los argumentos anteriores se
llega a que
τG = 1 + τRG,β .
	
Corolario 3.5. En el caso general, cuando el a´lgebra G es u´nicamente dife-
rencial relativa a V (d)
β−→ V (d−1), se tiene la siguiente relacio´n entre los
invariantes τ
τRG,β ≤ τG − 1
Demostracio´n. A partir de la inclusio´n de a´lgebras de Rees deﬁnida por
G ⊂ G(G) (G denota el operador de Giraud (ver Teorema II.1.22)), se deduce
que RG,β ⊂ RG(G),β = H. Ahora, por la inclusio´n anterior y el Teorema
IV.3.4, se tiene
τRG,β ≤ τH = τG(G) − 1 = τG − 1,
donde la u´ltima igualdad se obtiene gracias a la compatibilidad del invarian-
te τ con los operadores diferenciales. 	
Observacio´n 3.6. Sean G un a´lgebra de Rees diferencial, x ∈ Sing(G) un
punto cerrado, y supongamos que τG,x ≥ 1. Podemos encontrar una potencia
de la caracter´ıstica del cuerpo sobre el que trabajamos, digamos pe1 (e1 ≥ 0),
tal que exista una presentacio´n local relativa de la forma
G ∼ OV (d) [f1(x1)W p
e1
,∆(α)(f1(x1))W
pe1−α]1≤α≤pe1−1 ⊙ β∗(RG,β).
donde f1(x1) es un polinomio mo´nico de grado p
e1 de la forma
f1(x1) = x
pe1
1 + a
(1)
1 x
pe1−1
1 + · · · + a(1)pe1 ∈ OV (d−1),β(x)[x1]
y donde pe1 es el menor entero n para el cual existe un elemento fn ∈ In de
orden n en el punto x.
Como RG,β ⊂ G se deduce que RG,β es un a´lgebra diferencial en V (d−1)
(ve´ase el Corolario IV.4.4). Supongamos ahora que τRG,β ,β(x) ≥ 1, entonces
existe un morﬁsmo liso transversal β1 : V
(d−1) → V (d−2) y un entero positivo
e2(≥ e1) tal que
RG,β ∼ OV (d) [f2(x2)W p
e2
,∆(α)(f2(x2))W
pe2−α]1≤α≤pe2−1 ⊙ β∗1(RRG,β ,β1),
donde ∆(α) es un operador diferencial relativo a β1 de orden α y f2(x2) es
un cierto polinomio mo´nico deﬁnido como
f2(x2) = x
pe2
2 + a
(2)
1 x
pe2−1
2 + · · ·+ a(2)pe2 ∈ OV (d−2),β(x)[x2].
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As´ı, si G es un a´lgebra de Rees diferencial y si τ = τG,x ≥ 1, podemos
considerar un morﬁsmo liso transversal β : V (d) → V (d−τ) y para cada ı´ndice
1 ≤ i ≤ τ podemos considerar un polinomio mo´nico
fi(xi) = x
pei
i + a
(i)
1 x
pei−1
i + · · · + a(i)pei ∈ OV (d−i),β(x)[xi],
donde e1 ≤ e2 ≤ · · · ≤ eτ , y
G ∼ OV (d) [fi(xi)W p
ei ,∆(α)(fi(xi))W
pei−α]1≤i≤τ ; 1≤α≤pei−1 ⊙ β∗(RG,β).
Observamos ahora que G contiene al a´lgebra
PG = OV (d) [fi(xi)W p
ei ]1≤i≤τ ⊙ β∗(RG,β),
y que de hecho, se da la igualdad de lugares singulares
Sing(G) = Sing(PG).
Ma´s au´n, esta igualdad de lugares singulares se preserva despue´s de una
sucesio´n de transformaciones permisibles. El a´lgebra PG recibira´ el nombre
de presentacio´n local del a´lgebra G en un entorno de x.
4. Algunos resultados importantes de a´lgebras de eli-
minacio´n
4.1. A´lgebras diferenciales e identificacio´n de lugares singulares.
A continuacio´n enunciaremos una serie de resultados relacionados con
a´lgebra diferenciales y sus correspondientes a´lgebras de eliminacio´n (ﬁjada
una proyeccio´n). Los resultados aqu´ı expuestos, entre otros, aparecen en [56]
explicados de una manera ma´s detallada.
Fijemos x ∈ Sing(G) un punto cerrado tal que τG,x ≥ 1. Consideramos
la proyeccio´n V (d)
β−→ V (d−1) que podemos suponer que es transversal en
x. Supongamos que G es un a´lgebra diferencial relativa a β y que existe
un elemento fnW
n ∈ G tal que fn tiene orden n en el anillo local regular
OV (d),x, y
fn = fn(Z) = Z
n + a1Z
n−1 + · · ·+ an
es un polinomio mo´nico de grado n en OV (d−1),β(x)[Z]. Denotemos por RG,β
el a´lgebra de eliminacio´n que aparece en este contexto.
En el siguiente Teorema se expone una caracterizacio´n de los puntos de
ramiﬁcacio´n del morﬁsmo y de los puntos de multiplicidad ma´xima de la
hipersuperﬁcie en funcio´n del a´lgebra de eliminacio´n:
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Teorema 4.2. Supongamos la situacio´n descrita previamente y supongamos
adema´s que
RG,β ∼ OV (d−1) [hn1W n1, . . . , hnsW s].
Entonces:
(1) El conjunto
V
(〈hn1(a1, . . . , an), . . . , hns(a1, . . . , an)〉)
define localmente el conjunto de puntos de V (d−1) donde el morfismo
β es puramente ramificado.
(2) Sea x ∈ V (d) un punto de multiplicidad n de la hipersuperficie definida
por V (fn(Z)) en V
(d), entonces
νβ(x)(hni(a1, . . . , an)) ≥ ni
para 1 ≤ i ≤ s.
Demostracio´n. Ve´ase el Teorema 1.16. de [56]. 	
Teorema 4.3. Supongamos la misma situacio´n descrita al inicio de la sec-
cio´n y supongamos adema´s que G = ⊕n≥0 InW n es un a´lgebra de Rees
diferencial absoluta. Denotemos por B = OV (d−1),β(x)[Z]/〈fn(Z)〉 el anillo
cociente. Sea G = ⊕n≥0 InW n ⊂ B[W ] el a´lgebra inducida por la restric-
cio´n de G. Entonces:
(1) Se cumple la igualdad de lugares singulares dada por
β(Sing(G)) = Sing(RG,β).
(2) El a´lgebra de eliminacio´n RG,β esta´ incluida en G ∩ OV (d−1),β(x)[W ]
como suba´lgebra de OV (d−1),β(x).
(3) G es entera sobre RG,β (en particular, G ∩ OV (d−1),β(x)[W ] es entera
sobre RG,β).
(4) El a´lgebra G ∩OV (d−1),β(x)[W ] es, salvo clausura entera, independiente
de la eleccio´n del elemento fn que hayamos considerado.
(5) Si G ⊂ G′ es una extensio´n finita de a´lgebras de Rees, entonces RG,β ⊂
RG′,β tambie´n es una extensio´n finita.
Demostracio´n. Ve´ase el Teorema 4.11. de [56]. 	
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Corolario 4.4. Supongamos la misma notacio´n y situacio´n que en el Teore-
ma IV.4.3. Recordemos que G era un a´lgebra de Rees diferencial absoluta.
Entonces el a´lgebra de eliminacio´n RG,β es un a´lgebra de Rees diferencial
absoluta.
Demostracio´n. Ve´ase el Corolario 4.14. de [56]. 	
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Cap´ıtulo V
Transformaciones monoidales, proyecciones y
eliminacio´n
1. Fo´rmula de Multiplicidad de Zariski
En esta seccio´n aplicaremos un resultado de Zariski relacionado con mul-
tiplicidades de anillos locales a nuestro contexto particular: Una proyeccio´n
gene´rica de una hipersuperﬁcie X inmersa en un esquema liso de dimensio´n
d, V (d), esta´ localmente deﬁnida por un polinomio mo´nico con coeﬁcien-
tes que son funciones en un esquema liso de dimensio´n d − 1. Es decir,
X
β−→ V (d−1), donde aqu´ı β es la restriccio´n de la proyeccio´n gene´rica β que
describimos en IV.1.2.
Teorema 1.1 (Teorema de multiplicidad de Zariski). Sea A un anillo local, M
su ideal maximal, q un ideal M-primario en A, y B un anillo que continene
a A y que es un A-mo´dulo finito. Entonces, B es un anillo semilocal y qB
un ideal abierto de B.
Sea {pi} el conjunto de ideales maximales de B y sea qi la componente
primaria de qB relativa a pi. Si ningu´n elemento diferente de 0 en A es un
divisor de cero en B y todos los anillos locales Bpi tienen la misma dimensio´n
que A, entonces
[B : A]e(q) =
∑
i
[B/pi : A/M]e(qi),
donde por e(q) denotamos la multiplicidad del ideal q y por [B : A] el ma´ximo
nu´mero de elementos de B que son linealmente independientes sobre A, es
decir, la dimensio´n del anillo total de fracciones de B considerado como
espacio vectorial sobre el cuerpo de cocientes de A.
Demostracio´n. Ve´ase [65], Cap´ıtulo VII
∮
10, Corolario 1 al Teorema 24.
	
1.2. Consideremos el morﬁsmo previo X
β−→ V (d−1), es decir, la restriccio´n
de una proyeccio´n gene´rica ﬁjada. Localmente, en un entorno abierto af´ın,
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X esta´ deﬁnido por un anillo que denotaremos por B, y OV (d−1) por otro
anillo denotado por A, de tal forma que B = A[Z]/〈f(Z)〉, donde f(Z) es un
polinomio mo´nico de grado n en una variable Z. Como f(Z) es un polinomio
mo´nico de grado n, entonces el morﬁsmo β deﬁnido por la restriccio´n es un
morﬁsmo ﬁnito.
Proposicio´n 1.3. Supongamos las mismas hipo´tesis que acabamos de definir.
Denotemos por Fn el conjunto de puntos de multiplicidad n de la hipersu-
perficie X. Entonces,
1. La aplicacio´n β induce una biyeccio´n conjuntista entre Fn (⊂ X) y su
imagen, β(Fn), en V (d−1).
2. Si P es un punto de Fn, entonces los cuerpo residuales k(P ) y k(β(P ))
son isomorfos:
k(P ) ∼= k(β(P )).
Demostracio´n. Recordemos que B denota el anillo que deﬁne localmente la
hipersuperﬁcie X en un entorno de x y por A el anillo local de V (d−1). Se
tiene entonces que
B = A[Z]/〈f(Z)〉,
en un entorno e´tale adecuado de x.
Queremos aplicar la fo´rmula de Zariski a este contexto particular, em-
pecemos calculando el valor de [B : A]. Para ello, basta con considerar el
producto tensorial B⊗AK, donde K es el cuerpo de fracciones de A, y cal-
cular su dimensio´n como espacio vectorial sobre K. Como se da la igualdad
B ⊗A K = K[Z]/〈f(Z)〉;
y adema´s f(Z) es mo´nico de grado n, entonces se deduce que [B : A] = n.
Consideremos ahora una variedad lisa Y ⊂ X tal que X es equimu´ltiple
de multiplicidad n a lo largo de Y . Denotemos por P el punto gene´rico de
Y y por q la contraccio´n de P en A. Ahora, localizando A en q, se obtiene
un anillo local Aq, donde qAq tiene multiplicidad 1, esto es, e(q) = 1.
Sean P1, . . . , Pn los ideales primos deB que dominan q, esto es, los puntos
de la ﬁbra B ⊗A k(q), uno de estos ideales primos es el ideal P que hemos
considerado antes. Consideramos los anillos locales BPi y el ideal generado
por q, es decir qBPi . En este contexto, la fo´rmula de multiplicidad de Zariski
se reformula como
n = [B : A]e(q) =
∑
i
[k(Pi) : k(q)]eBPi (qBPi),
donde eBPi (qBPi) denota la multiplicidad de qBPi en BPi . Obse´rvese que
qBPi es un ideal propio y que su radical es PiBPi .
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Hemos supuesto que P es el punto gene´rico a lo largo de una variedad en
la que x tiene multiplicidad n. Supongamos ahora, que P se corresponde con
P1 siguiendo la notacio´n anterior. Entonces eBP1 (P1) = n y como eBP1 (P1) ≤
eBP1 (qBP1), se deduce que
n = [B : A]e(q) ≤ n · [k(P1) : k(q)] +
∑
i≥2
[k(Pi) : k(q)]eBPi (qBPi);
es decir, para que se cumpla la fo´rmula de Zariski, P1 es el u´nico primo que
domina a q y adema´s [k(P1) : k(q)] = 1. 	
Teorema 1.4. Sea X una hipersuperficie en V (d). Sea x ∈ X un punto
cerrado de multiplicidad ma´xima n en X. Consideremos Y ⊂ X un centro
liso equimu´ltiple, tal que x ∈ Y . Sea V (d) β−→ V (d−1) es una proyeccio´n
gene´rica como la descrita en IV.1.1. Entonces, β(Y ) es liso.
Demostracio´n. Podemos reducir nuestro problema a topolog´ıa e´tale, y su-
poner que partimos de una situacio´n ana´loga a la anterior, es decir, suponer
que X esta´ deﬁnida por un polinomio mo´nico de grado n, y por tanto que
X
β−→ V (d−1) es un morﬁsmo ﬁnito. En particular, Y −→ β(Y ) es tambie´n
un morﬁsmo ﬁnito y adema´s es birracional por la Proposicio´n V.1.3.
Denotemos, localmente en un entorno af´ın, porD el anillo de Y y por C el
de β(Y ). Por la Proposicio´n V.1.3, estos dos dominios tienen el mismo cuerpo
de cocientes y C −→ D es una extensio´n ﬁnita. De hecho, queremos probar
que C = D. Para ello, necesitamos usar el siguiente Lema bien conocido:
Lema 1.5. Sea (R,M) un dominio local y M un R-mo´dulo finito. Supon-
gamos que R/M ⊗R M es un R/M-espacio vectorial de dimensio´n e y que
K ⊗R M es un K-espacio vectorial de dimensio´n e′, donde K es el cuerpo
de cocientes de R. En general, e ≤ e′ y la igualdad se alcanza si y so´lo si
M ∼= R⊕ e. . .⊕R = Re, esto es, si M es un R-mo´dulo libre de rango e.
Utilizaremos este Lema para probar que D es un C-mo´dulo localmente
libre de rango 1 y concluir as´ı que C = D. A partir de la Proposicio´n V.1.3
se deduce que Spec(Y ) ←− Spec(β(Y )) es una biyeccio´n de conjuntos Si
consideramos un primo q en C, entonces existe un u´nico primo q′ que domine
a q. Ahora, el anillo semilocal D⊗C Cq tiene un u´nico ideal maximal, por lo
que Dq′ = D ⊗C Cq y por lo tanto Cq −→ Dq′ es ﬁnito.
Sea K el cuerpo de cocientes de C. Como D ⊗C K es una extensio´n
ﬁnita de K y adema´s es un dominio, se tiene que D⊗CK es un cuerpo y, en
particular, el cuerpo de cocientes de D. Por la Proposicio´n V.1.3, los anillos
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C y D tienen los mismos cuerpos de cocientes, por tanto
dimK(D ⊗C K) = 1.
Tomemos el ideal primo q deﬁnido como q = Mβ(x), donde x es el pun-
to de multiplicidad n citado en las hipo´tesis del teorema. La condicio´n de
transversalidad de β asegura que qDq′ = q
′Dq′ .
A partir de esta u´ltima aﬁrmacio´n, se deduce que
Dq′ ⊗Cq Cq/q = Dq′/qDq′ = Dq′/q′Dq′ = k(q′).
Por otro lado, la Proposicio´n V.1.3 implica que k(q) = k(q′), por tanto
dimCq/qDq′ ⊗Cq Cq/q = 1.
As´ı, aplicando ahora el Lema V.1.5 obtenemos que Dq′ es un Cq-mo´dulo
libre de rango 1. El Lema de Nakayama garantiza que se pueda levantar una
base de Dq′ ⊗Cq Cq/q como Cq/q-espacio vectorial a una base minimal de
Dq′ como Cq-mo´dulo. Por tanto, como el rango es de Dq′ es uno, se sigue
que
Cq = Dq′ .
Se puede repetir este argumento para cada punto x de multiplicidad n y
as´ı deducir que C = D en topolog´ıa e´tale, por lo que β(Y ) es liso. 	
1.6. Compatibilidad entre centros permisibles en V (d) y V (d−1).
Consideremos X y V (d) como antes, x ∈ X un punto cerrado de multi-
plicidad n en X. Sea Y ⊂ X un centro regular equimu´ltiple de multiplicidad
n, tal que x ∈ Y . Sea {x1, . . . , xd−1} un sistema regular de para´metros de
OV (d−1),β(x); este sistema regular de para´metros se puede levantar a un sis-
tema regular de para´metros {x1, . . . , xd−1, z} de OV (d),x.
Supongamos que el centro liso β(Y ) puede expresarse de forma local por
I(β(Y )) = 〈x1, . . . , xr〉. Veamos, a continuacio´n, que despue´s de un cambio
de variables de la forma z 7→ z − α (con α ∈ OV (d−1)), el centro liso Y se
puede expresar de forma local como I(Y ) = 〈z, x1, . . . , xr〉.
Consideremos la clase de la funcio´n z en OX,x = OV (d−1),β(x)[z]/〈f(z)〉,
denote´mosla por z. Como OY,x = Oβ(Y ),β(x) (ve´ase la prueba del Teorema
V.1.4), podemos considerar la clase de z en Oβ(Y ),β(x), esto es, z. Entonces
z es la clase de algu´n elemento α ∈ OV (d−1),β(x), por lo que despue´s de un
cambio de variables de la forma z 7→ z−α, se llega a que z ∈ I(Y ) localmente
en un entorno de x y es igual a 0 despue´s de restringirlo a Oβ(Y ),β(x) () =
OY,x.
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2. Conmutatividad de proyecciones y transformacio-
nes monoidales
2.1. Como en las secciones previas, sean X ⊂ V (d) una hipersuperﬁcie,
x ∈ X un punto cerrado de multiplicidad ma´xima n, y V (d) β−→ V (d−1) una
proyeccio´n gene´rica deﬁnida como en IV.1.2. As´ı, localmente tenemos que
X = V (f(z)), donde z es igual a 0 en el anillo local Oβ(X),β(x), y
f(z) = zn + a1z
n−1 + · · ·+ an,
donde los coeﬁcientes ai ∈ OV d−1,β(x) y tienen orden ≥ i para i = 1, . . . , n.
Un a´lgebra diferencial relativa se puede asociar de manera local a la
hipersuperﬁcie X. Este a´lgebra se deﬁne como
G = OV (d),x[f(z)W n,∆(α)(f(z))W n−α]1≤α≤n−1,
y tiene la particularidad de que el lugar singular de G, Sing(G) es exac-
tamente el conjunto de puntos de multiplicidad n de X en un entorno de
x.
Como en (V.1), podemos deﬁnir un a´lgebra de eliminacio´n asociada a
esta proyeccio´n, es decir, asociada a la expresio´n polinomial de f(z). Deno-
temos este a´lgebra de eliminacio´n por
RG,β = OV (d−1),β(x)[hn1W n1, . . . , hnsW ns ]. (V.1)
Consideremos ahora un centro regular equimu´ltiple Y ⊂ X de multipli-
cidad n tal que x ∈ Y e I(Y ) = 〈z, x1, . . . , xr〉. Podemos deﬁnir, por tanto,
una transformacio´n monoidal de V (d) a lo largo de Y y adema´s otra trans-
formacio´n monoidal de V (d−1) a lo largo de β(Y ). En esta seccio´n veremos
que existe un diagrama conmutativo entre proyecciones y estas transforma-
ciones monoidales. Este diagrama conmutativo no estara´ deﬁnido en todo el
transformado de V (d), pero estara´ deﬁnido en un subconjunto abierto que
contenga al lugar singular; condicio´n que bastara´ para nuestro planteamiento
particular.
Sea V (d)
π←− V (d)1 la transformacio´n monoidal de V (d) a lo largo de Y ;
denotemos por G1 el transformado de G deﬁnido como en (II.1). Recordemos
que los generadores de G1 esta´n deﬁnidos como los transformados de´biles
(salvo unidad) de los generadores del a´lgebra de Rees G.
Observacio´n 2.2. Cada punto de multiplicidad n esta´ en el conjunto abierto
deﬁnido por
U =
r⋃
i=1
Uxi ,
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donde cada Uxi (i = 1, . . . , r) denota el conjunto abierto
Uxi = Spec
(
k
[ z
xi
,
x1
xi
, . . . ,
xr
xi
, xr+1, . . . , xd−1, xi
])
.
Para comprobar esta aﬁrmacio´n, basta con estudiar los transformados
de las ecuaciones en el abierto dado por
Uz = Spec
(
k
[x1
z
, . . . ,
xr
z
, xr+1, . . . , xd−1, z
])
.
El transformado estricto de f(z) = zn
(
1+ a1z + · · ·+ anzn
)
en esta carta viene
dado por
f1 = 1 +
a1
z
+ · · · + an
zn
.
El origen de esta carta no es un punto de multiplicidad n y en consecuencia
los puntos de multiplicidad n se pueden ver en cualquiera de las otras cartas.
En el subconjunto abierto Uxi , el transformado del a´lgebra de Rees, G1,
esta´ dado por
G1 = OV (d)1 (Uxi)[f1W
n,
(
∆(α)(f)
)
1
W n−α]1≤α≤n−1,
donde
f1 = f1
( z
xi
)
=
( z
xi
)n
+
a1
xi
( z
xi
)n−1
+ · · ·+ an
xni
y (
∆(α)(f)
)
1
= ∆
(α)
1
(
f
( z
xi
))
,
donde por ∆
(α)
1 denotamos el operador diferencial relativo de orden α en
esta carta (ve´ase (III.6)).
Sea V (d)
π′←− V (d−1)1 la transformacio´n monoidal a lo largo de β(Y ). La
discusio´n anterior asegura que se pueda deﬁnir una proyeccio´n gene´rica β1
de U en V (d−1)1 , dada por U
β1−→ V (d−1)1 . Aﬁrmamos (y veremos al ﬁnal de la
seccio´n) que β1 es compatible con la proyeccio´n β (ve´ase Proposicio´n V.2.4).
Una nueva a´lgebra de eliminacio´n se deﬁne en te´rminos de esta proyeccio´n
β1, denote´mosla por
RG1,β1 = OV (d−1)1 (Uxi)[h˜m1W
m1 , . . . , h˜mlW
ml ].
A partir de la deﬁnicio´n de a´lgebras de eliminacio´n (ve´ase la Seccio´n
III.1), se tiene que cada h˜mj es un polinomio homoge´neo ponderado de
grado mj en los coeﬁcientes de f1(
z
xi
). Es decir, los h˜mj son homoge´neos
ponderados en
aj
xji
(con peso j), donde los aj son los coeﬁcientes del polinomio
f(z).
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Ma´s au´n, a partir de (III.7) se deduce que nj = mj para j = 1, . . . , s y
de hecho, s = l (donde por nj denota´bamos los pesos de los generadores del
a´lgebra de eliminacio´n en (V.1)) y
h˜ni =
( 1
xi
)ni
hni .
Consideremos ahora la transformacio´n monoidal de V (d−1) con centro
I(β(Y )) =< x1, . . . , xr >. Podemos ahora deﬁnir el transformado del a´lgebra
de eliminacio´n RG,β, denotemos al transformado por (RG,β)1. En cada carta
Uxi , el a´lgebra de eliminacio´n transformada (RG,β)1 esta´ deﬁnida por
(RG,β)1 = OV (d−1)1 (Uxi)[(hn1)1W
n1, . . . , (hns)1W
ns ],
donde (hni)1 =
(
1
xi
)ni · hni , para i = 1, . . . , r. Esto pueba que
(RG,β)1 = RG1,β1.
Estamos ahora en condiciones de enunciar y demostrar el siguiente Teo-
rema:
Teorema 2.3. Sean X y V (d) definidos como previamente. Sea x ∈ X un
punto de multiplicidad ma´xima n en X. Sea V (d)
β−→ V (d−1) una proyeccio´n
gene´rica definida como en IV.1.2. Consideremos Y ⊂ X un centro regular
equimu´ltiple de multiplicidad n y sea β(Y ) su imagen en V (d−1). Denote-
mos por π la transformacio´n monoidal de V (d) a lo largo de Y y por π˜ la
transformacio´n monoidal de V (d−1) en β(Y ). Entonces:
1. El siguiente diagrama conmuta,
V (d)
β

V
(d)
1
πoo ⊃ U
β1











	
V (d−1) V
(d−1)
1
eπoo
donde U es un subconjunto abierto de V (d)1 que contiene a Sing(G1) y
β1 esta´ determinado de manera u´nica.
2. Si denotamos por (RG,β)1 al transformado del a´lgebra de eliminacio´n
RG,β y por RG1,β1 el a´lgebra de eliminacio´n de G1 (relativa a la pro-
yeccio´n β1). Entonces en el entorno abierto U , se da la igualdad
(RG,β)1 = RG1,β1.
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Demostracio´n. La demostracio´n se sigue de la discusio´n previa y la siguiente
Proposicio´n. 	
Proposicio´n 2.4 (Estabilidad de las proyecciones gene´ricas). La proyeccio´n
gene´rica β : V (d) −→ V (d−1) definida como en (IV.1.2) es estable por trans-
formaciones monoidales. Es decir, si V (d)
π←− V (d)1 y V (d−1) eπ←− V (d−1)1
son las transformaciones monoidales de centro Y y β(Y ) respectivamente,
entonces existe una proyeccio´n gene´rica β1 : U −→ V (d−1)1 que esta´ definida
en un subconjunto abierto U ⊂ V (d)1 tal que β1 es una proyeccio´n gene´rica
transversal.
Demostracio´n. Bajo las hipo´tesis de la proposicio´n, existe una proyeccio´n
deﬁnida de forma local en cada carta Uxi , por el polinomio mo´nico
f1
( z
xi
)
=
( z
xi
)n
+
a1
xi
( z
xi
)n−1
+ · · ·+ an
xni
.
Observamos que para probar la condicio´n geome´trica que implica la ge-
nericidad de la proyeccio´n, basta con probar que ∆
(n)
1 (f1)(x) es una unidad
para x ∈ Uxi y donde ∆(n)1 es un cierto operador diferencial de orden n
relativo a β1.
Consideremos ∆
(b)
1 el operador diferencial relativo deﬁnido por el mor-
ﬁsmo de Taylor (ve´ase II.1.21). A partir de (III.6), se deduce que
∆
(n)
1 (f1)(x) = ∆
(n)(f)(x) = u,
donde u es una unidad y x se aplica en x v´ıa la transformacio´n monoidal
π, es decir, π(x) = x. Por tanto, podemos concluir que la proyeccio´n β1 es
transversal. 	
2.5. Estructuras diferenciales y transformaciones monoidales.
Consideremos las mismas condiciones que previamente: Sean X ⊂ V (d)
una hipersuperﬁcie, x ∈ X un punto cerrado de multiplicidad ma´xima n, y
V (d)
β−→ V (d−1) una proyeccio´n gene´rica, tal que, localmente, X esta´ deﬁ-
nida por un polinomio mo´nico con coeﬁcientes en OV (d−1),β(x),
f(Z) = Zn + a1Z
n−1 + · · ·+ an.
Consideremos como anteriormente la transformacio´n monoidal de centro li-
so Y , V (d) ←− V (d)1 . Sea G = OV (d) [f(Z)W n,∆(e)(f(Z))W n−e]1≤e≤n−1 el
a´lgebra de Rees diferencial relativa y denotemos por G1 a su transformada.
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En el subconjunto abierto U = ⋃Uxi , el transformado G1 esta´ deﬁnido
como
G1 = OV (d)1 (Uxi)
[
f1
(Z
xi
)
W n,∆
(α)
1
(
f1
(Z
xi
))
W n−e
]
1≤e≤n−1
,
donde f1 es un polinomio mo´nico de grado n en la variable
Z
xi
y ∆
(α)
1 denota
el operador diferencial relativo de orden α inducido por la proyeccio´n β1.
As´ı, si G es un a´lgebra de Rees diferencial relativa, entonces G1 tambie´n es
un a´lgebra de Rees diferencial relativa.
A diferencia de esta u´ltima aﬁrmacio´n, si G es un a´lgebra de Rees diferen-
cial (absoluta), entonces, en general, no se va a cumplir que G1 sea diferencial
absoluta. Esta aﬁrmacio´n es independientemente de la caracter´ıstica.
Consideremos, por ejemplo, en k[X,Y,Z] el a´lgebra de Rees diferencial
deﬁnida como
G = k[X,Y,Z][(Z2 +X2Y )W 2, (2Z)W, (X2)W, (2XY )W ].
Obse´rvese que el origen 0 de A3k es un centro permisible, por tanto conside-
remos la transformacio´n cuadra´tica de centro 〈Z,X, Y 〉. El transformado de
G, denote´moslo por G1, en la carta UX esta´ dado por
G1 = k[X,Y,Z][(Z2 +XY )W 2, (2Z)W, (X)W, (2XY )W ].
No´tese aqu´ı que, por abuso de notacio´n, denotamos por X, Y y Z las nuevas
coordenadas en V
(d)
1 en lugar de usar X,
Y
Z y
Z
X . Utilizaremos esta notacio´n
a lo largo de la memoria.
Apliquemos ahora el operador diferencial ∆(1,0,0) a Z2+XY , se obtiene
as´ı
∆(1,0,0)(Z2 +XY ) = (Y )W,
y por tanto, el elemento YW pertenece al a´lgebra de Rees diferencial aso-
ciada a G1, pero en cambio (Y )W 6∈ G1. Por lo que se puede observar que la
estructura diferencial absoluta no es estable por transformaciones monoida-
les.
2.6. Eliminacio´n, lugar singular y transformaciones monoidales.
Otro hecho importante es entender el comportamiento del lugar singular
de las a´lgebras de Rees al proyectar. En la Proposicio´n V.1.3, hemos probado
que existe una biyeccio´n entre el conjunto de puntos de multiplicidad n de la
hipersuperﬁcie (i.e, Sing(G)) y su imagen por β. Ma´s au´n, en [56] se muestra
que si G es un a´lgebra de Rees diferencial, entonces se cumple la siguiente
igualdad
β(Sing(G)) = Sing(RG,β),
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(ve´ase tambie´n el Corolario IV.4.4).
En el caso ma´s general en el que G sea un a´lgebra diferencial relativa (la
propiedad de diferenciabilidad que es compatible con las transformaciones
monoidales), a partir de la inclusio´n de a´lgebras dada por β∗(RG,β) ⊂ G, se
deduce la inclusio´n
β(Sing(G)) ⊂ Sing(RG,β),
pero la igualdad, en general, no se cumple, como veremos en el siguiente
Ejemplo.
Ejemplo 2.7. Consideremos la hipersuperﬁcie en V (4) = A4k deﬁnida por
T 2 +XY Z, donde k es un cuerpo de caracter´ıstica 2. Deﬁnimos el a´lgebra
de Rees diferencial asociada a la hipersuperﬁcie como
G = G(G) = OV (4) [(T 2 +XY Z)W 2, (XY )W, (XZ)W, (Y Z)W ].
El lugar singular de G es la unio´n de tres rectas, digamos L1, L2 y L3
(correspondientes a los ejes X, Y y Z).
Sea β la proyeccio´n deﬁnida por medio de la eliminacio´n de la variable
T . Se tiene entonces que β(Sing G) = L˜1 ∪ L˜2 ∪ L˜3, es decir, es la unio´n de
las tres rectas correspondientes a los tres ejes de coordenadas.
Denotemos por RG,β al a´lgebra de eliminacio´n. Esta a´lgebra, al ser T 2+
XY Z un polinomio puramente inseparable esta´ deﬁnida por:
RG,β = OV (3) [(XY )W, (XZ)W, (Y Z)W ],
(ve´ase la Observacio´n III.2.14). El lugar singular vuelve a ser en este caso
Sing(RG,β) = L˜1 ∪ L˜2 ∪ L˜3, es decir, Sing(RG,β) = β(Sing(G)) (como ya
sab´ıamos previamente, ya que G es diferencial).
Deﬁnimos la transformacio´n cuadra´tica de A4k en el origen 0; y la trans-
formacio´n cuadra´tica de A3k en β(0) (el origen de A
3
k).
El transformado de G en la carta en la que dividimos por X, i.e. UX ,
viene dado por
G1 = OV (4)1 (UX)[(T
2 +XY Z)W 2, (XY )W, (XZ)W ],
donde de nuevo hacemos un abuso de notacio´n, denotando por X, Y , Z a
X, YX y
Z
X . Obse´rvese aqu´ı la simetr´ıa entre las tres cartas UZ , UY y UX
que cubren U ,(ve´ase V.2.2). De nuevo, el lugar singular de G1 en UX es una
unio´n de tres rectas que pasan por el origen (los tres ejes).
Se puede observar tambie´n que despue´s de la transformacio´n cuadra´tica,
el transformado del a´lgebra diferencial G, es decir G1, ya no es diferencial
absoluto, aunque s´ı es diferencial relativo.
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Despue´s de la transformacio´n cuadra´tica en β(0), el transformado de
RG,β en la carta UX esta´ deﬁnido como
(RG,β)1 = OV (3)1 (UX)[(XY )W, (XZ)W, (XY Z)W ],
y como (XY Z)W se puede obtener a partir de (XY )W (o (XZ)W ), se tiene
que
(RG,β)1 = OV (3)1 (UX)[(XY )W, (XZ)W ].
Por tanto, ahora el lugar singular de (RG,β)1 = RG1,β1 es la unio´n de la
hipersuperﬁcie excepcional, X = 0, y una recta transversal a esta hipersu-
perﬁcie (deﬁnida por Y = 0, Z = 0). Por tanto, se observa con este ejemplo
que
β1(Sing(G1)) ( Sing(RG1,β1).
2.8. Diferenciabilidad: caracter´ıstica cero y caracter´ıstica positiva.
Como ya hemos indicado en el Ejemplo V.2.7, despue´s de considerar
una transfomacio´n monoidal, se puede producir una exageracio´n del lugar
singular del a´lgebra de eliminacio´n, es decir, se puede dar una inclusio´n del
tipo:
β1(Sing(G1)) ( Sing(RG1,β1).
Esta desigualdad estricta se debe a la pe´rdida de la diferenciabilidad absoluta
en las a´lgebras despue´s de explosiones. Pero este feno´meno es propio so´lo
de la caracter´ıstica positiva, es decir, en caracter´ıstica cero se preserva la
igualdad de lugares singulares despue´s de explosiones.
Discutiremos a continuacio´n por que´ se produce este hecho en carac-
ter´ıstica positiva y por que´ en caracter´ıstica cero no supone un problema
(y de hecho, es una propiedad fundamental para alcanzar la resolucio´n de
singularidades por argumentos inductivos, ve´ase, por ejemplo, [21]).
Partimos de un polinomio mo´nico de orden n
fn(z) = z
n + a1z
n−1 + · · ·+ an
y asociamos a fn(z) el a´lgebra de Rees diferencial dada por
G = G(G) = OV (d) [fn(z)W n,∆α(fn(z))]1,≤|α|≤n−1.
Fijada una proyeccio´n gene´rica V (d)
β−→ V (d−1), podemos considerar el
a´lgebra de eliminacio´n deﬁnida por RG,β.
Como ya hemos observado previamente, en el caso diferencial e indepen-
dientemente de la caracter´ıstica, en [56] se prueba que
β(Sing(G)) = Sing(RG,β). (V.2)
80 V. Transformaciones monoidales, proyecciones y eliminacio´n
Ahora bien, veamos con un poco ma´s de detalle lo que sucede en carac-
ter´ıstica 0.
Al ser G = G(G) diferencial absoluta, en particular es diferencial relativa
(respecto de la proyeccio´n β). La particularidad que tiene la caracter´ıstica
0 en su comportamiento con los operadores diferenciales es que dado un
elemento h de orden m en un punto x, al aplicarle un operador de orden 1,
supongamos D ∈ Diif1k , el nuevo elemento, D(h), es un elemento no nulo
de orden m − 1 en el punto x. Por otro lado, en caracter´ıstica 0, la com-
posicio´n de los operadores diferenciales de orden 1 generan los operadores
diferenciales de orden superior.
En particular, en nuestro contexto, al aplicar el operador diferencial re-
lativo (dado por el morﬁsmo de Taylor) de orden n− 1 al polinomio fn, se
obtiene un elemento de orden 1, que pertenece al a´lgebra. Es decir,
0 6= ∆(n−1)(fn(z))W 1 = (n · z + a1)W 1 ∈ G (V.3)
Es conveniente observar, que para obtener (V.3) es suﬁciente con que G sea
un a´lgebra con estructura diferencial relativa. Por el contrario, este hecho
es, en general, falso en caracter´ıstica positiva.
Ahora bien, podemos considerar el cambio de variables deﬁnido por me-
dio de
z 7→ z − 1
n
a1,
(a este cambio de variables se le conoce como Transformacio´n de Tschirn-
hausen). Tras este cambio, se obtiene una expresio´n de fn dada por
fn(z) = z
n + b2z
n−2 + · · · + bn,
para ciertos coeﬁcientes bi ∈ OV (d−1) . Observamos ahora que zW ∈ G. As´ı,
como hicimos en III.2.15 podemos considerar el polinomio caracter´ıstico de
la multiplicacio´n por zW 1 (OV (d)/〈fn(z)〉 zW−→ OV (d)/〈fn(z)〉), es decir
ψzW (V ) = V
n + b2V
n−2 + · · ·+ bn,
y por tanto, de nuevo, bjW
j ∈ RG,β para j = 2, . . . , n. Por otro lado, se
observa que
β(Sing(G)) = Sing (OV (d−1) [b2W 2, . . . , bnW n]) = Sing(RG,β) (V.4)
y esta igualdad se preserva por transformaciones permisibles, ya que tras
una transformacio´n monoidal
f (1)n (z) = z
n
1 + b
(1)
2 z
n−2
1 + · · · + b(1)n
es el transformado de fn(z), donde los b
(1)
j son los transformados de bjW
j
(j = 2, . . . , n).
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Resumiendo, en caracter´ıstica 0, la estructura diferencial relativa es su-
ﬁciente para probar la igualdad de lugares singulares dada por (V.2) y su
estabilidad por transformaciones monoidales.
Como ya hemos indicado previamente, el comportamiento de los opera-
dores diferenciales en caracter´ıstica positiva no es tan bueno. En general, a
partir de un elemento fW n de orden n en un punto x, no se puede obtener
un elemento en G con orden 1 en el punto x, ni au´n siendo G diferencial
absoluta. Este hecho, hace que no se pueda conservar la igualdad de luga-
res singulares, ya que para probar V.2 es necesaria la estructura diferencial
absoluta.
El caso que mejor revela este hecho es el caso en el que consideremos un
polinomio puramente inseparable
fpe(z) = z
pe + ape ,
con ape ∈ OV (d−1) . En este caso el a´lgebra de Rees diferencial relativa viene
dada por
G = OV (d) [(zp
e
+ ape)W
pe ]
y su a´lgebra de eliminacio´n es nula.
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Cap´ıtulo VI
El a´lgebra monomial virtual
1. La pendiente excepcional para una hipersuperficie
1.1. Sean V (d) un esquema liso de dimensio´n d, x ∈ V (d) un punto, y
V (d)
β−→ V (d−1) una proyeccio´n gene´rica. Fijemos un polinomio mo´nico de
orden pe, digamos fpe(z) = z
pe + a1z
pe−1 + · · · + ape con ai ∈ OV (d−1) , y
ﬁjemos una hipersuperﬁcie excepcional H deﬁnida de forma local por y = 0
(podr´ıa hacerse en un caso ma´s general, donde H no tenga por que´ ser
necesariamente una hipersuperﬁcie excepcional).
Una inclusio´n de la forma
fpeW
pe ⊂ 〈z〉W ⊙ 〈yh〉W s (VI.1)
implica una divisibilidad de cada uno de los coeﬁcientes de fpe(z) en un
sentido ponderado que detallaremos a continuacio´n.
La inclusio´n dada por (VI.1) implica, en particular, que para cada ı´ndice
j ∈ {1, . . . , pe}, se cumple
ajW
j ∈ 〈yh〉W s. (VI.2)
entendiendo esta inclusio´n ponderada como: asj ∈ 〈yh〉j . En general, una
pertenencia ponderada del tipo fW n ∈ IWm denotara´ fm ∈ In.
A partir de (VI.2), podemos considerar la siguiente factorizacio´n de los
coeﬁcientes,
a1W
1 = yr11 · a′1W 1,
a2W
2 = yr21 · a′2W 2,
...
apeW
pe = y
rpe
1 · a′peW p
e
,
donde los a′j no son divisibles por y (i.e., a
′
j 6= 0 al restringir a la hipersu-
perﬁcie H, es decir, en OH,x). No´tese que esta factorizacio´n es cano´nica ya
que estamos trabajando en un dominio de factorizacio´n u´nica.
Nuestro objetivo es encontrar un cierto para´metro transversal z para el
que la inclusio´n (VI.1) sea o´ptima, es decir, para el que el exponente h sea
el mayor posible.
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La siguiente deﬁnicio´n de pendiente, viene motivada por la factorizacio´n
y por una inclusio´n como la dada en (VI.1).
Definicio´n 1.2. Fijado el polinomio mo´nico fpe(z) = z
pe+a1z
pe−1+· · ·+ape,
siguiendo la notacio´n anterior, deﬁnimos la pendiente relativa a H = {y = 0}
respecto de la seccio´n z como
SlH(fpe , z) = mı´n
1≤j≤pe
{rj
j
}
.
Observacio´n 1.3. A partir de la deﬁnicio´n de pendiente, se puede considerar
una inclusio´n como la dada en (VI.1). No´tese que la deﬁnicio´n del entero s
no es u´nica, pero basta tomar s = pe! o un mu´ltiplo de pe!.
Observacio´n 1.4. Probaremos ma´s adelante que la deﬁnicio´n de la pendien-
te es independiente de la eleccio´n del para´metro y elegido para deﬁnir la
hipersuperﬁcie H.
Observacio´n 1.5. La pendiente de fpe(z) relativa a y, SlH(fpe , z), depende
de la eleccio´n del para´metro transversal z, es decir, despue´s un cambio de
variable de la forma z′ = uz+α con u, α ∈ OV (d−1) y u unidad, la pendiente
de fpe(z
′) relativa a y, SlH(fpe , z
′), puede variar.
Ejemplo 1.6. Veamos un ejemplo con el que ilustrar el hecho de que la pen-
diente de f(z) relativa a y depende de la eleccio´n del para´metro transversal
z. Consideremos el polinomio
f(z) = z2 + a1z + a2 = z
2 + y2x3︸︷︷︸
a1
z + y7x︸︷︷︸
a2
,
y supongamos que localmente y = 0 es la componente excepcional respecto
de la que queremos calcular la pendiente. Factorizamos como previamente
(en este caso podemos suponer s = 2) y llegamos a
a1W
1 = y2 · x3W 1
a2W
2 = y7 · xW 2
y entonces,
SlH(fpe , z) = mı´n
{2
1
,
7
2
}
= 2.
Consideremos ahora el cambio de variables deﬁnido por z′ = z + yx,
obtenie´ndose
f ′(z) = z′2 + y2x3︸︷︷︸
ea1
z′ + y7x+ y3x4 + y2x2︸ ︷︷ ︸
ea2
,
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y la factorizacio´n
a˜1W
1 = y2 · x3W 1,
a˜2W
2 = y2 · (x2 + yx4 + y5x)W 2,
y por tanto,
SlH(fpe , z
′) = mı´n
{2
1
,
2
2
} = 1 6= 2.
La pendiente ha cambiado.
1.7. Vamos a estudiar ahora el comportamiento de las pendientes respecto
de los cambios de variables de la forma uz + α, donde u, α ∈ OV (d−1),x y u
sea una unidad.
Veamos primero los diferentes casos en los que puede darse la pendiente:
Observacio´n 1.8. Fijado como previamente un para´metro z y el polinomio
mo´nico, fpe(z) = z
pe+a1z
pe−1+· · ·+ape , distinguiremos los siguientes casos:
(A) SlH(fpe , z) =
rj
j para un ı´ndice j < p
e.
(B) SlH(fpe , z) =
rpe
pe <
rj
j para todo j = 1, . . . , p
e − 1.
(B1) SlH(fpe , z) =
rpe
pe /∈ Z>0.
(B2) SlH(fpe , z) =
rpe
pe ∈ Z≥0 y ape puede expresarse como
ape = y
rpeg0 + y
rpe+1g1 + · · · ,
donde gℓ ∈ OV (d−1),β(x) no es divisible por y (para ℓ = 0, . . . ) y
g0 no es una potencia p
e.
(B3) SlH(fpe , z) =
rpe
pe ∈ Z≥0 y ape se puede expresar como
ape = y
rpeg0 + y
rpe+1g1 + · · · ,
donde gℓ ∈ OV (d−1),β(x) no es divisible por y (para ℓ = 0, . . . ) y
g0 es una potencia p
e.
Observacio´n 1.9. En la observacio´n anterior (Observacio´n VI.1.8), estamos
considerando, por simplicidad, la expresio´n de ape en el completado, pero se
podr´ıa considerar la factorizacio´n de ape dada por:
ape = y
rpeg,
donde g es una unidad en el anillo local de la hipersuperﬁcie y = 0.
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Observacio´n 1.10. Podemos reducir los cambios de variable generales z1 =
uz + α, a cambios de la forma z1 = z + α.
Supongamos que consideramos un cambio de la forma z1 = uz donde u
es una unidad. Tras este cambio, se tiene
fpe(z1) = (u
−1)p
e
zp
e
1 + (u
−1)p
e−1a1z
pe−1 + · · ·+ ape ,
y salvo producto por unidad,
up
e
fpe(z1) = z
pe
1 + ua1z
pe−1 + · · · + upeape .
Los nuevos coeﬁcientes son de la forma
a˜ℓ = u
ℓaℓ para ℓ = 1, . . . , p
e,
por tanto, para cualquier argumento que realicemos de factorizacio´n en
te´rminos de y, este producto por una unidad es superﬂuo.
Estudiemos ahora el comportamiento de la pendiente tras cambios de
variables de la forma z1 = z−α con α ∈ OV (d−1),x. Estaremos especialmente
interesados en entender los casos en los que la pendiente pueda mejorar
(aumentar) tras un cambio de esta forma.
Vamos a dividir nuestra argumentacio´n en dos casos diferenciados. En el
primero, la pendiente esta´ dada por un coeﬁciente intermedio (distinto del
te´rmino independiente); y en el segundo, es el te´rmino independiente ape el
que nos proporciona la pendiente.
Veremos que en el primero de los casos (Caso (A)), no se podra´ alcanzar
una mejora de la pendiente por ningu´n cambio de variable. Es ma´s, si tras
un cambio de variable de la forma uz + α, la pendiente no empeora (se
mantiene igual), entonces de nuevo estaremos en un Caso (A) (la pendiente
se alcanza en un te´rmino intermedio).
En el segundo de los casos (Caso (B)), veremos que u´nicamente se pro-
duce una mejora de la pendiente en el Caso (B3) y que (B1) y (B2) son
estables.
1.11. Caso (A): La pendiente la proporciona un te´rmino interme-
dio. O dicho de otra forma,
SlH(fpe , z) =
rn
n
, con n ∈ {1, . . . , pe − 1}.
Denotemos por n el menor ı´ndice para el que se alcanza la pendiente, es
decir, 

rn
n
<
rj
j
para todo j ∈ {1, . . . , n− 1}
rn
n
≤ rk
k
para todo k ∈ {n + 1, . . . , pe}.
(VI.3)
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Tras un cambio de variables arbitrario de la forma z1 = z − yα donde
 ∈ Z≥0, el nuevo coeﬁciente de orden pe−n, denote´mosle por a˜n, esta´ dado
por
a˜n = c1y
(n−1)αn−1a1 + · · ·+ cn−1yαan−1 + an
= c1y
(n−1)+r1αn−1a′1 + · · ·+ cn−1y+rn−1αa′n−1 + yrna′n.
donde los cj ∈ k denotan los coeﬁciente binomiales deﬁnidos como
cj =
(
pe − j
n− j
)
j = 1, . . . , n− 1.
y los a′j no son divisibles por y.
Observacio´n 1.12. Si (n− j) + rj > rn para todo ı´ndice j = 1, . . . , n− 1,
entonces la pendiente SlH(fpe , z1) no aumenta, ya que
a˜n = y
rn a˜′n,
donde a˜′n no es divisible por y. Por tanto,
SlH(fpe , z1) = mı´n
1≤j≤pe
{ r˜j
j
}
≤ rn
n
.
Veamos entonces, que´ sucede si suponemos que existe algu´n ı´ndice j ∈
{1, . . . , n− 1} para el que se cumple
(n− j) + rj ≤ rn (VI.4)
Una vez realizado un cambio de variable que cumpla la condicio´n (VI.4),
el nuevo exponente de la factorizacio´n de a˜n, denote´moslo por r˜n, podr´ıa
aumentar.
En el caso en el que r˜n > rn, probaremos en la discusio´n que sigue a
continuacio´n, que la pendiente SlH(fpe , z
′), no aumenta (de hecho, dismi-
nuye) tras el cambio de variable. Este hecho, lo vamos a ver reﬂejado en el
coeﬁciente a˜pe .
Consideremos el nuevo te´rmino independiente, a˜pe , despue´s del cambio
de variables:
a˜pe = fpe(y
α) = yp
e
αp
e
+ a1y
(pe−1)αp
e−1 + · · ·+ ape
= yp
e
αp
e
+ y(p
e−1)+r1αp
e−1a′1 + · · ·+ y+rpe−1αa′pe−1 + yrpea′pe .
Bajo esta hipo´tesis se cumple el siguiente Lema que dara´ informacio´n
precisa sobre la factorizacio´n del nuevo coeﬁciente a˜pe en te´rminos de y:
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Lema 1.13. Consideremos la notacio´n introducida previamente y suponga-
mos que el cambio de variables realizado cumple la condicio´n (VI.4). En-
tonces:
(1) Se cumple que
pe < (pe − ℓ) + rℓ para todo ℓ = 1, . . . , pe.
(2) Adicionalmente,
pe
pe
<
rn
n
.
Demostracio´n. Comenzaremos probando el primer apartado. Para llegar a
una contradiccio´n, supongamos que existe un ı´ndice ℓ ∈ {1, . . . , pe}, para el
cual
pe ≥ (pe − ℓ) + rℓ.
Esta condicio´n se puede reescribir como
 ≥ rℓ
ℓ
.
Ahora bien, aplicando las condiciones establecidas en (VI.3), se deduce que
rℓ
ℓ
≥ rn
n
para ℓ = 1, . . . , pe, y por tanto
 ≥ rn
n
, (VI.5)
La condicio´n (VI.4),
(n− j) + rj ≤ rn para cierto j ∈ {1, . . . , n− 1}
se puede reescribir como,
 ≤ rn − rj
n− j . (VI.6)
Usando ahora (VI.5) y (VI.6), se llega a que
rn
n
≤ rn − rj
n− j ⇐⇒ (n− j)rn ≤ nrn − nrj ⇐⇒
rj
j
≤ rn
n
,
donde la u´ltima equivalencia contradice las hipo´tesis consideradas en (VI.3).
Queda as´ı demostrado que pe < (pe − ℓ) + rℓ para todo ℓ = 1, . . . , pe.
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Veamos ahora el segundo apartado del Lema. De nuevo, para llegar a
una contradiccio´n, supongamos que
pe
pe
≥ rn
n
,
i.e.,
 ≥ rn
n
.
Se observa ahora que llegamos a una condicio´n equivalente a la condicio´n
dada por (VI.5) en la prueba del primer apartado del Lema. Por tanto,
argumentando como previamente llegamos a contradiccio´n con la hipo´tesis
(VI.4). Se cumple as´ı la desigualdad enunciada. 	
Observacio´n 1.14. Considerando la expresio´n del te´rmino independiente
a˜pe obtenido tras el cambio de variables, el Lema VI.1.13 anterior se puede
reescribir como:
Si se cumple (VI.4), es decir, existe algu´n ı´ndice j ∈ {1, . . . , n− 1} para
el que
(n− j) + rj ≤ rn.
Entonces:
1. Se tiene la siguiente factorizacio´n
a˜pe = y
pe a˜′pe ,
donde a˜′pe no es divisible por y.
2. La nueva pendiente ha empeorado, es decir,
SlH(fpe , z) =
rn
n
>  ≥ SlH(fpe , z1).
Por tanto, estamos en condiciones de enunciar la siguiente Proposicio´n:
Proposicio´n 1.15. (Estabilidad del Caso (A)). Supongamos que estamos en
un Caso (A), es decir, la pendiente SlH(fpe , z) esta´ proporcionada por un
coeficiente intermedio,
SlH(fpe , z) =
rn
n
, para n ∈ {1, . . . , pe − 1}.
Entonces, ningu´n cambio de variable de la forma z1 = z − α (donde α ∈
OV (d−1),β(x)) permite incrementarla. Es decir, rnn = SlH(fpe , z) sera´ el valor
ma´ximo que se pueda alcanzar.
De hecho, cualquier cambio de variable que conserve la pendiente, conser-
vara´ adema´s el Caso (A), es decir, la nueva pendiente estara´ proporcionada
por un te´rmino intermedio.
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1.16. Caso (B): La pendiente la proporciona el te´rmino indepen-
diente. O dicho de otra forma,
SlH(fpe , z) =
rpe
pe
<
rℓ
ℓ
para todo ℓ ∈ {1, . . . , pe − 1}. (VI.7)
Consideramos un cambio de variables de la forma z1 = z − yα, donde
α ∈ OV (d−1),β(x). Tras este cambio de variables, el nuevo te´rmino indepen-
diente, a˜pe , es de la forma
a˜pe = y
peαp
e
+ y(p
e−1)+r1αp
e−1a′1 + · · ·+ y+rpe−1αa′pe−1 + yrpea′pe .
Supongamos primero que pe < rpe . Bajo esta hipo´tesis, en el siguiente
Lema mostraremos que la pendiente empeora.
Lema 1.17. Con la notacio´n anterior, si pe < rpe, entonces,
(pe − ℓ) + rℓ > pe,
para cualquier ℓ ∈ {1, . . . , pe}.
Demostracio´n. Supongamos que no se cumple la desigualdad, es decir, su-
pongamos que para algu´n ℓ ∈ {1, . . . , pe}
(pe − ℓ) + rℓ ≤ pe.
Equivalentemente, esta u´ltima desigualdad se reformula en te´rminos de las
siguientes condiciones equivalentes
ℓ ≥ rℓ ⇐⇒  ≥ rℓ
ℓ
.
Por otro lado, estamos suponiendo que rℓℓ >
rpe
pe , por tanto
 ≥ rℓ
ℓ
.
lo que contradice la hipo´tesis impuesta para . 	
La condicio´n que se deduce del Lema VI.1.17 implica en particular que
a˜pe = y
pe a˜′pe ,
donde a˜′pe no es divisible por y. En particular, dado que, p
e < rpe , se
deduce que la nueva pendiente ha empeorado (es menor), es decir,
SlH(fpe , z) =
rpe
pe
>  ≥ SlH(fpe , z1).
Supongamos ahora que pe ≥ rpe . Se sigue entonces el siguiente Lema
que va a permitir un mejor estudio del comportamiento de la pendiente:
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Lema 1.18. Supongamos que pe ≥ rpe . Entonces se cumple la siguiente
desigualdad,
(pe − ℓ) + rℓ > rpe ,
para todo ı´ndice ℓ = 1, . . . , pe − 1.
Demostracio´n. Supongamos que no se cumple la desigualdad del Lema, es
decir, supongamos que existe un ı´ndice ℓ ∈ {1, . . . , pe − 1} para el que se
cumple
(pe − ℓ) + rℓ ≤ rpe .
Esta condicio´n es equivalente a
 ≤ rpe − rℓ
pe − ℓ .
Por otro lado, veamos que se cumple que
rpe − rℓ
pe − ℓ <
rpe
pe
.
Para verlo, supongamos que no se cumple esta desigualdad, es decir, supon-
gamos que
rpe − rℓ
pe − ℓ ≥
rpe
pe
,
o equivalentemente
perpe − perℓ ≥ (pe − ℓ)rpe ⇐⇒ rp
e
pe
≥ rℓ
ℓ
,
donde la u´ltima desigualdad contradice la condicio´n dada en (VI.7).
As´ı,
 ≤ rpe − rℓ
pe − ℓ <
rpe
pe
,
lo que contradice la Hipo´tesis del Lema: pe ≥ rpe . 	
A partir del Lema VI.1.18 podemos deducir que el nuevo te´rmino inde-
pendiente es
a˜pe = y
peαp
e
+ yrpea′pe + y
NA, (VI.8)
donde A ∈ OV (d−1),β(x), N > pe y N > rpe .
As´ı, si pe > rpe , la nueva pendiente no puede mejorar, ya que entonces
SlH(fpe , z1) ≤ rp
e
pe
= SlH(fpe , z).
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Por tanto, la u´nica opcio´n de mejora se produce en el caso en el que
pe = rpe , es decir, en el caso en el que rpe sea un mu´ltiplo de p
e. Adi-
cionalmente, para que se produzca un aumento de la pendiente, tenemos
que conseguir cancelaciones entre los te´rminos inciales (en y) de yp
e
αp
e
e
yrpea′pe . Entonces, adema´s, el te´rmino independiente ape tiene que ser tal
que
ape = y
rpe (g0 + yg1 + . . . )
con gℓ no divisible por y (ℓ = 0, . . . ) y con g0 una potencia p
e.
Podemos as´ı enunciar los siguientes dos resultados:
Proposicio´n 1.19. (Estabilidad de los Casos (B1) y (B2)) En los casos (B1)
y (B2) la pendiente no puede mejorar tras cambios de variables de la forma
z1 = z + α (con α ∈ OV (d−1)), es decir,
SlH(fpe , z1) ≤ SlH(fpe , z).
Adema´s, en el caso en el que la pendiente no empeore (se da la igualdad tras
el cambio de variables), los casos (B1) y (B2) se preservan.
Por tanto, uniendo los resultados enunciados en la Proposicio´n VI.1.15
y en la Proposicio´n VI.1.19 se ve que los casos (A), (B1) y (B2) son estables
por cambios de variables que conserven la pendiente. De hecho, observando
el Caso (B3) y la escritura del nuevo te´rmino independiente, a˜pe , (ve´ase
(VI.8)), observamos que en este caso la pendiente s´ı es mejorable, como se
enuncia en el siguiente Corolario:
Corolario 1.20. El caso (B3) es el u´nico caso en el que la pendiente es
mejorable.
Observacio´n 1.21. Si estamos en el caso (B3), tras un cambio de variables
en el que mejoremos la pendiente, podemos desembocar en cualquiera de los
casos posibles. Es decir, este caso no es estable.
1.22. El caso (B3): Crecimiento de la pendiente.
Veremos ahora que existe un proceso de limpieza de potencias pe en el
caso (B3), a partir del cual, conseguiremos incrementar la pendiente. Ma´s
au´n, aﬁrmamos que este proceso ﬁnaliza tras una cantidad ﬁnita de pasos
consiguie´ndose as´ı pasar a uno de los casos anteriores ((A), (B1) o (B2)).
En primer lugar, recordemos que hemos ﬁjado un para´metro transversal
z, un polinomio mo´nico fpe(z) = z
pe+a1z
pe−1+· · ·+ape y una hipersuperﬁcie
excepcional H = {y = 0} tal que SlH(fpe , z) es del tipo (B3), es decir,
SlH(fpe , z) =
rpe
pe
<
rj
j
para ℓ = 1, . . . , pe − 1, (VI.9)
VI.1. La pendiente excepcional para una hipersuperficie 93
y el coeﬁciente independiente es
ape = y
rpe (g0 + yg1 + . . . ),
donde los gℓ no son divisibles por y, rpe es mu´ltiplo de p
e y g0 es una potencia
pe.
Como observamos previamente, el u´nico cambio de variable con el que
podemos aumentar la pendiente tiene que ser de la forma z1 = z − yα,
con  =
rpe
pe . Por otro lado, tras este cambio de variables, el nuevo te´rmino
independiente, a˜pe , es de la forma
a˜pe = y
peαp
e
+ ape + y
NA,
donde A ∈ OV (d−1),β(x), N > pe y N > rpe .
Con estas condiciones, el cambio de variables que tenemos que realizar
tiene que ser ma´s particular, tiene que ser de la forma
z1 = z − y
rpe
pe α,
donde α ∈ OV (d−1),β(x) es tal que
αp
e
= g0, (VI.10)
denotando con las barras la clase en OH,β(x).
Proposicio´n 1.23. Supongamos que estamos en el caso (B3) y que realizamos
un cambio de variables de la forma z1 = z − αy
rpe
pe (con α ∈ OV (d−1)).
Entonces, tras el cambio la pendiente no empeora (no disminuye).
En particular, si consideramos un cambio ma´s particular, para el que α
cumple (VI.10), entonces la pendiente aumenta.
Demostracio´n. Denotamos el cambio de variables por z1 = z − yα donde
ahora  =
rpe
pe . Tras el cambio de variables, usando la notacio´n de (VI.8)
a˜pe = α
peyrpe + yrpea′pe + y
NA = yerpe a˜′pe ,
donde en particular se tiene que r˜pe ≥ rpe . No´tese aqu´ı, que si el cambio
de variables es ma´s particular como el dado en (VI.10), entonces hay una
cancelacio´n entre yrpeαp
e
y a′pe (limpieza de potencias p
e) y por tanto, en
este caso r˜pe > rpe .
Ahora, veamos que´ sucede con el resto de coeﬁcientes tras el cambio de
variables:
a˜n = y
(n−1)+r1αn−1a′1 + · · ·+ yrna′n = yern a˜′n,
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para todo n = 1, . . . , pe − 1.
Aﬁrmamos que
(n− j) + rj
n
>
rpe
pe
para j = 1, . . . , pe
o lo que es equivalente
rpe
pe (n− j) + rj
n
>
rpe
pe
.
Vea´moslo. Esta desigualdad se reformula como cualquiera de las siguientes
condiciones equivalentes,
(n− j)rpe + perj > nrpe ⇐⇒ perj > jrpe ⇐⇒ rj
j
>
rpe
pe
,
donde la u´ltima aﬁrmacio´n se cumple por la hipo´tesis introducida en (VI.9).
Por tanto, se cumple que
r˜n
n
>
rpe
pe
para n = 1, . . . , pe − 1.
Y por tanto,
SlH(fpe , z1) = mı´n
1≤j≤pe
{rj
j
}
≥ rpe
pe
= SlH(fpe , z),
siendo una desigualdad estricta al considerar el cambio de variable adecuado
para la limpieza de las potencias pe. 	
1.24. Algoritmo de limpieza de potencias pe. Supongamos de partida que
estamos en la situacio´n en la que SlH(fpe , z) esta´ en el caso (B2) o (B3), es
decir, es tal que

SlH(fpe , z) <
rn
n
para n = 1, . . . , pe − 1
SlH(fpe , z) =
rpe
pe
∈ Z≥0.
Para limpiar las potencias pe, en el caso en el que se pueda (caso (B3)) vamos
a seguir el siguiente algoritmo:
1.- Explotamos
rpe
pe veces en codimensio´n 2 a lo largo de 〈z, y〉 (y los sucesi-
vos transformados, considerando siempre la carta en la que obtenemos
toda la informacio´n, es decir, en la que dividimos por y). Obtenemos
el morﬁsmo V (d) −→ V (d)1 , que no es un isomorﬁsmo (si e ≥ 1) .
VI.1. La pendiente excepcional para una hipersuperficie 95
2.- Vamos a deﬁnir una condicio´n geome´trica que aparecera´ a lo largo
del cap´ıtulo en un contexto ma´s general y que nos sera´ de especial
utilidad a la hora de deﬁnir el algoritmo de limpieza. Esta condicio´n
diferenciara´ las componentes del lugar excepcional:
(CD) Sing
(
fpeW
pe |{y=0}
)
tiene codimensio´n pura 1 en {y = 0}.
En particular, si la condicio´n (CD) se cumple, se observa que fpe es
una potencia pe de una hipersuperﬁcie lisa en {y = 0}.
Estudiamos la condicio´n (CD) para la hipersuperﬁcie excepcional ob-
tenida tras la explosiones anteriores (denotamos, haciendo un abuso
de notacio´n, a esta hipersuperﬁcie por y = 0 y al transformado del
polinomio por fpe(z)).
2.1.- Si la condicio´n (CD) NO se cumple, entonces el proceso de lim-
pieza finaliza.
2.2.- Si la condicio´n (CD) SI´ se cumple, entonces considerando la res-
triccio´n a y = 0 se tiene que
fpe(z) = z
pe + a con a una potencia de pe.
Ahora, podemos levantar a a un elemento α ∈ O
V
(d)
1
con la con-
dicio´n de que α = a en O
V
(d)
1
/〈y〉 y α no divisible por y.
Realizamos el cambio de variables dado por z = z1−α obteniendo
ahora un nuevo polinomio, fpe(z1), donde todos los coeﬁcientes
son divisibles por y (recordemos que
rpe
pe <
rn
n para todo n ∈
{1, . . . , pe − 1}), por tanto, podemos calcular la nueva pendiente
de fpe(z1) relativa a y, SlH(fpe , z1).
No´tese que el cambio de variables z = z1 − α, se puede realizar
extender a un cambio de variables z = z1− γ con γ ∈ OV (d−1) . El
elemento α se puede levantar a un elemento de OV (d−1) que no se
anule en {y = 0}, basta entonces considerar γ = y
rpe
pe α.
2.2.1.- Si SlH(fpe , z1) es de la forma (A), (B1) o (B2), el proceso
finaliza.
2.2.2.- Si SlH(fpe , z1) es de la forma (B3), entonces volvemos a em-
pezar con el algoritmo, es decir, volvemos al paso 1 renom-
brando
rpe
pe por el valor de la nueva pendiente SlH(fpe , z1).
Este algoritmo que acabamos de describir sabemos que ﬁnaliza (en una
cantidad ﬁnita de pasos) ya que este proceso de explosiones en codimensio´n
2, es un proceso intermedio a la normalizacio´n. Por tanto, por la ﬁnitud de
la normalizacio´n, podemos deducir la ﬁnitud del proceso.
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Ejemplo 1.25. Consideremos sobre un esquema liso de dimensio´n 2, V (2),
el polinomio f(z) = z2+ x4z+x4, donde podemos pensar que {x = 0} = H
deﬁne localmente el lugar excepcional. Es fa´cil ver que f(z) esta´ en un caso
(B3), ya que si consideramos la factorizacio´n de los coeﬁcientes en funcio´n
del excepcional
a1W
1 = (x4 · 1)W 1, a2W 2 = (x4 · 1)W 2,
la pendiente es
SlH(f, z) = mı´n
{4
1
,
4
2
}
=
4
2
y se alcanza en el u´ltimo coeﬁciente, adema´s r22 =
4
2 ∈ Z≥0, es decir, podemos
llevar a cabo un proceso de limpieza.
Siguiendo el algoritmo deﬁnido en VI.1.24, realizaremos 2 explosiones en
codimensio´n 2, es decir, a lo largo de 〈z, x〉 (y transformado), obteniendo
que el transformado de f(z) en la carta Ux, digamos f1(z), es
f1(z) = z
2 + x2z + 1.
Restringiendo el polinomio a x = 0, se tiene que f(z) = z2 + 1 es una
potencia 2. Por tanto se cumple la condicio´n (CD) y α = 1.
Siguiendo el algoritmo, en OV (2) , podemos realizar el cambio de variables
dado por z1 = z − αx 42 , tras el que se llega a
f(z1) = z
2
1 + x
4z1 + x
6.
Se observa que en este caso, la pendiente viene dada por
SlH(f, z1) = mı´n
{4
1
,
6
2
}
=
6
2
,
y ha aumentado respecto a la pendiente SlH(f, z) (=
4
2). Observamos tam-
bie´n que f(z1) vuelve a estar en un caso (B3), ya que la pendiente se alcanza
u´nicamente en el te´rmino independiente y er22 ∈ Z≥0.
Volvemos a aplicar el algoritmo, esta vez realizando 3 blow-ups a lo largo
de 〈z, x〉 (y transformados), llegando a
f1(z1) = z
2
1 + xz1 + 1,
restringie´ndonos a la hipersuperﬁcie excepcional vemos que se vuelve a cum-
plir la condicio´n (CD) y que en este caso α˜ = 1.
Por tanto, consideramos el cambio de variables dado por z2 = z1 − α˜x 62
tras el cual, el polinomio se expresa como
f(z2) = z
2
2 + x
4z2 + x
7.
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Podemos calcular de nuevo la pendiente, obteniendo que
SlH(f, z2) = mı´n
{4
1
,
7
2
}
=
7
2
.
Observamos ahora que el polinomio se encuentra en un caso (B1), ya que el
mı´nimo se alcanza u´nicamente en el u´ltimo coeﬁciente y 72 /∈ Z≥0. Este valor
no se podra´ aumentar por ningu´n cambio de variable.
1.26. La forma normal. La siguiente deﬁnicio´n, que sera´ muy u´til en
lo que resta, surge de manera muy natural tras la discusio´n previamente
mantenida.
Definicio´n 1.27. Fijado un para´metro z, una hipersuperﬁcieH = {y = 0} y
el polinomio mo´nico, fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape . Diremos que fpe(z)
esta´ escrito en forma normal (relativa a y = 0) si se cumple alguna de las
tres condiciones siguientes:
(A) SlH(fpe , z) =
rj
j para un ı´ndice j < p
e.
(B) SlH(fpe , z) =
rpe
pe <
rj
j para todo j = 1, . . . , p
e − 1.
(B1) SlH(fpe , z) =
rpe
pe /∈ Z>0.
(B2) SlH(fpe , z) =
rpe
pe ∈ Z≥0 y ape puede expresarse como
ape = y
rpeg0 + y
rpe+1g1 + · · · ,
donde gℓ ∈ OV (d−1),β(x) no es divisible por y (para ℓ = 0, . . . ) y
g0 no es una potencia p
e.
Proposicio´n 1.28. (Estabilidad de la forma normal). Fijado un polinomio
mo´nico fpe, siempre existe un para´metro transversal z para el cual fpe(z)
esta´ escrito en forma normal.
Por otro lado, si el polinomio fpe(z) esta´ escrito en forma normal, en-
tonces SlH(fpe , z) es la ma´xima pendiente que se puede alcanzar por cambios
de la forma z1 = uz − α, con α, u ∈ OV (d−1) y u una unidad. Ma´s au´n, si
un cambio de variables conserva la pendiente, entonces la forma normal se
mantiene y, de hecho, se mantiene el tipo en que aparec´ıa (tipos (A), (B1)
o (B2)).
Demostracio´n. Se sigue de la discusio´n previa. 	
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2. La pendiente excepcional para un a´lgebra
2.1. En esta seccio´n vamos a generalizar la nocio´n de pendiente que hemos
introducido para una hipersupeﬁcie ﬁjada en la Seccio´n VI.1 al contexto de
a´lgebras de Rees.
Sea G un a´lgebra de Rees en el medio ambiente de dimensio´n d, V (d) y
ﬁjemos una proyeccio´n gene´rica en el espacio de dimensio´n d − 1, digamos
V (d)
β−→ V (d−1). Supongamos que G es un a´lgebra diferencial relativa a la
proyeccio´n β y denotemos por RG,β el a´lgebra de eliminacio´n que surge en
este contexto.
En el Teorema IV.3.2, hemos visto que existe un polinomio mo´nico de
grado pe, digamos fpe , tal que se cumple la siguiente igualdad de a´lgebras
(a menos de clausura entera):
G ∼ OV (d) [fpeW p
e
,∆α(fpe)W
pe−α]1≤α≤pe−1 ⊙ β∗(RG,β), (VI.11)
donde los ∆α denotan los operadores diferenciales relativos a β de orden α.
Fijemos una hipersuperﬁcie excepcional H ⊂ V (d) que identiﬁcaremos
con la hipersuperﬁcie excepcional β(H) ⊂ V (d−1). Vamos a generalizar, en
este nuevo contexto, las deﬁniciones que dimos a lo largo de la Seccio´n VI.1.
Recordemos primero la deﬁnicio´n de pendiente dada en la Deﬁnicio´n
VI.1.2. Fijamos un para´metro transversal z de tal forma que
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape .
Supongamos que localmente la hipersuperﬁcie H esta´ deﬁnida como H =
{y = 0}, consideramos entonces la factorizacio´n ponderada de los coeﬁcientes
en te´rminos de y,
a1W
1 = yr11 · a′1W 1,
a2W
2 = yr21 · a′2W 2,
...
apeW
pe = y
rpe
1 · a′peW p
e
,
donde cada a′j no es divisible por y. Bajo estas condiciones deﬁn´ıamos la
pendiente de fpe relativa a H respecto de z como
SlH(fpe , z) = mı´n
1≤j≤pe
{rj
j
}
.
Observacio´n 2.2. Es sencillo observar que si consideramos el polinomio de-
ﬁnido por ∆α(fpe(z))W
pe y estudiamos un ana´logo a la pendiente para este
polinomio (que no es mo´nico), se obtendr´ıa
SlH(fpe , z) ≤ SlH(∆α(fpe), z),
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ya que los coeﬁcientes a tener en cuenta son algunos de los de fpe(z) y se
encuentran virtualmente ubicados en el mismo peso, i.e. ajW
j.
A partir de esta Observacio´n y de la presentacio´n local dada en (VI.11),
la siguiente deﬁnicio´n de la pendiente del a´lgebra de Rees G surge de manera
muy natural:
Definicio´n 2.3. Sea G un a´lgebra de Rees G, ﬁjemos una proyeccio´n gene´rica
V (d)
β−→ V (d−1), una hipersuperﬁcie excepcional deﬁnida localmente por
H = {y = 0} y un para´metro transversal z. Se deﬁne la pendiente de G
relativa a H respecto de z como
SlH(G, z) := mı´n
1≤j≤pe
{rj
j
, ordξH (RG,β)
}
= mı´n{SlH(fpe , z), ordξH (RG,β)}.
Teorema 2.4. Fijado un para´metro transversal z, si SlH(fpe , z) =
rn
n para
algu´n ı´ndice n ∈ {1, . . . , pe − 1}, entonces
ordξH (RG,β) ≤ SlH(fpe , z).
En consecuencia,
SlH(G, z) = ordξH (RG,β).
Demostracio´n. Denotemos por n al primer ı´ndice para el que se alcanza la
pendiente SlH(fpe , z), es decir,
SlH(fpe , z) =
rn
n
y


rn
n
<
rk
k
para k = 1, . . . , n− 1,
rn
n
≤ rℓ
ℓ
para ℓ = n+ 1, . . . , pe.
(VI.12)
No´tese que por la hipo´tesis de partida, n < pe.
Consideramos la diferencial relativa a β de orden pe−n aplicada a fpe(z),
∆(p
e−n)(fpe(z)) = c1a1z
n−1 + · · · + cn−1an−1z + an,
donde los ci’s denotan el nu´mero combinatorio
(
pe − i
n− i
)
.
Queremos estudiar los elementos que se obtienen a partir de este ele-
mento ∆(p
e−n)(fpe(z))W
n en el a´lgebra de eliminacio´n, es decir, queremos
estudiar los coeﬁcientes del polinomio caracter´ıstico del morﬁsmo multipli-
cacio´n θ∆(pe−n)(fpe (z))Wn . En particular, nos bastara´ con analizar la norma,
es decir, con estudiar el te´rmino independiente del polinomio caracter´ıstico
de la multiplicacio´n por ∆(p
e−n)(fpe(z))W
n, i.e., el te´rmino independiente
de ψ∆(pe−n)(fpe (z))Wn(V ) (para ma´s detalle, ve´ase la Seccio´n III.2).
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La norma de ∆(p
e−n)(fpe(z))W
n es un elemento del a´lgebra de elimina-
cio´n RG,β, digamos
G(a1, . . . , ape)W
t ∈ RG,β.
Adema´s, en este caso, se observa que t = npe.
Por otro lado, se cumple adema´s que
1. el elemento del a´lgebra de eliminacio´n es de la forma
G(a1, . . . , ape) = a
pe
n + G˜(a1, . . . , ape)
para cierto polinomio G˜(a1, . . . , ape),
2. y G˜(a1, . . . , ape) ∈ 〈a1, . . . , an−1〉.
Para comprobar esta u´ltima aﬁrmacio´n, supongamos que
a1 = 0, . . . , an−1 = 0.
Entonces, la norma de ∆p
e−n(fpe(z))W
n = anW
n es igual a ap
e
n W np
e
(donde
las barras denotan la restriccio´n a a1 = · · · = an−1 = 0). Por tanto, se deduce
que G˜ ∈ 〈a1, . . . , an−1〉.
Recordemos adema´s que cualquier elemento de RG,β es un polinomio
homoge´neo ponderado en los coeﬁcientes a1, . . . , ape , donde cada aj tiene
asignado peso j. Por tanto, en particular, G˜ es un polinomio homoge´neo
ponderado de grado npe. Ma´s au´n, podemos expresar G˜ como
G˜ =
∑
α1,...,αpe
λαa
α1
1 . . . a
αpe
pe
donde λα es un coeﬁciente y
pe∑
j=1
jαj = np
e
y para algu´n ı´ndice j < n se cumple que αj 6= 0.
Queremos estudiar ahora la factorizacio´n de este elemento G de RG,β en
funcio´n de y, para ello, veamos co´mo es la factorizacio´n de cada uno de los
sumandos de G˜.
A partir de la factorizacio´n de los aj, es sencillo ver que un sumando
cualquiera de G se le puede factorizar una cantidad yα, donde este exponente
α es de la forma
α =
pe∑
j=1
αjrj . (VI.13)
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Aﬁrmamos que, α > pern. Esta aﬁrmacio´n que probaremos a continua-
cio´n, es relevante, ya que asumie´ndola como cierta tendremos que:
G(a1, . . . , ape) = y
rnpea′n + y
αG˜′ = yrnp
e
G′
donde G′ no es divisible por y.
Veamos que se cumple α > pern:
α =
pe∑
i=1
αiri =
∑
i<n
αiri + αnrn +
∑
i>n
αiri
(∗)
>
>
∑
i<n
αi i
rn
n
+ αn n
rn
n
+
∑
i>n
αi i
rn
n
=
( pe∑
i=1
αi i
)rn
n
= pern,
donde (∗) se obtiene aplicando las condiciones impuestas en (VI.12).
Por tanto, queda as´ı demostrado que existe un elemento GW np
e
del
a´lgebra de eliminacio´n tal que GW np
e
= yrnp
e
G′ y en particular,
ordξH (G) =
rn
n
.
Por tanto, se deduce que
ordξH (RG,β) ≤ ordξH (G) =
rn
n
,
quedando as´ı probado el Teorema. 	
Corolario 2.5. Fijada una seccio´n z, se cumple que
SlH(G, z) = mı´n
{νξH (ape)
pe
, ordξH (RG,β)
}
= mı´n
{rpe
pe
, ordξH (RG,β)
}
.
Este Corolario aﬁrma, en particular, que la pendiente de un a´lgebra
involucra tan so´lo a dos elementos: el a´lgebra de eliminacio´n y el coeﬁciente
independiente ape del polinomio fpe .
Proposicio´n 2.6. Sea z una seccio´n transversal tal que fpe(z) esta´ escrito en
forma normal (ve´ase Definicio´n VI.1.27). Entonces, SlH(G, z) no aumenta
despue´s de un cambio de variables de la forma z′ = z − α con α ∈ OV (d−1) ,
i.e.,
SlH(G, z) ≥ SlH(G, z′).
Demostracio´n. Se deduce de la Proposicio´n VI.1.28 y de la cota impuesta
por ordξH (RG,β). 	
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Definicio´n 2.7. Sea s un entero mu´ltiplo de pe! y tal que siRG,β =
⊕
I˜nW
n,
entonces RG,β ∼ OV (d−1) [I˜sW s]. Fijada una seccio´n transversal z tal que fpe
esta´ escrito en forma normal, diremos que el entero
hβ,z := SlH(G, z) · s
es el exponente virtual relativo a H.
Observacio´n 2.8. El entero s descrito en la deﬁnicio´n anterior no es u´nico,
pero supondremos ﬁjado un entero que cumpla las condiciones previamente
ﬁjadas a lo largo de todo el cap´ıtulo.
Observacio´n 2.9. Denominar al valor hβ,z := SlH(G, z) · s como exponente
virtual se debe a que si suponemos las hipo´tesis de la Deﬁnicio´n VI.2.7,
entonces la inclusio´n
G ⊂ 〈z〉W ⊙ yhβ,zW s
es o´ptima.
La optimicidad de esta inclusio´n es tal que dado cualquier otro entero m
tal que G ⊂ 〈z〉W ⊙ ymW s, se tiene que hβ,z ≥ m.
2.10. La Proposicio´n VI.2.6 muestra que ﬁjada una proyeccio´n β y una
seccio´n transversal z, tras aplicar el algoritmo de limpieza (ve´ase VI.1.24)
y llegar a un para´metro transversal z1 tal que fpe(z1) esta´ escrito en forma
normal relativa a H = {y = 0}, entonces tenemos una pendiente o´ptima.
La pregunta natural que surge a continuacio´n es la dependencia o in-
dependencia de este valor o´ptimo respecto de la proyeccio´n elegida o del
para´metro transversal de partida z. Dicho de otra forma, nos preguntamos
si los exponentes virtuales que acabamos de deﬁnir esta´n bien deﬁnidos o
dependen de las mu´ltiples elecciones hechas. Veremos en la siguiente Seccio´n
la independencia de estos exponentes.
3. Buena definicio´n del exponente virtual
3.1. En esta Seccio´n mostraremos la globalidad y la independencia respecto
de la proyeccio´n ﬁjada y del para´metro transversal z elegido, de los exponente
virtual, hβ,z.
Vamos a comenzar enunciando una serie de resultados que describan un
poco mejor la naturaleza de los exponentes hβ,z que hemos descrito de forma
local en la Seccio´n VI.1.
Sera´ de especial importancia el buen comportamiento que tienen con la
adjuncio´n de ra´ıces N -e´simas (para N coprimo con p), por lo que previa-
mente a esto introduciremos una serie de resultados en los que veremos el
VI.3. Buena definicio´n del exponente virtual 103
buen comportamiento de las pendientes de hipersuperﬁcies y el orden del
a´lgebra de eliminacio´n con la adjuncio´n de ra´ıces N -e´simas.
Antes de empezar, ﬁjemos un poco de notacio´n. Consideremos una pro-
yeccio´n gene´rica β y la presentacio´n local dada por
G,∼ OV (d) [fpeW p
e
,∆α(fpe)W
pe−α]1≤α≤pe ⊙RG,β.
Sea z un para´metro transversal para el cual
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape .
Denotemos por H = {y = 0} una hipersupeﬁcie excepcional y recordemos
la factorizacio´n de los coeﬁcientes aj en funcio´n del excepcional:
a1W
1 = yr11 · a′1W 1,
a2W
2 = yr21 · a′2W 2,
...
apeW
pe = y
rpe
1 · a′peW p
e
,
donde los a′j no son divisibles por y para todo j = 1, . . . , p
e.
Por otro lado vamos a considerar el esquema obtenido al an˜adir ra´ıces
N -e´simas en la variable y, es decir, el esquema obtenido tras el cambio
y 7→ yN
(no´tese que por comodidad de notacio´n, usaremos la misma variable y tras
el cambio de base e´tale deﬁnido por OV (d) −→ OV (d)/〈TN − y〉).
Tras este cambio, denotemos por f̂
N
pe el polinomio mo´nico de grado p
e
obtenido a partir de fpe .
Lema 3.2. Con la notacio´n anterior, supongamos adema´s que fpe(z) esta´ en
forma normal respecto a y = 0. Entonces,
1. Supongamos que 〈z, y〉 es un centro permisible. Denotemos por f (1)pe (z1)
el transformado estricto de fpe(z) en Uy, donde z1 denota el transfor-
mado estricto de z, i.e. z1 =
z
y . Entonces,
(i) f
(1)
pe (z1) esta´ escrito en forma normal respecto del nuevo excep-
cional H1 = {y = 0}.
(ii) Adema´s,
SlH1(f
(1)
pe , z1) = SlH(fpe , z),
y por tanto,
hβ1,z1 = hβ,z − s.
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2. Consideramos la adjuncio´n de ra´ıces N -e´simas en y (con N coprimo
con p), es decir, consideramos el cambio de base dado por y 7→ yN .
Entonces,
(i) El polinomio f̂
N
pe(z) esta´ escrito en forma normal respecto del
excepcional Ĥ
N
= {y = 0}.
(ii) Adema´s,
Sl bHN (f̂
N
pe , z) = N · SlH(fpe , z),
y por tanto
ĥ
N
β,z = hβ,z ·N.
Demostracio´n. Sea V (d) ←− V (d)1 la transformacio´n monoidal a lo largo
del centro permisible dado por 〈z, y〉. Consideraremos la carta Uy (en la
que dividimos por y) para toda la argumentacio´n. No´tese que basta con
considerar u´nicamente esta carta, ya que Sing(f
(1)
pe , p
e) ⊂ Uy.
El transformado estricto de
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape
en esta carta Uy esta´ dado por
f
(1)
pe (z1) = z
pe
1 + a
(1)
1 z
pe−1 + · · ·+ a(1)pe =
= zp
e
1 + a1y
−1zp
e−1
1 + · · ·+ apey−p
e
,
donde por z1 denotamos el transformado estricto de z, i.e. z1 =
z
y1
.
Aﬁrmamos que este polinomio f
(1)
pe (z1) esta´ escrito en forma normal
respecto del nuevo excepcional deﬁnido de forma local por y = 0. Pa-
ra verlo, consideremos la factorizacio´n de los nuevos coeﬁcientes a
(1)
j para
j = 1, . . . , pe,
a
(1)
1 W
1 = yer1 · b′1W 1 = yr1−1 · b′1W 1,
a
(1)
2 W
2 = yer2 · b′2W 2 = yr2−2 · b2W 2,
...
a
(1)
pe W
pe = yerpe · b′peW p
e
= yrpe−p
e · bpeW pe ,
donde los b′j no son divisibles por y para j = 1, . . . , p
e.
Por tanto, se observa que
r˜j
j
=
rj
j
− 1,
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para todo j = 1, . . . , pe y as´ı, la pendiente relativa a H1 de f
(1)
pe (z1) se puede
relacionar con la de fpe(z) relativa a H:
SlH1(f
(1)
pe , z1) = SlH(fpe , z)− 1. (VI.14)
Es por tanto inmediato observar que si fpe(z) estaba en forma normal
de tipo (A) (el mı´nimo se alcanza en un coeﬁciente intermedio), entonces
esta condicio´n se preserva por esta transformacio´n, es decir, el mı´nimo se
alcanzara´ en el mismo coeﬁciente intermedio. Por tanto, f
(1)
pe (z1) esta´ escrito
en forma normal de tipo (A).
De la misma forma podemos argumentar si fpe(z) esta´ en forma normal
de tipo (B1) (el mı´nimo se alcanza u´nicamente en el te´rmino independiente
y
rpe
pe 6∈ Z≥0). Ya que si
rpe
pe 6∈ Z≥0, entonces
rpe
pe − 1 6∈ Z≥0. La forma normal
de tipo (B1) se preserva.
Nos resta por estudiar el caso en el que fpe(z) este´ escrito en forma
normal de tipo (B2). En este caso
rpe
pe ∈ Z>0 y
ape = y
rpe (g0 + g1y + . . . ),
con gℓ ∈ k′[[x2, . . . , xd−1]] (para ℓ = 0, . . . ) y g0 no es una potencia pe.
Entonces (
rpe
pe − 1) ∈ Z>0. Adema´s, como el transformado de ape es
a
(1)
pe = y
rep−p
e
(g0 + g1y + . . . ),
y g0 ∈ k′[[x2, . . . , xd−1]], entonces podemos suponer que el te´rmino g0 que
aparec´ıa en ape es el que aparece en esta expresio´n. Por tanto, no es necesario
realizar un proceso de limpieza de potencias pe en f ′pe(z1). La forma normal
de tipo (B2) se preserva.
Ahora, a partir de (VI.14) se deduce que
hβ1,z1 = hβ,z − s.
Veamos ahora el apartado 2. del Lema. Consideremos localmente el es-
quema resultante de la adjuncio´n de ra´ıces N -e´simas de y para N coprimo
con p.
Despue´s de adjuntar las ra´ıces N -e´simas, el polinomio obtenido a partir
de
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape
esta´ dado por
f̂pe(z) = z
pe + â1z
pe−1 + · · ·+ âpe ,
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y donde cada nuevo coeﬁciente âj es de la forma
â1W
1 = ybr1 · â′1W 1 = yN ·r1 · â′1W 1
â2W
2 = ybr2 · â′2W 2 = yN ·r2 · â′2W 2
...
âpeW
pe = ybrpe · â′peW p
e
= yN ·rpe · â′peW p
e
,
donde los â′1W
1 no son mu´ltiplos de y para j = 1, . . . , pe.
Como previamente, aﬁrmamos que la forma normal se preserva tras la
adjuncio´n de ra´ıces N -e´simas. En este caso,
r̂j
j
= N · rj
j
,
para j = 1, . . . , pe. Por tanto la pendiente de f̂
N
pe(z) relativa a Ĥ
N
se puede
expresar en te´rminos de la pendiente de fpe relativa a H:
Sl bHN (f̂
N
pe , z) = N · SlH(fpe , z). (VI.15)
Argumentando como previamente, es inmediato observar que si fpe(z)
esta´ escrito en forma normal de tipo (A), entonces tambie´n lo esta´ f̂
N
pe . Por
tanto, la forma normal de tipo (A) o (B1) se preserva.
Supongamos que fpe(z) esta´ escrito en forma normal de tipo (B1) (el
mı´nimo se alcanza u´nicamente en el te´rmino independiente y
rpe
pe 6∈ Z>0).
Como
brj
j = N
rj
j para todo j = 1, . . . p
e, el mı´nimo lo proporciona
brpe
pe . Por
otro lado,
rpe
pe 6∈ Z>0 y como como N es coprimo con pe, se deduce que
brpe
pe 6∈ Z>0. La forma normal tipo (B1) se preserva.
Por u´ltimo, supongamos que fpe(z) esta´ escrito en forma normal de tipo
(B2), es decir, el mı´nimo se alcanza u´nicamente en el te´rmino independiente
y
rpe
pe ∈ Z>0, entonces N
rpe
pe ∈ Z>0. Por otr lado,
âpe = y
rpeN (ĝ0 + ĝ1y + . . . ),
donde los gℓ ∈ k′[[x2, . . . , xd−1]]. Se observa que ĝ0 = g0 donde g0 es el que
aparec´ıa en ape , ya que g0 ∈ k′[[x2, . . . , xd−1]] y por tanto la adjuncio´n de
ra´ıces N -e´simas en y lo deja invariante. Se concluye que la forma normal de
tipo (B2) se preserva.
As´ı, de (VI.15) se deduce que
ĥ
N
β,z = hβ,z ·N.
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Lema 3.3. Sea RG,β =
⊕
I˜nW
n el a´lgebra de eliminacio´n descrita al inicio
de la Seccio´n y sea H una hipersuperficie excepcional (que podemos identifi-
caremos con β(H)). Sea s un entero tal que RG,β ∼ OV (d−1) [I˜sW s]. Supon-
gamos que I˜s se puede expresar como
I˜s = I(H)
α · J ′
para cierto entero α > 0 y J ′ un ideal que no es mu´ltiplo de I(H). Supon-
gamos que localmente I(H) esta´ definido por y. Entonces,
(a) Si 〈z, y〉 es un centro permisible para G (y en particular 〈y〉 es permisi-
ble para RG,β, i.e. α ≥ 1) y consideramos la transformacio´n monoidal
a lo largo de 〈z, y〉 (en V (d−1) transformamos a lo largo de 〈y〉). Enton-
ces, el nuevo exponente del excepcional que aparece en el transformado
de RG,β, digamos α1, cumple
α1 = α− 1.
(b) Consideremos localmente el esquema obtenido tras adjuntar ra´ıces N -
e´simas de y, con N coprimo con p. Entonces, el nuevo exponente del
excepcional, digamos α̂
N
i , es tal que
α̂
N
i = Nαi.
Demostracio´n. La demostracio´n es inmediata por el buen comportamiento
de las a´lgebras de eliminacio´n con las explosiones en codimensio´n 1 y por la
compatibilidad con el cambio de base (y en particular con la adjuncio´n de
ra´ıces N -e´simas). 	
Proposicio´n 3.4. El exponente virtual hβ,z tiene un buen comportamiento
con la adjuncio´n de ra´ıces N -e´simas y con transformaciones a lo largo de
centros de codimensio´n 2 dados por 〈z, y〉 (donde y = 0 denota localmente
el excepcional H), es decir,
(a) Supongamos que 〈z, y〉 es un centro permisible. Entonces, despue´s de
la transformacio´n a lo largo de 〈z, y〉, el nuevo exponente virtual, es
tal que
hβ1,z1 = hβ,z − s.
(b) Si adjuntamos ra´ıces N -e´simas de y, para N coprimo con p, el nuevo
exponente virtual, ĥ
N
β,z, es tal que
ĥ
N
β,z = N · hβ,z.
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Demostracio´n. Supongamos que fpe(z) esta´ escrito en forma normal. En-
tonces, los exponentes virtuales esta´n deﬁnidos como
hβ,z = mı´n{SlH(fpe , z), ordξH (RG,β)}.
Por tanto, la Proposicio´n se deduce de forma inmediata de los Lemas VI.3.2
y VI.3.3. 	
Veamos por u´ltimo un Lema que relacionara´ la permisibilidad de los
centros de tipo 〈z, y〉 con los exponentes virtuales hβ,z.
Proposicio´n 3.5. La hipersuperficie excepcional β(H) es una componente de
β(Sing(G)) (y por tanto, localmente, 〈z, y〉 es un centro permisible para G),
si y so´lo si hβ,z ≥ 1.
Demostracio´n. Supongamos que hβ,z ≥ 1, entonces es inmediato que 〈z, y〉
es un centro permisible, y la aﬁrmacio´n queda probada.
Supongamos ahora que h < 1. Veamos los casos en que esto puede suce-
der:
1. Si h = ordξH (RG,β) < 1, entonces β(H) no es una componente de
Sing(RG,β).
Por otro lado, β(Sing(G)) ⊂ Sing(RG,β). Por lo tanto, {y = 0} no es
una componente de β(Sing(G)).
2. Supongamos ahora que hβ,z = SlH(fpe , z) < 1 (donde fpe(z) esta´ es-
crito en forma normal) supongamos que ordξH (RG,β) > 1. Entonces,
existen tres posibilidades
a) SlH(fpe , z) =
rj
j para algu´n ı´ndice j < p
e, pero entonces por
el Teorema VI.2.4, tendr´ıamos que ordξH (RG , β) ≤ rjj , lo que
contradice la hipo´tesis ordξH (RG,β) > 1.
b) Supongamos ahora que SlH(fpe , z) =
rpe
pe <
rj
j para todo ı´ndice
j = 1, . . . , pe − 1 y que 1 ≤ rpe ≤ pe − 1. En este caso,
β−1(H) ∩ {fpe = 0} = {z = 0, y = 0}.
Consideremos el anillo local completo ÔV (d),ξH . En este anillo,
fpe = z
pe + yr1zp
e−1u1 + · · ·+ yrpeupe ,
donde ui ∈ OV (d−1),ξH es una unidad (i = 1, . . . , pe).
Como rpe < 1, se deduce que
V (〈z, y〉) 6⊂ Sing(fpe , pe) ⊂ Sing(G).
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c) Finalmente, supongamos que SlH(fpe , z) =
rpe
pe = 0. Entonces,
V (〈z, y〉) 6⊂ Sing(G)
se deduce a partir de la aﬁrmacio´n de la Observacio´n VI.3.6 y el
hecho de que 0 6= ape = ape |y=0 no puede ser una potencia pe (al
estar fpe(z) escrito en forma normal).
	
Observacio´n 3.6. Sea R un anillo local regular de dimensio´n 1. Considere-
mos el anillo
R[Z]/〈zn + a1zn−1 + · · · + an〉
y la proyeccio´n dada por
Spec(R[Z])
π

⊂ Spec(R[Z]/〈zn + a1zn−1 + · · · + an〉) = X
Spec(R)
Sea x0 ∈ Spec(R). Si P ∈ X es un punto de multiplicidad n tal que π(P ) =
x0, entonces P es el u´nico punto de la ﬁbra y es un punto racional, es decir,
k(P ) = R/Mx0 .
Esta aﬁrmacio´n se sigue del Teorema de multiplicidad de Zariski (Teorema
V.1.1).
Podemos ya enunciar y demostrar el Teorema central de esta Seccio´n:
Teorema 3.7. Los exponentes virtuales hβ,z definidos de manera local son
independientes de la proyeccio´n, del para´metro z elegido y globalizan.
Demostracio´n. Fijemos el a´lgebra de Rees G y supongamos que existen dos
polinomios mo´nicos f(z) y g(z′) de o´rdenes pe y pe
′
respectivamente, que
este´n escritos en forma normal relativa a la hipersuperﬁcie H y tales que
G ∼ OV (d) [f(z)W p
e
,∆α(f(z))W p
e−α]1≤α≤pe−1 ⊙RG,β y
G ∼ OV (d) [g(z′)W p
e′
,∆α(g(z′))W p
e′−α]1≤α≤pe−1 ⊙RG,β′ ,
para ciertas proyecciones gene´ricas β y β′.
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Supongamos adema´s que f(z) y g(z′) son tales que para cada uno los
exponente virtuales de G respecto de H son distintos, es decir,
hβ,z 6= hβ′,z′
(podemos suponer que el entero s es comu´n para los dos).
Dado que hβ,z 6= hβ′,z′, entonces se cumple que las pendientes o´ptimas,
digamos ℓ = SlH(G, z) = hβ,zs y ℓ′ = SlH(G, z′) =
hβ′,z′
s , son distintas.
Supongamos que ℓ = ns y ℓ
′ = n
′
s (por tanto, n 6= n′).
Consideremos localmente ahora el esquema obtenido tras adjuntar ra´ıces
N -e´simas de y (con N coprimo con p y suﬁcientemente grande). Entonces,
por la Proposicio´n VI.3.4 se deduce que:
ℓ̂
N
= nsN,
ℓ̂′
N
= n
′
s N.
Consideremos ahora transformaciones monoidales en codimensio´n 2 (en
〈z, y〉 y transformados). Consideremos estas transformaciones tantas veces
como podamos, digamos r (el nu´mero de explosiones en codimensio´n 2 es
intr´ınseco e independiente de todas las elecciones hechas).
Entonces, por la Proposicio´n VI.3.4, las nuevas pendientes bajan en 1 tras
cada transformacio´n. Por otro lado, por el Lema VI.3.5, se puede explotar
siempre que las pendientes sean ≥ 1. Se deduce as´ı que
n
sN − r ≥ 1,
n′
s N − r ≥ 1
}
o equivalentemente {
r ≤ nsN − 1,
r ≤ n′s N − 1.
De hecho, el entero r se deﬁne como el mayor entero para el que se cumplen
estas desigualdades. Ahora bien, para N suﬁcientemente grande, si
n
s
6= n
′
s
,
entonces se cumple [n
s
N
]
6=
[n′
s
N
]
, (VI.16)
donde por [−] denotamos la parte entera del nu´mero racional.
Por tanto, (VI.16) implica en particular que el entero r tiene que tomar
dos valores distintos, lo que nos lleva a contradiccio´n, ya que r es un valor
bien deﬁnido y ﬁjo. 	
VI.4. Canonicidad de las secciones transversales 111
Observacio´n 3.8.
1. El Teorema VI.3.7 nos indica que los exponentes virtuales, hβ,z, que
hemos calculado en la Seccio´n VI.1 de forma local en un punto, glo-
baliza, es decir, es el mismo exponente para cualquier punto de la
hipersuperﬁcie excepcional H.
2. Los exponentes virtuales son independientes de toda eleccio´n hecha,
por tanto, denotaremos a los exponentes virtuales asociados a una
hipersuperﬁcie excepcional Hi por hHi o simplemente hi.
3. La inclusio´n
G ⊂ 〈z〉W 1 ⊙ yhW s
es o´ptima, en el sentido de que dado cualquier otra seccio´n z′ y expo-
nente a tal que
G ⊂ 〈z′〉W 1 ⊙ yaW s,
se tiene que a ≤ h.
4. Canonicidad de las secciones transversales
4.1. Biyeccio´n entre secciones e ideales < z − a > para a ∈ OV (d−1)
Definicio´n 4.2. Fijamos un morﬁsmo V (d)
β−→ V (d−1) y un punto cerrado
x ∈ V (d). Una seccio´n a trave´s de x es un morﬁsmo s : V (d−1) −→ V (d).
Observacio´n 4.3. Podemos pensar una seccio´n a trave´s de x como un subes-
quema liso transversal al morﬁsmo β que pasa por el punto x. Dada esta
identiﬁcacio´n de las secciones con los subesquemas lisos que pasan po x,
ﬁjada una seccio´n s podemos identiﬁcarla con el ideal < z > de OV (d) .
Proposicio´n 4.4. Sea x ∈ V (d) un punto liso, fijamos un morfismo liso
V (d)
β−→ V (d−1). Sea {x1, . . . , xd−1} un sistema regular de para´metros en
OV (d−1),β(x), y sea {x1, . . . , xd−1, z} una extensio´n a un sistema regular de
para´metros en OV (d),x.
Podemos indentificar el ideal < z > con una seccio´n del morfismo β.
Entonces, existe una correspondencia biyectiva entre las secciones del mor-
fismo que pasan por x y los ideales de la forma < z−a >, donde a ∈ Mβ(x),
el ideal maximal del anillo local OV (d−1),β(x).
Demostracio´n. Consideramos la seccio´n s : V (d−1) −→ V (d) que se identiﬁca
con el ideal < Z >. Sea s′ otra seccio´n. Como en otras ocasiones, podemos
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aplicar el Teorema de Preparacio´n de Weierstrass en un entorno e´tale de
x, obteniendo as´ı que s′ es un polinomio mo´nico de grado 1 con te´rmino
independiente un coeﬁciente α ∈ MO
V (d−1),β(x)
, donde α es una funcio´n de
V (d−1) en un entorno e´tale de β(x).
Entonces, s′ queda un´ıvocamente determinado por la expresio´n z + α,
es decir, podemos identiﬁcar cada seccio´n s′ con un ideal < z + α >.
	
4.5. Canonicidad de las secciones transversales.
En el Teorema VI.3.7 demostramos que los exponentes virtuales asocia-
dos a un a´lgebra G y a una hipersuperﬁcie excepcionalH esta´n bien deﬁnidos
y son independientes de la proyeccio´n β y del para´metro z elegidos.
Ahora bien, si consideramos la inclusio´n dada por
G ⊂ 〈z〉W 1 ⊙ yhW s
surge una pregunta natural, ¿que´ relacio´n existe entre los para´metros trans-
versales para los que se cumple esta inclusio´n?
Antes de responder a esta pregunta, empecemos dando unas deﬁniciones
previas.
Definicio´n 4.6. Sea V un esquema liso y E = {H1, . . . ,Hr} un conjun-
to de hipersuperﬁcies lisas con cruzamientos normales. Un ideal monomial
soportado en E es un haz de ideales de la forma
M = I(H1)α1 · I(H2)α2 · · · I(Hr)αr ,
donde αi ∈ Z≥0 (i = 1, . . . , r).
Diremos que un a´lgebra de Rees es un a´lgebra monomial si es de la forma
OV [MW s] para algu´n ideal monomial M y algu´n entero positivo s.
Notacio´n 4.7. Por comodidad en la notacio´n, cuando hagamos referencia
al a´lgebra monomial deﬁnida por OV [MW s], si el anillo en el que estamos
trabajando se puede sobreentender, escribiremos simplemente MW s.
Como consecuencia del Teorema VI.3.7 es natural dar la siguiente deﬁ-
nicio´n:
Definicio´n 4.8. Fijada un a´lgebra G y una hipersuperﬁcie excepcional H,
deﬁniremos como el a´lgebra monomial virtual al a´lgebra monomial deﬁnida
como
MW s ∼ I(H)hW s,
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donde h denota el exponente virtual deﬁnido a lo largo del Cap´ıtulo.
Definicio´n 4.9. Fijemos un a´lgebra G y una hipersuperﬁcie H y el a´lgebra
monomial virtualMW s. Fijada un proyeccio´n β, diremos que un para´metro
transversal z esta´ MW s-adaptado si
G ⊂ 〈z〉W 1 ⊙MW s.
En el siguiente Teorema, veremos que estos para´metros transversales
MW s- adaptados esta´n estrechamente ligados entre s´ı.
Teorema 4.10. (Canonicidad de las secciones transversales) Fijada un a´lge-
bra de Rees G y una hipersuperficie excepcional H, podemos considerar el
monomio virtual MW s. Sea z un para´metro transversal MW s-adaptado.
Entonces, la inclusio´n
G ⊂ 〈z〉W ⊙MW s
es cano´nica, es decir, fijado z′ otro para´metro transversal MW s-adaptado
se cumple que
〈z〉W ⊙MW s = 〈z′〉W ⊙MW s.
Demostracio´n. Dadas dos secciones transversales z, z′ ∈ OV (d) , por la Pro-
posicio´n VI.4.4 podemos pasar de una a otra mediante un cambio de variable
de la forma z′ = uz + α donde u es una unidad en OV (d−1) y α ∈ OV (d−1) .
En el siguiente Lema, daremos un argumento para reducir el problema a
considerar para´metros transversalesMW s-adaptados, z y z′ tales que fpe(z)
y fpe(z
′) este´n escritos en forma normal.
Lema 4.11. Sea z un para´metro transversal MW s-adaptado, es decir, tal
que G ⊂ 〈z〉W 1 ⊙MW s. Fijemos una presentacio´n local
G ∼ OV (d) [fpeW p
e
,∆(α)(fpe)W
pe−α]1≤α≤pe ⊙RG,β.
Si fpe(z) no esta´ escrito en forma normal, entonces los cambios z
′′ = z +
α dados por el algoritmo de limpieza (ve´ase VI.1.24) son compatibles con
MW s, es decir, son de la forma
z′′ = z + α con αW 1 ∈MW s,
o equivalentemente,
〈z〉 ⊙MW s = 〈z′′〉 ⊙MW s.
Demostracio´n. Supongamos que localmente H = {y = 0}, que z es un
para´metro MW s-adaptado y que el polinomio fpe(z) = zpe + a1zpe−1 +
· · ·+ ape no esta´ escrito en forma normal. Entonces, se cumple que
ajW
j ∈MW s
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para todo j = 1, . . . , pe y que
SlH(G, z) ≤ SlH(fpe , z) = rp
e
pe
<
rj
j
para j = 1, . . . , pe − 1 y rpe
pe
∈ Z≥0
donde adema´s
ape = y
rpe (g0 + g1y + . . . )
con gℓ no divisible por y (ℓ = 0, . . . ) y adema´s g0 es una potencia p
e.
El cambio de variable realizado por el algoritmo de limpieza es de la
forma z′′ = z+ yrpeα′ donde α′ ∈ OV (d−1) es tal que α′|y=0 = g0|y=0. No´tese
que como
SlH(G, z) ≤ SlH(fpe , z) = rp
e
pe
,
entonces α = yrpeα′ cumple que αW 1 ∈MW s. 	
Supongamos ahora que z es un para´metro transversal MW s-adaptado,
tal que fpe(z) = z
pe+a1z
pe−1+ · · ·+ape esta´ escrito en forma normal (ve´ase
VI.1.27). Entonces, un cambio de la forma z′′ = uz con u una unidad en
OV (d−1) preserva la forma normal, ya que:
(u−1)p
e
fpe(z
′′) = zp
e
+ u−1a1z
pe−1 + · · ·+ (u−1)peape
= zp
e
+ a˜1z
pe−1 + · · ·+ a˜pe
donde los coeﬁcientes son los mismos que antes salvo el producto por una
unidad, lo que no afecta en cuestiones valorativas relativas al excepcional.
Podemos por tanto considerar u´nicamente cambios de la forma z′ = z+α.
Por el Lema VI.4.11, basta entonces probar que si tenemos dos secciones z
y z′ con z′ = z+α tales que fpe(z) y fpe(z
′) esta´n escritos en forma normal,
entonces
(z − z′)W 1 ∈MW s.
Supongamos que
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape ,
fpe(z
′) = (z′)p
e
+ b1(z
′)p
e−1 + · · ·+ bpe
esta´n escritos en forma normal, que z′ = z + α y que αW 1 /∈ MW s. Como
αW /∈MW s, entonces α es de la forma
α = ysαα′,
donde sα <
h
s y α
′ no divisible por y, por h denotamos el exponente virtual
relativo a y = 0.
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Consideremos ahora la factorizacio´n habitual de los coeﬁcientes de fpe(z),
a1W
1 = yr11 · a′1W 1,
a2W
2 = yr21 · a′2W 2,
...
apeW
pe = y
rpe
1 · a′peW p
e
,
como por construccio´n
rj
j ≥ hs para todo j = 1, . . . , pe, entonces tenemos la
condicio´n en sα dada por
sα <
rj
j
para j = 1, . . . , pe. (VI.17)
Ahora bien,
fpe(z
′) = (z′)p
e
+ b1(z
′)p
e−1 + · · ·+ bpe
= fpe(z + α) = z
pe +∆(p
e−1)(fpe)(α)z
pe−1 + · · ·+ fpe(α),
es decir, para n = 1, . . . , pe − 1 se tiene que
bn = ∆
(pe−n+1)(α) = c1,nα
n−1a1 + · · · + cn−1,nαan−1 + an
= y
(n−1)sα+r1
1 c1,n(α
′)a′1 · · ·+ ysα+rn−11 cn−1,nα′a′n−1 + yrn1 a′n,
con cj,n =
(pe−j
n−j
)
para j < n. Podemos as´ı considerar la factorizacio´n de los
coeﬁcientes bn, respecto de y:
bn = y
ern
1 b
′
n,
donde se cumple que
r˜n ≥ mı´n
1≤j≤n
{(n− j)sα + rj}.
Lema 4.12. Con la notacio´n anterior, se cumple la siguiente desigualdad
(n− j)sα + rj > nsα (VI.18)
para j = 1, . . . , n y n < pe.
Demostracio´n. Supongamos que no es cierto, es decir, (n− j)sα+ rj ≤ nsα,
entonces
(n− j)sα + rj ≤ nsα ⇐⇒ rj ≤ jsα ⇐⇒ sα ≥ rj
j
,
lo que contradice (VI.17). 	
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De este Lema podemos deducir de manera automa´tica que
r˜n > nsα para 1 ≤ n ≤ pe − 1.
Consideremos ahora el te´rmino independiente y su factorizacio´n en fun-
cio´n de y, es decir,
bpe = y
erpe
1 b
′
pe .
Recordemos que
bpe = α
pe + a1α
pe−1 + · · ·+ ape
= yp
esα
1 (α
′)p
e
+ y
(pe−1)sα+r1
1 (α
′)p
e−1a′1 + · · ·+ yrpe1 a′pe .
Lema 4.13. Con la notacio´n anterios, se cumple que
pesα < (p
e − j)sα + rj, (VI.19)
para j = 1, . . . , pe.
Demostracio´n. Supongamos que no es cierto,entonces pesα ≥ (pe−j)sα+rj,
y
pesα ≥ (pe − j)sα + rj ⇐⇒ jsα ≥ rj ⇐⇒ sα ≥ rj
j
lo que contradice (VI.17). 	
Se deduce por tanto que
r˜pe = p
esα.
Por deﬁnicio´n la pendiente de fpe(z
′) relativa a y = 0 se deﬁne como
SlH(fpe , z
′) = mı´n
1≤j≤pe
{ r˜j
j
}
.
A partir de (VI.18) y (VI.19) tenemos que
r˜pe
pe
= sα <
r˜n
n
.
Entonces, dicha pendiente es
SlH(fpe , z
′) = sα <
h
s
,
donde h denota el exponente virtual relativo a y. La canonicidad del mono-
mio virtual (Teorema VI.3.7) y el hecho de que fpe(z
′) esta´ en forma normal
contradicen esta u´ltima desigualdad, quedando as´ı demostrado el Teorema.
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5. El monomio virtual para varias hipersuperficies ex-
cepcionales
5.1. En el contexto de resolucio´n de singularidades, partimos de un a´lge-
bra diferencial simple G ⊂ OV (d) [W ] que adema´s podemos suponer que es
integralmente cerrada. Junto a esta a´lgebra G consideramos una proyeccio´n
transversal V (d)
β−→ V (d−1). En esta situacio´n podemos suponer que existe
una presentacio´n local (ve´ase el Teorema IV.3.2) de la forma
G ∼ OV (d) [fpeW p
e
,∆(α)(fpe)W
pe−α]1≤α≤pe−1 ⊙RG,β,
donde:
(i) RG,β denota el a´lgebra de eliminacio´n en OV (d−1) [W ], y aqu´ı la identi-
ﬁcamos con su pull-back en OV (d) [W ].
(ii) fpe es anal´ıticamente irreducible de orden p
e en cada punto cerrado
x ∈ Sing(G).
Recordemos ahora que una sucesio´n de transformaciones permisibles de
G (ve´ase (II.3)),
G G1 Gr
V (d) V
(d)
1
π1oo . . .oo V
(d)
r
πroo
(VI.20)
induce una sucesio´n
G G1 Gr
V (d)
β

V
(d)
1
π1oo
β1
. . .oo V
(d)
r
πroo
βr

V (d−1) V
(d−1)
1
π′1oo . . .oo V
(d−1)
r
π′roo
(VI.21)
donde:
(i) Cada morﬁsmo vertical βi : V
(d)
i −→ V (d−1)i es una proyeccio´n gene´rica
(es decir, transversal a Gi), localmente en un punto, que domina en el
entorno local escogido.
(ii) La sucesio´n inferior induce una sucesio´n de transformaciones del a´lge-
bra de eliminacio´n RG,β,
V (d−1) V
(d−1)
1
π′1oo . . .oo V
(d−1)
r
π′roo
RG,β (RG,β)1 (RG,β)r
y ma´s au´n, cada (RG,β)i es el a´lgebra de eliminacio´n del a´lgebra Gi
relativa al morﬁsmo V
(d)
i
βi−→ V (d−1)i , es decir, (RG,β)i = RGi,βi.
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En particular, para cada ı´ndice i,
Gi ∼ OV (d)i [f
(i)
pe W
pe ,∆(α)(f
(i)
pe )W
pe−α]1≤α≤pe−1 ⊙ (RG,β)i,
donde ∼ denota que las dos a´lgebras tienen la misma clausura entera y f (i)pe
es el transformado estricto de fpe .
Teorema 5.2. (Bravo-Villamayor, [12]).
Existe una forma cano´nica de definir sucesiones como las dadas en (VI.20)
y (VI.21) de tal forma que el a´lgebra de eliminacio´n (RG,β)r es vac´ıa o es
un a´lgebra monomial soportada en el lugar excepcional.
De hecho, la sucesio´n de transformaciones y el a´lgebra monomial (RG,β)r
son independientes de la proyeccio´n elegida β.
En adelante, consideraremos:
G G1 Gr
V (d)
β

V
(d)
1
π1oo
β1
. . .oo V
(d)
r
πroo
βr

V (d−1) V
(d−1)
1
π′1oo . . .oo V
(d−1)
r
π′roo
RG,β (RG,β)1 (RG,β)r
(VI.22)
como en la formulacio´n del teorema anterior ([12]). De hecho, supondremos
que (RG,β)r ⊂ OV (d−1)r [W ] es un a´lgebra monomial soportada en el lugar
excepcional. Lo mismo sucede con su pull-back a V
(d)
r .
Podemos identiﬁcar (RG,β)r con su pull-back, entonces el a´lgebra de
eliminacio´n se puede escribir como
(RG,β)r = I(H1)α1 . . . I(Hr)αrW s = NW s.
Y por tanto, la presentacio´n local de Gr es de la forma
Gr ∼ OV (d)r [f
(r)
pe W
pe,∆α(f
(r)
pe )W
pe−α]1≤α≤pe−1 ⊙NW s.
Suponiendo este contexto, es natural preguntarse si podemos extender
la construccio´n del monomio virtual que hemos realizado para una hipersu-
perﬁcie excepcional en el caso en el que consideremos varias hipersuperﬁcies
excepcionales.
Aﬁrmamos que existe una forma cano´nica de construir un a´lgebra mo-
nomial virtual, MW s como la descrita en la Deﬁnicio´n VI.4.8, pero para
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varias hipersuperﬁcies excepcionales. Aﬁrmamos tambie´n, que existira´ un
para´metro transversal z ∈ OV (d) tal que
G ⊂ 〈z〉W 1 ⊙MW s,
donde MW s sera´ el a´lgebra monomial virtual soportada en el lugar excep-
cional. Esta inclusio´n sera´ optima en cierto sentido que se detallara´ ma´s
adelante.
Para mostrar esta aﬁrmacio´n, tendremos que ver que existe una cierta
compatibilidad entre las transformaciones permisibles y el a´lgebra monomial
virtual.
5.1. Forma normal simulta´nea para varias hipersuperficies
5.3. Como ya hemos hecho a lo largo del Cap´ıtulo, empezaremos conside-
rando nuestro problema para el caso de una hipersuperﬁcie deﬁnida por un
polinomio mo´nico de grado pe.
Consideremos un polinomio mo´nico de grado pe deﬁnido por
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape
y consideremos una coleccio´n de hipersuperﬁcies excepcionales con cruza-
mientos normales, es decir,
E = {H1, . . . ,Hr}.
donde cada hipersuperﬁcie esta´ deﬁnida de forma local por Hi = {yi = 0}
para i = 1, . . . , r.
Proposicio´n 5.4. (Forma normal simulta´nea). Supongamos la situacio´n des-
crita previamente. Existe un para´metro transversal z tal que fpe(z) esta´ es-
crito en forma normal simulta´neamente para todas las hipersuperficies ex-
cepcional.
Demostracio´n. Veamos la demostracio´n del caso de dos hipersuperﬁcies
excepcionales H1 yH2. Sea fpe un polinomio mo´nico de grado p
e. Denotemos
por y1 e y2 las coordenadas locales de las hipersuperﬁcies excepcionales H1
y H2. Sea z un para´metro transversal para el cual fpe(z) esta´ escrito en
forma normal respecto a y1 (ver Proposicio´n VI.1.28). Una vez hecho esto,
se puede calcular la pendiente de fpe(z) relativa a y2, SlH2(fpe , z). Pueden
darse las siguientes posibilidades:
(1) La pendiente SlH2(fpe , z) =
rn
n para algu´n ı´ndice n ∈ {1, . . . , pe − 1},
donde por rn entendemos el exponente de la factorizacio´n y2 en el
coeﬁciente an.
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En este caso, se alcanza una forma normal simulta´nea para las dos
hipersuperﬁcies.
(2) La pendiente SlH2(fpe , z) =
rpe
pe <
rn
n para n < p
e y
rpe
pe /∈ Z>0.
Entonces, fpe esta´ tambie´n escrito en forma normal relativa a y2.
(3) La pendiente SlH2(fpe , z) =
rpe
pe <
rn
n para n < p
e y
rpe
pe ∈ Z>0.
Entonces para escribir fpe en forma normal relativa a y2, tenemos
que someter a fpe al proceso de limpieza de potencias p
e (ver VI.1.24).
Veamos que este proceso de limpieza conserva la forma normal relativa
a y1.
El polinomio mo´nico
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape ,
es tal que el te´rmino independiente ape tal que se puede factorizar
como
ape = y
rpe
2 y
r′
pe
1 g0 + . . .
Para que sea necesario realizar una limpieza, se tiene que cumplir adi-
cionalmente que
r′
pe
pe ∈ Z≥0. Adema´s se observa que
r′
pe
pe ≥ SlH1(fpe , z),
por lo que el hipote´tico cambio de variables realizado en el proceso de
limpieza es de la forma
z1 = z − y
rpe
pe
1 y
r′
pe
pe
2 α.
En la Proposicio´n VI.1.28 hemos visto que la forma normal es estable
por cambios de variables de este tipo. Por tanto, despue´s del proceso
de limpieza, alcanza una forma normal simulta´nea para y1 e y2.
Por induccio´n, se puede repetir este proceso para el nu´mero total de hiper-
superﬁcies excepcionales que tengamos que considerar. 	
5.2. A´lgebra monomial virtual para varias hipersuperficies
5.5. Recordemos, que queremos trabajar en un contexto ma´s general que
el de una hipersuperﬁcie deﬁnida por un u´nico polinomio. Queremos poder
considerar los monomios virtuales previamente citados para varias hipersu-
perﬁcies en el caso en el que estemos trabajando con a´lgebras. De hecho, la
situacio´n es la que sigue:
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Partimos de un a´lgebra diferencial absoluta G que es integralmente ce-
rrada. Se considera una sucesio´n de transformaciones monoidales
G G1 Gr
V (d)
β

V
(d)
1
π1oo
β1
. . .oo V
(d)
r
πroo
βr

V (d−1) V
(d−1)
1
π′1oo . . .oo V
(d−1)
r
π′roo
RG,β (RG,β)1 (RG,β)r
(VI.23)
como la dada en (VI.22). Es decir, supondremos que (RG,β)r ⊂ OV (d−1)r [W ]
es un a´lgebra monomial soportada en el lugar excepcional, E = {H1, . . . ,Hr}.
Lo mismo sucede con su pull-back a V
(d)
r .
Al identiﬁcar (RG,β)r con su pull-back, el a´lgebra de eliminacio´n se puede
escribir como
(RG,β)r = I(H1)α1 . . . I(Hr)αrW s,
donde vamos a suponer que cada exponente αi es αi ≥ 1, para i = 1, . . . , r.
Si para algu´n ı´ndice j ∈ {1, . . . , r}, αj = 0, se cumple que Sing(Gr) esta´ en-
teramente soportado en la unio´n del resto de hipersuperﬁcies excepcionales,
es decir,
Sing(Gr) ⊂
⋃
i6=j
Hi.
Por tanto, podemos prescindir de esta hipersuperﬁcie Hj.
El problema que surge en este contexto es el de levantar la informacio´n
que se obtiene en cada hipersuperﬁcie excepcional. Es decir, necesitamos jus-
tiﬁcar que se pueda deﬁnir de manera global un a´lgebra monomial virtual
soportada en los excepcionales {H1, . . . ,Hr} y de tal forma que gene´rica-
mente en cada excecpional Hi su deﬁnicio´n coincida con la deﬁnicio´n dada
en la Seccio´n VI.3.
Es otras palabras, el objetivo de esta seccio´n es, ﬁjada una sucesio´n de
transformaciones monoidales como la deﬁnida en (VI.23), demostrar que
existen enteros h1, . . . , hr tales que el a´lgebra
MW s = I(H1)h1 . . . I(Hr)hrW s
es tal que la siguiente inclusio´n es o´ptima
G ⊂ 〈z〉W ⊙MW s,
para cierto para´metro transversal z. De hecho, aﬁrmamos que estos expo-
nentes hi coinciden con los exponentes virtuales deﬁnidos en la Seccio´n VI.3.
Vamos a demostrar por induccio´n, que se puede construir tal a´lgebra
monomial generalizando respetando lo ya hecho en la Seccio´n VI.3. Para ello,
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veamos que las transformaciones monoidales a lo largo de centros permisibles
respetan la inclusio´n monomial.
Podemos as´ı plantear las hipo´tesis de induccio´n necesarias. Supongamos,
por induccio´n que en el ı´ndice i ≤ r (donde i denota la transformacio´n
monoidal en la que nos encontramos) se cumplen las siguientes tres hipo´tesis:
(H0) Los exponentes h1, . . . , hi esta´n deﬁnidos de una manera o´ptima como
en la Seccio´n VI.3.
(H1) Para cada ı´ndice j ≤ i para el que hj ≥ 1, si Gi|Hj denota la restriccio´n
de Gi a Hj , se cumple que
Gi|Hj = OHj
[
f
(i)
pe W
pe
]
,
donde f
(i)
pe denota la restriccio´n de f
(i)
pe a Hj . Adema´s, localmente en
cada punto de Sing(Gi|Hj), 〈f (i)pe 〉 es una potencia pe del ideal de una
hipersuperﬁcie lisa en Hj.
(H2) Para cada x ∈ Sing(Gi), si {Hj1, . . . ,Hjℓ} son las componentes excep-
cionales que contienen a x (con 1 ≤ j1 < · · · < jℓ ≤ i), entonces
Gi ⊂ 〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s
localmente en x.
En te´rminos locales, lo que estamos asumiendo en (H2) es que tenemos
un sistema regular de para´metros adecuado {y1, . . . , yd−1} de OV (d−1)i ,βi(x),
que {z, y1, . . . , yd−1} es un sistema regular de para´metros de OV (d)i ,x y que
yjt deﬁne a Hjt para t = 1, . . . , ℓ.
Consideremos el diagrama obtenido a partir de la transformacio´n mo-
noidal de centro Ci:
V
(d)
i
βi

V
(d)
i+1
πi+1
oo
βi+1

V
(d−1)
i V
(d−1)
i+1
π′i+1
oo
y denotemos por Hi+1 la hipersuperﬁcie excepcional obtenida despue´s de la
explosio´n a lo largo del centro Ci. Siguiendo con la notacio´n usada a lo largo
de la seccio´n, se observa la siguiente inclusio´n de a´lgebras
(RG,β)i+1 ⊂ I(H1)α1 . . . I(Hi+1)αi+1W s,
donde αi+1 ≥ 1. Vamos a deﬁnir ahora hi+1(≤ αi+1) tal que las condiciones
inductivas anteriores pueden ser levantadas a i+ 1.
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A continuacio´n, daremos condiciones en las que el exponente virtual
automa´ticamente queda deﬁnido como hi+1 ≥ 1 o como hi+1 = 0.
Consideremos el morﬁsmo
H
(d)
i
βi−→ H(d−1)i
deﬁnido como la restriccio´n del morﬁsmo liso V
(d)
i
βi−→ V (d−1)i a la hiper-
superﬁcie lisa H
(d)
i y denotemos por Gi la restriccio´n de Gi a H(d)i . En este
contexto se tiene,
Gi ∼ OH(d)i [f
(i)
pe W
pe ,∆(α)(f
(i)
pe )W
pe−α]1≤α≤pe−1 ⊙ (RG,β)iW s,
donde con las barras denotamos la restriccio´n a H
(d)
i . Con esta notacio´n y
por propiedades elementales de las a´lgebras de eliminacio´n, es inmediato ver
que las siguientes condiciones son equivalentes:
(1) El exponente αi ≥ 1.
(2) (RG,β)i es trivial (es decir, es el a´lgebra de Rees que en cada peso
esta´ deﬁnida por el ideal cero).
De hecho, si se cumplen estas condiciones equivalentes, entonces
Gi ∼ OH(d)i [f
(i)
pe W
pe]1≤α≤pe−1
y el morﬁsmo ﬁnito dado por
(H
(d)
i ⊃) V
(
f
(i)
pe
) −→ H(d−1)i
es puramente inseparable (ve´ase [56]).
La siguiente condicio´n geome´trica diferenciara´ las componentes del lugar
excepcional:
(CD) Sing
(Gi|H(d)i ) tiene codimensio´n pura uno en H(d)i .
Esta condicio´n geome´trica (CD) esta´ estrechamente relacionada con el
invariante τ . Adema´s, si (CD) se cumple, entonces tambie´n se cumplen las
dos condiciones equivalentes (1) y (2).
La prueba de la siguiente Proposicio´n mostrara´ que si Ci−1 es el centro
de la transformacio´n monoidal V
(d)
i−1
πCi−1←− V (d)i , entonces la condicio´n (CD)
se cumple si y so´lo si se dan las siguientes condiciones:
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(a) el orden de (RG,β)i−1 es > 1 a lo largo de Ci−1 (o equivalentemente,
(RG,β)i es el a´lgebra nula ya que en este caso αi > 0).
(b) f
(i)
pe es localmente un potencia p
e de una hipersuperﬁcie lisa en H
(d)
i .
Proposicio´n 5.6. Si se cumple la condicio´n (CD) para H
(d)
i , entonces el
invariante τ de Gi−1 es 1 a lo largo de los puntos cerrados de Ci−1.
Demostracio´n. Localmente en un punto cerrado x ∈ Ci−1 existe un morﬁsmo
transversal
V
(d)
i−1
βi−1−→ V (d−1)i−1 ,
y una presentacio´n local de Gi−1 de la forma
Gi−1 ∼ OV (d)i−1 [f
(i−1)
pe W
pe ,∆(α)(f
(i−1)
pe )W
pe−α]1≤α≤pe−1 ⊙ (RG,β)i−1,
tal que x es un punto de orden pe de f
(i−1)
pe y, localmente en el punto, la
proyeccio´n βi−1 es transversal a la hipersuperﬁcie deﬁnida por f
(i−1)
pe .
Bajo estas condiciones, si τGi−1 = 1, entonces el a´lgebra de eliminacio´n
tiene invariante τ igual a cero (ya que por el Corolario IV.3.5, se cumple que
τGi−1 ≥ τRGi−1,β + 1). De forma equivalente, si τGi−1 = 1, entonces el orden
del a´lgebra de eliminacio´n (RG,β)i−1 es > 1 en OV (d−1)i−1 ,βi−1(x).
Si τGi−1 = 1 a lo largo de todos los puntos cerrados del centro Ci−1,
entonces
ord((RG,β)i−1)(βi−1(x)) > 1,
para todo punto cerrado βi−1(x) ∈ βi−1(Ci−1) ⊂ V (d−1)i−1 . Por tanto,
ord(β∗i−1((RG,β)i−1))(x) > 1
a lo largo de los puntos cerrados x ∈ Ci−1.
Supongamos primero que Ci−1 es un punto cerrado y que Sing(Gi) tie-
ne codimensio´n pura 1. Entonces, InI(Ci−1)(f
(i−1)
pe ) ∈ grI(Ci−1)(OV (d)i−1) (los
polinomios homoge´neos no nulos de grado pe) induce una hipersuperﬁcie
en Proj(grI(Ci−1)(OV (d)i−1)) que contiene una hipersuperﬁcie de puntos de or-
den pe. Bajo estas condiciones, aﬁrmamos que esto so´lo puede suceder si
InI(Ci−1)(f
(i−1)
pe ) es una potencia p
e de una forma lineal.
Para demostrar esta u´ltima aﬁrmacio´n, basta con observar que
Proj(grI(Ci−1)(OV (d)i−1))
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es la ﬁbra del blow-up y f
(i)
pe esta´ inducido por el polinomio homoge´neo
InI(Ci−1)(f
(i−1)
pe ) (que es homoge´neo de grado p
e). Los puntos donde f
(i)
pe
tiene orden exactamente pe es la variedad lineal deﬁnida por el subespacio
lineal de ve´rtices L (ve´ase IV.1.3).
Con esto probamos la proposicio´n suponiendo que Ci−1 es un punto
cerrado.
Veamos ahora el caso general, supongamos que Ci−1 no es necesariamente
un punto cerrado. Consideremos
H
(d)
i = Proj(grI(Ci−1)(OV (d)i−1)) −→ Ci−1.
La ﬁbra en cada punto cerrado x ∈ Ci−1 es el espacio proyectivo
Proj
(O
V
(d)
i−1
/Mx ⊗ grI(Ci−1)(OV (d)i−1)
)
.
Si {z1, . . . , zd} es un sistema regular de para´metros en OV (d)i−1,x tal que el
ideal del centro es I(Ci−1) = 〈z1, . . . , zs〉, entonces
grMx(OV (d)i−1,x) = k
′[z1, . . . , zd],
grI(Ci−1)(OV (d)i−1,x) = OV (d)i−1,x/〈z1, . . . , zs〉[z1, . . . , zs].
Existe una inclusio´n natural dada por
O
V
(d)
i−1
/Mx ⊗ grI(Ci−1)(OV (d)i−1) →֒ grMx(OV (d)i−1),
de tal forma que Inx(Gi−1) (en grMx(OV (d)i−1)) esta´ generado por la imagen
de la clase de InI(Ci−1)(Gi−1) en OV (d)i−1/Mx ⊗ grI(Ci−1)(OV (d)i−1).
En particular, se deduce que el invariante τ de Inx(Gi−1) es el invariante
τ de (InI(Ci−1)(Gi−1))x en OV (d)i−1/Mx ⊗ grI(Ci−1)(OV (d)i−1).
Por lo tanto, la demostracio´n de la Proposicio´n se puede reducir al caso
recie´n probado en el que Ci−1 es un punto cerrado. 	
Proposicio´n 5.7. La Proposicio´n VI.5.6 es una equivalencia en el caso en
el que el centro de explosio´n, Ci−1, sea un punto cerrado.
Demostracio´n. Supongamos que τGi−1 = 1 y que Ci−1 es un punto cerrado.
Sean {y1, . . . , yd−1} un sistema regular de para´metros de OV (d−1)i−1 ,β(Ci−1) y z
es un para´metro transversal tal que {z, y1, . . . , yd−1} es un sistema regular
de para´metros de O
V
(d)
i−1,Ci−1
.
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Si τGi−1 = 1, entonces InI(Ci−1)(f
(i−1)
pe ) es una potencia p
e de una forma
lineal en grI(Ci−1)(OV (d)i−1) = k[z, y1, . . . , yd−1], donde con las barras deno-
tamos la forma inicial de los elementos del sistema regular de para´metros
{z, y1, . . . , yd−1}.
Como InI(Ci−1)(f
(i−1)
pe ) es una potencia p
e de una forma lineal, entonces
∆
(s)
z (f
(i−1)
pe ) tienen clase inicial igual a cero en I(Ci−1)
pe−s/I(Ci−1)
pe−s+1
para todo 1 ≤ s ≤ pe − 1. As´ı, Gi es el a´lgebra en Proj(grI(Ci−1)(OV (d)i−1))
inducida por (In(f
(i−1)
pe ))W
pe (en el espacio proyectivo).
En este caso, Sing(Gi) es un espacio lineal de codimensio´n pura igual a
uno. 	
Observacio´n 5.8. La Proposicio´n VI.5.7 no es cierta al considerar centros
que no son puntos cerrados. Por ejemplo, consideremos el a´lgebra de Rees
G generada por el polinomio
f(Z) = Z2 +X21X
5
3 +X
3
3X
3
2
en k[X1,X2,X3, Z] (donde k es un cuerpo de caracter´ıstica 2). Sea C el
centro permisible deﬁnido por la recta X3, es decir, I(C) = 〈Z,X1,X2〉. En
este ejemplo es fa´cil ver que τG = 1 a lo largo de los puntos cerrados de C.
Si consideramos ahora la transformacio´n monoidal de centro C, en la
carta UX1 (la carta que se obtiene al dividir por X1), se obtiene que el
transformado de f es
f1(Z) = Z
2 +X53 +X
3
3X
3
2X1,
donde por comodidad de notacio´n reescribimos las nuevas coordenadas de la
carta porX1,X2,X3 y Z. La restriccio´n de f1 a la hipersuperﬁcie excepcional
{X1 = 0} es f1(Z) = Z2 +X53 , por lo tanto Sing(G1) no tiene codimensio´n
pura igual a uno.
Observacio´n 5.9. Recordemos que la Condicio´n (CD) se cumple en la hi-
persuperﬁcie excepcional H
(d)
i si la restriccio´n del a´lgebra de Rees Gi a H(d)i
(denote´mosla por Gi), es tal que Sing(Gi) es una hipersuperﬁcie de codi-
mensio´n pura igual a uno en H
(d)
i . Si x ∈ Sing(Gi) es un punto cerrado y
si
O
V
(d)
i
[f
(i)
pe W
pe ,∆α(f
(i)
pe )W
pe−α]1≤α≤pe−1 ⊙ (RG,β)i
es una presentacio´n local de Gi en x, entonces
O
H
(d)
i
[
f
(i)
pe W
pe
]
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es una presentacio´n local de Gi, y adema´s f (i)pe es una potencia pe de una
hipersuperﬁcie lisa en H
(d)
i (localmente en x).
Supongamos que se cumple la inclusio´n Gi ⊂ 〈z〉W ⊙MW s donde, to-
mando coordenadas locales, el a´lgebra monomial se expresa como
MW s = yh11 . . . yhii W s
(con hj ≤ αj para j = 1, . . . , i). Considerando ahora
f
(i)
pe = z
pe + a1z
pe−1 + · · ·+ ape ,
se sigue que ajW
j ∈ 〈yh11 . . . yhii 〉W s para j = 1, . . . , pe. Es decir,
hi ≥ 1 ⇐⇒ f (i)pe |{yi=0} = zp
e
⇐⇒ H(d)i = {yi = 0} cumple (CD).
5.10. Estrategia para el paso inductivo:
En vista de que si la Condicio´n (CD) no se cumple, esto implica que
hi+1 = 0 (y por tanto el exponente hi+1 queda ya deﬁnido), vamos a suponer
entonces que que la Condicio´n (CD) se cumple para Hi+1.
Comenzaremos nuestra argumentacio´n mostrando que en cualquier pun-
to cerrado x′ ∈ Sing(Gi+1) ∩Hi+1 existe un sistema regular de para´metros
{y1, . . . , yd−1} en OV (d−1)i+1 ,βi+1(x′) tal que
Gi+1 ⊂ 〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
yi+1
)
W s, (VI.24)
donde los {yjt} deﬁnen las hipersuperﬁcies excepcionales diferentes de Hi+1
que contienen a x′, yi+1 deﬁne a Hi+1.
La Condicio´n (VI.24) es un corolario del Lema VI.5.11 y de la Observa-
cio´n VI.5.13.
Una vez probado esto, observaremos que los cambios de variables nece-
sarios para llegar a una expresio´n de la forma
Gi+1 ⊂ 〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
y
hi+1
i+1
)
W s,
(proceso de limpieza) son compatibles con el monomio
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s
Lema 5.11. Supongamos las hipo´tesis inductivas dadas por (H0), (H1) y
(H2). Recordemos que localmente para cualquier punto cerrado x de Ci (⊂
V
(d)
i ), existe una expresio´n
Gi ⊂ 〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s. (VI.25)
Entonces:
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(i) Existe un para´metro transversal z′ tal que 〈z′〉 ⊂ I(Ci) y
〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s = 〈z′〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s
(ii) Si τGi(x) = 1, entonces el para´metro z
′ se puede elegir con la condicio´n
adicional de cumplir que Inx(〈f (i)pe 〉) es una potencia pe de Inx(z′) en
grx(OV (d)i ,x).
Observacio´n 5.12. Reemplazamos los anillos locales O
V
(d)
i ,x
y O
V
(d−1)
i ,βi(x)
por sus completados k′[[z, y1, . . . , yd−1]] y k
′[[y1, . . . , yd−1]]. Por hipo´tesis y
por (VI.25) podemos tomar:
f
(i)
pe (z) = z
pe + a1z
pe−1 + · · ·+ ape ∈ k[[z, y1, . . . , yd−1]]
con
aαW
α ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s con α = 1, . . . , pe. (VI.26)
Vea´moslo. Una presentacio´n local de Gi en x esta´ dada por
Gi ∼ OV (d)i [f
(i)
pe W
pe ,∆(α)(f
(i)
pe )W
pe−α]1≤α≤pe−1 ⊙ (RG,β)i,
y ahora (VI.26) se deduce de
∆(α)(f
(i)
pe )W
pe−α ∈ 〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s,
para α = pe − 1, . . . , 0.
En el Lema VI.5.11 aﬁrmamos que existe un para´metro transversal z′
tal que
〈z〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s = 〈z′〉W ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s
y adema´s z′ ∈ I(Ci).
Asumiendo este resultado como cierto, la transversalidad implica que
βi(Ci) es un centro liso en V
(d−1)
i y se puede asumir que I(β(Ci)) = 〈y1, . . . , yt〉
e I(Ci) = 〈z′, y1, . . . , yt〉.
Demostracio´n del Lema VI.5.11. Fijemos la misma notacio´n que previamen-
te. Como Ci es un centro permisible para Gi, entonces βi(Ci) es un centro
permisible para (RG,β)i en V (d−1)i . Supongamos que el ideal de deﬁnicio´n de
βi(Ci) esta´ dado por
I(βi(Ci)) = 〈y1, . . . , yr〉
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localmente en βi(x). Denotemos
S = O
V
(d−1)
i
/〈y1, . . . , yr〉.
Se observa que S es un anillo local regular.
El a´lgebra de eliminacio´n (RG,β)i esta´ generada en OV (d−1)i por elementos
homoge´neos, digamos
g1W
s1, . . . , gqW
sq ∈ (RG,β)i
donde cada gj tiene orden al menos sj ≥ 1 en el centro deﬁnido por 〈y1, . . . , yr〉.
En particular, para cada j = 1, . . . , q se cumple que
gj ∈ 〈y1, . . . , yr〉j .
Argumentando de manera ana´loga, se cumple este mismo hecho para el
a´lgebra de eliminacio´n de f
(i)
pe = z
pe + a1z
pe−1 + · · ·+ ape .
Por tanto,
f
(i)
pe = f
(i)
pe |y1=0,...,yr=0 ∈ S[z]
tiene un a´lgebra de eliminacio´n que es cero. Bajo esta condicio´n, en [56] se
prueba que entonces
f
(i)
pe = (z
pe
′
+ γpe′ )
pe
′′
,
donde e′ + e′′ = e, γpe′ ∈ S y zp
e′
+ γpe′ es irreducible.
No´tese que la condicio´n z ∈ I(Ci) se cumple si y so´lo si f (i)pe = zp
e
.
Observemos ahora que si se cumple ji ≤ r para algu´n ı´ndice en (VI.25),
es decir, si uno de los para´metros excepcionales forman parte del centro,
entonces γpe′ = 0. Esta aﬁrmacio´n se sigue del hecho de que todos los coeﬁ-
cientes cumplen que
aiW
i ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s.
Resta por considerar el caso en el que ji ≥ r+1 para todo ı´ndice en (VI.25).
Aﬁrmamos que entonces e′ = 0, es decir, que f
(i)
pe = (z− γ)p
e
para algu´n
elemento γ ∈ S.
Si esta aﬁrmacio´n se cumple, entonces γp
e
es la clase de ape en S. Por
otro lado,
apeW
pe ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ∈ O
V
(d−1)
i
[W ],
y entonces, se sigue que
γp
e
W p
e ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ∈ S[W ]
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y en particular
γW ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ∈ S[W ].
Finalmente podemos considerar un elemento α ∈ O
V
(d−1)
i
tal que
αW ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ∈ O
V
(d−1)
i
[W ]
y tal que αW induce γW ∈ S[W ].
Si consideramos ahora un cambio de variables de la forma z′ 7→ z − α,
tendremos que el para´metro z′ cumple la condicio´n (i) del Lema, y es tal
que z′ ∈ I(Ci).
Nos resta, por mostrar que e′ = 0. Vea´moslo
El centro Ci esta´ incluido en los puntos de multiplicidad p
e de la hiper-
superﬁcie deﬁnida por f
(i)
pe . La fo´rmula de multiplicidad de Zariski (Teorema
V.1.1) nos garantiza que el un morﬁsmo ﬁnito
Ci −→ βi(Ci)
es un isomorﬁsmo localmente en x (y βi(x)).
Ahora bien, βi(Ci) esta´ deﬁnido por Spec(S) y Ci esta´ deﬁnido por una
componente irreducible de f
(i)
pe ∈ S[z]. Pero como la u´nica componente irre-
ducible de f
(i)
pe es z
pe
′
+ape′ , se deduce, a partir del isomoﬁsmo anterior, que
e′ = 0.
Para probar el apartado (ii) del Lema, haremos uso del apartado (i).
Supongamos as´ı que tenemos
f
(i)
pe (z) = z
pe + a1z
pe−1 + · · · + ape ,
donde z es un para´metro transversal tal que z ∈ I(Ci)
Supongamos que I(Ci) = 〈z, y1, . . . , yr〉 y deﬁnamos como
Q = 〈y1, . . . , yr〉 ⊂ OV (d−1)i ,
el ideal de deﬁnicio´n de βi(Ci). As´ı, se cumple que
νQ(ai) ≥ i, i = 1, . . . , pe
y, a menos de clausura entera,
aiW
i ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ⊂ O
V
(d−1)
i
[W ].
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Consideremos grMx(OV (d)i ) = k[Z, Y1, . . . , Yd−1] donde Z = Inx(z) y
Yi = Inx(yi). Como τx = 1, entonces
Inx(f
(i)
pe ) = Z
pe +Ape(Y1, . . . , Yd−1) ∈ k[Z, Y1, . . . , Yd−1],
donde Ape es una potencia p
e. Ma´s au´n Ape es un polinomio homoge´neo
en las variables {Y1, . . . , Yr} (es decir, Ape = Ape(Y1, . . . , Yr)). Esta u´ltima
aﬁrmacio´n se deduce del hecho de que Ape es la clase de ape en grMx(OV (d)i )
en grado pe y ape ∈ 〈y1, . . . , yr〉pe .
Como apeW
pe ∈
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s ⊂ O
V
(d−1)
i
[W ] se sigue que
ApeW
pe ∈
(
Y
hj1
j1
. . . Y
hjℓ
jℓ
)
W s ⊂ k[Z, Y1, . . . , Yd−1][W ].
As´ı,
Zp
e
+Ape(Y1, . . . , Yr) = (Z +B(Y1, . . . , Yr))
pe ∈ k[Z, Y1, . . . , Yd−1],
para B = λ1Y1 + λ2Y2 + · · · + λrYr, con λi ∈ k. Adema´s,
(BW )p
e
= ApeW
pe ∈
(
Y
hj1
j1
. . . Y
hjℓ
jℓ
)
W s ⊂ k[Z, Y1, . . . , Yd−1][W ].
En particular
BW ∈
(
Y
hj1
j1
. . . Y
hjℓ
jℓ
)
W s ⊂ k[Z, Y1, . . . , Yd−1][W ].
Observamos primero que B tiene que ser cero (y por tanto Ape = 0),
siempre que ℓ ≥ 2. El caso que nos ocupa es cuando B pudiera no ser cero,
esto es si ℓ = 1 y jl ≤ r.
En este caso B = λjlYjl y la condicio´n
BW ∈
(
Y
hj1
j1
)
W s ⊂ k[Z, Y1, . . . , Yd−1][W ]
so´lo se puede cumplir si hjl ≤ s. En este caso, consideremos el cambio
de variables dado por z′ = z + λjlyjl. Este cambio cumple las condiciones
pedidas y, en particular, el apartado (ii) del Lema queda demostrado.
Finalmente, observamos que si ℓ = 0, entonces es suﬁciente con conside-
rar el cambio dado por α = λ1y1 + λ2y2 + · · ·+ λryr, y de nuevo tendremos
que z − α ∈ I(Ci). 	
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Observacio´n 5.13. Vamos a probar ahora la Fo´rmula (VI.24). Recordemos
que I(Ci) ⊂ OV (d)
i
,x
es el ideal generado por 〈z, y1, . . . , yt〉 y
Gi ⊂ 〈z〉 ⊙
(
y
hj1
j1
. . . y
hjℓ
jℓ
)
W s,
(ve´ase (VI.25)).
Fijemos ahora un punto cerrado x′ ∈ Sing(Gi+1)∩Hi+1 que se aplica en
x. Supongamos que y1 deﬁne Hi+1 en OVi+1,x′. Por el Lema VI.5.11 (ii), zy1
no es un elemento invertible de OVi+1,x′ .
Entonces,
Gi+1 ⊂
〈 z
y1
〉
W ⊙
((yj1
y1
)hj1
. . .
(yjℓ′
y1
)hj
ℓ′
)
W s,
donde (
yj1
y1
), . . . , (
yj
ℓ′
y1
) se corresponden con los transformados estrictos de las
hipersuperﬁcies del lugar excepcional que contienen al punto x′.
Para probar (VI.24) basta con comprobar que
Gi+1 ⊂ 〈z′〉W ⊙
(
y1
(yj1
y1
)hj1
. . .
(yjℓ′
y1
)hj
ℓ′
)
W s,
para una eleccio´n adecuada de z′ tal que
z′ ∈ 〈 z
y1
〉
W ⊙
((yj1
y1
)hj1
. . .
(yjℓ′
y1
)hj
ℓ′
)
W s.
Este hecho se sigue por los mismos argumentos que hemos usado para
probar el Lema VI.5.11.
Observacio´n 5.14. Los cambios de variables necesarios para calcular hi+1
son compatibles con la inclusio´n
Gi+1 ⊂ 〈z′〉W ⊙
(
yj1W
hj1 . . . yjℓ′W
hj
ℓ′
)
W s.
Sea z′ ﬁjado como en la Observacio´n VI.5.13. Consideremos la presentacio´n
local de Gi+1:
Gi+1 ∼ OV (d)i+1 [f
(i+1)
pe ,∆
(α)
(
f
(i+1)
pe
)
W p
e−α]1≤α≤pe−1 ⊙ (RG,β)i+1.
Podemos as´ı calcular,
SlHi+1(f
(i+1)
pe , z
′)
y estudiar si f
(i+1)
pe (z
′) esta´ escrito en forma normal relativa a yi+1. Co-
mo vimos en la Proposicio´n VI.5.4, podemos alcanzar una forma normal
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simulta´nea para todas las hipersuperﬁcies excepcionales que pasan por x′,
respetando la estructura monomial que ten´ıamos ya ﬁjada.
Por tanto, los cambios de variable necesarios para calcular hi+1 son com-
patibles con la estructura monomial.
Gracias a la discusio´n que hemos mantenido a lo largo de esta Seccio´n,
estamos ya en condiciones de enunciar el siguiente Teorema:
Teorema 5.15. Existe un a´lgebra monomial MW s que esta´ definida de for-
ma natural y es o´ptima cumpliendo las condiciones:
(i) El ideal monomial M divide al ideal monomial del a´lgebra de elimina-
cio´n, es decir,
M = I(H1)h1 . . . I(Hr)hr con 0 ≤ hi ≤ αi para i = 1, . . . , r.
(ii) Localmente en cada punto, existe una seccio´n transversal z ∈ OV (d) tal
que
Gr ⊂ 〈z〉W ⊙MW s. (VI.27)
A este a´lgebra monomial MW s la llamaremos a´lgebra monomial virtual.
Adema´s, este a´lgebra MW s definida de forma local, globaliza y es inde-
pendiente de la proyeccio´n gene´rica β elegida.
Demostracio´n. Se sigue de la discusio´n realizada a lo largo de toda la Sec-
cio´n y del Teorema VI.3.7 	
Observacio´n 5.16. El a´lgebra monomial virtual MW s es o´ptima en el sen-
tido de que para toda a´lgebra monomial M1W s para la que G ⊂ 〈z〉W 1 ⊙
M1W s, se cumple que
MW s ⊂M1W s,
es decir, en cierto modo MW s es el a´lgebra monomial ma´s “cercana” a G.
Observacio´n 5.17. La condicio´n (ii) se puede interpretar como que local-
mente en x ∈ Sing(Gr) existe un elemento de orden 1, digamos z ∈ OV (d)r ,x,
que deﬁne una seccio´n local de V
(d)
r −→ V (d−1)r , tal que
Gr ⊂ 〈z〉W ⊙MW s.
En particular, esto implica que
Sing(Gr) ⊃ Sing(〈z〉W ⊙MW s).
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A partir de esta inclusio´n, se deduce que un centro permisible para el a´lgebra
〈z〉W ⊙MW s es un centro permisible para el a´lgebra Gr. Por lo tanto, una
resolucio´n de 〈z〉W ⊙MW s induce una sucesio´n de transformaciones de Gr.
Gracias a la transversalidad del para´metro z, existe una identiﬁcacio´n
natural entre 〈z〉W ⊙ MW s ⊂ O
V
(d)
r
[W ] y MW s ⊂ O
V
(d−1)
r
[W ], por lo
tanto una resolucio´n de una de ellas se alcanza de forma equivalente a una
resolucio´n de la otra.
Por otro lado una resolucio´n de un a´lgebra de Rees monomial como
MW s ⊂ O
V
(d−1)
r
[W ] es fa´cil de alcanzar por medio de explosiones en cen-
tros deﬁnidos de manera combinatoria en funcio´n de los exponentes hi del
monomio M (ve´ase por ejemplo [21]).
Un centro de este tipo en V
(d−1)
r es tambie´n permisible para el a´lgebra de
eliminacio´n NW s y sus transformadas (ya que para cada ı´ndice 1 ≤ i ≤ r
tenemos que hi ≤ αi). Estos centros pueden levantarse de forma u´nica a
un centro permisible liso de Gr, de tal forma que sesa independiente de la
eleccio´n del para´metro transversal z en la expresio´n anterior.
Esta u´ltima aﬁrmacio´n se deduce gracias a la fo´rmula de multiplicidad de
Zariski (ve´ase Teorema V.1.1). Si aplicamos dicha fo´rmula a la restriccio´n
Xr
βr−→ V (d−1)r (donde Xr denota la hipersuperﬁcie deﬁnida por f (r)pe ) se
deduce que el levantamiento es u´nico.
Resumiendo, una resolucio´n deMW s en O
V
(d−1)
r
induce una sucesio´n de
transformaciones de Gr,
Gr Gr+1 GR
V
(d)
r V
(d)
r+1
oo . . .oo V
(d)
R
oo
deﬁnida por completo en te´rminos de los exponentes de las hipersuperﬁcies
excepcionales del ideal monomial M.
Adicionalmente, como mostramos en el Teorema VI.4.10, las secciones
transversales son cano´nicas:
Teorema 5.18. (Canonicidad de las secciones transversales). Fijemos una su-
cesio´n de transformaciones monoidales permisibles
G G1 Gr
V (d)
β

V
(d)
1
π1oo
β1
. . .oo V
(d)
r
πroo
βr

V (d−1) V
(d−1)
1
π′1oo . . .oo V
(d−1)
r
π′roo
RG,β (RG,β)1 (RG,β)r
(VI.28)
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Sea E = {H1, . . . ,Hr} el lugar excepcional.En este contexto, podemos con-
siderar el a´lgebra monomiol virtual MW s. Sea z un para´metro transversal
MW s-adaptado. Entonces, la inclusio´n
G ⊂ 〈z〉W ⊙MW s
es cano´nica, es decir, fijado z′ otro para´metro transversal MW s-adaptado
se cumple que
〈z〉W ⊙MW s = 〈z′〉W ⊙MW s.
Demostracio´n. Se sigue de la discusio´n realizada a lo largo de la Seccio´n,
del Teorema y de la Proposicio´n VI.5.13. 	
6. Algunos resultados relacionados con el a´lgebra vir-
tual
En esta seccio´n presentaremos una serie de resultados que nos relacionan
el a´lgebra virtual, el a´lgebra de eliminacio´n y ciertas situaciones particulares
del problema que estamos tratando llegado el caso monomial (o no necesa-
riamente).
Teorema 6.1. Supongamos la misma situacio´n que a lo largo del cap´ıtulo y
supongamos que estamos en el caso monomial de [12], es decir, el a´lgebra
de eliminacio´n es
(RG,β)r = OV (d−1) [I(H1)α1 · · · · · I(Hr)αrW s].
Entonces,
(1) Si (RG,β)r =MW s (donde MW s denota el a´lgebra virtual), entonces
existe una hipersuperficie de contacto maximal.
(2) Si (RG,β)r 6= MW s, entonces existe un sub´ındice i tal que αi 6= hi.
Para los sub´ındices i para lo que esto sucede, si
fpe(z) = z
pe + a1z
pe−1 + · · ·+ ape
esta´ escrito en forma normal relativa a yi, entonces
hi =
rpe
pe
s,
donde por rpe denotamos el exponente de yi que podemos factorizar en
ape.
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Demostracio´n. Empecemos suponiendo que (RG,β)r = MW s y considere-
mos el polinomio mo´nico fpe(z) = z
pe +a1z
pe−1+ · · ·+ape de grado pe de la
presentacio´n local escrito en forma normal. Por (VI.26) tenemos que cada
coeﬁciente es tal que
aℓW
ℓ ∈MW s paraℓ = 1, . . . , pe.
Como MW s = (RG,β)r y β∗r ((RG,β)r) ⊂ Gr, entonces
a1W
1, . . . , apeW
pe ∈ Gr.
En particular, zW 1 satisface la relacio´n de clausura entera dada por el po-
linomio
G(λ) = λp
e
+ (a1W
1)λp
e−1 + · · · + (ape − fpe)W pe ,
es decir, G(zW 1) = 0. Entonces, a menos de clausura entera, zW 1 ∈ Gr. Y
por tanto, este elemento de orden uno del a´lgebra deﬁne una hipersuperﬁce
de contacto maximal para Gr.
Supongamos ahora que (RG,β)i 6= MW s, es decir, estamos suponiendo
que existe un ı´ndice i ≤ r para el cual el exponente del ideal de la hipersu-
perﬁcie excepcional Hi, diﬁere entre el a´lgebra de eliminacio´n y el a´lgebra
virtual. Es decir, para este ı´ndice i ≤ r, se cumple
hi 6= αi.
En particular, como hi = mı´n{αi, SlH(fpe , z)·s} donde suponemos que fpe(z)
esta´ escrito en forma normal y SlH(fpe , z) denota la pendiente relativa a la
hipersuperﬁcie Hi respecto de z, se tiene
hi = SlH(fpe , z) < αi.
Supongamos que
SlH(fpe , z) =
rn
n
con n < pe. Entonces el Teorema VI.2.4 aﬁrma que hi = αi, lo que nos lleva
a contradiccio´n.
Por tanto, la u´nica posibilidad es que la pendiente se alcance exclusiva-
mente en el te´rmino independiente ape , es decir,
hi =
rpe
pe
s.
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Observacio´n 6.2. En el Teorema VI.6.1 (2) el rec´ıproco no es siempre cierto.
Consideremos por ejemplo el a´lgebra diferencial generada por
(T 2 +XY Z)W 2,
con a´lgebra de eliminacio´n
RG,β = OV (3) [XYW 1,XZW 1, Y ZW 1].
Realizamos una explosio´n en el origen y supongamos que localmente estamos
en la carta UX , volvemos a realizar otra explosio´n en el origen y consideramos
la carta UY , entonces tenemos la siguiente situacio´n
G2 = OV (4)2 [(T
2
2 +X2Y2Z2)W
2,X2Y2W
1] y
(RG,β)2 = OV (3)2 [X2Y2W
1],
localmente hemos alcanzado el caso monomial y es sencillo comprobar que
MW 2 = O
V
(3)
2
[X2Y2W
2].
Ahora bien, si suponemos que Z2 6= 0, entonces tenemos contacto ma-
ximal, pero no se cumple la igualdad entre el a´lgebra de eliminacio´n y el
a´lgebra virtual.
A continuacio´n enunciaremos una serie de resultados deducibles del Teo-
rema VI.6.1.
Corolario 6.3. Sea fpe(z) mo´nico de grado p
e de nuestro a´lgebra Gr escri-
to en forma normal. Supongamos que la pendiente de fpe relativa a una
hipersuperficie excepcional definida localmente por {yi = 0}, es tal que
SlHi(fpe , z) < ordξHi ((RG,β)i).
Sea f ′
pe′
(z′) otro polinomio mo´nico escrito en forma normal. Entonces,
su pendiente relativa a este excepcional cumplira´
SlHi(fpe , z) = SlHi(f
′
pe , z
′)
y de hecho, en ambos casos, el mı´nimo de la pendiente se alcanza u´nicamente
en el coeficiente independiente.
Demostracio´n. De la demostracio´n de (2) del Teorema VI.6.1 se deduce que
si SlHi(fpe , z) < ordξHi ((RG,β)i), entonces el exponente hi esta´ deﬁnido por
la pendiente SlHi(fpe , z).
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Por otro lado, se cumple SlHi(fpe , z) < ordξHi ((RG,β)i) si y so´lo si
SlHi(fpe , z) =
rpe
pe
y SlHi(fpe , z) <
rn
n
para n = 1, . . . , pe − 1.
Ahora bien, consideremos cualquier otro polinomio mo´nico f ′
pe′
(z′) de
grado pe
′
que este´ escrito en forma normal. Como ordξHi ((RG,β)i) y hi son
invariantes (globales e independientes de la proyeccio´n elegida, ve´ase [12]
para ordξHi ((RG,β)i) y el Teorema VI.3.7 para hi), entonces
SlHi(f
′
pe , z
′) = hi < ordξHi ((RG,β)i).
Por tanto, por el Teorema VI.6.1 (2) se deduce que la pendiente se alcan-
za u´nicamente en el te´rmino independiente y es la que deﬁne el exponente
virtual. 	
Corolario 6.4. Consideremos un polinomio mo´nico fpe(z) escrito en forma
normal respecto de H1, . . . ,Hr. Sea Rfpe el a´lgebra de eliminacio´n del poli-
nomio fpe(z). Entonces,
SlHi(fpe , z) ≤ ordξHi ((Rfpe )i),
para todo ı´ndice i = 1, . . . , r.
Demostracio´n. La demostracio´n de este Corolario sigue una forma de ar-
gumentacio´n ana´loga a la del Teorema VI.3.7. Supongamos, para llegar a
contradiccio´n, que existe un ı´ndice i ∈ {1, . . . , r} para el cual
SlHi(fpe , z) > αi,
Como vimos en el Teorema VI.3.7 podemos adjuntar ra´ıces N -e´simas de yi
(para N coprimo con p). Por el Lemas VI.3.2, se cumple que
SlHi(f̂
N
pe , z) = N · SlHi(fpe , z)
Si denotamos por αi el orden a lo largo del excepcional de Rfpe y por α̂
N
i
el orden a lo largo del excepcional tras adjuntar ra´ıces n-e´simas, entonces el
Lema VI.3.3 implica
α̂
N
i = N · αi.
Despue´s de explotar m veces en codimensio´n 2, dondem denota el mayor
entero para el que se cumple m ≤ αi · N − 1 (ve´ase la demostracio´n del
Teorema VI.3.7), llegamos a una situacio´n en la que el orden a lo largo del
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excepcional del a´lgebra de eliminacio´n es < 1 y la pendiente de fpe relativa
a al excepcional es ≥ 1.
En esta situacio´n, β∗(Hi) deﬁne una componente del lugar singular de
codimensio´n 2 de Sing(fpe , p
e), mientras que Hi no es componente del lugar
singular de Rfpe . Lo que contradice el hecho de que
Sing(fpe,pe) ⊂ Sing(Rfpe )
probado en en [56]. 	
7. Otras caracterizaciones del a´lgebra monomial vir-
tual
7.1. En esta Seccio´n mostraremos dos caracterizaciones alternativas del
a´lgebra monomial virtual deﬁnida a lo largo del Cap´ıtulo.
Sea G un a´lgebra de Rees y supongamos que tenemos la misma situacio´n
que a lo largo del Cap´ıtulo. Recordemos que denotamos porMW s el a´lgebra
monomial virtual deﬁnida previamente.
Proposicio´n 7.2. Sea z ∈ OV (d) una seccio´n transversal a β. La seccio´n z
es MW s-permisible, es decir, es tal que se cumple la inclusio´n
G ⊂ 〈z〉 ⊙MW s
si y so´lo si zW 1 es entero sobre MW s (donde por z denotamos la clase de
z en OV (d)/〈fpe〉).
Demostracio´n. Supongamos primero que G ⊂ 〈z〉 ⊙ MW s. Es decir, en
te´rminos de la presentacio´n local (Teorema IV.3.2), tenemos que
G ∼ OV (d) [fpe(z)W p
e
,∆(α)(fpe(z))W
pe−α]1≤αpe ⊙RG,β
⊂ 〈z〉 ⊙MW s, (VI.29)
donde fpe(z) = z
pe + a1z
pe−1 + · · · + ape . La inclusio´n dada por (VI.7.2)
implica en particular que aiW
i ∈ MW s para i = 1, . . . , pe. En OV (d)/〈fpe〉
se tiene que
0 = fpe(z)W
pe =
(
(z)p
e
+ a1(z)
pe−1 + · · ·+ ape
)
W p
e
,
lo que deﬁne una relacio´n entera para zW 1 sobre MW s (ya que aiW i ∈
MW s).
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Supongamos ahora que zW 1 es entero sobre MW s. Si consideramos
ahora el polinomio caracter´ıstico de la multiplicacio´n por zW 1, tendremos
la relacio´n de clausura entera y los coeﬁcientes, en particular, pertenecera´n
a MW s, lo que concluye la prueba. 	
Corolario 7.3. Supongamos el mismo contexto y notacio´n que previamente.
Denotemos por G la clase del a´lgebra de Rees G en OV (d)/〈fpe〉. Entonces,
G ⊂MW scl.ent,
donde por MW scl.ent denotamos la clausura entera de MW s.
Demostracio´n. Consideremos un para´metro transversal z ∈ OV (d) como en
la Proposicio´n VI.7.2, es decir, tal que
G ∼ OV (d) [fpe(z)W p
e
,∆(α)(fpe(z))W
pe−α]1≤α≤pe ⊙RG,β ⊂ 〈z〉 ⊙MW s,
con fpe(z) = z
pe + a1z
pe−1+ · · ·+ ape . Ahora bien, tomando la restriccio´n a
OV (d)/〈fpe〉 = OX , tenemos que
G ∼ OX [∆(α)(fpe(z))W pe−α]1≤αpe ⊙RG,β,
donde
∆(pe−α)(fpe(z))W
α = (aα + c1aα−1z + · · ·+ cα−1a1zα−1)Wα,
para ciertos enteros ci.
Ahora bien, como aiW
i ∈ MW s para i = 1, . . . , pe − 1 y zW es entero
sobreMW s (Proposicio´n VI.7.2), entonces aα−jzjWα es entero sobreMW s
para todo j = 1, . . . , α − 1. Por lo tanto,
∆(p
e−α)(fpe(z))W
α ∈MW scl.ent,
para α = 1, . . . , pe − 1.
Por otro lado, RG,β ⊂MW s, quedando as´ı probado que
G ⊂MW scl.ent.
	
Teorema 7.4. Existe un a´lgebra monomial NW r tal que:
(i) Se cumple la inclusio´n G ⊂ NW rcl.ent.
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(ii) Existe un para´metro transversal z tal que zW 1 es entero sobre NW r.
(iii) El a´lgebra monomial NW r es o´ptima cumpliendo las condiciones (i) y
(ii). Es decir, dada cualquier otra a´lgebra monomial N ′W r′ que cumpla
(i) y (ii), se tiene que
NW r ⊂ N ′W r′ .
Demostracio´n. Por la Proposicio´n VI.7.2 y el Corolario VI.7.3, las condi-
ciones (i) y (ii) implican que
G ⊂ 〈z〉W 1 ⊙NW s, (VI.30)
donde z es el para´metro transversal dado en (ii). Por tanto, existe un a´lgebra
monomial que cumple estas dos primeras condiciones: el a´lgebra monomial
virtual. La condicio´n (iii) se deduce de la optimicidad del monomio vir-
tual para la inclusio´n (VI.30), hecho demostrado en el Teorema VI.5.15.
	
Observacio´n 7.5. Tomando NW r = MW s en el Teorema VI.7.4, obtene-
mos una forma alternativa de caracterizar el a´lgebra monomial virtual.
7.6. A continuacio´n presentaremos una tercera caracterizacio´n de nuestro
a´lgebra monomial virtual. Para ello empezaremos dando una deﬁnicio´n.
Definicio´n 7.7. Sean G1 y G2 dos a´lgebras de Rees, diremos que G1 esta´ de´bil-
mente incluida en G2, y lo denotaremos por G1 ⊂
de´bil
G2 si se cumple que
Sing(G1) ⊃ Sing(G2) y esta inclusio´n se preserva por:
Transformaciones monoidales permisibles para ambas a´lgebras.
Restricciones a subconjuntos abiertos.
Pull-backs de morﬁsmos lisos.
Teorema 7.8. Consideremos la sucesio´n de transformaciones monoidales
permisibles dada por
V (d) V
(d)
1
π1oo . . .oo V
(d)
r
πroo
G G1 Gr
y denotemos por E = {H1, . . . ,Hr} el conjunto de hipersuperficies excepcio-
nales. Bajo estas hipo´tesis, existe un a´lgebra monomial NW r, donde N es
un haz invertible soportado en E y s ∈ Z≥1, tal que cumple
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(i) Existe una hipersuperficie de contacto maximal en Gr ⊙ NW s que es
transversal a E.
(ii) Existe una inclusio´n de´bil de a´lgebras
Gr ⊂
de´bil
NW a.
(iii) El a´lgebra monomial NW s es o´ptima para las condiciones (i) y (ii). Es
decir, cualquier otra a´lgebra monomial N ′W s′ que cumpla (i) y (ii), es
tal que
NW s ⊂ N ′W s′ .
Demostracio´n. El a´lgebra monomio virtual cumple las condiciones (i) y (ii)
y de hecho, estas dos condiciones implican que Gr ⊂ 〈z〉 ⊙ NW r, donde
z puede considerarse como la hipersuperﬁcie dada en (i). La optimidad se
deduce tomando NW r =MW s y aplicando el Teorema VI.5.15. 	
Observacio´n 7.9. Tomando NW r = MW s en el Teorema VI.7.8, obtene-
mos una tercera caracterizacio´n del a´lgebra monomial virtual.
8. Ejemplos
8.1. El paraguas de Whitney generalizado: z2 + xy2n.
Consideramos en el espacio af´ın de dimensio´n 3 sobre un cuerpo k de
caracter´ıstica 2, V (3) = A3k, la hipersuperﬁcie deﬁnida por z
2 + xy2n (con
n ∈ Z≥2). Asociada a ella, tomamos el a´lgebra de Rees diferencial deﬁnida
por esta hipersuperﬁcie,
G ∼ OV (3) [(z2 + xy2n)W 2, y2nW 1].
En este caso, es sencillo ver que su a´lgebra de eliminacio´n respecto de la
proyeccio´n deﬁnida al eliminar z (ve´ase la Observacio´n III.2.14), viene dada
por
RG,β ∼ OV (2) [y2nW 1].
Sea V (3)
πC←− V (3)1 la transformacio´n monoidal de V (3) a lo largo del
“mango del paraguas de Whitney”, es decir, a lo largo del eje z = 0, y = 0,
i.e., I(C) = 〈z, y〉. Esta transformacio´n da lugar a una transformacio´n en
una dimensio´n menos, V (2)
πβ(C)←− V (2)1 , es decir, la transformacio´n monoidal
de centro I(β(C)) = 〈y〉.
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Los transformados de G y RG,β por las respectivas transformaciones mo-
noidales vienen dados por
G1 ∼ OV (3)1 [(z
2 + xy2n−2)W 2, y2n−1W 1], y
(RG,β)1 ∼ OV (2) [y2n−1W 1],
donde estamos considerando las cartas de dividir por y, Uy, que en este caso
reﬂejan todo el lugar singular.
Se observa que tras esta primera transformacio´n se alcanza el caso mono-
mial. Calculemos pues el monomio virtual, para ello calculemos la pendiente
a lo largo del excepcional
SlH1(G1, z) = mı´n
{2n− 2
2
,
2n− 1
1
}
=
2n− 2
2
,
mı´nimo que u´nicamente aporta el te´rmino independiente, pero conviene ob-
servar que la forma inicial de este coeﬁciente xy2n−2 no es potencia pe, por
lo que z2 + xy2n−2 esta´ escrito en forma normal y por tanto el monomio
virtual viene deﬁnido como
MW s = I(H1)2n−2W 2.
Obse´rvese ahora que la resolucio´n combinatoria de este monomio virtual
(n− 1 explosiones en codimensio´n 1), se puede levantar a una secuencia de
transformaciones en dimensio´n 3 (n − 1 explosiones a lo largo de 〈z, y〉 y
transformados) que en particular lleva a la resolucio´n de la singularidad.
8.2. La hipersuperficie v2 + xyz. En este ejemplo vamos a considerar
la hipersuperﬁcie deﬁnida localmente por v2 + xyz en el espacio af´ın de
dimensio´n 4 sobre un cuerpo k de caracter´ıstica 2, V (4) = A4k. Empecemos
considerando el a´lgebra de Rees diferencial asociada a esta hipersuperﬁcie
G ∼ OV (4) [(v2 + xyz)W 2, xyW 1, xzW 1, yzW 1].
Podemos ahora considerar el a´lgebra de eliminacio´n respecto de la proyeccio´n
β deﬁnida por medio de la eliminacio´n de la variable v. De nuevo estamos
considerando un ejemplo puramente inseparable, por lo que llegamos a que
RG,β ∼ OV (3) [xyW 1, xzW 1, yzW 1].
Observamos que el lugar singular de G esta´ deﬁnido por la unio´n de tres
rectas, digamos L1, L2 y L3, dadas por
{v = 0, x = 0, y = 0} ∪ {v = 0, x = 0, z = 0} ∪ {v = 0, y = 0, z = 0}.
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El lugar singular de RG,β (al estar en el caso diferencial, tiene que coincidir
con β(Sing(G))) esta´ dado por la unio´n de otras tres rectas, sean L˜1, L˜2 y
L˜3, dadas por
{x = 0, y = 0} ∪ {x = 0, z = 0} ∪ {y = 0, z = 0}.
Sea V (4)
π0←− V (4)1 la transformacio´n cuadra´tica en el origen. Esta trans-
formacio´n induce otra transformacio´n cuadra´tica en el origen del espacio de
dimensio´n 3, V (3)
πβ(0)←− V (3)1 .
Los transformados de G y RG,β en la carta que se obtiene al dividir por
x (no´tese que existe una analog´ıa en las otras dos cartas) vienen dados por
G1 ∼ OV (4)1 [(v
2 + xyz)W 2, xyW 1, xzW 1], y
(RG,β)1 ∼ OV (3)1 [xyW
1, xzW 1].
Calculemos ahora el primer exponente virtual, es decir, veamos cua´l es
la pendiente a lo largo de H1. Observamos primero que v
2+xyz esta´ escrito
en forma normal respecto del excepcional x = 0. Por tanto,
SlH1(G1, v) = mı´n
{1
2
,
1
1
}
=
1
2
es exactamente la pendiente virtual.
Consideramos de nuevo la transformacio´n cuadra´tica en el origen de la
carta, V
(4)
1
π0←− V (4)2 y la correspondiente transformacio´n en dimensio´n 3, la
transformacio´n cuadra´tica en el origen dada por V
(3)
1
πβ(0)←− V (3)2 .
Los transformados de G1 y (RG,β)1 en la carta de dividir por y esta´n
dados por
G2 ∼ OV (4)2 [(v
2 + xyz)W 2, xyW 1], y
(RG,β)2 ∼ OV (3)2 [xyW
1].
Habie´ndose llegado ya tras esta transformacio´n al caso monomial.
Calculemos el segundo exponente virtual. Observamos que v2 + xyz
esta´ escrito en forma normal respecto de y = 0, por tanto, basta con que
calculemos la pendiente de G2 a lo largo de H2:
SlH2(G2, v) = mı´n
{1
2
,
1
1
}
=
1
2
.
As´ı, el a´lgebra monomial virtual viene dada por
MW s ∼ I(H1) · I(H2)W 2,
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y tiene como u´nico lugar singular la recta dada por {x = 0, y = 0} en V (3)2 .
Una resolucio´n combinatoria de este a´lgebra monomial virtual, se puede
levantar a una secuencia de explosiones de V
(4)
2 . Para resolver MW 2, basta
considerar la una transformacio´n monoidal a lo largo de 〈x, y〉, que se levanta
a V
(4)
2 como una transformacio´n a lo largo de I(C) = 〈v, x, y〉. Denotemos
esta transformacio´n por V
(4)
2
πC←− V (4)3 .
Considerando ahora el transformado de G2 en la carta dada por la divi-
sio´n por y, por ejemplo, se llega a que
G3 ∼ OV (4)3 [(v
2 + xz)W 2, xyW 1],
que tiene lugar singular no vac´ıo, pero ahora el invariante τ es mayor que
1 en todo punto, o dicho de otra forma τG3 ≥ 3 en todo punto de esta
carta, (no´tese que una situacio´n similar ocurre en el resto de las cartas por
simetr´ıas), mientras que τG era 1 en el origen de V
(4). El invariante τ ha
aumentado.
8.3. Ejemplo de tipo canguro: z2 + y7 + x4y.
El ejemplo que vamos a analizar a continuacio´n esta´ propuesto en [31]
como un ejemplo representativo de los feno´menos tipo canguro. Es intere-
sante considerar este ejemplo con las te´cnicas desarrolladas en [56], [12] y en
esta memoria, ya que aparentemente estos casos patolo´gicos no se presentan.
Sea z2+ y7+ x4y la hipersuperﬁcie deﬁnida de forma local en el espacio
af´ın de dimensio´n 3 sobre un cuerpo k de caracter´ıstica 2, V (3) = A3k. El a´lge-
bra de Rees diferencial absoluta asociada a esta hipersuperﬁcie esta´ deﬁnida
por
G ∼ OV (3) [(z2 + y7 + x4y)W 2, (y6 + x4)W 1].
El lugar singular de G es la cu´spide
{(0, λ3, λ2) | λ ∈ k}.
El a´lgebra de eliminacio´n respecto de la proyeccio´n β deﬁnida por la
eliminacio´n de la variable z es
RG,β ∼ OV (2) [(y6 + x4)W 1],
cuyo lugar singular es la cu´spide {(λ3, λ2) | λ ∈ k}.
Sea V (3)
π0←− V (3)1 la transformacio´n cuadra´tica en el origen y sea ahora
V (2)
π0←− V (2)1 la transformacio´n cuadra´tica en el origen inducida por la
anterior.
Consideramos las cartas de dividir por y, Uy, entonces los transformados
de G y RG,β son
G1 ∼ OV (3)1 [(z
2 + y5 + x4y3)W 2, (y5 + x4y3)W 1], y
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(RG,β)1 ∼ OV (2)1 [(y
5 + x4y3)W 1].
Calculemos ahora el exponente virtual. Como previamente observamos
que z2+y5+x4y3 esta´ escrito en forma normal respecto de la hipersuperﬁcie
y = 0, por lo tanto, el exponente virtual queda determinado por
SlH1(G1, z) = mı´n
{3
2
,
3
1
}
=
3
2
=
h1
s
.
Ahora, el lugar singular de G1 es la unio´n de una recta y una para´bola:
{z = 0, y = 0} ∪ {(0, λ, λ2) | λ ∈ k}
Consideramos la transformacio´n cuadra´tica de centro C2 el origen de la
carta Uy, i.e., V
(3)
1
πC2←− V (3)2 y la correspondiente transformacio´n cuadra´tica
en el origen en dimensio´n 2, V
(2)
1
πβ(C2)←− V (2)2 . Estudiemos el comportamiento
de nuestras a´lgebras en las cartas de dividir por x:
G2 ∼ OV (3)2 [(z
2 + y5x3 + x5y3)W 2, (y5x4 + x6y3)W 1], y
(RG,β)2 ∼ OV (2)2 [(y
5x4 + x6y3)W 1].
Observamos que de nuevo z2+ y5x3+x5y3 esta´ escrito en forma normal
respecto a x = 0, por lo que el exponente virtual queda determinado por la
pendiente relativa a z:
SlH2(G2, z) = mı´n
{3
2
,
4
1
}
=
3
2
=
h2
s
.
El lugar singular de G2 es ahora la unio´n de tres rectas:
{z = 0, y = 0} ∪ {z = 0, x = 0} ∪ {z = 0, y = x}.
Consideramos una transformacio´n de centro C3 el origen (de la carta
Ux), V
(3)
2
πC3←− V (3)3 y por consiguiente, V (2)2
πβ(C3)←− V (2)3 . En la carta en la que
dividimos por y, Uy, se tiene que los transformados de G2 y (RG,β)2 son
G3 ∼ OV (3)3 [(z
2 + y6x3 + x5y6)W 2, (y8x4 + x6y8)W 1], y
(RG,β)3 ∼ OV (2)3 [(y
8x4 + x6y8)W 1].
El polinomio z2 + y6x3 + x5y6 esta´ escrito en forma normal relativa a
y = 0, ya que a pesar de que la pendiente de este polinomio (respecto a
z) esta´ dada por el te´rmino independiente y es un nu´mero entero, la forma
VI.8. Ejemplos 147
inicial de y6x3+x5y6 no es una potencia de 2. Por tanto, el exponente virtual
queda determinado por la pendiente de G3,
SlH3(G3, z) = mı´n
{6
2
,
8
1
}
=
6
2
=
h3
s
.
El lugar singular de G3 es ahora la unio´n de tres rectas:
{z = 0, x = 0} ∪ {z = 0, y = 0} ∪ {z = 0, x+ 1 = 0}.
Por u´ltimo, para alcanzar la monomializacio´n del a´lgebra de eliminacio´n,
consideramos la transformacio´n monomial a lo largo del centro C4 dado por
la recta {z = 0, x + 1 = 0}, es decir, I(C4) = 〈z, 1 + x〉. Realizamos el
cambio de variables dado por x1 = 1 + x, tras este cambio de variables,
I(C4) = 〈z, x1〉 y
f (3) = z2 + y6x3 + x5y6 = z2 + y6x21 + y
6x31 + y
6x41 + y
6x51.
Podemos limpiar las potencias de 2 de esta expresio´n haciendo un cambio
de variable de la forma z 7→ z + y3(x+ x2), obtenie´ndose as´ı:
f (3) = z2 + y6x31 + y
6x51.
Recordemos ahora que el a´lgebra de eliminacio´n es invariante por cambios
de la forma z 7→ z +α y que tras el cambio de variable x1 = x+1, tenemos
(RG,β)3 = OV (2)3 [(y
8(1 + x1)
4x21)W
1]
Tras la transformacio´n monoidal de centro C4, en la carta de dividir por
x1 se tiene
G4 ∼ OV (3)4 [(z
2 + y6x1 + y
6x31)W
2, (y8(1 + x1)
4x1)W
1], y
(RG,β)4 ∼ OV (2)4 [(y
8(1 + x1)
4x1)W
1].
Observamos ahora que estamos ya en el caso monomial. Resta por tanto
por calcular el u´ltimo exponente virtual. Gracias al proceso de limpieza que
hicimos antes de explotar (podr´ıa haberse hecho despue´s de explotar) el
polinomio z2 + y6x1 + y
6x31 esta´ escrito en forma normal respecto a x1 = 0.
Por tanto calculemos la pendiente de G4 el u´ltimo exponente virtual queda
determinado por
SlH4(G4, z) = mı´n
{1
2
,
1
1
}
=
1
2
=
h4
s
.
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Por tanto, llegado este caso monomial, el a´lgebra monomial virtual queda
deﬁnida como
MW s ∼ I(H1)3I(H2)3I(H3)6I(H4)1W 2.
En este caso, la resolucio´n combinatoria del a´lgebra monomial virtual
implica la resolucio´n de la singularidad en todo punto de la carta conside-
rada.
A continuacio´n mostramos en una ﬁgura, el proceso de monomializacio´n
de la hipersuperﬁcie descrita a lo largo de este ejemplo.
Sing(G)
ﬀ
Uy
〈z, x, y〉
Sing(G1)
ﬀ
Ux
〈z, x, y〉
Sing(G2)
ﬀ
Uy
〈z, x, y〉
Sing(G3)
ﬀ
Ux1
〈z, x1〉
Sing(G4)
H1 H1
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H3
H4
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Figura 2: El proceso de monomializacio´n de z2 + y7 + x4y
8.4. La hipersuperficie z2 + x71z + x
5
2x
2
3 y el no crecimiento de τ .
Consideremos la hipersuperﬁcie deﬁnida de forma local por el polinomio
z2 + x71z + x
5
2x
2
3 en el espacio af´ın de dimensio´n 4 sobre un cuerpo k de
caracter´ıstica 2. Sea G el a´lgebra de Rees diferencial absoluta asociada a
esta hipersuperﬁcie, es decir,
G ∼ OV (4) [(z2 + x71z + x52x23)W 2, x71W 1, x61zW 1, x42x23W 1].
Tras ﬁjar la proyeccio´n β deﬁnida por la eliminacio´n de la variable z, pode-
mos calcular el a´lgebra de eliminacio´n. En este caso, al ser un caso que no
es puramente inseparable, no es tan inmediato.
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No´tese que x71W
1 y x42x
2
3W
1 son elementos libres de la variable z, por lo
que son elementos del a´lgebra de eliminacio´n. Resta, por tanto, calcular el
polinomio caracter´ıstico asociado a la multiplicacio´n por x61zW
1. La matriz
de la multiplicacio´n por x61zW
1 en la base dada por {1, z} es
 0 x61W 1
x61x
5
2x
2
3W
1 x131 W
1


cuyo polinomio caracter´ıstico es
V 2 + (x131 W )V + x
12
1 x
5
2x
2
3W
2,
es decir, el a´lgebra de eliminacio´n es
RG,β ∼ OV (3) [x71W 1, x42x23W 1, x131 W 1, x121 x52x23W 2]
y salvo clausura entera,
RG,β ∼ OV (3) [x141 W 2, x82x43W 2, x121 x52x23W 2].
Por otro lado, el a´lgebra de Rees G se puede expresar por medio de la
presentacio´n como
G ∼ OV (4) [(z2 + x71z + x52x23)W 2, x141 W 2, x82x43W 2, x121 x52x23W 2].
Consideramos la transfomacio´n monoidal de centro C1 deﬁnido por el
ideal I(C1) = 〈z, x1, x3〉, i.e., V (4)
πC1←− V (4)1 . Denotemos por V (3)
πβ(C1←− V (3)1
la correspondiente transformacio´n monoidal en V (3) a lo largo del centro
I(β(C1)) = 〈x1, x3〉.
En las cartas Ux1 (deﬁnidas por la divisio´n por x1), los transformados
de G y RG,β esta´n dados por
G1 ∼ OV (4)1 [(z
2 + x61z + x
5
2x
2
3)W
2, x121 W
2, x21x
8
2x
4
3W
2, x121 x
5
2x
2
3W
2], y
(RG,β)1 ∼ OV (3)1 [x
12
1 W
2, x21x
8
2x
4
3W
2, x121 x
5
2x
2
3W
2],
que salvo clausura entera, son equivalentes a
G1 ∼ OV (4)1 [(z
2 + x61z + x
5
2x
2
3)W
2, x121 W
2, x21x
8
2x
4
3W
2], y
(RG,β)1 ∼ OV (3)1 [x
12
1 W
2, x21x
8
2x
4
3W
2].
Podemos calcular ahora el exponente virtual a lo largo de x1 = 0, ob-
servamos que z2 + x61z + x
5
2x
2
3 esta´ escrito en forma normal respecto a esta
hipersuperﬁcie, por lo que el exponente virtual es
SlH1(G1, z) = mı´n
{0
2
,
6
1
,
2
2
}
= 0 =
h1
s
.
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Consideremos la transformacio´n a lo largo del centro C2 deﬁnido co-
mo I(C2) = 〈z, x1, x3〉 (y la correspondiente transformacio´n a lo largo de
I(β(C2)) = 〈x1, x3〉 en dimensio´n 3). En las cartas Ux3 en las que dividimos
por x3, los transformados de G1 y (RG,β)1 son
G2 ∼ OV (4)2 [(z
2 + x61x
5
3z + x
5
2)W
2, x121 x
10
3 W
2, x21x
8
2x
4
3W
2], y
(RG,β)2 ∼ OV (3)2 [x
12
1 x
10
3 W
2, x21x
8
2x
4
3W
2].
De nuevo, z2+x61x
5
3z+x
5
2 esta´ escrito en forma normal respecto a x3 = 0,
por lo que basta con calcular la pendiente de G2 relativa a x3 = 0 respecto
a z, para determinar el nuevo exponente virtual
SlH2(G2, z) = mı´n
{0
2
,
5
1
,
4
2
}
= 0 =
h2
s
.
Por u´ltimo, sea V
(4)
2
πC3←− V (4)3 la transformacio´n monoidal a lo largo
del centro C3 deﬁnido como I(C3) = 〈z, x2x3〉 y sea V (3)2
πβ(C3)←− V (3)3 la
transformacio´n inducida a lo largo de I(β(C3)) = 〈x2, x3〉. Consideremos las
cartas en las que dividimos por x3, los transformados de G2 y (RG,β)2 esta´n
dados por
G3 ∼ OV (4)3 [(z
2 + x61x
4
3z + x
5
2x
3
3)W
2, x121 x
8
3W
2, x21x
8
2x
10
3 W
2], y
(RG,β)3 ∼ OV (3)3 [x
12
1 x
8
3W
2, x21x
8
2x
10
3 W
2].
El exponente virtual viene de nuevo expresado en funcio´n de la pendiente
de G3 relativa a x3 = 0 respecto a z (ya que z2 + x61x43z + x52x33 esta´ escrito
en forma normal), es decir,
SlH3(G3, z) = mı´n
{3
2
,
4
1
,
8
2
}
=
3
2
=
h3
s
.
Si ahora nos centramos en estudiar los puntos del lugar singular tales
que x1 = u donde u es una unidad (es decir, los puntos del eje x1 distintos
del origen), observamos que localmente
G3 ∼ OV (4)3 [(z
2 + ux43z + x
5
2x
3
3)W
2, x83W
2], y
(RG,β)3 ∼ OV (3)3 [x
8
3W
2].
Habie´ndose alcanzado en estos puntos el caso monomial. Localmente el mo-
nomio virtual viene dado por
MW 2 ∼ O
V
(3)
3
[x33W
2].
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Observamos que la u´nica posibilidad combinatoria de resolver MW 2 es
considerar una transformacio´n monoidal en codimensio´n 1 a lo largo de 〈x3〉,
que se levanta a una transformacio´n monoidal en codimensio´n 2, deﬁnida
por el centro 〈z, x3〉. Tras esta transformacio´n, los transformados en la carta
de dividir por x3 son
G4 ∼ OV (4)4 [(z
2 + ux33z + x
5
2x3)W
2, x63W
2], y
(RG,β)4 ∼ OV (3)4 [x
3
3W
2].
Observamos que el monomio virtual es MW s ∼ O
V
(3)
4
[x3W
2] y que su
lugar singular es vac´ıo, pero, en este caso el lugar singular de G4 es no vac´ıo
y el invariante τ no ha crecido.
Sin embargo, el proceso se podr´ıa alargar con una explosio´n a lo largo
de 〈z, x2, x3〉, dando lugar a una nueva a´lgebra monomial virtual cuyo lugar
singular es no vac´ıo y cuya resolucio´n implica la resolucio´n de G4 (en los
casos en los que x1 = u, que eran los que esta´bamos considerando).
En [6] se introducen una serie de invariantes muy relacionados con el
a´lgebra monomial virtual. Estos invariantes permiten, en el caso de superﬁ-
cies, permiten evitar las patolog´ıas presentadas en este ejemplo. De hecho,
en [6] se prueba, de manera alternativa a [14], resolucio´n inversa de esquemas
de dimensio´n 2.
152 VI. El a´lgebra monomial virtual
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