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We study the rotational properties of a two-component Bose-Einstein condensed gas of distin-
guishable atoms which are confined in a ring potential using both the mean-field approximation,
as well as the method of diagonalization of the many-body Hamiltonian. We demonstrate that the
angular momentum may be given to the system either via single-particle, or “collective” excitation.
Furthermore, despite the complexity of this problem, under rather typical conditions the dispersion
relation takes a remarkably simple and regular form. Finally, we argue that under certain condi-
tions the dispersion relation is determined via collective excitation. The corresponding many-body
state, which, in addition to the interaction energy minimizes also the kinetic energy, is dictated by
elementary number theory.
PACS numbers: 05.30.Jp, 03.75.Lm
I. INTRODUCTION
In the heart of superfluidity – which includes a whole
collection of phenomena – are non-classical rotational
properties and the support of persistent currents [1]. One
of the easiest and idealized models for the study of these
properties is the one where the particles move in a ring
potential. This model focuses on the longitudinal degrees
of freedom and assumes periodic boundary conditions.
Remarkably, several recent experiments on Bose-
Einstein condensed gases of atoms have managed to
realize, at least when the transverse degrees of free-
dom do not play a crucial role [2], such a system and
to investigate their rotational properties. More specif-
ically, experimentalists have managed to trap atoms in
toroidal/annular traps and have even created persistent
currents in them [3–10].
Going one step further, the addition of an extra, dis-
tinguishable, component may also be considered. This
problem is even more interesting. The extra degrees of
freedom associated with this extra component introduces
novel and highly non-trivial effects. Interestingly enough,
this has also become possible experimentally [11].
On the theoretical side [12–20], the general problem
of a Bose-Einstein condensate with two distinguishable
components – which we label as “A” and “B” – that is
confined in a ring potential may be attacked at various
levels of complication/difficulty. Assuming equal masses
M for the two components, there are two cases that one
may distinguish. The first is the “symmetric” one, where
the scattering lengths aAA, aBB, and aAB for elastic
atom-atom collisions between AA, BB, and AB atoms
respectively are all equal to each other. The second (and
more realistic) is the “asymmetric” one, where at least
two of the scattering lengths are not equal to each other.
In the symmetric case the dispersion relation is exactly
linear within the mean-field approximation [12] for 0 ≤
L ≤ NB and NA ≤ L ≤ N = NA + NB, where Lh¯ is
the total angular momentum of the system, and NA, NB
are the numbers of particles in each component (here we
assume without loss of generality that NB < NA). In the
asymmetric case, the linearity of the spectrum disappears
[19, 20], while for NB ≤ L ≤ NA in both the symmetric
and the asymmetric case the dispersion relation is more
complex.
In the present study we focus on the asymmetric case
and use both the mean-field approximation, as well as
the method of diagonalization of the many-body Hamil-
tonian to study the rotational properties of this system.
Two crucial assumptions are made throughout the paper.
The first is that the inter- and intra-component effective
interaction is repulsive. The second is that the two com-
ponents coexist spatially. The condition for phase coex-
istence in a finite ring has been derived in Ref. [12] and
we make sure we do not violate it with any set of pa-
rameters that we use. Roughly speaking this condition
demands that the repulsion within the same species is
stronger than that of the different ones.
In a real experiment there is also of course the ques-
tion of dynamic instability. As shown in Ref. [12] the
condition of energetic stability coincides with the one of
dynamic stability of the system. We should also mention
that in spinor condensates realistic dynamic simulations
show that the spatial separation of the two components is
possible, and this may affect significantly the rotational
behaviour of the system, see, e.g., Ref. [15].
According to the results which are described below,
under rather typical conditions, the minority component
carries the majority of the angular momentum in the
whole interval 0 < L ≤ NB. One of the novel results
of our study is that under certain conditions the whole
excitation spectrum is quasi-periodic (in addition to the
2periodicity dictated by the Bloch theorem [21], which
holds also in a two-component system [12]) and may be
derived from the one for 0 < L ≤ NB by exciting the
center of mass motion, either of the A component, of the
B component, or both.
Furthermore, in the limit of “strong” interactions there
is a very simple candidate state that minimizes the in-
teraction energy of the system (under the assumption
that there is no phase separation). This is the one
where the density is homogeneous in each component
separately, i.e., the one where the two order parameters
(ΨA,ΨB) of the two components are in the plane-wave
states (φm, φn). Here φm(θ) = e
imθ/
√
2πR are the eigen-
states of the non-interacting problem, where R is the ra-
dius of the ring, which have an angular momentum mh¯.
The corresponding total angular momentum in the pair
of states (φm, φn) is Lh¯, with L = mNA + nNB. A suit-
able choice of the integers m and n allows us to give
any value to L, provided that NA and NB are relatively
prime. Clearly, among all the possible values of m and
n that satisfy the constraint of the angular momentum,
one has to choose the pair of (φm, φn) that minimize the
kinetic energy.
The number-theoretic arguments presented above hold
for any atom number. For large atom numbers the
mean-field approximation provides an excellent descrip-
tion of the state of the system. Still, within the mean-
field approximation one fixes the population imbalance
xi = Ni/N , treating xi as a continuous variable. Even
though the number-theoretic behaviour that results from
the analysis presented above still applies, it has more
dramatic effects in the limit of small atom numbers. To
explore these finite-N effects, we use the method of nu-
merical diagonalization of the many-body Hamiltonian.
In what follows below we describe in Sec. II the model
that we use and the two approaches, namely the mean-
field approximation and the diagonalization of the many-
body Hamiltonian. In Sec. III we study the excitation
spectrum, starting with the limit of long-wavelength ex-
citations. In the same section we then focus on the mean-
field approximation and show how one can derive the ex-
citation spectrum starting from the one for 0 ≤ L ≤ NB.
Then, in Sec. IV we investigate the excitation spectrum
beyond the mean-field approximation, diagonalizing the
many-body Hamiltonian. We first present an alternative
way of exciting the system collectively and present an ap-
proximate generalization of Bloch’s theorem. Finally, we
compare the results that we get from the diagonalization
with the ones of the mean-field approximation. In Sec. V
we present a conjecture about the form of the many-body
state that is expected to be the state of lowest energy un-
der some conditions that are analysed. Finally in Sec. VI
we give a summary of our study and an overview of our
results.
II. MODEL AND APPROACH
The Hamiltonian that we consider is
Hˆ =
h¯2
2MR2
∑
m
m2(cˆ†mcˆm + dˆ
†
mdˆm)
+
1
2
gAA
∑
i,j,k,l
cˆ†i cˆ
†
j cˆk cˆl δi+j,k+l
+
1
2
gBB
∑
i,j,k,l
dˆ†i dˆ
†
j dˆkdˆl δi+j,k+l
+gAB
∑
i,j,k,l
cˆ†i dˆ
†
j cˆkdˆl δi+j,k+l, (1)
Here h¯2m2/(2MR2) is the eigenenergy of the single-
particle eigenstates φm(θ). The massM is assumed to be
the same for the two species, while gij = Uij/(2π), with
Uij being the matrix elements for zero-energy elastic col-
lisions between the AA, BB, and AB components. Also,
cˆm and dˆm are the operators which destroy an A, or a B
atom with angular momentum mh¯, respectively. In what
follows below we set Em = m
2ǫ, where ǫ = h¯2/(2MR2)
and also h¯ = 2M = R = 1.
In the case of a single component this problem has
been attacked by Lieb and Liniger [22, 23] with use of
the Bethe ansatz. The case of two species with equal
scattering lengths has also been considered, see, e.g.,
Refs. [24]. In the present study we attack this problem in
two ways. The first is within the mean-field approxima-
tion, introducing the two order parameters ΨA and ΨB
of the two components, thus solving the corresponding
coupled, Gross-Pitaevskii-like equations, (with ΨA and
ΨB normalized to unity),
−∂
2ΨA
∂θ2
+ (UAANA|ΨA|2 + UABNB|ΨB|2)ΨA = µAΨA
−∂
2ΨB
∂θ2
+ (UBBNB|ΨB|2 + UABNA|ΨA|2)ΨB = µBΨB,
(2)
where µA and µB is the chemical potential, and NA and
NB is the number of atoms in each component. We find
the solutions of lowest energy of the above equations im-
posing the constraint of some fixed angular momentum,
as described in detail in Ref. [20].
Alternatively we solve this problem by diagonalizing
the many-body Hamiltonian. Within this scheme we
choose a set of single-particle states φm(θ), with mmin ≤
m ≤ mmax, making sure that a decent convergence has
been achieved with respect to mmin and mmax. In this
subspace of basis states we impose the constraints of a
fixed number of atoms A and B, NA and NB, respec-
tively. We also impose the constraint of some fixed an-
gular momentum L (which can be shared between the
two components), see, e.g., [12]. Finally we diagonalize
the resulting Hamiltonian matrix in this subspace, thus
deriving the eigenstates and the corresponding eigenen-
ergies.
3The terminology of the “yrast” state that we use be-
low refers to the eigenstate with the lowest eigenenergy,
i.e., the state which minimizes the energy for some given
eigenvalue of the angular momentum. The same term
is used within the mean-field approximation, where one
fixes the expectation value of the angular momentum,
instead. We stress that these yrast states play a funda-
mental role in the rotational response of these systems,
very much like the phonon-roton spectrum in the prob-
lem of liquid Helium. Finally, we also stress that the
problem of fixing the angular momentum is intimately
connected with the one where the angular velocity of the
trap is fixed, instead.
III. EXCITATION SPECTRUM – MEAN-FIELD
APPROXIMATION
A. Elementary excitations
Let us start with the mean-field approximation. When
the system has zero angular momentum, L = 0, it is in
the state
|L = 0〉 = |0NA〉A
⊗
|0NB 〉B, (3)
where in this notation we have NA and NB atoms in the
single-particle state with m = 0. The total energy of the
system is
E0 =
1
2
gAANA(NA − 1) + gABNANB
+
1
2
gBBNB(NB − 1). (4)
Giving one unit of angular momentum via single-particle
excitation to, e.g., the B component, then
|L = 1〉 = |0NA〉A
⊗
|0NB−1, 11〉B, (5)
and correspondingly for the species A. The total energy
of this state is
E′ = 1 +
1
2
gAANA(NA − 1) + gABNANB
+
1
2
gBB[(NB − 1)(NB − 2) + 4(NB − 1)]. (6)
Therefore,
E′ − E0 = 1 + gBB(NB − 1), (7)
where the last term comes from the exchange interaction.
From the above equation it follows that it is the ratio
r =
gBB(NB − 1)
gAA(NA − 1) (8)
which determines whether the angular momentum goes
to the one, or the other component.
In what follows below we set gAA = gBB = g, and thus
as Eq. (8) implies, with the assumption NA > NB that
we have made, we conclude that it is the B (minority)
component that carries the angular momentum, for L =
1. By the way, Eq. (7) may be identified as the speed
of sound c of the B component, or equivalently as the
slope of the dispersion relation for L → 0+ for exciting
it. More specifically,
c = 1 + g(NB − 1). (9)
B. Distribution of the angular momentum between
the two components
While the above result holds for L = 1, it turns out
that more generally, under “typical” conditions (which
will be analysed below) the minority component carries
the largest part of the angular momentum, all the way
up to L = NB.
The two order parameters may be expanded in the
basis of plane-wave states,
ΨA =
m=mmax∑
m=mmin
cmφm, ΨB =
m=mmax∑
m=mmin
dmφm. (10)
The corresponding energy per atom is
E
N
=
mmax∑
mmin
m2(xAc
2
m + xBd
2
m)
+
1
2
x2ANU
∫ ∣∣∣∣∣
mmax∑
mmin
cmφm
∣∣∣∣∣
4
dθ
+
1
2
x2BNU
∫ ∣∣∣∣∣
mmax∑
mmin
dmφm
∣∣∣∣∣
4
dθ
+xAxBNUAB
∫ ∣∣∣∣∣
mmax∑
mmin
cmφm
∣∣∣∣∣
2 ∣∣∣∣∣
mmax∑
mmin
dmφm
∣∣∣∣∣
2
dθ. (11)
Considering the limit of weak interactions, in the inter-
val 0 ≤ ℓ ≤ 1 one may work with the states with m = 0
and m = 1, only,
ΨA = c0φ0 + c1φ1, ΨB = d0φ0 + d1φ1, (12)
where ℓ = L/N = xAc
2
1+xBd
2
1 is the angular momentum
per particle. In the “symmetric” case (g = gAB) it turns
out that for 0 ≤ ℓ ≤ xB [13],
c20 =
(xA − ℓ)(1− ℓ)
xA(1 − 2ℓ) , c
2
1 =
(xB − ℓ)ℓ
xA(1 − 2ℓ) (13)
and
d20 =
(xB − ℓ)(1− ℓ)
xB(1− 2ℓ) , d
2
1 =
(xA − ℓ)ℓ
xB(1− 2ℓ) , (14)
with c0c1d0d1 negative (as minimization of the energy im-
plies). In this symmetric case the maximum value of the
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angular momentum carried by the majority component
in the interval 0 ≤ ℓ ≤ xB is of order x2B/4, for ℓ ≈ xB/2
(for relatively small xB). Figure 1 shows c
2
0, c
2
1, d
2
0, and
d21 for xA = 0.8 and xB = 0.2. We have seen numeri-
cally that in the asymmetric model (g > gAB) the an-
gular momentum of the majority component decreases
as g/gAB increases. This is expected, since in the limit
of gAB → 0, the two components decouple. Thus, from
the above expressions we can get an upper bound on the
angular momentum carried by the majority component,
which is ≈ x2B/4, at least for reasonably small values of
xB ≤ 0.3.
For stronger interactions (and still in the asymmetric
case), as we have seen in our numerical results, the an-
gular momentum carried by the majority component for
0 ≤ ℓ ≤ xB is still very small, on the order of 1%, at least
up to xB ≤ 0.3 and g/gAB = 5/3.
Actually, we argue that this is a very general result,
due to energetic reasons. There are four energy scales in
the problem [see, e.g., Eq. (11)], namely the kinetic en-
ergy (which is set equal to unity), the interaction energy
among the A particles, ∼ x2AgN , among the B particles,
∼ x2BgN , and the interaction energy between the A and
the B particles, xAxBgABN . There are thus three dimen-
sionless parameters, namely the coupling g, the interac-
tion asymmetry g/gAB, and the population imbalance
xA/xB. Clearly, for large values of g/gAB and/or large
values of xA/xB, there is a clear hierarchy in the three
energy scales of the interaction energy, which makes it en-
ergetically favorable for the system to carry its angular
momentum by the one component (i.e., the B component
in this case).
C. Quasi-periodic structure of the dispersion
relation and an explicit example with
xA = 0.8, xB = 0.2
As shown in Ref. [20], for xA = 0.8, xB = 0.2, Ng/ǫ =
1250/π2, and NgAB/ǫ = 750/π
2, to high accuracy the
energy spectrum is given by the formula
E(ℓ) = Eint + P0(ℓ) + e0(ℓ). (15)
Here Eint is the interaction energy of the homogeneous
system, e0(ℓ) is a periodic function of ℓ, and
P0(ℓ) = [ℓ]
2xA + (ℓ − xA[ℓ])2/xB, (16)
where [ℓ] denotes the nearest-integer function.
In Figs. 2 and 3 we show the density and the phase
of the two order parameters ΨA and ΨB, in the two in-
tervals 0 ≤ ℓ ≤ 0.2 and 0.2 ≤ ℓ ≤ 0.4. Comparing the
density of the same species for values of ℓ which differ by
xB = 0.2 we observe that the difference is hardly visible.
On the other hand, the phases of the two order parame-
ters do change. These observations are explained in the
analysis that follows below. Finally, the angular momen-
tum carried by the majority component in the interval
0 ≤ ℓ ≤ 0.2 is very small, smaller than 1%, as we argued
also above.
The above results follow from the facts that (i) at the
interval 0 ≤ ℓ ≤ xB the minority component carries es-
sentially all the angular momentum, and (ii) if one starts
from the order parameters in the interval 0 ≤ ℓ ≤ xB ,
the rest of the spectrum results by exciting the center of
mass motion of each component separately. This opera-
tion changes the kinetic energy only, leaving the interac-
tion energy unaffected. We thus essentially show below
that Eqs. (15) and (16) follow from these two facts.
In order for the above procedure to give the yrast
states, for a fixed population imbalance and a fixed in-
teraction asymmetry, g has to be sufficiently large. Con-
sidering, for example, ℓ = 0.4, the yrast state – which
has to be (ΨA,ΨB) = (φ0, φ2), as the quasi-periodic be-
haviour implies – is indeed the expected one for a suffi-
ciently strong interaction, as analysed in Ref. [19]. For a
fixed interaction asymmetry and a fixed g, the popula-
tion imbalance has to be sufficiently large. Finally, for a
fixed g and a fixed population imbalance the interaction
asymmetry has to be sufficiently large.
To see the above arguments it is instructive to con-
sider the specific example xA = 0.8, xB = 0.2. First of
all, the possible values of the angular momentum carried
by (purely) plane-wave states is a multiple of 0.2 in this
case, since ℓ = mxA + nxB = 0.2(4m+ n). It is also im-
portant to notice that the condition for a state (Ψm,Ψn)
to become an yrast state, depends only on |m − n| [19].
Thus, when, e.g., the state (Ψm,Ψn) = (φ0, φ2) with
ℓ = 2xB = 0.4, becomes the yrast state, also the state
(Ψm,Ψn) = (φ1, φ−1) with ℓ = 3xB = 0.6, becomes the
yrast state, as well. (This also follows from Bloch’s the-
orem, however it is a more general result).
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6Having solved the yrast problem in the interval 0 ≤
ℓ ≤ xB = 0.2, one may construct solutions at the inter-
val 0.2 = xB ≤ ℓ ≤ 2xB = 0.4, etc., all the way up to
4xB ≤ ℓ ≤ 5xB = 1 keeping the correlations unaffected
and putting all the energy in the form of kinetic energy,
by exciting the center of mass motion. In other words,
the spectrum will “repeat” itself in a quasi-periodic way
(explained below) all the way up to ℓ = 1. Beyond this
point Bloch’s theorem determines the rest of the excita-
tion spectrum [12].
Let us thus assume that in the interval 0 ≤ ℓ ≤ xB =
0.2 the two order parameters are
(ΨA,ΨB) = (Ψ
0
A,Ψ
0
B). (17)
We should keep in mind that Ψ0A carries a very small
amount of angular momentum, and we will assume that
it is zero. The angular momentum per particle of the
above pair of states is ℓ = xA
∑
mc2m + xB
∑
md2m =
xB
∑
md2m, the kinetic energy per particle is K
0(ℓ) =
xA
∑
m2c2m+xB
∑
m2d2m, and the total energy per par-
ticle is E(ℓ)/N = K0(ℓ) + V (ℓ)/N , where V (ℓ) is the
total interaction energy. Finally, for the kinetic energy
K0(ℓ = 0) = 0 and K0(ℓ = xB) = xB = 0.2.
For 0.2 = xB ≤ ℓ ≤ 2xB = 0.4 the order parameters
are
(ΨA,ΨB) = (Ψ
0
A, e
iθΨ0B). (18)
The factor that multiplies Ψ0B does not affect the inter-
action energy and thus the interaction energy is identical
to the one in the interval 0 ≤ ℓ ≤ xB, V (ℓ) = V (ℓ− xB).
The interesting part is the kinetic energy, which is
K(ℓ) = K0(ℓ − xB) + 2ℓ− xB, (19)
with K(ℓ = xB) = xB = 0.2 and K(ℓ = 2xB) = 4xB =
0.8.
For 0.4 = 2xB ≤ ℓ ≤ 3xB = 0.6 we have two competing
solutions around ℓ = 1/2. For values of ℓ smaller than
1/2,
(ΨA,ΨB) = (Ψ
0
A, e
2iθΨ0B). (20)
The kinetic energy is
K(ℓ) = K0(ℓ− 2xB) + 4ℓ− 4xB, (21)
with K(ℓ = 2xB) = 4xB = 0.8 andK(ℓ = 3xB) = 9xB =
1.8.
For larger values than ℓ = 1/2,
(ΨA,ΨB) = (e
iθΨ0A, e
−2iθΨ0B). (22)
The kinetic energy is
K(ℓ) = K0(ℓ− xA + 2xB) + 5− 4ℓ− 9xB, (23)
with K(ℓ = 2xB) = 5 − 17xB = 1.6 and K(ℓ = 3xB) =
5 − 20xB = 1. Comparing the energies one sees that
they cross at ℓ = 5xA/8 = 1/2. This gives rise to a
discontinuity in the derivative of the dispersion relation
at ℓ = 1/2. We have evaluated the slope to be 1/xB
as ℓ → (1/2)− and (1 − 2xA)/xB for ℓ → (1/2)+, and
therefore the difference between the right and the left
slopes is −2xA/xB.
We stress that this discontinuous transition at ℓ = 1/2
is also experimentally relevant, since the slope of the dis-
persion relation gives the velocity of propagation of the
corresponding solitary waves. Interestingly, at this point
the sign of the slope changes and thus the velocity of
propagation also changes sign.
For 0.6 = 3xB ≤ ℓ ≤ 4xB = 0.8,
(ΨA,ΨB) = (e
iθΨ0A, e
−iθΨ0B). (24)
The kinetic energy is
K(ℓ) = K0(ℓ − xA + xB) + 1− 2ℓ+ 2xA − 2xB, (25)
with K(ℓ = 3xB) = 1 and K(ℓ = 4xB) = 0.8.
Finally, for 0.8 = 4xB ≤ ℓ ≤ 1,
(ΨA,ΨB) = (e
iθΨ0A,Ψ
0
B). (26)
The kinetic energy is
K = K0(ℓ − xA) + xA, (27)
with K(ℓ = 4xB) = xA = 0.8 and K(ℓ = 1) = 1. Figure
4 shows the result of this calculation for xA = 0.8 and
xB = 0.2.
The results presented above imply Eqs.(˙15) and (16),
which were motivated numerically [20], as mentioned also
earlier. They are also consistent with the numerical re-
sults of Figs. 2 and 3. We also stress that, although the
arguments were presented within the mean-field approx-
imation, they do not rely in any way on the validity of
the mean-field approximation, but rather they are much
more general, as we also demonstrate in Sec. IV. As a
final remark we mention that when NA and NB are rel-
atively prime, e.g., xA = 0.7 and xB = 0.3, a similar
picture develops.
IV. EXCITATION SPECTRUM – MANY-BODY
PROBLEM
A. “Collective” excitation of the system
Up to now we have seen how the yrast states progress
with increasing angular momentum via essentially single-
particle excitation of the system. In other words, as L
increases, the additional momentum is carried by moving
single particles to different single-particle states.
Still, there is another way to excite the system “col-
lectively”. By this term we mean that even an increase
of the angular momentum by one unit requires a major
rearrangement of the atoms in the single-particle states.
Before we go to the many-body problem, we should re-
call the results of Ref. [19], where it was argued that
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FIG. 4: The kinetic energy K(ℓ), evaluated at ℓ =
0, 0.2, 0.4, 0.6, 0.8, and 1.0, for xA = 0.8, and xB = 0.2, from
Eqs. (19), (21), (23), (25), and (27). Knowing the energy at
the interval 0 ≤ ℓ ≤ xB, one may derive the rest of the spec-
trum using the transformations described in the text.
for sufficiently strong interactions, the mean-field state
(ΨA,ΨB) = (φm, φn) becomes the yrast state, where ob-
viously the angular momentum is ℓ = xAm+ xBn.
A way to argue about the state (φm, φn) becoming the
yrast state for the specific value of ℓ and for sufficiently
strong interactions is that any density variation costs in-
teraction energy. If this is the dominant term in the
Hamiltonian, it is minimized by these plane-wave states,
which have a constant density distribution. The expense
that one pays is the corresponding kinetic energy, which
is xAm
2+xBn
2, and has to be sufficiently small in order
for the argument to be self-consistent; this argument is
analysed further in Sec. V. The details of this calculation
(performed within the mean-field approximation), as well
as the corresponding phase diagram are given in Ref. [19].
Let us thus consider a toy model which demonstrates
the above arguments about the collective excitation. As-
suming for convenience that NA −NB = 1, a state that
competes with the one of Eq. (5) is
|L = 1〉 = |1NA〉A
⊗
|(−1)NB〉B . (28)
The energy of this state E
′′
is
E
′′
= N +
1
2
gNA(NA − 1) + gABNANB
+
1
2
gNB(NB − 1) = N + E0, (29)
or
E
′′ − E0 = N. (30)
Therefore
E
′′ − E′ = (N − 1)− g(NB − 1). (31)
For values of g larger than the critical value which satis-
fies the equation
g =
N − 1
NB − 1 , (32)
it is energetically favourable to excite the system collec-
tively. In the limit of large N and NB, g is of order unity
which is necessary in order for the system not to en-
ter the highly-correlated Tonks-Girardeau regime. (One
should not forget that for the low atom numbers that we
have used, the system easily makes the transition to the
Tonks-Girardeau limit, when g becomes of order N [26]).
We stress that the above calculation is just a toy model
and should not in any way be trusted quantitatively. Be-
sides, for g of order unity, the typical interaction energy
per atom is of order N and thus (much) larger than the
kinetic energy. Thus, the interaction energy will deplete
the condensate significantly, while the depletion will also
make the result dependent on gAB; all these effect have
been ignored here.
B. A “generalization” of Bloch’s theorem
The arguments presented above ignore the depletion
of the condensate. However, the depletion lowers the
energy to subleading order in the number of atoms N
and, in particular for small systems, it may have a rather
important effect. Below, we suggest a different way of
constructing a many-body state, taking into account also
the depletion. Essentially this ansatz state generalizes (in
an approximate way) Bloch’s theorem, which also holds
in a two-component system [12].
The ansatz many-body state that we introduce is based
on the “exact” many-body state for L = 0. The many-
body state of each component will be a linear superposi-
tion of the “Fock” states of the form
|mN
A
mmin
min , . . . ,m
NA
mmax
max 〉A
⊗
|mN
B
mmin
min , . . . ,m
NB
mmax
max 〉B
(33)
for some given truncation to the single-particle states
with mmin ≤ m ≤ mmax, with the obvious constraints
in each state
∑
mN
i
m = Ni, with i = A,B and also with∑
m,imN
i
m = 0. Then, one may excite the center of mass
coordinate using the same amplitudes, thus creating the
state
|(mmin +mA)N
A
mmin , . . . , (mmax +mA)
NA
mmax 〉A
⊗
|(mmin +mB)N
B
mmin , . . . , (mmax +mB)
NB
mmax 〉B.(34)
The resulting state has an angular momentum
L = NAmA +NBmB. (35)
Also, this state has the same interaction energy as the
one with L = 0, since the matrix elements do not depend
8on the angular momentum of the colliding particles. Its
total energy is higher than the total energy of the many-
body state with L = 0, E(L = 0), due to its higher
kinetic energy,
E
′′′
= V (L = 0) +
∑
m
(m+mA)
2NAm +
∑
m
(m+mB)
2NBm
= E(L = 0) +NAm
2
A +NBm
2
B + 2(mALA +mBLB).
(36)
Here V (L = 0) is the exact, total, interaction energy of
the full many-body state with L = 0, and LA, LB is the
angular momentum of the A and B components of the
state with L = 0. In general, their sum has to vanish,
LA+LB = 0, without each of them vanishing separately.
Still, the states with the dominant amplitudes are the
ones for which LA = 0 and LB = 0, separately, because
of the condition g > gAB, which is roughly the condition
for phase co-existence. As a result,
E
′′′ − E(L = 0) ≈ NAm2A +NBm2B, (37)
which becomes exact for gAB = 0. Equation (37) is
also exact within the mean-field approximation, since the
terms with LA 6= 0 and LB 6= 0 appear due to the deple-
tion. On the other hand, whether the resulting (mean-
field, or many body) state is the yrast state, depends on
the parameters. Finally, we also mention that Eq. (37)
reduces to Eq. (30) when mA = 1 and mB = −1, as
expected.
From Eqs. (35) and (36) if follows trivially that when L
is an integer multiple of N , L = qN , then mA = mB = q,
in which case Bloch’s theorem [21] holds exactly, even
in a two-component system [12], E
′′′ − E0 = Nq2. In
the case of the “traditional” Bloch theorem (i.e., in the
case of one component) starting from the L = 0 state, by
exciting the center of mass motion one gets (exactly) only
the states with an additional angular momentum which
is an integer multiple of the total number of particles N .
On the other hand, in the present case of a two-
component system, this procedure allows us to give L any
desired value, at least when the populations NA and NB
are relatively prime, otherwise the argument will hold for
values of L which are integer multiples of their greatest
common divisor. Still, the generated states are not nec-
essarily the yrast states, but rather they are candidate
yrast states.
C. Results of numerical diagonalization
We turn now to the results that we get from the diag-
onalization of the many-body Hamiltonian. We consider
as a first example the case NA = 16, NB = 4, gAA =
gBB = g = 0.1, gAB = 0.05, with mmin = −1, and
mmax = 2 and the results are shown in the Appendix.
For 0 < L ≤ 4(= NB) we see that indeed the angular
momentum of the majority component, A, is less than
10% of the total, which is consistent with the results
of Sec. III B. Partly this relatively large value is due to
finite-N corrections; increasing N will make this number
even smaller. For 5 ≤ L ≤ 9 the dominant state of the B
(minority) component is φ1, carrying 4 units of angular
momentum, while the additional angular momentum is
carried by the A component. This is because exciting
the B component costs kinetic energy. The state with
L = 10 (= N/2) is analysed in detail below, for N = 10
and L = 5 (= N/2). The rest of the spectrum follows
from Bloch’s theorem.
In order to see the effects that we investigate in the
present study we turn now to higher couplings using the
above as a “reference” example. To achieve a decent
convergence we expand the space of single-particle states
to mmin = −2, and mmax = 3, which forces us to re-
duce the atom number, as otherwise the dimensionality
of the Hamiltonian matrix explodes. We thus consider
NA = 8, NB = 2, gAA = gBB = g = 1.5, gAB = 0.15. An-
other example, where g and gAB are closer to each other,
follows below.
For L = 0 and in the space with mmin = −1 and
mmax = 1 the dimensionality of the Hamiltonian matrix
is 26, while the lowest eigenenergy is ≈ 38.5864. For
mmin = −2, and mmax = 2 the dimensionality becomes
457 and the lowest eigenenergy reduces to ≈ 33.8139,
i.e., there is a reduction of roughly 14%. For mmin =
−2, and mmax = 3 the dimensionality becomes 1163 and
the lowest eigenenergy reduces further to ≈ 32.8452, i.e.,
there is a further reduction of roughly 3%, indicating that
although convergence has not been achieved, the results
are relatively accurate.
A generic feature of the above problem is that there is
a very rapid increase of the dimensionality of the Hilbert
space as more single-particle states are included, as seen
also in the numbers mentioned above. We should also
mention that in order to satisfy Bloch’s theorem for e.g.,
0 ≤ L ≤ N the single-particle states have to be “sym-
metric” around 1/2. This is the reason why we choose to
work, for example, with mmin = −2, and mmax = 3. The
fact that we have to increase the single-particle states in
pairs makes it even more difficult to investigate the con-
vergence of our results and to increase the Hilbert space.
For example, going e.g., from mmin = −2, and mmax = 3
to mmin = −3, and mmax = 4 may result in a very large
increase of the dimensionality of the Hamiltonian matrix
(for some fixed NA and NB).
The lowest-energy eigenstate with L = 0 (and with an
eigenenergy equal to ≈ 32.8452), consists of the following
four Fock states (with the amplitudes with the largest
absolute value)
9Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2559 1 0 6 0 1 0 0 0 2 0 0 0
-0.2650 0 0 8 0 0 0 0 1 0 1 0 0
-0.4326 0 1 6 1 0 0 0 0 2 0 0 0
0.6465 0 0 8 0 0 0 0 0 2 0 0 0
In the above notation, the Fock state with e.g., 8 “A”
atoms in the single-particle state φ0 and 2 “B” atoms in
the single-particle state φ0 has an amplitude 0.6465, etc.
To understand the arguments which follow, it is in-
structive to get some insight into the structure of the
above many-body state. The Fock state with the largest
amplitude has zero kinetic energy and it puts all 8 “A”
atoms at the m = 0 state, as well as all 2 “B” atoms at
the state with m = 0, also. The following three have a
kinetic energy which is equal to 2, 2, and 8, respectively.
The degeneracy between the first two is lifted by the in-
teractions. More specifically, in the two specific states
there are processes where atoms are transferred from the
m = 0 state to the states with m = ±1, m = ±2, etc.,
which lower the energy (they are off-diagonal matrix el-
ements which come from, e.g., cˆ20cˆ
†
−1cˆ
†
1 [25]).
For L = 1, the lowest eigenenergy is ≈ 34.6431, while
the states with the four largest amplitudes are
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2506 1 0 6 0 1 0 0 0 1 1 0 0
-0.2904 0 0 8 0 0 0 0 1 0 0 1 0
-0.4223 0 1 6 1 0 0 0 0 1 1 0 0
0.6323 0 0 8 0 0 0 0 0 1 1 0 0
Here we see that indeed it is the minority component
that carries the angular momentum (in all four Fock
states).
For L = 2, the lowest eigenenergy is ≈ 34.8276, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2557 1 0 6 0 1 0 0 0 0 2 0 0
-0.2644 1 0 6 0 1 0 0 0 1 0 1 0
-0.4322 0 1 6 1 0 0 0 0 0 2 0 0
0.6461 0 0 8 0 0 0 0 0 0 2 0 0
The minority, B, component still carries the angular
momentum (in all four Fock states). The state with the
largest amplitude is the one expected also from the mean-
field approximation. Furthermore, this state does indeed
result (to high accuracy) from the one with L = 0 by
exciting the center of mass coordinate of the minority
component, while the difference between the eigenenergy
of this state and the one with L = 0 is ≈ 1.9814, i.e.,
very close to the value 2(= NB). These are in agreement
with the results presented in Sec. III.
For L = 3 the lowest eigenenergy is ≈ 38.7296, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2401 1 0 6 0 1 0 0 0 0 1 1 0
-0.3224 0 0 8 0 0 0 0 0 1 0 0 1
-0.4035 0 1 6 1 0 0 0 0 0 1 1 0
0.6057 0 0 8 0 0 0 0 0 0 1 1 0
In agreement with the results of Sec. III, and contrary
to the corresponding state with L = 5 given in the
Appendix, the above state results to rather high accu-
racy from the one with L = 1 by exciting the center of
mass of the minority component. The energy difference
is ≈ 4.0865, while the one predicted by the results of
Sec. III C is 2L−NB = 4.
For L = 4 the lowest eigenenergy is ≈ 40.8526, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2494 1 0 6 0 1 0 0 0 0 0 2 0
-0.2970 0 0 8 0 0 0 0 0 0 1 0 1
-0.4218 0 1 6 1 0 0 0 0 0 0 2 0
0.6305 0 0 8 0 0 0 0 0 0 0 2 0
Here we observe that the Fock state with the dominant
amplitude is the one where all 8 “A” atoms occupy the
m = 0 state, as well as all 2 “B” atoms occupy the state
with m = 2. Again, this state results approximately
from the states with L = 0 and L = 2, by exciting the
center of mass motion of the minority component. The
energy difference between this state and the one with
L = 0 is ≈ 8.0074, while the one that one gets from
Sec. III C is 8. We stress that for weaker interactions
the many-body state does not have the structure seen
above. For example, the state with L = 8(= 2NB) in the
Appendix is not of this form, where the state with the
largest amplitude is 0.6158 |0, 12, 4, 0〉A |0, 0, 4, 0〉B.
For L = 5 the lowest eigenenergy is ≈ 45.7010, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
0.3194 0 1 5 2 0 0 0 0 0 0 2 0
0.3194 0 0 2 5 1 0 0 2 0 0 0 0
-0.3516 0 0 7 1 0 0 0 0 0 0 2 0
-0.3516 0 0 1 7 0 0 0 2 0 0 0 0
Interestingly, this state with L = N/2 = 5 cannot in
any way be linked to any other state and it does not re-
sult from exciting the center of mass motion [27]. This
is seen by comparing this eigenstate with the ones with
L = 1 and L = 3. The state that one would construct
following this rule has an energy equal to ≈ 46.8276,
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which is higher than the actual eigenenergy. Therefore,
the system manages to construct a state that lies lower in
energy. We should recall here that within the mean-field
approximation for L = N/2 one gets a “dark” solitary
wave in the minority component, and the winding num-
ber changes.
Furthermore, this eigenstate has the peculiar feature
that the Fock states go in pairs, having the same am-
plitudes (modulo signs). This can be seen by the fact
that for every Fock state, there has to be another one,
which is its mirror image that results from the transfor-
mation m → 1 − m. The first state will have an an-
gular momentum
∑
mNm = N/2, while the other one∑
(1−m)Nm = N −L = N/2. Furthermore, the kinetic
energy of the first will be K =
∑
m2Nm, while that of
the other will be
∑
(1 − m)2Nm = K + N − 2L = K.
Since the interaction energy will also be the same, that
is the reason that these states go in pairs.
It is interesting that within the mean-field approxima-
tion and for ℓ = 1/2 there are two degenerate solutions,
with a very different structure in φA, i.e., the phase of
the order parameter ΨA of the majority component. For
ℓ → (1/2)± we get either the one, or the other solution
(in practice depending, e.g., on the initial condition that
we use in the algorithm). This is an example of spon-
taneous symmetry breaking. This symmetry is restored
within the method of diagonalization, where, for ℓ = 1/2,
we get a superposition of these two states.
Returning to the results from numerical diagonaliza-
tion, the rest of the spectrum, for L = 6, . . . , 10, as well
for L > 10, follows (exactly) from the above states, ac-
cording to Bloch’s theorem, as we have also checked nu-
merically.
Another example that we show below has a larger value
for gAB, gAB = 9/10, with NA = 8, NB = 2, gAA =
gBB = g = 3/2 being the same as before. The ratio
g/gAB is the same as the one in the mean-field calcula-
tion of Ref. [20]. In this study the chosen couplings were
rather strong, however here considering the same param-
eters would require inclusion of a large space of single-
particle states and a correspondingly huge dimensionality
of the resulting Hamiltonian matrix.
The lowest-energy eigenstate with L = 0 has an
eigenenergy equal to ≈ 43.7724. The Fock states with
the four largest amplitudes are
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2420 1 0 6 0 1 0 0 0 2 0 0 0
0.2422 0 0 8 0 0 0 0 1 0 1 0 0
-0.4146 0 1 6 1 0 0 0 0 2 0 0 0
0.6468 0 0 8 0 0 0 0 0 2 0 0 0
For L = 1, the lowest eigenenergy is ≈ 45.0110, while
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FIG. 5: Top figure: The solid curve connects the lowest
eigenenergies, for NA = 2, NB = 8, gAA = gBB = 1.5, and
gAB = 0.15, for L = 0 up to 10, in the truncated space
mmin = −2, mmax = 3. The dashed curve connects the en-
ergies evaluated by the phase transformations described in
Sec. III C, which result from the eigenenergies for L = 0 and
L = 1. Bottom figure: Same as the top one, with gAB = 0.9.
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2312 0 0 8 0 0 0 0 1 0 0 1 0
-0.2370 1 0 6 0 1 0 0 0 1 1 0 0
-0.3676 0 1 6 1 0 0 0 0 1 1 0 0
0.6135 0 0 8 0 0 0 0 0 1 1 0 0
Again, we observe that the angular momentum is car-
ried by the minority component. For L = 2, the lowest
eigenenergy is ≈ 45.2024, with
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Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2205 0 0 8 0 0 0 0 0 1 0 1 0
-0.2369 1 0 6 0 1 0 0 0 0 2 0 0
-0.4035 0 1 6 1 0 0 0 0 0 2 0 0
0.6351 0 0 8 0 0 0 0 0 0 2 0 0
This state is linked with |L = 0〉 the way we discussed
above. The only difference is that the Fock states with
the two smallest amplitudes are reversed. For L = 3 the
lowest eigenenergy is ≈ 48.0354, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2857 0 1 6 1 0 0 0 0 1 1 0
0.3043 0 1 5 2 0 0 0 0 0 2 0 0
-0.3555 0 0 7 1 0 0 0 0 0 2 0 0
0.4900 0 0 8 0 0 0 0 0 0 1 1 0
The difference between this state and |L = 1〉 is more
pronounced (in the second and the third lines). In these
two Fock states we observe that there are 2 units of an-
gular momentum, as compared to the first and the fourth
lines, where there are 3 units of angular momentum, as
a result of the increase of gAB. Still, the Fock state with
the largest amplitude is the one expected from the earlier
discussion.
For the state with L = 4 the lowest eigenenergy is
≈ 50.3904, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.2058 1 0 6 0 1 0 0 0 0 0 2 0
-0.2074 0 0 7 1 0 0 0 0 0 1 1 0
-0.3488 0 1 6 1 0 0 0 0 0 0 2 0
0.5529 0 0 8 0 0 0 0 0 0 0 2 0
Again, this state is linked with the states |L = 0〉 and
|L = 2〉, with the main difference in the third Fock state,
which has 3 units of angular momentum, while the other
ones have 4 units. Finally, for L = 5 the lowest eigenen-
ergy is ≈ 52.7947, with
Comp. A Comp. B
Ampl. φ−2 φ−1 φ0 φ1 φ2 φ3 φ−2 φ−1 φ0 φ1 φ2 φ3
-0.1817 0 1 4 3 0 0 0 0 0 1 1 0
-0.1817 0 0 3 4 1 0 0 1 1 0 0 0
0.1920 0 0 4 4 0 0 0 0 1 1 0 0
0.2038 0 0 6 2 0 0 0 0 0 1 1 0
0.2038 0 0 2 6 0 0 0 1 1 0 0 0
which still is not linked with the other states.
Figure 5 shows the eigenenergies for 0 ≤ L ≤ 10 for the
two values of gAB. In the same figure we have also used
the eigenenergies for L = 0 and L = 1 and evaluated the
other ones using the arguments presented in Sec. III C.
The agreement for the lower value of gAB is better. With
increasing gAB the two systems become more coupled and
as a result there are processes like, e.g., cˆ0cˆ
†
1dˆ
†
0dˆ1, which
lower the energy and become more important. These
processes make the amplitudes of the Fock states which
constitute the L = 0 yrast state and have LA 6= 0 and
LB 6= 0 (with LA + LB = 0) larger. These states are
responsible for the observed deviations [see Eq. (36)]. We
also observe the relatively large deviation that appears
for L = 5 = N/2. This deviation is due to the fact that
this eigenstate does not result from the other ones via
excitation of the center of mass motion.
To conclude, interestingly enough, essentially the
whole excitation spectrum (with the exception of the dis-
tinct values of L = N/2 +Nq, with q being an integer),
can thus be derived by the states L = 0 and L = 1 only
– at least approximately – very much the same way that
we saw in Sec. III.
V. A CONJECTURE: DISPERSION RELATION
BASED ON THE MINIMIZATION OF THE
KINETIC ENERGY
As we argued in Sec. IV B, starting from the many-
body state of a system with L = 0 it is possible to create
a many-body state with some nonzero value of L at the
expense of kinetic energy only, which is of order N (in
the total energy of the system). Alternatively the many-
body state may result from single-particle excitation with
an energy expense in the interaction energy which is of
order Ng (still in the total energy of the system), for
gAA ≈ gBB ≈ gAB, and equal to g. Furthermore, for
sufficiently strong interactions, i.e., when g becomes of
order N , the system enters the Tonks-Girardeau regime,
where the energy does not depend on g, which is not
desirable.
Therefore, provided that
N ≪ Ng ≪ N2, (38)
it may be energetically favorable for the system to carry
its angular momentum via the collective excitation de-
scribed above. In this case, provided that NA and
NB are relatively prime one may achieve any value of
L = mNA+nNB. The integers (m,n) are the ones which
minimize the kinetic energy per particle
K = m2NA + n
2NB, (39)
under the obvious constraint
L = mNA + nNB. (40)
Self-consistency requires that the resulting integers m
and n have to be of order unity.
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FIG. 6: The dispersion relation (i.e., the kinetic energy) eval-
uated from the minimization of Eq. (39) under the constraint
of Eq. (40), for the numbers of NA and NB shown in each
plot.
 0
 50
 100
 150
 200
 250
 300
 350
 0  10  20  30  40  50  60  70  80
NA = 49 NB = 32
En
er
gy
 p
er
 p
ar
tic
le
Total angular mom. L
 0
 50
 100
 150
 200
 250
 300
 350
 0  10  20  30  40  50  60  70  80
NA = 49 NB = 33
En
er
gy
 p
er
 p
ar
tic
le
Total angular mom. L
 0
 50
 100
 150
 200
 250
 300
 350
 0  10  20  30  40  50  60  70  80
NA = 49 NB = 34
En
er
gy
 p
er
 p
ar
tic
le
Total angular mom. L
 0
 50
 100
 150
 200
 250
 300
 350
 0  10  20  30  40  50  60  70  80
NA = 49 NB = 35
En
er
gy
 p
er
 p
ar
tic
le
Total angular mom. L
FIG. 7: Same as in Fig. 6.
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It is important to point out that Eq. (39) and (40) are
linear in NA andNB. Thus, scaling NA andNB the same
way will leave the resulting integers m and n unaffected.
On the other hand, Eq. (38) will always be satisfied for a
sufficiently large value of N = NA+NB, for some fixed g.
The inequality of Eq. (38) implies that in order for each
term to differ by, e.g., one order of magnitude, g has to
be at least 10, while N has to be at least 100. This
introduces a very serious problem in the method of nu-
merical diagonalization that we use. Convergence of the
results requires that the space that one should work with
is |mmin| ≈ mmax ≈
√
Ng ≈ 30. This implies that the
dimensionality of the resulting matrices is too large and
certainly beyond the capability of current technology.
Still, if one could reach these parameters – which is
certainly possible experimentally – there is an interest-
ing behaviour, which we investigate below. The most
interesting aspect is that under the conditions presented
above, the yrast spectrum is determined from the mini-
mization of the kinetic energy and thus becomes trivial.
In addition to the simplicity of the spectrum, even more
interesting is that the dispersion relation may become
very sensitive to NA and NB, due to number-theoretic
reasons.
In Figs. 6 and 7, instead of diagonalizing the many-
body Hamiltonian, we minimize Eq. (39) under the con-
straint of Eq. (40) and plot the dispersion relation [mea-
suring the energy from E(L = 0)]. As an example, we
have chosen NA = 49 and NB from 28 up to 35. For
NB = 28, the greatest common divisor of NA and NB is
7 and for this reason we find a solution for the values of
L which are integer multiples of 7, i.e., 0, 7, 14, 21, 28,
35, 42, 49, 56, 63, 70, and 77.
For all other values of L the energy will be much higher,
so the predicted dispersion relation will have minima at
these values of L. Increasing the population of NB by
one unit, i.e., for NB = 29, the greatest common divisor
of NA and NB is 1. This has dramatic consequences on
the dispersion relation, since it is now possible to find a
solution for all values of L between 0 and NA+NB = 78.
Various interesting patterns show up as NB continues to
increase by one unit, until NB increases by seven units,
NB = 35, in which case the greatest common divisor
of NA and NB is again equal to 7, in which case the
dispersion shows a similar structure as in the case NB =
28.
A remarkable observation that follows from these re-
sults is that even if the population changes by one par-
ticle, this may change the dispersion dramatically. This
is a direct consequence of the number-theoretic nature of
the problem, much like shell-effects for fermions, due to
the Pauli exclusion principle.
VI. SUMMARY AND OVERVIEW
In the present study we have studied the dispersion re-
lation of a two-component Bose-Einstein condensed gas
that is confined in a ring potential. The structure of the
derived excitation spectrum and the corresponding states
have immediate consequences on the rotational proper-
ties of the system that we have examined and thus they
have a very interesting physical interpretation.
To name just the most important ones, we need to
recall that the local minima of the dispersion relation
correspond to non-decaying states, i.e., persistent cur-
rents. Furthermore, the states that we have evaluated
correspond to “vector” solitary-wave solutions, i.e., den-
sity disturbances in both components (see Figs. 2 and 3)
which propagate together around the ring without change
in their shape. In addition, the slope of the dispersion
relation gives the velocity of propagation of these waves.
Finally, the dispersion relation may be used to predict
the behaviour of the system as it is driven by some ex-
ternal rotation of the trap and also it allows us to extract
the hysteretic behaviour.
Turning to the more specific properties we have de-
rived, we have shown that, quite generally (and not only
within the mean-field approximation) under certain and
rather typical conditions the whole energy spectrum re-
peats itself in a quasi-periodic way. More specifically, if
one knows the spectrum in the range of the angular mo-
mentum between L = 0 and L = NB, i.e., the population
of the minority component, the rest may be derived by
exciting the center of mass motion of the two compo-
nents.
An interesting result that is directly related with the
above is the fact that in this range of angular momen-
tum the majority of the angular momentum is carried by
the minority component, which is a definite experimental
prediction. Another interesting physical consequence of
these results is that, within the mean-field approxima-
tion – when the “dark” soliton appears (in the minority
component), the velocity of propagation of the solitary
waves changes discontinuously. Furthermore, within the
many-body scheme the state with this value of the angu-
lar momentum has some peculiar properties.
One important observation in the problem we have
studied is the fact that the matrix elements that de-
termine the interaction do not depend on the angular
momentum of the colliding particles. As a result, one
may start from the non-rotating many-body state and
use these correlations to build many-body states with
some nonzero angular momentum. In the limit of rela-
tively strong interactions these are possible yrast states.
The reason is that the energy expense that one pays to
give the angular momentum is purely kinetic energy and
for sufficiently strong interatomic interactions this kind
of excitation provides an energetically inexpensive way
for the system to carry its angular momentum (since the
correlations are unaffected).
As a result in this limit it is the kinetic energy that
has to be minimized, with the interesting consequence
that the energy spectrum is trivial to calculate. Further-
more, much like non-interacting fermions, due to number-
theoretic reasons the energy spectrum also becomes very
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sensitive to the population of the two components, as
well as the angular momentum carried by the system. In
a sense, this is an indication of “quantum chaos”, where
even infinitesimally small changes in the number of atoms
(i.e., of order unity) have very significant changes in the
dispersion relation, and as a result in the rotational prop-
erties of the system. While we cannot demonstrate this
conjecture numerically because of the huge dimension-
ality of the resulting matrices, there are definite predic-
tions, which may be tested experimentally.
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Appendix: Yrast states for NA = 16 and NB = 4
Below we give the result for NA = 16, NB = 4, gAA =
gBB = g = 0.1, gAB = 0.05 in the space with −1 ≤ m ≤
2.
The lowest-energy eigenstate with L = 0 has an
eigenenergy equal to ≈ 15.1799. Furthermore, the di-
mensionality of the matrix is 846. The states with the
four largest amplitudes are
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.0944 2 12 2 0 0 4 0 0
-0.1139 0 16 0 0 1 2 1 0
-0.3122 1 14 1 0 0 4 0 0
0.9301 0 16 0 0 0 4 0 0
For L = 1, the lowest eigenenergy is ≈ 16.3549, while
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.1221 1 13 2 0 0 4 0 0
-0.2695 0 15 1 0 0 4 0 0
-0.2811 1 14 1 0 0 3 1 0
0.8893 0 16 0 0 0 3 1 0
For L = 2, the lowest eigenenergy is ≈ 17.4151, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.1245 1 13 2 0 0 3 1 0
-0.2742 1 14 1 0 0 2 2 0
-0.2814 0 15 1 0 0 3 1 0
0.8840 0 16 0 0 0 2 2 0
For L = 3 the lowest eigenenergy is ≈ 18.3432, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.1086 1 13 2 0 0 2 2 0
-0.2461 0 15 1 0 0 2 2 0
-0.2826 1 14 1 0 0 1 3 0
0.8960 0 16 0 0 0 1 3 0
For L = 4 the lowest eigenenergy is ≈ 19.1274, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
-0.1025 0 16 0 0 0 1 2 1
-0.1791 0 15 1 0 0 1 3 0
-0.3017 1 14 1 0 0 0 4 0
0.9153 0 16 0 0 0 0 4 0
For L = 5 the lowest eigenenergy is ≈ 21.0242, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
-0.1791 0 16 0 0 0 0 3 1
-0.2520 0 14 2 0 0 1 3 0
-0.3693 1 13 2 0 0 0 4 0
0.8354 0 15 1 0 0 0 4 0
For L = 6 the lowest eigenenergy is ≈ 22.8034, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
-0.2058 0 15 1 0 0 0 3 1
-0.3104 0 13 3 0 0 1 3 0
-0.3910 1 12 3 0 0 0 4 0
0.7640 0 14 2 0 0 0 4 0
For L = 7 the lowest eigenenergy is ≈ 24.4524, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.2136 1 10 5 0 0 1 3 0
-0.3627 0 12 4 0 0 1 3 0
-0.3855 1 11 4 0 0 0 4 0
0.6938 0 13 3 0 0 0 4 0
For L = 8 the lowest eigenenergy is ≈ 25.9611, with
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Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.2451 1 9 6 0 0 1 3 0
-0.3568 1 10 5 0 0 0 4 0
-0.4100 0 11 5 0 0 1 3 0
0.6158 0 12 4 0 0 0 4 0
For L = 9 the lowest eigenenergy is ≈ 27.3137, with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
0.2956 1 9 6 0 0 0 4 0
0.2957 0 9 7 0 0 2 2 0
-0.4401 0 10 6 0 0 1 3 0
0.5067 0 11 5 0 0 0 4 0
Finally, for L = 10 the lowest eigenenergy is ≈ 28.4570,
with
Comp. A Comp. B
Ampl. φ−1 φ0 φ1 φ2 φ−1 φ0 φ1 φ2
-0.2882 0 6 10 0 0 4 0 0
-0.2882 0 10 6 0 0 0 4 0
0.3625 0 7 9 0 0 3 1 0
0.3625 0 9 7 0 0 1 3 0
-0.3784 0 8 8 0 0 2 2 0
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