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This article provides a cognitive foundation of the parameters that regu-
late a model of the learning curve. Organizational learning and its actual oc-
currence are linked to the number of available categories and to the amount
of information to be processed.
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The learning curve denotes a rather robust empirical regularity, namely that pro-
duction time decreases with comulativeproduction at a uniform rate [11]. In other
words, the more units of a good have been produced, the less it takes to produce
an additional unit.




where tn is the time required to produce the n-th unit, t1 is the time required to











￿ n is cumulative production and a is a
parameter that is speciﬁc to the manufacturing process being observed.
The most important ﬁnding of empirical research on learning curves is that
production time reduction takes place to a much larger extent in assembling oper-
ations than in machining operations [2, 3]. This evidence suggests that the learn-
ing curve is not concerned with individual learning, but rather with organisational
learning.
Evidently, the learning curve does not arise from workers learning to use a
new machine or employees learning to deal with a new boss. Rather, it arises
from individuals learning to coordinate their actions. Possibly, it is not a chance
that the learning curve was discovered in the aircraft industry, where specialists
from differentbranches must learn how to ﬁt together many different components.
Many other empirical facts point to the organizational origin of the learning
2curve. One such fact is that if the management sets a ceiling to possible improve-
ments of production time, learning does not occur beyond that ceiling [4]. Other
interesting facts are that learning rates may differ across plants of the same ﬁrm
that produce the same good with similar equipment within the same country, and
that production interruptions such as strikes cause production time to increase [1].
The above fact about managers setting a ceiling to learning suggests that the
learning curve has a lot to do with workers motivation and with operating in an
environment that provides stimuli to learn. However, the story about learning
rates differing across plants suggests that the learning curve does not derive from
individuals learning a given corporate culture. Moreover, the empirical fact about
strikes suggests that the learning curve originates from tacit coordination schemes
that may be difﬁcult to reconstruct, rather than codiﬁed behavior rules that can be
easily re-learned.
Muth [8] provided a model of the learning curve based on random search
among a ﬁxed population of possible technologies. However, a technology-based
model is not able to explain why learning occurs to a much larger extent in assem-
bling operations than in machining operations, as well as the manyother empirical
facts mentioned above.
Alternatively, Huberman derived the learning curve from the properties of a
random graph that represents the structure of communications within a ﬁrm [9, 7].
In this model, nodes represent organizational units and edges represent commu-
nication between units. Organizational units may be human beings, machines, or
compounds of both. Communication between units may take place in connection
3with physical transportation of goods, or it may be a pure information ﬂow.
In a random graph, nodes establish links to one another with a certain proba-
bility. According to the above metaphor, this is the probability that organizational
units establish communications with one another.
Huberman’s model assumes that communication within the ﬁrm must ﬂow
from a source node to a sink node, corresponding to the ﬂow of production.
Clearly, this model neglects power hierarchies within ﬁrms. However, assem-
bling and coordination operations are likely to take place between organizational
units placed at similar hierarchical levels, so for our purposes hierarchy can be
ignored.
Since production corresponds to a communication ﬂow from source node to
sink node, production time can be represented by the number of steps that it takes
to cross the graph. Learning takes place when units understand how to communi-
cate with one another, that is when the nodes of the graph establish links to one
another. Thus, knowledge stemming from cumulative production is represented
by p, the probability to establish a link between two nodes.
Huberman’s model yields a relationship between cumulative production and
production time that resembles 1. Moreover, it introduces a parameter r that ex-
plains why the learning curve occasionaly fails.
Parameter r is the probability of eliminating unproductive connections when
looking for a path from the source to the sink of the graph. It represents the
effectiveness of the search for better coordination. Basically, it is an index of the
quality of decision-making.
4Interestingly, at high values of r production time decreases exponentially with
p, as it is empirically observed when learning curves work. However, the lower r,
the weaker this relationship. At r
￿ 0
￿ 5 the relationship is reverted, with produc-
tion time increasing with cumulative output.
Interpretation is straightforward. The learning curve arises from communica-
tion between organizational units, represented by p. That’s why it is more pro-
nounced in assembling operations than in machining operations. However, setting
a ceiling to production time slackens the search for better coordination, reduces
r, and causes the learning curve to fail. Obviously, ﬁrm-speciﬁc values of r can
easily explain why the rate of learning eventually differs across plants of the same
ﬁrm that produce the same good with similar equipment within the same country.
Finally, after strikes or other production interruptions tacit knowledge concerning
coordination is difﬁcult to reconstruct, whereas explicit knowledge concerning
how to operate speciﬁc machines can be easily acquired.
The above discussion highlighted that Huberman’s model is able to shed light
on the (mis)functioning of the learning curve. However, this models rests on
parameters that are not linked to the process of learning. Huberman’s model gives
no hint as to which job could exhibit a high p or a low r, and why. A cognitive
foundation of Huberman’s model is needed, and the rest of this paper sets out to
provide it.
52 The Market for Ideas
Learning means recognizing that certain situations have common features, and
developing an appropriate behavior for each class of situations that a decision-
maker expects to face. Learning involves the cognitive process of classifying
information into a manageable number of mental categories, and the evolutionary
process of developing decision rules that yield favourable results.
One such model is John Holland’s Classiﬁer Systems [5, 6]. Let us adapt it to
a random graph representing the structure of communications within a ﬁrm.
Let us assume that the organizational units of our ﬁrm are endowed with cat-
egories which they use to classify information, plus a rule that speciﬁes on which
occasion a particular piece of information should be produced. Since organiza-
tional units generally represent compounds of men and machines, categories rep-
resent the situations that decision-makers endowed with particular machines are
able to distinguish, while the information that they produce represents the deci-
sions they make.
Let us represent both categories and information by means of strings of L
characters that can be zeros, ones, or ”don’t care” characters #. Thus, K
￿ 3L
different strings can be produced.
Categories must entail at least one #-character in order to be effective. In fact,
categories are strings that match all information strings that have zeros and ones
in the same positions where they have zeros and ones; on the contrary, it does not
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Figure 1: A category string, and the four information strings that it is able to
match. This category string does not distinguish these information strings from
one another. Thus, four information strings are classiﬁed as one single piece of
information.
strings have a #. In this way, a category string is a container that classiﬁes all
information strings that have zeros and ones in its same positions. For instance,
the category string depicted in the left half of ﬁgure 1 is able to classify the four
information strings depicted in the right half of the picture.
Information strings may have #-characters as well. However, these characters
have a different meaning as in category strings.
Let us consider a generic organizational unit j. If an information string pro-
duced by unit j has #-characters in the same positions where a category string
owned by j has #-characters, then unit j simply carries on to other units the sym-
bol that was matched by its category. That is, if the category string had a # in a
position that was matched by a 0 (1), then the information string produced by j
7has also a 0 (1) in that position. In this way, information clusters can propagate.
A classiﬁer system works like a market. Category strings bid ”prices” in order
to classify information strings, and they pay if they suceed to match informa-
tion strings. Category strings pay with a conventional currency called strength.
Strength represents the value of information for a ﬁrm. If a ﬁrm’s organizational
units wants to ignore certain information, it simply doesn’t bid any ”strength” for
it.
Strength ﬂows from units that receive information to units that issue it. Or-
ganizational units, in their turn, distribute their endowment of ”strength” among
their categories.
In our case, it is a ”market” for ideas about coordinating activities across or-
ganizational units. It is supposed to take place among organizational units placed
at similar hierarchical levels, that must coordinate in order to carry out the kind of
assembling operations where learning curves arise. Each organizational unit tries
to understand what other units need, and presents proposals concerning the way
of carrying out its own particular job. Category strings represent the ability of or-
ganizational units to understand the proposals of other units. Information strings
represent the proposals they make.
By passing across organizational units, strength creates preferential paths for
information ﬂows. Moreover, if strenght is passed on along a circular path, the
same sequence of actions is repeated over and over. This is what happens when
organizational units learn to coordinate.
Strength cannot be the only magnitude to decide which category string will
8classify a certain information string. In fact, categories entailing a large number
of #-characters are inherently better at classifying information — in the limit, a
category made only by #-characters would be able to classify any information.
However, a general-purpose category would represent a decision-maker who is
not able to distinguish pieces of information from one another.
Consequently, classiﬁer systems employ two magnitudes in order to decide
which category string classiﬁes which information string. The second magnitude
is the speciﬁcity of a string, deﬁned as the number of its non-#-characters.












￿ K denote category strings and information strings, respectively. Let pkk
￿
denote the probability that a category string of type k classiﬁes an information
string of type k
￿ . Let tkk
￿ denote the strength that category string k passes on to
information string k
￿ . Let sk be the speciﬁcity of category string k and let sk
￿ be
the speciﬁcity of information string k
￿ , where sk
￿
￿
￿ sk. Then, pkk






































Formula 2 concerns the probability of establishing a connection between one
category string of a certain type and one information string of a certain type. The
probability of establishing a connection between two organizational units, in its
turn, depends on the type of strings the two units are endowed with, as well as on
9their strength endowments.
Taking a small step away from Holland’s classiﬁer systems, let us assume
that the management endows organizational units with additional strength if they
happen to fall short of it. In this way, we are assuming that organizational units
can always bid the amount of strength they desire.
Clearly, strengths no longer obey a conservation law. However, new amounts
of strength are not created arbitrarily. They represent occasional interventions by
the management in order to avoid that some units lag behind. Remember that we
are describing a ﬁrm, not a market.
With this proviso to the credit assignment algorithm, the probability of es-
tablishing a connection between a category string of type k and an information
string of type k
￿ equals the probability of establishing a connection between two
organizational units endowed with k and k
￿ , respectively. That is, for any pair of













￿ means that unit i is endowed with category string k and unit j is en-
dowed with information string k
￿ .
103 Equilibrium Knowledge
In the previous section, learning was understood as a process of information clas-
siﬁcation. Information strings and category strings had been assumed to be given,
so learning consisted of choosing the best categories for any given information.
This picture is correct, but incomplete. It is the picture of a ﬁrm whose orga-
nizational units are concerned with accomplishing given tasks using given means,
without ever inﬂuencing or modifying these tasks and these means. It is a bureau-
cratic picture of a ﬁrm, describing the execution of orders along a hierarchy.
However, the learning curve typically arises from assembling operations that
involve units adapting their expertise in order to coordinate with one another.
Learning takes the form of mutual understanding of one other’s problems, rather
than implementation of the management’s directives. In this context, tasks and
means of every unit are ﬂexible, and their choice is up to the unit itself.
In our model, ﬂexibility of tasks and means corresponds to allowing category
strings and information strings to evolve with time. This is absolutely normal for
classiﬁer systems, where new strings are either generated by mutation of existing
strings or by random recombination of parts of them (cross-over).
Generation of new strings is of the utmost importance for classiﬁer systems,
since it ensures that optimal strings can be found. Interestingly, both mutation
and cross-over bear similarities to ﬁrm practices. On the one hand, mutation re-
ﬂects invention and introduction of novel practices. On the other hand, cross-over
resembles communication along standardized formats and innovation through re-
11combination of working solutions [10].
Let us consider the equilibrium state of the evolutionary dynamics that cre-
ates new strings. At equilibrium, optimal strings have been found. In this state,





￿ take the same values for all k and k
￿ . Thus, probabilities pkk
￿ take the
same values for all k, k
￿ .
Let H denote the number of different category strings that are employed by
the ﬁrm, and let H
￿ denote the number of different information strings that are
produced by the ﬁrm. Since K
￿ 3L is the number of different strings that can
be generated out of L symbols, it is H
  K and H
￿
!
  K. Furthermore, since the









￿ take the same values for all k and k
￿ , and since index k
￿
extends to H





￿ , where the asterisk is there to remind
that this is an equilibrium value.
This is the equilibrium probability that a category string of type k matches an




￿ . Because of 3, this is also the probability
of establishing a link between any node i that owns a category string of type k and





Thus, the probability that a unit i establishes a link with whatever unit j, in-
dependently of the category owned by i, is the sum of 1
￿ H
￿ over the H category
types. This yields H
￿ H







The r parameter, in itsturn, represents the effectivenessof the search fora path
from the source node to the sink node. Since a simple measure of effectiveness is
that trials are not duplicated, we can identify r with the probability that any two
nodes are not linked by multiple paths.











3, and so on. Thus, the probability that two nodes



























































Equations 4 and 5 above link the parameters that regulate the shape of the
learning curve to cognitive features of the ﬁrm, namely the number of different
category strings and the number of different information strings. The next section
will explain the meaning of formulas 4 and 5 by means of a numerical example.




























4 A Numerical Example
Let us assume H
￿
￿ H
￿ 1, which is the minimum difference between the number
of differentcategorystrings and the number of differentinformationstrings. Since
the difference between H and H
￿ is so small, let us consider small values of H as













For any endowment of category strings and information strings, ﬁgure 2 pro-
vides equilibrium connection probability p. This is the probability of establishing
a link between any two organizational units that is attained when the ﬁrm opti-
mizes utilization of cognitive resources. Consequently, p can be considered as a
kind of learning potential.
Thus, ﬁgure 2 is telling us that the greater the number of different category
strings and the greater the number of information strings, the higher the learning
14potential of a ﬁrm. The more cognitive resources are available, the more can be
learned.
However, learning potential is wasted if the search for a better organization of
jobs is ineffective. Parameter r measures the effectiveness of the search for better
coordination. Figure 2 shows that the greater the number of different category
strings and the greater the number of information strings, the lower the effective-
ness of the search for jobs coordination.
Figure 2 illustrates a trade-off between what can be learned, and what is actu-
ally learned. The more is there to learn, the more difﬁcult it is that a ﬁrm actually
learns it. With H
￿
￿ H
￿ 1 parameter r is all the time below the 0.5 threshold,
where — according to Huberman’s model — the learning curve fails to material-
ize.
Clearly, the above results are speciﬁc to our choice of H
￿
￿ H
￿ 1. A different
ratio between the number of different category strings and the number of different
information strings is likely to yield different results.
Possibly, a cognitive system that would be able to deal with the same number
of different information strings with a smaller number of category strings, would
be more efﬁcient. If wecan simplify alot of information by means a small number
of categories, that’s when we easily recognize what kind of problem we are facing
and what kind of solutions can be applied.
Figures 3 and 4 show the effect of switching from H
￿
￿ H




on p and r, respectively. Even if we decreased the number of different categories
by only one unit, we can observe dramatic differences. Learning potential p de-
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Figure 3: Parameter p when H
￿ H
￿





creases, but the higher the number of different strings, the less it decreases. On
the contrary, learning effectiveness represented by r increases, and the higher the
number of different strings, the more pronounced this effect.
Figures 3 and 4 suggest that by limiting the number of different categories
a large gain of learning effectiveness can be obtained at the expense of a little
loss of learning potential. A limited number of well-designed categories, able
to discriminate relevant features but ultimately compressing a lot of information
into manageable limits, is likely to do better than any attempt to use all infor-
mation available to a decision-maker. Bounded rationality and thumb rules do not
merely arise out of limitations of our capabilities, but constitute a basis of efﬁcient
decision-making as well.
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Figure 4: Parameter r when H
￿ H
￿






Throughout the previous sections, this article provided a foundation of a model of
the learning curve in terms of cognitive features of the units involved in organiza-
tional learning within a ﬁrm. These features are the number of different category
strings and the number of different information strings.
Two results have been established. The ﬁrst one is that by increasing the num-
ber of different category strings and information strings, learning potential in-
creases but learning effectiveness decreases. The more complex a problem, the
more can be learned, but the more difﬁcult it is to learn it. The second one is that
by using a few categories to classify a lot of information, it is possible to increase
learning effectiveness at the expense of a little loss of learning potential. If one
is able to solve complex problems by means of simple schemes and thumb rules,
17that’s the best.
Qualitatively, the above results are obvious. However, these results have been
formalized, and formalization may prelude to quantitative application. Informa-
tion strings represent the actions that the organizational units of a ﬁrm can un-
dertake, category strings represent the interpretations that these units give of the
information they receive. Behavioral routines and technological possibilities can
be codiﬁed into strings of zeros, ones, and ”don’t care” characters. Eventually,po-
tential gains from organizational learning could be estimated, and the reliability
of a forecast based on the learning curve could be assessed.
Nonetheless, one should never forget that the above analysis is affected by
serious limitations. Semantics, i.e. the connection between a string of symbols
and a real action that has a precise meaning for the ﬁrm that is performing it, lies
out of the scope of this model. It is up to the modeller to attach a meaning to
the strings that are in the model. In other words, this model can describe orga-
nizational learning out of recombination of existing building blocks, but cannot
describe the invention of new conceptual blocks.
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