The present meta-analytic study examined brain activation changes following working memory (WM) training, a form of cognitive training that has attracted considerable interest. Comparisons with perceptual-motor (PM) learning revealed that WM training engages domain-general large-scale networks for learning encompassing the dorsal attention and salience networks, sensory areas, and striatum. Also the dynamics of the training-induced brain activation changes within these networks showed a high overlap between WM and PM training. The distinguishing feature for WM training was the consistent modulation of the dorso-and ventrolateral prefrontal cortex (DLPFC/VLPFC) activity. The strongest candidate for mediating transfer to similar untrained WM tasks was the frontostriatal system, showing higher striatal and VLPFC activations, and lower DLPFC activations after training. Modulation of transfer-related areas occurred mostly with longer training periods. Overall, our findings place WM training effects into a general perception-action cycle, where some modulations may depend on the specific cognitive demands of a training task.
Introduction
Human goal-directed behavior, including reasoning, planning, and decision-making, relies largely on our ability to maintain, manipulate, and update information contents in mind (Baddeley, 1986) . This ability, working memory (WM), not only provides a mental platform that can be used in pursuing our ongoing goals, but it is also a key precursor of long-term learning (e.g., Passolunghi et al., 2007) . The central role of WM in human cognition, coupled with its limited capacity, has motivated current attempts to improve WM function through intensive training (e.g., Constantinidis and Klingberg, 2016) . Over the last years, evidence accumulated in behavioral WM training studies has been meta-analyzed several times (Melby-Lervåg and Hulme, 2013; Karbach and Verhaeghen, 2014; Karr et al., 2014; Kelly et al., 2014; Shinaver et al., 2014; Au et al., 2015; Melby-Lervåg et al., 2016; Soveri et al., 2017) . Some of these meta-analyses have found that WM training shows reliable transfer not only within the WM domain but also to attention and fluid intelligence (Shinaver et al., 2014; Au et al., 2015) , while the most recent ones have documented substantial transfer only to untrained WM tasks (Melby-Lervåg et al., 2016) , with only very weak effects in other cognitive domains . Nevertheless, brain imaging studies that have accumulated only quite recently (see Table 1 ) have demonstrated multiple ways how WM training influences brain activity. These include regional changes in a multitude of areas (for a review see Buschkuehl et al., 2012; Constantinidis and Klingberg, 2016; von Bastian and Oberauer, 2014) , modulation of anatomical (Takeuchi et al., 2010; Salminen et al., 2016; de Lange et al., 2017) and functional connectivity (Astle et al., 2015; Jolles et al., 2013; Takeuchi et al., 2013) , adapted neuronal firing profiles (Meyers et al., 2012) , and more efficient neurotransmitter function (Bäckman and Nyberg, 2013) . As there are limitations in the meta-analysis of behavioral studies, complementary analysis of the brain imaging studies could help in clarifying the mechanisms underlying WM training. For instance, more extensive transfer in some subset of studies could be of relevance but may disappear in behavioral meta-analyses when labeled together with different types of studies (for studies showing more transfer, see e.g. Holmes et al., 2009; Thorell et al., 2009; Brehmer et al., 2012; Bergman-Nutley and Klingberg, 2014) .
Several issues need to be considered when trying to relate the findings of the brain imaging studies on WM training to the broader context of training and skill learning. (1) Importantly, as these single studies have reported only the effects of WM training, it is not clear to what extent their findings are specific or shared with other types of learning tasks. WM emerges from a complex interplay between attentional processes, perceptual-motor (PM) systems, and long-term memory (see Eriksson et al., 2015 for a review), and thus WM training should share many fundamental elements with other types of skill training (see Chein and Schneider, 2012) . Nevertheless, WM training differs from training of other skills in that the typically adaptive WM training tasks force the participants to constantly work at their WM capacity limits, aiming to induce plasticity in the neural systems responsible for maintaining, manipulating and updating information. Hence, it would be important to clarify the specificity vs. generality of brain activation changes following WM training by making a comparison to PM learning. (2) Brain imaging studies on WM training have reported complex patterns of activation increases and decreases in large-scale brain networks that are difficult to interpret based on single studies. Relatively small samples and effect sizes, heterogeneous findings of individual studies (see Hsu et al., 2014) , and the complex and distributed nature of the WM brain networks call for a search for replicable patterns across multiple studies. Systematic analysis of the existing neuroimaging findings could help in clarifying the role of specific brain areas in the widespread brain networks modulated by cognitive training. (3) Transfer of training to untrained tasks has been a key issue in behavioral WM training research. Even though there are still only few studies specifically examining the neuronal mechanisms underlying transfer, it is important to try to link the transfer-related brain imaging evidence to the behavioral transfer pattern. These three questions motivated us to conduct the first meta-analysis of the functional magnetic resonance imaging (fMRI) studies on WM training.
Brain networks involved in WM and PM tasks
NeuroSynth database includes about 900 published cross-sectional fMRI studies that have examined WM-related brain activations, making it one of the most studied neurocognitive systems (see Fig. 2b ). The brain regions consistently reported in these studies include those assumed to support WM core functions, namely the dorsal attention network (the superior parietal cortex/intraparietal sulcus, SPL/IPS; frontal eye field, FEF), dorsolateral prefrontal cortex (DLPFC), salience network (the supplementary motor area/anterior cingulate cortex, SMA/ACC, and inferior frontal gyrus/anterior insula, IFG/ant. ins.), as well as the fronto-striatal and cerebro-cerebellar loops connected with several of these areas (Fig. 2b) . Even though these brain networks show high consistency across single WM studies (see Owen et al., 2005; Nee et al., 2008) , the large-scale activation patterns vary depending on specific WM component processes and content-specific perceptual representations exploited in a given task (see Eriksson et al., 2015) . That is, when the WM task requires, for instance, operating with verbal, spatial or object-based information, the specific lower-level PM representations are also recruited (see Smith and Jonides, 1999) . Thus, in this theoretical framework, the WM component processes are essentially attention control processes (e.g., sustained attention, selective attention, inhibition, updating, Eriksson et al., 2015) acting on the relevant PM representations.
Of the extensive WM core regions listed above, DLPFC in particular is thought to be crucial for WM functions (Levy and Goldman-Rakic, 2000, see also Fig. 2b ). Evidence spanning from single neuron studies (Goldman-Rakic, 1996) to patient data (Muller and Knight, 2006 ) and brain imaging findings (Owen et al., 2005; Eriksson et al., 2015) demonstrates that this area is related to distinct WM processes, especially in resilient information maintenance (Levy and Goldman-Rakic, 2000) , and parsing of related high-dimensional content associations (Miller and Cohen, 2001 ). In addition to WM, DLPFC is also considered to contribute to other memory-related functions, for instance, recalling information with minimal retrieval cues or when minimal contextual information is available (Rugg and Vilberg, 2013 , see also Henson et al., 1999) . As a hub of WM, DLPFC is heavily connected with all other WMrelated brain regions that are described below in more detail.
The dorsal attention network and the salience network, together forming the so-called fronto-parietal networks, are considered to be more multi-functional than DLPFC (see Fig. 2b ). The dorsal attention Table 1 Overview of the studies meeting the inclusion criteria for the meta-analysis. N refers to size of the training group. Transfer effecs are divided to three alternatives: yes = transfer and criterion tasks, no = criterion tasks, only = only transfer effects. In the training period column number of training sessions in parenthesis. dMTS = delayed matching to sample. Opitz et al. (2014) 16 yes no Visuospatial n-back ↑ 2 w (8-10) Salminen et al. (2016) 18 yes yes Dual n-back task ↑↓ 3 w (16) Sayala et al. (2006) 10 no no Spatial and object dMTS Repetition 1 w (9) Schmicker et al. (2016) 14 yes no Visuospatial dMTS ↑↓ 5 d (5) Schneiders et al. (2011) 48 yes yes Voice, pattern n-back Group × time 2 w (8-10) Schneiders et al. (2012) 16 yes only Voice n-back → pattern n-back Group × time 3 w (8) Schweizer et al. (2013) 17 yes no Emotional dMTS ↑↓ 20 d (20) Vartanian et al. (2013) 17 yes only Letter n-back → divergent thinking ↓ 3 d (3) Weissman et al. (2002) 15 no no Spatial task ↑↓ 1 d Zimmer et al. (2012) 12 no no Object dMTS ↓ 4 w (12) network is involved in directing and sustaining the focus of attention in selective task contents (Corbetta and Shulman, 2002, see Scolari et al., 2015 for a recent review) that is crucial for maintaining information in WM, but also needed in almost any other task requiring goal-directed attention (Duncan, 2010) . Hence, in addition to WM functions (Owen et al., 2005; Nee and Jonides, 2008) , this network has an established role in spatial attention (Mesulam, 1981; Corbetta and Shulman, 2002; Silver and Kastner, 2009) , language processing (Hickok and Poeppel, 2004; Saur et al., 2008) , and motor functions (Rizzolatti et al., 2002; Culham and Valyear, 2006; van Polanen and Davare, 2015) . At the intersection between perceptual and motor functions, especially the parietal cortex is thought to integrate higher-level perceptual information with higher-level motor representations (Goodale and Milner, 1992 , see also Salmi et al., 2014) . The salience network, in turn, contributes to the provision of fast access to the motor system together with facilitation of the detection of potentially important stimuli, and the regulation of switching between other large-scale brain networks when attention and WM resources are required (Menon and Uddin, 2010) . Fronto-striatal and cerebro-cerebellar loops, traditionally considered to be mostly involved in motor function, have repeatedly been shown to be involved also in cognitive support functions such as anticipation, timing and response control, thereby contributing to optimization of cerebral function in diverse tasks (Marvel and Desmond, 2010; Scimeca and Badre, 2012) . The functional roles of specific striatal and cerebellar areas are characterized by their anatomical projections (see Middleton and Strick, 2000; Alexander et al., 1986) . For instance, reciprocal connections between the neocerebellum (Crus I/II) and DLPFC can be utilized in WM functions, while tasks with high motor demands encompass the network connecting anterior cerebellum with the motor cortex (Salmi et al., 2010) . There is some evidence that the dorsal striatum that is involved in regulating cognitive functions, may also have similar region-specific functional organization (see Pauli et al., 2016) .
In sum, several brain areas in the so-called WM networks play diverse roles also in various other tasks operating with similar PM representations, even when those tasks do not load much on WM (see Fig. 2b ). This provides further impetus to the present attempt to identify general vs. specific features of brain activity changes following WM training. Possible unique features of WM training could relate to specific regions not seen in PM learning and/or to specific dynamics of change (activity increase or decrease) within a shared region. Domaingeneral changes in multi-functional brain networks, in turn, could reflect overlapping attention control functions involved in both WM and PM tasks.
Neuronal plasticity of WM and PM functions
While PM training studies provide some support for potentially lasting changes in brain anatomy (see Zatorre et al., 2012; Wenger et al., 2017) , there is limited evidence of such effects in WM training research (see, however, Takeuchi et al., 2010; Salminen et al., 2016; de Lange et al., 2017) . As training-related improvements in WM task performance typically decay relatively fast (Melby-Lervåg and Hulme, 2013) , also modulations of brain activity measured with functional brain imaging can be assumed to mostly reflect temporary flexibility in the neural resources dedicated to task performance, rather than plasticity observed as longer-term structural changes in brain tissue (Lövdén et al., 2010 , see also Buonomano and Merzenich, 1998) .
In addition to WM, each brain network for goal-directed attention described above is also engaged in various other learning-related functions (Fig. 2c , see also Schneider, 2005, 2012) . Concerning DLPFC, its role in learning is considered to depend on the amount of controlled processing required by the task (Blumenfeld and Ranganath, 2007) . Heavy DLPFC engagement would thus be expected for learning tasks requiring constant access to existing or newly encoded task-relevant information, albeit these demands may decrease when learning progresses. By regulating the access to relevant information, DLPFC can promote learning of diverse functions related to both encoding and retrieval in declarative (Braver et al., 2001; Cabeza et al., 2002; Sakai et al., 2003) as well as in procedural memory (Seidler et al., 2012) . Also the fronto-striatal and cerebro-cerebellar loops have an established role in diverse learning functions ranging from action planning to decision-making and stimulus-response learning (Boyden et al., 2004; Liljeholm and O'Doherty, 2012; Bäckman and Nyberg, 2013) . Activation changes in the frontoparietal networks are likewise consistently reported in different types of learning-related studies, although the exact role of these areas in learning is less clear (see Chein and Schneider, 2005 for a meta-analysis). What has been reported in several cross-sectional studies is that the activity in distinct areas of these networks shows specific links to individual task performance. While in several prefrontal areas higher activity predicts improved task performance, in the parietal cortex lower activations have been associated with higher task performance (e.g., Braver et al., 1997; Honey et al., 2000 , see also Pessoa et al., 2002 Linden et al., 2003) . That is, both increases and decreases in brain activity have been found to be associated with higher WM capacity, and this may vary in different brain regions.
Learning is often characterized as a changing interplay between controlled and automatic processes (Schneider and Shiffrin, 1977) . Controlled processing is typically associated with attention and active monitoring of the task performance, and it is considered to play an important role in unfamiliar tasks especially when they are cognitively demanding. Automatic processing, in turn, emerges or strengthens during practice, saving the limited resources for controlled processing that are critical in the development of expertise. It has been suggested that changes in controlled and automatic processing are related to increases and decreases of brain activity, respectively (e.g., Chein and Schneider, 2012) . Both types of activation changes have been widely reported in WM-related regions pre vs. post WM training (see Buschkuehl et al., 2012; von Bastian and Oberauer, 2014, for reviews) . This is also the case for PM learning involving similar representational systems as in WM training but with a minimal WM load (Chein and Schneider, 2005) . In theory, increased activity could reflect a higher number of neurons engaged or higher firing rates Meyer et al., 2011) . Decreased activity, in turn, could reflect higher efficiency, that could be mediated by increased specificity to detect stimuli (narrower tuning curves, Rainer and Miller, 2000) , or a lower number of neurons required to perform the task. However, as noted in a recent review (Constantinidis and Klingberg, 2016) , increases and decreases of blood oxygenation dependent signal are only weakly linked to the underlying neurobiological mechanisms. Such mechanisms that are beyond the range of functional brain imaging include, for example, altered gene expression, structural changes in axons and dendrites, as well as changes in spiking mechanisms not influencing total energy consumption (see Holtmaat and Svoboda, 2009 ). In addition to very complex underlying brain functions, also the links between the task performance, cognitive load, and brain activations are complex, and may be varying not only in different brain regions but also depending, for instance, on the age of the participants (Schneider-Garces et al., 2010) .
Despite complex underlying mechanisms, analysis of the similarities and differences between training-related changes induced by WM and PM training could potentially provide important information about the domain-specificity vs. domain-generality of these learning processes. Especially the early studies focusing on PM learning strongly emphasized decreased activations, possibly indicating higher automaticity in the widespread cognitive control networks as well as in areas involved in lower-level PM functions (Chein and Schneider, 2005) . At the time of the first meta-analysis on this topic by Chein and Schneider (2005) there was, however, not enough data to distinguish between different types of learning tasks and the sample sizes in individual studies were very small (mean sample size 10 participants in the 25 studies included). Brain imaging studies on WM training, which appeared later, have highlighted enhanced activity in the dorsal attention network and striatum (Olesen et al., 2004 , for a review see Constantinidis and Klingberg, 2016) . At that point, the existing evidence suggested that training PM vs. WM tasks might largely show distinct neuronal effects. As indicated above, later studies have changed this early view. First, there are now a number of studies reporting activation increases in the dorsal attention network and salience network even during simple PM learning tasks (see Figs. 3 and 6 for these effects). Second, an accumulating number of WM training studies have reported activity increases or decreases in areas primarily involved in lower-level sensorymotor functions (see Table 1 for a comprehensive list of brain imaging studies on WM training). Given that the direction of activation changes as well as areas showing training-related modulations have varied considerably in individual studies (see Supplementary Fig. 1 ), we hoped that our systematic analysis of the fMRI findings in WM and PM training studies would allow interpreting WM training effects in the more general context of learning-related brain plasticity.
Incorporating functional brain imaging studies into the broader context of WM training research
Cognitive training represents an extensive multidisciplinary research domain that covers a wide range of target functions and populations. Training can be based on a single task or multiple tasks (Cheng et al., 2012; Binder et al., 2016) , seeking improvements by performing tasks at maximal load or by learning new strategies to perform difficult tasks (Turley-Ames and Whitfield, 2003; St Clair-Thompson et al., 2010) , and the training outcomes can be measured in various ways ranging from cognitive tasks to subjective ratings, symptom measures, and daily activities. In addition to training regimes simply focusing on repetitive performance of the same tasks, some studies have examined joint effects of cognitive training and conventional academic tasks (Nemmi et al., 2016) , aimed for improvement of everyday attention control functions (see Lilienthal et al., 2013) , or examined the effects of concomitant brain stimulation (Richmond et al., 2014; Nilsson et al., 2017; Ruf et al., 2017; Stephens et al., 2017) . Brain imaging evidence is still lacking for many of these approaches developed in behavioral research.
One of the most carefully examined research questions in behavioral WM training research that has also been addressed in some brain imaging studies is whether the training effects carry over from one task to another. Behavioral transfer in individual WM training studies has varied considerably between studies: some have found no transfer, others near transfer to untrained WM tasks, or far transfer to other executive functions and even fluid intelligence (Hsu et al., 2014) . Recent meta-analyses suggest that besides consistent improvements in the trained tasks (practice effect), the only more substantial transfer following WM training concerns other, untrained WM tasks (e.g., MelbyLervåg et al., 2016), mostly structurally similar task variants . Thus, similarly to PM learning, WM training fails to provide widespread transfer. It should be noted, however, that a metaanalysis may not detect all the relevant effects due to the heterogeneity of the individual studies. Some studies have suggested that effects are more consistent when specific training approaches are utilized (e.g., Shinaver et al., 2014) .
While only a limited number of brain imaging studies have addressed transfer after WM training, they can provide complementary evidence on WM training mechanisms. Potentially strongest evidence for altered neurocognitive function would come from findings pointing to recruitment of new brain networks that were not activated prior to training (see Buschkuehl et al., 2012; von Bastian and Oberauer, 2014) . This could be the case, for instance, if WM training influences the executive system (Karbach and Verhaeghen, 2014; Karr et al., 2014; Au et al., 2015) . Another account suggests that the more similar the activity between the trained and untrained tasks, the more likely it is to observe transfer (Dahlin et al., 2008) . Hence, this approach suggests that transfer is mostly observed in similar tasks and within the same brain networks. It has been suggested that such transfer within the same brain networks could manifest as a shift from prefrontal controlled functions to more automatized striatal functions (Dahlin et al., 2008 , Kuhn et al., 2013 Salminen et al., 2016) . Due to the high cognitive and neural overlap between attention and WM, transfer could also be mediated by the networks for goal-directed attention. There are thus several proposals on the neurocognitive mechanisms of WM transfer, and it is important to analyze the available neuroimaging evidence to evaluate them.
Aims and goals of the study
The first goal of this study was to advance our understanding on the nature of WM training effects. Although early studies reporting shortterm practice effects demonstrated that exposure to a WM task changes the organization of the brain networks by recruiting new functional systems (Kelly et al., 2006 , see also Buschkuehl et al., 2012) , accumulating evidence from longer-term WM training studies suggests that neuronal plasticity manifests largely within the canonical WM networks (Constantinidis and Klingberg, 2016) . We attempted to verify this by compiling and analyzing all related empirical research evidence. As a reference for task-specific training effects, we obtained several largescale meta-analyses from Neurosynth database for studies reporting cross-sectional (non-training) activations for similar tasks (Figs. 1 and 2). The second goal was to analyze the available fMRI evidence by meta-analytic means to delineate the brain networks involved in WM training, and to examine whether these areas are similar to those involved in learning PM tasks in which WM load is minimal (Figs. 1 and  3) . Accordingly, we collected data from WM training studies and compared these data to findings of prior meta-analyses on PM training (Chein and Schneider, 2005; Davis and Gaskell, 2009; Hardwick et al., 2013) . As PM training studies typically have shorter training periods than WM training studies, we separately analyzed WM training effects for studies with shorter (less than two weeks) and longer (more than two weeks) training period (Fig. 5 , see also Table 1 ). We also separated between WM training studies utilizing verbal and visuospatial tasks in order to compare WM and PM studies that engage similar stimulus representations (Fig. 4) . Thirdly, we separated between training-induced activation increases and decreases to make inferences on the changes in automatic vs. controlled processing in WM and PM training (Figs. 1 and 6 ). Similar training-related dynamics of WM and PM training would speak for an all-purpose learning network for goal-directed tasks. WM-specific effects, in turn, could provide support to the original idea with WM training, i.e., that such training could specifically enhance functioning of WM core systems (see Klingberg, 2010) . Finally, we segregated between the effects reported for trained WM tasks and untrained WM transfer tasks to reveal whether there are brain systems consistently reported across studies that underlie transfer effects ( Figs. 1 and 7) . As transfer effects in behavioral studies have mostly been quite modest, we expected that also activation changes in untrained transfer tasks would be rather limited. Even considering the narrow transfer effects, the loci of training-induced activation changes in untrained tasks could provide important information on the mechanisms involved in transfer. For instance, these results could speak for the role of prefrontal executive systems, large-scale networks for goal-directed attention, or shift of balance from controlled prefrontal functions to more automatized striatal functions underlying transfer.
Materials and methods

Baseline activation maps
We used automated term-based meta-analyses in Neurosynth to obtain reference maps for the training-induced modulations in WM, language, spatial, and motor tasks (Fig. 2b , see www.neurosynth.org/ analyses/terms/). The meta-analytical forward-inference maps were obtained in June 2017. These meta-analyses included in total 901 WM studies, 885 language studies, 1157 spatial studies, and 2081 motor studies. It was confirmed that the regional overlap between WM studies and PM studies was relatively low (1-4%). Note that these term-based meta-analyses were not performed to establish an accurate comparison of cross-sectional WM, language, spatial, and motor studies, but to obtain approximate maps for peak activations in a sample with Fig. 1 . The general framework for the metaanalyses conducted in the present study. (1) To provide a basis for examining whether the training effects represent reconfiguration of the large-scale brain networks (allocation of new brain areas) or redistribution of the task-related brain networks (modulation of the same areas), we collected extensive data from Neurosynth database and conducted termbased meta-analyses. (2) WM training data was collected by utilizing several search engines and from papers included in previous reviews on this topic (see Methods section for details). To distinguish between WM core processes and task-specific representations, we also collected data regarding training of task-specific PM representations from prior meta-analyses on PM learning (Chein and Schneider, 2005; Davis and Gaskell, 2009; Hardwick et al., 2013) . (3) We then conducted ALE meta-analyses across all WM and PM training-related activation changes. In these analyses, we also separated between verbal and spatial WM training studies and WM training studies with short (less than two weeks) or long (more than two weeks) training period. PM training studies were divided to those involving verbal, spatial, or motor tasks. (4) After this, we separately examined whether the patterns of activity decreases and increases, assumed to reflect changes in the balance between automatic and controlled processing, are similar across WM and PM studies. (5) Finally, we separated between training and transfer effects reported in WM studies. 
Meta-analysis study selection
Keywords "working memory", "executive function", "fMRI", and "training" produced a vast amount of potentially eligible studies: PubMed 311 hits; MedLine 136 hits; PsycInfo 115 hits; Google Scholar 45,800 hits of which only 69 had WM, training, and fMRI or brain in the title. The numbers are from the original search conducted in February 2016. A revised search resulting in 3 new eligible studies was conducted in June 2017. In order to reduce the heterogeneity of the data, we excluded studies with children and clinical groups. From the studies found with the keywords above, we excluded those that were not conducted with fMRI and/or did not contain training interventions, did not describe the training task clearly (e.g., commercial cognitive training softwares tapping several cognitive functions), included less than five participants, or did not report standard-space coordinates. Authors of seven potentially eligible studies not reporting coordinate data were contacted by e-mail, but no unpublished data that would have allowed inclusion of some of these studies was obtained. An additional search was conducted in order to double-check other studies of the first and last authors of the studies included on the first pass. Finally, we went through all individual studies cited in several key review papers on this topic in order to confirm the coverage of our sample. All in all, 26 studies with 316 foci were included in the present analysis (see Table 1 ).
PM studies were selected based on previous meta-analyses on this topic. More specifically, Chein and Schneider (2005) included both sensory-motor and perceptual learning studies in their meta-analysis which were divided to those training spatial or verbal/object tasks, or lower-level motor functions. Davis and Gaskell (2009) did a metaanalysis focusing on verbal learning, providing us several more potential verbal studies. Finally, Hardwick et al. (2013) meta-analyzed PM studies either focusing on learning of simple motor sequences or perceptual learning mostly involving spatial functions. In order to provide strict experimental control, we selected only those studies which reported learning effects isolated as a contrast between the brain activation prior to vs. post training phase. Our final data pool included 20 motor (370 foci, 284 participants), 15 spatial (284 foci, 175 participants), and 18 verbal (259 foci, 223 participants) studies. For each study, we separately coded the activity increases and decreases.
The sample included 439 foci in 50 studies reporting activity increases. Of these foci, 124 were from WM studies, 98 from spatial studies, 129 from motor studies and 98 from verbal studies. 568 foci in 53 studies concerned activity decreases. Of these foci, 89 were from WM studies, 137 from spatial studies, 235 from motor studies and 136 from verbal studies. Furthermore, for the WM training studies we separated between trained (criterion task in fMRI) vs. untrained tasks (transfer task in fMRI). Activation during the trained criterion task was examined in 20 studies (259 foci), and activation in an untrained transfer task was reported in 8 studies (30 foci). Of these activations, in trained tasks 110 foci in 13 experiments were activation increases and 77 foci in 9 studies were activation decreases. In untrained transfer tasks, 19 foci in 4 experiments were activation increases and 33 foci in 5 experiments were activation decreases. For WM training studies, names of the first authors, sample sizes (training group), inclusion and type of control group, analysis of transfer effect, training approach, activity increases vs. decreases reported, and durations of the training period are shown in Table 1 . PM training studies are listed in Supplementary Table 1.  Supplementary Table 2 describes the behavioral effects reported in WM training studies.
Activation likelihood estimation
GingerALE software (version 2.3.6, www.brainmap.org) was used to generate activation likelihood estimation (ALE) based convergence maps in different conditions (Eickhoff et al., 2009; Turkeltaub et al., 2012) . This software models coordinate data as spatially smoothed 3D Gaussian probability distributions capturing the uncertainty associated with each locus. The smoothing kernel (full-width half maximum) is determined by the number of subjects included in the experiment (e.g., 1 participant = 19.1 mm, 5 participants = 11.4 mm, 10 participants = 10 mm, 50 participants = 8.75 mm). Hence, narrower filter width is associated with larger samples having greater spatial certainty (Eickhoff et al., 2009 ). GingerALE uses a separate algorithm to join the probabilities of nearby foci to avoid overweighting experiments that report cluster subpeaks (Turkeltaub et al., 2012) . ALE values were calculated by the voxel-wise union of the probabilities in the modeled activation maps. ALE maps were then thresholded at corrected p < 0.05 (cluster level p < 0.05, clusters defined through 100 permutations). Separate ALE maps were computed for all training effects (post-vs. pre-training activity), contrasts between WM and PM effects (each contrast was run separately), activation increases and decreases for WM and PM conditions, and trained (training effect) and untrained (transfer effect) tasks. Studies reporting interaction effects were omitted from the analyses separately reporting activity increases vs. decreases. To match the PM and WM studies in terms of perceptual representations, we performed separate analyses for the spatial (99 foci in 10 experiments) and verbal (129 foci in 10 experiments) WM training studies that are the main categories of WM training studies. As PM training studies have typically used shorter training periods, the influence of training duration (see Table 1 ) in WM studies was further examined by separately analyzing the studies with training period shorter than two weeks (136 foci in 11 experiments) or longer than two weeks (180 foci in 15 experiments). Due to the relatively low number of studies, direct contrast between the two maps resulting from the analyses concerning training length and stimulus materials were not performed. To clarify the role of training duration and task type on the WM training, we performed separate analyses for these effects. The influence of training duration (see Table 1 ) was examined by separately analyzing the studies with training period shorter than two weeks (136 foci in 11 experiments) or longer than two weeks (180 foci in 15 experiments). Fig. 2b illustrates the regional activity reported across WM, language, spatial, and motor brain imaging studies obtained from NeuroSynth database, providing reference maps for the training effects. This analysis revealed a large-scale brain network consisting of the frontoparietal and salience network, occipital and temporal cortical areas, and dorsal striatum that is overlapping across all term-based metaanalyses. Separate analyses for WM and PM studies showed clear differences only in DLPFC that was more consistently activated across WM studies than PM studies. Language studies encompassed more widespread temporal cortical and inferior prefrontal areas than other studies. Spatial studies specifically involved posterior parietal cortex (PPC) and occipital areas in the dorsal visual stream, as well as parahippocampal and hippocampal areas. For the motor studies, distinct activity was observed in lower-level motor areas, as well as in the putamen, and anterior cerebellum.
Results
Non-training effects
Training effects -overall analysis
We performed detailed ALE meta-analyses for learning effects reported in WM and PM studies to determine their regional specificity vs. overlap (Fig. 3) . Overall, WM training studies have reported activations in each WM-related area (see Fig. 2 ), and also in several other areas ( Supplementary Fig. 1 ). With the exception of the cerebellum, areas within each core WM system also showed statistically significant training-related modulations. More specifically, analysis lumping together all WM training-related foci revealed consistent activations in several prefrontal areas (SMA/ACC, DLPFC, IFG, and FEF), PPC, and striatum (Fig. 3a) . Comparisons to PM learning studies revealed that several WM-related areas showing training effects are not selective to WM training ( Fig. 3a and b) . Verbal learning tasks modulated activity in overlapping prefrontal areas, excluding SMA/ACC. As expected, these effects were more clearly observed in the left hemisphere. Learning effects on the motor tasks were observed in the striatum, cerebellum, thalamus, motor cortex, SMA, and FEF. Practice with spatial tasks influenced mostly activity in DLPFC and FEF. Contrast analysis confirmed that in DLPFC and VLPFC, WM training effects were larger than PM training effects (Fig. 3b) . This analysis also showed the important role of the ventral and dorsal occipital cortex and temporal cortex in verbal learning, the contribution of the striatum, thalamus, and cerebellum in motor learning, and the involvement of DLPFC in spatial learning.
Training effects -spatial and verbal WM training
To match the stimulus representations between PM training and WM training studies, we separately analyzed WM training studies utilizing visuospatial and verbal tasks. Both types of training have been shown to modulate widespread networks in individual studies ( Supplementary Fig. 1b) . The most consistent training-related modulations across spatial tasks are observed in the right DLPFC (Fig. 4) . In verbal tasks, training-induced changes are observed in more widespread brain networks consisting of both the dorsal attention network and the salience network, including the Broca's area in the left inferior frontal region (Fig. 4) .
Training effects -short and long WM training period
Due to the high variability in the duration of the training period, we separately analyzed studies with less than two weeks or more than two weeks of training (Fig. 5, see also Supplementary Fig. 1c ). Already studies with short training period have consistently reported activations in the salience network and in the dorsal attention network, and similar modulations in these two networks are consistently seen also in the longer-lasting training studies. Unlike studies with shorter training period, longer training resulted also in modulations of the dorsolateral prefrontal and striatal activity.
Training effects -activation increases and decreases
In subsequent analyses, training-related activations were divided into increases and decreases (Fig. 6 , see also Fig. 7b and c) . Trainingrelated increases and decreases have been reported in multiple brain areas, but many of these are not showing consistent effects. This is the case especially with training-related decreases. Even though 568 foci in widely distributed areas have indicated activation decreases in 53 training studies, across all studies there was only one brain area, namely DLPFC, consistently showing activation decreases at cluster corrected p < 0.05 threshold (Fig. 6a) . Training-related increases have been reported less frequently (439 foci in 50 studies), however, more consistently in areas overlapping across studies, namely the salience network, dorsal attention network, striatum, thalamus, ventral and dorsal visual, and superior temporal cortices (Fig. 6a) .
For domain-specific increases and decreases, we separately analyzed these effects in WM and PM studies. This analysis suggested that in WM studies, consistent activation increases have been reported in the salience network, anterior PFC, and striatum (Fig. 6b) . Decreased activity, in turn, has been observed in the visual and posterior parietal cortices (Fig. 6b) . Increased activity in the salience network (SMA/ACC specifically) and decreased activity in the sensory (both auditory and visual) and parietal areas was also observed in studies focusing on verbal learning (Fig. 6c) . Visual areas and some of the parietal areas showed consistent activity decreases also for spatial training effects (Fig. 6d) . However, in some of the midline parietal areas and SMA/ACC, the direction of the activity change appeared to be opposite to WM-training studies and additional modulations in the anterior cerebellum (increased activity) and posterior cerebellum (decreased activity) were observed (Fig. 6d) . Motor studies have reported increases and decreases of brain activity in mostly different areas than WM training studies, excluding the striatum (Fig. 6e) . In these studies, consistent activation decreases have been reported in DLPFC and thalamus in the vicinity of the pulvinar nucleus, and activation increases in the medial areas of the primary motor cortex (Fig. 6e) .
Transfer effects -trained and untrained tasks
Training effects in trained and untrained tasks have been reported in multiple WM-related areas. The areas specifically modulated in trained tasks include the salience network, dorsal attention network, and striatum (Fig. 7a) . In the untrained transfer tasks, significant activation across all studies was observed only in DLPFC (Fig. 7a) . However, in a more detailed analysis separating between activation increases and decreases in the trained and untrained tasks, the activation pattern was slightly different (Fig. 7b and c) . As an earlier analysis including all WM training-related activations suggested (see Fig. 6b ), in trained tasks activation decreases were observed in the parietal and visual areas, and activation increases were observed in the prefrontal cortex, and also in the striatum (Fig. 7b) . In turn, in the untrained transfer tasks, this analysis separating between activation increases and decreases showed higher striatal and IFG activation and lower DLPFC activation after training (Fig. 7c) .
Discussion
We set out to perform the first systematic analysis of fMRI studies on task-related brain activation changes following WM training. The goal of our study was to address four main questions: (1) Are training-induced activation changes limited to the canonical WM network or are there new areas involved after the training period? (2) To what extent the activation changes related to WM training overlap with those reported in learning of PM tasks? (3) Which brain networks manifest changes in automatic vs. controlled processes in WM vs. PM training? (4) Which of the observed brain activation changes following WM training reflect transfer to untrained tasks? We discuss the results concerning each of these main questions in a separate section (see Fig. 8 for summary).
Are activation changes induced by WM training observed only within the canonical WM network?
Comparison of the term-based analyses for cross-sectional (nontraining) WM effects ( Fig. 2 yellow and white) and search-based metaanalysis for WM training effects (Fig. 3b yellow) corroborated the recent suggestion by Constantinidis and Klingberg (2016) that training modulates brain activity mostly within the canonical WM networks (Fig. 3b and c, see also Owen et al., 2005; Rottschy et al., 2012) . Hence, training manifests as a redistribution of brain activity within the existing core networks, rather than as a reorganization with recruitment of additional neuronal resources from other large-scale brain networks (see also Buschkuehl et al., 2012; von Bastian and Oberauer, 2014) . These findings are broadly in line with the suggested neurobiological mechanisms associated with WM training (Constantinidis and Klingberg, 2016) . That is, training-induced changes in the number of activated neurons, firing rates, and/or tuning curves can be assumed to take place within the localized brain systems that were engaged in task performance from the outset. These potentially rapidly occurring and then dissipating effects provide evidence of short-term plasticity related to functional activity (Buonomano and Merzenich, 1998 ). However, current brain imaging studies provide very little evidence of more permanent changes following WM training (Lövdén et al., 2010 , see however, Salminen et al., 2016 de Lange et al., 2017 for studies demonstrating structural changes).
WM training-related changes in brain activity have been reported basically in all main WM networks ( Supplementary Fig. 1 ). Of these networks, however, only modulations of the dorsal attention and salience networks, DLPFC, as well as striatum were statistically significant in meta-analytical observation. Based on these findings, it appears that the more important the role of the area is in WM, the higher the likelihood of training-related modulation (see e.g, Owen et al., 2005; Rottschy et al., 2012) . Hence, current brain imaging evidence does not provide evidence of areas that would be sensitive to learning per se but rather emphasizes the modulation of the core systems. It could also be that potential changes outside the core systems are not observable here because of multiple factors that are likely to influence the pre-post activation changes in various ways in different studies. The amount of studies was marginally sufficient to examine the mediating effect of training duration. This analysis suggested that the activity in the salience network and dorsal attention network is modulated already after relatively short period of training, while striatal and DLPFC modulations appear to be robust only after longer training (Fig. 5) . Another mediator that was shown to be associated with specific areas being activated was stimulus materials. Separate analyses for verbal and spatial WM training studies suggested consistent modulations of the dorsal attention network and salience network, and DLPFC, respectively (Fig. 4) . It should be noted here that also many other areas have been observed to be modulated in verbal and spatial WM training studies, but from this relatively modest subsample, these areas showed most robust activations (see Supplementary Fig. 1b) . Other factors that could play a role here include participants' strategy use, load of the trained task, level of performance and training-related changes in performance features, and the type of the training task and the pre-post task. Currently, the available data does not, however, allow conducting a reliable analysis that would account for these effects. Nevertheless, as these factors are directly related to WM performance, they can also be expected to result to training-related modulations mostly within the core WM networks. Fig. 8 . Illustration of the three subnetworks of WM function and related neurocognitive mechanisms underlying training effects. Down-regulated and upregulated refer to training-related change towards automatic or controlled processing. VC, visual cortex; AC, auditory cortex. (For interpretation of the references to colour in the text, the reader is referred to the web version of this article).
Are the activation changes related to WM training similar to those reported in learning of PM tasks?
The analyses of non-training studies showed that canonical WM networks are activated not only by WM tasks but also by PM tasks relying on overlapping attention control functions, supporting the current view that no cognitive-neural processes are totally unique to WM  see Fig. 2b ). Both non-training as well as training studies suggested a special role for DLPFC in WM, albeit also PM studies, especially those operating with spatial and motor contents, showed training-related modulation of DLPFC function (Figs. 3b and  Fig. 4e) . Nevertheless, as predicted, our results indicate that DLPFC is the WM hub (e.g., Levy and Goldman-Rakic, 2000; Kane and Engle, 2002; Curtis and D'Esposito, 2003; Barbey et al., 2013 ) also in the case of WM training (Fig. 3) . The special role of DLPFC in WM training is also supported by studies in non-human primates showing that while the tuning of the neurons in this area to selective WM contents is increased during the training period, functioning of the cells that are activated during the presentation of stimuli does not show major changes Qi et al., 2011) .
Interestingly, in an unfamiliar WM task, higher DLPFC activity has been shown to correlate positively with accuracy (e.g., Braver et al., 1997) , but with extended training this activity appears to decrease (also suggested in Dahlin et al., 2008) . In accordance with domain-general theories of learning (Chein and Schneider, 2012) , this would suggest that an unfamiliar task requires high attentional control, while during training performance becomes more routine and less dependent on these executive resources. The existing body of brain imaging literature indeed shows more consistent DLPFC activation decreases in motor studies than in WM studies. This could be due to steeper and less variable learning curves in motor tasks, with DLPFC likely being required only in the very beginning of training (see Chein and Schneider, 2012) . The existing pool of data suggests both increases and decreases of DLPFC activity in WM studies (this is why DLPFC does not appear as clearly in the analysis separating between activation increases and decreases as in the analysis of the overall training effects). However, due to the lack of relevant studies, heterogeneity of study designs, and other sources of variability, there is not enough evidence to reliably distinguish the influence of training duration and the slope of the learning curve on modulation of DLPFC activity (see Kuhn et al., 2013) .
It thus remains open whether the role of DLPFC in WM training that was highlighted in the present findings is more closely related to WM processes (e.g., initial requirements for attentional control in unfamiliar tasks that involve a high WM load) or to the general dynamics of learning in cognitively challenging tasks. Our analysis separating between shorter and longer WM training studies suggested that consistent DLPFC modulations are observed only across studies with training period lasting at least two weeks (Fig. 7) , while in PM training studies these areas were modulated even though the training period was clearly shorter. It could therefore be that DLPFC plays a differential role in WM and motor training.
Also VLPFC was more consistently modulated in WM than in PM training studies (Fig. 3b and c) . In keeping with our findings, invasive electrophysiological recordings in non-human primates demonstrate that the number of VLPFC neurons activated specifically during WM performance is considerably increased during training Qi et al., 2011) . However, due to the domain-general role of this region, at least three different alternatives are worth noting here: the direct contribution of IFG on WM (Crottaz-Herbette et al., 2004; Goulden et al., 2014; Manelis and Reder, 2014) and memory encoding (Badre and Wagner, 2007) , its role in language processing (see Liakakis et al., 2011) , and its contribution to processing the relative importance of the incoming stimuli (Menon and Uddin, 2010) . The WM interpretation could be supported by the fact that our results contrasting WM and PM training revealed not only the left VLPFC (inherently involved in language processing) but also the right VLPFC involvement in WM training. Therefore, this issue requires further examination. When the amount of data on verbal vs. spatial WM training effects accumulates, this issue could possibly be solved with the means of a similar meta-analysis (see Badre and Wagner, 2007 for the role of right VLPFC in spatial memory). Neither can we rule out the possibility that training-induced modulation of VLPFC activity reflects more efficient selection of the relevant stimulus material (Menon and Uddin, 2010) .
The dorsal attention and salience networks were modulated by both WM and PM training, even though some differences were observed in the locations of the activation peaks within these networks (Fig. 3) . In the case of WM training, modulation of the dorsal attention network and salience network was observed already after relatively short training. Also PM training studies typically have relatively short training period. Hence, these findings together suggest that trainingrelated modulation in these areas is observed already after short training. Consistent activation increases were observed in areas close to FEF and premotor cortex in WM training, but not in PM training. Nevertheless, in the light of the present meta-analytic data, modulation of the dorsal attention network does not stand out against PM training studies. The most obvious reason for overlapping changes of activity in these networks is the similarly important role of attention in these two modes of training. In PM tasks the role of attention is relatively straightforward, as active processing of the incoming stimulus streams requires, for instance, sustained attention, directing of attention, and detection of salience of the incoming stimuli. Also the contemporary models of WM suggest that neither maintaining nor manipulating information in mind involve specialized brain networks, but these functions rather take place in brain networks also contributing to basic processes of goal-directed attention . As activation changes in these networks are proportional to improvement of WM task performance (Olesen et al., 2004; Beatty et al., 2015; Garner and Dux, 2015; Salminen et al., 2016) , these networks appear to significantly contribute to the process of learning cognitive tasks.
Due to their domain-generality, modulations of the frontoparietal networks could potentially have even more widespread effects via their general role in attention control. Although there is extensive evidence of the role of these networks in WM training, including also enhanced functional connectivity (Jolles et al., 2013; Langer et al. 2013; Astle et al., 2015) and strengthened anatomical connectivity (Takeuchi et al., 2010; de Lange et al., 2017) as a response to WM training, the role of these modulations of brain activity is difficult to interpret as it is still unclear whether there are behavioral effects that are coupled with these changes in brain activity (see, e.g., Melby-Lervåg et al., 2016; Soveri et al., 2017 for meta-analyses suggesting transfer limited within the WM domain versus Shinaver et al. (2014) and Au et al. (2015) suggesting broader transfer beyond the domain of WM). Our findings of similar activation and deactivation patterns in these areas as a response to WM and PM training, would seem to limit the role of these networks in training to flexibility that is specific to the trained tasks. Although there could be a mediating role of attention in WM training, it might not be specific to WM training. There are some studies reporting WM training transfer to attentional functions (Chein and Morrison, 2010; Brehmer et al., 2012) , but more empirical evidence is still needed to clarify this issue.
The current WM training research has largely focused on premises of the capacity-based multidomain system. Recently, this view has been challenged (e.g., Macken et al. 2015) and the evidence placing WM into a more general perception-action cycle has accumulated also in the neuroimaging research (e.g., Eriksson et al., 2015) . In this context, in future it would perhaps be more useful to examine in greater detail whether cognitive training could influence some of the core attentionrelated or PM functions, rather than to focus on possible trans-domain influences between higher-level executive functions that are shown to be weak, yet still statistically significant .
The fronto-striatal loop, being a key system at the junction of the prefrontal cognitive control systems and motor circuitries, has been suggested to contribute to WM training in several studies (see Bäckman and Nyberg, 2013 for a review). Our analysis provides further evidence on changes in striatal activity patterns associated with training (Figs. 3-5 ). As originally suggested by Dahlin et al. (2008) , striatal activation increase parallels DLPFC activation decrease, possibly indexing a shift from controlled to more automatic processing. Despite the important role of striatum in WM updating (Bäckman and Nyberg, 2013) , we did not, however, find clear evidence for a special role of the striatum in WM training as compared to PM training and motor training. The only difference was that, apparently in case of WM training, modulation of this network occurs mostly after some weeks of training. Being the main input to the dorsal striatum (Alexander et al., 1986) , PFC (and in the case of WM, mostly DLPFC) is the region that has a special role in modulating striatal functioning. It should be noted, however, that both DLPFC as well as the striatum are also connected to the frontoparietal networks (see, e.g., Choi et al., 2017) . A further look at the possible specificity of the striatum in motor vs. cognitive training would benefit from a detailed analysis separating the anatomical pathways targeting specific striatal nuclei and resolving the role of specific prefrontal input areas in learning.
Other WM-related networks, such as the visual cortex and cerebellum, showed more consistent activations in PM training than in WM training studies (see Figs. 3 and 6, and Supplementary Fig. 1 ). In other words, even though modulations of these areas are widely reported in WM training studies, it could be that these modulations reflect changes in basic representational and motor functions that are shared between various tasks and play even a more important role in PM tasks than in WM tasks.
Which brain networks manifest changes in automatic vs. controlled processes in WM vs. PM training?
Activation increases and decreases related to WM training showed similarities to the overall learning effects in PM studies, providing further evidence that WM training effects can be placed into a more general perception-action cycle . Similar to verbal and spatial learning, WM training was associated with activation decreases in the visual and parietal cortices, and in line with motor training, it also involved increases in striatal activity. Some differences pointing to possible WM-specific activation increases in the vicinity of the premotor cortex could not be confirmed with a direct contrast, as the number of studies was too small. The reported results related to automatic vs. controlled processing could hence be interpreted mainly as training-induced changes in task-specific utilization of shared attention control systems and PM representations. One novel finding, however, is that a similar prefrontal-increase parietal-decrease pattern that has been suggested to predict performance in cross-sectional WM studies (Braver et al., 1997; Honey et al., 2000 , see also Pessoa et al., 2002 Linden et al., 2003; Olesen et al., 2004 ) is also observed in PM learning.
Early studies on sensory-motor and language learning relying on spatially less accurate PET findings and very small sample sizes reported widespread activation decreases, interpreted as increased automaticity, and clearly less activation increases (Chein and Schneider, 2005) . Later studies included in the meta-analyses by Davis and Gaskell (2009) and Hardwick et al. (2013) suggest a different pattern. Activation decreases consistent across all studies were only observed in DLPFC, but when separating spatial, motor and verbal tasks, more decreases were found for the visual and motor areas (Fig. 6) . Based on the present findings, PM training effects should not be characterized as an across-the-board automatization but rather a shift in balance, with upregulation of domain-general attention networks and down-regulation of perceptual representations and higher level controlled processing (see Chein and Schneider, 2012) . WM training effects, in turn, were not only observed as enhanced activity in the fronto-parietal networks, but also as decreased activity in areas involved in perceptual processing. In both instances, the activation decreases could be related to more efficient use of perceptual information during the delay periods (Luck and Vogel, 2013) . Hence, our results provide converging evidence that puts WM and PM training studies into a more general context of domaingeneral learning. Even though no direct conclusions about the possible brain plasticity resulting from WM and PM training can be made based on these results, these findings give no reason to assume that the neurobiological mechanisms of these two types of behavioral interventions would differ. In both cases, it is likely that the loci of modulated activity are strongly determined by the areas directly involved in the trained task.
4.4. Which of the observed brain activation changes following WM training reflect transfer to untrained tasks?
Since a multitude of goal-directed functions rely on WM, the question of training-related transfer is crucial for the relevance of WM training. Without behavioral transfer, it is difficult to draw any strong conclusions of the neural effects of WM training on other than the trained task. Transfer effects in published brain imaging studies mainly concern structurally similar tasks. Even though all published studies examining near transfer effects (see Table 1 ) have reported some training-related activation changes, the data base is still meager for a meta-analysis.
Our results provided evidence for the role of the fronto-striatal system in the mediation of WM transfer effects (Fig. 7 , for a review see Bäckman and Nyberg, 2013) . In addition to these fMRI findings, also a recent PET-dopamine study reported transfer-related effects in these regions (Bäckman et al., 2017) . Moreover, a similar DLPFC activation decrease vs. striatal activation increase pattern, as indicated by the present findings, has been reported previously (Dahlin et al., 2008) . As described above, the frontostriatal system plays a key role in linking cognitive functions with the motor system. Thus, in accordance with the recent meta-analyses of behavioral data (Melby-Lervåg and Hulme, 2013; Soveri et al., 2017) , the functional roles of the transfer-related regions showing enhanced brain activity suggest that near transfer may not be based on modulation of core WM processes, but on the development of relatively task-specific skills. Our preliminary findings related to separate analyses for studies with short or long training period suggested that the modulations in the fronto-striatal circuitries may require some time to emerge (Fig. 5) . As the number of studies is not yet quite sufficient for a direct contrast between short vs. long training, and as especially PM studies show modulations of fronto-striatal circuitries already after short training, these results should be interpreted with caution. Also the number of foci for transfer-related activation increases and decreases is still very limited for meta-analytical purposes.
The existing brain imaging studies are not well suited in addressing the important question whether WM training yields transfer beyond the WM domain, a question that has been highlighted in behavioral metaanalyses. The main reason for this is that in fMRI studies the focus has been so clearly in near transfer. Moreover, a comprehensive analysis of far-transfer effects with ALE approach might be problematic since different types of far-transfer measures could involve distinct brain networks and such findings are difficult to account for in a regional metaanalysis. Since the current behavioral transfer findings in WM training studies are not very promising, at the moment this may not be a path worth following. Rather, a closer look at the neural mechanisms of the well-established task-specific near transfer effects in WM training and the nature of considerable inter-individual differences in training outcomes could be worth undertaking.
Main limitations of the existing data
One of the key challenges for meta-analyses of both behavioral and brain imaging data on WM training stems from the heterogeneity of the available data in terms of training regimes, pre-and posttests used, learning effects (e.g., changes in accuracy or reaction speed), and load effects (e.g, difference in task load between the training period and preposttest, see Supplementary Table 2) . Even though the meta-analytical approach can be expected to reveal the most robust effects, there could be valuable information underlying these diverse mediators of training. Due to the distinct effects of reaction time and accuracy on brain activity, relative changes in these measures could potentially explain some variability in fMRI signal, for instance, one resulting to differential activation increase vs. decrease patterns. It should be noted, however, that based on the existing findings, it is likely that at least changes in response speed as such occur outside the core WM systems (Takeuchi et al. 2011) . Nevertheless, task demands and learning effects would optimally be accounted for in the analysis of the training-related brain imaging data. Available data does not yet allow to establish such analysis with the means of ALE meta-analysis, but this issue could be further examined when the amount of data accumulates. Another factor that is potentially causing heterogeneity in the reported results is the type of stimulus materials used. We conducted separate analyses for verbal and spatial training effects to specifically examine the role of stimulus materials (verbal vs. visuospatial) in training effects. Our preliminary analysis (see Fig. 4 , Supplementary Fig. 1 ) suggested that for the verbal tasks, consistent activation changes are reported in the dorsal attention network and salience network (including the Broca's area). In the spatial WM tasks, in turn, the most robust effects are reported in the right DLPFC. These results are consistent with the existing knowledge on the role of specialization to verbal and spatial representations (see also Figs. 2 and 3) . Probably due to too small samples, especially spatial WM training effects were limited to more confined brain areas than would be expected. Indeed, activation changes in this even more heterogenous and small sample have been reported in widespread brain networks, but due to variability of the activated areas, statistically significant effects were observed only in a limited part of this network (see Supplementary Fig. 1 ). Hence, with the current limited set of available studies, the effects of task paradigm or stimulation type are not yet reliably discernible and the relatively small body of studies hampers the use of stringent statistical thresholding in such analysis.
Conclusion
So far, brain imaging studies have provided evidence of multiple distinct influences of WM training on brain function. For instance, WM training significantly improves decoding of task-relevant stimulus information (Meyers et al., 2012) , enhances brain connectivity (Jolles et al., 2013; Astle et al., 2015) , triggers a neuromodulatory response (McNab et al., 2009; Bäckman et al., 2011) , and is dependent on specific gene regulation . However, four key questions have remained unanswered. (1) Are activation changes induced by WM training observed only within the canonical WM network (redistribution of WM)? The present response is yes, as we observed no allocation of new brain areas that would speak for reorganization of WM-related networks. (2) Are the activation changes related to WM training similar to those reported in learning of PM tasks? Again, the response is yes: our results are mostly in agreement with the suggested domain-general brain network for learning (Chein and Schneider, 2012) , with only DLPFC/VLPFC showing more consistent training-related modulations specifically for WM training, likely due to their wellestablished role in short-term maintenance and rehearsal. (3) Which brain networks manifest changes in automatic vs. controlled processes in WM vs. PM training? Both types of training yielded similar, bidirectional dynamics with increased automatization related to more efficient use of perceptual representations, and enhanced controlled processing in the frontoparietal networks. This further suggests that WM is placed on a more general perception-action cycle (see Nyberg and Eriksson, 2015) . (4) Which of the observed brain activation changes following WM training reflect transfer to untrained tasks? The available fMRI data is rather limited to answer to this question, and the only region we could provisionally link to near transfer was the frontostriatal system. The lack of other mechanisms than modulation of the system mostly related to skill learning could be related to the very limited behavioral transfer seen in recent meta-analyses.
