Abstract. For the purposes of the design of regular higher multiplicity wavelets it is useful to specify matrices of wavelet coe cients by their rst row. This still leaves some freedom in the construction. In the case of classical wavelets (i. e. the wavelet matrix has only two rows), it means that a suitable characteristic matrix (the sum of square blocks) can be chosen. It is shown, however, that for m > 2 rows, given such data, the uniqueness fails and, when m 4, there are in nitely many possibilities. They can all be described by choices of some non-trivial linear subspaces in an m-dimensional space. This leads to a simple, explicit and numerically reliable algorithm for construction of any of them. On the way the existence and uniqueness of the factorization of wavelet matrices with respect to the Pollen product is also resolved.
is, up to a scalar factor, a unitary matrix. We may therefore also say that we deal with unitary banded block circulant matrices.
Matrices of this kind are, explicitly or implicitly, used in many elds. In di erent contexts the rows of A can be time reversed impulse responses of an m-channel paraunitary FIR lter bank ( 9] , 10]) or, when subjected also to basic regularity conditions (sums of the elements of each row but the rst vanish), A can be a matrix of coe cients of a discrete higher multiplicity (m-band) orthogonal wavelet transform ( 2] , 3], 4]). Both these concepts are generalizations of the classical case m = 2|perfect reconstruction quadrature mirror lters ( 6] ) and (discrete) wavelet transform ( 1] , 5]).
For the design of wavelets with higher regularities it is useful to characterize matrices of wavelet coe cients (wavelet matrices) by their rst row. It is shown in 2] and 8] that vanishing discrete polynomial moments of all but the rst row of these matrices can be expressed equivalently School of Information Science and Technology, Flinders University, GPO Box 2100, Adelaide, SA 5001, Australia. 1 as conditions on the rst row only. Furthermore, a generalization of the algorithm introduced by Daubechies 1] was derived allowing to obtain coe cients that guarantee maximal possible regularity for a given size of the support. However, unlike the case m = 2, where it is well known that the rst row determines the other one up to a multiple by a factor of modulus one, when m > 2, completing the matrix of wavelet coe cients is not trivial. We present in this paper a simple algorithm which enables to obtain all possible solutions to this problem. Our approach is based on the factorization in the Pollen product. In 7] Pollen showed that wavelet matrices can be uniquely factorized into product of 2 4 factors. We describe the factorization of wavelet matrices with an arbitrary number of rows, in the Pollen product generalized for m > 2 by Heller et al. 3] . We also show that the basic building blocks, m 2m wavelet matrices, so called linear factors, have a simple general form which allows an easy construction of wavelet matrices in the decomposed form.
In 3], Heller et al. proposed to obtain the rest of a wavelet matrix from the rst row and the characteristic matrix H A = P q j=0 A j as a solution of a certain system of linear equations. They conjectured that their system was always non-singular and suggested, for larger values of m, the existence of a (probably nite) number of di erent wavelet matrices for the same data. Our results contradict this conjecture|for m > 3 in nitely many solutions exist. Furthermore, all of them can be obtained without solving any systems of equations at all.
In fact, we solve a slightly more general problem. The basic regularity conditions turn out to be only a restriction on the characteristic matrix and from the point of view of factorization are irrelevant. Therefore the presented approach can be used also for the construction of paraunitary lter banks. Furthermore it need not be necessarily the rst row which is given, the algorithm can be easily adapted for any other row, their linear combination or even more of them at the same time. (When there are no such restrictions, the plain factorized form is used for the construction.)
The paper is organized as follows. In x3 we discuss the general form of linear factors and, in x4, show that each wavelet matrix can be written as a product of such factors. We also give the condition under which the factorization is unique. In x5 we show the existence and range of the wavelet matrices when their rst row and characteristic matrix are prescribed and give a simple, explicit and numerically reliable algorithm which allows to obtain all of them in a systematic way.
Several examples are included in x6.
Our approach is based on the properties of complementary orthogonal subspaces of C I m , their orthonormal bases and the corresponding symmetric projectors. We review them, together with other concepts and notations, next.
2. Notation and preliminaries. Although the results we present can be applied also to paraunitary lter banks, as the problem is typical for the construction of higher multiplicity wavelets, we keep calling an m (q + 1)m matrix A = ( A 0 A 1 : : : A q ) satisfying the shifted orthogonality conditions (1) Many of our results follow from studying the ranks of the blocks forming the wavelet matrices. From (1) with k = 0 it follows that rank(A) = m. On the other hand, for k = q, we have A 0 A q = 0 which implies rank(A 0 ) + rank(A q ) m : (2) By the former argument, the equality always holds for q = 1, but in general it need not be true. We will distinguish between these two cases by introducing the following de nition. It is elementary to show that both the characteristic matrix H and the orthogonality are preserved by this product. Furthermore, the wavelet matrices with the same characteristic matrix form a group under this product; the unit element is H, the shared characteristic matrix. The inverse element is formed by reversing the order of square blocks, taking their conjugate transpose, multiplying them from both sides by H and scaling the result properly. As the last statement seems to be nontrivial, we prove it.
First, such a matrix is a wavelet matrix. It follows from the fact that (1) Often the z-transform is used in investigation of wavelet matrices and paraunitary lterbanks. A useful concept is the polyphase matrix, the complex matrix polynomial P A (z) = P q j=0 A j z j .
Note that if A 0 is the rst nonzero block, the order of the wavelet matrix A is equal to the order of this polynomial. For the Pollen product we then have
Although we do not employ the z-transform to derive or prove our results, we will return to this to show analogy with factorization of (scalar) polynomials.
We now summarize some simple facts from linear algebra and notations we use. We formulate everything for complex valued matrices but the same results apply for real valued ones.
The conjugate transpose of a matrix X is denoted by X ; I (or I n to emphasize the size) is the identity matrix and e j its j-th column. Furthermore, ( A B ) denotes a matrix comprising the columns of matrices A and B (implying they have the same number of rows).
The range of an m k matrix X is the subspace of C I m formed by all linear combinations of columns of X and we denote it by R(X). If ( U V ) is a unitary matrix then S = R(U) and S ? = R(V ) are mutually orthogonal subspaces, the direct sum of which is C I m . We call such subspaces complementary. The columns of U form an orthonormal basis for S and a similar observation applies to the columns of V . Matrices P = UU andP = V V are symmetric projectors (PP = P; P = P) onto subspaces S and S ? , respectively, for which P +P = I.
Because of the orthogonality, PP = 0. Choosing a di erent basis UQ, where Q is a unitary matrix, for the subspace S does not change the projector, since UQ(UQ) = UU = P. 3. Linear factors. The basic building blocks in the Pollen product factorization are the smallest non-trivial wavelet matrices, that is those of order 1, which, by analogy with polynomials, we call linear factors. In this section we give their complete characterization. We show that every such linear factor, i. e. m 2m wavelet matrix, is fully determined by its characteristic matrix and the choice of a non-trivial linear subspace in C I m . where P is the symmetric projector on S = R(U) = R(A 0 ). Finally, A 1 = H ? A 0 = H(I ? P) = HP; whereP is the symmetric projector on S ? , the complementary orthogonal subspace to S.
Let us remind that our notion of wavelet matrix is weaker than usual. So as orthogonal basis of L 2 ( R I ) can be developed, also the basic regularity conditions must be satis ed, in particular, H1 = e 1 ;
here 1 stands for the vector of ones and is some constant.
Note that if we write a linear factor in the form A = H A ( PP ), the matrices P andP are necessarily Hermitian. Furthermore, the element inverse to such a factor under the Pollen product has the form 1 ( HPH HH HPH H ) = H (P P ) : (5) 4. Pollen product and factorizations. We now investigate the existence and uniqueness of the factorizations of wavelet matrices into the Pollen products of linear factors. Decomposition of an ordinary polynomial into linear factors requires solving a (nonlinear) root nding problem; the factors can be normalized to monic form. As both extreme blocks of a wavelet matrix must be singular (A 0 A q = 0), no such normalization is possible in our case. On the other hand, unlike for polynomials, the Pollen product of two factors may have its order smaller then the sum of the orders of the factors. This is caused by the fact that the product of two nonzero matrices may vanish. Thus we are able to nd linear factors of a wavelet matrix by solving an essentially linear problem as follows. Let us point out that vanishing of the rst (the last) block of C implies the former (the latter) part of (6) . Hence it must be the rst and the last block which vanish and not the rst or the last two ones. Thus F is determined uniquely if (and only if) A is non-de cient. (Let us remind that the projectors do not depend on the particular choice of bases.) Finally, A = C H ( UU V V ) follows from C = A F by multiplying both sides of equation by the element inverse to F (see (5)).
The orthonormal bases required in the above proof can be obtained explicitly by the SVD or QR decomposition.
It is also possible to construct a left factor, i. e., a linear factorF such that A =F C, where C has smaller order than A. One only needs the shifted orthogonality conditions in the form P j A j A j+k = k0 I. As we already pointed out, these follow from the fact that (1) implies that the block circulant matrix C N (A) is unitary.
By repeating the process, we have immediately the following result. To specify a particular decomposition for a de cient wavelet matrix, we may seek the linear factors in a speci c order (say always from the right) and allocate the maximal (or minimal) rank to one of projectors (say the left one, P). Whenever we obtain a non-de cient factor, its decomposition will, of course, be unique.
A similar factorization was derived for paraunitary lter banks by Vaidyanathan, see e. g. 9, Chapter 14]. When such a factorization is rewritten in our notation, it di ers from ours by the choice of basic building blocks. Vaidyanathan uses only linear factors of the form H ( uu I ? uu ) (where u is a normalized vector), that is, the left projector has always rank 1.
It is not di cult to check that a linear factor H ( UU I ? UU ) can be decomposed as H ( UU I ? UU ) = 3 r j=1 H ( u j u j I ? u j u j ) ; where u j , j = 1; : : :; r, are the columns of U. However, as UU = UQQ U for any unitary matrix Q, we can obtain another decomposition using the columns of UQ. Hence the Vaidyanathan's factorization is not unique even for the non-de cient wavelet matrices and generally contains more redundancies then ours. Furthermore, for his factorization, there is no simple straightforward relation between the order of wavelet matrix and number of factors. This turns out to be a great disadvantage, especially when such a factorization is to be used for the construction of wavelet matrices with a given rst row.
5. Construction from the rst row. We now turn our attention to the following problem. a j a j+k = k0 ; k = 0; 1; : : :; q ; (7) a 0 + a 1 + : : : + a q = H e 1 : (8) Proof. The statement is an immediate consequence of the shifted orthogonality conditions (1) and the de nitions of the characteristic matrix.
Heller et al. ( 3] ) proved that for m = 2 Problem 5.1 has a unique solution. They also showed how to obtain the remaining rows of A, given a characteristic matrix H and a scaling vector a satisfying the necessary conditions (7) and (8), as a solution of certain linear system. However, they were not able to demonstrate the non-singularity of that system for general order. They conjectured that the solution exists and is unique up to an action of a nite group.
It turns out that the set of solutions to Problem 5.1 is much larger. For m > 3 we are able to construct in nitely many wavelet matrices with the same rst row and characteristic matrix even for the shortest non-trivial case, order q = 1. We show later that higher the order, bigger the freedom in the construction.
By Theorem 3.1, any linear factor must have the form (4). Hence for q = 1 all solutions to Problem 5.1 are described by the following theorem. It is now clear that in the case of a linear factor the solution is indeed unique for m = 2 as the subspaces are fully determined by the two orthogonal vectors. For m = 3 the complement of R (( a 0 a 1 ) ) has dimension one and we can include it either into S or into S ? |hence exactly two solutions exist. For m > 3 we may choose S to be of any rank r, 1 r m ? 1. The extreme choices r = 1 and r = m ? 1 give unique solutions but, for each r, 1 < r < m ? 1, there are as many solutions as there are possibilities to choose an r ? 1 dimensional subspace in an m ? 2 dimensional space. This could be also described, for each r, as an action of an (in nite) unitary group of dimension m ? 2 factored by unitary groups of dimensions r ? 1 and m ? r ? 1. For order q > 1 the situation is slightly more complicated. Let us rst discuss the case q = 2 so as to develop the pattern of the problem. A wavelet matrix of order 2 is a Pollen product of two linear factors, that is, it must have the form A = H ( P 1P1 ) H ( P 2P2 ) = H ( P 1 P 2P1 P 2 + P 1P2P1P2 ) where P j andP j , j = 1; 2, are the symmetric projectors onto some complementary subspaces S j and S ? j . Now any vector a = ( a 0 a 1 a 2 ) (satisfying (7) and (8)) is the rst row of A if and only if a 0 = P 2 P 1 h ; (10) a 1 = P 2P1 h +P 2 P 1 h ; (11) a 2 =P 2P1 h : (12) From (10) and (12) we have a 0 2 S 2 ; a 2 2 S ? 2 (13) which, if (7) holds, are admissible restrictions on the subspace S 2 , as a 0 and a q are orthogonal.
It turns out that these are the only restrictions on this subspace and that is why the factor H ( P 2P2 ) is fully determined, with possibly considerable freedom, by the rst and last part of the given scaling vector. Indeed, let us multiply A (from the right hand side) by H (P 2 P 2 ), the element inverse to H ( P 2P2 ). We see that the rst row of H ( P 1P1 ) must be equal to ( x y ), where x = P 2 a 0 +P 2 a 1 ; y =P 2 a 2 + P 2 a 1 : (14) Thus we have the same problem, as we started with, but the order dropped by one. Note that (13) guarantees that ( x y ) satis es conditions analogous to (7) and (8), because x y = a 0 P 2 a 1 + a 1P 2 a 2 = a 0 a 1 + a 1 a 2 = 0 and x + y = P 2 a 0 + (P 2 + P 2 )a 1 +P 2 a 2 = h : Therefore when (13) holds, the latter linear factor always exists|the construction can be nished by Theorem 5.3.
Generalization of the above case for larger order q is straightforward. Because each wavelet can be factorized, it is possible to seek the solution in the form of the Pollen product of a degree q ? 1 wavelet and a suitable linear factor. 
Proof. It follows from the de nition of the Pollen product that the rst row ofÃ equals to a if and only if a j =Pb j?1 + Pb j ; j = 0; 1; : : :; q ; where we set b ?1 = b q = 0.
Applying P, resp.P to both sides of each equation we obtain an equivalent set of conditions in the form Pa j = b j ;Pa j = b j?1 ; j = 0; 1; : : :; q : The statement of the lemma then follows immediately from the fact that P andP are projectors and P +P = I.
So as the wavelet matrix B could exist, the vector b must satisfy the necessary conditions of Lemma 5.2. This gives us the following restrictions on the choice of the ranges of P andP. Lemma 5.5 . Let a = ( a 0 a 1 : : : a q ) be a vector conforming to conditions (7) and (8) (see Lemma 5.2) and let P andP be the symmetric projectors onto some subspaces S and S ? . Clearly, the conditions analogous to (7) and (8) hold if and only if Pa 0 = a 0 andPa q = a q . The reduction process described in Lemma 5.4 can be repeated until the order of the wavelet matrix with the prescribed rst row which is to be constructed reaches 1. When all projectors conform to conditions analogous to (16), Lemma 5.5 guarantees that if the original rst row satis es the necessary conditions (7) and (8) so does the rst row prescribed to the linear factor and hence Theorem 5.3 can be applied. The whole process can be described as follows. Algorithm 5.6 . Given: vector a = ( a 0 a 1 : : : a q ) satisfying conditions (7) and (8). We conclude this section with several comments.
The projectors depend only on the given rst row|they are invariant across the bres of wavelets with the same characteristic matrix. When implementing the Algorithm 5.6, the projectors can be immediately discarded and the result accumulated as the Pollen product is associative. Choosing projectors (step (b)(i)) is the same as constructing a linear factor with the rst row ( x jT 0 x jT j ). Thus, there are generally in nitely many possibilities for each projector P j ; j = 1; : : :; q. To specify some particular solutions we may, for example, specify the ranks r j = rank(P j ), j = 1; : : :; q, of the rst projectors of the factors. If each r j is either 1 or m ? 1 then such a choice is su cient to specify a unique solution.
There are no systems to solve to obtain a solution to Problem 5.1. The construction involves only determination of null spaces (SVD or QR decomposition) and multiplication by unitary matrices, resulting in a numerically reliable process. A similar algorithm for the construction of a wavelet matrix with prescribed linear combination of rows or even more of them can be developped|e 1 would be replaced by another vector or matrix. 6 . Examples. We give a couple of simple examples demonstrating the Pollen product factorization and construction of wavelet matrices discussed in the previous sections. The former shows the range of Pollen factorizations for a particular wavelet matrix. Here both the rst two and the last two columns of A vanish if and only if s = 0. Note that, in all three cases above, This implies that sum of the elements in a row of A equals to the sum of the elements of the corresponding row of the characteristic matrix H A which, in this case, must vanish for all rows but the rst one (basic regularity).
