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Abstract
Agents for applications in dynamic environments require artificial intelligence techniques to solve problems to achieve
their objectives. For example, they must develop plans of actions to carry out missions in their environment, in other
words, to achieve some state in the world. But also, the agents must fulfill real-time requirements that arise because the
characteristics of the applications and the dynamism of the environment. In this paper we analyze the use of a schedule
of activity in an agent architecture to control the resources (time) needed by agents to accomplish their objectives.
1 Introduction
An agent must achieve objectives in dynamic and com-
plex environments. To achieve these objectives it must
carry out a series of tasks. We call task to a schedulable
and executable procedure. A task can be computational,
i.e., one that tries to find out other tasks which once exe-
cuted will eventually let the agent achieve its objectives.
Or a task can embody actions in the real world and/or per-
ceptions of the environment.
On the other hand the activity of the agent is condi-
tioned by real-time requirements:
1. The application can have real-time constraints: the
agent must fulfill each objective before its deadline.
2. The agent must be reactive in front of events in
the environment. Some will need an immediate re-
sponse by the agent to guarantee its own security,
others will allow for deliberation to deal with them
(to find out which tasks to execute associated with
them).
3. The behavior of the agent must be robust in the
sense of always doing useful work. If it has not
resources to fulfill all its objectives, it must try to
fulfill its most important ones, while not being dis-
tracted by objectives it cannot achieve.
Requirement 2 has been the main aim for agent archi-
tectures that have been used to build agents that need to
interact with a real world environment (for example, con-
trolling robots). Less effort seems to have been made to
deal with requirements 1 and 3 (but see section 5 in which
we compare our work with other approaches).
In section 2 we describe an agent architecture to ful-
fill the requirements mentioned above. This agent archi-
tecture is based on the blackboard model. We identify
the characteristics that this model offers that, we believe,
are useful for building intelligent agents that combine the
use of different artificial intelligence techniques with real-
time requirements. And then, we propose modifications
to the basic model that are needed to fulfill these require-
ments. In particular, we propose that, to be able to deal
with resource constraints of high level objectives (mis-
sions) of the agent, the agent architecture can benefit from
having an schedule of the predicted activity to achieve
those objectives. In section 3 we describe the role of the
schedule of tasks that defines the activity of the agent and
how can be built under real-time constraints. In section 4
we present experimental results about the behavior of the
architecture using the schedule. In section 5 we compare
the role of the schedule in our agent architecture with the
role that plans play in other agent architectures, and com-
ment on other related work. And finally, in section 6 we
summarize our results and give directions for future re-
search.
2 Agent Architecture
Our research group has been working in developing an
agent architecture to fulfill the requirements mentioned in
the introduction. This architecture is called AMSIA.
AMSIA is based on the blackboard model (Corkill,
1991; Carver and Lesser, 1992; Hayes-Roth, 1988; Pfleger
and Hayes-Roth, 1997). Using this model, we can divide
the knowledge of our agents in a series of Knowledge
Sources (KSs). This division has several advantages:
1. Distribution: first, of course, we are dividing the
activity needed to solve a problem. The parts should
be easier to build than the complete solution. More-
over, incremental and/or hierarchical reasoning is
natural in this model.
2. Software reuse: each part solves a problem and
so, it can be reused in different situations where
the problem appears and/or in different applications
(Hayes-Roth et al., 1995). Application program-
mers can take the basic architecture and bring or
build knowledge sources to deal with their domain
problems.
3. Flexibility: it allows the agent to use different rea-
soning methods. Each knowledge source is inde-
pendent from the others and can be built in any
form needed by the application. The knowledge
sources doesn’t communicate directly. The only re-
striction is that a knowledge source must be capable
of understanding the representation of the knowl-
edge in which it is interested and that will have been
left in the blackboard by other knowledge sources.
4. Estimation of resource requirements: the divi-
sion of the activity needed to solve a problem in
parts makes easier to estimate resource requirements.
The agent can do this estimation separately for each
part, and it can compensate the resource use of dif-
ferent parts. Also, real-time artificial intelligence
techniques, such as anytime algorithms or approxi-
mate processing, can be integrated smoothly in knowl-
edge sources.
In AMSIA, we have refined the traditional blackboard
model with two new properties:
1. All the activity in the system is explicitly sched-
uled. With the term activity we refer both to actions
in the real world and to actions internal to the agent
(i.e. reasoning activities including planning). This
is the base to control the use of resources.
2. We make independent in the agent the following of
a line of activity which, at the same time, gener-
ates possibilities of activity for the future, from the
decision of what line of activity must be followed.
We believe that the second property defines an im-
portant division needed to achieve real-time performance.
The line of activity of an agent represents its committed
resources. It defines a behavior with some profit for the
agent. Choosing future lines of action is the act of com-
mitting resources to achieve some profit. The separation
of these two activities allows the agent to control its op-
portunism.
In the past we have explored achieving this division
using a multiprocessor architecture for our agent (Soto
et al., 1997, 1998). We used a processor to follow a line
of activity and offer new ones; and another to analyze the
possibilities that were created by the agent by following
its line of activity, and to choose the future line of ac-
tivity of the system. We continue working in this archi-
tecture but, in this paper, we explore another approach to
the problem, namely we study how AMSIA achieves the
mentioned division in time, and not with the use of two
processors. In this architecture the own schedule of fu-
ture activity of the agent must include time to consider
and choose among possibilities of future activity. This
is not easy because there are situations in which the agent
doesn’t know when possibilities for future activity are go-
ing to be opened. We study how to deal with this situation
in next section.
To predict future activity the agent must use plan-
ning techniques. In AMSIA, reasoning tasks can create
plans of objectives; and control tasks can translate those
to plans of tasks (to achieve the objectives), assign them
resources, and introduce them in the schedule. Decisions
can be delayed simply by using a reasoning task to de-
cide what to do about an objective in the right moment,
perhaps extend it in a series of sub-objectives. Changes
in the plan of objectives are easy because they are in the
blackboard and can be accessed by any task. Changes in
the method (task) to achieve an objective are also easy
because the alternative tasks are kept associated with the
corresponding objective.
Figure 1 shows the conceptual model of AMSIA. No-
tice:
1. Control and execution are independent activities ac-
cording with property two above, but both of them
get its time of execution from the schedule that de-
fines the activity of the system.
2. Both control and domain actions have preconditions.
This is a check to ensure that the conditions ex-
pected by the task to be executed are really so when
it is going to be executed. If they are not, the task
is not executed and an external (see bellow) event
is generated. Soto et al. (1998) presents a more de-
tailed discussion of this issue.
3 Scheduling Tasks in AMSIA
3.1 Construction of the Schedule
To have a schedule of activity allows AMSIA to control
the use of resources. The problem is how to build this
schedule.
In AMSIA, activity is triggered by events. These events
signal that something interesting has happened. They rep-
resent changes in the blackboard that can be consequence
of a reasoning activity or of perceptions in a broad sense:
we consider perceptions readings from sensors but also
messages from other agents or a timer that expires.
PC A PCC AC PC A
timet1 t2 t3 t4 t5
BeliefsControl: it choosesfuture activity
Sub-plans to
achieve an objective
Schedule of activity
Execution:
domain actions
PC: domain preconditions
A: domain actions
PCC: control preconditions
AC: control actions
Figure 1: The Conceptual Model of the Agent Architec-
ture
For each event there will be a number of KSs whose
knowledge can be useful in that situation. The agent iden-
tifies those KSs, creates tasks based on them, builds pos-
sible sequences of those tasks to do the work needed in
front of the event, and then it must add one of the se-
quences to the global schedule that defines its (of the agent)
future activity. Different sequences will make different
trade-offs in resource usage and quality of expected re-
sults. The schedule registers the resources allocated to the
tasks. In our implementation the only resource considered
is time and so, it is kept in the schedule the instants before
which the execution of each task must begin and end.
The activity needed to deal with an event (identify
KSs, create tasks, build sequences of tasks, and introduce
one in the schedule) is too complex to be done in a fixed
or negligible time. Instead, this activity must be sched-
uled itself, i.e., a task to deal with the event, to do that
activity, must be included in the schedule. To do so, we
divide the events in two different kinds:
  internal: events internal to the reasoning flow of the
agent;
  external: events external to that flow.
Internal events are created by the reasoning activity
of the agent. They show the need/possibility of using new
tasks to develop the reasoning work in which the agent
is involved. For example, the execution of a task in cer-
tain level of abstraction can discover that it is needed the
execution of several tasks in a lower level of abstraction.
So, internal events can be anticipated by the agent and it
must include in the schedule of activity a task to deal with
them.
But there are also events that aren’t produced by the
reasoning activity of the agent. We call them external
events. Examples are certain situations perceived in the
environment, or a message from other agent. The situa-
tion is the same as before in the sense that the agent needs
to execute a task to deal with the events. The difference
is that the agent cannot anticipate these events and so, it
cannot have in the schedule tasks to deal with them. The
solution is that, when an external event is received by the
agent, asynchronously, it must include a task in its sched-
ule to deal with it.
The agent can control its openness and reactivity in
front of events because it decides when and how it is go-
ing to deal with them.
The scheduler works with the algorithm that is shown
in figure 2.
Is there any
pending?
unpredicted event
Execute first task in
schedule (if there is one)
Include in the schedule
a task to deal with the event
Is (priority of the
event) > (priority
of first task in 
schedule)?
Is there enough
time to include
the event?
No
Yes
Yes
No
Yes
No
Figure 2: Algorithm of the scheduler
The scheduler is non-preemptive (it works between
tasks, not when an event is received, which is reasonable
in deliberative tasks but see section 6 conclusions and fu-
ture work) and dynamic (of course it doesn’t know the
future time of arrival of new events to the agent).
3.2 Example of Schedule Construction
In figure 3 it is shown an example of the algorithm work-
ing. We begin with an empty schedule. An external event
is received and, hence, the scheduler adds a task to the
schedule to deal with it. To assign time to this task the
scheduler has the information of the kind of event and
(possibly) the time that has spent in tasks to deal with
the same kind of events in the past (more on this later).
This task is then executed resulting (in this example) in
the scheduling of two new tasks. The scheduler algorithm
is run, as there is no new external events, the next task in
the schedule (task number two in the figure) is run. This is
a deliberative task and as a result of its reasoning activity
internal events are generated.
There are not external events and so next task (task
three) is executed. This task is in the schedule to deal with
the internal events generated by task two. As a result, new
tasks are added to the schedule.
Task four is again a deliberative task that generates
internal events. A point to notice is that the agent can
predict the time that is going to need to execute not only
task four but also the tasks that task four identifies for
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Figure 3: An example of a schedule
execution. This is useful because is a reserve of resources
that allows to know early if the agent is going to have
resources enough to execute the plan, and it simplifies the
work of scheduling the tasks identified by the execution
of task four.
3.3 Estimations of Execution Time of Tasks
An important problem is how to assign time to the tasks in
the schedule, mainly because most of them are delibera-
tive or represent complex actions in the environment (not
a primitive action but a reactive module to achieve some
state in the environment). We are not trying to answer this
question here. Our architecture offers the means to apply
the solutions proposed elsewhere. For example:
 Anytime algorithms: they can be interrupted at any
moment and they guarantee to offer a result, al-
though more time of execution will mean results
with more quality. They have associated perfor-
mance profiles that indicate the expected quality of
results in function of the time of execution. Tasks
can be constructed as anytime algorithms giving the
tasks that add them to the schedule the flexibility
of assigning them time to get certain quality. And
tasks to deal with external events can be anytime al-
gorithms so they can be executed the available time.
 Approximate processing: our architecture integrates
very easily the possibility of having several meth-
ods to do the same thing. The task that deals with
the event will choose according to resource con-
straints and quality requirements. We can also have
several methods to deal with external events and
use an heuristic in the scheduler to choose among
them.
The control mechanism of AMSIA schedules sequences
of tasks (and not individual tasks) and so, real-time artifi-
cial intelligence (Musliner et al., 1995; Garvey and Lesser,
1994) techniques can be applied.
Usually we will use estimations for the execution time
of tasks. These estimations will be based in the history of
the agent and can be changed dynamically. This is neces-
sary both because the dynamism of the environment that
can condition the time needed to do some task, and be-
cause, using learning techniques, the agent can learn to
do certain tasks faster.
Of course estimations can be wrong. There are two
protections to errors in the estimations of time of execu-
tion of tasks in our architecture:
1. Little deviations can be compensated with available
time in the schedule or with execution time of other
tasks of the same plan.
2. Greater deviations can be dealt by using monitor-
ing. A great deviation will be detected and an ex-
ternal event will be generated to repair the schedule.
Currently we do monitoring between tasks because
we do not consider preemption. The tasks them-
selves must be build so that they have a maximum
execution time (but see future work in section 6).
Moreover, AMSIA supports an hierarchical applica-
tion of knowledge using internal events to identify tasks
to work in other level of abstraction. This is interesting
also because when the agent has a plan at a certain level of
abstraction, it has resources (time) assigned to it. The ex-
ecution of the tasks at that level generates tasks in a lower
level that define more exactly the resource needs (possi-
bly inside the resources previously reserved, see tasks 4,
4.1, 4.2, 4.3 in figure 2, although perhaps with some kind
of adjustment). Then, as the agent spends more time in a
plan, it has more exact idea of the resource requirements
of that plan and, so, it is less probable that the agent had
to abort the plan due to underestimation of resource re-
quirements.
Also it is important that the reasoning model of the
agent is incremental, the agent has a plan (schedule) and
it works adding and removing pieces to that schedule. Re-
source estimations are not global, hence, they are easier to
do and to compensate in case of error.
3.4 Conflicts in Resources Assignment
It is possible that, when the control mechanism of AM-
SIA tries to introduce a sequence of tasks in the schedule,
there are not resources (time) enough to do it. To solve
these conflicts, the control mechanism of AMSIA scores
all the sequences of tasks. The score depends on the plan
the sequence of tasks is trying to achieve, and the par-
ticular tasks that are part of the sequence. When there
is a conflict, the control mechanism tries to free time in
the schedule by removing the sequences of tasks with the
smallest score and that are in conflict with the one that it is
being introduced. External events are generated to signal
the removing of these sequences of tasks, and so, later it
can be considered their re-introduction. This is an heuris-
tic process, but it only happens when there are resource
conflicts and it favors the most important plans.
4 Experimental Work
In this section we are going to show the results of an ex-
periment developed to study the robustness of our agent
in front of errors in the estimations of the duration of the
tasks of the schedule.
We have implemented the proposed agent architecture
modifying BBK (Brownston, 1995), a C++ implemen-
tation of the blackboard architecture for control (Hayes-
Roth, 1988), and adding the mechanisms described in this
paper. We have applied it to control a simulated robot
(a modified version of the Khepera simulator (Michel,
1996)) that receives requests to carry out missions in the
environment. The missions have the following character-
istics:
 A deadline: each mission must be accomplished by
the agent before its deadline.
 An importance: each mission has an associate im-
portance. Not all the missions are of the same im-
portance to the agent, in case of resource shortage it
is better for the agent to abandon missions with low
importance to favor the accomplishment in time of
missions of higher importance.
 A destination: the environment presented by the
simulator is a collection of rooms. Missions consist
of going to a room (destination) and make a fault
diagnosis and repair there. Information needed by
the robot to do the diagnosis can be obtained only
if it is in the destination room.
To operate in this environment and to successfully ac-
complish its missions the agent needs to implement sev-
eral functionalities. It must be able to act: to move (us-
ing its two motors), and to repair faults. It must be able
to sense: obstacles in its path, the state of a fault, and
messages telling the agent the missions that it must ac-
complish. It must be able to reason: planning how to ac-
complish its missions, path planning for discovering how
to go to its destinations, and diagnosis of faults (using an
expert system). All this functionality is implemented as
knowledge sources in our architecture. For example, the
agent has a knowledge source for going from one point to
another, this knowledge source controls the speed of the
motors of the robot and attends to its sensors. Robot sen-
sors offer raw data that must be processed by the knowl-
edge source to deliver symbolic information.
First, we identify the factors that can influence in the
performance of the agent:
1. Dynamism: the dynamism is configured in the sim-
ulator by two parameters:
(a) missions dynamism: the ratio of appearance
of new missions. Modeled by an exponential
distribution with mean ff .
(b) obstacle dynamism: the ratio of appearance
of obstacles that can make more difficult or
make impossible the accomplishment of some
missions, modeled by an exponential distri-
bution with mean

fffi
. And the life of those
obstacles, modeled by an exponential distri-
bution with mean

fffiffifl
.
2. Deadline: how is the deadline associated with mis-
sions. The deadline is modeled by an exponential
distribution shifted to the right  "! and with mean

#%$
.
3. Range of importance: the importance of missions
is distributed uniformly between 0 and &('*)(+ .
The variables that we use to measure the performance
of our agent in a certain interval of time are:
1. Effectiveness , Score obtained by the agentTotal score offered to the agent -
.0/(/
.
where,
132 46567
,
8
missions accomplished
9;:=<*>
4656?A@CBD2E76FHGJIAIAGJKMLON
.6P
Missions accomplished refers to those accomplished
before their deadlines.
2. Mission effectiveness ,
RQSQ
TVU
Q
-
.3/(/
where, WYXEX is the number of missions accomplished
by the agent, and Z K X is the total number of mis-
sions offered to the agent.
3. Importance effectiveness ,

QSQS[]\
T
U
QM[]\
-
.3/^/
where, W XEXE_ G is the number of missions accom-
plished by the agent of the highest importance, and
Z
K
XE_
G is the total number of missions offered to the
agent of the highest importance.
We wanted to measure the performance of the agent
in stationary state, so we did preliminary experiments and
use them to decide the time of the simulation (15000 sec-
onds), the number of samples in each condition (5), and
the suppressed samples to avoid the transitory state. Also
we used the preliminary experiments to determinate inter-
esting values of the factors that influence the performance
of the agent in the experiment. The values chosen for the
experiment are shown in table 1.
The categories in table 1 correspond to the following
values (in tenths of second) of the parameters in the sim-
ulator:
Factor values
Mission dynamism high, low
Importance range medium
Deadline big
Obstacle dynamism low
Time estimation high, medium, low, very low
Table 1: Independent variables in the experiment
Missions dynamism `badcfegaihkjlffm `bn^o(p
Missions dynamism `rqts6urhvjlffm `xw^y(y
Importance range `{z}|6~(c=zh`bp
Deadline `bŁ#ce*h lffm% `x^y(y(y and jl#m% `3y^y(y(y
Obstacle dynamism `qts6ubhjl# `3y^y(y and jlff  `3y^y
Time estimation medium means that the average exe-
cution time of each task (measured in the preliminary ex-
periments) is used as estimation of the expected execution
time of that task. Time estimation high means that esti-
mations 15% over the average values are used, low means
15% under the average values, and very low 25% under
the average values.
The results of the experiment are shown graphically in
figure 4, where we have separated the situation with dy-
namism high and low. An analysis of variance shows that
the factor time estimation has significant influence in the
three dependent variables: effectiveness (for missions dy-
namism=low F=4.5673, P=0.0171; and for missions dy-
namism=high F=4.4002, P=0.0194), missions effective-
ness (for missions dynamism=low F=5.2067, P=0.0031;
and for missions dynamism=high F=4.0605, P= 0.0253),
and importance effectiveness (for missions dynamism=low
F=7.0520, P=0.0031; and for missions dynamism=high
F=7.9768, P=0.0018).
The shape of the curves in figure 4 is what we ex-
pected. The architecture achieves a profit of its time es-
timations, hence, the effectiveness measurements have a
maximum at one point, and go down at both sides of that
point. If time estimations are too high, this results in that
missions which could have been tried are not, because
the agent thinks that it has not enough resources. If es-
timations are too low, the agent tries missions that finally
are not achieved because of lack of resources (or they are
achieved after their deadlines).
However, when the missions dynamism is low, the
maximum of effectiveness and mission effectiveness is
not achieved using as time estimations the average time of
execution of tasks, but a lower value. The reason for this
is the flexibility that the agent architecture has to deal with
errors in time estimations. If missions dynamism is high
the agent architecture has more problems to deal with er-
ror in time estimations, there are few time available in the
schedule and the missions in it are of high importance.
Missions dynamism low
Missions dynamism high
Time
estimation
Time
estimation
Time
estimation
effectiveness
Importance
Missions
effectiveness
low medium high
51.502 50
53.36054.174
56.742
Effectiveness
87.916
89.02888.567
92.678
medium
41.240
85.036
81.33882.684
89.012
75
30
38.019
38.854 38.338
very_low very_low low high
50
97.14897.068
97.212
79.403
90.048 90.33687.768
85.166
very_low low medium high
Figure 4: Results of the experiment
The only solution left is to use tasks with less quality (but
that need less time) to achieve the missions. The problem
is that these tasks sometimes are going to fail preventing
the achievement of the mission.
We can conclude the following from this experiment:
1. The estimation of execution time of the tasks has
influence in the performance of the agent architec-
ture. Hence, a better estimation improves the per-
formance. However, errors in estimations doesn’t
provoke an abrupt fall in performance because the
mechanisms that the architecture has to deal with
these situations.
2. As the missions dynamism (the number of missions
that the agent is facing) is decreased, it is better to
be optimistic in time estimations. These allows the
agent to try more missions, and it has enough flexi-
bility to deal with situations of error in the time es-
timations. If mission dynamism is increased, time
estimations must be more exact to get higher per-
formance. Notice that the agent architecture can
calculate dynamically the estimations of the time of
execution of its tasks; for example, it can be more
or less conservative according to the perceived mis-
sions dynamism.
5 Related Work
Plans or schedules have different roles in different agent
architectures.
Reactive architectures, as the subsumption architec-
ture (Brooks, 1985), don’t use plans, and so, it doesn’t
seem easy, using this kind of architecture, to build an
agent to fulfill certain real-time requirements of high level
objectives.
Hybrid architectures as InteRRaP (Fischer et al., 1995;
Mu¨ller, 1996), TouringMachines (Ferguson, 1992), or Re-
moteAgent (Gamble Jr. and Simmons, 1998), use a reac-
tive module to ensure the security of the agent in front
of events in the environment that can mean a risk to the
agent. The reactive layer offers actions quickly to en-
sure the survival of the agent while the deliberative layer/s
makes plans to achieve the high level objectives of the
agents, negotiate with other agents, etc. These plans are
built off-line and, afterwards, executed. But deliberative
actions are not scheduled themselves and so it is diffi-
cult to offer guarantees of global real-time requirements
(specifically, it is difficult to adapt the reasoning to real-
time constraints). Nonetheless, the idea of a reactive layer
to manage the direct interaction with the environment seems
a good one (see future work in section 6).
IRMA (Bratman et al., 1988; Pollack et al., 1994) is
a deliberative architecture thought to deal with resource-
boundedness in the reasoning of the agent. The main
procedure to do this is to use the plan of intentions that
defines what the agent intends to do as a guide for the
reasoning of the agent, limiting in that way its possibili-
ties of reasoning. Options for deliberation are filtered to
avoid loosing much time in deliberation. The idea is that
the less promising options are discarded faster with the
filtering process than if the agent deliberate about them.
Options incompatible with the current plan of intentions
are filtered this way. But, to keep openness in front of ex-
ternal events, an override process allows options incom-
patible with the current plan but highly promising to pass
the filtering process to let the agent deliberate about then
(about changing the current plan). Much of the work with
IRMA is to show the advantages of the filtering mech-
anism for a resource-bounded agent. Notice that in our
agent architecture the global schedule effectively directs
where the agent is going to spend its reasoning resources.
The role of the filtering-override processes is played by
the scheduler and how it deals with external events. But
reasoning activity is scheduled and so the agent has the
flexibility of choosing among different reasoning meth-
ods according with the circumstances, of deciding when
to deliberate and how about a particular event, and of inte-
grating several objectives and divide the resources among
them.
Our work differs from recent advances in planning
and scheduling (as for example in Chien et al. (1998))
in that our main aim is in the integration of planning and
execution. In fact, in our system, planning is an activity
as any other and must compete for the resources of the
agent, the result of this activity are plans that guide the
future behavior of the system. Plans keep its causal struc-
ture and can be analyzed or modified at any time, but the
schedule is highly committed to simplify control opera-
tions and because replanning is based on the plans, not on
the schedule. AMSIA can adapt its planning activity to
the circumstances (for example it can choose a predefined
plan because there is not time to generate a better one).
As it was mentioned before, techniques such as any-
time algorithms (Garvey and Lesser, 1994) and how to
build a solution to a problem using a number of anytime
algorithms (Zilberstein, 1996), and approximate process-
ing (Lesser et al., 1988) and how to build a solution to
a problem based on different methods of different tasks
(Garvey and Lesser, 1993), are easily integrated in AM-
SIA.
6 Conclusions and Future Work
In this paper we have analyzed the role of a schedule of
activity to guide the behavior of an agent. This agent must
use different reasoning methods under real-time require-
ments associated with its high level objectives.
All the activity in AMSIA is explicitly scheduled as a
way of controlling the use of resources. Also, the activity
to choose a line of action is separated from the activity of
following that line of action and offering new possibilities
for future action. We believe this is an important property
for agents that must fulfill real-time requirements. The
line of action focuses the attention of the agent that, in-
dependently, considers changing that line of action, i.e., it
keeps its opportunism. In other work (Soto et al., 1997,
1998) we have explored the idea of separating these ac-
tivities in hardware. In this paper we explore the division
of these activities in time. To do so, the activity needed
to choose a line of action must be included as a series of
tasks in the schedule of the agent. A mechanism (exter-
nal events) is added to deal with unexpected events, i.e.,
to include tasks in the schedule to consider what to do in
front of those events.
Also, there are options for AMSIA that we want to
explore:
The use of a preemptive scheduler. This means
that we need to be able to interrupt the execution
of tasks. The problem is that it is not easy to keep
the consistence of the knowledge in the blackboard
when a reasoning task is interrupted. There are so-
lutions as using sections of code where an interrupt
is impossible to make changes in the knowledge
state of the system.
We have used our agent architecture to control a
simulated robot. In a real environment we will need
a reactive layer to augment the reactivity in face of
contingencies.
We want to extend the information that is kept in the
schedule. For example, it will be interesting to reg-
ister other temporal constraints for the execution of
tasks. Although this will complicate the heuristics
used in schedule construction, this is not a critical
problem because this activity is also scheduled.
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