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Modern distributed systems, such as cloud computing infrastructures or data
stream processing engines, perform resource provisioning tasks such as resource
allocation, task scheduling, or scaling. This decision-making substantially
influences the systems’ performance, and therefore, the manner of reaching
these decisions is crucial to the systems’ operation with regard to cost efficiency,
performance, reliability, and adherence to service level agreements.
Currently, many approaches to resource provisioning in distributed systems are
reactive, i.e., they measure the systems’ state, analyze it, and perform necessary
actions. The main downside of reactive approaches is that effectively, such
systems perform resource provisioning based only on past observations. In a
highly dynamic environment with rapidly changing demands for computational
resources, this can lead to delayed reactions, which increase cost, degrade
performance, and reduce reliability.
This thesis proposes the use of predictive technologies for performing resource
provisioning tasks in modern distributed systems. As a foundation, methods
stemming from research in the field of machine learning are used to improve target
metrics like system performance or operational cost. In contrast to traditional,
reactive approaches, the proposed methodology of predictive decision-making is
able to perform operational tasks ahead of time, such as scaling out in advance
for a predicted increase of demand.
We show how to use predictive methods in various domains of distributed
systems, namely cloud computing, business process management systems, data
stream processing, and blockchains. We propose approaches to solving challenges
in designing predictive methods, such as metric prediction, failure prediction, or
data filtering and estimation. We evaluate the impact of the proposed methods
on the system using various quantitative methods, including testbed evaluation
and simulation, as well as formal and qualitative analysis. Our results show
that employing predictive approaches in these domains of distributed systems
significantly improves performance attributes such as response time or adherence




Verteilte Systeme, wie sie heutzutage in Bereichen wie Cloud Computing und Da-
ta Stream Processing verwendet werden, erfüllen Aufgaben wie Ressourcenzuwei-
sung, Aufgabenplanung und Skalierung. Die hierbei getroffenen Entscheidungen
beeinflussen maßgeblich die Systemleistung und sind dementsprechend entschei-
dend für die Betriebskosten, die Leistungsfähigkeit und die Ausfallsicherheit
eines Systems sowie dessen Einhaltung von Service Level Agreements.
Viele aktuelle Techniken zur Ressourcenzuweisung sind reaktiv, überwachen also
den Systemzustand und reagieren mit entsprechenden Maßnahmen auf dessen
Änderungen. Da solche Ansätze lediglich auf bereits vergangene Messungen
zurückgreifen können, kann dies in dynamischen Umgebungen zu maßgeblichen
Verzögerungen in der Reaktionszeit, verminderter Leistung, erhöhter Ausfall-
wahrscheinlichkeit und folglich zu erhöhten Kosten führen.
Diese Arbeit behandelt vorhersagebasierte Techniken zur Ressourcenzuweisung in
verteilten Systemen. Hierbei werden Methoden aus dem Gebiet des maschinellen
Lernens eingesetzt, um Zielvariablen wie Leistung oder Kosten zu verbessern.
Die in dieser Arbeit präsentierten Ansätze ermöglichen es, Maßnahmen zur
zeitgerechten Vorbereitung auf wahrscheinliche Zustandsänderungen zu setzen.
So können etwa zusätzliche Ressourcen bereits aktiviert werden, bevor sich die
Systemlast erhöht.
Vorhersagebasierte Techniken werden in dieser Arbeit in verschiedenen Domänen
eingesetzt, nämlich Cloud Computing, Business Process Management, Data
Stream Processing und Blockchains. Konkrete Ansätze werden behandelt, wie
das Vorhersagen von Metriken und Fehlern, das Filtern von Daten sowie deren
Abschätzung. Die Auswirkungen auf das zugrundeliegende System werden expe-
rimentell mittels quantitativer Methoden sowie formal und qualitativ analysiert.
In den Ergebnissen zeigt sich, dass die Ansätze einen positiven Effekt auf die
Zielvariablen haben, wie etwa eine Senkung der Kosten, eine bessere Einhaltung
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Distributed systems play a crucial role in many aspects of today’s digital infras-
tructure, enabling technologies such as cloud storage [78, 111], smart cities [210],
or the Internet of Things (IoT) [39]. Research within distributed systems entails
fields such as cloud computing [9, 255], Business Process Management (BPM) [89,
232], Data Stream Processing (DSP) [54, 55], or decentralized consensus tech-
nologies like blockchains [278]. Common goals within the research field of
distributed systems often include increased Elasticityelasticity, flexibility, and scalability
for businesses running a software platform, while maintaining a defined set of
cost [232] or quality constraints [53]. Modern distributed systems feature a high
degree of complexity, inherent to their distributed architecture. The compo-
nents necessary to run and maintain such systems form a complex and opaque
landscape, which can also be very heterogeneous [178], since these components
are often provided by different stakeholders [197], and are executed on diverse
hardware using varying technologies [226]. All of this provides the research
field of distributed systems with many opportunities for optimization on various
levels, and for various metrics.
Resource
Provisioning
The process of resource provisioning, i.e., supplying consumers with a set of
resources [60, 178], is one of the most researched areas in distributed systems [27,
118]. Often, we consider the problem of how to place applications on Virtual
Machines (VMs), or VMs on Physical Machines (PMs) [52, 177]. This process is
also called allocation [17]. However, since placement happens on various levels,
in more general terms, we use the terminology of placing tasks on resources.
The resource on which a task is placed is occupied for a certain amount of time
and to a certain degree, and therefore, the exact assignment between resources
and tasks has significant influence on the total resource utilization, affecting the
operational cost and performance of the entire system [60].
1
1. Introduction
In addition to finding a proper placement, contemporary distributed systems
must also maintain elasticity [81, 178], which is achieved by dynamically adapting
to workload changes, activating and passivating resources in an autonomic
manner. This capability is referred to asScaling scalability [122]. The decision of when
and how to scale—the scaling decision—is a non-trivial problem. Often, there
are multiple, conflicting optimization target metrics [67]. For instance, a cloud
computing provider is interested in reducing the total cost of operation of the
infrastructure, but at the same time, wishes to maintain a given Quality of
Service (QoS) to fulfill certain Service Level Agreements (SLAs) in order to
avoid paying penalties [53].
While approaches to these tasks are manifold, they usually follow the Monitor,
Analyze, Plan, Execute (MAPE) loop [155, 178]. A crucial classification of
approaches to resource provisioning is the distinction between reactive and
predictive approaches [50], i.e., approaches which monitor the current system
state and react to certain events, and approaches which predict the future
development of the system state and proactively take measures to ensure its
desired performance [199].
Research Goals In this thesis, we investigate predictive approaches to resource provisioning in
distributed systems. We seek to lay fundamental groundwork for predictive
approaches, such as the methods and tools usable for performing the necessary
predictions, we show how to apply these methods to problems and use cases
found in contemporary distributed systems, and we evaluate their performance.
We consider various types of distributed systems found in literature as well
as in practice, such as cloud computing [37], Business Process Management
Systems (BPMS) [31], DSP [32, 33], and blockchain technologies [38]. We
investigate various aspects of predictive approaches, namely the prediction of
metric values and their filtering, the prediction of process failures, as well as the
employment of determinism to avoid uncertainty. As a result, we seek to gain
insight into how various types of use cases, with various types of available data
and target systems, can be addressed using predictive approaches.
Methods and Tools In our proposed approaches to predictive resource provisioning, we use tech-
niques found in the field of Machine Learning (ML), such as Artificial Neural
Networks (ANNs) [119]. The variety of system types, scenarios, use cases, and
client requests poses a challenge when applying ML techniques. For instance,
special care must be taken during the design of ML models, data preparation and
imputation, strategies and parameters for training, verification of performance,
and integration in operational systems [178].
We show how to address these challenges, how to determine suitable choices of
parameters and algorithms, and evaluate the proposed approaches using various
quantitative methods, including testbed evaluation and simulation, as well as
formal and qualitative analysis. Our results show that employing predictive
2
1.1. Problem Statement
approaches in the presented domains of distributed systems can significantly
improve performance attributes such as response time or adherence to SLAs.
We propose the following example scenario to illustrate how, instead of using a
reactive approach, predictive scaling can be used to maintain elasticity.
Example Scenario. A provider of cloud-based computational services offers
a selection of VMs to customers. A customer can lease a VM, use it for
hosting applications or performing computations, and release it afterwards.
The provider uses an infrastructure consisting of PMs to host customer-leased
VMs. In order to maintain economical viability, the provider uses an elastic
infrastructure, which automatically performs tasks such as scaling (activating
or passivating VMs as necessary), placement (deciding which PM to use
for a leased VM), or resource provisioning (deciding how much of which
resources—such as storage or network bandwidth—to assign to a VM). Since
VMs are used by clients in a dynamic way, and can be leased and released
on demand, the infrastructure is subject to dynamic load changes. If VMs
are requested by a high number of clients, the infrastructure is under heavier
load than during times of low demand.
The provider faces this dynamic environment using predictive approaches:
Instead of merely waiting for changes (e.g., the system load exceeding a
fixed threshold) and reacting to them, the infrastructure actively predicts
whether an increase or decrease of demand is expected. For instance, if
an increase is predicted, PMs are proactively activated in order to react to
an increased load in a timely manner. Compared to a traditional, reactive
approach, such methods improve the system’s capabilities to adapt to a
changing environment.
1.1 Problem Statement
Designing predictive approaches for distributed systems inherently starts with
making predictions about future development of metrics of interest, and as such,
requires data as basis for such predictions. A popular example of a source of
data is found in historical system observation [156]. Once data is selected and
obtained, we require tools and methods for making precise forecasts about the
values of metrics in the future, such as in the next minutes, hours, or days,
depending on the use case. In many contemporary approaches, this is either not
done at all (reactive approaches) [178], or relatively simple methods like linear
regression are used [135], yielding mediocre results.
As an overarching goal of this thesis, we seek to determine how to design
predictive approaches based on the application scenario. Different environments
and different objectives in a given use case require different solutions with
specialized tools and techniques.
3
1. Introduction
A prime class of tools and candidate for finding methods to predicting system
state is ML [100]. While ML provides a rich set of tools suitable for this purpose,
the variety of types of ML models, together with numerous variations and
possible modifications or extensions, poses a challenge for the design process of
predictive approaches, i.e., for the decision of which technique to use based on
the scenario at hand. This is especially the case for distributed systems, where
attention must be paid to efficiency and scalability [9].
In addition, ML models usually have a high number of parameters and hyper-
parameters, and their selection is often done on a trial-and-error basis. In
current literature in the field of distributed systems, there is a lack of substantial
reference for selecting these models and parameters—at times, a ML model is
described as a black box [47]—and researchers as well as developers must invest
time and effort for explorative analysis.
When applying methods from literature in practical settings, practical challenges
emerge. While the rich set of tools provided by ML for processing data—once
a selection of such tools is made—is suitable for creating predictions [181], in
practice, data is often incomplete, or noisy [252]. We require techniques to
overcome these challenges, either by data pre-processing and imputation, or by
adapting mechanisms to filter incomplete data while maintaining functionality.
Finally, in some scenarios, prediction of a certain metric can simply be impossible
due to reasons outside of the designer’s control. This can be due to non-recurring
events and very extraordinary circumstances. We seek ways of dealing with
these scenarios in unconventional ways, for instance, by changing the context of
the system, circumventing the prediction problem entirely.
1.2 Research Questions
In the following, we formulate three research questions (referred to as RQ1
through RQ3), which serve as motivation for the work at hand. The research
questions provide a guide for the core chapters of this thesis, and will be revisited
in Chapter 7, where we assess how our contributions address the objectives
defined in each individual research question.
Research Question I. How can predictive techniques be used in distributed
systems to optimize operational cost, performance, and reliability?
As described in Section 1.1, ML provides numerous tools and methods for
predicting future system state [181]. A key challenge is the application of these
methods in the domain of distributed systems, since due to high system com-
plexity, the data collection, aggregation, processing, and finally forecasting, is an
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elaborate process. In contrast to centralized applications of ML (e.g., economic
forecasting [209], power systems [270], natural language processing [183], or
image recognition [157]), applications in highly distributed systems such as
cloud computing, BPMS, or DSP, require increased attention to scalability and
computational complexity [9].
Special care must be taken to consider these factors throughout the entire process
of design, implementation, parameterization, and operation. Furthermore, as
discussed above, we aim to take into account various types of scenarios and
consider the varying objectives encountered in the various use cases. Based on
this, we aim to select techniques and methods suitable for the scenario at hand.
Research Question II. How can predictive approaches maintain function-
ality and performance in unknown and uncertain situations?
Network connections and their inherent unreliability are ubiquitous in dis-
tributed systems. Especially when using contemporary paradigms like fog
computing [239], each system component must be tolerant to uncertainty such
as network disruptions, increased delay, reduced bandwidth, or total loss of
connectivity, i.e., in a volatile environment [254]. During the disruption, the
system must maintain operation within the boundaries of possibility, as dictated
by the given use case. Once the disruption ceases, the system must commence
normal operation. This tolerance implies that a predictive approach must be
able to function properly even in times where network connections are disrupted,
and therefore metrics are unreliable, imprecise, or unavailable.
Research Question III. Can uncertainty be overcome by adapting the
context of the system?
In some scenarios, the future value of a metric is uncertain, and simply cannot
be predicted due to insufficient or missing data. In these situations, a possible
approach is to reconsider the overall process requirements: Sometimes, the
inability to answer a given question can be addressed by asking a different
question. We seek to find ways of solving issues of insufficient or missing data by




Table 1.1: Summary of core thesis contributions
Reference Contribution Domain Method Main outcome
[37] Chapter 3 Cloud computing ANN regression Error ratio: 0.77
[31] Chapter 4 EBS/BPMS ANN classification Precision: 87%
[32, 33] Chapter 5 DSP EKF-based filter Scaling reduction: 88%
[38] Chapter 6 Blockchains Deterministic witnesses [36] Deterministic result
Guided by the research questions formulated in Section 1.2, the core contributions
are highlighted in the following to provide an outline for this thesis. Table 1.1
gives an overview of the core contributions of this thesis, showing the domain of
each contribution, the method used, and the main outcome.




The first contribution is embedded in the context of cloud computing, and en-
tails an approach to predicting resource utilization in the cloud. The presented
approach uses ANNs to train a ML model based on historical data of tasks pro-
cessed by a cloud computing infrastructure. The resulting ML model is capable
of creating resource utilization predictions for future incoming tasks based on
their characteristics. The model yields an error ratio of 0.77, i.e., a decrease of
23% in prediction error, compared to the state of the art. Contribution I has
originally been presented in [37].






The second contribution introduces an approach to failure prediction in BPMS.
In such systems, knowledge about an imminent or likely failure can be used
to re-provision resources, for instance, to start another process, or to activate
mitigation strategies. To this end, we connect the two research fields of Event-
Based Systems (EBS) and BPMS, allowing us to leverage on the context of a
business process and to facilitate this previously-unused source of data.
We show that this process context, which often provides a high-volume stream
of events, is a suitable data source for ML training. Our ML model, using an
advanced type of ANNs, is able to predict the failure likelihood in a business
process. In addition, the prediction also states which process step is the likely
point of failure. In our evaluation, we show that the prediction performance is
significantly increased by using context events. The resulting ML model yields a
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precision of 87%. In addition, we show how to employ failure prediction not only
in a local, intra-organizational setting, but also in a distributed scenario, where
various stakeholders collaborate in a business process, but do not share the
entirety of available data. Contribution II has originally been presented in [31].










The third contribution discusses elasticity in the context of DSP. We show
how advanced filtering, such as Total Variation Denoising (TVD) and Extended
Kalman Filters (EKFs), can be used to pre-process time series data and filter out
unwanted noise. The usage of such filters allows us to estimate the actual state
of a system with respect to relevant metrics from noisy and imprecise data, and
based on this, perform scaling operations. Our evaluation is conducted using a
testbed, where a real-life DSP scenario found in the research field of biomedical
engineering [137] is enacted, and performance metrics such as Central Processing
Unit (CPU) utilization and SLA violations are observed. Our evaluation shows
that while the required CPU utilization increases by up to 13.9% when using
our proposed EKF-based approach, the amount of scaling events is reduced
by up to 52.4%, and the amount of SLA violations decreases by up to 15.2%.
Based on this, we provide a cost discussion and a break-even point analysis to
determine the conditions necessary for the EKF-based approach to provide cost
benefits. Contribution III has originally been presented in [32, 33].





The fourth and final contribution deals with uncertainty on a higher level and
tackles situations where no predictions are possible due to circumstances like
the absence of a suitable data source. We address this challenge by changing the
system definition in a way that circumvents the missing data. This contribution
is embedded in the context of blockchains, i.e., decentralized consensus, where
multiple parties are competing for a reward in a smart contract. It is crucial to
anticipate which party will win this competition; however, a priori, there is no
means of predicting this outcome.
We therefore redesign the protocol in a way that creates determinism by in-
troducing a metric which is easy to evaluate, but very hard to tamper with,
effectively selecting a winning party in a random (in the sense that each party
has an equal chance of winning), yet deterministic manner. Contribution IV




The remainder of this thesis is structured as follows. Chapter 2 provides back-
ground information, specifically, a discussion of distributed systems (Section 2.1),
approaches to maintain elasticity (Section 2.2), techniques for creating predic-
tions (Section 2.3), and ANNs (Section 2.4). In Section 2.5, we highlight the
state of the art and discuss gaps which we will address in the remainder of
the thesis. Chapters 3 through 6 present the main matter of this thesis, and
constitute Contributions I–IV in accordance with Section 1.3. Chapter 3 shows
an approach to predicting resource utilization in the context of cloud computing.
In Chapter 4, we combine the fields of EBS and BPMS, and show how to
perform failure prediction using ML. Chapter 5 demonstrates the usage of EKFs
to create state estimations while tolerating noisy data. Chapter 6 shows how to
circumvent uncertainty by changing the system to create determinism. Finally,
in Chapter 7, we conclude the thesis, discuss the contributions presented in
the previous chapters in light of the postulated research questions, and offer an




The concepts presented in this thesis are methods applicable in today’s dis-
tributed systems, which can be used to enhance the functionality of these
systems, reduce their operating cost, or optimize resource utilization. In the
following sections, we discuss the background of distributed systems, how scala-
bility and elasticity are realized, and why predictive methods are promising to
further enhance these features. In addition, we provide a high-level discussion
of contemporary literature with regard to resource provisioning and proactive
approaches, and highlight gaps, thus motivating the choice of approaches within
the individual contributions presented in the subsequent chapters.
2.1 Distributed Systems
Tanenbaum et al. define a distributed system as “a collection of independent
computers that appears to its users as a single coherent system” [248]. While this
definition was coined in 2001, and distributed systems have evolved substantially
since that time, the definition still fits the paradigms used in contemporary
distributed systems. In this work, we therefore use this definition of a distributed
system, and in more detailed contexts, refer to them simply as systems.
TransparencyThe advent of distributed systems is owed to the features they enable. These
features mainly include resource accessibility, transparency, and scalability. Re-
source accessibility means that resources provided by a remote computer—for
instance, data storage or computational power—can be used by clients regardless
of their geographic location [248]. Today, cloud storage providers like Dropbox1
are a prime example of providing accessibility to vast storage resources for clients




and we differentiate between various transparency types, such as location trans-
parency (hiding where a resource is located), replication transparency (hiding
that a resource is replicated), or failure transparency (hiding the failure and
recovery of a resource) [248].
Scalability Scalability is among the most crucial features of modern distributed systems [9,
148]. A system is described as scalable if it is deployable in a wide range of
scales, in terms of user number, data amount, processing rate, number of nodes,
and geographical coverage. Generally, small scales are just as important as large
scales, and scalability means not just the ability to operate, but to operate
efficiently and with adequate QoS, over the given range of configurations [148].
Scalability can be realized in a horizontal or vertical manner [75]. In horizontally
elastic systems, computational units such as VMs are added or removed, and this
process is called scaling out. In contrast, vertical elasticity involves adding or
removing resources from those units, such as CPU cores, memory, or storage [166],
a process called scaling up. The approaches presented in this thesis are not
specific to either of these scaling dimensions and can be used for both horizontal
and vertical scaling. Furthermore, there exist numerous implementations and
classes of scalability [11], with performance-oriented types such as load scalability
or space scalability being among the most important [29]. Other types include
distance scalability or speed scalability. In this work, when describing scalability,
we generally refer to load scalability unless noted otherwise.
A concept related to scalability isElasticity elasticity. Various definitions of elasticity
exist [10, 191], and have been collected into a single definition by Herbst et al.,
where elasticity is defined as “the degree to which a system is able to adapt to
workload changes by provisioning and deprovisioning resources in an autonomic
manner, such that at each point in time the available resources match the
current demand as closely as possible” [122]. Therefore, we regard scalability
as a requirement for elasticity [80], since a system featuring elasticity must be
scalable. Elastic systems are often also required to feature self-? properties,
such as self-healing, self-protecting, or self-stabilizing, collectively referred to
as autonomic computing [127]. Generally, elasticity, including scalability and
self-? properties, is a means of ensuring an overall system’s QoS [49, 57]. Often,
a set of requirements about the system’s QoS is collected into a document,
representing an agreement between a service provider and a service consumer,
referred to as SLAs. In some scenarios, SLAs are provided as legally binding
contracts [42], and SLA violations cause penalties for the service provider.
Cluster and Grid
Computing
Overall progress of research in hardware and software design has led to the advent
of several paradigms in distributed systems. Tanenbaum et al. already describe
cluster computing systems. A cluster is a set of tightly coupled computers,
connected by means of a high-speed Local Area Network (LAN). In addition,
each node runs the same Operating System (OS) [248]. A cluster provides various
capabilities to its users—for instance, computational power—and benefits from
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the sum of resources of the individual computers. A slightly younger paradigm
is grid computing, which, like computing clusters, represents a collective of
computers. However, in contrast to clusters, the computers making up the grid
are federated, often under different administrative domains, and may be different
with regard to hardware and software [248]. Furthermore, since computing
grids are operated by various groups, they tend to be connected through the
Internet, instead of sharing a common LAN connection. Popular examples of
highly distributed computing grids are SETI@home2 and Folding@home3, where
participants worldwide provide computing resources for a common goal, in these
cases analyzing radio telescope data and protein folding, respectively.
Cloud ComputingCloud computing [15], a paradigm which emerged after the original definition
of distributed systems by Tanenbaum et al., represents the idea of computing
as a utility [46]. Resources such as computational power or storage are hosted
in data centers, and provided to their users on-demand. The entirety of these
provided resources is commonly called the cloud [9]. The utility-like fashion
with which the resources are provided is reflected in simple, predictable cost
models suitable for scalability, where running 1,000 servers for one hour causes
cost comparable to running one server for 1,000 hours [10]. The benefit of this
computing paradigm for the consumer is the lack of upfront investment, which
allows rapid and cost-efficient application deployment, easy calculation of cost,
and therefore bears the potential for scalability. Furthermore, outsourcing the
task of maintaining certain parts of the technology stack to the cloud provider
frees resources on the consumer side. An organizational (and legal) separation
of concerns enables the consumer to focus on the application itself, instead of
also having to manage the infrastructure on which the application is hosted.
VirtualizationA major enabler of cloud computing is virtualization [9], which refers to the
abstraction of hardware aspects in order to decouple it from the executed soft-
ware [195]. While an OS is usually tightly coupled to the executing hardware
through drivers and low-level code called firmware, a VM represents an em-
ulated (virtual) hardware environment. This is done to allow portability of
software between various types of PMs, possibly in different locations. Fur-
thermore, VMs allow the isolation of applications. Applications usually have
specific requirements to the execution environment, including runtime libraries
and additional services, possibly with specific version constraints. Running two
applications on the same host might be impossible due to a conflict of these
requirements and a lack of isolation [79]. Isolating each application’s required
environment using VMs can address this challenge.
ContainersVirtualization itself can occur on various levels. Traditionally, entire machines
are virtualized, resulting in VMs, and each VM runs an entire OS, independent





virtualization has gained importance, called containers [79, 86], with Docker4 be-
ing a popular implementation. Containers place the cut between non-virtualized
and virtualized software higher up in the stack, with major parts of the OS
kernel shared between individual containers. As containers must still be isolated
from each other, this requires support by the kernel (e.g., using cgroups and
namespaces in the Linux kernel) [79].
In the case of VMs, the virtualization host is called hypervisor, referring to both
the PM hosting the VMs, as well as the virtualization management software
running on the PM, responsible for managing the hosted VMs. In the case of
containers, the nomenclature differs, and for Docker, the host is usually called
container host [208] or Docker host [61].
IaaS, PaaS, SaaS The term cloud computing is used to refer both to the application delivered
as a service (e.g., Dropbox), and to the hardware and systems software in the
data centers providing these services. Cloud computing is traditionally grouped
into three different levels of provided services [172]. On the lowest level, the
cloud provider is responsible for the hardware, including the storage, network,
computation units and the virtualization host (e.g., the hypervisor). This is
referred to as Infrastructure as a Service (IaaS), and its users are responsible for
managing the OS and all software running within it (runtime environment such
as middleware and libraries, and application software). A higher service level is
Platform as a Service (PaaS), where the cloud provider is responsible for all IaaS
components, and in addition, also manages the OS and the required runtime
environment (middleware, libraries). The user merely deploys the application
software onto the PaaS platform. Finally, Software as a Service (SaaS) refers to
the entire technology stack, including the application itself, being provided.
Fundamentally, IaaS and PaaS differ from SaaS in that the former two levels
are targeted at technical users, e.g., software developers and providers, by
design. In contrast, SaaS is (generally) targeted at a broader audience, since no
knowledge of deploying OSs, libraries, or other software is required. Amazon
Web Services (AWS)5 is a prime example of an IaaS and PaaS provider. In
contrast, Dropbox is an example for SaaS. Note that the consumer of an IaaS
or PaaS service can simultaneously be a provider of a SaaS service. In this case,
from the end users point of view, the SaaS provider is responsible for the entire
technology stack. However, internally, the responsibility for certain parts such
as the infrastructure is delegated to the IaaS or PaaS provider (subcontractor).
The shift from conventional computing in data centers to cloud computing
entailed the centralization of tasks and responsibilities. Even though the cloud
itself is a distributed system (consisting of a number of PMs), to the user, it is a





Dropbox is a distributed cloud application, a user considers it their central point
of storage for data. This shift towards centralization has both benefits and
drawbacks. While the main benefits are an increase in availability, performance,
and easy cost calculation [9], performing all tasks centralized in the cloud also
poses the drawback of higher communication overhead [248]. In some scenarios,
the network delay induced by sending data to the cloud for processing, and
waiting for a response, is not acceptable, for instance, mobile scenarios, where
delays and energy consumption are crucial [165].
Fog ComputingThis lack of solutions between on-premise and cloud systems has been the
target for the recent development of fog computing, named after a cloud close to
the ground [30]. Fog computing describes a paradigm filling the gap between
on-premise (edge) and cloud computing [20], where devices physically close to
the edge of the network provide some of the required resources (e.g., computing,
storage), while the cloud works as a supplementary or fallback resource, depend-
ing on the implementation. Due to this fact, the term edge computing is also
prevalent, and fog computing is generally understood to be a generalization and
advancement of edge computing [73].
IoTThe underlying development of increased embedding of computing in the phys-
ical world is the IoT, which is seen as an intersection of three paradigms,
namely internet-oriented (middleware), things-oriented (sensors) and semantic-
oriented (knowledge) [113]. Gubbi et al. define the IoT as an “interconnection of
sensing and actuating devices providing the ability to share information across
platforms through a unified framework, developing a common operating picture
for enabling innovative applications. This is achieved by seamless ubiquitous
sensing, data analytics and information representation with Cloud computing
as the unifying framework” [113]. In other words, paradigms such as cloud
computing are seen as enabling technologies for the IoT.
A very recent development in distributed systems is found in Blockchainsblockchains,
also known as decentralized consensus [105], decentralized computing [83], or
decentralized applications [217]. Blockchains can be understood as another
strategy to avoid centralization, and as such are an orthogonal—rather than
competing—technology to edge computing and the IoT. In fact, IoT applications
can benefit from blockchain technologies, just like they benefit from cloud or
fog computing. The core idea behind blockchains is that instead of performing
a computational task on one system under the authority of one party (person
or organization), it is performed by a massively distributed system using smart
contracts [83], where not one authority must be trusted, but the required trust is
distributed among all participants of this system [8]. This removes the necessity
of trusting any single node, while maintaining trust into the technology as a
whole [246]. This is enabled by using cryptographic mechanisms to ensure that
the majority of the participants decides on the outcome of the computation, and
a single attacker cannot manipulate the computation or its result. An attacker
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must be able to control a substantial amount of participating computers to
manipulate the overall system’s behavior [85]. In contrast, a user can trust




Today, distributed systems maintain elasticity by monitoring certain metrics,
analyzing the information, planning an action, and executing it [155], a loop
commonly called MAPE. In this process, the underlying metrics play a crucial
role, representing measurable attributes of a distributed system, and changing
over time. Based on the value of one or multiple metrics, a distributed system
can adapt to changes in the state of itself or its environment [41]. This can
be achieved by scaling, or by using advanced adaptation mechanisms spanning
multiple layers [200].
Various kinds of metrics exist. We mainly distinguish between intrinsic and
extrinsic metrics. Intrinsic metrics are values measurable by inspecting the
system state. Taking into account a resource executing a task, such as a VM,
examples for intrinsic metrics include its CPU load [114], memory utilization [68],
network traffic [274], or its overall performance [45]. Other intrinsic metrics
include the memory utilization, the amount of Input/Output (I/O) activity, or
the utilization of storage or network.
In contrast, extrinsic metrics are values measurable by inspecting the system’s
environment or context [99], such as the amount of requests (called load or
demand) [129], or their attributes, such as cost and QoS goals [269].
2.2 Elasticity Approaches
Distributed systems can utilize metrics in various ways to maintain elasticity. A
very simple—and yet widely used [178]—approach is using thresholds of metric
values, and defining actions to be taken when thresholds are reached or exceeded.
One example of such an approach could be the following set of instructions:
• If the CPU load of any VM in the set of VMs exceeds 90%, the system is
under high load. Activate one more VM.
• If the CPU load of all VMs in the set of VMs is below 10%, the system is
under low load. Passivate one VM.
Rule-Based
Approaches
This example encompasses two concepts known in contemporary literature. First,
rules are used to define the system behavior. Such an approach is called rule-
based. Second, thresholds are defined for these rules, resulting in a threshold-based
approach. This combination is very common [178], as it eventually maintains
the system state desired by the operator (the person defining the rules) within
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the defined thresholds. However, while the system state is kept between the
thresholds in the long run, on a short time scale, the system may significantly
violate the thresholds before its reaction shows effect. For instance, a sudden
increase of load may need not one, but a number of additional VMs for the
system to compensate. However, due to the way the rule-based approach is
formulated, only one VM is activated at a time.
Naturally, one might counter this problem by defining additional rules, such as
the following:
• If the CPU load of any VM in the set of VMs exceeds 95%, the system is
under very high load. Activate three more VMs.
• If the CPU load of any VM in the set of VMs exceeds 90%, the system is
under high load. Activate one more VM.
• If the CPU load of all VMs in the set of VMs is below 10%, the system is
under low load. Passivate one VM.
• If the CPU load of all VMs in the set of VMs is below 5%, the system is
under very low load. Passivate two VMs.
However, doing so poses additional issues. First, the thresholds must be chosen
carefully, and assumptions must be made about the behavior of CPU load
within the system. These assumptions are tightly coupled to the type of task
executed by the system (e.g., whether it is heavy on CPU load, heavy on memory
consumption, or heavy on I/O processing). Second, the rules must be created
by an expert, and they must be maintained over time to adapt for Concept Driftconcept
drift [264], such as changing demand, different behavior of the VMs (e.g., a
different type of CPU causing less severe spikes in CPU load), or different type
of task executed. This can only be overcome by periodic reviews, which in
turn require expert knowledge and time. Finally, ensuring exhaustion of all
possible rules is difficult. If the expert creating these rules is unaware of a





The type of elasticity approach discussed above—that is, a system which is
reacting to changes, for instance by following a set of rules—is called a reactive
approach [178]. In contrast, we use a different class of approaches. Instead of
merely reacting to changes in the system or its environment a posteriori, we are
interested in creating systems that anticipate (likely or possible) changes, and act
proactively. We call approaches using such techniques proactive approaches [178].
The main benefit of proactive approaches is that, if the system anticipates the
change properly, there is no delay included before the system adapts to a change.
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Naturally, the main challenge is accurately anticipating such changes requiring
action by the system.
A specific subset of proactive approaches is a set of techniques called predictive
approaches [178]. Predictive approaches not only anticipate a possible change
and act proactively, but do so by projecting a concrete prediction about the
development of metrics in the (near) future. In order to illustrate the difference
between proactive and reactive approaches, we consider using a scaling approach
in a cloud application using VMs. Maintaining a pool of hot-standby VMs (possi-
bly from a cheaper source of computational resources, such as preemptive VMs),
is a proactive elasticity approach: In order to ensure elasticity in anticipation of
a load increase, hot-standby VMs are used at all times. However, no concrete
prediction is created. In contrast, a predictive approach would, for instance,
create a forecast based on the time of day, where a higher load is expected
during day time, and the number of hot-standby VMs is increased, but during
night time, VMs are spun down, since no demand peak is expected.
Note that reactive, proactive and predictive approaches are not mutually exclu-
sive. In the illustrated example, a suitable approach would be to use predictions
to determine the number of hot-standby VMs, but the transition from hot-
standby to active would still be done reactively. Therefore, a system’s behavior
can be denoted as purely reactive, as proactive but featuring reactive elements,
or as predictive, which includes proactivity and also reacts to changes not





Various methods exist for predicting future values of metrics, ranging from
relatively simple approaches like linear regression to techniques like ANNs [119],
Support Vector Machines (SVMs) [147], or Genetic Algorithms (GAs) [110]. Any
of these techniques can be used for ML, and the result of their usage is called
the ML model. Three main types of tasks performed by ML are classification,
regression, and clustering [138]. Classification is the process of assigning a tuple
of data to one of a finite number of discrete classes. For instance, the tuple
(Skin: Furry,Legs: 4,Whiskers: No,Tail: Yes,Height: 60cm)→ Animal: ?
may be classified by a ML classification model as Animal: Dog. In contrast,
regression is the process of assigning a tuple of data to a continuous variable [216].
For instance, the tuple
(Skin: Furry,Legs: 4,Whiskers: No,Tail: Yes,Height: 60cm)→Weight: ?
may be classified by a ML regression model as Weight: 18kg. Note that while
in the classification example, the type (class) of animal was sought, in this
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example, we are interested in the weight, which, in contrast to the type, is
continuous. There are infinitely many values the animal’s weight can be (even
in a bounded context), while there is a finite number of animal types. Finally,
clustering is the process of grouping together tuples belonging into the same
set (sub-populations) [234].
In regression, classification, and clustering, the elements given to the ML model
as input data are called features. For regression and classification, the element
expected as output is called label [175]. Clustering does not operate on labels,





The main benefit of ML is that in contrast to rule-based systems, which can also
be used for classification or regression, the model is trained on data, and once
trained, can be used for classification or regression. There are three fundamental
approaches to training ML models [228]: If the training data consists of a
dataset including labels (known correct outputs), we refer to the process as
supervised learning, since the model can be supervised and feedback about the
correct output can be provided. In contrast, if the training data only contains
features, but no labels, the process is called unsupervised learning. Since no
labels are present for unsupervised learning, the ML model can only react to
common patterns in data, as well as the presence and absence of certain items
in the training data. Finally, reinforcement learning [178] is the process of
training a ML model to maximize a certain reward by performing actions. While
reinforcement learning is related to supervised learning (e.g., feedback is provided
in both scenarios), it differs in the fact that no notion of correct/incorrect is
required, and as such, no explicit labels are required. Instead, values, possibly
taken from the real world, can be presented to the ML model as feedback [56].
One such example would be a ML model learning to fly an airplane by controlling
the input on the three main axes, with the goal of reaching a given altitude. The
reward for the ML model is higher if the airplane is flying closer to its assigned
altitude, and the ML model would try and maintain the maximum reward.
Online and
Offline Learning
Another distinction in ML is the temporal classification of training tech-
niques [18]. The approach of supplying the ML model with a set of data
for training, and then using the trained ML model in operation, is called offline
learning. In contrast, online learning is used in situations where data is made
available over time (one by one). Outputs (classes for classification, values
for regression, clusters for clustering) are required during operation, but the
ML model is also trained with each set of data fed during operation, one at a
time [167]. This is required especially for predicting live data, such as stock
market prices.
For classification, Precision and Recallprecision and recall are important performance metrics for a
ML model. Precision and recall are based on the four commonly used confusion
matrix metrics True Positive (TP), False Positive (FP), True Negative (TN),
and False Negative (FN) [182]. With respect to a given class C, TP denotes
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instances correctly classified as C, TN denotes instances correctly classified as
¬C (not C). Correspondingly, FP denotes instances incorrectly classified as C,
and FN denotes instances incorrectly classified as ¬C. Based on these values,
the definitions of precision and recall are shown in (2.1) and (2.2), respectively.
Precision = TP
TP + FP (2.1)
Recall = TP
TP + FN (2.2)
Precision determines the fraction of correctly-classified instances of C, relative to
all instances classified as C (“Out of all classifications of C, how many instances
actually belong to C?”). Recall determines the fraction of correctly-classified
instances of C, relative to all actual instances of C (“Out of all actual instances
of C, how many instances are classified as C?”).
MCC Precision and recall show different qualities of a classification model. In cases
where a single metric is required, we use the Matthew’s Correlation Coeffi-
cient (MCC) [188], as defined in (2.3). The MCC unites all four confusion
matrix metrics. All three, precision, recall, and MCC, are commonly used
metrics for evaluating binary classification algorithms [188, 213, 240]. All three
values are metrics for the goodness of fit of a ML model, i.e., higher numbers
denote better performance. Precision and recall are bounded to [0; 1], while
MCC is bounded to [−1; 1]. Negative MCC values denote performance worse
than random selection.
MCC = TP× TN− FP× FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(2.3)
RMSD For regression, there is no binary distinction between correct and incorrect
classification (TP, TN, etc.). Therefore, we use numeric values to denote a ML
model’s performance. One commonly used metric for evaluating the quality of
regression is the Root-Mean-Square Deviation (RMSD) [141]. For a regression
model M and a set of tuples T , the RMSD is defined as shown in (2.4), where








2.4. Artificial Neural Networks
2.4 Artificial Neural Networks
In this work, we make heavy use of ANNs [119] as the ML model of preference.
While choosing a ML model, we take into consideration the fair amount of
research in the various areas. ANNs have been shown to provide improved
performance over other ML models [181]. Compared to models like SVMs [147],
Bayesian classification or Fisher’s linear discriminant [26], feed-forward ANN
models with error backpropagation are well-suited for regression and provide
efficient means of statistical pattern recognition while allowing to use compact
models with sufficient generalization performance [26].
ANNs are based on individual units called Artificial Neuronsartificial neurons, modeled after
biological neurons [26]. A neuron takes a finite and constant number m of
continuous values as inputs (x1 to xm), and produces one continuous value as
output (y). This is achieved by multiplying each input xj (where 1 ≤ j ≤ m)
with a weight wj , and adding all resulting weighted inputs. In addition to the
weighted inputs, an additional input x0 with the constant value of x0 = 1 is
added, together with its own weight w0. This weight w0 is called the bias. The
so-called Activation Functionactivation function, denoted as φ, is then applied to the sum of all
weighted inputs (including the bias). Traditionally, both the inputs and outputs
of artificial neurons are normalized to a range such as [0; 1] or [−1; 1] [214],
or a distribution with mean µ = 0 and standard deviation σ = 1 [25]. Such
normalization has been shown to greatly improve prediction performance and
to reduce training time [241].







An ANN is defined as a network of neurons. There are various classes of
ANNs, and for demonstration purposes, we describe the most common type. We
will discuss special types of ANNs in more detail in Chapter 4, where various
refinements are used.
The neurons of an ANN are aligned in Neuron Layerslayers [119]. There is at least one layer
of neurons (the output layer), and traditionally, a dedicated input layer is also
used. Additionally, a number of layers between the input and the output layer
is used, called hidden layers. The inputs of each neuron in each layer are the
outputs of all neurons of the previous layer. In other words, if one layer has
a neurons, each neuron in the next layer has a inputs. If the next layer has b
neurons, there are a× b input-output connections. Figure 2.1 shows an example
network consisting of an input layer with two neurons, one hidden layer with







Hidden LayerInput Layer Output Layer
2 Neurons 10 Neurons 1 Neuron
Figure 2.1: Example of a multi-layer ANN
layers, as well as their respective number of neurons, vary between ANN models,
depending on their use case.
The inputs of the input layer are the input of the ANN itself (i.e., the features),
and the outputs of the output layer are used as the overall output of the ANN.
The output can be treated as the ANN’s “best guess” for the label corresponding
to the features presented at the input layer. In the context of (future) value
prediction, the ANN output represents the network’s prediction.
The input (and bias) weights of each neuron within an ANN determine the
ANNs behavior. Therefore, finding suitable values for the weights is the core
goal of training. Without training, a human would have to find suitable weights
for each neuron, which—as mentioned in the downsides of rule-based elasticity
approaches explained in Section 2.2—we aim to avoid.
While research of the concepts behind ANNs, called Logical Calculus [190], dates
back to 1943, a key contributing factor for the uprise in the last decades was
theBackpropagation backpropagation algorithm [120, 222]. Together with the advent of massive
computation power available for training, such as using parallel distributed com-
puting or performing computations using a General-Purpose Graphics Processing
Unit (GPGPU) [207], ANNs became a feasible ML model, and a commonly used
tool for ML tasks.
Training using backpropagation works by presenting one tuple of training
data (features) to the input layer, and reading the output provided by the
network. The difference between the actual output and the correct label (the
error) is then propagated into the network, adapting the network’s weights, so
that the next time this particular tuple is presented to the ANN, the resulting
output will be closer to the correct label. The rate with which the weights are
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adapted is called learning rate. A lower learning rate requires more training
iterations (and therefore, time) to train the ANN. On the other hand, a higher
learning rate increases the risk of the network over-compensating for individual
tuples and not converging to a usable ML model.
2.5 State of the Art
As discussed in Chapter 1, resource provisioning is crucial for implementing
elasticity in distributed systems [60]. In Section 2.1, we have discussed how
various types of metrics can be used to realize such elasticity, and shown described
types of approaches to elasticity. In our discussion, we have seen how proactive
approaches, as opposed to reactive approaches such as rule-based systems, can
provide elasticity without increasing the demand for expert knowledge. In this
section, we provide a high-level overview over the state of the art and its gaps
with respect to resource provisioning.
In the following, we classify existing resource provisioning approaches by the
question answered in the respective approach. Using this classification, we
identify three core resource provisioning questions, namely scaling, placement,
and scheduling. These aspects have been often discussed in the context of cloud
computing [9, 27], but are crucial also in other fields of distributed systems,
such as DSP [63] and elastic BPM [232].
Scaling The ability to dynamically scale in and scale out is a fundamental
feature of contemporary elastic distributed systems. As highlighted in
Section 2.1, the scaling decision is a non-trivial problem [62]. Often,
there are multiple, conflicting optimization target metrics. For instance, a
service provider is interested in reducing the total cost of operation of the
infrastructure, but at the same time, wishes to provide a given QoS, or
needs to fulfill certain SLAs in order to avoid penalties. In some situations,
such penalties can be expressed as a cost factor, which reduces the number
of target variables to be optimized. However, in other situations, the
impact of SLA violations exceeds the impact of additional cost incurred
by penalties. For instance, negative reputation generated by substandard
QoS might be hard to express as numbers [5]. In such cases, additional
non-cost constraints must be introduced.
Placement Task placement is the problem of assigning resources to tasks.
Like scaling, it is one of the most researched problems in various types
of distributed systems, including cloud [27, 118] and DSP systems [52].
As discussed in Chapter 1, the problem of placement can occur between
different layers of a system, such as the placement of applications on VMs,
or VMs on PMs [177].
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Placing tasks on resources can be optimized in various ways. The placement
of tasks occupies workers for a certain amount of time, and therefore, the
exact constellation of tasks causes significant changes in the total cost of
operations. Furthermore, various tasks can be co-located (consolidated) on
the same worker in order to save resources, or to reduce latency by avoiding
unnecessary network transmissions [62]. On the other hand, placing certain
tasks on the same worker might have negative impact, e.g., when a high
concurrency of workers regarding a certain resource leads to a situation
of competition, where the distribution of a limited resource among the
workers is uneven, or, in the extreme case, resource starvation occurs [153].
In such cases, dedicated distribution of applications is required [163].
Scheduling In contrast to the placement problem, which deals with the question
of where to place tasks, the scheduling problem arises when asking when
to run a given task. Placement and scheduling are related problems and
sometimes addressed as one [198, 259], aiming at similar goals, including
optimized resource usage [153], adaptive (self-tuning) features [118] and
network efficiency [62].
A holistic overview of resource provisioning strategies and approaches is provided
by De Assunção et al. [11]. In this survey, the authors describe an extensive
classification taxonomy of approaches and techniques. Many of these approaches
select a specific metric and aim for optimizing operations with respect to this
metric: Meng et al. [194] discuss traffic-aware VM placement. The goal of this
approach is to reduce the aggregate traffic flowing into a data center. The authors
formulate an optimization problem and design an approximate algorithm, based
on clustering. They use traffic traces collected from production data centers to
evaluate their approach. The approach presented by the authors is applicable
to various classes of distributed systems, not limited to cloud computing. In
contrast, Cardellini et al. [52] discuss a placement approach for DSP applications
based on an Integer Linear Programming problem, explicitly taking into account
the heterogeneity of a system’s resources. Beloglazov et al. [17] apply a best-
fit algorithm enriched by the aspect of energy efficiency. The effect is the
consolidation of VMs on as many physical hosts as possible, in order to minimize
total cost of operation and energy consumption, leading to a reduced carbon
dioxide footprint. Additional solutions include analyzing the network topology,
as shown by Biran et al. [24], where the Min Cut Ratio-Aware VM Placement
Problem is described, and an approach to VM placement while reducing the
worst-case load ratio over topology cuts is shown.
Work by Lorido-Botran et al. [178] provides an overview of proactive approaches
in cloud environments, with a focus on elastic applications. The study compares
rule-based and proactive approaches and highlights the potential of prediction-
based solutions. Furthermore, the authors advocate the necessity for real-world
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data traces for evaluation purposes. While the study is focused on cloud
environments, many of the approaches referenced by the authors are not limited
to this type of distributed system.
Prominent predictive solutions include work by Napoli et al. [204], where wavelet
analysis (a time series analysis methodology) and recurrent ANNs are used to per-
form load prediction, and Islam et al. [140], where the authors present a resource
measurement and provisioning strategy, again using ANNs. Caron et al. [58]
also perform workload prediction using time series analysis by providing an
auto-scaling algorithm.
As a special case, Gandhi et al. [101] perform resource provisioning using a hybrid
approach with both predictive and reactive elements. A predictive method is
used for coarse, long-term time scales (e.g., hours), i.e., the distribution of
the base load is being predicted for these scales. Additionally, the reactive
provisioning component handles fine-grained, short-term peaks not predicted by
the long-term predictor component.
Nevertheless, many aspects of predictive resource provisioning remain unexplored.
First, on a higher-level view, an analysis of the applicability of certain methods
in certain situations would greatly benefit system designers and architects in
the domain of distributed systems when selecting an approach or technique
for a given use case. While individual literature describes individual methods
on a per-approach basis, holistic overviews, apart from the studies mentioned
above, remain scarce. The remainder of this thesis aims to address this gap
not only by providing additional empirical evidence for applicability of certain
predictive methods in example scenarios, but also by putting these methods in
context with each other, and therefore gaining additional systematic knowledge
about the application of predictive methods in distributed systems. Second,
on the level of the three resource provisioning problems described above, many
detailed aspects have also not yet been extensively studied. For instance, the
per-task estimation of resource utilization for placement and scheduling, or the
fusion of intrinsic and extrinsic sources using EKF-based filtering or ANNs,
remain unexplored. The following chapters of this thesis aim to provide detailed






As highlighted in Section 2.1, elasticity is an important property of contem-
porary distributed systems. In this chapter, we investigate the utilization of
resources in a cloud computing system, such as CPU time, memory, and storage,
since understanding the system’s resource utilization and being able to make
predictions about its future development are core requirements for maintaining
elasticity of a distributed system in a predictive manner.
We propose the following example scenario as motivation and guide for the work
presented in this chapter.
Example Scenario. The provider of a cloud-based service for building,
testing, integration, and deployment of software systems, referred to as
Continuous Integration (CI), is serving thousands of clients daily. Software
development companies use this cloud-based CI service for their development
process. Whenever a developer commits code to a repository, this code is
submitted to the cloud-based CI service offered by the provider, built, tested,
and packaged. The CI provider reports on the outcome of the individual
steps (e.g., whether the build was successful, which tests failed, etc.), and, if
no failures occur, deploys the software to testing and production environments.
The provider hosts the CI service on a cloud-based infrastructure, therefore
benefiting from potential scalability and elasticity. To properly maintain
this elasticity, the provider uses predictive scaling approaches. Instead of
waiting for an increase in demand and reacting by scaling out the service,
the infrastructure predicts the anticipated increases, which improves the QoS
experienced by the clients.
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3.1 Fundamentals
As stated in Chapter 1, resource provisioning is one of the main tasks for a cloud
infrastructure. Therefore, a central software component is typically dedicated
to this task. In line with related work [145], we refer to this component as the
provisioning agent. The provisioning agent is responsible for the placement of
tasks (i.e., assigning a computational resource such as a VM to a given task),
their scheduling (i.e., deciding when a given task should be executed), and the
system scaling (i.e., deciding whether additional resources are required, and to
what degree the system should scale out or scale in).
Resource provisioning and resource management are vivid fields of research in
cloud computing, resulting in a large number of solutions for reaching placement,
scheduling, and scaling decisions [273]. Often, the focus of resource management
is put on QoS-aware provisioning under given cost constraints, or under another
set of rules [238]. Apart from a large number of general solutions for the
SaaS [268], PaaS [4], and IaaS [171] paradigms, more specific solutions exist,
e.g., for the execution of scientific workflows [247], business processes [134], or
DSP [131] in the cloud.
While the individual aims of cloud resource provisioning solutions differ substan-
tially, e.g., taking into account QoS and SLAs [238], or optimizing the execution
of complex business processes in the cloud [134], the underlying approach is
similar throughout literature: The goal is to distribute task requests onto cloud-
based computational resources such as VMs or containers [136]. In this chapter,
we consider a cloud computing platform which operates using VMs. Incoming
tasks are assigned to a VM by the provisioning agent, depending on the nature
of the task, the expected resource utilization, as well as the current system state.
If the system load is already high and more resources are required, additional
VMs are spun up. Likewise, if the system load is too low, tasks are consolidated,
and VMs are shut down in order to save cost. This behavior, as explained in
Section 2.2, is typical for contemporary cloud computing systems.
For maintaining system scalability in the cloud using predictive approaches,
it is crucial to forecast the amount of resources its incoming tasks will utilize
when executed. Based on this data, the provisioning agent is able to accurately
perform its tasks, i.e., scheduling, placement, and scaling. Due to its proactivity,
the provisioning agent can perform these tasks in advance, instead of merely
reacting to the observed level of resource utilization [140].
To address the challenge of efficient resource provisioning, we present a generic
approach to predicting cloud resource utilization. We show how to use traces of
recorded executions of tasks submitted to a cloud-based service, along with their
resource utilization, to build a ML model capable of predicting the resource
utilization of tasks submitted in the future. In our scenario, we process labeled
data, i.e., task submissions, and the resulting resource utilization values, to
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Figure 3.1: Proposed cloud platform predicting resource utilization
create a regression model for subsequent tasks. As the underlying rules and
patterns are not known, we use ANNs, since as described in Section 2.4, they are
well-suited for regression and pattern recognition while maintaining sufficient
generalization performance [26]. In the evaluation of this chapter, we apply
this approach to predict the duration (run time) and CPU utilization of tasks
submitted to a CI service.
3.2 Prediction of Resource Utilization
For predicting resource utilization in the cloud, we propose the employment
of techniques from the field of ML. The intuition behind this approach is that
the resource utilization of a cloud-based task might not scale linearly with
the cardinality of its input. Instead, non-linear behavior is possible, rendering
simple linear regression insufficient. Furthermore, some types of tasks submitted
to a cloud-based service—such as the CI service described in the example
scenario—might take a vector of input data instead of a single item, which would
require multivariate linear regression, substantially increasing the parameter
space. Therefore, we use ML in order to create prediction models from historical
data, i.e., data stemming from past task executions, and use this model for
obtaining future predictions.
3.2.1 Proposed Architecture
In Figure 3.1, we show the overall architecture of our proposed approach. A client,
i.e., a consumer of a cloud-based service, posts a request for the execution of a
task to the system, which is governed by the provisioning agent. The provisioning
agent itself is composed of two components: the scheduler, which is responsible for
performing task scheduling and provisioning, and the predictor, which supports
the scheduler by predicting resource utilization. This enables the scheduler to
optimize its decisions. Relation to
Example Scenario
Applying our example scenario, the CI provider hosts
both the provisioning agent and the cloud infrastructure, e.g., VMs, on which
the CI tasks submitted by the development companies (represented by the cloud
user in Figure 3.1) are placed and executed.
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Upon receiving a task execution request from the client, the provisioning agent
must decide on how to provision the cloud resources. In contemporary ap-
proaches, this involves finding a schedule (time) and selecting concrete compu-
tational resources (placement) for the submitted task [133]. Such a decision
requires knowledge about the assumed duration and resource consumption of
the task. For this, the scheduler queries the predictor to receive a prediction of
those metrics. Based on the decision reached by the provisioning agent, the task
can then be scheduled and placed, and eventually executed by the infrastructure.
After the execution of the task, the cloud infrastructure reports the measured (ac-
tual) resource utilization back to the predictor. Recorded traces of this data,
i.e., a history of predicted and actual resource utilization values, are used by
the predictor component to train its model.
In this chapter, we investigate in detail how the predictor component can use
the history of recorded traces of tasks executed on the cloud infrastructure, i.e.,
the type of task and its attributes, to achieve accurate utilization prediction for
individual resources.
3.2.2 Machine Learning Model
Features In order to formalize our approach, we define the problem of predicting the
resource utilization for a given task to be provisioned. We assume that the
provisioning agent is supplied with the following information (features) about
the task (e.g., by the client submitting the task):
• The type T of task to be provisioned
• A vector (a, b, c, . . . ) of input data for the task
Labels Furthermore, a list of resources for which utilization levels are to be predicted (la-
bels) is known a priori. These resources are denoted as R1, R2, . . . , Rn and can
represent CPU time, execution duration, the utilization of memory or storage,
or any other form of resource necessary to execute a task. Thus, the variables
R1, R2, . . . , Rn can be of any type, e.g., Boolean values, integers, or decimals, as
long as they can be encoded in real numbers, which constitute the input domain
for ANN models.
For each resource Ri, a prediction of utilization R̂i is returned by the ML
predictor. Therefore, the result of a prediction consists of a single data item:
• A vector (R̂1, R̂2, . . . , R̂n) of resource utilization predictions
To solve this problem of resource utilization prediction, we use ANNs as described
in Section 2.4. To this end, a prediction model T̂ is created for the resource
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utilization of every task type T that requires such a prediction. The predicted
resource utilization subsequently allows for an optimized provisioning.
Each execution of a task of type T with an input vector (a, b, c, . . . ) produces a
vector of measured (actual) resource utilizations (R1, R2, . . . , Rn). This resource
utilization vector is recorded. After collecting a sufficient amount of records, the
data is used to train the ML model. With an increasing amount of training data,
the ML model should become more and more fit, and therefore its predictions
should show increasing accuracy. We have discussed in Section 2.3 that such ML
training approaches can be classified into online and offline approaches, i.e., the
training can happen during the execution or beforehand. In our current approach,
we employ offline learning by using collected data traces to train our ML model,
however, applying online learning is also feasible without substantially increasing
complexity. In Chapter 4, we show how ANNs can be used with online learning.
Once trained, the ML model is able to predict the resource utilization vector to
a certain degree. In other words, the model can then be presented with a task
type T and an input vector (a, b, c, . . . ), and produces a resulting prediction
vector (R̂1, R̂2, . . . , R̂n).
ANN TopologyWhile conducting research in order to obtain a set of parameters for the ANN
we use as a ML model, we found that using an ANN with a single hidden
layer is suitable for most scenarios, including curve fitting, which our use
case represents [220]. We furthermore found that using Stochastic Gradient
Descent (SGD) [40] together with Nesterov’s Accelerated Gradient (NAG) [205,
206] is an established weight update method [245]. The weights are initially
filled by the means of the Xavier algorithm, based on work shown in [106], which
initializes each neuron’s weights using X ∼ Nµ,σ with µ = 0 and σ = 1nout+nin ,
where nout and nin are the numbers of output and input connections, respectively,
of the neuron. Table 3.1 summarizes the configuration of our ANN model.
In the ANN used in our approach, the input vector is presented to the input
layer neurons, which produce an output according to their weights. This output
is passed to the hidden layer. The neurons in the hidden layer process their
input values according to their weights, and their output is passed on to the
output layer neurons (one for each output variable). The output generated by
those neurons is then considered the output of the ANN, and therefore, the
output of the ML predictor. Figure 2.1 provides a graphical illustration.
Training and
Validation
In the training phase, i.e., after the execution, the predicted resource utilization
value obtained from the network output is compared to the actual (measured)
resource utilization. The error is used to update the neuron weights according
to the aforementioned NAG method. In the validation phase, i.e., for evaluation,
the value obtained from the network output is also compared to the actual
resource utilization, but the network is not updated, since it is already assumed
to be trained. As discussed in Section 2.3, this is in contrast to online learning,
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Table 3.1: ML model parameters used in this chapter
Parameter Value
Input layer neurons 2
Hidden layers 1
Hidden layer neurons 10 per output
Output layer neurons 2
Activation function tanh
Learning rate 0.01
Minimization algorithm SGD [40]
Weight initialization Xavier [106]
Weight update NAG [205, 206]
Weight update momentum 0.9
Training epochs 250
where training is a continuous process. The values obtained from the network
output, as compared to the actual utilization measurements, are used to evaluate
the network’s performance according to the metrics described in Section 3.3.1.
3.3 Evaluation
We thoroughly evaluate the performance of the proposed ML predictor using
various experiments. In our evaluation, we aim to predict the CPU utilization
and duration of cloud-based task executions as two exemplary target variables.
In other words, we regard the CPU utilization and time required by a task as re-
sources (R1 and R2, respectively), and create according prediction functions (R̂1
and R̂2, respectively) as defined in Section 3.2.
3.3.1 Baseline and Metrics
In order to determine the degree to which ML improves the prediction of resource
utilization, we require a suitable baseline. In contemporary literature, various
approaches to predicting this utilization exist, as we discuss in Section 3.5.
To establish a proper common ground for performance comparison, we have
identified linear regression as a common element of these approaches. We
therefore use both a basic linear regression predictor—the baseline—and our
proposed ML predictor in our experiments.
It is necessary to observe differences between the predictions R̂1 and R̂2 generated
by the predictor (baseline or ML), and the actual values R1 and R2. For this,
we use the RMSD, defined in (2.4). Note that when referring to the RMSD, we
either explicitly denote a specific variable for which the RMSD is calculated (e.g.,
the RMSD of R1), or use the RMSD without regard to a specific variable, in the
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context of an aggregation. In the latter case, we aggregate the RMSD values for
both R1 and R2 using their arithmetic mean.
For a given target variable Ri, we designate the RMSD of the baseline as
RMSDB, and the RMSD of our ML approach as RMSDML. Following this,
we consider the impact of our approach, and define its error ratio for a given





We use this metric to be able to compare deviations across metrics regardless
of their order of magnitude and unit. An error ratio of 1.0 indicates that in a
particular experiment, the ML approach achieves the same result as the baseline
approach. Any error ratio above 1.0 indicates that the ML approach performs
worse than the baseline, and a value below 1.0 indicates that the ML approach
yields a lower RMSD than the baseline, thus performing better.
3.3.2 Evaluation Dataset
To evaluate the proposed prediction approach, we created an extensive dataset,
using Travis CI1 and GitHub2 as data sources. Travis CI is a publicly available
CI service for projects hosted on GitHub. For instance, when a developer pushes
new code to GitHub, the CI server detects this change, and triggers a new
build–test–package cycle. Travis CI provides information about this CI process
openly and without restriction unless a project is using a premium plan, in
which case the results of the CI process can be hidden. Such results are therefore
not part of our dataset. This data includes—among others—the name of the
project (repository) that has been built, tested, and packaged, the commit ID,
and the build duration.
Data SourcingWe gathered the evaluation dataset by creating a crawler program based on
the Travis CI Application Programming Interface (API) to collect data about
project builds. We call the records in this dataset build process records. The
crawler was executed for a total time of roughly one week. We enriched the
data with the GitHub commits’ file counts and total sizes in bytes. By using the
aforementioned API, we collected a raw dataset of over 3 million Travis CI build
process records from over 35,000 GitHub repositories. Pre-ProcessingOut of these, we removed
repositories no longer publicly available (e.g., due to deletion or restriction).
We furthermore excluded repositories larger than 200MB, since our analysis
later requires downloading code, which was not practical without a given size
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Table 3.2: Ten most frequent evaluation languages in the dataset













used, to test the hypothesis that the language indicates the technology used,
and impacts the resource utilization of the build task. Information about the
main programming language is provided natively by GitHub.
Finally, since we were lacking CPU utilization information from Travis CI, we
added this metric to the dataset by randomly picking build process records which
were marked by Travis CI as successful, and running them on our private cloud
infrastructure. We recorded the duration and average CPU utilization of these
runs, and correlated this information with the data collected from Travis CI.
From this, we projected the CPU utilization to the rest of the dataset. We only
consider processes where our build succeeded, i.e., unsatisfied dependencies were
ignored by dropping the build process record from the dataset.
Summarizing, the effective dataset we use for training of our resource utilization
prediction approach consists of tuples with the structure shown in (3.2), where
T , a, and b are features, and R1 and R2 are labels.
< T = (Repository,Language), a = File Count, b = Size,
R1 = Duration, R2 = CPU Utilization > (3.2)
The processed dataset consists of more than 1.1 million build process records
from around 10,500 repositories. The distribution of the ten most frequent
programming languages used inside this dataset is shown in Table 3.2.
For training, the data is stripped of its labels R1 and R2, and the predictions
R̂1 and R̂2 are calculated using both predictors (baseline and ML). The errors
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Figure 3.2: Weak performance of per-language ML models
between R1 and R̂1 as well as R2 and R̂2 are then provided to the model as
training input for backpropagation. For evaluation, the predictions R̂1 and R̂2
are compared to the actual values R1 and R2, using the RMSD and error ratio




We conduct different preliminary experiments in order to assess the influence of
various features on the prediction accuracy. In particular, we test whether the
programming language alone provides a sufficient level of prediction performance.
This way, repositories previously unknown to the predictor could be assessed
using an existing per-language ML model, without an initial learning phase.
However, our analysis shows that aggregating builds per language, i.e., from
many repositories, drastically reduces prediction accuracy. Figure 3.2 shows the
Cumulative Distribution Function (CDF) of the error ratio in all languages. We
see that the error ratio is in the orders of thousands. The median (CDF = 0.5)
error ratio is around 800, indicating that the ML approach has an error 800
times as large as the baseline approach. We therefore conclude that per-language
ML models are not feasible using our current ANN configuration.
Per-Repository
Performance
As a next step, we split the dataset by repository. In other words, we train
one ML model per repository, instead of training one per language. This also
seems intuitive given the fact that our initial experiments have shown that
individual repositories have very different build strategies. Generalizing from a
CI task—used in our example scenario—to an abstract task in a cloud computing
platform—the generic use case—this step corresponds to training one ML model
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Figure 3.3: Distribution of build process records per repository
per scheduled task type T (e.g., a task executed by a certain service), instead
of training one global model.
Therefore, we group the build process records by repositories. For this, we con-
sider the amount of training data—that is, build process records—per repository,
since this determines the training data available for a single ML model when
using per-repository ML models. Figure 3.3 shows the distribution of numbers
of build records per repository. On the horizontal axis, the number of build
process records per repository is shown, and the vertical axis shows its CDF.
A vast majority of repositories contains less than 200 build process records. In
other words, for most of the repositories, the size of the dataset used for training
and validation is less than 200. In the field of ML, this is a rather small sample
size. Nevertheless, we will show in Section 3.4.1 that the performance is better
than the baseline approach even for small training sets.
Training and
Validation Sets
After having grouped the build process records, we randomly split them into
training and validation sets, with a split ratio of 70% and 30%, respectively. We
use these sets for training our ML models, as described in the following section.
3.3.4 Machine Learning Implementation
As discussed in the previous section, we use one ML model for each repository,
not taking into account the language used. We therefore regard the repository
as the task T requiring execution. Furthermore, we use two parameters of the
build task: the amount of files in the repository at the time of the build, and
the total repository size in bytes. Finally, the variables we seek to predict are
the duration and CPU utilization of the task.
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Table 3.3: ML model variables
Variable Class Type Example
T Repository Nominal Feature jlord/git-it
a File count Numeric Feature 113 files
b Total size Numeric Feature 82 kB
R1 Build duration Numeric Label 32.8 s
R2 CPU utilization Numeric Label 82.8%
We therefore formulate the following problem with respect to Section 3.2.2: For
each task, the input variables are the repository itself (T ), as well as the file
count (a) and the total size (b) of the repository. The variables we are predicting
are the task duration (R1) and the CPU utilization (R2). An overview of these
variables is given in Table 3.3.
While ANN models generally accept the entire set of real numbers and thus the
input domain of an ANN is not limited, ranges between 0 and 1, or numbers
around 0 with a standard deviation of 1 are used due to the fact that activation
functions used in most ANN models operate in this region.
We perform normalization as discussed in Section 2.4 by measuring the mean and
standard deviation of the input training set, and then using linear normalization
in the form of x−µσ , in order to achieve a distribution with µ = 0 and σ = 1.
For ANN implementation, we use the open-source Java library Deeplearning4J3,
which, among other features, provides built-in support for multi-layer ANN
models and backpropagation.
3.4 Performance Analysis
In this section, we evaluate our ML prediction approach, based on the methodol-
ogy presented in Section 3.3. We use the error ratio shown in (3.1) as an overall
performance metric.
In Section 3.4.1, we analyze the impact of the amount of training data on
the prediction performance in order to judge how well prediction works for
repositories with few build records. In Section 3.4.2, we provide examples and
an in-depth analysis of individual trained ML model instances. Finally, in
Section 3.4.3, we provide an overall discussion of the results obtained.
3http://deeplearning4j.org/
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Figure 3.4: Error ratio over builds per repository
3.4.1 Impact of Training Data Amount
We argue in Section 3.3.3 that the sanitized dataset has to be split into groups
per repository, since splitting per language yielded too diverse behavior and
unsatisfactory results. However, this split drastically reduces the amount of data
a prediction model receives for training. We recall Figure 3.3, which shows the
distribution of available historical task executions (i.e., build process records)
per repository. About half of the repositories in the dataset (CDF = 0.5) have
no more than 100 build process records, and 95% of all repositories have 300
build process records or less.
Therefore, our first goal is to assess the relationship between the amount of
build process records and the error ratio. Figure 3.4 shows an overview of the
repositories in the dataset, plotted to display their amount of build process
records, and the resulting error ratio. We see that while the variance of the error
ratio is clearly higher for low numbers of training data (low number of builds
per repository), the increase of the mean error ratio for such repositories is
minor (0.89 highest, compared to 0.85 total mean). Low amounts of executions
for a certain repository yield a high variance, but on average, the performance
is still better than the baseline (error ratio below 1.0).
To confirm this observation, we perform a control experiment. We strip the
dataset of all repositories with the number of build process records lower than T .
We use varying thresholds T for this data filtering. The result of one such
filtering (using T = 50) is shown in Figure 3.5. The scatter plot shows that
while the filtering is clearly visible, there is still a high amount of outliers, and
the filtering does not significantly increase the performance deviation.
Note that Figures 3.4 and 3.5 refer to the same dataset. To maintain readability,
stochastic subsets have been used for visualizing each dataset. Therefore,
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Figure 3.5: Error ratio over builds per repository, filtered (T = 50)
individual data points from these figures, such as outliers, cannot be correlated.
Figure 3.6 shows this comparison of performance for unfiltered and filtered
datasets using various thresholds T . Here, we display several filtering thresholds
and their performance outcomes. While the nominal performance increases
slightly with additional filtering, the impact in the median case is not drastic (0.82
without filtering, compared to 0.78 for T = 200). The reduced number of outliers
is accountable to the very fact that we are removing outliers in the domain
range (below a certain file size), in turn removing those results as outliers from
the value range.
Summarizing, despite seeming promising at first, filtering input data only
increases prediction performance artificially by a small amount. We therefore
did not perform such filtering.
3.4.2 Detailed Analysis of Resulting Models
In this section, we inspect the resulting (trained) ML models in detail. Each out-
put variable (label) stems from two input variables, forming a three-dimensional
system, and the resulting plot for the prediction function is a (non-flat) surface.
In the following, we show two-dimensional graphs. For each graph, one of the
input variables is shown on the horizontal axis, and the other one is reduced
using projection, i.e., three dimensions are projected onto two dimensions.
We select four individual exemplary repositories (denoted as A, B, C, and D) to
demonstrate the functionality of our ML prediction approach.
Examples of
Good Fit
In Figures 3.7 and 3.8, A and B, respectively, are shown as examples of repositories
with a good learning fit. Figure 3.7 shows the prediction for A regarding CPU
utilization (as projected over file count) and Figure 3.8 shows the prediction for
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Figure 3.6: Error ratio of unfiltered and filtered data
Training Validation Learning Results
























Figure 3.7: CPU utilization over file count for repository A (error ratio = 0.161)
B regarding duration (as projected over repository size). The error ratios are
0.161 and 0.171, respectively, which means that our approach yields a 84% and
83% decrease in error, respectively, compared to the baseline.
Input variables are shown on the horizontal axes, while output variables are
shown on the vertical axes. Blue marks denote the dataset (hollow circles for
training, opaque circles for validation), while red cross marks indicate the ML
model predictions. Observing the red trace of cross marks, we see that the ML
model has indeed trained to follow a curve corresponding to the training data.
While the training data variance is high, the trace of learning results is generally
close to an average value throughout the entire domain.
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Training Validation Learning Results




















Figure 3.8: Duration over repository size for repository B (error ratio = 0.171)
Training Validation Learning Results















Figure 3.9: Duration over file count for repository C (error ratio = 0.267)
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Training Validation Learning Results



















Figure 3.10: Duration over file count for repository D (error ratio = 1.682)
Another example of good fit is visible in Figure 3.9, where the predicted duration
is shown over the file count for repository C. The ML model performs well
compared to the baseline approach, and the error ratio for this repository
is 0.267, indicating a 73% improvement over the baseline, despite the more
scattered data for this repository.
Examples of
Bad Fit
To also analyze examples of bad fit of our ML model, we observe the results of
repository D in Figure 3.10. We see that due to the high variance of the input
data, the ANN has not been able to find a fitting function. Even though the
resulting estimation is not far off the training data, the error ratio is 1.682, i.e.,
the mean error is 68% higher than for the baseline approach, indicating that
the baseline approach performs better than the ML approach.
3.4.3 Result Overview and Discussion
When analyzing in detail the graphs shown in Section 3.4.2, resulting from
various runs of our approach on the dataset, we see examples of good training fit
in Figures 3.7, 3.8, and 3.9, where the resulting reduction of prediction errors is
84%, 83%, and 73%, respectively. Figure 3.10 shows an example of bad training
fit, where our approach yields a prediction error increased by 68%, compared
to the baseline. We observe that high variance in the domain range severely
reduces the ANN performance.
Our main concern is the distribution of instances with good fit and instances
with bad fit in the results of our experiment. For this, we show the overall
distribution of the performance of our approach in Figure 3.11. Here, the CDF of
error ratios obtained with all repositories in the entire dataset is shown. We see
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Figure 3.11: Performance of per-repository prediction
Table 3.4: Summary of aggregated results





n Baseline 10.4 1.00
ML (worst 5%) 23.9 2.30
ML (median) 8.3 0.80




ML (worst 5%) 31.8 2.50
ML (median) 9.8 0.77
ML (best 5%) 2.3 0.18
that the median case (CDF = 0.5) exhibits an error ratio of 0.80. In other words,
our approach yields a median 20% decrease in prediction error. Furthermore,
the error ratio 1.0 (i.e., the point until which our approach performs better than
the baseline approach) has a CDF of 0.72. This indicates that for 72% of all
repositories, our proposed ML model outperforms the baseline approach (error
ratio below 1.0).
Table 3.4 compares the performance of our ML predictor to the baseline predic-
tor. In the table, we show the RMSD and the error ratio for both evaluated
approaches. We show the 5% and 95% percentiles for the ML predictor ap-
proaches, as well as the median (50% percentile), to provide an overview of
the result distribution. We see that in the median case, the duration (R1) is
predicted with a RMSD of 8.3 s, which, compared to the baseline RMSD of
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10.4 s yields an error ratio of 0.80. The CPU utilization (R2), in the median
case, is predicted with a RMSD of 9.8%, yielding an error ratio of 0.77.
Limitations of our study can mostly be observed regarding the dataset used
in the evaluation, and general applicability to other scenarios. The dataset
stems from a public cloud-based CI service, and no information about the
underlying hardware and software setting is known. Therefore, with this data,
we cannot study the impact of different types of nodes on the resulting data,
which would require a more extensive dataset with additional information about
the used nodes. Nevertheless, we argue that the evaluation results show sufficient
applicability of our approach in a typical scenario. The cloud-based nature of
the dataset source together with the build processes used as example tasks in
this chapter are typical for situations where cloud resources (in this case, CPU
utilization and time) are served to clients in an ad hoc manner.
3.5 Related Work
Several approaches to predicting or estimating the utilization of resources for
tasks to be provisioned using cloud-based computational resources exist, ranging
from relatively simple mechanisms to complex ones. In this section, we present
and briefly discuss these approaches.
Time Series Analysis Sarkar et al. [227], similar to our approach, use analysis of historical time series,
but employ a clone detection technique to determine whether resource access
patterns have been encountered before. Gandhi et al. [101] use a hybrid approach
of predictive and reactive provisioning, where the predictive approach works
at coarse time scales (hours) and the reactive approach handles short-term
peaks (seconds). Similarly, Caron et al. [58] use time series analysis and propose
an auto-scaling algorithm. However, for [58], [101], and [227], the prediction
capabilities are restricted, and no ML techniques are used, contrary to our
approach, leading to an increase of required expert knowledge.
Scaling and
Placement
Similarly to the provisioning or placement problem, the scaling decision problem
is a main subject of numerous research efforts, especially in cloud computing.
Jiang et al. [146] use a linear regression model to predict future values of resource
utilization. The authors provide CPU, memory, I/O, and network bandwidth
as examples for predictable metrics. In their evaluation, their approach is
applied to predicting the number of requests. Based on this prediction, the
system performs scaling operations. Caron et al. [58] also predict usage (request
numbers), however, they use a pattern matching algorithm for this prediction.
Dutreilh et al. [82] also seek to automate resource allocation (placement) by
using reinforcement learning with Q-learning [261]. However, in contrast to this
work, which only considers scaling, we provide an approach applying ML, based
on which decisions including placement, scaling, and scheduling, can be reached.
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However, as argued in Chapter 2, the scaling decision problem (leasing and
releasing) alone is often not sufficient for efficient operation, as provisioning and
placement of resources must also be considered using ML.
One group of such approaches is found in the field of BPMS, where recent
work includes elastic BPMS [230]. This work uses predefined values for each
task type, e.g., defining the amount of CPU a task is expected to utilize [231].
More recent work uses simple (non-trained) linear regression to predict resource
utilization [135] or Mixed Integer Linear Programming (MILP) techniques to
find an optimal provisioning (placement) of service instances [133]. Using our
ML prediction, these approaches and scenarios can be refined and enhanced by
more sophisticated resource utilization prediction.
Viswanath et al. [257] propose an approach similar to our work in that it employs
neuron-based systems to predict resource utilization behavior, but focuses on
the clustering and load distribution of this prediction, instead of the prediction
of resource utilization of tasks themselves.
ML PredictionTo the best of our knowledge, two works come closest to the work presented
in this chapter: Both the studies conducted by Mason et al. [186] and by
Islam et al. [140] propose empirical prediction of resource utilization in the
cloud. In addition, both works apply ANN models: Islam et al. use multi-layer
ANNs and linear regression, while Mason et al. use a combination of ANNs
and evolutionary algorithms called evolutionary ANNs. Islam et al. analyze
TPC-W, a specification for benchmarking e-commerce scalability and capacity
planning for non-cloud e-commerce websites [192], while both Mason et al. and
the approach presented in this chapter use real-world data records for evaluation.
However, both related approaches restrict the prediction to the overall CPU
utilization of a host, while we predict the CPU utilization and duration of
individual tasks. Thus, the results of this approach are more coarse-grained
than the predictions yielded by the approach presented in this chapter.
3.6 Summary
In this chapter, we have shown how to employ methods from the field of ML to
build prediction models for resource utilization from historical data. Using a
real-world dataset collected from a cloud-based CI platform, we have evaluated
our approach and shown that it indeed increases accuracy, as less prediction
error is experienced, compared to the baseline approach. In the median case,
our model predicts the task duration with an error rate of 0.80 (i.e., 20% less
prediction error) and the CPU utilization of cloud tasks with an error ratio
of 0.77 (i.e., 23% less prediction error). In the best 5% of cases, for the task
duration, an error ratio of 0.11 is achieved (i.e., 89% less prediction error), and








BPM addresses the problem of how to design, analyze, configure, enact, and
evaluate business processes [263]. A business process is defined by van der Aalst
et al. as “a generic software system that is driven by explicit process designs to
enact and manage operational business processes” [1]. In the last two decades,
research efforts in the BPM field have resulted in a rich toolset covering all
phases of the BPM lifecycle [1], however, with a strong focus on centralized
and intra-organizational processes. In contrast, distributed and decentralized
business processes have received comparably little attention [43].
Nevertheless, today’s business processes are inter-organizational and distributed
to a large degree, since companies need to collaborate in order to generate
a desired output. Examples for distributed processes can be found in health
care [184], manufacturing [229], or smart grids [219].
Event-Based SystemsOne way to include a notion of distribution into business processes is by adopting
basic concepts from the field of EBS [202], which defines a software architecture
pattern based on events, i.e., state changes of process-related objects [201].
Instead of applying a request/response, pull-based messaging pattern, EBS
decouple message producers and consumers by pushing events to receivers. As
one prominent example, the publish/subscribe pattern is based on events which
are sent from a publisher to subscribers [88]. Importantly, event messages are
not aimed at a particular receiver. Instead, a notification service decouples
producers from consumers, and delivers events whenever necessary. This allows
separation of event-based communication from computation [202]. While EBS
can also be centralized, distribution is usually seen as an inherent feature of
modern EBS [162]. This applies both to the potential distribution of data to
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be processed as well as the EBS itself, i.e., such a system can be distributed in
order to allow horizontal or vertical scalability. With the advent of the IoT [12],
a virtually unlimited number of potential event sources exist.
Events can be used to control and adapt distributed business processes during
design time, change time, and runtime, or to simply exchange data between
different process stakeholders. This includes events coming from IoT devices,
but also data from business intelligence or any other event-producing system.
Context Events One particular application area of events in business processes is their usage in
order to predict potential failures during process execution. To the best of our
knowledge, research on fault tolerance in business processes has so far focused
on the exploitation of process-inherent knowledge, e.g., from process logs [23,
152], while only a limited amount of approaches consider data stemming from
the context of a process, such as context events. Such events—sourced from
IoT technologies or other data sources—can influence the outcome of a process,
and should therefore be taken into account. Thus, we seek to examine the
exploitation of events in order to find errors and predict potential failures during
process execution. Based on such a prediction, it is possible to initiate according
countermeasures in order to prevent a fault from causing an actual failure.
We investigate the exploitation of events in business processes by combining
BPMS with EBS. Similar to the scenario considered in Chapter 3, we process
labeled data. However, in this chapter, this data is represented as an event
stream, which means that each data item is not independent of its predecessors.
The labeled nature of the data again indicates the usage of ANNs, but the
dependency of data items (events) on each other makes recurrent layers using
Long Short-Term Memory (LSTM) an especially suited sub-type of ANNs [77].
We employ these ANNs to predict whether a running business process is likely
to fail, and at which step. Since business processes often include interactions
between various partners, which can significantly influence the amount and
type of available context events, we additionally analyze the impact of inter-
organizational processes on the prediction performance.
We provide an example scenario for a business process involving multiple partners.
This scenario demonstrates the motivation for predicting a failure impacting the
final process outcome before the failure’s occurrence, in order to allow a timely
reaction to such a failure.
Example Scenario. A container with bananas is shipped from South Amer-
ica to Iceland. This shipment is part of a supply chain business process “Send
goods from South American plantation to supermarket in Grundarfjörður”.
The container is equipped with sensors, which at some point of time identify
a temperature exceeding limits, and therefore emit an according event. Thus,
it is possible to derive that, with very high probability, the bananas are
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somewhat rotten and therefore cannot be sold in the supermarket. Most
importantly, this can be done before the container is actually opened at
its destination in Iceland, and it is possible to order another shipment as a
countermeasure to compensate for the likely faulty shipment process.
4.1 Fundamentals
In the following sections, we discuss fundamental topics for the content presented
in this chapter, such as process orchestrations and collaborations, event streams,
and the definition of failures in business processes.
4.1.1 Process Orchestrations and Collaborations
In our work, we consider both intra- and inter-organizational processes, and
therefore investigate process orchestrations and collaborations. Both concepts
entail the composition of services and other components necessary for a business
process [94]. While a process orchestration represents the business logic of
a single organization, a process collaboration involves multiple organizations
collaborating to achieve a common goal [14]. In a collaboration, we mainly
distinguish between three overlapping layers: (i) private processes, (ii) public





A private process represents the process orchestration—the business logic of
one organization—and corresponds to its executable process [94]. In particular,
it defines the relationship between tasks and characterizes both control and
data flow. The internal logic and corresponding data is usually hidden from
other organizations, e.g., due to confidentiality requirements [92]. In contrast,
a public process represents the interface to other organizations and includes
public tasks as well as the interaction activities from the perspective of one
single organization. The public model logic and data are exposed to other
involved organizations to enable the execution of inter-organizational business
processes. Finally, a choreography model gives an overview of the collaboration
between different organizations and defines the interaction flow between them.




In our example, we argue that a logistic business process includes private and
public processes, as well as a choreography model: First, the initiator of the
process—the owner of the supermarket—is interested in a timely and efficient
shipment. Second, the shipping company has a business process of its own—its
private process. Each organization’s private process is hidden from the other
organizations, and only the interface defined by the choreography model is visible,
describing the total workflow involving all partners to achieve the common goal
of shipping goods.
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At runtime, each organization holds a set of process instances which run con-
currently with the process instances of the collaborating organizations [96]. In
order to correlate between them and to ensure proper interaction, we assume a
global instance identifier. Without loss of generality, the latter is generated by
one organization, i.e., the initiator, and transmitted to the other organizations
for each new collaboration instance, allowing to correlate between exchanged




A process task is a unit of work that is performed to complete a job, and
involves a set of resources, i.e., humans or machines. When a resource performs
a task, data is emitted in the form of events [160]. In this work, we distinguish
between two main types of events. First, intrinsic events are emitted by process
steps starting and finishing. They are intrinsic to the process model, consist
of the process step and its attributes, or of a failure indication, if the given
process step could not be finished successfully. Second, context events stem from
external sources, including IoT devices, sensors, third-party business partners
collaborating in the process, and other data sources. These events are not
directly connected to the process model, but can be correlated to the process
steps, e.g., using temporal or local proximity.
We define the entirety of all events as an event stream. A serialized form, either
for transmission or for persistent storage, is an execution log or event log [211].
In some cases, the event log is part of the process log [211].
In our example, the event stream consists of both intrinsic events, i.e., the
individual process steps like loading/unloading of containers, and context events,
e.g., the readings from the sensors measuring the temperature of a banana
container. Note that a context event does not need to be strictly and bijectively
related to a certain process step, and may very well be used for failure prediction
within multiple processes. For correlation, in our approach, it is assumed that
the temporal co-presence of the process and the context event is sufficient.
Nevertheless, an explicit correlation can be also expressed a priori to limit the
event scope and increase system scalability (e.g., detecting high temperature is
relevant only during the delivery process, not before or afterwards).
4.1.3 Faults, Errors and Failures
Differentiating the terms fault, error, and failure is significant in the context of
failure prediction. In present literature, they have well-defined semantics [13]: A
fault is the adjudged or hypothesized cause of an error. An error is the deviation
of the system from its desired state. Finally, a failure occurs when the system
is not able to deliver its output as it is supposed to, leading to an undesirable
outcome. Therefore, a fault is the cause of the error, which may or may not
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Figure 4.1: Example of faults, errors and failures within a process
manifest itself in a failure—it may remain unnoticed, without adversary effect,
or it may be automatically corrected by the system. Conversely, the presence of
a failure implies that during execution, at least one error (and therefore, one
fault) has occurred [13].
Relation to
Example Scenario
In order to associate these semantics with our scenario, we define their application
to a BPMS. Figure 4.1 shows an example business process ending in a failure.
In this example, the thermal insulation of a container represents the (potentially
unobserved) fault, i.e., the root cause of the later failure. Subsequently, this
leads to an error, manifesting itself during step B of the process (for instance,
in a context event consisting of a sensor measuring high temperature), and can
be detected by an observer. Finally, after steps C through G have passed, the
rotten bananas arrive, and the overall process failure—the failure to deliver
edible bananas to the supermarket—becomes evident.
Since according to its definition [13], the fault itself is generally not observable,
we can only detect its earliest manifestation, the (first) error. It is noteworthy
that time passes between the fault and the error, as well as between the error
and the failure. In some processes, those delays may be long enough to initiate
countermeasures if a failure is deemed likely already at the time the error occurs.
Without any prediction, an event constituting an error might not be noticed
as such, and the failure only becomes evident upon its occurrence. However,
adding a predictive element allows us to foresee a possible failure outcome at
the first point in time it is detectable, i.e., when the first sign of an error occurs.
In present literature, rule-based prediction is used to define the characteristics
of errors [124, 276]. In our proposed architecture, these rules are substituted by
a ML component.
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4.2 Solution Overview
Integrating EBS and BPMS enables to control and adapt the execution of
business processes at runtime by leveraging on both intrinsic and context events.
During the execution of a business process in a BPMS, the concrete services
instantiated for the tasks contained in the business process are executed, and this
execution generates intrinsic events. These events consist of task status changes,
e.g., start and termination. With respect to a specific business process, other and
more detailed intrinsic events can be defined (e.g., delivery suspended, machine
restarted, network connectivity unavailable). Moreover, the service provider
can enrich these events with non-functional and QoS information related to the
service execution, such as the amount of resources or the monetary cost required
to perform the task.
Furthermore, during its execution, a business process interacts with the envi-
ronment (context) surrounding the invoked services. Therefore, we can identify
external data sources, which, by generating context events, enrich the process
execution with further information.
As mentioned in Section 4.1.2, context events must be correlated to the business
process, either using temporal information, i.e., a sensor reading during the
runtime of a process step, by local proximity, or using expert knowledge to define
certain event sources as relevant for a given step. Note that we do not necessarily
need to have information about causal relationships, i.e., it is not necessary to
define that an excessive temperature reading indicates an upcoming process
failure. Instead, we merely define that the temperature sensor measurement
is happening during the shipment step. Although many data sources can be
identified, the process of identifying the relevant ones, leading to the generation
of valuable information, strictly depends on the specific business process and on
the application that will exploit this data. For example, if we want to monitor
the shipping process and predict the ability to deliver on time, relevant data
might come from weather monitors (e.g., to detect the presence of snow or heavy
rain), route monitors (e.g., to predict traffic jams), or the presence of human
agents who can slow down the process.
Event-Based
Failure Prediction
To show the benefits of integrating BPMS and EBS, our solution utilizes EBS
data to perform Event-Based Failure Prediction (EFP) for the business process
execution, and this prediction is performed by the EFP component. Specifically,
the EBS hosts and executes the EFP component which predicts the probability
of failures at runtime, i.e., during the business process execution. The EFP
component automatically learns the failure model by leveraging on intrinsic and
context events. Our solution is general enough to be able to predict failures
related to functional and non-functional dimensions, i.e., it can identify an
















Figure 4.2: Proposed system architecture
failure) or a termination with unsatisfying quality requirements, e.g., the delivery
of a damaged product (non-functional failure).
A conceptual representation of our solution is depicted in Figure 4.2. A user who
wants to execute a business process interacts with an initiator component which
is then responsible for launching the execution of the business process and the
EFP component, and forwarding to the user any failure predictions emitted by
the EFP component (during execution) as well as the business process execution
result (upon finishing). When the user requests the execution of a business
process, the initiator submits its description, expressed as a workflow, to the
BPMS. At the same time, the initiator triggers the EBS, which, in turn, creates
a new instance of the EFP component that will predict failures for the newly
started business process. If necessary, the initiator informs external data sources
of interest for the business process so that they can forward their context events
to the EBS. Within the BPMS, each task of the business process is instantiated
using a service that, aside performing its operations, generates intrinsic events.
The amount and type of data transported by these events depend on both the
self-monitoring capability of the service and other motivations (e.g., security,
privacy, political). Within the EBS, all collected events are forwarded to the
EFP component.
To reduce the coupling among the involved entities (i.e., EFP, services, event
sources), the EBS uses a message queue system, where the distributed data
sources publish intrinsic and context events. The EBS allocates a new queue
for each business process execution. By subscribing to this queue, the EFP
component receives all the events related to the business process as a continuous
stream. Since the EFP component is event-driven, each new event can trigger a
failure prediction. To learn and identify failures, the EFP component exploits an
online learning approach based on ANNs, presented in detail in Section 4.3. As
soon as a prediction is available, the EFP component publishes a new event on
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an outgoing queue. Based on these events, the user can perform operations, e.g.,
adapt the business process instance, notify a client, or trigger the execution of a
different business process. As proof of concept of our approach, we implement
the EFP component capable of processing an event stream stemming from a
running business process, and predicting likely failures at runtime.
So far, we have considered business processes in a generic manner, without
accounting for the organizations involved in their execution. As stated in
Section 4.1.1, apart from intra-organization business processes, we consider
inter-organizational processes, the fulfillment of which involves the collaboration
among multiple partners. The presence of multiple parties raises the issue of
privacy. As discussed, some organizations might not share information about
their private processes, thus limiting the visibility of their private events. In
Section 4.4, we explicitly consider this critical point while evaluating the efficacy
of the proposed approach.
4.3 Machine Learning Failure Prediction
The core idea of our approach is the assumption that process execution failures
can be predicted based on context events, and that it is therefore possible to
identify early deviations from the expected process behavior.
As outlined in Section 2.2, rule-based approaches have significant drawbacks,
and we therefore use ML for the proposed failure prediction approach. Note
that our solution can co-exist with expert-generated rules. For instance, present
rules could support the initial training phase, during which the ML model might
not produce meaningful output. After initial training, the ML model could be
used to subsequently verify whether present rules are still valid, or have been
made obsolete by concept drift.
4.3.1 Event-Based Failure Prediction Component
The EFP component consists of two interacting systems. The first system is
responsible for the prediction itself: While a process is executed by the BPMS,
and events are populated through the EBS, the EFP component is analyzing
these events. Based on this analysis, the EFP component might indicate that
with a certain probability, a failure is likely going to occur in a given future
process step. Should such a likelihood arise, the EFP component fires an event
to notify subscribers of the event queue. These subscribers can then react, e.g.,
by prompting the user and evaluating possible steps to counteract. The second
subsystem is responsible for training. After each completed process execution, a
trace of the recorded events (including all executed steps) is used to train the
prediction model, increasing accuracy in subsequent runs. Since the model is
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performing its predictions on an event stream, and does not need to store the
entire dataset in memory, our solution constitutes an online learning approach.
Convolutional and
Recurrent Layers
At the core of our solution, a specially designed ANN model is responsible for
analyzing the stream of incoming data and performing failure prediction. In
addition to the hidden layers discussed in Section 2.4 and used in Chapter 3, our
network contains convolutional and recurrent layers [77]. Convolutional layers
consist of neurons aggregating input from neurons which are semantically similar,
and have proven useful, e.g., for facial recognition [187] or natural language
processing [64]. In our case, this aids to reduce the network’s sensibility to
minor changes in temporal sequences of events. Recurrent layers introduce
circles into otherwise acyclical graphs of neurons; in our case, we use LSTM
layers [132]. This adds state information to the network, which is used to process
temporal sequences of events. As stated in the introduction to Chapter 4, the
combination of both convolutional and recurrent layers combines the power of
both to support efficient training of temporal data by the ANN [77], which is
crucial for processing event streams where each data item is not independent of
its predecessors, as is the case in business process event logs.
Table 4.1 summarizes the parameters of the ANN model used in this chapter.
For our ANN, we use parameters based on our work shown in Chapter 3. While
most of the parameters remain the same, we adapt some parameters for this
application. The amount of input and output layer neurons is higher due to the
higher cardinality of input and output data, respectively.
In contrast to Chapter 3, we use the rectifier activation function [107], instead of
tanh. The rectifier function has the advantage of a lower bound (cutoff ), below
which no activation occurs. It has been presented by Hahnloser et al. [115] and
is commonly used in recent years for classification problems [168]. In contrast,
both the tanh function and the very similar sigmoid (logistic) curve approach
their lower bound but only reach it in infinity, i.e., some residual activation
occurs, no matter how low the sum of weighted inputs is. Due to the fact that
the problem approached in this chapter is a classification problem—whereas
in Chapter 3, we considered a regression problem—the ANN used here profits
from the cutoff of the rectifier function. This allows us to reduce the number
of training epochs and the weight update momentum necessary for sufficient
performance to 100 and 0.85, respectively.
4.3.2 Input and Output Structure
As described before, the ANN model is presented with input data both during
training as well as during the actual prediction phase. In the case of training,
we also provide output data (labels) to the network for supervised learning. The
input data consists of the type of event as well as the data associated with the
event, if any. As described in Section 4.1.2, we distinguish between intrinsic
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Table 4.1: ML model parameters used in this chapter
Parameter Value




Hidden layer neurons 10 per output
Output layer neurons 20
Activation function rectifier [107]
Learning rate 0.01
Minimization algorithm SGD [40]
Weight initialization Xavier [106]
Weight update NAG [205, 206]
Weight update momentum 0.85
Training epochs 100
events, stemming from the process itself, and context events, stemming from
the external context of the process.
In our notation, we denote the types of process-intrinsic events (i.e., the possible
process steps) as Ifail, I0, I1, . . . , In, where Ifail represents a failure in the current
step, and the remaining symbols I0, . . . , In represent all possible process steps.
Context events, e.g., generated by sensors, are denoted as C0, C1, . . . , Cm.
We therefore define the input vector for the ANN as shown in (4.1)–(4.3), where
n and m are the number of intrinsic and context events, respectively, known to
the system. InputEvent is a binary vector consisting of one variable Ii for each
intrinsic event type in the process and one variable Ci for each context event
type. Depending on the type of the incoming event, either exactly one variable
Ii is 1 for the intrinsic event Ii, or exactly one variable Ci is 1 for the context
event type Ci in a given input row; all other variables are 0. Furthermore,
InputData is a vector containing the data associated with the event, if any. This
data might include, for instance, the sensor reading from a temperature sensor.
The cardinality k of InputData depends on the type of event, i.e., which one of
the variables Ifail, I0, I1, . . . , In, C0, C1, . . . , Cm is 1.
Input = [InputEvent, InputData] (4.1)
InputEvent = [Ifail, I0, I1, . . . , In, C0, C1, . . . , Cm] (4.2)
InputData = [D0, D1, . . . , Dk] (4.3)
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The output of the ML model is a classification of what the next step of the
model will be (or whether it will be a failure). The process steps contained
in the process model correspond to Ifail, I0, I1, . . . , In. Therefore, the output
is a vector giving, for each process step, the probability that this process step
will be the next one. Note that for the sake of simplicity, we only regard one
execution branch of a process. However, this does not limit the applicability of
the proposed model to multiple processes running in parallel. Following this, we
formulate the output vector structure as shown in (4.4).
Output = [Îfail, Î0, Î1, . . . , În] (4.4)
4.3.3 Formalization Model
In order to formally describe the underlying problem and our approach, we
introduce a model for reasoning about the predictions of process outcomes. To
this end, we build upon the model of Probabilistic Automata (PA) [215, 225].
PA are a generalization of a Non-Deterministic Finite Automaton (NFA), where
instead of a membership function determining which states can be reached with
which input, these binary values are substituted by probabilities. Since we
deal with likelihoods, we use the generalization provided by PA instead of NFA.
Formally, a PA consists of the following attributes [215]:
• A finite set of states Q.
• A finite set of input symbols Σ.
• A transition matrix P .
• An initial state1 q0 ∈ Q.
• A set of states F ⊂ Q which are defined as final states.
In our model, the set of states Q is the set of process steps, including the failure
state qfail, representing a failure in a business process. For the set of input
symbols Σ, we use the set of input and context events read by the predictor.
Our initial state q0 is the start state of the business process. The set of final
states F is equal to the set of end states of the business process at hand. By
definition, the failure state is also a final state, i.e., qfail ∈ F .
The transition (stochastic or probability) matrix P determines the probability
for the automaton to enter another state, given a current state and an input.
1Note that some literature uses a distribution vector for determining the initial state [225]
instead of a fixed single state q0. We use a single initial state, since the process model can
be assumed to have a fixed initial state, and this simplifies the definition without reducing
expressive power.
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A common notation in the definition of PA is pj(qi, x) ∈ P , denoting the
probability for the PA, with the current state qi and given the input x to enter
state qj [225]. Naturally, the sum of the probabilities for all subsequent states
of a state qi and an event s is 1, since it is certain that some state must be
reached, as shown in (4.5).
∀qi ∈ Q :
∑
qj∈Q
pj(qi, x) = 1 (4.5)
In our model, the probability matrix P is not a fixed matrix. Instead, whenever
a prediction of the following step is required, the previously described ANN is
invoked, yielding probability values for all possible next steps. In other words, a
row of the transition matrix is returned, as shown in (4.4).
We now define that, at any point in time during the execution of a process,
there is an event trace T , which consists of all so-far recorded events (including
intrinsic events, i.e., state changes, and context events). We argue that the
current process step is deducible from this event trace by merely searching for
the last recorded intrinsic event indicating a process step, and define that step as
qi. In order to predict the subsequent process steps to deduce whether a failure
might occur, we are interested in the probabilities for the process to continue
with a certain step qi+1. As discussed, instead of a fixed transition matrix to
determine the probable next step qi+1, we use the ANN which returns, for each
possible step q ∈ Q, the probability for this step. We denote the application of
the ANN model onto a given step trace T (the invocation of the model with T
as its input) as X̂(T ).
4.3.4 Probability Traversal
Following the previous definitions, we describe the further processing of predic-
tions by the predictor component. We have already defined an event trace T ,
which denotes the already-recorded (historical) events and stems from a running
process instance. We invoke the previously discussed ANN onto T , yielding a
row vector out of the transition matrix; we call this vector PT , as shown in (4.6).
PT = X̂(T ) (4.6)
For each step q ∈ Q (corresponding to the states of the PA), PT (q) yields the
probability of the process to continue with this step q. This probability for a
single step is called step probability. The sum of all step probabilities for a given
event trace T is 1, since some step, possibly qfail, is certainly going to be the
subsequent one.
For instance, Figure 4.3 shows a trace of events T , containing the events
A→ B → C. Possible subsequent events, including failures, are shown together
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Figure 4.3: Example event tree for the trace A→ B → C






with their probabilities. Elements E and G are defined as final states. The
probability vector PT has been obtained by invoking the ANN model, yielding
PT = X̂(T ). The values for PT are shown in Table 4.2 (events with a probability
of zero are emitted for brevity).
Similarly, this traversal is also performed for subsequent steps. In this manner,
we traverse the entire space of possible subsequent steps, and for each possible
step q, re-evaluate all following possible steps. This traversal is done until an
end step is reached, at which point the traversed trace is recorded, together
with its total probability and its outcome.
The total probability is the conditional probability of a given trace T to be
followed by the future step sequence T ′, and is denoted as P(T → T ′). The
outcome defined as Ω(T ′) denotes how the sequence T ′ ends, and is either end,
for an orderly finished process, or fail, if a failure occurred, i.e., if qfail was
reached. The probability P is defined as shown in (4.7)–(4.10).
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P(T ) = 1 (4.7)
P(A→ B) = P(A) · P(B) (4.8)
P(A→ q) = P(A) · P(q) (4.9)
P(q) = PT (q) (4.10)
In (4.7), we define the total probability of the original event trace T as 1, since
the event trace has already been recorded, and thus its occurrence is certain.
In (4.8), the total probability of an event sequence A followed by another event
sequence B is defined as the product of the total probability of A and the total
probability of B. Similarly, in (4.9), we define that the total probability of an
event sequence followed by an event is, again, the product of both probabilities.
Finally, (4.10) defines that the probability of a single element is equal to its step
probability (i.e., the invocation of the ANN is formalized).
Naturally, the sum of the total probabilities of all possible event sequences
following a given trace T is 1, since some event sequence, possibly one where
the outcome is a failure, will eventually be the resulting sequence of the process.
To formalize our traversal, we define the traverse function of an event sequence
T , which aggregates the results yielded by X̂(·), as shown in (4.11), where
visit(·) is the function generating a set of resulting sequences, based on this




visit(T → q) (4.11)
The function visit(·) is defined as shown in (4.12). As we can see, the function,
upon encountering a non-final element q, invokes the traverse function again
using the concatenation of T and q, i.e., T → q.
visit(T → q) =
{
T → q, if q ∈ F
traverse(T → q) otherwise
(4.12)
Table 4.3 shows the resulting sequences of the example process, together with
their probabilities P and outcomes Ω.
Putting the definitions together, the predictor component can, at any given
point in time during the execution of a process, use the trace of already-recorded
events T , and by invoking traverse(T ), build a list of possible future event
sequences, along with their probabilities P and outcomes Ω . In the example at
hand, the most likely scenario is the continuation of the process to D, where a
failure will occur, and the likelihood for this scenario, compared to all possible
scenarios, is 0.799.
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Table 4.3: Probabilities and outcomes of Figure 4.3, with T = A→ B → C.
T’ P(T → T ′) Ω(T’)
D → qfail 0.799 fail
qfail 0.187 fail
E 0.010 end
D → G 0.004 end
Σ 1.000
4.3.5 Search Space Optimization
For large process models, the search space defined by the recursive function
traverse can become too large to be processed in an online matter, i.e., during
the process execution. If the processing time increases, the outcome might not
be predicted in time. To mitigate this, we propose several ways of limiting the
search space of the recursive algorithm.
Process Model Correlation Since the underlying predictor uses an ANN
model to predict subsequent events (including steps) in a process, the
results of this prediction might include events which are not possible in
the current state. For instance, if there is no control flow relation between
steps C and G in the example shown in Figure 4.3, and the last event in
the recorded event sequence is C, G is not a possible subsequent event, and
this part of the tree does not need to be explored. With a naïve search,
however, the ML model might still consider this impossible sequence, and
it could even be predicted as the most likely sequence. This is especially
the case during the phase of initial training, or in unusual or novel event
sequences. The reason for this behavior is the fact that the ML model itself
does not take into account the process model being executed. Therefore,
we introduce a stopping condition for the traversal. This condition filters
out event combinations that are not possible according to the underlying
process model.
Probability Limit In a similar manner as with the previously discussed event
sequences impossible according to the process model, we also disregard
highly unlikely events. Our solution introduces a probability parameter
MIN_PROBABILITY which is applied to the total probability of the entire
path. In other words, a possible event branch is not traversed further if
its current total probability falls below a threshold.
Depth and Breadth Limit In addition to a minimum probability, we intro-
duce the parameters MAX_DEPTH and MAX_BREADTH defining the upper
bound for depth and breadth within our search. Limiting the search depth
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is based on the fact that predicting events which are too distant in the
future may become decreasingly meaningful. Limiting the search depth
numerically is working together with limiting the probability to reduce
the search space.
The limits represent hyper-parameters of our solution and are used to maintain
an upper bound on the traversal runtime. The primary goal of this bound is to
avoid infinite traversal in processes with cycles (e.g., loops).
Listing 1 shows a consolidated, algorithmic form of all the calculations described
above. While the function recurse contains the main (recursive) logic, tra-
verse executes the initial call for recurse. The recurse function takes two
parameters: T , which is the process trace which is assumed to be already known,
and Pcurr, which determines the total probability until the current step, as
defined in (4.7)–(4.10). Naturally, traverse initializes this total probability
with 1, because the recorded history of steps has already happened, and therefore
has a probability of 1, as defined in (4.7). Lines 10 and 11 represent the depth
and probability limits, respectively. Line 12 calls the ANN in order to obtain
a vector of probability values for each possible subsequent step. This vector is
sorted in line 13 by probability.
The loop in lines 15–33 iterates over the n most likely subsequent steps, where
n = MAX_BREADTH (ensured by line 18, the breadth limit), and checks whether
they are an end state, a failed state, or a normal process step. For end states,
lines 20–23 add an element to the result vector. Similarly, lines 25–28 handle
failures, which are treated similarly to end states, since they also indicate a
potential outcome of the business process.
For all non-failure and non-end states, lines 30–31 represent the recursive
call to recurse, which concatenates T and the current event e, creates the
resulting total probability of this partial (unfinished) trace, and performs another
calculation as described above.
4.4 Evaluation
This section presents an empirical assessment of the proposed approach following
the single-case mechanism experiments validation method [265]. The evaluation
was conducted on both a real-world dataset from the finance domain, and a
synthetic dataset created from a realistic distributed manufacturing process.
The datasets were preprocessed and then used for training ML models. This
allows us to assess the performance of the ML models in detecting failures. The
conducted experiments prove the applicability and feasibility of combining EBS
and distributed business processes in a real-world scenario.
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Listing 1 Bounded process tree traversal
1: procedure traverse(T )
2: Input: T : The event trace from the currently running process
3: Output: Possible process outcomes, with probabilities
4: return Recurse(T , 1.0)
5: end procedure
6: procedure recurse(T, Pcurr)
7: Input: T : An already-fixed event trace T = [T0, . . . , Ti]
8: Input: Pcurr: Total probability of the current event trace
9: Output: Possible further process traces from Ti, with probabilities
10: if |T | > MAX_DEPTH then return [] . Depth Limit
11: if Pcurr < MIN_PROBABILITY then return [] . Probability Limit
12: Pred← GetAnnPredictions(T ) . Fetch predictions from ANN
13: sort Pred by Pred.probability descending
14: Breadth← 0
15: for all e ∈ Pred do
16: NextStep← e
17: NextStepProbability← Pred[e]
18: if ++Breadth > MAX_BREADTH then continue . Breadth Limit
19: if e is end state then
20: Trace← T ⊕ e . ⊕ is the concatenation operator
21: Probability← Pcurr ·NextStepProbability
22: Outcome← “End state e reached”
23: add < Trace,Probability,Outcome > to Result
24: else if e is failure then
25: Trace← T ⊕ failure
26: Probability← Pcurr ·NextStepProbability
27: Outcome← “Failure in e”
28: add < Trace,Probability,Outcome > to Result
29: else
30: NextPossibilities← Recurse(T ⊕ e, Pcurr ·NextStepProbability)
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4.4.1 Datasets
In order to conduct experiments to evaluate the feasibility of our approach, we
explored various datasets of different domains, and studied their usability and
suitability for the evaluation of our approach.
Dataset Criteria The search for an appropriate dataset for the experiments was conducted with
respect to the following criteria: Whether the dataset is publicly available to the
research community (pu), event-based (eb), correlated with business process
models (bp), well-documented (do), whether it contains context events (ce)
and failures (fa), and whether it stems from an inter-organizational process (io).
The two-letter abbreviations are later used in Table 4.4.
A multitude of data sources have been examined from projects, research chal-
lenges, and other public data sources. In particular, datasets from the Business
Process Intelligence Challenge (BPIC)2 and the Kaggle Competition3 were taken
into account. Platforms for competitions in the domain of data science and ML,
such as Kaggle, are naturally a valuable source for test data. Public directories
for datasets are also available4. Often, these datasets are community-created5.
However, due to the fact that we aim at considering context events, i.e., events
not directly related to the core business process, the spectrum of usable datasets
is significantly narrowed.
In the following, we briefly show the most promising dataset candidates and
discuss our selection. We have identified a number of possible datasets such as
the data from Bosch Production Line Performance6. In the underlying scenario
of this dataset, parts move through the production lines of a manufacturer.
While this happens, features are measured and recorded. The dataset has been
anonymized with respect to the names of the features. For each measurement,
the part is evaluated, and if it fails quality control, this is recorded and the part is
dismissed. The dataset is highly imbalanced with regard to the actual class (i.e.,
failures or passes), and contains a very high number of features (over 12,000).
While this dataset has the advantage of being rather large, the drawback is
that no related business processes are defined. Furthermore, due to the per-part
nature of the data, no business process can be mined as neither a stream of
events, nor temporal correlation between measurements are available.
Another prediction-centered dataset stems from the Transport and Logistics










within Cargo 2000, now known as Cargo iQ8. As shipments travel through
segments of their transport (e.g., transfers between flights, airlines), their routes
are recorded. This dataset has been sanitized with respect to erroneous or
incomplete messages. The business process related to this dataset has been
already used in research [97] and might have been relevant to our approach.
However, despite the inter-organizational context, the provided dataset as well
as the corresponding process are solely related to the freight-forwarding company
and not to the entire process collaboration. Neither the private processes of the
other involved organizations nor their respective data are available. Furthermore,
as the dataset has been sanitized, it is difficult to identify failures to predict.
A third candidate for our evaluation is the Commodity Flow Survey (CFS)
dataset9. It contains data about 4.5 million shipments. The data describes vari-
ous attributes of the shipments, e.g., the source and destination of the shipment,
type of commodity, whether or not the shipment requires temperature control
during transportation, value, weight, modes of transportation, or hazardous
materials. However, similar to the Bosch dataset, it consists of a series of single,
independent entities. From this, it is difficult to create an event stream, since
no temporal relation is given between the data entries.
Finally, the fourth candidate is taken from the BPIC datasets, various of which
have already been used in research, e.g., [65, 90]. We regard the BPIC 2017
dataset10. It consists of an event log stemming from a Netherlands-based
financial institute issuing personal loans to applicants. The process from which
the data stems is not explicitly defined in the dataset, but can be mined using a
process miner; e.g., ProM [221]. It contains enough variety in its events to be
separated into intrinsic and context events, as described later in Section 4.4.2.
Dataset SelectionTable 4.4 summarizes the datasets with respect to the specified criteria, where
check marks indicate fulfillment, and check marks in parentheses indicate par-
tial fulfillment. Overall, no dataset satisfies all criteria, but the Cargo 2000
and the BPIC 2017 represent good candidates. Overall, we have selected the
BPIC 2017 dataset, as it satisfies most of the aforementioned requirements, with
the exception that no explicit context events (ce) and failures (fa) are provided
in the dataset, and it is not based on a distributed business process (io). We
tackle the two first limitations by enriching the dataset as described in Sec-
tion 4.4.2. For the third limitation, we decided to address the issue by using an
additional, synthetic dataset, and use it in separate experiments to evaluate the
inter-organizational aspect of our solution. The synthetic dataset is generated
from an artificial, but realistic process collaboration. It was inspired by the CFS






4. Failure Prediction in Business Processes
Table 4.4: Results of dataset evaluation
pu eb bp do ce fa io Comment
Bosch X X X No event stream
Cargo 2000 X X X X No collaboration
CFS X X No event stream
BPIC 2017 X X X X (X) Selected dataset
For our evaluation, we therefore opt for two datasets: (i) one from a real-world
data source (BPIC 2017) to prove the applicability of the approach, and (ii) a
synthetic dataset to show its feasibility in a distributed setting.
4.4.2 Dataset Pre-Processing
Due to the limitations of the real-world BPIC 2017 dataset with regard to
criteria (ce), (fa), and (io), data pre-processing is required.
Real-World
Pre-Processing
First, we aim to achieve an event stream consisting of intrinsic and context
events. As described before, the event log contained in the real-world dataset
is taken from the application process for personal loans from a Netherlands-
based financial institution. The log consists of three different types of events:
application state changes, which have event names starting with A_, offer state
changes, starting with O_, and workflow events, starting with W_. A loan
application within the process may produce one or more offers. One of the
offers occurring within an application may be accepted. In this case, the entire
application process is finished. However, if no offer is accepted, the application
process is canceled. The application and offer events represent this process. The
process events represent the necessary actions to be taken within the financial
institution. Since the core business process is the application for loans, we select
all application events (A_) as process events. All remaining events (O_ and W_)
are used as context events.
Second, due to the lack of a process model provided along with the dataset, we
apply data mining techniques to mine such a model. From the application events,
we create a business process by using the Inductive Miner technique [169]. Using
this technique is common in the field of process mining [125], and guarantees
a certain level of rediscoverability [169]. We use the ProM tool11 for process
mining. The resulting process model is shown in Figure 4.4.
Finally, since the BPIC 2017 dataset does not contain any failures, we decide
to select events as failures. In the dataset, around 35% of all loan application
processes end with the process step A_Cancelled (as mined from the event













Figure 4.4: Process model mined from the real-world dataset
information, denial from the financial institution, or withdrawal by the applicant.
Since this represents a failure to finalize the loan, we define this state as a failure,
i.e., all loan processes ending in this state are treated as failed. No further
injection was required for the real-world dataset.
Synthetic
Pre-Processing
For the synthetic dataset, we opt for the generation of an artificial but realistic
process collaboration. Data generation is inspired by the aforementioned CFS
dataset. This dataset contains information on domestic freight shipments in
different domains such as manufacturing and wholesale. Data include type,
origin, destination, transport mode, and other shipment attributes. The dataset,
however, includes one single event type rather than a stream of different event
types, with neither time stamps nor correlation to process tasks or partners (no
cases nor traces). Therefore, we define a collaborative process example of a
supply chain scenario where goods are ordered, manufactured and shipped to
the end client [95], similar to our example scenario. The scenario involves six
process partners, i.e., a bulk buyer, a manufacturer, two suppliers, a special
carrier and a middleman.
For each process partner, private and public tasks as well as interactions (through
message exchanges) are defined. For each interaction, an Extensible Markup
Language (XML) template specifying the data elements to be exchanged is
created. The latter ensures consistency of data instances for the simulation.
Indeed, within one execution of the entire process collaboration, the data required
by one partner task might depend on the output or data of another partner
task. Therefore, it is important that the generated data is consistent, even
though it is produced randomly. For instance, the delivery date of an item by
the carrier must not exceed the delivery deadline specified by the bulk buyer
and transmitted to the manufacturer. In total, the collaboration contains 48
tasks distributed over the partners, of which 15 are interactions. Also, 20 data
instances of message templates have been generated.
The process collaboration is simulated using the Cloud Process Execution
Engine (CPEE) [243] in a distributed way, where each process partner is executed
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ID1: order 5 tons of bananas, quality check succeeded
ID2 : order 3 tons of bananas, quality check failed
ID1: receive order 5 tons of bananas
ID2 : receive order 3 tons of bananas
    Interaction task Private task Public task
ID1
ID2
Figure 4.5: Collaborative process instances used in the synthetic dataset
separately on a different CPEE instance. The CPEE has been chosen because
it provides an efficient, flexible and lightweight way of executing distributed
workflows, while its modularity allows us to collect the events.
An asynchronous mechanism is implemented to correlate the messages of different
partners. For this purpose, a global instance identifier is defined and exchanged
through messages. The latter is primordial for process partners to correlate a
received message with the correspondent process instance. We also distinguish
between a process instance and a collaboration instance. While the former
represents the instance of one single process, the latter refers to one execution
of the entire collaborative process.
For example, Figure 4.5 describes two interacting processes, a banana provider
and a supermarket. Each process is executed multiple times and each instance of
the banana provider process must be correlated with the corresponding instance
of the supermarket process. The instance identifiers ID1 and ID2 are specified
in all message exchanges to ensure that data from one partner instance will be
consumed by the right partner instance. A correlator (not shown in the figure)
associates a message with the corresponding process and task instance (e.g., a
message 5 tons banana order with task receive order of instance id ID1). The
latter can be centralized or distributed.
The CPEE enables easy collection of events including control and data flow
as well as transactional information about the tasks. All events are stored in
an Extensible Event Stream (XES) file [139], which is based on XML. The
mechanism used to collect execution data from the CPEE also allows an easy
collection and integration of events sent by a context event provider other than
the CPEE [242]. This can be important for the prediction, as some process
tasks might depend on a context event provider, e.g., sensor sources external to
the CPEE. With respect to the previous example, Listing 2 shows an example
of an event of type order_banana from the automatically generated XES file.
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Listing 2 Example of an XES event log
1 <log xmlns="http://www.xes-standard.org/" xes.version="2.0"
2 xes.features="nested-attributes">
3 <extension name="Time" prefix="time"
4 uri="http://www.xes-standard.org/time.xesext"/>
5 <extension name="Concept" prefix="concept"
6 uri="http://www.xes-standard.org/concept.xesext"/>
7 <extension name="Organizational" prefix="org"
8 uri="http://www.xes-standard.org/org.xesext"/>




13 <string key="concept:name" value="Instance 487"/>
14 <event>
15 <string key="concept:name" value="order banana"/>
16 <string key="concept:instance" value="http://cpee.org/~demo/corr/corr.php"/>
17 <string key="id:id" value="a4"/>
















Failure InjectionWe perform failure injection by artificially creating faults, which lead to errors,
ultimately generating failures. We define and use the following three major fault
types for injection into the synthetic dataset.
Step-indicated faults For this type of faults, the process shows a sequence
of steps which is characteristic for the given fault. For instance, a fault
may cause an Exclusive Or (XOR) gateway to proceed with a different
process step than it would, had the fault not occurred.
Event-indicated faults Faults manifesting themselves only through certain
events, but not through different process steps executed, are called event-
indicated faults. For instance, a sensor measuring the temperature of a
container of bananas may sense the violation of certain temperature limits
and fire an event. In our model, this corresponds to a context event being
fired during the process execution.
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Figure 4.6: Example of an execution timeline
Data-indicated faults Certain faults are only indicated by the actual data
associated with certain events. Considering the previous example, a
temperature sensor may be recording temperature as events, regardless
of whether a limit has been exceeded or not. In this case, the firing of
the event itself does not correspond to a fault on its own. In fact, its
associated data (the measured temperature) is the determining factor of
whether a fault has occurred.
We inject faults randomly, using a given fault injection rate. This rate is
varying, and part of our parameter sensitivity analysis in Section 4.4.3. We
randomly select one of the three aforementioned fault types when injecting a
fault. According to fixed fault-error-failure combinations, we add or change
the corresponding events to reflect the errors, and measure the system’s ability
to properly predict failures stemming from these errors. We feed the event
streams with injected faults through the ML predictor component, and, for
each injected fault, record whether and at which point in time the failure is
predicted. Figure 4.6 shows an example of such an evaluation run, showing that
the injection of a fault which is exposed as an error at step 10 is detected by
the predictor. The well-trained predictor immediately changes from indicating
almost certain success (0.0276) to almost certain failure (0.9980) for step 16.
4.4.3 Experiments
The goal of our evaluation is to show that using our EFP component on the
two selected datasets indeed yields useful prediction results. As described later
in Section 4.5, our approach is novel in integrating external data sources and a
common data format, while using an approach based on ML and taking into
account the visibility of event data in an inter-organizational settings. Since due
to this novelty, a reference baseline to compare our results to is not available,
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Table 4.5: Confusion matrix for real-world dataset
Classification
Class Positive Negative Σ
Positive 1051.14 28.04 1079.18
Negative 153.76 1917.95 2071.71
Σ 1204.90 1945.99 3150.89





we perform extensive experimentation to show the feasibility and applicability
of our approach, and to provide a baseline for future research.
MethodologyOur experiments all involve running an instance of our EFP component, feeding
the evaluation datasets into it, and recording its performance in predicting the
probabilities of failure for each step. For initial experimentation and tuning, we
use a fixed split of 7 : 3 between training and test sets. The final results shown
in this work, however, were obtained using 10-fold cross validation (using a split
of 9 : 1). The results of the 10 cross validation runs are averaged, with their
standard deviation provided together with the arithmetic mean. This is a widely
accepted standard procedure in the evaluation of prediction solutions [161]. We
use precision, recall, and the MCC, as described in Section 2.3, to measure the
performance of our solution.
Functional
Evaluation
Our first experiment aims at verifying the overall performance of our approach.
For this, we use the real-world dataset described in Section 4.4.1 as input for
our EFP component. The resulting confusion matrix is shown in Table 4.5 (all
standard deviations σ are below 0.4 and not shown in the table), and the mean
values of the metrics are summarized in Table 4.6.
The results show a precision of 0.873, a recall of 0.971 and an MCC of 0.879.
The classifier resulting from the ML model training performs steadily across
the entire real-world dataset. It is noteworthy that the standard deviation
is relatively low. This, together with the cross validation used, shows that
the performance is not dependent on which one of the partitions was used for
training, and which one was used for testing.
Impact of Global and
Local Events
In the second part of our experimentation, we seek to determine the impact of
the available data. In other words, we are interested in how much the visibility
of private events impacts the prediction performance. This requires using the
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synthetic dataset with its inter-organizational events. Since within this dataset,
we inject failures with a given rate, we first examine the impact of this injection
rate parameter on the results. We analyze the sensitivity to this parameter in
order to avoid bias stemming from parameter choice.
We show the results for precision, recall, and MCC in four different scenarios.
In the global scenario, events from all process partners are available to the EFP
component. This corresponds to having all events marked as public events. In
contrast, the local scenario only provides the EFP component with events from a
single partner. This represents the privacy scenario from the use case described
in Section 4.4.1. From these two scenarios, we derive two further scenarios,
leaving out the context events, providing a baseline to compare the results to.
All values are provided together with their standard deviations marked using
error bars. The results for precision are shown in Figure 4.7, recall is shown
in Figure 4.8, and the results for MCC are shown in Figure 4.9. The intuition
that less available data decreases classification performance is clearly visible.
Nevertheless, the data gives insights into the amount of performance decrease
caused by only using the data from a specific partner in the evaluation, and
also provides a comparison of results between scenarios with context (global and
local) and without context events (no context). The biggest drop in performance
is seen for recall at a fault rate of 0.10, where the local scenario reduces the recall
value from 0.972 to 0.299. Removing context events generally decreases precision
and recall and therefore also the MCC, except for the corner cases of very low
fault rates (where both no context scenarios have better recall values than local),
and very high fault rates (where both no context scenarios have better precision
values than local). In any case, the global scenario shows significantly better
results than local and no context across the entire evaluation domain.
Furthermore, analyzing the impact of varying fault injection rates in the synthetic
dataset, we see that while precision and recall generally increase with a higher
amount of faults, the MCC shows a sweet spot around 0.50, for all three executed
scenarios. This knowledge has no universal application, since the fault rate is
highly domain-specific. Comparing this data to the real-world dataset, however,




Generally, we observe an increase in both precision and recall for an increasing
fault rate. While it is difficult to determine a reason for certain performance
metrics, we suspect that the types of processes used in the dataset cause a
high failure rate to be easier for ANNs to process than low failure rates. The
global scenario generally shows better recall than precision. In contrast, the local
scenario shows higher precision values than recall, especially for low fault rates.
We suspect that the inter-organizational structure of the process involved in the
synthetic dataset benefits an accurate detection of inherent faults, increasing
the precision. This, in turn, comes at the cost of lower recall.
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Global: No Context Local: No Context
Figure 4.7: Precision over fault rates for synthetic dataset









Global: No Context Local: No Context
Figure 4.8: Recall over fault rates for synthetic dataset
The no context scenarios aim at giving a baseline for our approach by not taking
into account context events at all. We can observe this scenario to be superior
to local for high fault rates (> 0.75) with regard to precision, and for low fault
rates (< 0.20) with regard to recall. These figures represent some noise that
context events can add, distorting the prediction for those extreme cases of fault
rates. The MCC, which aims to find a one-metric balance between many possible
metrics to compare classifiers, however, is consistently higher for local than for
no context, and the highest for global. From these results, we conclude that
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Global: No Context Local: No Context
Figure 4.9: MCC over fault rates for synthetic dataset
considering context events clearly yields significant improvements in precision,
recall and MCC values.
Finally, we note that while our approach does not require experts to create rule-
based failure prediction models, since ML is used, it still requires certain expert
input: (i) The creation of a suitable ML model still requires expert decisions for
selecting ML models and tuning parameters, and (ii) the inclusion of certain
data sources as external events requires domain-specific knowledge. However,
we argue that the area of expertise required is different. While for creating a
rule-based prediction model, experts in the given domain are necessary, in our
case, the required knowledge is more abstract, as skills in ML are required, and
domain-specific knowledge is less relevant.
Result Summary The proposed approach yields satisfactory results for predicting failures in
business processes. The resulting metrics show a precision of 0.873 (σ = 0.014),
a recall of 0.971 (σ = 0.008) and an MCC of 0.879 (σ = 0.012). In the second
part of our evaluation, we analyze the performance when facing a scenario where
multiple process partners collaborate, but do not share all of their events, which
is possible in situations where privacy aspects prevent a business process partner
from sharing internal events. We observe that the impact on the performance
is measurable, and, depending on the metric and fault rate, can decrease the
prediction performance from around 0.972 to 0.299 at a fault rate of 0.10.
It is noteworthy that this is a parameterizable approach, and the best learning
model may differ from domain to domain. Therefore, while our approach reduces
the necessary expert knowledge required to create failure prediction models, there
is still the need for an expert for parameter tuning to achieve satisfactory results.
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Nevertheless, our approach can provide a flexible and generic methodology of
predicting failures in business process execution.
4.5 Related Work
The usage of events in BPM has gained attention in recent years, with a focus
on fields like Complex Event Processing (CEP) for business processes, Business
Process Intelligence (BPI), and Business Activity Monitoring (BAM) [142, 164].
In addition, work has been done in the area of failure prediction and fault
tolerance, as discussed in more detail below. A more extensive discussion of
event-based BPM can be found in [164, 232]. Nonetheless, only few approaches
consider the execution context of BPM, thus exploiting the presence of context




Event-based BPM relies on the principle of Event-Driven Architecture (EDA),
which describes an architectural style with event-driven components and com-
munication [179]. EDA resemble technical aspects of publish/subscribe middle-
ware [88], especially regarding the decoupling of components, and the pushing
of events [44]. In event-based BPM, an EDA allows to communicate events
between different process stakeholders, components, and process steps, and
therefore to control and change business processes during runtime and design
time [6]. In the process of distributing the execution of BPMS [174], several
works exploit the decoupling properties of publish/subscribe systems, to allow
the distributed execution of business processes [144, 223]. The idea is to exploit
the loosely coupled and distributed nature of publish/subscribe systems. The
BPMS becomes an event sink as well as an event source, thus generating and
consuming process-related events [87, 232].
Importantly, the BPMS can be controlled by an EBS through events [142]. In
an early approach to use events in BPM, von Ammon et al. [7] present a basic
reference model to control processes. Event types from Business Process Model
and Notation (BPMN) 1.1 are supported, which includes exception events. The
main focus of this work is on a generic approach to use events to control a
process instance. Hence, the authors do not discuss how exception events could
be generated or how to derive failures from events.
An example for the usage of CEP in order to adapt a business process instance
is presented by Hermosillo et al. [124]. The authors propose to adapt a process
at runtime based on predefined, event-based rules, which makes the approach
rather inflexible. The main contribution of this work is a language to define
these rules and when and how to apply them; nevertheless, there is no discussion
on the nature of the events and how to identify a critical event if it has not
been specified in a rule. A related approach has been presented for scientific
workflows [276]. Here, event messages are emitted by distributed agents for
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workflow execution control. Only events explicitly generated by agents are taken
into account, i.e., context events are not explicitly regarded. Reactions to events
are done based on predefined rules.
Several authors have proposed event-driven monitoring approaches. For instance,
Feldman et al. [97] show an effective example of event-based prediction. In their
use case, real-time monitoring data is used to anticipate issues of cargo shipments.
The prediction model relies on a simple stochastic approach, therefore, it is able
to discover only direct relations between system state and predicted outcome.
More sophisticated approaches to prediction can be investigated, as is shown by
Schwegmann et al. [233]. The authors combine real-time event monitoring with
predictions of future process behavior. The resulting model allows the usage of
a number of ML-based predictors, similarly to our approach. In contrast to our
work, this approach focuses on the prediction of categories and numbers, not on
failures, and only takes into account events generated by a BPMS.
Our work combines a BPMS with an EBS aiming to monitor the execution of
BPM and to perform predictive analysis. We are not interested in discovering
complex events, but rather in processing the huge amount of BPM-related data
to predict the future system evolution. Indeed, similarly to the work by Schweg-
mann et al. [233], we rely on a ML technique for predicting failures. However,
in contrast to all previously discussed work, we augment the events generated
by the BPMS running the business processes with context-related events; the
latter can encompass events generated by IoT devices (e.g., temperature or
position sensors) placed in the real-world execution environment of the business
process. By distinguishing between intrinsic and context events, we strengthen
separation of concerns. This, in turn, allows for a better reuse of the shared
context among multiple business processes.
Failure Prediction Apart from the approaches discussed so far, which focus on generic process
adaptation and BAM, there is also a number of approaches explicitly aiming
at fault tolerance for business process executions. From a technical point
of view, different strategies to make service compositions fault-tolerant have
been proposed [277]. Fan et al. [91] introduce a fault tolerance strategy for
service compositions which includes failure detection. However, the detection
is done by comparing an expected result with the actual outcome of a service
composition. Hence, the approach is rather inflexible and requires modeling of
the expected results; an actual failure prediction is not carried out. Events are
generally not taken into account, only the outcome of a service composition is
assessed. In addition, a large number of approaches to tolerating non-functional
faults (e.g., delays) in service compositions have been proposed. For instance,
Leitner et al. [170] use ML techniques to predict performance faults. In an
earlier approach, Canfora et al. [48] propose to re-plan service compositions at
runtime based on QoS. The approaches discussed in this paragraph focus on the
technical level of service compositions, not taking into account context events
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as observed in the work at hand, but rather aiming at failures arising from the
execution of software-based process steps.
Failure prediction for business processes is also partially related to the field
of anomaly detection in process executions. For instance, Bezerra et al. [23]
use process mining in order to classify anomalous and normal instances of a
particular process model. The outcome of this anomaly detection is an ex post
analysis whether something uncommon occurred. Also, the approach does not
consider events; instead, process logs are mined. Hence, only anomalous process
steps are taken into account, while we argue that context events actually may
precede such steps at runtime.
To grasp the complex relation among system components and to discover early
symptoms of failures to come, several approaches in existing literature rely on
ML techniques. Abu-Samah et al. [3] rely on Bayesian networks; as a drawback,
this approach requires to be complemented with the extraction and validation
of system patterns, which may involve expert opinions or elicitations on several
levels. Leontjeva et al. [173] address the problem of predicting the (positive or
negative) outcome of an ongoing business process by analyzing event logs using
a Hidden Markov Model. As such, the solution assumes the Markovian property,
therefore it cannot easily take into account long-term dependencies among
events and outcome, like we do. An approach based on Hidden Semi-Markov
Models, which loosen the Markovian property, has been presented in [224].
Pika et al. [211] provide a solution based on statistical analysis aimed to identify
the risk of deadline overruns of processes. A more flexible solution is proposed
in [152], where Kang et al. aim at the detection of abnormal process termination,
and, similarly to our work, the authors apply ML to achieve real-time fault
detection. However, the authors focus on process-intrinsic knowledge, while
context events are not taken into account. In the end, their approach compares
the actual process execution with the expected process execution, again requiring
expert knowledge (definition of the expected process execution). Nevertheless,
this work comes closest to the work at hand. Although focused on process events
only, an interesting approach is proposed by Teinemaa et al. [250]. It jointly
exploits unstructured (free-text) and structured data to predict the process
outcome. Even though we do not consider unstructured data, our approach
could embed the principles presented in [250].
Grambow et al. [112] provide an approach to event-based exception handling
for processes. Importantly, the authors focus on software engineering processes,
not on business processes in general. Their approach to identifying critical
events is based on the event-condition-action pattern, which makes it necessary
to define events and conditions to handle them. While the authors claim
that their approach is able to take into account unanticipated conditions, it
remains unclear how this is achieved. Events are related to process activities and
artifacts, while context event sources are not regarded. In a more specialized
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approach, Pika et al. [212] aim at process risk management through the analysis
of event logs. Since the authors focus on risk management aspects, their work
exceeds the work at hand in terms of prediction of a process outcome: While we
focus on failure prediction, Pika et al. also predict predefined possible process
outcomes, e.g., timeliness of single process steps. To identify risks, process
models are annotated with guards, while in our approach, we do not require
such prearrangements.
Other works focus on identifying root causes of failures. Conforti et al. [66]
propose another approach aiming at process risk management based on the
analysis of event logs. The goal of the authors is to minimize risks by identifying
potential risks (e.g., timeliness, reputation, cost) during the scheduling of work
items. A ML approach is applied on process-related events, thus neglecting
context event sources. Examples for root cause analysis based on event data
and using ML have been proposed before [221, 244]. While we do not focus on
root cause analysis for process faults, this could be another interesting direction
for future work.
Context Awareness Context awareness helps to improve decision-making processes by introducing
new information that can better describe the execution conditions of a business
process. Despite the importance of context information, only few works consider
them explicitly. In [249], the authors investigate the most commonly used
kind of context information employed so far (but not in the field of BPM).
The authors conclude by assessing that performing adaptation in response to
changing execution condition, captured by context information, may be very
beneficial to software systems. A similar idea results from the work in [124],
which relies on events to control the BPM process execution. Nevertheless, the
latter proposes a rule-based approach which may not be flexible enough with
regard to previously unknown context information. Conversely, we leverage on
the flexibility of ML techniques to work in presence of concept drifts [264].
Böhmer and Rinderle-Ma [28] provide a runtime approach to anomaly detection
which also takes into account the context of a process, including time- and
resource-related events. The main goal is to identify malicious attacks on
process executions. The authors base their approach on an explicit set of
expected execution events and their likelihoods of occurrence. In contrast, our
approach only considers the expected execution events in an implicit way, thus
leading to higher flexibility. Also, the approach presented by the authors focuses
on a predefined set of event sources, while we allow the integration of arbitrary
sources, through the concept of context events.
Related Work
Summary
Our presented approach is novel since it proposes an integrated solution which
takes into account the following key points which have not yet been fully regarded
in the existing literature. First, most related work focuses on event logs, not
foreseeing adding arbitrary events, e.g., from the IoT. Through integrating
external data sources and XES as a common data format, we are able to achieve
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this. Second, the current state of the art in failure prediction mostly depends
on predefined rules or conditions when a particular failure will arise. Through
the application of a ML-based approach, our solution is more flexible, though it
still needs labeled training data. Third, we do not restrict our approach to a
particular goal, such as monitoring, process adaptation, or risk management, but
aim at generic failure prediction. Fourth, to the best of our knowledge, there is
currently no discussion on how the visibility of event data in inter-organizational
settings influences predictions of process outcomes. We conduct such an analysis
as part of our evaluation in Section 4.4.
4.6 Summary
We have discussed the need for methodologies to predict and respond to unfore-
seen events and failures, and presented an approach to employing event-based
error detection and failure prediction for business processes. We have evaluated
our approach using two datasets. The first dataset is a real-world business
process dataset from the financial domain. The second dataset is a synthetic
dataset modeled after a realistic scenario, stemming from a choreography model
involving several partners collaborating in a common business process.
We demonstrate that the implemented failure prediction component is indeed
capable of detecting future failures in business processes. Our evaluation not
only shows that our solution is suitable for predicting failures accurately—in
the real-world dataset experiments, the failure prediction exhibits a precision of
0.873, a recall of 0.971 and an MCC of 0.879—but also provides insight into the





In Section 2.1, we discuss that elasticity is a core property of contemporary
distributed systems. By extension, this also applies to DSP [11, 121]. Using the
scalability of the underlying infrastructure, Stream Processing Engines (SPEs)
dynamically adapt to changes in the input data rate during runtime, reducing
cost while aiming at meeting a predefined QoS level [114].
As with all types of distributed systems, in DSP, every scaling operation requires
resources by itself. In the case of DSP, scaling incurs a delay, during which the
DSP system must wait for the resource (e.g., a VM) to become available, and it
consumes energy, leading to computational overhead [108, 185], and therefore
increased cost. Therefore, while being crucial for elasticity, intensive operations
such as scaling and migration should be kept at a minimum [68, 72, 130, 185].
Most approaches to scaling in DSP use thresholds for resource utilization [68,
131, 185, 189], as discussed in Section 2.2. For instance, a DSP system using
threshold-based scaling tries to maintain its load within the defined thresholds
by scaling out (activating new DSP operators) or scaling in (passivating unused
DSP operators) [11, 114]. However, such an approach can result in frequent
scaling operations, incurring an overhead of resource usage and cost [68]. In
certain cases, this overhead is necessary in order to benefit from the additional
computing power, to avoid under-provisioning, or to save energy. However,
excessive scaling also increases the risk of unnecessary cost [68, 185].
System metrics used for reaching scaling decisions can be considered as time
series, containing both long-term trends in data rate, as well as short-term
variances (spikes and valleys) [178]. The long-term trend can be the development
of input data depending, for instance, on the time of day (e.g., peak hours)
or time of year (e.g., summer holidays), while short-term spikes might stem
from spontaneous and short-lived events like bursts in network communication.
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The latter represent noise that we aim to ignore for scaling decisions to avoid
unnecessary cost [68].
In this chapter, we propose to extend classic threshold-based scaling in DSP by
improving the scaling mechanism’s reaction to load changes. Instead of relying
on one metric and employing simple threshold-based scaling, we observe both
intrinsic parameters of a SPE, as well as extrinsic metrics. From these metrics,
we derive an estimated true inner state, neglecting noise (i.e., the short-term
variance) by separating it from the long-term trend. Based on this estimated
state, more stable and robust scaling decisions can be reached. We propose
a concrete scaling mechanism applying EKFs [143, 151] to perform this state
estimation, and evaluate our approach in detail using a testbed with an image
processing workload.
In the following, we introduce a motivational use case scenario for DSP in order
to exemplify the usage of DSP in an area with real-world applicability, modeled
after a real-world scenario [137].
Example Scenario. A Minnesota-based research group in the field of
biomedical engineering is capturing microscopic images of biological cell
tissue, which are processed in various ways in order to gain insight into a
given tissue sample. The images are captured pairwise in a tile-like fashion.
Figure 5.1 shows a sample pair of images captured using two different illu-
mination wavelengths (left, center). An image resulting from an overlay of
those individual images, as used by the biomedical research group, is shown
on the right. The images are then passed through a composition of DSP
operators, called a topology. Within this DSP topology, the image pairs are
processed using various operators (thresholds, pixel value mapping, noise
reduction, etc.) and the results are used to create statistical data about cell
cultures. This statistical data is then used by the researchers to determine
aspects and features of a tissue sample. This processing is performed on an
elastic DSP platform, where VMs are used to host DSP operators.
Instead of reacting to every spike and valley of its load measurements, the
DSP platform uses EKF-based filtering to achieve a smooth time series of
measurements. This way, it can react quickly to actual changes in load
without wrongly reacting to measurement noise.
5.1 Scaling using Extended Kalman Filters
The goal of our work is to minimize the amount of scaling operations, while
maintaining rapid elasticity, to avoid the cost of overly frequent scaling [68,
108, 185]. We regard each operator within a DSP separately, and measure the
amount of incoming data (data rate) and the system state, with the goal of
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Figure 5.1: Sample images from the example scenario
reaching a scaling decision. This decision can be to either (a) scale out by
starting more operator instances, (b) to scale in by shutting down instances, or
(c) to remain in the same state. Each operator is executed using one or more
operator instances, determined by the scaling decision. We denote the set of
operator instances for any given operator as B, with instances b1, b2, b3, . . . , bn,
where n = |B|. Table 5.1 gives an overview of the notation used in this chapter.
In this scenario, the scaling decision is reached based on both intrinsic met-
rics (the system state) and extrinsic metrics (the amount of incoming data).
Together, these two data sources form a multivariate dynamic system, which
can very well be modeled using EKFs, since EKFs provide a vector-based state
and transition representation. In EKFs, multiple state variables (metrics) can
be included in the system state vector. Possible metrics include the system’s
CPU load [114], its memory utilization [68], network traffic [274], through-






We treat the observed operator, the rate of incoming data, and the scaling
mechanism which controls the scaling decisions of the operator, as a control
system. Our approach involves creating a closed control loop [109], a commonly
used model for scaling [178], shown in Figure 5.2. During operation, the
system (the stream processing operator) is under constant supply of input data,
measured by its rate. Since the amount of incoming data is outside of our
control, we define this as the operator’s environment1. The stream processing
operator is controlled by the scaling mechanism, being the controller in our
control loop. The controller is responsible for reaching scaling decisions, i.e.,
defining whether the operator must be scaled out, scaled in, or can remain
unchanged. During the processing of data, the operator is influencing the system
state (e.g., through CPU load or memory utilization), constituting the feedback,
which is measured by the controller. The controller therefore has two sources of
1Known as disturbance in other literature [151].
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Table 5.1: EKF notation
Model
B Set of operator instances
b1, b2, . . . Individual operator instances in B
Θ− Scale-in threshold
Θ+ Scale-out threshold
Time Series and Filtering
T Set of all measurement times
t1, t2, . . . Individual timestamps in T
Z Time series of system state measurements
Zt1 , Zt2 , . . . Individual state measurements at time t in Z
λ(·) Filtering (smoothing) function
λZ(t) λ at time t based on history Z
Z ′ Filtered system state time series
Z ′t1 , Z
′
t2 , . . . Individual filtered measurements at time t in Z
′
Measurements and EKF Model
Dt Data rate at time t
∆Dt Date rate change from t− 1 to t
ut = (Dt,∆Dt) System input at time t
xt System state at time t
x̂∗t System state estimation for time t, a priori
x̂t System state estimation for time t, a posteriori
zt Measurement (observation) at time t
ẑt Measurement estimation for time t
wt System noise at time t
vt Measurement noise at time t
Q System noise covariance
R Measurement noise covariance
f(xt, ut) State transition function
h(xt) Measurement function (in our case h(x) = x)
EKF-Internal State Matrices
Pt Estimation error at time t
Ft Jacobian matrix of f(x̂t, ut)
Ht Jacobian matrix of h(x̂t)
Gt Kalman gain at time t
Miscellaneous
N (µ, σ2) Normal distribution, variance σ2 around µ
XT Transpose of matrix X
X−1 Inverse of matrix X
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Figure 5.3: Example of long-term load trend (dashed) and measurements (solid)
information for reaching scaling decisions: the rate of incoming data, and the
system state of the operator.
5.1.2 Filtering Model
As discussed above, we measure the system state over time, and base our scaling
decisions on the measured values. However, we employ a filtering of the raw
measurements to create a smoother version of the measurement curve.
The time series of recorded measurements of the system state is denoted as
Z. In practice, those measurements are offset from a trend by a certain noise.
This noise can have numerous causes, ranging from disturbances at the OS
level, hypervisor strategies at the VM level, or workload shared with other
applications.
All of these aspects cause the system state (e.g., CPU load or memory utilization)
to exhibit high variance. Nevertheless, a certain trend is always present, e.g.,
a highly demanding processing node will have a given baseline (trend) of load
throughout its operation. Figure 5.3 illustrates such a scenario, using the CPU
load as an example of fluctuating system state.
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Figure 5.4: Scaling of operators according to thresholds of the actual load
If a stream processing system bases scaling decisions purely on the raw data,
an excessive amount of scaling operations may occur [68, 108, 185]. This is
illustrated in Figure 5.4, where the fluctuating CPU load measurements (top
graph) lead to 23 scaling operations, i.e., excessive scaling (bottom graph).
Our approach applies filters to this process to reduce the number of scaling
operations, i.e., to reduce the number of steps in the operators line in Figure 5.4.
Therefore, we formally define our approach as follows. We regard a history (time
series) of raw measurements, Z, at various points in time t out of all measured
times T , where Zt is the measured state at time t, as shown in (5.2).




Zt = {Zt0 , Zt1 , . . . , Ztn} (5.2)
Based on the raw measurements Zt ∈ Z, we employ a filter, which we denote as
λ(·), and apply this filter to each Zt, i.e., we calculate λ(Zt). This application
is performed at every given measurement time t and has access to all other
measurement values in Z, with the practical limitation that it can only access
past measurements. We therefore define λZ(t) as the filtered value of Z at time
t, given all other values Zi ∈ Z where i ≤ t. For λ, various filters can be used.
In our work, we use an EKF as a smoothing filter, which we will describe in
84























Figure 5.5: The same scenario, with additional measurement filtering
Section 5.1.3. Other filters like Linear Smoothing (LS) [236], TVD [235], or
simpler versions of the EKF [33] are used for smoothing in literature, but in most
cases not with regard to DSP. Related work is discussed in detail in Section 5.4.
We define the set of filtered measurements Z ′ as shown in (5.4).




Z ′t = {Z ′t0 , Z
′
t1 , . . . , Z
′
tn} (5.4)
Figure 5.5 shows a possible resulting graph of the same data rate measurements
as shown in Figure 5.4, using a filter, along with the resulting scaling behavior
of the system. When compared to Figure 5.4, it becomes clear that the amount
of scaling operations has decreased, and only 7 scaling operations remain.
5.1.3 Extended Kalman Filters
In the following, we describe EKFs, the type of underlying filter used in our
approach, along with the concrete state transition model.
The EKF [143] is a nonlinear generalization of the Kalman Filter (KF) [151].
Kalman-type filters work by defining models for state transitions of the system, as
well as models for the observations (measurements) of the system. While regular
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KFs use purely linear transition models, i.e., matrices and linear algebra, EKFs
generalize the algorithm for nonlinear models. Instead of matrices, EKFs use
functions as transition models, and require both the transition and observation
function to be point-wise differentiable.
Note that the EKF is not the only suitable model usable for forecasting multi-
variate processes. Especially in processes with a high potential for repeating
patterns, autoregressive models such as Autoregressive Moving Average (ARMA)
or Autoregressive Integrated Moving Average (ARIMA) are used [117, 253].
However, the unique advantage of EKF-based filters over models such as ARMA
or ARIMA is that with some—even inaccurate—knowledge of the underlying
system model, not only the measurements of system state are incorporated into
the solution, but also the (very accurately known) system input. At the same
time, the EKF maintains covariance matrices determining the current confidence
into each data source (both system state and input).
System The first steps for defining our EKF are as follows: The system state is denoted
as x. This vector can include multiple state variables (metrics), such as CPU
and memory utilization, network traffic, throughput or queue sizes. Since the
state changes over time, we use xt to indicate the state at time t. Furthermore,
our system is controlled by an external input, which is the rate of data sent to
the stream processing operator. We observe both the momentary data rate at
time t, defined as Dt, as well as the change in data rate compared to the previous
value, ∆Dt, with ∆Dt = Dt−Dt−1. Together, we define the input to the stream
processing operator at a given time t as ut = (Dt,∆Dt). Since our operator
is running on a real-world computer, and therefore is subject to fluctuations
in performance, the state also encounters a particular noise. We denote this
system noise as wt for a given time t. Finally, we define our state transition
model, which models the system state xt, based on the previous system state
xt−1, the input ut−1, and the system noise wt, as shown in (5.5), where f(·)
represents the state transition function, which depends on the last state xt and
the system input ut. The system noise wt, according to the original definition
of KFs [151], is assumed to be zero-mean Gaussian noise2 with the covariance
matrix Q, as shown in (5.6).
xt = f(xt−1, ut−1) + wt (5.5)
wt ∼ N (0, Q) (5.6)
The state transition function f(x, u) can be chosen independently of the remain-
ing part of this state system. In our scenario, for simplicity, we use a linear
state transition function, based on the current system state x, and the input
2We discuss this assumption of zero-mean Gaussian noise for our scenario in Section 5.2.3.
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u = (D,∆D), defined as f(x, u) = x+a ·D+ b ·∆D. However, due to the usage
of EKF, a nonlinear state transition function could also be used if nonlinear
dynamics are known. The vector parameters a and b define the sensitivity of
the EKF to the input data rate, and must be defined according to the workload.
Currently, these parameters are determined using Ordinary Least Squares (OLS)
linear regression, but in future work, this technique can be extended to use ML.
FeedbackNext, we take into account the measurement of the system state, i.e., the
feedback. There are several mechanisms for measuring system load, e.g., stand-
alone programs like top and ps, or APIs for direct measurements. The EKF
definition includes a measurement function, which we denote as h(·). This
function takes the system state x and transforms it into a measured value. This
value is again subject to noise, this time, stemming from the measurement
process itself. According to EKF terminology, we call this the measurement
noise and denote it as vt. For physical sensors, this represents a measurement
error or inaccuracy. In our scenario, this measurement error represents the
inaccuracy of measuring CPU load. The resulting measurement is denoted as
zt, and defined (5.7) where vt, the measurement noise, is again assumed to be
zero-mean Gaussian noise, and its covariance matrix is assumed to be R, as
shown in (5.8).
zt = h(xt) + vt (5.7)
vt ∼ N (0, R) (5.8)
In contrast to physical sensors like temperature or light sensors, which often
have nonlinear characteristics, or require unit conversion, we do not need
transformations in the process of measurement. Therefore, we simply define
h(xt) = xt, and the resulting measurement is reduced to the term shown in (5.9).
zt = xt + vt (5.9)
Figure 5.6 gives an overview of the dynamics of the described state system.
While the input to the system (ut) is known but not controllable, the system’s
true state is hidden from the controller. This includes the noise influencing the
system state itself (wt), as well as the noise of the measurements (vt). Only the
result of the measurements (zt) is visible to the controller. As described before,
ut = (Dt,∆Dt), f is the state transition function, h is the identity function
h(xt) = xt, wt ∼ N (0, Q), and vt ∼ N (0, R).
Note that the general definition of EKFs allows both f(·) and Q, as well as h(·),
and R to be dependent on the time t, i.e., the notations ft(·), Qt, ht(·), and Rt
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Figure 5.6: State transition system used as a base model
are used, respectively. Since we use time-constant definitions for f(·), Q, h(·)
and R in our approach, we drop the index t.
Therefore, our controller reaches scaling decisions based on the rate of incoming
data (u) and the (noisy) measurement of system state (zt). As stated in
Section 5.1.2, we do not directly use the measurement zt, but instead, use the
estimation feature of the employed EKF, which yields an estimated version of
the next system state, denoted as x̂t.
The nature of EKF is that it performs a continuous loop of predict-update
iterations. Given a current state, in the predict step, the EKF performs a
prediction of the next system state. In addition, the EKF also provides the
prediction error, which can be used as a metric of confidence in the predicted
value. Then, provided with a (noisy) measurement of the actual value, the EKF
recalculates its prediction error, and provides a new prediction in the update
step. As a result, the EKF is constantly correcting its prediction, provided
with noisy measurements, while maintaining a balance between inaccuracy in
measurements, as well as external disturbances. Furthermore, this process
takes into account the input of the system, i.e., control variables which are
manipulated externally. In our scenario, this is the amount of data rate and its
change, i.e., ut = (Dt,∆Dt).
Predict Step At any point in time t, from a given previous estimated system state vector
x̂t−1—either the initial state (see Section 5.1.4 for a description of bootstrapping
in our approach) or the previously estimated state—and the previous system
input ut−1, the EKF derives both the estimated a priori next system state
x̂∗t , the estimated next measurement ẑt, and the estimation error Pt, as shown
in (5.10)–(5.12), respectively. Here, Ft−1 is the Jacobian matrix of f , i.e., the
matrix of partial derivatives of the state transition function for the current state
88
5.1. Scaling using Extended Kalman Filters
and input f ′(x̂t−1, ut−1), Pt is the prediction error (covariance matrix) at time t,
and Q is the covariance of the system noise as defined above. Pt is computed by
applying the Jacobian matrix of the state transition matrix F to the previous
prediction error, then re-applying its transpose F T , and finally adding the
system noise covariance Q. This prediction error will later be used to calculate
the Kalman gain Gt. Its definition is derived from the EKF proposal [143]. The
initialization value for P0 is discussed in Section 5.1.4.
x̂∗t = f(x̂t−1, ut−1) (5.10)
ẑt = h(x̂∗t ) (5.11)
Pt = Ft−1 Pt−1 F Tt−1 +Q (5.12)
Update StepAfter a new measurement zt is taken, the EKF updates its matrices and vectors
to reflect the new data. First, the Kalman gain Gt is calculated, which is used
to create the new a posteriori system state estimate x̂t. Note that the difference
between the a priori estimate x̂∗t and the a posteriori state estimate x̂t is that
the a posteriori state incorporates the new measurement (and therefore, new
knowledge) into the value provided by the a priori state before the measurement.
The update step for the Kalman gain Gt and the estimation of the next system
state x̂t is shown in (5.13) and (5.14), respectively, where H is the Jacobian
matrix of h, i.e., the matrix of partial derivatives of the measurement function
for the current measurement h′(x̂t), and R is the covariance of the measurement
noise as defined above. Again, this definition is derived from the original work
in [143]. The Kalman gain Gt is used in the estimation of the next system state
x̂t and represents the (estimated) influence of the change in measurement on
the actual system state.
Gt = PtHT (H PtHT +R)−1 (5.13)
x̂t = x̂∗t +Gt(zt − ẑt) (5.14)
Revisiting Section 5.1.2, we are now able to define the filtered version of zt, i.e.,
Z ′t = λZ(t), by using the cumulative output of the EKF estimations for each
operator instance, as shown in (5.15), where B, as defined at the beginning of
Section 5.1, is the set of all operator instances for the operator type taken into
account, b ∈ B denotes the iteration over all operator instances, and x̂bt denotes
the EKF estimation x̂ at time t for the operator instance b.
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5.1.4 Bootstrapping
First, the EKF must be initialized. Since especially at the beginning of the
lifetime of an operator, a certain amount of time must be chosen in order for
the operator to stabilize, we propose a simple bootstrapping process. In our
work, we distinguish between a cold start and a warm start. If the operator
has never been executed before, and therefore its behavior is unknown, a cold
start is executed, and a default number of instances is initiated. In our current
implementation, this default number is set to one, i.e., if the system has no
knowledge about the operator, a single instance of it is spun up. In case the
system has already used this operator before, and data about its behavior has
been collected, we execute a warm start, and use the average number of instances
of the operator used in the last run. This is done to use a value as close to the
likely required scale as possible during the bootstrapping process.
After the initiation of the operator instances, we begin a two-step parameter
bootstrapping. First, a dead time is implemented, during which no scaling
decisions are made, and only measurements of the input data rate (ut) and
the system state (zt) are taken and collected. After the dead time, the EKF is
initialized with the following parameters.
Measurement noise covariance matrix R: Since we cannot distinguish be-
tween measurement noise and system noise just by measuring the system
state (zt), we use calibration measurements using FakeLoad [237], a ded-
icated load generator. Given a relatively noiseless load generation, all
measured variance represents measurement noise and constitutes R.
Initial state estimation x̂0: To initialize the state estimation, we use a simple
weighted average of the measurements of system state (zt) during the dead
time. We weight the system state measurements by recentness, where each
weight is indirectly proportional to its age, as shown in (5.16), where n is








Initial state estimation covariance matrix P0: This parameter determines
the covariance of the prediction, i.e., gives a measurement of the confidence
in the estimation of the initial system state x̂0. Since we derive x̂0 from a
weighted mean of measurements of zt during the dead time, we use the
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same technique to derive P0, as shown in (5.17), where ∆n − 1 represents






(zi − x̂0)2 (5.17)
System noise covariance Q: For the system noise covariance, we use the
same value as for P0, but reduced by the previously determined measure-
ment noise, as shown in (5.18), where we assume that P0 > R always
holds. The rationale behind this is that P0, stemming from the observa-
tion during the dead time, should reflect both the system noise (Q) and
the measurement noise (R). Note that while Q and R are constant in
our approach, Pt is adapted by the EKF over time, so the relationship
Q = Pt − R only holds for t = 0. Afterwards, during the course of the
operation of the EKF, as the EKF converges [143], P decreases over time.
Q = P0 −R (5.18)
After the dead time, we define an ease-in time, during which the EKF is
executed, but its estimates are not yet used. Only after this second phase of
the bootstrapping process, the EKF estimates are used for scaling decisions.
The time durations used for both the dead time and the ease-in time are
parameterizable. In our preliminary experiments, we have found that 10 seconds
are sufficient for both parameters.
5.1.5 Approach Analysis
ParametersWe assume that the metrics selected for scaling (contained in the vector zt)
are decided in advance. For instance, in our evaluation in Section 5.2, we use
CPU and memory utilization. Furthermore, we assume that the input to the
system (ut), is also defined in advance. In our evaluation, D and ∆D constitute
this input. The measurements zt are assumed to be performed with a certain
accuracy, defined by a zero-mean Gaussian noise with covariance R. We show in
Section 5.1.4 how to determine this parameter, and evaluate this in Section 5.2.3.
Furthermore, the input transition function f constitutes a parameter of our
approach. In our evaluation, we use the linear function x+ a ·D+ b ·∆D, where
a and b are parameters determining the sensitivity of the EKF-based filter to the
input data rate. Finally, the state xt itself is assumed to be subject to zero-mean
Gaussian system noise with covariance Q. Like R, Q constitutes a parameter,
and in Section 5.1.4, we show how to determine its value. Finally, the duration
of both the dead time and the ease-in time, also described in Section 5.1.4,
constitute parameters relevant to the bootstrapping process.
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Time and Space
Complexity
In the following, n denotes the number of elements of the system state vector
x, and m denotes the number of elements in the measurement vector z. An
EKF iteration (predict-update) is required every time new measurements are
available. We use a measurement frequency of 2 Hz to remain well below the time
required to spin up operator instances, and provide the EKF with sufficiently
frequent data. The predict step, shown in (5.10)–(5.12), entails the application
of f (an m × n operation), the estimation of z using h (an n × n operation),
and the calculation of Pt (multiple n× n operations). The update step, shown
in (5.13)–(5.14), consists of the calculation of the Kalman gain Gt (one 1× n
and multiple n × n operations), and the estimation of the new system state
x̂t, consisting of two 1 × n and one n × n operation. In summary, the EKF
computation time is in O(n2m).
With regard to space, EKFs have the benefit of not keeping history, and therefore
the EKF state size is constant over time. It consists of the two state estimation
vectors x̂t∗ and x̂t (cardinality n), the measurement estimation vector ẑ (cardi-
nality m), and the matrices P and Gt (cardinality n× n). Overall, the space
required for the EKF is in O(n2 +m).
5.2 Evaluation
We perform a series of experiments to evaluate our solution. In the following,
we describe the testbed, the experimental workload, and our evaluation method.
5.2.1 Experimental Testbed
As outlined in detail in Section 5.2.2, the experiments involve the parallel stream
processing of large amounts of images using a private cloud platform. This
platform is an OpenStack instance using Kernel-Based Virtual Machines (KVM)
running on eight nodes, each with four Intel Xeon E3-1230 v6 CPU cores. In
total, 128 GB of memory are available. The DSP operator instances consist of
Java applications created for this experiment, using ImageJ4. The system of
operator instances constitutes our experimental DSP platform.
Operator instances are executed on VMs, where each VM is exclusively as-
signed one physical core in order to avoid tainting the measured data with
adverse artifacts stemming from memory caching, CPU scheduling, and context
switches. Depending on the scaling decision, we either spin up additional VMs
with new operator instances, or spin down VMs. In this evaluation, we only
regard one operator type, with potentially multiple operator instances. We use
stateful operator instances, therefore, state must be managed during scaling (see
Section 5.2.2). Including both VM boot time and state transfer, preliminary




seconds to be ready. Once available, running operator instances are supplied
with images on a round-robin basis from an input queue. While the input queue
serves data to the operator instances in First In, First Out (FIFO) order, overall,
FIFO order is not guaranteed, since instances might process data at different
speeds. We perform no re-synchronization after processing, as our workload
processes images individually.
5.2.2 Workload
For our workload, we use images submitted to the DSP for processing, which
is a well-known DSP use case, e.g., [271], as well as queries for certain pixel
metrics gathered during the stream processing of the images.
DSP OperatorsWe vary the amount of images submitted to a given operator according to
patterns in three distinct workload scenarios. As described in detail in the
example scenario for this chapter, the images processed are taken from a real-
world biomedical engineering use case [137]. Images of biological cells, obtained
from tissue samples and taken using fluorescence microscopy, are analyzed for
certain properties. Each image has around 1.7 megapixels, is originally in Tagged
Image File Format (TIFF) format, and around 1.3 MB in size.
Furthermore, each image is given Cartesian (X/Y) coordinates determining its
position within the overall tissue sample. It is the task of the operators to apply
a set of image filters (Gaussian blur, split into RGB channels, edge detection,
and object count). In the real-world use case, these filters are used to count
biological cells with a given fluorescent marker.
QueriesWith an average rate of 1 per 100 images, we also submit queries, where details
about pixel intensities regarding a randomly chosen X/Y position in the last
1000 images are requested from the operator. The query consists of the X/Y
position, and the return value is a vector containing the last 1000 pixel intensities.
This is done to calculate the distribution of pixel intensities for a specific pixel,
allowing to assess the significance of this particular X/Y position for the overall
result. Therefore, the operator is required to maintain state containing this
information, namely a sliding window of length 1000 (count-based, slide of 1).
Furthermore, when scaling out and in, operator instances are made responsible
for a given region within the X/Y plane of the overall cell tissue. For this, the
plane is split into equal parts, and each operator instance is assigned one of these
parts (i.e., sharding by Cartesian coordinates). Therefore, each scaling operation
involves migration of state between operator instances. For the sake of evaluation
simplicity, we assume no failures (lost state or intermittent disconnection).
SLA LimitationsWe impose SLA limitations for both the processing of the images, as well as the
queries. The SLA for images is a maximum processing time of 5 seconds, while
the SLA limitation for queries is one second. Any processing duration in excess
of these deadlines poses a SLA violation.
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Figure 5.7: Excerpt of the workload scenarios used in the evaluation
The workload is varied according to three different scenarios:
Pyramid: This scenario is generated synthetically using a step-wise increase
of the amount of images submitted to the operator input queue, followed
by a likewise reduction of this amount, and a repetition of this process for
the entire duration of the simulation run. This generates a pyramid-like
data rate pattern.
In this work, we use 0 and 60 as the minimum and maximum amount of
images per second, respectively. The increase per step is 15 images per
second, and each level is held for 130 seconds. These values are chosen to
create an easily measureable pattern of usage, while using data rates and
timings similar to the real data trace (Lab) described below.
Square: Another synthetic pattern is generated by alternating between a low
amount of images, and a high amount of images per second used for input
to the operator. In this work, we use 1 and 65 as the minimum and
maximum amount of images, perform instant changes to the data rate,
and hold both values, i.e., 1 and 65, for 370 seconds. This pattern allows
us to analyze the impact of very sudden changes in workload on the filters.
Lab: This scenario stems from the used dataset and represents the amount
of data processed in the lab. It is not synthesized, but represents real-
world observation of the amount of recorded images. This real-life pattern
contains both rapid and smooth changes and allows us to measure the
behavior of our solution in a usage pattern close to a real-world scenario.
Figure 5.7 shows an excerpt of the input workload pattern for all three scenarios.
We use the first two scenarios, i.e., the synthetic patterns Pyramid and Square,
to analyze in detail the performance of our algorithm in extreme cases, such as
the rapid increase or decrease of arriving data. We then additionally use the




We perform the experiment in various configurations, and repeat each configura-
tion 20 times (20 runs). An average of the measured values is recorded together
with the standard deviation σ. One run lasts 2700 seconds (45 minutes).
FiltersWe use three filters in our experiments, consisting of the presented EKF-based
approach (denoted as EKF) and two baselines for comparison (denoted as PURE
and GW). The PURE filter is the identity function, i.e., no value filtering is
used. The GW filter uses the Generalized Weierstrass (GW) transform. The
GW transform adds the variance parameter t to the standard Weierstrass trans-
form [272]. This parameter influences the radius (variation) of the smoothing
effect provided by the Gaussian kernel. The kernel used in the convolution is
shown in (5.19), where x represents the time ordinate and t denotes the variance.






For the implementation, we use a rectangle window function. Due to the low
measurement frequency compared to the computational capacity (2 Hz), a
sufficiently large window size is feasible and has no significant impact on the
result, since the weights for very old measurements are marginally low. We use
a window size of 1 minute.
The parameter t is dependent on the system used, and is best set to a value
allowing for sufficient smoothing while minimizing the delay of edge detection. In
the frequency domain of the Fourier analysis of our data, no signal distinguishable
from noise is present above 0.3 Hz. We therefore set t = 32 = 9, i.e., the
wavelength for 0.3 Hz in seconds, squared for variance. A discussion of Gaussian
kernels and their usage within signal processing can be found in [176].
Since we perform the filtering live and cannot access future values for our
calculation, only the left side of the symmetrical kernel is in effect, denoted by
the range x ≤ 0 and containing past measurements.
A major flaw of all algorithms using linear smoothing methods such as Gaussian-
type transforms like the GW transform is the fact that due to the averaging
performed in these algorithms, they also smooth out edges in the signal. In elastic
stream processing, this means that changes in the data rate are not detected
immediately, and thus scaling operations are delayed by design. Furthermore,
such algorithms only provide decisions whether to scale out or in, while the
EKF also indicates how many additional instances are required. This is due to
the inclusion of extrinsic metrics by the EKF, such as the input data rate.
All filters used in the evaluation, i.e., PURE, GW, and EKF, are presented
with measurements of the system state. In our scenario, we measure the
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Table 5.2: Sensitivity analysis for Θ− and Θ+, best result underlined
Θ+
50% 60% 70% 80% 90% 100%
Θ−
40% 65,144 63,596 63,554 61,160 69,434 67,850
50% 63,632 61,484 60,056 62,450 67,244
60% 61,370 65,000 65,678 69,098
70% 67,628 69,668 75,818
80% 79,508 80,168
90% 79,154
CPU and memory utilization, however, the approach is generally applicable to
any (numeric) metrics. The filtered version of the measurements, reflecting the
approximated internal system state, is then used to reach scaling decisions. We
use threshold-based scaling to evaluate both filters, a technique commonly used
in literature [59, 131, 193]. Scaling is performed based on the average value of all
operator instances, taking into account every metric. Scaling out is performed
if at least one metric is above the scale-out threshold. Scaling in is performed if
all metrics are below the scale-in threshold. This is used to avoid bottlenecks
stemming from single metrics.
Scaling Thresholds
Sensitivity Analysis
We therefore define two thresholds, Θ−, representing the scale-in threshold,
and Θ+, representing the scale-out threshold. There are various means of
choosing thresholds, including automatic learning of parameters. Such learning
is not within the scope of this work, but existing techniques, e.g., [189], could
be integrated into our approach. Instead, we perform a 20-fold sensitivity
analysis to identify both thresholds. The sensitivity analysis is performed for
all filters (PURE, EKF, GW) using the three evaluation scenarios (Pyramid,
Square, Lab), thus covering the entire parameter domain of this evaluation.
Only meaningful values for Θ− and Θ+, i.e., Θ− < Θ+ are used. For all
threshold combinations, we measure the resulting amount of SLA violations.
Table 5.2 shows the resulting average numbers of SLA violations for all filters
and scenarios. All standard deviation values σ are below 100 and are not
shown. We observe that Θ+ = 80% consistently provides the optimal results.
Furthermore, Θ− = 50% provides the optimal results, however, with all three
filters, Θ− = 40% is a close runner-up, and we therefore choose Θ− = 45% for
our evaluation. Similar values are used in existing literature [116, 154].
CPU Measurement
Noise Analysis
In addition, we provide experimental verification for the assumption proposed
in Section 5.1.3, according to which the measurement noise of CPU load follows
a zero-mean Gaussian distribution. By using FakeLoad [237] in preliminary
experiments, we verify that the variance of the measurement is indeed distributed
in a sufficiently uniform manner. We perform a 20-fold sensitivity analysis,
and while the measured σ does vary, the skew we encounter is not significant
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Figure 5.8: CPU load measurement noise analysis
to our evaluation. Figure 5.8 shows the mean data of these measurements.
Measurements for memory utilization show almost no measurement noise.
5.3 Experiments and Results
As described in Section 5.2, we evaluate our approach using a total of nine
experiment configurations (three filters, three workload scenarios). Each config-
uration is executed 20 times, and each run lasts 45 minutes. In total, 135 hours
of execution time are required for our scenarios.
During the experiments, we record the operators’ CPU and memory utilization,
the amount of running VMs, the image processing durations, and the SLA
violations (see Section 5.2.2). For these metrics, we use the average of all 20 runs
for each configuration in order to smooth out measurement noise introduced by
the experimentation testbed.
We show an example of individual runs to demonstrate the overall functionality
of our evaluation approach in Section 5.3.1. In Section 5.3.2, we present the
aggregate results of our experiment runs. We discuss the results in Section 5.3.3.
5.3.1 Exemplary Runs
We first show results from excerpts of individual results, in order to demonstrate
the functionality of our EKF approach and its effects on the scaling behavior of
the system. Figure 5.9 shows an excerpt of three experiment runs. All three
runs use the Pyramid workload scenario, and apply either the PURE, GW, or
EKF filter. For all three runs, we show the resulting amount of running VMs
on the left ordinate. Additionally, for reference, we show the input workload (in
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Figure 5.9: Running VMs in the Pyramid experiment (left ordinate), and input
load (right ordinate)











































Figure 5.10: Average CPU load in the Pyramid experiment (left ordinate), and
input load (right ordinate)
images per second) on the right ordinate. The input workload clearly shows the
pyramid-like pattern described in Section 5.2.2.
We make the following observations during the analysis of this excerpt:
• GW shows the anticipated delay in reaction (e.g., around t = 200, t = 300,
t = 410), which is due to the fact that GW can only provide scale-out or
scale-in instructions, but cannot dictate how many VMs are to be spun
up or down. Since PURE reacts to changes directly, such delay is not
observed for PURE.
• PURE shows excessive scaling operations, reflected in variation of VM
count, which is due to the relatively high fluctuation of measurements.
GW also suffers from such fluctuations, albeit to a lesser degree.
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• GW suffers from overshoot when transitioning from a no-load to a load
condition (seen around t = 220). This is again due to the fact that GW
only gives a scale-out response if Θ+ is exceeded by any metric. As VMs
are spun up, Θ+ remains exceeded, and especially in the initial start of
load (t = 170), this causes overshoot.
• EKF shows numerous spikes, where an excessive number of VMs is acti-
vated for a load increase. While these spikes are unfavorable, their amount
is negligible compared to the frequent scaling of GW and PURE. Further
fine-tuning of the state transition function could be used to further reduce
these artifacts.
• The crucial advantage of EKF, its potential to not only provide scale-out
and scale-in instructions, but also to dictate how many VMs are required
to be spun up or down, can be observed. The EKF VM amount, once
settled, remains mostly stable.
• EKF, similarly to GW, also exhibits a minor amount of fluctuation when
transitioning from a no-load to a load condition. Several scale-out and
also some scale-in operations take place around t = 170.
• However, EKF settles in a significantly more stable way, and seldom
requires correction; an example for this can be seen around t = 880. While
EKF also shows visible overshoot, this overshoot is minor, and is corrected
very soon.
• It is visible that EKF often uses more VMs than GW and PURE, which is
caused by its parameters a and b, i.e., the sensitivity to the input data rate.
As we see later in Section 5.3.2, while this effect causes more immediate cost
due to an increase of VM time required, it leads to substantial reduction
of SLA violations and total processing time.
• GW and EKF cause the system to react in an asymmetrical way when
considering scale-out and scale-in operations. This is visible when observing
the first reduction of workload around t = 650. In both cases, the system
does not start scaling in until the next workload reduction. This behavior
is due to the nature of threshold-based scaling, where a given demand can
have multiple different scales while keeping the system load within the
thresholds.
• PURE does not exhibit this asymmetry, which we attribute to its frequent
scaling operations. PURE is therefore more likely to traverse across its
thresholds and does not “linger” in a scaled-out state.
In Figure 5.10, we study in detail the behavior of EKF during the run shown in
Figure 5.9. Since during most of the experiments, the CPU load was the factor
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limiting scaling operations, we focus on this metric in this analysis. On the left
ordinate, we show the measured CPU load, and the EKF-filtered measurement.
Both of these numbers are represented averaged over all operator instances. In
addition, like in Figure 5.9, for reference, we show the input workload on the
right ordinate.
Here, we make the following observations:
• Generally, EKF provides the expected smoothing of measurements.
• While mostly ignoring noise, EKF reacts promptly to changes caused by
actual workload increase. In some situations, EKF yields values larger
than 1.0, which, in addition to the scale-out decision itself, provides an
indication of how many more instances are required.
• We see that the correction around t = 880, mentioned in the previous
findings, is due the load being close to Θ+ after the workload decrease at
t = 800, and finally reaching Θ+ at t = 880, where the aforementioned
correction takes place, scale-out is performed, and the average load drops
again until t = 920.
Summarizing the findings from the exemplary runs, we confirm that the EKF-
based filter is working as intended, and the results are qualitatively consistent
with the expectations. While naturally the performance of GW could be further
increased, especially the low-amplitude fluctuations could be further reduced
by fine-tuning parameters, the overall aspects—that is, the delayed response,
overshoot, and overall fluctuation of GW—remain.
5.3.2 Aggregate Results
In this section, we present the overall results of our experiments, averaged
over 20 runs. We measure the total VM time consumed (measured per second,
expressed in hours), the amount of scaling events, the average processing time
for images and state queries, and the amount of SLA violations.
Tables 5.3, 5.4, and 5.5 show the results for Pyramid, Square, and Lab, respec-
tively. Since we cannot assume equal variances, we use Welch’s t-tests [262]
for determining statistical significance. We perform a test for each pair of
values measured using PURE, GW, and EKF. We can reject H0 (i.e., claim
significance) for all value pairs except the total VM time using Square with
GW and EKF (Table 5.4, first row, GW and EKF), where we cannot reject
H0. The p-value is 0.1092, i.e., rejecting H0 would yield a 10.92% likelihood
of a type I error. For all other tests, where we can reject H0, the p-values are
less than 0.004. Therefore, the following observations are based on statistically
significant results.
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Table 5.3: Aggregate results for the Pyramid scenario, lowest results underlined
Metric PURE (σ) GW (σ) EKF (σ)
Total VM Time [1000 h] 8.0 (0.2) 8.4 (0.2) 8.9 (0.3)
Scaling Events 420.6 (11.5) 304.6 (10.5) 58.5 (8.5)
Image Processing Time [s] 2.7 (0.1) 2.1 (0.2) 1.5 (0.7)
Query Processing Time [s] 0.6 (0.1) 0.5 (0.1) 0.3 (0.2)
SLA Violations [1000] 53.8 (0.5) 51.7 (0.7) 47.1 (1.3)
Table 5.4: Aggregate results for the Square scenario, lowest results underlined
Metric PURE (σ) GW (σ) EKF (σ)
Total VM Time [1000 h] 8.6 (0.2) 9.0 (0.2) 9.2 (0.5)
Scaling Events 326.1 (3.3) 294.2 (2.4) 28.5 (13.5)
Image Processing Time [s] 4.6 (0.1) 3.9 (0.2) 1.8 (0.1)
Query Processing Time [s] 0.9 (0.1) 0.8 (0.1) 0.3 (0.1)
SLA Violations [1000] 63.2 (0.4) 63.9 (0.2) 47.6 (2.6)
Table 5.5: Aggregate results for the Lab scenario, lowest results are underlined
Metric PURE (σ) GW (σ) EKF (σ)
Total VM Time [1000 h] 9.9 (0.2) 10.6 (0.4) 12.1 (1.0)
Scaling Events 423.45 (12.6) 288.0 (18.2) 54.6 (4.2)
Image Processing Time [s] 3.0 (0.1) 2.7 (0.1) 1.6 (0.4)
Query Processing Time [s] 0.8 (0.1) 0.5 (0.1) 0.3 (0.1)
SLA Violations [1000] 69.9 (0.9) 67.0 (0.9) 63.8 (3.6)
Standard Deviation,
Mean Values
We note that the standard deviations of all measurements are relatively low (re-
flected in the fact that all p-values except one are below 0.004), which indicates
consistency in our experimental testbed. While the order of standard deviations
varies from scenario to scenario (e.g., for the amount of scaling events recorded),
due to low standard deviation, this does not pose a risk to our evaluation.
Comparing the measured numbers themselves (i.e., the means), we observe that
all scenarios show consistent results. EKF performs best for all metrics except
the total VM time consumed. This means that EKF provides a reduction of
scaling events, a decreased workload processing time, and less SLA violations,
at the cost of VM time. We provide a detailed break-even analysis for this
trade-off in Section 5.3.3.
For all metrics, the order between PURE, GW, and EKF is consistent for
all scenarios, i.e., GW values are always between PURE and EKF. The only
exception is the number of SLA violations in the Square scenario, shown below.
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Relative Changes When analyzing percental changes for a metric, we provide the change of
EKF compared to GW, followed by the change of EKF compared to PURE
in parentheses. For instance, a reduction of scaling events of 80.1% (86.1%)
denotes that EKF provides a 80.1% reduction of events compared to GW, and
a 86.1% reduction compared to PURE.
In all three scenarios, the total VM time is the highest for EKF, and the lowest
for PURE. The effect is strongest in the Lab scenario, where the increase is
14.1% (22.2%), followed by Pyramid, where the increase is 6.0% (11.3%). The
lowest increase, 2.2% (7.0%), is seen for Square. This indicates that abrupt,
step-wise changes, followed by constant load, as present in Pyramid and even
more extremely in Square, work in favor of EKF, while lower, constant changes
in workload increase the additional VM time consumed by EKF. In total, EKF
causes an increased VM time of 7.8% (13.9%).
The amount of scaling events is drastically lower for EKF in all scenarios.
For Pyramid, EKF reduces scaling events by 80.1% (86.1%). For Square, the
reduction is 90.8% (91.3%), and for Lab it is 81.0% (87.1%). Again, Square
causes EKF to have the strongest effect, however, also the lowest change of
80.1% for Pyramid is drastic. In total, EKF causes a decrease in amount of
scaling events by 84.0% (87.9%).
The image and query processing times are also lowered by EKF, with a higher
impact seen for image processing times. The following figures describe the
processing times of all operations, i.e., image processing and state queries. For
Pyramid, the decrease of processing time is 28.6% (44.5%). For Square, the
decrease is 53.9% (60.9%). For Lab, it is 40.7% (46.7%). Therefore, in the case
of processing times, the effect of rapid changes does not seem to have an impact
comparable with the previously discussed metrics. In total, operation time is
decreased by 43.7% (52.4%).
Finally, we inspect the impact of EKF on the amount of SLA violations. The
reduction caused by EKF for Pyramid is 8.9% (12.5%), the reduction for Square
is 25.5% (24.7%), and for Lab, it is 4.8% (8.7%). The total reduction of violations
is 13.2% (15.2%). Here, again, the highest reduction is seen for Square, indicating
an impact of rapid changes on the reduction of SLA violations by EKF.
5.3.3 Discussion and Cost Analysis
In the results presented above, we show that using EKF reduces three met-
rics (scaling events, processing time, and SLA violations), but increases the total
VM time consumed. While the reductions provided are substantial, especially
with regard to the processing times and the amount of scaling events, the
increase of VM time implies a trade-off between increased VM time on the one
hand, and a reduction of the remaining metrics on the other hand.
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Cloud providers currently do not charge for spin-up and spin-down of machines.
Therefore, the scaling events cannot be assumed to cause direct cost but never-
theless lead to higher processing times. In fact, increased processing time usually




We recall the total increase of 7.8% of VM time, and the reduction of SLA
violations by 13.2%, compared to GW. We assume cost of cv per VM hour, and
cost of cs per SLA violation (i.e., penalty), and formulate the inequation shown
in (5.20), stating that the cost caused by additional VM time must be lower
than the cost saved by reducing SLA violations.
1.078 cv < 1.132 cs (5.20)
From this, we can deduce the inequation shown in (5.21), denoting that the
break-even point for EKF is when VM hours are less expensive than SLA
violations, with an additional margin of 5%. At the time of performing this
evaluation (December 2018), the Google Cloud Platform price for one core
hour (Frankfurt) is $0.0612. Assuming this price, EKF is profitable if the SLA
violation penalty is more than $0.059 per violating image or query.
cv < 1.05 cs (5.21)
VM Cost versus
Operation Revenue
Alternatively, we calculate the break-even point comparing VM hours to oper-
ation processing times. We recall the reduction of processing time by 43.7%,
compared to GW. This results in an increase of 11−0.437 = 1.776, i.e., by 77.6% of
processed operations. Again assuming cost of cv per VM hour, and revenue of rp
per processed operation, we formulate the inequation shown in (5.23), denoting
the break-even point for EKF compared to GW. We see that EKF reduces cost
if the cost for one VM hour is less than the revenue per operation by a factor of
1.6475. Assuming again $0.0612 per VM hour, EKF is profitable if the revenue
per processed element is higher than $0.038.
1.078 cv < 1.776 rp (5.22)
cv < 1.6475 rp (5.23)
Based on our experiments, we have shown realistic break-even points for EKF
compared to GW, providing a cost-efficient operating range with regard to VM
hour cost, SLA violation penalties and operation processing revenue. We use two
types of workload in this evaluation. Additional types or complexities of queries
could be used, but, depending on their exact form, might require additional
metrics to be added to the system state described in Section 5.2.3.
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Summarizing our evaluation results, we see that using EKF-based filtering has
numerous benefits. Since the EKF includes extrinsic metrics, an estimation of
the number of additional VMs is provided, instead of just scale-out or scale-in
decisions. This leads to more accurate and less frequent scaling operations, to a
considerable reduction of processing time, and to a decrease of SLA violations.
5.4 Related Work
In this section, we discuss the state of the art with respect to our fundamental
assumptions in general, regarding existing approaches to scaling in DSP systems,
including time series analysis and filtering,
Scaling Overhead As a fundamental assumption for our work, we state that computational overhead
caused by scaling induces significant cost. The impact of overhead from scaling
of cloud resources has been studied by Corradi et al. [68] (in the context of
overhead within cloud data centers) and by Mao et al. [185] (in the context
of auto-scaling in cloud workflows). The common result is that indeed, such
overhead has significant impact and should be kept to a minimum. In other
literature, focus is put on overhead caused not by the scaling itself, but by the
decision-making. Computational effort required to solve optimization problems
can become quite high [74, 256], especially when using techniques such as
MILP [180]. This complexity is somewhat reduced when dealing with ML
techniques such as ANNs [140, 204]. As we show in Section 5.1.5, EKF incurs
relatively low computational overhead.
Scaling in DSP Next, we consider scaling in DSP systems, a topic thoroughly researched and
surveyed in the literature. Work by Mencagli et al. [193] uses the Model-based
Predictive Control (MPC) technique to create a trade-off between reconfigura-
tion stability and amplitude. While the context (DSP) is the same, and the
aim (reduction of reconfiguration overhead) is similar to ours (reduction of the
amount of scaling operations), the authors focus on the use of a distributed and
cooperative approach, while we focus on the usage of multiple data sources and
reduction of noise.
Floratou et al. [98] propose Dhalion, a self-healing and self-regulating extension
for streaming systems, and implement it on top of Twitter Heron. The authors
present a framework where metrics are used to detect certain symptoms of
declining system health. Dhalion then automatically uses diagnosers to determine
possible reasons (diagnoses) for decline in system health, and invokes resolvers
to attempt to bring the system back to health. Dhalion features self-monitoring
by checking whether actions taken have indeed resolved a symptom, and uses a
learning mechanism to blacklist resolutions not contributing to the symptom’s




Abadi et al. [2] present the Borealis DSP engine, along with a flexible and
QoS-based optimization model. However, while certain intrinsic values are
measured (e.g., CPU, disk), the scaling mechanisms presented do not take into
account extrinsic metrics such as the rate of input data. No detailed information
is given about whether pre-processing of recorded data (e.g., de-noising) is used.
Input Data RateThe usage of input data rate for scaling decisions has repeatedly been considered
in literature [129, 156, 269], as was using threshold-based systems to reach scaling
decisions [59, 131]. All of those approaches, however, suffer from the overhead
problem described in the introduction to this chapter. Some research has been
conducted specifically to tackle this problem of overhead due to volatile input.
A general recommendation is the usage of low-pass filters [68]. Another example
of linear filters is found in the work by Gong et al. [108], where scaling decisions
are based on a Fast Fourier Transform (FFT) and pattern recognition. To avoid
overhead cost, the authors use a delayed scaling mechanism, i.e., hysteresis. In
contrast to the work at hand, Gong et al. do not include extrinsic (environment)
metrics, such as the input data rate. Instead, only hysteresis is used to perform
smoothing of metrics. The filtering presented in our work can therefore be used
as a stage prior to the scaling mechanism presented by Gong et al.
Time Series AnalysisIn our work, we use time series analysis, which is often used for scaling in
literature [178]. For instance, this is achieved by creating an auto-scaling
algorithm using pattern matching [58], or using wavelet analysis [204]. This is
complimented by either using ANNs for proactive and predictive analysis [140,
204], or reinforcement learning [82]. As an interesting approach, a combination
of predictive and reactive approaches has been used in [101]. Predictive elements
are used for coarse, long-term time scales, while reactive provisioning handles
fine-grained, short-term peaks. However, none of these approaches use extrinsic
metrics as a data source for reaching scaling decisions.
To the best of our knowledge, apart from our own preliminary work [33], where
we outline two approaches extending simple threshold-based scaling, EKF and
TVD, only the approach by Gandhi et al. [102] takes into account EKF for
resource scaling. In their study, Gandhi et al. propose a performance model
using queuing-theoretic principles to predict the trade-off of various scaling
decisions. While our approach is situated in the domain of DSP, the authors
focus on scaling in cloud computing. The authors employ EKF-based filtering
to dynamically infer system parameters required by the performance model.
The experimental evaluation is similar to the one presented in Section 5.2.
Furthermore, the authors’ approach uses EKF to increase robustness, which is
also comparable to our approach, albeit in the case of the study by Gandhi et al.,
the robustness is sought against inaccuracies from the model-driven approach,
while in our case, EKF is used to reduce noise stemming from inaccuracies
originating in the measurement itself.
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5.5 Summary
In this chapter, we have proposed EKF-based filtering for scaling in DSP systems,
to reduce the amount of scaling operations and cost caused by SLA violations.
We presented a model in which a time series of measurements of system state
is filtered using EKF, and provided details to the application of EKF. We
created a system capable of unifying intrinsic measurements (e.g., CPU and
memory utilization) with extrinsic measurements (e.g., incoming data rate). The
resulting filter quickly reacts to changes in the environment, while minimizing
sensitivity to both process and measurement noise. We utilized these filtered
values to reach scaling decisions.
We have evaluated our work using a real-world dataset and workload to run
experiments, both showing the characteristics of individuals runs, and comparing
aggregated numbers to two baselines. While the VM time increased by up to
13.9%, we see an overall reduction of the number of scaling events by up to 87.9%,
a reduction of processing time by up to 52.4%, and a decrease in SLA violations





The approaches presented in the previous chapters all rely on data in the form
of measurements for predicting a certain outcome, e.g., by using past system
load measurements to predict future system load. However, such approaches are
not applicable in situations where data is missing or insufficient. In this chapter,
we demonstrate a scenario where the problem of an unpredictable outcome is
mitigated by changing the underlying system in a way that makes this outcome
deterministic and predictable.
This work is embedded in the context of blockchains, which have recently
gained significant interest in both industry and research [158, 280]. Apart from
Bitcoin [203], the first blockchain protocol and cryptocurrency, a multitude of
different blockchains have emerged, each proposing various features and use
cases. In addition to cryptocurrencies native to a specific blockchain (such as
Ether, the native currency of the Ethereum blockchain), so-called User-Issued
Assets (UIAs) have been created. A popular type of such UIAs are tokens.
The technological variety in the blockchain research space outlines the potential
of blockchains. Currently, these blockchains are largely independent and uncon-
nected. Therefore, one of the goals of ongoing research is investigating possible
interoperability between blockchains [150]. One means of such interoperability
is the design of cross-blockchain token transfer protocols [34].
The main challenge in the development of cross-blockchain technologies is the
practical impossibility of verifying the existence of data across blockchains, which
we refer to as the Cross-Blockchain Proof Problem (XPP) [35]. This means that
novel methods are required for transferring information from one blockchain to
another. In this chapter, we present a protocol which allows to trade tokens
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independently of a single blockchain. This protocol is called Decentralized
Cross-Blockchain Token Transfers (DeXTT) and enables a novel type of tokens,
where balances of wallets are stored not only on one blockchain, but on multiple
blockchains simultaneously. DeXTT enforces eventual consistency of these token
balances across blockchains using incentives, ultimately relaying on observers
of a token transfer (so-called witnesses) to propagate this transfer information
across blockchains.
Example Scenario. Alice is holding digital cryptographic assets in the
form of tokens on CHX, a blockchain. She trusts CHX because she believes
that it is a trustworthy blockchain and that the technologies used in CHX
are solid and hard to attack. In order to purchase goods, Alice wants to
transfer a certain amount of these tokens to Bob. However, Bob does not
want to accept assets on CHX, because he trusts CHY, another blockchain,
more. He believes that the technologies used by CHY are even more secure
than those used by CHX. Alice and Bob both do not want to abandon their
beliefs about the blockchains’ security levels, and they also do not want to
involve a centralized third-party exchange service, because this transfer is
very sensitive and both parties do not want to risk such a centralized service
losing or stealing their funds.
However, thanks to DeXTT, Alice and Bob can trade using a single, cross-
blockchain token type. Instead of having to use centralized services to
exchange their assets between token types bound to CHX and CHY, respec-
tively, they use a cross-blockchain token which utilizes DeXTT for transfers.
This way, both Alice and Bob can exchange assets without having to trust




In the work at hand, we discuss DeXTT, a novel protocol for transferring tokens
on a number of blockchain simultaneously. We denote an exemplary instance
of a token using this protocol as Cross-Blockchain Token (CBT). Note that
multiple instances of such a token can coexist. Our exemplary CBTs are not
locked to a single blockchain and can be traded using the DeXTT protocol,
which ensures synchronization of token balances across blockchains.
We refer to the set of blockchains participating in this protocol as an ecosystem
of blockchains. According to our protocol, a wallet Ww is holding CBTs not only
on a given blockchain, but on all blockchains in the ecosystem. Thus, a transfer
from Ww to another wallet Wv is required to be recorded on all participating
blockchains, and there must be consensus among all participating blockchains
about the balance of each wallet.
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Eventual ConsistencyDue to the XPP [35], strict consistency between blockchains is not possible
using practical means, since any verification of data between two blockchains
would essentially require the nodes of one blockchain to verify blocks of another
blockchain. This implies that both the data and the consensus protocol must
be shared across blockchains, which is not possible in practice. Therefore, in
our proposal, we relax this requirement to eventual consistency, i.e., we accept
temporary disagreement with regard to balances, as we show in the following.
Eventual consistency is a constraint commonly used in distributed systems [21,
22]. In practice, blockchains themselves only provide eventual consistency, since
there is no guarantee when data submitted to the network will be included in
a block. Therefore, using eventual consistency for synchronizing data between
blockchains is a feasible approach.
For the purpose of this work, we follow the assumption that each party is
generally interested in all the blockchains in an ecosystem, and specifically, in
the consistency of their balance across all blockchains. This means that all
interested parties (i.e., wallet holders) are monitoring all blockchains in the
ecosystem, and if a party participates in the protocol on one blockchain, it also
participates on all other blockchains. We support this assumption by defining
later that any inconsistency in wallet balances between blockchains effectively
renders the wallet useless.
DeXTT assumes that non-zero token balances already exist on the involved
blockchains. We explicitly do not define the economic aspect of CBTs, i.e., the
lifecycle of tokens. Several minting strategies exist, and we provide an overview
of such approaches (constant supply, minting rate, etc.) in previous work [34].
Any of these approaches is usable together with DeXTT, since the protocol
assumes that tokens already exist.
6.1.1 Cross-Blockchain Balance Consistency
As outlined before, we require eventual consistency between blockchains par-
ticipating in the proposed protocol. Since due to the XPP, we cannot directly




For this, we propose to achieve eventual consistency using claim-first transac-
tions [35]. While traditionally, blockchain transfers disallow claiming tokens
before they have been marked as spent, we explicitly decouple this temporal
order and allow its reversal, i.e., claiming tokens before spending them. In our
case, for a certain period of time, tokens are allowed to exist in the balance of
both the sender and the receiver (on different blockchains), namely until the
information is propagated to all blockchains. In the presented protocol, we
provide a mechanism to enforce eventual spending of the tokens in the sender
balance, as described in Section 6.2.
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Witnesses In order to ensure such eventual consistency, we rely on parties observing a
transfer to propagate this information across blockchains. These parties are
denominated as witnesses. A monetary incentive is provided for any witness
in order to ensure propagation. We use part of the transferred CBTs for these
witness rewards. The main challenge of this approach is the decision which
witness receives the reward. Using a first-come-first-serve basis is not feasible,
since it is possible that on one blockchain, one witness is the first to propagate
the transfer and claim the reward, while on another blockchain, another witness
takes this place. This would lead to two different witnesses receiving a reward
on two different blockchains, and therefore, to potentially inconsistent balances.
Contestants In this work, we address this problem by using deterministic witnesses [36].
Instead of using a first-come-first-serve reward distribution, we define a witness
contest which provides incentive for users to participate in the protocol. Its
duration is fixed to a validity period, contestants (i.e., reward candidates) can
register for the contest, and the decision of who wins the contest is made
deterministically and predictably by each blockchain at the end of the contest.
In Section 6.2, we propose an approach to deciding the winning witness in a way
that is fair (i.e., all contestants have the same chance of winning), while at the
same time, it is designed to be purely deterministic by definition, and—given the
assumptions discussed above—assures all blockchains reach the same decision
about assigning witness rewards.
Note that the requirement for participating in the witness contest is the propa-
gation of information about the token transfer. Therefore, the contest is used
as a vehicle of cross-blockchain information transfer, with the witness reward
used to ensure its reliability.
Our approach therefore solves the problem of assigning witness rewards, which is
required as an incentive for observers of a cross-blockchain transfer to propagate
this transfer information, ensuring eventual consistency across the ecosystem of
blockchains. In contrast to centralized solutions, our contribution provides an
entirely decentralized and trustless approach to cross-blockchain transfers.
6.1.2 Cryptographic Signatures and Hashes
In our approach, we make extensive use of cryptographic signatures and hashes,
which are essential for blockchains themselves. For instance, the Elliptic Curve
Digital Signature Algorithm (ECDSA) algorithm [149] is used by Ethereum for
creating and verifying signatures, and is also implemented natively and available
to the Ethereum Virtual Machine (EVM) [128]. We use Solidity, the smart
contract language of Ethereum, for the reference implementation of DeXTT.
However, we note that DeXTT is not limited to Solidity or the EVM, and
other blockchains offering signatures and hash algorithms can very well be used.
The only crucial property required by our approach is a distribution of hash
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values which is approximately uniform. Keccak256, the hash algorithm used
by Ethereum, satisfies this requirement [103], as does the Sha-256 algorithm
used by Bitcoin [104].
6.1.3 Notations and Conventions
In the following, we use particular notations for the concise description of
certain objects: We denote blockchains as C with a subscript letter, e.g., Ca.
Additionally, we denote wallets as W with a subscript letter, e.g., Ws, Wd, or
Ww. A wallet consists of a pair of corresponding keys, out of which one is a
public key, and one is a private key. When referring to a token transfer in
general, Ws is used to denote the source (sending) wallet, Wd is used to denote
the destination (receiving) wallet, and Ww denotes a witness as discussed in
Section 6.1.1. As discussed above—and later demonstrated in Table 6.1—the
balance of a wallet is stored across all blockchains.
TransactionsIn this work, we use the concept of transactions to denote actions executed on a
blockchain which modify the blockchain state. We use the expression “Ww posts
the transaction trans on Cc” to describe the conceptual protocol. In a scenario
where smart contracts are used, this translates to the key pair of Ww being
used to sign a call to the smart contract on blockchain Cc, where the function
trans() is invoked. For certain transactions, we define preconditions (e.g.,
sufficient balances), which can be implemented as checks within the smart
contract function. The transactions posted by wallets can either originate from
the action of a user, or be initiated by a program (e.g., a wallet application)
acting autonomously.
To denote our transactions, we use the notation as shown in (6.1), where trans
is the transaction type used (one out of claim, contest, finalize, veto, and
finalize-veto), Ww is the wallet (i.e., the pair of keys) used to sign and post
the transaction, a, b, and c denote data contained in the transaction (i.e., the
arguments), and σ is the signature when using the private key of Ww to sign
the data [a, b, c]. For brevity, we use only σ to denote a multivariate value, e.g.,







We denote a transfer of x CBTs from Ws to Wd as Ws
x−→Wd. Furthermore, we
denote the CBT balance of Ww recorded on Cc as Cc :Ww.
6.2 Decentralized Cross-Blockchain Transfers
In the following, we present the DeXTT protocol, together with an example
transaction. In our example, we consider three blockchains participating in
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cross-blockchain transfers, Ca, Cb, and Cc. Note, however, that our approach is
applicable to an arbitrary number of blockchains. Furthermore, we consider the
wallets Ws, Wd, Wu, Wv, and Ww. We assume that initially, Ws has 80 CBTs,
and all other wallets have a balance of zero (see Table 6.1). We furthermore use
a fixed reward of 1 CBT for the witness propagating this transaction across the
blockchain ecosystem. Note that pro rata fees (e.g., 1% of the transferred CBTs,
or an amount selected by the sender) are also possible and the exact fee model
is an economic choice. We will discuss this in more detail in Section 6.3.2.
As discussed in Section 6.1.1, claim-first transactions require all blockchains
within the ecosystem to maintain and synchronize token balances. Therefore,
the initial situation is as depicted in Table 6.1. Balances for Wu and Wv are
not shown, as they will remain zero throughout the example.
6.2.1 Transfer Initiation
In the following, we assume that Ws intends to transfer 20 CBTs to Wd, i.e., to
reduce the CBT balance ofWs by 20, increase the CBT balance ofWd by 19 (20
reduced by 1, the witness reward), and increase the CBT balance of a (yet to
be decided) witness wallet by 1. As stated in Section 6.1.1, we only require
eventual consistency for this transfer, i.e., a temporary overlap is allowed where
Wd has already received 19 CBT on one blockchain, but the balance of Ws is
still unchanged on another blockchain.
Therefore, Ws signs this intent, confirming that indeed, 20 CBTs—minus 1 CBT
of witness reward—are to be transferred to Wd. Furthermore, we define a
validity period for the transfer, which denotes the time during which the witness
selection for the transfer has to take place. In our example scenario, this time
span lasts for 1 minute, however, this time can be set significantly shorter or
longer, depending on the use case. We provide an analysis of the impact of this
parameter in Section 6.3.1.
We denote the entirety of the sender’s intent using the notation shown in (6.2),
where [t0, t1] is the validity period, and [ · ]α denotes the signature of the entire
content of the brackets byWs. The resulting signature itself is denoted as α. We
use the ECDSA algorithm, natively supported by the EVM, for all signatures.
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However, other algorithms can also be used, assuming that their verification is







The data contained in (6.2) is transferred to the receiving wallet Wd. This
transfer can happen on any blockchain within the ecosystem, or using an off-chain
channel. Since all of the data contained in (6.2) will be published throughout
the DeXTT transaction, this channel does not need to be secure, and we do
not specifically define any communication means. The receiving wallet then
counter-signs the data from (6.2) using its respective private key, yielding the
entire Proof of Intent (PoI), as shown in (6.3). Similar to α in (6.2), β in (6.3)
denotes the signature of all data contained in the brackets, as signed by Wd.
[
Ws




The PoI contains all information necessary to prove to any blockchain (i.e., to
its smart contracts and miners) that the transfer is authorized by the sender and
accepted by the receiver. The receiver can now post this PoI using a transaction
we call claim. This transaction allows the receiver to publish the PoI in order to
later claim the transferred CBTs. The receiver can post this on any blockchain
within the ecosystem, and does not need to post it on more than one blockchain,








The preconditions for the claim transaction are (i) that the PoI is valid (i.e.,
that the signatures α and β are correct), (ii) that the balance of the source
wallet Ws is sufficient (larger than x), (iii) that the PoI is within its validity
period (t0 < t < t1), and (iv) that no PoI is known to the blockchain on which it
is posted with an overlapping validity period and the same source wallet Ws. In
other words, a wallet must not sign an outgoing PoI while another outgoing PoI
is still pending. This is done in order to prevent a double spending attack, where
two PoIs are signed which are conflicting, i.e., which, if both were executed,
would reduce the sender’s balance below zero.
The purpose of the claim transaction is the publishing of the PoI, which can
then be propagated across the blockchain ecosystem as described later.
In our example, we assume that the receiver Wd posts the claim transac-
tion (containing the PoI) on Ca as shown in (6.5), where 1 and 61 mark the
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validity period in seconds (i.e., one minute total validity), 0xAA is assumed to
be the signature α, and 0xBB is assumed to be the signature β. For brevity,
one-byte signatures are used for demonstration in this example. Naturally, in








The claim transaction on Ca changes the blockchain state as shown in Table 6.2.
We see that the PoI has been stored within Ca, and is referred to by its signature α.
The balances remain unchanged on Ca because the validity period is not yet
concluded, i.e., t1 is not yet reached. Naturally, since no information has been
posted yet to Cb and Cc, these blockchains also remain unchanged.
6.2.2 Witness Contest
At this point, the information about the intended transfer (the PoI) is only
recorded on Ca. However, this information must be propagated to all other
blockchains as well to ensure consistency of balances across blockchains. As
described in Section 6.1.1, we use a monetary reward provided to observers to
ensure this consistency. The observer receiving this witness reward is selected
during the witness contest as described in this section.
Any party observing the claim transaction on Ca can become a contestant,
i.e., a candidate for receiving a reward. In order to become a contestant, the
party must propagate the PoI across all blockchains in the ecosystem. We define
the transaction used for this as contest. This transaction is defined for any
arbitrary wallet Wo as shown in (6.6), where the new signature ω is the result
of the contestant Wo signing the PoI. This signature will later play a role in
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The contest transaction can be posted multiple times by various contestants
during the validity period. The preconditions are the same as for the claim
transaction, i.e., the PoI must be valid and must not violate any other PoI
validity period. The only effect of the claim transaction is that the PoI itself
and the contestant’s participation in the witness contest are recorded on the
respective blockchain.
In our example, we assume that Wu is the first to post a contest transaction
on Cb as shown in (6.7), where again, 1 and 61 denote the validity period, 0xAA
and 0xBB are the PoI signatures, and 0xC2 is the signature resulting from Wu
signing the PoI. The signature values in this example are chosen arbitrarily in
order to demonstrate the subsequent witness contest. Again, one-byte signatures








Next, we assume that the other observers Wv and Ww become contestants by
posting similar contest transactions. We assume that the resulting signature















Transactions (6.7–6.9) are eventually posted to Ca, Cb, and Cc. This is because
according to the assumption in Section 6.1, every contestant participating in
the contest is interested in participating in all blockchains in the ecosystem to
maintain consistency of their own wallets.
The state resulting from the three contestants posting to Ca, Cb, and Cc is shown
in Table 6.3. The blockchain maintains a list of contestants together with their
ω signature values.
6.2.3 Deterministic Witness Selection
After the expiration of t1, the witness contest ends, and a winning witness must
be selected to be awarded the witness reward. This is performed by the finalize
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Conceptually, the finalize transaction is purely time-based. It can be triggered
by the receiver, by any other party, or using a decentralized solution like the
Ethereum Alarm Clock [19]. The latter approach has the advantage of being
independent of any party’s activity. However, for simplicity, in our current
approach and the discussion below, we assume that the destination wallet Wd
posts the finalize transaction on each blockchain.
The finalize transaction only requires the parameter α, identifying the PoI,
because the blockchain already contains all necessary information about the
PoI. The precondition of t1 being expired (t > t1) is necessary for the finalize
transaction to avoid premature finalization.
The effect of the finalize transaction is that the contest for the PoI—referred
to by its signature α—is concluded. This means that the winning witness is
awarded the witness reward, which, according to Section 6.2, is 1 CBT in our
current approach. Furthermore, the conclusion of the contest performs the
actual transfer of CBTs, i.e., x CBTs are deducted from the balance of Ws, and
Wd receives (x − 1) CBTs (x reduced by the witness reward). This action is
executed on all blockchains, since finalize is posted on all blockchains.
We define the winning witness to be the contestant with the lowest signature
ω (i.e., with its value closest to zero). Since this signature cannot be influenced by
the contestants (because it is only formed from the PoI data and the contestants’
private key), they have no way of increasing their chances of winning a particular
contest, except for creating a large number of wallets (private keys).
Such “mining for wallets” is not a violation of our protocol and no threat to
its fairness, since doing so is computationally expensive, and therefore creates
cost on its own. There exists a break-even point of the witness reward and the
cost created by the creation of a large number of wallets [36]. Effectively, this
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Figure 6.1: Sequence of transactions within a DeXTT transfer
challenge is comparable to mining in Proof of Work (PoW) in that resources,
i.e., computing power, can be traded for rewards.
In our example above, the witness with the lowest ω is Ww, with ω = 0xC1.
Therefore, this witness is awarded the witness reward. The final blockchain
state is shown in Table 6.4. The balances of the competing contestants Wu
and Wv—not shown in Table 6.4—remain zero. The expired PoIs are no longer
shown for brevity.
Figure 6.1 shows an overview of the transactions posted by various wallets on
various blockchains. The contestant which ultimately becomes the winning
witness (Ww) is shown separately from all other contestants, since this wallet
is later assigned the witness reward. We see that first, the sender Ws provides
the receiver Wd with the transfer information shown in (6.2). This may happen
before or after t0. Then, not sooner than t0, the receiver posts a claim
transaction to one of the blockchains (in this case, Ca). This is observed by all
contestants, which then post contest transactions to all blockchains. Note
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that the contest transactions do not have to follow any particular order, and
are expected to be posted concurrently by all contestants.
After t1 expires, the receiver posts the finalize transaction, which finalizes
the transfer and deterministically assigns the witness reward to the contest
winner (in this case, Ww).
6.2.4 Prevention of Double Spending
A malicious sender might sign two different PoIs conflicting with each other.
For instance, a sender owning 10 CBTs might create two PoIs, transferring
8 CBTs each, to two different wallets. Executing these transfers would reduce
the sender’s balance by 16 CBTs in total, resulting in −6 CBTs.
In order to prevent such behavior, we introduce the veto transaction. The
veto transaction can be called by any party noticing two conflicting PoIs (i.e.,
two PoIs with the same source, different destinations, and overlapping validity
periods). Since such PoIs are forbidden by definition, the veto transaction is
used to penalize the sender, and to protect the receiver from losing CBTs due
to inconsistent balances.
Since the veto transaction requires incentive, we propose to use the same
technique as presented above, i.e., a deterministic contest. Any observer of a
PoI conflict can report this conflict using the veto transaction, and after the
expiration of the veto validity period, the observer with the lowest ω signature
is assigned a reward.
We therefore define the veto transaction as shown in (6.11), where α refers to
the original PoI, which is known to the blockchain because it has already been
posted on a given blockchain, and the remaining data Ws, Wd′ , x′, t′0, t′1, and








The veto transaction, similar to contest, is posted on all participating
blockchains. Note that multiple observers can be expected to concurrently
post veto transactions. Therefore, it is possible that on one blockchain, a
given PoI (e.g., where α = 0x10) is posted first, and a second PoI (e.g., where
α′ = 0x20) is presented as “conflicting” by a veto transaction, while on another
blockchain, the PoI where α = 0x20 is posted first, and the PoI with α′ = 0x10
is posted in the veto transaction as “conflicting”. However, in the following,
we define a behavior for the veto transaction that still maintains consistency,
regardless of the order of PoIs.
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The preconditions for veto are that α refers to a PoI already known to the
blockchain, that the conflicting PoI is valid, and that the two contained PoIs
are actually conflicting.
The effects of veto are as follows: (i) The sender of the conflicting PoIs loses
all CBTs, i.e., the balance is set to zero to penalize such protocol-violating
behavior. (ii) Any of the two PoIs with a non-expired validity period (i.e., any
PoI where t < t1) is canceled. This means that no finalize transaction will be
permitted for this PoI, the transfer itself will therefore not be executed, and no
witness reward will be assigned. Finally, (iii) a new contest is started, called
the veto contest. The veto contest is similar to a regular witness contest in that
its purpose is the propagation of information (in this case, the information of
conflicting PoIs).
In the following, we propose a possible implementation of such veto contest,
however, its details (i.e., the definition of its validity period or the reward) are
specifics which may be implemented differently.
We propose to use the same reward for the veto contest as for the regular witness
contest (in our case, 1 CBT). Since all CBTs held by the sender are destroyed,
and only 1 CBT is assigned to the winner of the veto contest, all remaining
CBTs are lost. Furthermore, we propose the validity period expiration of the
veto contest, tveto, to be defined as shown in (6.12).
tveto = max(t1, t′1) + max(t1 − t0, t′1 − t′0) (6.12)
The definition shown in (6.12) states that the veto contest is valid until a point
in time which is found by taking the later expiration time of the conflicting
PoIs (max(t1, t′1)) and adding the longer validity period (max(t1 − t0, t′1 − t′0)).
This is done to ensure that sufficient time is available for the veto contest. Again,
we note that this is an implementation detail and other approaches (e.g., a fixed
period) are also possible.







The effect of the finalize-veto transaction is similar to that of the finalize
transaction, except that no actual transfer is executed. The witness reward
is again assigned to the veto contestant—that is, a wallet posting a veto
transaction—with the lowest ω signature in the veto transaction. Similar
to the finalize transaction, the finalize-veto transaction can be called by
anyone, and in particular, the winning veto contestant has monetary incentive
in doing so.
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6.3 Evaluation
The approach presented in Section 6.2 introduces transactions which change the
state of different blockchains within a blockchain ecosystem, according to given
rules. This can be implemented using smart contracts, e.g., using the Solidity
language [71]—more specifically, the EVM—on the Ethereum blockchain. We
use Solidity to create a reference implementation of the proposed protocol for
evaluation1. However, other ways of implementing such transactions exist. For
instance, instead of using smart contracts (e.g., when dealing with blockchains
without such capabilities), one might add backwards-compatible layers on top of
blockchains, providing the required capabilities for the transactions presented in
this work. A similar approach is used by OmniLayer [266] or CounterParty [69,
70], which add such layers for enhanced features. For this work, however, we use
our reference Solidity implementation of DeXTT for evaluation and cost analysis,
postponing the integration of approaches such as OmniLayer or CounterParty
to future work. Nevertheless, our current evaluation is sufficient to demonstrate
the overall functionality of the DeXTT protocol using Solidity smart contracts
as well as its conceptual applicability.
In order to evaluate our approach, we investigate its functionality, performance,
and cost impact in an ecosystem of blockchains with agents performing repeated
token transfers. We achieve these goals by using our reference implementation
consisting of Solidity smart contracts, deploying these smart contracts on a
number of private Ethereum-based blockchains, and using testing client software
to perform transfers with a given rate.
We ensure a reproducible and uniform ecosystem of blockchains by using three
geth nodes in Proof of Authority (PoA) mode, creating three private blockchains.
We choose PoA to achieve an energy-efficient testing and evaluation platform
while being able to perform repeated experiments. Note that the consensus
algorithm, i.e., PoW, PoA, or Proof of Stake (PoS), defines the behavior of
blockchain nodes between each other and maintains data consistency in the
network of a given blockchain [279]. However, the smart contract layer is
independent of the consensus algorithm. Therefore, our evaluation on PoA is
directly applicable to blockchains with any consensus algorithm, including PoW.
The geth nodes used in our experiments can be configured, for instance, with
regard to block time and Gas limit. We observe the behavior of the live Ethereum
blockchain (as of January 2019) and configure our nodes to follow this behavior.
Therefore, our nodes are configured to use a block time of 13 s on average, and
a Gas limit of 8 million Ethereum Gas, mimicking the live Ethereum chain.
We use private chains instead of the Ethereum main chain to enable a high
number and low cost of repeatable experiments in an automated fashion without




We use 10 clients constantly and simultaneously initiating transfers within the
blockchain ecosystem. This number is chosen as a balance between feasible and
reproducible experiments and expected real-world conditions. While it is small
compared to evaluations of other classes of distributed systems, we note that
the lack of scalability of blockchain technologies is a crucial issue in general, and
is seen as one of the main challenges for existing blockchain technologies [126].
We refer to existing literature for a study on how scalability of blockchains can
be improved [84, 258].
In our experimental ecosystem, each client constantly transfers random amounts
of CBTs to random wallets. If a client owns too few CBTs for a transaction,
no transaction is performed until CBTs are available again. After a successful
transfer, the client waits for a random time between 15 s and 30 s. Afterwards,
the process is repeated indefinitely throughout the entire experiment duration.
We perform two experiment series, as described in the following sections. The
first series is used to evaluate DeXTT scalability and the impact of the transfer
validity period, and consists of a series of 30-minute experiments, where each
individual experiment uses an increased validity period. The second series
consists of 20 experiments, again with a duration of 30 min each, used to
measure the average cost of a DeXTT transfer.
6.3.1 Scalability and Timing
The DeXTT protocol requires one claim transaction per transfer, and for each
transfer, one finalize transaction per blockchain. In addition, each contestant
posts one contest transaction to each blockchain. We assume that candidates
which no longer have a chance to win the witness contest (because a candidate
with a lower signature ω for the given transaction has already posted a contest
transaction) do not post contest transactions to avoid cost. Assuming uniform
distribution of ω values, as defined in Section 6.1.2, on the average case, each
contest transaction halves the space of remaining possible winning signatures
ω (because the expected value of the uniform distribution is the arithmetic
mean of the domain). Therefore, with each contest transaction, the likelihood
of another candidate existing with a lower ω is halved. Following from this,
on average, log2 n candidates will post a contest transaction, where n is the
number of total observers.
Validity PeriodTransfer time in the DeXTT protocol is directly impacted by the transfer validity
period [t0, t1] chosen by the sender. We therefore first evaluate the impact of the
validity period. Using too short validity periods leads to corrupted transfers, i.e.,
transfers which cause permanently inconsistent balances, since observers cannot
post contest transactions in time. In such scenarios, eventual consistency
between blockchains is not guaranteed. As stated above, we use a block time
of 13 s, therefore, we start our experiments with 10 s, and increase the period
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Figure 6.2: Impact of validity period on transaction success
by 5 s with each experiment. We then run our blockchain ecosystem for 30 min
using each validity period and record the number of corrupted transactions.
Note that we have to reset the inconsistent balances for wallets participating in
a corrupted transaction in order to be able to run the experiments for 30 min.
Figure 6.2 shows the results of these experiments. Beyond 52 s, no corrupted
transactions are observed. It becomes clear that using the reference imple-
mentation and waiting for 4 blocks (52 s) is sufficient for ensuring consistency.
Between 1 and 3 blocks (13 s and 39 s, respectively), the amount of corrupted
transactions declines with a varying rate.
From this experiment, we conclude that using a validity period with the length
of at least 4 blocks (52 s) is sufficient to maintain consistency using our reference
implementation. Additional time may be required in order to accommodate
slow network connectivity.
6.3.2 Cost Analysis of DeXTT Transfers
To estimate the cost incurred by DeXTT transfers, we run the same experiment
20 times. Based on our previous experiment, we choose 65 s (5 blocks, well above
the determined limit of 52 s) as the duration of the PoI validity period in each
transaction. We record the average cost of each transaction. Table 6.5 shows an
overview of the cost of the individual transactions involved in a DeXTT transfer.
For each transaction, we show the mean cost, and its standard deviation, both
in thousands of Ethereum Gas (kGas), and in United States Dollar (USD). For
this, we assume a Gas price of 10 Gwei (1 Ether = 109 Gwei = 1018 wei) and a
price of Ether of 115.71 USD.
These values were obtained from the Ethereum live chain in January 2019. Note
that our implementation is optimized in that claim and contest both use
the same smart contract function. Nevertheless, we distinguish the semantic
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Table 6.5: Transaction cost analysis
Transaction kGas (σ) USD (σ)
claim 57.7 (11.1) 0.0668 (0.0128)
contest 81.5 (64.2) 0.0943 (0.0743)
finalize 45.5 (0.1) 0.0527 (< 0.0001)
veto 131.3 (91.9) 0.1520 (0.1063)
finalize-veto 48.6 (1.7) 0.0563 (0.0020)
difference (posting of new transfer for claim, and participating in a contest for
contest) in the results.
In the following, we assume m blockchains and n total observers. For our
calculation, we assume that all observers monitor all blockchains, and post
contest transactions if it benefits them. A regular DeXTT transfer (i.e., one
which does not contain a conflicting PoI, and therefore requires no veto) consists
of one claim transaction (on the target chain), log2 n contest transactions (as
discussed in Section 6.3.1) on each blockchain, i.e., m log2 n contest trans-
actions, and m finalize transactions. The claim transaction is posted by
the receiver, and each contest transactions is posted by an observer (thus
becoming a contestant). While the finalize transaction can be posted by any
party, posting it is beneficial to the receiver (because it finalizes the transfer
to the receiver), and therefore it can be expected that the receiver will bear its
cost to finalize the transfer.
The expected cost in kGas for a DeXTT transfer are as follows: The receiver
bears the cost for one claim transaction (57.7 kGas) and m finalize transac-
tions (45.5 kGas each). Each of the log2 n expected observers posting transactions
bears the cost for m contest transactions (81.5 kGas each). The sender does
not bear any cost.
Assuming a blockchain ecosystem of 10 blockchains, the total transaction cost for
the receiver is 0.59 USD. Each of the log2 n observers posting transactions bears
cost of 0.94 USD. These numbers represent our current reference implementation
and act as an upper bound for DeXTT transfer cost. Any additional optimization
to the smart contract code has the potential to further reduce the Gas cost
of the individual transactions, and therefore, of the overall DeXTT transfer.
Additionally, these numbers allow us to reason about the economic impact of
a currency using DeXTT transactions. Observers bear a transaction cost of
0.94 USD, and potentially receive a witness reward, currently defined as 1 CBT.
The chance of an observer winning is 1n , however, according to the discussion
in Section 6.3.1, on average, only log2 n out of all n observers are expected to
post contest transactions. Therefore, the likelihood for an observer posting a
transaction to win the contest is log2 nn .
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Therefore, the investment for each observer is 0.94 USD, the contest reward is
1 CBT, and the winning likelihood is log2 nn . From this, it follows that in order
for the observer to have incentive to post contest transactions in an ecosystem
of m = 10 blockchains, the inequation shown in (6.14) must hold, where p is the
price of 1 CBT in USD.
log2 n
n
p > 0.94 [USD] (6.14)
In other words, the price of 1 CBT in USD divided by the number of observers
must be higher than 0.94. Assuming n = 10 observers, the CBT price must be
above 2.83 USD. Assuming n = 100, the CBT price must be above 14.15 USD.
For n = 1000, the CBT price must be above 94.32 USD. Ensuring this property
is non-trivial, as the price of any asset is determined by supply and demand,
and therefore the perceived value of CBT influences its price.
Note that these number assume m = 10 blockchains, and a fixed reward of
1 CBT. A pro rata reward, e.g., 1% of the transferred CBTs, would reduce the
required CBT price, but also increase the complexity of calculating the witness
incentive. Furthermore, a dynamic reward adaption based on the number of
observers, similar to the variable mining rewards in Bitcoin, or a value selected
by the sender, similar to the Gas price in Ethereum, can also be used to reduce
the required CBT price, and therefore incentivize observers. We note again that
these numbers pose an upper boundary for the expected DeXTT transfer cost
and CBT price requirements for witness incentive.
6.4 Related Work
As discussed at the beginning of this chapter, cross-blockchain interoperability
can be used to address the fragmentation of the blockchain research field. Yet,
to the best of our knowledge, contemporary approaches provide only limited
interoperability across blockchains.
Initial interoperability was limited to trading assets on centralized exchanges.
Subsequently, decentralized exchanges such as Bisq [16] or 0x [260] emerged.
Most recently, the Republic protocol [275] has been proposed, which includes a
decentralized dark pool exchange, i.e., details about an exchange are kept secret.
All of these approaches, however, are concerned with the exchange of assets,
generally using atomic swaps [123] for trustless asset exchange. In such an atomic
swap, for instance, one party might transfer Bitcoin to another party, while the
other party transfers Ether to the first. Therefore, each asset remains on its
blockchain. In contrast, we propose a protocol for trading assets independently
of a specific blockchains. In our approach, the balance information for such
assets is stored on all blockchains simultaneously.
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Another approach to creating a multi-blockchain framework is presented in
PolkaDot [267]. PolkaDot aims to provide “the bedrock relay-chain” upon
which data structures can be hosted. However, in contrast to our approach, no
specifics about cross-blockchain asset transfers are provided. Instead, PolkaDot
is explicitly not designed to be used as a currency [267]. Furthermore, PolkaDot
is meant to be used as a basis for future blockchains (and other decentralized data
structures), while in our current approach, we aim to use existing blockchains
and implement functionality on top of them. However, the concepts presented
in the PolkaDot paper are complementary to techniques we use in our approach.
Decentralized cross-blockchain transfers allow users to fully utilize the existing
variety of blockchains, instead of being locked to a single blockchain. To the best
of our knowledge, the approach closest to the work at hand is Metronome [196],
which uses assets available on multiple blockchains. However, Metronome
proposes that assets still lie on one specific blockchain at a time, while in our
proposal, the assets are not bound to one blockchain.
The DeXTT protocol presented in this chapter is based on our own former work.
The XPP has been formally described in [35]. Furthermore, in [36], we describe
the deterministic witness selection approach conceptually. The work presented
in this chapter significantly extends our former work by providing a concrete
implementation of this approach within the DeXTT protocol. Furthermore, it
changes aspects of our earlier work, in which we also defined a token existing
across blockchains. Each wallet had a different balance on each blockchain (and
all balances were recorded on all blockchains) [35]. In the work at hand, this
concept is simplified, yielding only one balance per wallet (which is recorded on
all blockchains).
6.5 Summary
In this chapter, we have presented the DeXTT protocol, which can be used
for transferring CBTs. Within the DeXTT protocol, we face the problem of
choosing a witness to receive a witness reward. Instead of aiming to predict the
outcome of this contest on other blockchains from within a given blockchain, we
solve it by designing the protocol such that this prediction is no longer necessary.
Using deterministic witnesses [36], we design the protocol in a way that defines
the receiver of the witness reward in a deterministic and predictable way. In






The final chapter provides a summary of the main results achieved within this
thesis. We revisit the research questions formulated in Section 1.2, critically
analyze how these quesitons have been addressed by the contributions in Sec-
tion 7.1, and give an overview of the contributions and their advancement of
the scientific state of the art in Section 7.2. Finally, in Section 7.3, we give an
overview of open questions and ongoing research, and provide potential ground
for future work.
7.1 Research Questions Revisited
In Section 1.2, we have introduced three research questions. In this section, we
discuss how our contributions address these questions in detail.
Research Question I. How can predictive techniques be used in distributed
systems to optimize operational cost, performance, and reliability?
In this thesis, we have shown various tools which can be used to realize predictive
techniques in distributed systems. ANNs are a class of commonly used tools
provided by the field of ML [181]. Numerous variations and extensions of ANNs
exist. In Chapter 3, we use multi-layer ANNs to perform regression, which allows
us to predict the resource utilization of tasks submitted to a cloud computing
system. This can be used to optimize operational cost, since more cost-efficient
placement, scheduling, and scaling decisions can be made based on a sufficiently
precise prediction. In Chapter 4, we also use multi-layer ANNs, but in addition,
employ techniques such as LSTM, convolutional, and recurrent layers in these
ANNs. This allows us to use the ANN for classification at which step and
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how likely a given process will fail. This can both decrease cost and increase
reliability of the system, since predicting a failure allows to perform actions to
mitigate or compensate this failure, e.g., sending another shipment of goods if
the current shipment is likely to yield damaged goods.
Research Question II. How can predictive approaches maintain function-
ality and performance in unknown and uncertain situations?
In situations where data is not precise (i.e., subject to noise), or entirely missing,
system functionality and performance can be compromised. While Chapter 3
partially approaches such situations by using ANN regression to find such
missing data, Chapter 5 is the main contribution addressing this question. In
this contribution, we use EKF-based filtering to estimate and predict system
state based on both intrinsic metrics (i.e., system state measurements) and
extrinsic metrics (i.e., the system’s environment). In our scenario, this is used
to moderate the number of scaling operations, directly impacting the system’s
performance and cost.
Research Question III. Can uncertainty be overcome by adapting the
context of the system?
In Chapter 6, we show a scenario from the domain of blockchains where the
recipient of a reward (the witness reward) must be the same on a number
of blockchains. However, since direct communication between blockchains is
not possible according to the XPP, we address this uncertainty by adapting
the protocol using deterministic witnesses. While in contrast to the first two
contributions, this solution implies a fundamental change in the system at hand,
and assumes that such a change is possible, this contribution presents a feasible
technique allowing us to deterministically define how such witnesses are selected,
removing the uncertainty altogether.
7.2 Findings
In this thesis, we have shown how employing predictive approaches is beneficial
in the domain of distributed systems. As use cases, we have shown several
scenarios in different domains of distributed systems, and have showcased which
methods can be used to meet various scenarios.
In Chapter 3, we have considered a cloud-based service provider and shown
how ANNs can predict the resource utilization of tasks submitted by clients.
This prediction can be used to proactively scale cloud resources owned by a
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service provider. In this scenario, the goal of the prediction is to improve scaling
and placement decisions of a distributed system. The dataset is labeled, and
available in advance, hence, we can use offline supervised learning. The results
of such learning can be directly used to improve the performance of a distributed
system. In our case, the approach yields a prediction of resource utilization with
20% less prediction error compared to the baseline of linear regression.
In Chapter 4, an inter-organizational business process is used for international
shipment of goods. We have used ANNs to predict the likelihood of a process
step failing. Such a prediction can be used to mitigate failures, for instance,
by ordering a new shipment of goods in case a damaged shipment becomes
likely. In this scenario, the dataset is not available in advance, hence, we use
online learning. Again, this dataset is labeled, since failures become evident—
albeit after they occur—and we therefore again use supervised learning. The
results of the learning performed in this contribution do not directly impact the
system performance, but can be used to trigger mitigation mechanisms, and can
therefore be used to improve the performance of the higher-order organizational
unit. In our case, the approach yields a precision of 87% when predicting failures
in a business process.
In Chapter 5, we have considered a research group analyzing images in a stream-
like fashion. We have shown how to use EKFs to estimate and predict the load
of the system used for image processing. This helps to moderate the number
of scaling events, allowing to reduce cost stemming from scaling overhead. In
this case, we do not have a labeled dataset, since the true state is unknown.
Additionally, we employ an online estimation while the DSP system is operating.
Using EKFs is beneficial in this scenarios since we can observe two quantities: On
the one hand, we take measurements on the system state to be observed, on the
other hand, we directly know the amount of data ingested by the DSP operator.
This fits the EKF model well, where the system state is influenced both by
itself (over time, using a state transition function), and by an input vector.
EKFs also account for the noise found in both the system state measurements
as well as the state transition function. In our case, EKFs allow a reduction of
88% in scaling events, compared to approaches not using EKFs.
Finally, in Chapter 6, we have visited the domain of blockchains and have
shown how to use deterministic witnesses to approach a lack of predictability
with systematic determinism. To record the transfer of value across various
blockchains, we must offer a witness reward to nodes performing this transfer.
However, the transfer would also have to be recorded across various blockchains,
resulting in a recursive problem. We tackle this problem by introducing a
deterministic process which is guaranteed to yield the same result (the same
selection of a witness) on all blockchains. Such a solution is viable in scenarios
where the prediction of a given data item is impossible, but the system itself (in




While the approaches presented in this thesis address the research questions
as discussed in the previous section, in future work, several aspects can be
investigated further.
First, additional data sources can be integrated into our solutions. While all of
our predictive approaches are general enough to take into account additional
data, doing so would naturally require additional evaluation. In Chapter 3, we
use the task type and its input as our prediction data. Additional data includes
the system state (e.g., its load), the client submitting the task, or context data
such as the time of day. In Chapter 4, we use process and context events taken
from two datasets. In Chapter 5, we use CPU load and memory utilization.
Additional data such as I/O utilization or network traffic could be used.
In addition to extending the data sources, it would be interesting to investi-
gate correlated data sources. For instance, in future work, we would like to
investigate situations where higher network traffic correlates with higher I/O
utilization, and the impact of such correlation on the proposed prediction tech-
niques. Furthermore, alternative means of normalization of data such as cosine
normalization [234] could be investigated. The impact of such normalization is
particularly interesting in online learning scenarios, as used in Chapter 4.
In Chapter 3, we use a relatively simple ANN topology. In Chapter 4, this
topology is extended using convolutional and recurrent layers. However, the
effect of additional techniques such as LSTM or recurrent layers on the approach
and scenario presented in Chapter 3 remains unexplored. With regard to the
learning process itself, we also identify potential for optimization. We currently
use Deeplearning4J, an existing third-party library, as a tool to perform our
ML-based prediction without particular regard to optimization of runtime
performance. In our setup, this is sufficient, since we assume a performant
platform to execute the necessary computations. However, extending our work
to devices with less computational power, such as those found in the IoT, would
require optimizing the computation itself.
Finally, in our current application, we only consider single instances of the
components taken into account in our system. In Chapter 3, we only consider
one task a a time, in Chapter 4, we only consider a single business process, and
in Chapter 5, we only consider a single DSP operator. However, in modern
distributed systems, system-wide effects can occur, and their influence on the
presented approaches remains to be investigated. For instance, in DSP, the
system load of one operator could directly influence the amount of incoming
data in a subsequent operator. Contemporary research is exploring this direction
using decentralized approaches [51]. In this thesis, such ripple effects are not
taken into account and therefore remain undiscovered.
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