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Abstract-This paper presents a new approach to model predictive control (denoted as MPC) 
based on a new identifier utilizing the artificial neural network system (denoted as ANNS) with 
tapped delay lines added to the input layer of the ANNS. 
The identifier uses the back-propagation method in order to minimize the errors between the output 
of the ANNS and the output of the system to be controlled. 
The numerical simulation studies show that the neural identifiers have robustness in the change of 
operating conditions and circumstances and, hence, that the control performances of the MPC are 
quite satisfactory. 
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INTRODUCTION 
System identification [1,2] plays an important role in designing a control method applied to 
various systems. The identification is generally treated as a problem for estimating unknown pa- 
rameters involved in models, under the assumption that the structures of the models (differential 
and difference equations and their orders) are known, based on the least-squares methods, etc. 
However, although the true parameters in the system can be estimated for the case where the 
structure of the model assumed coincides with that of the system, the structure is unknown 
and/or too complicated in many cases and, in addition, the system may be nonstationary and 
nonlinear. Consequently, the estimated parameters are not quite satisfactory. In other words, 
the identifiers stated above are not robust and, consequently, the performances of a control law 
based on them are not satisfactory. 
A new technique which can be used for real identification problems has to be employed in order 
to circumvent the above difficulties. The ANNS [3-7] is considered as one of the identification 
technologies which are able to model the systems with unknown structures, nonlinearities, and 
disturbances. It is known that the ANN% have ability to learn the relationships between the 
inputs and outputs of the system. 
As to the MPCs, several methods [8-lo] using the system model identified are proposed. 
However, the MPC methods based on conventional identification approaches are not robust and 
not satisfactory in the control performance for cases where the structure of the system is changed 
and/or nonlinear, disturbances are added to the system, etc. 
We propose a new MPC method utilizing the neural identifiers [7], which consist of the ANNSs 
with a tapped delay line added to the input layer of the ANNSs, in order to learn dynamic maps 
or systems. The neural identifier uses the back propagation method in order to minimize the 
errors between the outputs of the ANNS and the outputs of the system to be identified. 
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Numerical experiments are performed in order to check both the identification performances of 
the neural identifiers and the control performances of the MPC with the neural identifier. Two 
numerical examples are considered. One is a first-order linear discrete dynamical system and the 
other is a nonlinear dynamical system. 
From the results obtained, it is concluded that the neural identifiers for the linear and nonlinear 
systems have robustness in the change of operational conditions and circumstances and, hence, 
the control performances of the MPC proposed are quite satisfactory. 
2. NEURAL IDENTIFIERS 
The configuration of a general neural identifier by using the ANN% is shown in Figure 1. In 
this figure, the past tapped delay inputs and outputs of a system to be learned are the inputs to 
the ANNS, and the estimate of the current output of the system is its output. The output of the 
system is the teaching signal for the ANNS. The ANNS learns the system by the back-propagation 
method. 
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Figure 1. General neural identifiers. 
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In modeling of real systems to be controlled, the inputs and outputs take various values. How- 
ever, the values to be used in the ANNS are restricted within a certain range, for example, [0, 11. 
Therefore, we used the following normalization of the inputs and outputs of the system to be 
modelled as the inputs to the ANNS, 
Y(k - WI) - Ymin 
Y'(k-m) = y,,, _y 7 m=l ,.“, P, mm 
U’(k-n)= 
V(lc - n) - Umin 
um,_u , n=l,...,q. 
mln 
Here we note that max and min mean the maximum and minimum values of the corresponding 
variable, respectively. The teaching signal, which is the output of the system, is normalized as 
follows. 
Y(k) - Ymin 
y'(k) = y,,, _ y . (3) 
rnl’l 
The output of the ANNS, which takes the values ranged from 0 to 1, is transformed by 
p’(k) = P(k) (Ynmx - Y&) + Ymin. (4) 
Hence, this value can be used as the predicted value of the system to be controlled. 
For easy reference the configuration of the multilayer ANNS and the flow chart of the back- 
propagation method are shown in Figures 2 and 3, respectively. 
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Figure 2. Multilayer ANNs. 
3. MPC WITH NEURAL IDENTIFIERS 
The MPC using the neural identifier is stated as follows. Let the sampling instant be k. The 
modelling of the system to be controlled is performed by the ANNS, using the back-propagation 
method in on-line fashion. 
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Figure 3. Flow chart of back-propagation method 
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Then the learned ANNS is employed as a dynamic model of the system to be controlled, and 
hence, the predicted value pp(k+l) of the output of the system, at the instant (Ic+l) is calculated 
by 
7jp(l, + 1) = L(rc + 1) + d&c + l), (5) 
where ?(lc + 1) is the output of the learned ANNS, namely, the predicted value of the system 
output. Also, d, represents 
dp(k + 1) = Y(lc) - p(k). (6) 
This value is defined as the error between the output of the system to be controlled and the 
predicted value by the ANN%; it is considered as the correction term due to the error of the 
dynamic model, based on insufficient learning of the ANNS or due to the error of the prediction 
based on disturbances. Substituting the correction term into the predicted value yields 
9@ + 1) = Y(k) + (F(lc + 1) - L(k)). (7) 
In the MPC, the reference trajectory Y, for the desired or setting value Yd, at time instant 
(Ic + 1) is defined as 
Y,(lc + 1) = cry(k) + (1 - (Y)Yd(k + l), (0 < a < l), (8) 
where CY is a parameter which decides the response characteristics of the closed loop system. 
The MPC law U(k) at time instant Ic is determined by equating ir,(l, + 1) to Y,(k + 1). 
However, the MPC law is not obtained analytically because the dynamic model of the system to 
be controlled is memorized as the synopsis weights in the ANNS. In other words, the equation of 
the dynamic model is nonlinear. Therefore, a sequential calculation method is employed in order 
to get the MPC law U(k). 
In Figure 4, the configuration of the MPC based on the neural identifiers is shown. In Figure 5, 
the flow chart, for the calculation of the MPC law is presented. 
3.1. MPC with Neural Identifier for Linear Dynamical System 
The system to be controlled is the discrete form of a first order linear dynamical system and 
is expressed by 
Y(lc--l)+G l-exp ( (-$)) U(k-l), 
where T, is the sampling time, T is a time constant, G is the gain, and k means k x T,. 
The ANNS used for the identification is 3 layered. The input layer has 2 units. The hidden 
layer has 5 units and the output layer has 1 unit,. The other parameters used in the 3 layered 
ANNS are listed in Table 1. The parameters used in the system to be controlled are the following 
Ts=Is, T=5s, G=l. (10) 
The desired value in the reference trajectory of the MPC in this simulation study is set as 
+ 0.5. (11) 
A pair of the input, which is calculated from the MPC algorithm, and output data of 50 
samplings is used for one training period of the ANNS. The results for 1, 201, and 1000 training 
periods are shown Figures 6-8, respectively. From the results obtained, we see that the neural 
identifier for the linear system works effectively. Consequently, the control performance of the 
MPC is satisfactory. 
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Figure 4. MPC with neural identifiers. 
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3.2. MPC with Neural Identifier for Nonlinear Dynamical System 
The system to be controlled is assumed to be described as a nonlinear dynamical system 
specified by 
Y(k) = 0.8 sin (2Y (k - 1)) + 1.2 U(k - 1). (12) 
The ANNS used for this system is of 4 layers; the input layer, the first hidden layer, the second 
hidden layer, and the output layer have 2 units, 5 units, 2 units, and 1 unit, respectively. The 
other parameters used are illustrated in Table 1. 
In order to see the control and identification performances of the 4 layers neural identifier for 
the nonlinear dynamical system, numerical experiments of the MPC were performed by adding 
various disturbances to the systems. In the MPG’, the desired value Yd(t) was specified by 
Yd(t) = ;cos 2 + 7r. ( > 03) 
In this example the input and output data of 200 samplings is used as one training period of the 
ANN%. The experimental results for the 21St period and the 10ISt period are shown in Figures 9 
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Table 1. Nemo-identifiers used in experiments. 
Controlled system Linear system Nonlinear system 
Number of layers 3 4 
Input layer units Z(p=l, q=l) 2(p=l, q=l) 
Hidden layer units 
5 
I 
5 
2 I 
Output layer units 1 1 
Initial weiaht W -0.25 N 0.25 -0.50 N 0.50 
Learning parameters 0.6 0.6 
77 0.8 (offset) 0.8 (offset) 
Sigmoid function 
oarameter Un 
0.375 
I 
0.375 
I 
Learning repetition 1 1 
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and 10, respectively. Figure 9a shows the output Y of the system and the reference trajectory Y, 
at the 21St period. Figure 9b shows the corresponding MPC at the 21St period. Figure 10 shows 
the corresponding output and reference trajectory at the 10ISt period. We see, from Figures 9 
and 10, that the identification and control performances using the neural identifiers are quite 
satisfactory. 
4. CONCLUSION 
In this paper, the MPC with neural identifiers for linear and nonlinear dynamical systems is 
proposed as an effective control method. The idea of neural identification based on the ANN% 
is presented, in order to model the dynamics of the systems to be controlled. Also, the numerical 
experiments of the MPC using neural identifiers are performed in order to check the identification 
and control performances. It is seen from the experiments performed that the neural identifiers 
developed are able to model the linear and nonlinear dynamical systems, and hence, the MPC is 
able to control the systems satisfactory. 
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In addition, the neural identifiers are robust for the change of operating conditions such as the 
change of characteristics of the system or addition of a disturbance. However, training the ANNS 
requires a long computational time. Hence, in order to get rid of this disadvantage a neural LSI 
chip will have to be introduced in future studies in order to design the practical identifiers or 
controllers for real applications. 
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