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งานวิจยัน้ีได้ศึกษาปัญหาการจ าแนกข้อมูลด้วยอลักอริทึมเคเนียร์เรสเนเบอร์ ซ่ึงในการ
จ าแนกขอ้มูลจ าเป็นตอ้งก าหนดค่า เค ซ่ึงหมายถึงจ านวนขอ้มูลใกลเ้คียง โดยค่า เค ท่ีก าหนดจะมีผล
ต่อประสิทธิภาพในการวิเคราะห์เพื่อจ าแนกประเภทของขอ้มูล หากก าหนดค่า เค ไม่เหมาะสมจะ
ท าให้ค่าความแม่นจากการจ าแนกประเภทต ่ากว่าท่ีควรจะเป็น นอกจากนั้นหากก าหนดค่า เค มาก
เกินไปจะส่งผลให้การประมวลผลช้า และอาจท าให้ความแม่นลดลง การใช้วิธีปรับค่า เค ไป
ตามล าดบัจนกระทัง่ไดค้่าความแม่นท่ีสูง ไม่เป็นท่ีนิยมนกัเน่ืองจากจะใช้เวลาในการประมวลผล
มากและอาจจะไม่ไดค้่าความแม่นสูงตามท่ีตอ้งการ ดงันั้นงานวิจยัน้ีไดแ้นะน าวิธีการก าหนดค่า เค 
ท่ีเหมาะสมในการจ าแนกขอ้มูลทางการแพทยท่ี์จะส่งผลให้การจ าแนกขอ้มูลมีค่าความแม่นสูง และ
เป็นการเพิ่มทางเลือกในการตดัสินใจใหก้บัผูใ้ช ้ 
การวิเคราะห์เพื่อให้ไดซ่ึ้งค่า เค ท่ีเหมาะสมส าหรับจ าแนกประเภทขอ้มูลดว้ยอลักอริทึมเค
เนียร์เรสเนเบอร์ จ าเป็นตอ้งรู้ถึงลกัษณะของขอ้มูล ซ่ึงในงานวิจยัน้ีจะมีการพิจารณาค่าทางสถิติ
เก่ียวกับการกระจายของข้อมูล ส าหรับใช้ในการวิเคราะห์เพื่อแนะน าการเลือกค่า เค เพื่อเป็น
พารามิเตอร์ส าคญัของอลักอริทึมเคเนียร์เรสเนเบอร์ 
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In this research, we have studied the problem of data classification with the k-
nearest neighbor (kNN) algorithm. On classifying data, the value of k, which means 
the number of closest data, has to be specified. The choice of k has great impact to the 
efficiency of data classification. The bad choice of k value results in a low 
classification accuracy. The too high value of k can also slow down the computation 
time and may decrease the accuracy. Sequentially adjusting k value until reaching the 
optimal one is not a practical method because it takes much processing time and the 
best accuracy cannot be guaranteed. Therefore, this research has suggested a way to 
configure the appropriate value of k based on data characteristics that can result in 
accurate classification. The proposed method can help users estimate appropriate 
value of k in a quick time. 
On analyzing the k value suitable for kNN algorithm, it is necessary to know 
the data characteristics. In this research, we consider the distribution of data for 
analyzing and recommending the k value to be an important parameter for the kNN 
algorithm. 
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