Climate model outputs feature systematic errors and biases that render them unsuitable for direct use by the impact models, especially when hydrological parameters are studied. To deal with this issue many bias correction techniques have been developed to adjust the modelled variables against observations. For 10 the most common applications, adjustment concerns only precipitation and temperature whilst for others more driving parameters (including radiation, wind speed, humidity, air pressure) are bias adjusted. Bias adjusting only a part of the variables required as biophysical model input could affect the physical consistency among input variables and is poorly studied. In this work we quantify the individual effect of bias correction of each climate variable on global scale hydrological simulations of the recent past. To this end, a partial 15 correction bias assessment experiment is conducted. Six climate parameters (precipitation, temperature, radiation, humidity, surface pressure and wind speed) from a set of three Global Climate Models are tested.
inconsistencies in the energy balance calculations and introduce biases in the hydrological simulations (Hagemann et al., 2011; Rojas et al., 2011) . Haddeland et al. (2012) investigated how the use of bias corrected radiation, humidity and wind speed in addition to bias corrected precipitation and temperature affects hydrological simulations. Their results showed that bias correction of the three additional climate parameters, brings simulations of the baseline period closer to observations. 5 Here, we investigate the effect of bias correcting climate parameters on the historical runoff output of a large scale hydrological model, with a focus on extreme events. Our study builds upon the study of Haddeland et al. (2012) , who investigated the compound effect of bias correcting variables other than precipitation and temperature, by examining the effect of each climate variable individually. To the authors' knowledge, this 10 is the first time that an assessment of each climate parameter's effect on hydrological output is performed.
This study aims to bridge this knowledge gap in the literature by addressing the following research questions:
 To which extent does bias correction of climate model outputs contribute to a more consistent representation of past hydrologic indicators?
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 Which forcing parameters affect the most and the least the hydrological output and how does this vary for different regions?
 Are there parameters that could be neglected from the bias correction procedure without significantly affecting the hydrological simulations?
 How does bias correction affect the simulation of hydrological extremes? 20 The remaining of this paper is organized as described below. Section 2 includes information on the hydrological model and the bias correction method used in this study along with the description of the performed experiment. In Section 3, the datasets used to force the hydrological model are briefly described.
In Section 4 the results are presented and discussed. In the final Section 5, the study is summarized and 25 conclusions are drawn.
Methods

Description of the impact model
Hydrological simulations were performed with the Joint UK Land Environment Simulator (JULES) model 30 (Best et al., 2011) . Examples of recent model applications can be found in Papadimitriou et al. (2016) and Grillakis et al. (2016) . Here only a brief overview of the model is given. For a detailed description of JULES the reader can refer to the model description papers of Best et al. (2011) and Clark et al. (2011) .
Experimental design
To serve the purpose of examining the effects of each forcing parameter's bias on the runoff output, an experiment comprised of nine sets of JULES' runs was designed. A graphical description of the performed experiment is shown in Figure 1 . The time span of this analysis is the baseline period 1981-2010. This is also the time span of the period used for bias correction of the GCM output. Climate data from 3 GCMs and the 15 WFDEI dataset are used as JULES' forcing. The sets of runs forced with GCM data, include three model runs -one per GCM. Then the analysis progresses using the ensemble mean.
The first part of the experiment is bias assessment and includes three sets of JULES' runs: i) forced with WFDEI (WFDEI) 20 ii) forced with uncorrected climate data (RAW)
iii) forced with bias corrected climate data (BC).
These are used to assess initial and remaining biases in the forcing data themselves and in the resulting hydrological simulations. The term "initial bias" is used to describe the difference between uncorrected 25 meteorological variables and the respective WFDEI variables. "Remaining bias" is the difference between bias corrected meteorological variables and the respective WFDEI variables. When referring to runoff, "initial" and "remaining" biases are the difference between runoff simulations forced with uncorrected and corrected forcing respectively from simulations forced with the WFDEI dataset.
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The second part of the experiment is the partial correction bias assessment. For this part, six more sets of JULES' runs were performed. In each of these runs, one of the six forcing variables (precipitation, temperature, radiation, humidity, surface pressure and wind speed) is used in its raw form while the rest of the input forcing is bias corrected. Runoff from the runs with partially corrected input are compared to runoff from the run for which all input variables are bias corrected. This comparison allows us to assess the "loss" in the quality of simulations when a parameter is neglected from the bias correction procedure. It must be noted however that the "loss in quality" concept bears the assumption that the simulated runoff from a fully corrected set of forcing variables is of better quality and closer to observations compared to a partially 5 corrected set.
A clarification is needed regarding radiation, as it has been previously mentioned that JULES requires two separate components of radiation as input -longwave and shortwave. For the purposes of this experiment we chose to examine the effect of the radiation flux as a compound rather than the effect of each radiation 10 component. Thus, in the run for which radiation is examined, both shortwave and longwave radiation were considered unadjusted.
The hydrological indicators studied are: mean, low and high runoff production. Low runoff is approached using the 5 th percentile runoff (or Q5) and high runoff using the 95 th percentile runoff (Q95). When referring 15 to both low and high runoff, the term "extreme" runoff is used. The hydrologic indicators are derived for the 1981-2010 period.
Categorization of bias correction effects
A framework is developed to classify the effect of input forcing biases on output runoff in three qualitative 20 tiers: weak, moderate and strong effect (shown in Figure 2 It must be noted that although the scatterplot in Figure 2 covers the -100 to 100% range for both the x and y axis, practically the values can be higher than the shown limit of 100%. The implemented framework expands 10 to higher values. For a clearer and more understandable presentation of the established method, the scatterplot shown here is limited to the 100% value.
Regional scale bias assessment
Input forcing biases and their effects are also investigated regionally. Focus is given at 24 regions, which Table 1 .
Hydrological evaluation
For the evaluation of JULES' hydrological performance, three metrics are used: Nash-Sutcliffe efficiency 20 (NSE), Percent bias (PBIAS) and the coefficient of determination (R 2 ). The formulas for the calculation of NSE and PBIAS are given below:
In the above equations, corresponds to the simulated values, to observations and to the mean of observed data. 30 The evaluation metrics presented in this paper are calculated based on data of seasonal monthly (annual cycle) time resolution. Discharge measurements obtained from the Global Runoff Data Centre (GRDC) database were used as observations. Table 2 . Climate model outputs were interpolated to the 0.5 o spatial resolution of the WFDEI dataset, using the nearest-neighbor method. 
Regional and seasonal biases in forcing variables
The next step of this analysis includes the spatial integration of the gridded information on forcing biases.
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The results are shown in Figure 4 , which illustrates the biases of the raw GCM ensemble in comparison to the WFDEI dataset, averaged over 24 regions of the globe. To account for possible seasonality variations in the biases, the differences are calculated for the annual mean (ANN) and for the December-January-February (DJF) and June-July-August (JJA) means. 30 The wettest precipitation biases are encountered in the equatorial and Southern Africa (EQF, SQF and SAF) and concern the DJF precipitation (Figure 4) exception is the warm bias in DJF temperature in the NAS region, which is the most pronounced temperature bias found. Generally the DJF temperature biases are the largest, followed by ANN while the JJA season has the smallest temperature biases.
The two radiation components, long-wave (Rlds) and short-wave (Rsds) radiation, show an inverse behavior 
Model validation
In order to assess model performance, simulated discharge forced with the WFDEI dataset is compared to 20 observations. Additionally, discharge simulations of the raw GCM dataset are included in the comparison to quantify the biases present in discharge due to forcing data bias propagation through the JULES model. Figure 5 shows the seasonality of discharge for nine study basins, as simulated by the model when forced with WFDEI and raw GCM data in comparison to measured discharge. The evaluation metrics of the two 25 sets of simulations are presented in Figure 6 . Discharge seasonality is calculated for the 1981-2010 time period. For seven out of the nine basins, seasonality is well captured by the WFDEI simulation ( Figure 5 ). In contrast, the raw GCM simulation exhibits significant positive and negative biases for these seven basins.
For the two remaining basins however (Mississippi and Lena) seasonality is best captured by the raw GCM Here it has to be noted that the persistent departure from the mean climatology of discharge includes four 
Effect of each forcing parameter's bias on runoff at the global scale
To assess the effect that each forcing parameter's bias has on runoff, runoff from the simulations where one forcing parameter is neglected from bias correction is compared to runoff from the run with all the forcing variables bias adjusted. Results are shown in Figure 8 , which illustrates the differences between runoff from each experiment and runoff from all bias corrected input forcing, for ANN, DJF and JJA averages. 
Regionalized effect of each forcing parameter's bias on runoff
In the following step of this analysis, the relationship between the biases in input forcing and output runoff is investigated per land region. For all the land grid-boxes that are included into the 24 regions' boundaries,
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The correlation between biases in precipitation and changes in runoff resembles a directly proportional linear relationship. This behavior is more pronounced in some regions (particularly ENA and NEU) and more 10 obscured in others where the data cloud appears more scattered (MED, WNA) ( Figure 9 ). According to the median values of the changes in Table 3 and can reach up to (or even exceed) 100% for some regions (WNA, SAS, WAF, AMZ). Exceptions are ENA, CAM and SAU, as for these regions both the forcing biases and runoff changes are very small. The largest humidity bias and the largest consequent runoff change are reported for AMZ (Δvar=4.06%, Δq=-9.34%).
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Surface pressure has smaller biases compared to the other forcing variables (minimum median is -0.05% for NEU) and its effect on runoff also appears reduced. Finally, wind has a wide range of both positive and negative biases (minimum median is -15.13% for NEU and maximum is 25.27% for CAM) which, however, do not seem to affect runoff in a consistent manner. Figure 10 visualizes the categorization of each forcing variable's bias effect on runoff, at the global scale.
Hotspots of mean and extreme runoff sensitivity to forcing biases
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Moreover, the land area fraction corresponding to each effect category is tabulated in Table 4 .
Precipitation is the variable with the largest faction of strongly affected area (15.39%), followed by specific humidity (13.82%) and temperature (11.69%). Regions where a strong effect of precipitation's bias is encountered are the western parts of North and South America, west Africa and parts of central Europe and 10 Asia. For specific humidity, the strongly affected areas show a significant spatial coherence and are clustered in the higher latitudes of the globe (North America, central east Europe, central and north Asia). The areas strongly affected by temperature biases are scattered around North and South America, north east Europe, central, south and north Asia. Precipitation is also the variable with the largest land fraction corresponding to a moderate effect of its bias on runoff (66.71%), followed by temperature (40.78%) and radiation (32.55%).
15
Surface pressure and wind biases have a weak effect on runoff for the vast majority of land area (92.13% and 90.19% respectively).
Next, the analysis focuses on the changes in the effect category pattern when the effects on low and high runoff (rather than mean runoff) are examined. In Figure 11 , the areas that are additionally strongly affected 20 by forcing biases, when the analysis is switching from the effect on the mean to the effect on extreme low and high runoff, are shown. Table 4 gives information on the land fraction that is additionally affected when examining effects on low and high runoff.
A first observation is that forcing biases affect strongly low runoff in considerably more area compared to 25 mean runoff. When examining high runoff, the extent of the affected area is only slightly increased compared to mean runoff. For low runoff, the affected area shows the largest increase in response to precipitation biases (+22.97%), followed by temperature (+18.74%) and specific humidity (+14.24%). Considering the very small land fraction that showed effects on mean runoff, substantial increases in area where low runoff is strongly affected are denoted for surface pressure and wind (reaching 6.11% and 7.19% respectively). The 30 area where high runoff is strongly affected by forcing biases shows the greatest increase for temperature (+3.40%) followed by precipitation (+3.15%). Surface pressure and wind give the smallest increases compared to the other input variables but still the total fraction of strongly affected area for high runoff is Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -547, 2016 Manuscript under review for journal Hydrol. Earth Syst. more than double the number for mean runoff (1.10% and 1.11% respectively). High sensitivity of low flows to bias correction along with a small effect of bias correction on high flows was also reported in the study of Muerth et al. (2013) . According to Muerth et al. (2013) , high flows show insensitivity to bias correction because their simulation is mainly governed by other parameters, namely the structure of the hydrological model and the frequency of extreme precipitation events. 
Study caveats
An issue that must be considered for the interpretation of the results of this study is that they have been based on a single impact model. As the uncertainty stemming from the selection of the impact model is large (Gudmundsson et al. 2012; Hagemann et al. 2013) , it is preferable to use multiple models in order to capture 10 a wide range of possible results. The effect of the meteorological forcing on a hydrological output is heavily model dependent, as different models employ different concepts and/or equations for the representation of key hydrological processes. This concern has been also discussed by other single model studies on meteorological variables' effects on hydrological outputs (Mizukami et al. 2014; Masaki et al. 2015) .
Nonetheless, the results of single model studies are useful in giving indicative answers on the issues they 15 examine and set a basis for the methodology that would be needed for respective multi-model applications.
Summary and conclusions
The present study examined the effect of bias correcting GCM output variables on mean and extreme (low and high) runoff simulations of the recent past. Bias's effects were studied for each forcing variable 20 separately, for a total of six meteorological parameters (precipitation, temperature, radiation, specific humidity, surface pressure and wind speed). A framework for the comparison and categorization of the effects of biases of the different variables was developed. The method was implemented for mean, low and high runoff, leading to maps of sensitivity to biases and identification of sensitivity hotspots. The conclusions derived from this work are presented below.
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 Bias correction of climate model outputs results to substantially improved representation of past hydrologic indicators. For this reason, our study adds to the numerous studies that advocate on the use of some kind of bias correction of GCM data prior to their use for hydrological applications and climate impact assessments.
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 Precipitation, as expected, is the parameter that mostly affects runoff. Temperature and specific humidity follow, but their effect mostly applies to the northern hemisphere. Radiation has a moderate effect on Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 -547, 2016 Manuscript under review for journal Hydrol. Earth Syst. runoff in many areas of the globe while surface pressure and wind speed have only a weak effect on runoff for the vast majority of the land surface.
 This study indicates that the widely used concept of bias correcting precipitation and temperature should be extended to include more input variables. Based on our findings, the suggested priority parameters for 5 bias correction in hydrological applications are precipitation, temperature, specific humidity and radiation (in that order).
 Bias correction does not affect high runoff considerably more than mean runoff. In contrast, low runoff exhibits an increased sensitivity to the GCM biases. Thus bias correction is even more important when 10 studying events relevant to low flow conditions, such as droughts. Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -547, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -547, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 26 October 2016 c Author(s) 2016. CC-BY 3.0 License.
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