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Abstract
In this paper, we study existence and uniqueness to multidimensional Reflected
Backward Stochastic Differential Equations in an open convex domain, allowing
for oblique directions of reflection. In a Markovian framework, combining a priori
estimates for penalised equations and compactness arguments, we obtain existence
results under quite weak assumptions on the driver of the BSDEs and the direction
of reflection, which is allowed to depend on both Y and Z. In a non Markovian
framework, we obtain existence and uniqueness result for direction of reflection
depending on time and Y . We make use in this case of stability estimates that
require some smoothness conditions on the domain and the direction of reflection.
Key words: BSDE with oblique reflections
MSC Classification (2000): 93E20, 65C99, 60H30.
1 Introduction
In this paper, we study a class of BSDE whose solution is constrained to stay in an open
convex domain, hereafter denoted D. The “reflection” at the boundary of the domain
is made along an oblique direction. Such equations are known as Obliquely Reflected
BSDEs and they allow to represent the solution to some stochastic control problems.
Precisely, let pΩ,F ,Pq be a complete probability space and pWtqtPr0,T s a k-dimensional
Brownian motion, defined on this space, whose natural filtration is denoted pFtqtPr0,T s.
P is the σ-algebra generated by the progressively measurable processes on r0, T s ˆ Ω.
In the sequel, T ą 0 is a terminal time for the equation under consideration. In this
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paper, we are interested in the study of existence and uniqueness of a P- measurable
solution pY,Z,Φq to the following equation$’’’&
’’’%
piq Yt “ ξ `
ż T
t
fps, Ys, Zsqds´
ż T
t
Hps, Ys, ZsqΦsds´
ż T
t
ZsdWs, 0 ď t ď T,
piiq Y. P D¯ a.s., Φ¨ P BϕpY¨q dtb dP´ a.e.,
ż T
0
|Φs|1tYsRBDuds “ 0,
(1.1)
where BD is the boundary of the open convex domain D, ϕ the (convex) indicator
function of D, Bϕ the subdifferential of ϕ and pf,Hq : Ω ˆ r0, T s ˆ Rd ˆ Rdˆk Ñ
pRd,Rdˆdq is a P b BpRd ˆ Rdˆkq-measurable random function. The terminal value
ξ is given as a parameter and belongs to L 2pFT q, where for p ą 0 and a σ-algebra
B, L ppBq is the space of B-measurable random R variable satisfying Er|R|ps ă `8.
Of course, we shall require some extra conditions to get an existence and uniqueness
result. Classically, we will look for solution with the following integrability property:
pY,Z,Φq P S 2 ˆ H 2 ˆ H 2, where, for p P r1,8s, H p is the set of progressively
measurable process V such that E
”
pşT
0
|Vt|2dtq
p
2
ı
ă `8 , and S p is the set of continuous
and adapted processes U satisfying E
”
suptPr0,T s |Ut|p
ı
. The main constraints on the
couple pY,Φq are given in (1.1)piiq. As already mentioned, the first one is that Y
takes its value in D¯, where D is a non-empty open convex subset of Rd. The fact that
Φt P BϕpYtq imposes that Φ is directed along the outward normal of the convex domain,
the important point being that in piq this direction is perturbed by the operator H
and we are thus dealing with an oblique direction of reflection. When (1.1)(i) is viewed
backward in time, the process Φ or, more precisely Ψ :“ Hp¨qΦ, is the process allowing
Y to stay in D¯. The condition
şT
0
|Φt|1tYtRBDudt “ 0 is then interpreted as a minimality
condition, in the sense that Ψ will be active only when Y touches the boundary of the
domain. This is of course one of the main ingredient to get uniqueness result for this
kind of equation.
Let us now mention some known results about these equations. In the one dimen-
sional case, they have been first studied in [6] for the – so called– simply reflected case
and in [3] for the doubly reflected case. The literature on this specific form of equa-
tion has then grown very importantly due to their range of application, in particular in
mathematical economics or stochastic control. The multidimensional case is only well
understood in the case of normal reflection i.e. when the matrix-valued random function
H is equal to the identity, see [8]. The case of oblique direction of reflection has been
only partially treated. Up until recently, only very specific cases have been considered
for the couple pH,Dq. In [22], the author studies the case of the reflection in an orthant
with some restriction on the direction of oblique reflection and the driver f . Another
case that has received a lot of attention is the setting of RBSDEs associated to “switching
problems”, see e.g. [13, 11, 1] and the references therein: the multidimensional domain
has a specific form and the direction is along the axis, see also Section 4.1 for more
details. In this case, structural conditions on f are required to retrieve existence and
uniqueness results also. This restriction are based on the technique of proof used to
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obtain the results and which is mainly based on a monotonic limit theorem à la Peng
[21], in a multidimensional setting. To the best of our knowledge, the first attempt to
treat the question of BSDEs with oblique reflection in full generality can be found in
[7]. Unfortunately, their setting is still quite restrictive concerning H and f .
To the best of our knowledge, there is no, up to now, satisfying global approach for
the question of well-posedness of Obliquely Reflected BSDEs, especially when compared
the case of forward SDEs, where existence and uniqueness results are obtained for oblique
reflection and general domain, see e.g. the seminal paper [15].
Our goal in this paper is thus to prove existence and uniqueness for the RBSDEs
(1.1) for generic H and convex domain D without imposing any structural dependence
condition on the driver f of the equation. In this direction, we are able to obtain very
general existence result in a Markovian setting, assuming only a weak domination prop-
erty of the forward process, see Section 4. We also discuss there the non-uniqueness
issue. In the general case of P-measurable random coefficients f , H and terminal con-
dition ξ, we need to impose some smoothness assumptions on the domain, on H, which
depend then only on the time and y variables and on the terminal condition ξ. In this
case, we obtain both existence and uniqueness for the solution of (1.1). Let us remark
that our new results on Obliquely Reflected BSDEs allow us to treat some new optimal
switching problems called “randomised switching problems” and introduced in the Sec-
tion 5 of [2].
The main tool to obtain the existence result is to consider a sequence of penalised
equation: for n P N, t P r0, T s,
Y nt “ ξ `
ż T
t
fps, Y ns , Zns qds´
ż T
t
Zns dWs ´
ż T
t
Hps, Y ns , Zns q∇ϕMn pY ns qds , (1.2)
where, for y P Rd, and some M ą 0,
ϕMn pyq :“ n inf
xPD
θM py ´ xq with θM phq “
"
M |h|´M2
2
if |h| ąM,
1
2
|h|2 if |h| ďM. (1.3)
The key point is to obtain the convergence in a strong sense of pY nq to some process
Y along with some a priori estimates on pZn,Φnq. This will then allow to obtain the
existence of some limiting process pZ,Φq as well. In the setting of oblique direction of
reflection, the question of uniqueness has generally to be investigated separately.
The first possible argument to obtain the convergence of pY nq is to prove some mono-
tonicity on the sequence to apply Peng’s monotonic limit theorem [21]. In a multidimen-
sional setting, this monotonicity is obtained under very restrictive structural condition
on the coefficient. Nevertheless, it has been successfully used for the study of RBSDE
associated to switching problem. Another possible argument is to invoke some fine com-
pactness arguments and this is the approach followed in [7]. But, again some strong
structural conditions are required to obtain convergence results in a weak setting. In
this paper, we follow a similar approach in the Markovian setting, see Section 4. At
the heart of our proof, we use the paper [10], which was concerned with multidimen-
sional (non-reflected) BSDEs with continuous only driver f . With this approach, in
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the Markovian setting, we are able to obtain existence result for H that can depend
on Z and even be discontinuous. To the best of our knowledge, this is the first time
such general setting is considered successfully. It has been brought to our attention that
independantly from us, [4] has followed a similar approach to treat BSDEs associated
to the classical switching problem in a more restrictive setting.
The last approach to obtain convergence of the sequence pYnq is to show classically
that it is a Cauchy sequence. This approach has been used in the case of muldimensional
RBSDE when there is no perturbation H of the direction of reflection, namely H is
the identity matrix of Rd, in the seminal paper [8]. To obtain this result and a key
stability estimate, authors of [8] use dramatically the convexity property of the domain
linked with the normal reflection by applying Itô’s formula to the Euclidean norm of the
difference of two solutions. In our setting of general perturbation H, we cannot follow
directly their proof. In order to retrieve the stability estimates, we modify the Euclidean
norm to take into account the oblique reflection inspired by [15]. Unfortunately, this
produces new terms that have to be controlled. The most difficult one is certainly the
term linked to the quadratic variation of the martingale term in (1.1)(i) or (1.2). Let
us emphasize that this term cannot be dealt with as one would do in the forward SDE
case. Nevertheless, we are able to treat this term using BMO martingales estimates.
This tool was already used with success to deal with quadratic BSDEs but, to the best
of our knowledge, this approach is completely new in the setting of Reflected BSDEs.
We are then able to obtain in the non-Markovian setting existence results when pD,Hq
satisfies some C2 smoothness condition, with H depending only on the time and y
variables. Let us note also that in this case the uniqueness result is obtained as an easy
consequence of the stability estimate.
The rest of the paper is organised as follows. In the next Section, we present precisely
our framework and the assumption made on the coefficients along with some discussions
on these assumptions. We also prove the key a priori and stability estimates, that
will be used later on. In Section 3, we present our first novel result on existence and
uniqueness of Obliquely Reflected BSDEs in a regular setting for pD,Hq. In Section 4,
restricting to a Markovian framework, we extend our previous existence result assuming
no regularity on pD,Hq and allowing a dependence in Z for the H operator.
Notations We denote by ϕ the indicator function of D
ϕpyq “
#
0 if y P D¯,
`8 otherwise,
and Bϕ its subdifferential operator:
Bϕpyq “
# 
yˆ P Rd : yˆ ¨ pz ´ yq ď 0,@z P D¯( if y P D¯
∅ if y R D¯.
In particular, Bϕpyq is the closed cone of outward normal to D at y when y P BD and
Bϕpyq “ t0u when y P D. Finally, we denote by P the projection onto D¯ and by npyq
the set of unit outward normal at y P BD.
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For a matrix M , we denote M : its transpose.
We denote B2, the set of processes V P H 2, such that
}V }
B2
:“
››››suptPr0,T sE„ż T
t
|Vs|2ds|Ft
››››
1
2
L8
ă `8.
Let us remark that V P B2 means that the martingale ş.
0
VsdWs is a BMO martingale
and }V }
B2
is the BMO norm of
ş.
0
VsdWs. We refer to [14] for further details about
BMO martingales.
The set of continuous function from r0, T s to Rn is denoted Cpr0, T s,Rnq. For x P
Cpr0, T s,Rnq, we denote by }x}8 :“ suptPr0,T s |xt|, the sup-norm on this space.
2 Setting and preliminary estimates
In this section, we first introduce and discuss the main assumptions that will be used
to obtain our existence and uniqueness results. In a second part, we give important
a priori estimates and prove a key stability result, which is one of the novelty in our
approach to solve Obliquely Reflected BSDEs.
2.1 Framework
The first minimal set of assumption that we consider here is the following.
Assumption (A)
i) ξ is an FT -measurable random variable, Rd-valued such that E
“|ξ|2‰ ă `8.
ii) f : Ω ˆ r0, T s ˆ Rd ˆ Rdˆk Ñ Rd is a P b BpRd ˆ Rdˆkq-measurable function and
there exists a non negative progressively measurable process α P H 2pRq and a
constant L such that
|fpt, y, zq| ď αt ` Lp|y| ` |z|q, @pt, y, zq P r0, T s ˆ Rd ˆ Rdˆk. (2.1)
iii) H : Ωˆr0, T sˆRdˆRdˆk Ñ Rdˆd is a PbBpRdˆRdˆkq-measurable function and
there exists a constant η ą 0 such that, for any pt, y, zq P r0, T s ˆ Rd ˆ Rdˆk
Hpt, y, zqυ ¨ υ ě η, υ P npPpyqq , (2.2)
|Hpt, y, zq| ď L. (2.3)
The above assumptions are too weak to obtain existence and uniqueness result in a
general random framework. They will be used in Section 4 in a Markovian framework
with their Markovian counterpart (AM). Nevertheless, it is possible to derive useful a
priori estimates in the general setting of (A).
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Remark 2.1. In applications, Hpt, ¨, zq is usually specified only on the boundary BD.
The extension to RdzD¯ in a continuous way can be done easily by setting Hpt, y, zq :“
Hpt,Ppyq, zq. Moreover, if Hpt, ¨, zq is a continuous and bounded function on BD it is
possible to extend it to a continuous and bounded function on D¯. Indeed, D¯ is homeo-
morph to a set S which is a half plane of Rd or Rr ˆ Bd´r, with 0 ď r ď d. Moreover,
the boundary of D is sent to the boundary of S. Then we remark that the extension of
Hpt, ., zq is straightforward when D “ S.
In the non-Markovian setting, our results require more smoothness and control on
the parameters of the BSDE. We will then work under the following assumption.
Assumption (SB)
i) ξ is an FT -measurable D¯-valued random variable and the martingale Y
ξ
t :“ Etrξs “
ξ ´ şT
t
Z
ξ
sdWs, t ď T , is BMO (see [14] for further details on BMO martingales).
ii) f : Ωˆ r0, T s ˆRdˆRdˆk Ñ Rd is a P bBpRdˆRdˆkq-measurable function, there
exists a constant L ą 0 such that, for all pt, y, y1, z, z1q P r0, T s ˆRd ˆRdˆRdˆk ˆ
R
dˆk,
|fpt, y, zq ´ fpt, y1, z1q| ď L `|y ´ y1| ` |z ´ z1|˘ . (2.4)
Moreover, the process θξ¨ :“ fp¨,Yξ¨ ,Zξ¨ q belongs to B2.
iii) The open convex domain D is given by a C2pRd,Rq function φ with a bounded first
derivative, namely D “ tφ ă 0u and BD “ tφ “ 0u. φ is assumed . This function
satisfies moreover
|φpxq| “ dpx, BDq for x P V X pRdzD¯q , where V is a neighbourhood of BD.
(2.5)
iv) H : r0, T s ˆ Rd Ñ Rdˆd is valued in the set of symmetric matrices Q satisfying
|Q| ď L , L|υ|2 ě υ:Qυ ě 1
L
|υ|2 , @υ P Rd. (2.6)
pt, yq ÞÑ Hpt, yq is a C0,1-function and pt, yq ÞÑ H´1pt, yq is a C1,2 function satisfying
|ByH| ` |H´1| ` |BtH´1| ` |ByH´1| ` |B2yyH´1| ď Λ , (2.7)
for some positive Λ.
We first comment assumptions made on BSDE parameters.
Remark 2.2. i) Let us observe that under the BMO condition, there exists µξ ą 0,
such that E
”
eµ
ξ suptPr0,T s |Yξt |
ı
ă 8 and that ››Zξ››
B2
ă 8, see e.g. [14]. For later
use, we define
σξ :“ E
”
eµ
ξ suptPr0,T s |Yξt |
ı
`
›››Zξ›››
B2
`
›››θξ›››
B2
ă 8 . (2.8)
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ii) Condition (SB)(ii) is a mix of the property of ξ, f and the domain D. In many
applications, it will be straightforward to check. For example, it is trivially satisfied
in the following cases:
(a) supyPD fps, y, zq ď C, for some C ą 0;
(b) ξ P L8pFT q;
(c) D is a bounded domain .
iii) If (SB) holds, then (A) holds as well. Indeed, one can set α :“ L `|Yξ| ` |Zξ| ` |θξ|˘ .
We now discuss the various assumptions made on H and the domain D.
Remark 2.3. i) The function φ can be constructed as in e.g. [8] Section 2.4 if the
convex domain D is C2. From pSBqpiiiq, it follows that Bφpxq (resp. npxq) is the
outward normal (resp. unit outward normal) of D at a point x P BD. Moreover,
since D is convex, φ is convex on RdzD and thus, B2xxφ is a positive semi-definite
matrix on this domain. Let us also observe that the application P : RdzD¯ Ñ BD is
C2.
ii) The matrix H defines on BD a unit vector field ν in the following way
ν˜pt, yq :“ Hpt, yqnpyq and νpt, yq :“ ν˜pt, yq|ν˜pt, yq| , for y P BD ,
which represents the oblique direction of reflection. Then, (2.2) rewrites as
xν˜pt, yq, npyqy ě η , for y P BD . (2.9)
In applications, it is generally the case that only the smooth vector field ν is given
on BD. Following [15], it is possible to construct H satisfying pSBqpivq on BD and
then to extend it on D¯ under pSBqpiiiq using classical extension results, see e.g.
[9].
We now introduce a class of terminal conditions that are admissible for the purpose
of our work, in the sense that we can obtain an existence and uniqueness result for this
class.
Definition 2.1. For β ą 0, the class Tβ is the subset of ξ P L 2pFT q satisfying: there
exists λξ ą β, such that
E
”
eλξ
şT
0
|Zξs |2ds
ı
ă 8 , (2.10)
where Zξ is given by the martingale representation theorem applied to Yξt :“ Etrξs “
ξ ´ şT
t
Z
ξ
sdWs, t ď T .
We study the class Tβ in Section 2.4. Especially, we exhibit some specific elements
of this class that are quite useful for applications.
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Remark 2.4. In the following, we will use in proofs the notation “C” to denote a generic
constant that may change from line to line and that depends in an implicit way on T , L
and η. We shall denote it Cθ, if it depends on an extra parameters θ. In the statement
of the results, we prefer the notation “c” and the dependence upon any extra parameters
on top of T , L and η, will also be made clear.
2.2 A priori estimates
In this section, we prove some a priori control on the solution pY,Z,Φq P S 2ˆH 2ˆH 2
to the following generalised BSDE
Yt “ ξ `
ż T
t
fps, Ys, Zsqds´
ż T
t
Hps, Ys, ZsqΦsds´
ż T
t
ZsdWs, 0 ď t ď T . (2.11)
Importantly, we assume that pY,Z,Φq satisfies the following structural condition:
Et
„ż T
t
|Φs|2ds

ď KEt
„ż T
t
|fps, Ys, Zsq|2ds

, for some K ą 0 . (2.12)
Equation (2.11) encompasses both the obliquely reflected BSDE (1.1) and its pe-
nalised approximation given in equation (1.2). The key point for these two equations
will then be to prove that their solutions satisfy condition (2.12).
Our first estimate is quite classical.
Lemma 2.1. Assume (A). Let pY,Z,Φq P S 2ˆH 2ˆH 2 be a solution to (2.11) with
condition (2.12) holding true. Then, for some c :“ cpKq,
sup
tPr0,T s
E
“|Yt|2‰` E„ż T
0
|Zs|2ds

ď cE
„
|ξ|2 `
ż T
0
|αs|2ds

.
Proof. We apply Itô’s formula to |Y |2 to obtain
|Yt|2 `
ż T
t
|Zs|2ds “ |ξ|2 ` 2
ż T
t
Ysfps, Ys, Zsqds´ 2
ż T
t
YsHps, Ys, ZsqΦsds´ 2
ż T
t
YsZsdWs.
(2.13)
We observe, thanks to the square integrability of Y and Z that
ş¨
0
YsZsdWs is a true
martingale. This yields,
E
„
|Yt|2 `
ż T
t
|Zs|2ds

“ E
„
|ξ|2 ` 2
ż T
t
Ysfps, Ys, Zsqds´ 2
ż T
t
YsHps, Ys, ZsqΦsds

.
We thus compute, using (2.12) and Assumption (A)(ii), the boundedness of H and
Young’s inequality, for some ǫ P p0, 1q,
E
„ż T
t
YsHps, Ys, ZsqΦsds

ď CKE
„ż T
t
p1
ǫ
|Ys|2 ` ǫ|Φs|2qds

ď CKE
„ż T
t
p1
ǫ
|Ys|2 ` ǫ|Zs|2 ` |αs|2qds

.
8
Similarly, we get
E
„ż T
t
Ysfps, Ys, Zsqds

ď CE
„ż T
t
p1
ǫ
|Ys|2 ` ǫ|Zs|2 ` |αs|2qds

.
For ǫ small enough and using Gronwall Lemma, we deduce
E
„
|Yt|2 `
ż T
t
|Zs|2ds

ď CKE
„
|ξ|2 `
ż T
t
|αs|2ds

.
l
The following proposition refines the previous estimates in the smooth setting of
Assumption (SB). It will also allow to use the stability result proved in the next section.
Interestingly, it shows that most of the properties of the martingale Yξ are transferred
to the non-linear process given in equation (2.11).
Proposition 2.1. Assume that (SB) holds. Let pY,Z,Φq P S 2 ˆ H 2 ˆ H 2 be a
solution to (2.11) with condition (2.12) in force. Then, the following holds
i) pY,Z,Φq P S 2 ˆB2 ˆB2 with, for some c :“ cpK,σξq,
E
”
eµ
ξ suptPr0,T s |Yt|
ı
` }Φ}
B2
` }Z}
B2
ď c , (2.14)
and, for all b ą 0 and some c1 :“ c1pb,K, σξq
E
„
e
b
şT
0
´
|Φs|`|Zt´Zξt |`|θξt |
¯
ds

ď c1 . (2.15)
ii) Moreover, if ξ P Tβ, for some β ą 0, then there exists Θ P H 2 such that, for all
non negative increasing process γ satisfying Er|γT |ps ă 8 for some p ą 1 (depending
on γ), we have for all t P r0, T s
Et
„ż T
t
γs|Zs|2ds

ď Et
„ż T
t
γs|Θs|ds

ă `8 (2.16)
and for some λ P pβ, λξq and c :“ cpK,σξ , λq,
E
”
eλ
şT
0
|Θt|dt
ı
ď c . (2.17)
Proof. An important step to obtain our estimates below is to compare the BSDE pY,Zq
with the martingale Yξ. To this end, we introduce for this proof ∆Y :“ Y ´ Yξ and
∆Z “ Z ´ Zξ.
1.a We apply Itô’s formula to |∆Y |2 to obtain
|∆Yt|2 `
ż T
t
|∆Zs|2ds “ 2
ż T
t
∆Ysfps, Ys, Zsqds´ 2
ż T
t
∆YsHps, YsqΦsds´ 2
ż T
t
∆Ys∆ZsdWs.
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We observe, thanks to the square integrability of ∆Y and ∆Z that
ş¨
0
∆Ys∆ZsdWs is a
true martingale. This yields, for all r ď t,
Er
„
|∆Yt|2 `
ż T
t
|∆Zs|2ds

“ 2Er
„ż T
t
∆Ysfps, Ys, Zsqds´
ż T
t
∆YsHps, YsqΦsds

(2.18)
We thus compute, using (2.12), the Lipschitz continuity of f , the boundedness of H and
Young’s inequality, for all r ď t and some ǫ P p0, 1q
Er
„ż T
t
∆YsHps, YsqΦsds

ď CKEr
„ż T
t
p1
ǫ
|∆Ys|2 ` ǫ|Φs|2qds

,
ď CKEr
„ż T
t
p1
ǫ
|∆Ys|2 ` ǫ|∆Zs|2 ` |θξs|2qds

.
Similarly, we obtain
Er
„ż T
t
∆Ysfps, Ys, Zsqds

ď CEr
„ż T
t
p1
ǫ
|∆Ys|2 ` ǫ|∆Zs|2 ` |θξs |2qds

.
Combining the last two estimates with (2.18), setting ǫ small enough and using Gronwall
Lemma, we get for all r ď t
Er
„
|∆Yt|2 ` 1
2
ż T
t
|∆Zs|2ds

ď CKEr
„ż T
t
|θξs |2ds

.
1.b Setting r “ t in the previous inequality, we have
sup
tPr0,T s
|∆Yt|2 ` }∆Z}2B2 ď CK,σξ (2.19)
from which we straightforwardly deduce
E
”
eµ
ξ suptPr0,T s |Yt|
ı
ď E
”
eµ
ξ suptPr0,T sp|∆Yt|`|Yξt |q
ı
ď CK,σξ (2.20)
and }Z}
B2
ď
›››Zξ›››
B2
` }∆Z}
B2
ď CK,σξ . (2.21)
Combining (2.19) with (2.12), we obtain
}Φ}
B2
ď CK,σξ . (2.22)
This concludes the proof of (2.14).
2.a We denote R :“ |Φ| ` |∆Z| ` |θξ|. For all b ą 0, we use Young inequality to get
E
”
eb
şT
0
Rsds
ı
ď e b
2T
ε E
”
eε
şT
0
|Rs|2ds
ı
(2.23)
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for all ε ą 0. Then, by setting ε “
´
1` 4 }Φ}2
B2
` 4 }∆Z}2
B2
` 4 ››θξ››2
B2
¯´1
we compute,
for all r P r0, T s,
Er
„ż T
r
ε|Rs|2ds

ď 3εEr
„ż T
r
|Φs|2 ` |∆Zs|2 ` |θξs |2ds

ď 3
4
.
Going back to (2.23) and applying the John-Nirenberg formula, see Theorem 2.2 in [14],
we obtain
E
”
eb
şT
0
Rsds
ı
ď CK,σξ,b , (2.24)
which proves (2.15).
2.b Applying Itô’s formula to γ¨|∆Y¨|2, on rt, T s, we compute,
γt|∆Yt|2 `
ż T
t
γs|∆Zs|2ds`
ż T
t
|∆Ys|2dγs “2
ż T
t
γs∆Ysfps, Ys, Zsqds (2.25)
´ 2
ż T
t
γs∆YsHps, YsqΦsds´ 2
ż T
t
γs∆Ys∆ZsdWs.
Let us observe that the local martingale
ş¨
0
γt∆Yt∆ZtdWt is a true martingale. Indeed,
we compute, using Burkholder-Davis-Gundy inequality,
E
«
sup
sPr0,T s
|
ż s
0
γt∆Yt∆ZtdWt|
ff
ď CE
„
p
ż T
0
|γt∆Yt∆Zt|2dtq
1
2

ď CK,σξE
»
–|γT |ˆż T
0
|∆Zt|2dt
˙1
2
fi
fl
where we used (2.19) for the last inequality. Using Hölder inequality, denoting q the
conjugate exponent of p, we get
E
«
sup
sPr0,T s
|
ż s
0
γt∆Yt∆ZtdWt|
ff
ď CK,σξ,pEr|γT |ps
1
p E
«ˆż T
0
|∆Zt|2dt
˙ q
2
ff 1
q
.
From the energy inequality, c.f. (VI.109.7) in [5], we have that
E
»
–ˆż T
0
|∆Zt|2dt
˙ rqs
2
fi
fl ď Cq }∆Z}rqsB2 .
We thus deduce
E
«
sup
sPr0,T s
|
ż s
0
γt∆Yt∆ZtdWt|
ff
ă 8 .
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Since γ is non-decreasing, we then compute, using (2.25), (2.12) and the Lipschitz
continuity of f ,
Et
„ż T
t
γs|∆Zs|2ds

ď Et
„ż T
t
γsΞsds

ă 8 , (2.26)
where we set Ξ :“ CK,σξp1`Rq recalling that ∆Y is bounded by (2.19) and R is defined
in step 2.a. Using (2.24) we compute
E
”
eb
şT
0
|Ξs|ds
ı
ď CK,σξ,b , (2.27)
for all b ą 0.
2.c We set λ “ p1 ` ǫqβ with ǫ ą 0 such that p1 ` ǫq2β ď λξ, recalling Definition 2.1.
Now we define
Θ :“ p1` ǫq|Zξ |2 ` p1` 1
ǫ
qΞ.
We observe that Et
”şT
t
γs|Θs|2ds
ı
ă 8: this follows from (2.26) and the fact that
Et
„ż T
t
γs|Zξs |2ds

ă 8 .
This last inequality is simply obtained by applying Itô’s formula to γ|Yξ|2 which yields
E
„ż T
0
γs|Zξs |2ds

ď E“γT |ξ|2‰ ď }γT }L p ››|ξ|2››L q ă 8 .
From the definition of Θ, we have that, for t ď T ,
Et
„ż T
t
γsΘsds

ě p1` ǫqEt
„ż T
t
γs|Zξs |2ds

` p1` 1
ǫ
qEt
„ż T
t
γs|∆Zs|2ds

where we used (2.26). Then it follows from Young’s inequality,
Et
„ż T
t
γs|Zs|2ds

ď CEt
„ż T
t
γsΘsds

ă 8 ,
which proves (2.16). Finally, we compute using Hölder’s inequality,
E
”
ep1`ǫqβ
şT
0
Θsds
ı
ď CE
”
ep1`ǫq
2β
şT
0
|Zξs |2ds
ı 1
1`ǫ
E
”
ep1`
1
ǫ
q2β şT
0
|Ξs|ds
ı ǫ
1`ǫ
and using the fact that ξ P Tβ and (2.27), we obtain (2.17) with λ “ p1` ǫqβ. l
Let us remark the following result, that will be useful in the next section.
Corollary 2.1. Assume that (SB) holds. Let pY,Z,Φq P S 2ˆH 2ˆH 2 be a solution
to (2.11) with condition (2.12) in force and assume moreover that ξ P L8pFT q then Y
is bounded, namely for some c :“ cpK,σξ , }ξ}
L8
q, we have
sup
tPr0,T s
|Yt| ď c .
Proof. We observe that |Yξt | ď }ξ}L8 and then conclude using (2.19). l
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2.3 A stability result
In this section, we prove a key estimate for the difference of two solutions of the gener-
alised BSDE (2.11) satisfying (2.12). For i P t1, 2u, we denote piY, iZ, iΦq the solutions
associated to parameters piξ, ifq and we furthermore assume that
iΦ. P BϕpPpiY.qq dPb dt´ a.e. and
ż T
0
|iΦt|1tiYtPDudt “ 0 . (2.28)
Remark 2.5. The above assumption allows us to cover both cases of equation (1.1) and
equation (1.2).
We now define δY “ 1Y ´ 2Y , δZ “ 1Z ´ 2Z, δΨ “ 1Ψ´ 2Ψ, where iΨ “ Hp¨, iY qiΦ
and δf “ 1fp¨, 1Y, 1Zq ´ 2fp¨, 2Y, 2Zq. We have the following key result for our work.
Proposition 2.2. Assume that (SB) holds. There exist two increasing functions Bp¨q
and Ap¨q from p0,8q to p0,8q, such that for all 1ξ belonging to TBpΛq, setting
Γt :“ eApΛqt`
şt
0
BpΛqtΘ1s`ΘΦs `Θfs uds
where ΘΦ :“ |1Φ| ` |2Φ|, Θf :“ |1Z ´Z1ξ| ` |θ1ξ|, and Θ1 is given by Proposition 2.1(ii)
applied to the BSDE with parameters p1ξ, 1fq, we have,
i) Er|ΓT |ps ă c for some p :“ ppΛq ą 1 and c :“ cpK,Λ, σ1ξ, σ2ξq;
ii) for some c1 :“ c1pK,Λ, σ1ξ, σ2ξq, and for all t ď T ,
|δYt|2 ` Et
„ż T
t
|δZs|2ds

ďc1Et
„
ΓT |δξ|2 `
ż T
t
Γs|p1f ´ 2fqps, 1Ys, 1Zsq|2ds (2.29)
`
ż T
t
Γs
`|Pp2Ysq ´ 2Ys| ` |Pp1Ysq ´ 1Ys|qp|1Φs| ` |2Φs|˘ ds .
Proof. In this proof, we denote A “ paijq “ H´1 and the following simplified
notation will be used aijt “ aijpt, 1Ytq, Btaijt “ Btaijpt, 1Ytq, Byaijt “ Byaijpt, 1Ytq,
B2yyaijt “ B2yyaijpt, 1Ytq and ft “ fpt, 1Yt, 1Ztq. For the reader’s convenience, we shall
also denote σ :“ σ1ξ _ σ2ξ in the proof below.
1. We first show the integrability property of Γ. We first recall that from Proposition
2.1, for all b ą 0, we have
E
”
eb
şT
0
t|ΘΦs |`|Θfs |uds
ı
ď CK,σ,b . (2.30)
Setting p :“ ppΛq ą 1 such that p2BpΛq ď λξ, recall Definition 2.1, we obtain using
Hölder inequality,
Er|ΓT |ps ď CΛE
”
epBpΛq
şT
0
tΘ1s`ΘΦs `Θfs uds
ı
ď CK,Λ,σE
”
ep
2BpΛq şT
0
Θ1sds
ı 1
p
ď CK,Λ,σ ,
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where we used (2.30) and Proposition 2.1 (ii) .
2.a To obtain the stability result, we first expand the product pΓtδY :t Apt, YtqδYtq0ďtďT .
Applying Itô’s formula, we compute, for 1 ď i, j ď d,
drΓtaijt δY it δY jt s{Γt (2.31)
“ δY it δY jt
´
a
ij
t ApΛq ` Btaijt
¯
dt “: pETt qijdt
` δY it δY jt
ˆ
a
ij
t BpΛqΘ1t `
1
2
TrrB2yyaijt 1Zt1Z:t s
˙
dt “: pEZt qijdt
` taijt p´δY it δf jt ´ δY jt δf it `BpΛqΘft δY it δY jt q ´ Byaijt 1ftδY it δY jt udt “: pEft qijdt (2.32)
` taijt
kÿ
m“1
δZimt δZ
jm
t `
kÿ
m“1
Byaijt 1Z .mt pδY it δZjmt ` δY jt δZimt qudt “: pEδZt qijdt (2.33)
` taijt pδY it δZj.t ` δYtδZi.t q ` δY it δY jt Byaijt 1ZtudWt “: dM ijt (2.34)
` taijt pδY it δΨjt ` δY jt δΨitq ` pByaijt 1Ψt `BpΛqaijt ΘΦt qδY it δY jt udt “: pERt qijdt . (2.35)
We now study each term separately.
2.b We start by the reflection terms in (2.35). We first observe thatÿ
1ďi,jďd
pERt qij “ 2Apt, 1YtqδYt ¨ δΨt `
ÿ
1ďi,jďd
Byaijt 1Ψt `BpΛqΘΦt δYt ¨Apt, 1YtqδYt .
Recalling (2.6) and (2.7), we computeÿ
1ďi,jďd
pERt qij ě 2Apt, 1YtqδYt ¨ δΨt `
ˆ
BpΛq
L
ΘΦt ´ CΛ|1Φt|
˙
|δYt|2 . (2.36)
For the first term in the right hand side of (2.36), we compute
Apt, 1YtqδYt ¨ δΨt “ Apt, 1YtqδYt ¨ 1Ψt ´Apt, 2YtqδYt ¨ 2Ψt ´ tApt, 1Ytq ´Apt, 2YtquδYt ¨ 2Ψt.
(2.37)
We now observe that,
Apt, 1YtqδYt ¨ 1Ψt “ δYt ¨Apt, 1Ytq1Ψt “ δYt ¨ 1Φt
ě p1Yt ´Pp1Ytq `Pp2Ytq ´ 2Ytq ¨ 1Φt
ě ´ `|Pp1Ytq ´ 1Yt| ` |Pp2Ytq ´ 2Yt|˘ |1Φt| (2.38)
where we used (2.28) and the convexity property of D. Similarly, we compute
´Apt, 2YtqδYt ¨ 2Ψt ě ´
`|Pp1Ytq ´ 1Yt| ` |Pp2Ytq ´ 2Yt|˘ |2Φt|. (2.39)
For the last term in the right-hand side of (2.37), we get, using the Lipschitz property
of A that
tApt, 1Ytq ´Apt, 2YtquδYt ¨ 2Ψt ě ´CΛ|δYt|2|2Φt|. (2.40)
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Combining (2.38)-(2.39)-(2.40) with (2.36), we obtain, for BpΛq large enough,
Et
»
–ż T
t
Γs
ÿ
1ďi,jďd
pERs qijds
fi
fl ě ´CΛEt„ż T
t
Γsp|Pp2Ysq ´ 2Ys| ` |Pp1Ysq ´ 1Ys|qp|1Φs| ` |2Φs|qds

.
(2.41)
2.c Using Young’s inequality, we compute, recalling (2.6) and (2.7),ÿ
1ďi,jďd
pEδZt qij ě
1
2L
|δZt|2 ´ CΛ|δYt|2|1Zt|2 . (2.42)
The terms Ef in (2.32) can be lower bounded, using Young’s inequality and (2.6), by
ÿ
1ďi,jďd
pEft qij ě´
1
3L
|δZt|2 `
ˆ
BpΛq
L
Θ
f
t ´ CK,Λ,σp1` |θ
1ξ
t | ` |1Zt ´Z
1ξ|q
˙
|δYt|2
´ CΛ|p1f ´ 2fqpt, 1Yt, 1Ztq|2 , (2.43)
recalling (2.19). We also have that
ÿ
1ďi,jďd
pEZt qij ě
ˆ
BpΛq
L
Θ1t ´CΛ|1Zt|2
˙
|δYt|2 and
ÿ
1ďi,jďd
pETt qij ě
ˆ
ApΛq
L
´ CΛ
˙
|δYt|2 .
(2.44)
2.d We now consider the local martingale M, defined by
Mt :“
ÿ
1ďi,jďd
M
ij
t with M
ij
t :“
ż t
0
ΓsdM
ij
s ,
and are going to show that it is in fact a true martingale. We study only the second
term in (2.34), the first term is treated similarly with δZ in place of 1Z. Applying
Burkholder-Davis-Gundy inequality, we compute, using (2.7),
E
«
sup
tPr0,T s
ˇˇˇ
ˇż t
0
ΓtδY
i
t δY
j
t Byaijt 1ZtdWt
ˇˇˇ
ˇ
ff
ď CΛE
„
p
ż T
0
Γ2t |δYt|2|1Zt|2dtq
1
2

ď CΛ,pEr|ΓT |ps
1
p E
«
sup
tPr0,T s
|δYt|q
ˆż T
0
|1Zt|2dt
˙qff 1q
ď CΛ,pEr|ΓT |ps
1
p ,
where we used Cauchy-Schwarz inequality, the energy inequality, with the fact that
supt |δYt| is bounded in any L rpFT q and 1Z P B2. From step 1. we deduce then that
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the supremum of the local martingale term is integrable and it is thus a martingale.
3. Combining the results from steps 2.a - 2.c, we get, for BpΛq and ApΛq large enough,
ΓtδYt ¨Apt, YtqδYt ` Et
„ż T
t
Γs
1
6L
|δZs|2ds`Mt ´MT

ď
EtrΓT δξ ¨ ApT, YT qδξs `
CΛ,K,σEt
„ż T
t
Γs
 |p1f ´ 2fqps, 1Ys, 1Zsq|2 ` p|Pp2Ysq ´ 2Ys| ` |Pp1Ysq ´ 1Ys|qp|1Φs| ` |2Φs|q( ds.
Step 2.d allows us to claim that EtrMt ´MT s “ 0 in the previous inequality. Moreover,
we have, recalling (2.6) and Γ ě 1,
|δYt|2 ď LΓtδYt ¨ Apt, YtqδYt and EtrΓT δξ ¨ ApT, YT qδξs ď LEt
“
ΓT |δξ|2
‰
,
which combined with the previous inequality concludes the proof of (2.29). l
Remark 2.6. The dependence upon Λ is a key fact that will restrain us to extend
straightforwardly to rougher coefficients our main existence and uniqueness results in
the non-Markovian case, recall assumption (SB). This is a quite important limitation:
indeed, when we consider classical applications of obliquely reflected BSDEs to optimal
switching problems we have to deal with convex polytopes domains D which are corner
domains. Thus, in this context H is not smooth enough to apply our results. It jus-
tifies Section 4 where the Markovian framework is studied under a weaker regularity
assumption on H thanks to a different approach.
2.4 Some interesting facts about the class Tβ
We first make the following observation.
Proposition 2.3. Let ξ P L 2pFT q satisfying (SB)(i). If we have, for some β ą 0,
dB2pZξ ,H 8q ă
1?
β
, (2.45)
then ξ P Tβ.
Proof. We can find V P H 8, s.t. ››Zξ ´ V ››
B2
“ 1p1`ηq?β , for some η ą 0 small
enough. We now set λ :“
´
1` η
2
1` η
3
¯2
β and we compute, using Young’s inequality,
|Zξ|2 ď p1` η
3
q|Zξ ´ V |2 ` p1` 3
η
q|V |2.
This leads, using Hölder inequality, to
E
”
eλ
şT
0
|Zξt |2dt
ı
ď CE
”
ep1`
η
3
q2λ şT
0
|Zξt´Vt|2dt
ı 1
1`
η
3
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where we used the fact that V P H 8. Since
›››p1` η3 q?λpZξ ´ V q›››
B2
“ 1`
η
2
1`η ă 1, we
can apply the John-Nirenberg inequality, see Theorem 2.2 in [14], to obtain
E
”
ep1`
η
3
q2λ şT
0
|Zξt´Vt|2dt
ı
ă 8 ,
which concludes the proof. l
Proposition 2.3 only suggests a sufficient condition. In the case β “ `8, for which
condition (2.45) should read dB2pZξ,H 8q “ 0, it is known that the condition is not
necessary. We refer the interested reader to the paper [23], where this question is treated
with more details.
The next result shows that a class of path-dependent function of some smooth pro-
cesses are naturally contained in Tβ and actually for all β ą 0. This class is quite
important for applications.
Proposition 2.4. Let X P S 2 such that for all t, s ď T , the Malliavin deriva-
tives of Xs denoted DtXs is well defined and satisfies
››supt,s |EtrDtXss |››L8 ă 8.
Let g : C0pr0, T s,Rnq Ñ Rd be a uniformly continuous function, then denoting ξ “
g
`pXsqsPr0,T s˘, we have that Zξ PĘH 8B2 .
1.a We first start by considering a sequence pgN q of N -Lipschitz regularisation of
g “ pg1, . . . , gdq given by
giN pxq “ inf
uPC0pr0,T s,Rnq
tgipuq `N}u´ x}8u , for all x P C0pr0, T s,Rnq, 1 ď i ď n.
Let us observe that gN is finite for N large enough due to the linear growth of g. Then
we have, for all x P C0pr0, T s,Rnq and 1 ď i ď n,
gipxq ě giN pxq ě inf
uPC0pr0,T s,Rnq
tgipxq ´ ωgip|u´ x|8q `N |u´ x|8u
ě gipxq ` inf
uPC0pr0,T s,Rnq
tN |u|8 ´ ωgip|u|8qu
where ωgi is a concave modulus of continuity for the uniformly continuous component
gi of g. Thus we get
|gN ´ g|8 ď C
dÿ
i“1
sup
uPC0pr0,T s,Rnq
tωgip|u|8q ´N |u|8u :“ cpNq. (2.46)
Since ωgiphq “ op1q when hÑ 0` then cpNq “ op1q when N Ñ `8.
1.b Defining YNt :“ EtrgN pX¨qs “ gN pX¨q ´
şT
t
ZNs dWs and applying Itô’s formula
to |YN¨ ´ Yξ¨ |2, we compute
|Y Nt ´ Yξt |2 ` Et
„ż T
t
|ZNt ´ Zξt |2dt

“ Et
“|gN pX¨q ´ gpX¨q|2‰ ď cpNq2
17
recall (2.46). From this, we deduce that for all ǫ ą 0, there exists Nǫ, s.t. for all N ě Nǫ,›››ZN ´ Zξ›››
B2
ď ǫ . (2.47)
2. We now show that ZN introduced above, belongs to H 8. This fact combined with
(2.47) proves the statement of the proposition.
Following Lemma 4.1 in [16] there exists a family Π “ tπu of partitions of r0, T s and a
family of discrete functionals tgN,πu such that
• for each π P Π, with π : 0 “ t0 ă ... ă tm “ T , we have that gN,π P C8b pRdpm`1qq,
and satisfies
mÿ
i“0
|BxigN,πpxq| ď N, @x P C0pr0, T s,Rnq, (2.48)
where gN,πpxq :“ gN,πpxpt0q, ..., xptmqq.
• for any x P C0pr0, T s,Rnq it holds that
lim
|π|Ñ0
|gN,πpxq ´ gN pxq| “ 0. (2.49)
We naturally consider pYN,π,ZN,πq given by
Y
N,π
t :“ EtrgN,πpXqs “ gN,πpXq ´
ż T
t
ZN,πs dWs, 0 ď t ď T.
2.a By the Clark-Ocone formula, we have that
Z
N,π
t “ EtrDtgN,πpXqs
“
mÿ
i“1
BxigN,πpXqEtrDtXtis .
Now, using (2.48) and the assumption on pDtXsqt,sďT , we obtain››ZN,π››
S8
ď CN . (2.50)
2.b Combining (2.49) and the fact that |gN pXq´gN,πpXq| ď CN p1`suptPr0,T s |Xt|q P L2,
we can use the dominated convergence theorem to get
lim
|π|Ñ0
E
“|gN pXq ´ gN,πpXq|2‰ “ 0 ,
which leads to
lim
|π|Ñ0
E
„ż T
0
|ZN ´ ZN,π|2dt

“ 0 .
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Up to a subsequence, we have ZN,π Ñ ZN dP b dt-a.e. and, moreover, |ZN,π| ď CN ,
recall (2.50). We thus obtain for (a version of) the limit processż T
0
|ZNt |2dt ď TC2N , P´ a.s. (2.51)
which concludes the proof of this step.
3. Finally, we remark that Zξ P B2 since Zξ ´ZN P B2 and ZN P H 8 Ă B2. We
conclude the proof by using (2.47). l
We obtain the following direct corollary, which gives a sufficient condition on models
in a path-dependent framework to check the admissibility of the terminal condition.
Corollary 2.2. Let X be solution of the Lipschitz SDE
Xt “ x`
ż t
0
bpXsqds `
ż t
0
σpXsqdWs,
where σ and b are Lipschitz continuous functions and σ is bounded.
Set ξ :“ gppXsqtPr0,T sq where g is a uniformly continuous function on Cpr0, T s,Rdq, then
ξ belongs to Tβ, for all β ą 0. Moreover, if ξ˜ P L8, then ξ ` ξ˜ belongs to Tβ for all
β ă
›››ξ˜›››´2
L8
.
Proof. When σ and b are smooth enough, it is well known, see e.g. [18], that X is
Malliavin differentiable and, for all 1 ď i ď k, pDitXsqsPrt,T s is solution of the linear SDE
given by
DitXs “ σipXtq `
ż s
t
∇bpXrqDitXrdr `
ż s
t
kÿ
j“1
∇σjpXrqDitXrdW jr , t ď s ď T.
Then, we easily get that |EtrDtXss| ď eKbTM with Kb the Lipschitz constant of b and
M a bound of σ. Thus we can apply Proposition 2.4 to get the first part of the result.
When coefficients are not smooth enough, a standard approximation gives us the result,
pointing out the fact that
››supt,s |EtrDtXss |››L8 can be uniformly bounded with respect
to the approximation. For the second part of the corollary, we just have to remark that
dB2pZξ`ξ˜,H 8q ď
›››Zξ`ξ˜ ´Zξ›››
B2
` dB2pZξ,H 8q “
›››Z ξ˜›››
B2
.
Moreover, applying Itô’s formula to |Y ξ˜t |2, we compute›››Z ξ˜›››
B2
ď
›››ξ˜›››
L8
,
which implies
dB2pZξ`ξ˜,H 8q ď
›››ξ˜›››
L8
.
Thus, we just have to apply Proposition 2.3 to conclude. l
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3 Existence and uniqueness in a regular setting
In this section, we obtain an existence and uniqueness result in a non Markovian setting,
working under assumption (SB) and considering terminal condition in the class Tβ, for
some β ą 0. This β, as shown in the previous section depends dramatically on the
smoothness of the coefficients. Our proof is done in two main steps. In the first step,
we restrict to the case of a bounded terminal condition. We study the wellposedness of
the penalised equation, and prove their convergence to an obliquely reflected BSDE. In
a second step, we extend our result to all terminal condition in the class Tβ.
3.1 Bounded terminal condition
We first obtain some results on the penalised BSDE that will be used later in this section
and also in Section 4 in the Markovian case. We thus essentially work here under the
assumption (A).
We start with the following lemma that verifies the well-posedness of equation (1.2)
under some classical conditions.
Lemma 3.1. We assume that (A) is in force and that f and H are Lipschitz continuous
with respect to py, zq. Then, for all n P N there exists a unique solution to (1.2) in
S 2 ˆH 2.
Proof. Since D is convex, ϕMn is convex and nM -Lipschitz continuous, recall (1.3).
Indeed, denoting DM :“ ty P Rd|dpy,Dq ďMu, we have that
ϕMn phq “
"
n1
2
d2ph,Dq if h P DM
nMdph,Dq ´ nM2
2
if h R DM (3.1)
and
∇ϕMn pyq “
$’&
’%
0 if y P D¯
ndpy,Dq y´Ppyq|y´Ppyq| if y P DMzD¯
nM
y´Ppyq
|y´Ppyq| if y R DM
. (3.2)
FinallyH and∇ϕMn are two Lipschitz bounded functions which proves that the penalised
BSDE (1.2) has a Lipschitz driver: the classical result of [19] then applies to get the
existence and uniqueness result. l
Lemma 3.2. Assume that (A) holds and that there exists a solution to (1.2) in S 2 ˆ
H 2. Then, pY n, Zn,∇ϕMn pY nqq satisfies Condition (2.12) for some K ą 0 and for
some c ą 0 we have
sup
tPr0,T s
E
“
ϕMn pY nt q
‰` E„ż T
0
|∇ϕMn pY ns q|2ds

ď cE
„
|ξ|2 `
ż T
0
|αs|2ds

. (3.3)
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Importantly, K and c do not depend on n, nor M .
Moreover, if (SB) holds, then, there exists c1 :“ c1pσξq, which does not depend on n nor
M , such that
sup
tPr0,T s
ϕMn pY nt q `
››∇ϕMn pY nq››2B2 ď c1 . (3.4)
Proof. Since ϕMn is a C
1 convex function, we have the following inequality (see Lemma
2.38 in [20]): for s P rt, T s,
ϕMn pY ns q `
ż T
s
∇ϕMn pY nu q ¨Hpu, Y nu , Znu q∇ϕMn pY nu qdu (3.5)
ďϕMn pξq `
ż T
s
∇ϕMn pY nu q ¨ fpu, Y nu , Znu qdu´
ż T
s
∇ϕMn pY nu q ¨ ZnudWu,
and we recall that ϕMn pξq “ 0. We observe, using (2.2) that
∇ϕMn pY nu q ¨Hpu, Y nu , Znu q∇ϕMn pY nu q ě η|∇ϕMn pY nu q|2 (3.6)
and combining Cauchy-Schwarz inequality with Young’s inequalityż T
s
∇ϕMn pY nu q ¨ fpu, Y nu , Znu qdu ď
η
2
ż T
s
|∇ϕMn pY nu q|2du`
2
η
ż T
s
|fpu, Y nu , Znu q|2du .
From this, we deduce
ϕMn pY nt q ` Et
„ż T
t
|∇ϕMn pY nu q|2du

ď 4
η
Et
„ż T
t
|fpu, Y nu , Znu q|2du

, (3.7)
which proves (2.12) for pY n, Zn,Φnq. This allows then to invoke Lemma 2.1 to obtain
(3.3) under (A). Under (SB), (3.7) allows also to conclude recalling that f is Lipschitz
continuous, θξ P B2 and (2.19). l
We now prove our first existence result for the obliquely reflected BSDE$’’’&
’’’%
Yt “ ξ `
ż T
t
fps, Ys, Zsqds´
ż T
t
Hps, YsqΦsds´
ż T
t
ZsdWs, 0 ď t ď T,
Yt P D¯, Φt P BϕpYtq,
ż T
0
1tYtRBDu|Φt|dt “ 0.
(3.8)
Proposition 3.1. Assume that (SB) holds and that ξ P L8 X TBpΛq. Then, there
exists a solution in S 2 ˆH 2 ˆH 2 to the obliquely reflected BSDE (3.8).
Proof. To obtain the existence result, we consider a sequence of penalised BSDEs
given by equation (1.2) for which we have existence and uniqueness from Lemma 3.1.
In the definition of ϕMn , recall (1.3), we set M “ 2c where c is given in Corollary 2.1. In
particular, we observe that for this choice of M , for 0 ď t ď T ,
Φnt :“ ∇ϕMn pY nt q “ n pY nt ´PpY nt qq and
1
n
ϕnpY nt q “
1
2
|PpY nt q ´ Y nt |2 , (3.9)
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recall (3.1) and (3.2). We will use this fact later on.
1.a. We now prove that pY n, Znq is a Cauchy sequence in S 2ˆH 2. Indeed, let m ě 0
and n ě 0, thanks to Lemma 3.2 we can apply Proposition 2.2 to obtain
sup
tPr0,T s
E
“|Y nt ´ Y mt |2‰` }Zn ´ Zm}2H 2 (3.10)
ď CΛE
„ż T
0
Γn,ms p|PpY ns q ´ Y ns | ` |PpY ms q ´ Y ms |q p|Φms | ` |Φns |q ds .

“: An,m.
Let us notice that, from Proposition 2.2 again, there exist p ą 1 and a constant C such
that
E
“|Γn,mT |p‰ ď C , (3.11)
where, importantly, p and C do not depend on pn,mq. Applying Itô’s formula to |Y n´
Y m|2 on r0, T s, we compute, using usual arguments,
}Y n ´ Y m}2
S 2
ď CE
„ż T
0
|Y nt ´ Y mt | p|Φnt | ` |Φmt |q dt

` CE
«
sup
tPr0,T s
ˇˇˇ
ˇż t
0
pY ns ´ Y ms qpZns ´ Zms qdWs
ˇˇˇ
ˇ
ff
.
Using Burkholder-Davis-Gundy inequality and Young’s inequality, we obtain
}Y n ´ Y m}2
S 2
ď CE
„ż T
0
|Y nt ´ Y mt | p|Φn| ` |Φmt |q dt

` C }Zn ´ Zm}2
H 2
.
Applying Cauchy-Schwarz inequality, and using Lemma 3.2, we get
}Y n ´ Y m}2
S 2
ď C
´
}Y n ´ Y m}
H 2
` }Zn ´ Zm}2
H 2
¯
. (3.12)
Combining the previous inequality with (3.10), we have
}Y n ´ Y m}2
S 2
` }Zn ´ Zm}2
H 2
ď C `An,m `aAn,m˘ . (3.13)
1.b We now study the An,m term. We first observe, recalling Lemma 3.2 and (3.9),
E
„ż T
0
Γ
n,m
t |PpY nt q ´ Y nt ||Φms |ds

ď
››››sup
t
|PpY nt q ´ Y nt |
››››
L8
E
„
Γ
n,m
T
ż T
0
|Φms |ds

ď C?
n
E
„
Γ
n,m
T
ż T
0
|Φms |ds

.
Applying Hölder inequality, denoting q the conjugate exponent of p introduced in (3.11),
we deduce from the previous inequality
E
„ż T
0
Γ
n,m
t |PpY nt q ´ Y nt ||Φms |ds

ď C?
n
E
«ˆż T
0
|Φms |2ds
˙ q
2
ff
.
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Then, combining the energy inequality with (3.4), we conclude
E
„ż T
0
Γ
n,m
t |PpY nt q ´ Y nt ||Φms |ds

ď C?
n
. (3.14)
Similarly we obtain,
E
„ż T
0
Γ
n,m
t |PpY mt q ´ Y mt ||Φns |ds

ď C?
m
and
E
„ż T
0
Γ
n,m
t p|PpY nt q ´ Y nt | ` |PpY mt q ´ Y mt |q|Φms |ds

ď C
ˆ
1?
m
` 1?
n
˙
.
Combining the previous inequalities with (3.13), we compute that
}Y n ´ Y m}2
S 2
` }Zn ´ Zm}2
H 2
ď C
´
n´
1
4 `m´ 14
¯
,
which proves that pY n, Znqn is a Cauchy sequence in S 2 ˆ H 2. We denote pY,Zq its
limit.
2. We now prove that pY,Zq is solution to an obliquely reflected BSDE, namely we pass
to the limit in (1.2). Let us first observe that, passing to the limit in (3.4) yields that
Y P D¯ as expected.
2.a We first study the reflecting term. Since, by Lemma 3.2,
E
„ż T
0
|∇ϕnpY ns q|2ds

ď C,
we have, up to a subsequence, the following weak L2pr0, T s ˆ Ωq-convergence:
∇ϕnpY nq á Φ, when nÑ `8.
Let pVtqtPr0,T s be a continuous adapted process valued in D¯. From the convexity property
of D and the fact that ∇ϕnpY nq “ npY n ´PpY ns qq, recall (3.9), we haveż T
0
pY nt ´ Vtq:∇ϕnpY nt qdt ď 0 .
By strong convergence of pY nqně0 to Y , weak convergence of p∇ϕnpY n¨ qqně0 and the
uniform L2-bound on ∇ϕnpY n¨ q, recall Lemma 3.2, we obtain
E
„ż T
0
pYt ´ Vtq:Φtdt1A

ď 0 ,
for all A P FT . This leads to
şT
0
pYt ´ Vtq:Φtdt ď 0 . Using Lemma 2.1 in [8] ω-wise, we
obtain that
Φ P BϕpY q and
ż T
0
1tYtRBDu|Φt|dt “ 0 ,
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which fully characterise Φ.
2.b Now we want to show that pY,Z,Φq is solution of (3.8). By strong convergence
of pY n, Znq to pY,Zq and the Lipschitz-continuity of f , we have
fp¨, Y n¨ , Zn¨ q H
2ÝÑ fp¨, Y¨, Z¨q and
ż t
0
Zns dWs
L 2ÝÑ
ż t
0
ZsdWs ,
for all t ď T . Moreover, Φn á Φ in L2pr0, T s ˆ Ωq, when n Ñ `8. Using Mazur’s
Lemma, we know that there exists a convex combination of the above converging strongly
in L2pr0, T s ˆ Ωq, namely
pΦ :“
Npÿ
r“p
λprΦ
r pÑ8Ñ Φ,
where λpr ě 0 for all p P N and p ď r ď Np, and
řNp
r“p λ
p
r “ 1. Let us observe that by
strong convergence, the following combination
ppY, pZq :“
Npÿ
r“p
λprpY r, Zrq
still converges to pY,Zq in S 2 ˆH 2 and, by strong convergence,
Npÿ
r“p
λprfp¨, Y r, Zrq H
2ÝÑ fp¨, Y, Zq and
ż t
0
pZsdWs
L 2ÝÑ
ż t
0
ZsdWs , t ď T .
Moreover, we remark that
Npÿ
r“p
λprHp., Y rqΦr “
Npÿ
r“p
λpr rHp., Y rq ´Hp., Y qsΦr `Hp., Y qpΦ.
Using the Lipschitz property of H and the uniform L2-bound on ∇ϕnpY n¨ q, the first
term in the right hand side of the previous equation tends to zero in H 2. Then we get
Npÿ
r“p
λprHp., Y rqΦr H
2ÝÑ Hp., Y qΦ.
Finally, we just have to pass to the limit into
pYt “ ξ `
ż T
t
Npÿ
r“p
λprfps, Y rs , Zrs qds´
ż T
t
pZsdWs ´
ż T
t
Npÿ
r“p
λprHps, Y rs qΦrsds
to conclude the proof of the theorem.
l
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3.2 General case
Theorem 3.1. Assume that (SB) holds and ξ P TBpΛq. There exists a unique solution
pY,Z,Φq P S 2 ˆB2 ˆB2 to (1.1).
Before proving our main result, we consider the following lemma which is a key
result for the study of Obliquely Reflected BSDEs, as it proves, among other things,
the structural condition (2.12). It is the counterpart of Lemma 3.2 introduced for the
penalised BSDE.
Lemma 3.3. Assume that (SB) holds. Let pY,Z,Φq P S 2 ˆH 2 ˆ H 2 be a solution
to the Obliquely Reflected BSDE (1.1). Then, the structural condition (2.12) holds true
for pY,Z,Φq for some K ą 0. Moreover, there exists c :“ cpσξq such that
}Φ}
B2
ď c . (3.15)
Proof. Applying Itô’s formula to Ut :“ φpYtq, recall assumption (SB), we compute
that dUt “ atdt` btdWt with
at :“ BφpYtqt´fpt, Yt, Ztq `Hpt, YtqΦtu ` 1
2
TrrB2φpYtqZtZ˚t s and bt :“ BφpYtqZt.
Using Itô-Tanaka formula, we obtain
dr´Uts` “ ´at1tUtă0udt´ bt1tUtă0udWt ` dL0t
where L0 is the local time at 0 of the semi-martingale U . Taking the difference of the
two previous equations, we obtain
0 “ at1tUt“0udt` bt1tUt“0udWt ` dL0t
which leads to at1tUt“0udt ď 0. We then deduce
|Φt|dt ď 1
η
rBφpYtqfpt, Yt, Ztqs`dt, (3.16)
recall (2.9) and Remark 2.3 iq. From this, we deduce that a fortiori (2.12) holds true.
l
We should notice that in the proof of the above lemma, we obtain a stronger result than
the structural condition (2.12). Indeed, we are able to control in (3.16) the reflecting
process without the conditional expectation appearing in (2.12).
We now turn to the proof of our main result for this section.
Proof of Theorem 3.1
1. We first prove uniqueness of the solution. Let p1Y, 1Z, 1Φq and p2Y, 2Z, 2Φq be two
solutions of (3.8) in S 2ˆH 2ˆH 2. We first observe that both solutions satisfies (2.12)
by application of Lemma 3.3 which allows us to invoke Proposition 2.1. Moreover, both
solutions satisfy (2.28) by definition. Then, a straightforward application of Proposition
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2.2 concludes the proof of this step, noticing that all the terms in the right hand side of
(2.29) are null.
2. We now turn to the existence question.
2.a We first approximate ξ by a sequence of bounded random variables pξN qNě1. Let
pτN qNě1 be the sequence of stopping time defined by
τN :“ inftt ě 0 | |Yξt | ě Nu ^ T ,
and we set ξN :“ YξτN . Importantly, we observe that ξN satisfies (SB)(i) and it belongs
also to the class TBpΛq, indeed
şT
0
|ZξNs |2ds ď
şT
0
|Zξs |2ds. For later use, let us also remark
that
σξ
N ď σξ , for all N ě 1 , (3.17)
recall (2.8). Moreover, since
ξN Ñ ξ P´ a.s. and |ξN ´ ξ| ď 2 sup
tPr0,T s
|Yξt | ,
we have that by the dominated convergence theorem, recall Remark 2.2 (i), ξN Ñ ξ in
L q, for any q ě 1.
2.b Applying Proposition 3.1, we introduce a sequence of Obliquely RBSDEs, pY N , ZN ,ΦN q
with terminal condition ξN . We now show that pY N , ZN q is a Cauchy sequence in
S 2ˆH 2. First, we apply the stability estimate given in Proposition 2.2: for N,P ě 1,
we have
sup
tPr0,T s
E
“|Y Nt ´ Y Pt |2‰` ››ZN ´ ZP ››2H 2 ď CE”ΓN,PT |ξN ´ ξP |2ı ,
with ΓN,P such that for some p ą 1 and C ą 0,
E
”
|ΓN,PT |p
ı
ď C ,
where importantly p and C do not depend on pN,P q, recall (3.17). Using Hölder
inequality, we then obtain
sup
tPr0,T s
E
“|Y Nt ´ Y Pt |2‰` ››ZN ´ ZP ››2H 2 ď C ››ξN ´ ξP ››2L 2q .
Following classical arguments, see Step 1.a in the proof of Proposition 3.1, we compute
also ››Y N ´ Y P ››2
S 2
ď CE
„ż T
0
|Y Nt ´ Y Pt |
`|ΦNt | ` |ΦPt |˘ dt` C ››ZN ´ ZP ››2H 2 .
Applying Cauchy-Schwarz inequality, and combining Lemma 3.3 and (3.17), we get››Y N ´ Y P ››2
S 2
ď C
´››Y N ´ Y P ››
H 2
` ››ZN ´ ZP ››2
H 2
¯
.
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Eventually, we obtain››Y N ´ Y P ››2
S 2
` ››ZN ´ ZP ››2
H 2
ď C
´››ξN ´ ξP ››
L 2q
` ››ξN ´ ξP ››2
L 2q
¯
.
From the conclusion of Step 1. we deduce the Cauchy property of the sequence pY N , ZN q
and we denote pY,Zq its limit. The proof is then concluded following the same arguments
as in step 2 of Proposition 3.1, once observed that by Lemma 3.3,
E
„ż T
0
|ΦNs |2ds

ď C ,
where again C does not depend on N from (3.17). l
4 A general existence result in the Markovian framework
In this section, we introduce a Markovian framework: for all pt, xq P r0, T s ˆ Rq, we
denote pXt,xs qsPr0,T s the solution of the SDE
dXs “ bps,Xsqds` σps,XsqdWs, s P rt, T s, (4.1)
Xs “ x, s P r0, ts,
and we consider the following Markovian reflected BSDE:$’’’&
’’’%
Yt “ gpX0,aT q `
ż T
t
fps,X0,as , Ys, Zsqds´
ż T
t
ZsdWs ´
ż T
t
Hps,X0,as , Ys, ZsqΦsds,
Yt P D¯, Φt P BϕpYtq, 0 ď t ď T,
ż T
0
1tYtRBDu|Φt|dt “ 0.
(4.2)
The main goal of this section is to prove an existence result for the above reflected BSDE
when H is only continuous, compare with assumption (SB). We also discuss the case
of discontinuous H and the difficulty arising for uniqueness in this setting.
4.1 Continuous oblique direction of reflection
We now introduce the main setting for this part. The set of assumption below echoes
assumption (A) introduced in Section 2.1 but in a Markovian setting.
Assumption (AM)
i) b : r0, T sˆRq Ñ Rq and σ : r0, T sˆRq Ñ Rqˆk are measurable functions satisfying
linear growth condition and uniform Lipschitz condition with respect to the space
variable namely
|bpt, xq| ` |σpt, xq| ď Lp1` |x|q and |bpt, xq ´ bpt, yq| ` |σpt, xq ´ σpt, yq| ď L|x´ y| ,
for some L ą 0 and all pt, x, yq P r0, T s ˆ Rq ˆ Rq.
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ii) g : Rq Ñ D¯ is a measurable function and there exists p P R` such that for any
x P Rq,
|gpxq| ď Lp1` |x|pq.
iii) f : r0, T s ˆ Rq ˆ Rd ˆ Rdˆk Ñ Rd is a measurable function satisfying: there exists
p P R` such that, for any pt, x, y, zq P r0, T s ˆ Rq ˆRd ˆ Rdˆk, we have
|fpt, x, y, zq| ď Lp1` |x|p ` |y| ` |z|q,
and, for all pt, xq P r0, T s ˆ Rd, fpt, x, ., .q is continuous on Rd ˆ Rdˆk.
iv) H : r0, T s ˆ Rq ˆ Rd ˆ Rdˆk Ñ Rdˆd is a measurable function. There exists η ą 0
such that, for all pt, x, y, zq P r0, T s ˆRq ˆ Rd ˆRdˆk
Hpt, x, y, zqυ ¨ υ ě η, @υ P npPpyqq, (4.3)
and |Hpt, x, y, zq| ď L.
v) Let X “ tµpt, x; s, dyq, x P Rq and 0 ď t ď s ď T u be the family of laws of Xt,x on
R
q, i.e., the measures such that @A P BpRqq, µpt, x; s,Aq “ PpXt,xs P Aq. For any
t P r0, T q, for any µp0, a; t, dyq-almost every x P Rq, and any δ Ps0, T ´ ts, there
exists an application φt,x : rt, T s ˆ Rd Ñ R` such that:
(a) @k ě 1, φt,x P L2prt` δ, T s ˆ r´k, ksq;µp0, a; s, dyqdsq,
(b) µpt, x; s, dyqds “ φt,xps, yqµp0, a; s, dyqds on rt` δ, T s ˆRq.
vi) For all pt, xq P r0, T s ˆRd, Hpt, x, ., .q is continuous on Rd ˆD.
Remark 4.1. i) We observe that Hpt,X, ¨q and fpt,X, ¨q satisfy assumption (A).
Thus we will use in the sequel the a priori estimates obtained in Section 2.2.
ii) Remark 2.1 applies for H which is continuous in this context.
iii) The L 2-domination condition (AM)(v) was initially introduced in [10]. We refer
to [10, 4] for examples of assumptions on coefficients of the SDE (4.1) under which
(AM)(v) is true.
Theorem 4.1. Assume (AM). Then, there exists a solution pY,Zq P S 2 ˆ H 2 to
(4.2). Moreover, the following Markovian representation holds true:
There exist u : r0, T s ˆ Rq Ñ Rd and v : r0, T s ˆ Rq Ñ Rdˆk measurable functions such
that
Yt “ upt,X0,at q and Zt “ vpt,X0,at q,
and, for some c ą 0, for all pt, xq P r0, T s ˆ Rq,
|upt, xq| ď cp1` |x|pq.
By choosing properly the function H we can obtain the following corollary.
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Corollary 4.1. Let us consider the following obliquely reflected Markovian BSDE$’’’’’’&
’’’’’’%
Yt “ gpX0,aT q `
ż T
t
fps,X0,as , Ys, Zsqds´
ż T
t
Zs dWs `
ż T
t
Ψsds, 0 ď t ď T,
Y ℓt ě max
jPI
tY jt ´ cℓju, 0 ď t ď T, ℓ P I,ż T
0
”
Y ℓt ´ max
jPIztℓu
tY jt ´ cℓju
ı
Ψℓtdt “ 0, ℓ P I,
(4.4)
where I :“ t1, . . . , du and the switching costs pcijqi,jPI satisfy the following structure
condition #
cii “ 0, for 1 ď i ď d;
tcij ` cjl ´ cilu ą 0, for 1 ď i, j ď d with i ‰ j, j ‰ l. (4.5)
We assume that assumption (AM) is in force. Then there exists a solution pY,Z,Ψq P
S 2ˆH 2ˆH 2 to (4.4) . Moreover the following Markovian representation holds true:
There exist two measurable functions u : r0, T s ˆ Rq Ñ Rd and v : r0, T s ˆ Rq Ñ Rdˆk
such that
Yt “ upt,X0,xt q and Zt “ vpt,X0,xt q,
and, for some c ą 0, for all pt, xq P r0, T s ˆ Rq,
|upt, xq| ď cp1` |x|pq.
Remark 4.2. The main novelty here is the dependence of the generator on the whole z
(as in the concomitant article [4]) which extend the result of [13, 12, 1] and the possibility
to consider negative switching costs. We refer to [17] and references inside for a recent
work dealing with switching problems with signed switching costs. Our result only cover
the case of constant switching costs due to a priori estimates obtained previously in the
framework of a deterministic domain D. Nevertheless our approach might be adapted
to treat random domains and then tackle the problem of switched BSDEs with random
signed switching costs.
Before giving the proof of Theorem 4.1 and Corollary 4.1, we start by considering an
approximation of (4.2). Let θ be an element of C8pRd`dˆk,R`q with compact support
and satisfying ż
Rd`dˆk
θpy, zqdydz “ 1.
For all n P N and pt, x, y, zq P r0, T s ˆ Rq ˆ Rd ˆ Rdˆk we set
fnpt, x, y, zq “
ż
Rd`dˆk
n2fpt, x, y, zqθpnpy ´ uq, npz ´ vqqdudv
Hnpt, x, y, zq “
ż
Rd`dˆk
n2Hpt, x, y, zqθpnpy ´ uq, npz ´ vqqdudv.
By classical convolution arguments functions pfnqnPN and pHnqnPN satisfy following prop-
erties.
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Lemma 4.1. Assume (AM).
i) fn : r0, T s ˆ Rq ˆ Rd ˆ Rdˆk Ñ Rd and Hn : r0, T s ˆ Rq ˆ Rd ˆ Rdˆk Ñ Rdˆd are
measurable and uniformly Lipschitz functions with respect to py, zq.
ii) |fnpt, x, y, zq| ď Lp1 ` |x|p ` |y| ` |z|q and |Hnpt, x, y, zq| ď L for all pt, x, y, zq P
r0, T s ˆ Rq ˆ Rd ˆ Rdˆk.
iii) For all pt, xq P r0, T s ˆ Rq and K a compact subset of Rd ˆ Rdˆk
sup
py,zqPK
|fnpt, x, y, zq ´ fpt, x, y, zq| ` sup
py,zqPK
|Hnpt, x, y, zq ´Hpt, x, y, zq| nÑ`8ÝÑ 0.
For any n P N, we then consider the following BSDE
Y nt “gpX0,aT q `
ż T
t
fnps,X0,as , Y ns , Zns qds
´
ż T
t
Zns dWs ´
ż T
t
Hnps,X0,as , Y ns , Zns q∇ϕnpY ns qds, t P r0, T s (4.6)
where ϕn is defined in (1.3) with M fixed to an arbitrary value. Note that, in this
section, for the reader’s convenience, we write simply ϕn instead of ϕMn .
Lemma 4.2. There exists a unique solution to (4.6) in S 2ˆH 2. Moreover, there is a
Markovian representation for this solution: for all n P N, there exist un : r0, T s ˆ Rq Ñ
R
d and vn : r0, T s ˆ Rq Ñ Rdˆk measurable functions satisfying
Y nt “ unpt,X0,aT q and Znt “ vnpt,X0,aT q. (4.7)
Moreover, for all pt, xq P r0, T sˆRq, punps,Xt,xs q, vnps,Xt,xs qqsPrt,T s is the unique solution
in S 2 ˆH 2 of the BSDE
Y n,t,xs “gpXt,xT q `
ż T
s
fnpr,Xt,xr , Y n,t,xr , Zn,t,xr qdr ´
ż T
s
Zn,t,xr dWr
´
ż T
s
Hnpr,Xt,xr , Y n,t,xr , Zn,t,xr q∇ϕnpY n,t,xr qdr s P rt, T s. (4.8)
Proof. We use the same arguments as in the proof of Lemma 3.1: Since Hn and ∇ϕn
are two Lipschitz bounded functions (with respect to y and z), the penalised BSDE
(4.6) has a Lipschitz driver and the classical theory then applies to get the existence,
uniqueness and representation result. l
By applying Lemma 2.1 and Lemma 3.2, we obtain the following estimates for
pY n,t,x, Zn,t,xq.
Proposition 4.1. For all pt, xq P r0, T s ˆ Rq, we have
sup
tďsďT
E
“|Y n,t,xs |2 ` ϕnpY n,t,xs q‰` E „ż T
t
|Zn,t,xs |2ds`
ż T
t
|∇ϕnpY n,t,xs q|2ds

ď Cp1` |x|2pq .
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In particular, Proposition 4.1 yields that, for some c ą 0,
|unpt, xq| ď cp1 ` |x|pq, @n P N, @pt, xq P r0, T s ˆ Rq.
We now turn to the proof of the main result for this section.
Proof of Theorem 4.1
The proof follows mainly from arguments in [10]. Some extra work is required to identify
the reflecting process properly.
1. Define,
Fnpt, xq “ fnpt, x, unpt, xq, vnpt, xqq, Gnpt, xq “ Hnpt, x, unpt, xq, vnpt, xqq∇ϕnpunpt, xqq ,
and
Fn :“ Fn ´Gn,
we computeż
Rq
ż T
0
|Fnps, yq|2µp0, a; s,dyqds “ E
„ż T
0
|Fnps,X0,as q|2ds

ď E
„ż T
0
Cp1` |X0,as |2p ` |Y ns |2 ` |Zns |2 ` |∇ϕnpY ns q|2qds

ď C,
by using Proposition 4.1. Thus we get Fn á F in L2pr0, T s ˆRq;µp0, a; s,dxqdsq, up to
a subsequence.
2. We now show that punpt, xqqnPN is a Cauchy sequence in Rd for all t P r0, T s and
for µp0, a; t,dxq-almost every x P Rq. When t “ T the sequence is constant and the
result is obvious. When t ă T , x P Rq and δ P p0, T ´ ts, we compute
|unpt, xq ´ umpt, xq| “
ˇˇˇ
ˇE„ż T
t
`
Fnps,Xt,xs q ´ Fmps,Xt,xs q
˘
ds
ˇˇˇˇ
ď E
„ż t`δ
t
|Fnps,Xt,xs q ´ Fmps,Xt,xs q|ds

“: A1
` E
„ż T
t`δ
|Fnps,Xt,xs q ´ Fmps,Xt,xs q|1t|Xt,xs |ěκuds

“: A2
`
ˇˇˇ
ˇE„ż T
t`δ
`
Fnps,Xt,xs q ´ Fmps,Xt,xs q
˘
1t|Xt,xs |ăκuds
ˇˇˇˇ “: A3 .
For the first two terms, we easily get
A1 ď δ
1
2E
„ż t`δ
t
|Fnps,Xt,xs q ´ Fmps,Xt,xs q|2ds
 1
2
ď Cp1` |x|pqδ 12 ,
A2 ď Cκ´
1
2E
„ż T
t`δ
|Xt,xs |ds

E
„ż T
t`δ
|Fnps,Xt,xs q ´ Fmps,Xt,xs q|2ds
1
2
ď Cp1` |x|p`1qκ´ 12 ,
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where C is a constant that does not depend on n nor m. For the third term, we have
A3 “
ˇˇˇ
ˇż
Rq
ż T
t`δ
pFnps, yq ´ Fmps, yqq1t|y|ďκuµpt, x; s,dyqds
ˇˇˇ
ˇ
“
ˇˇˇ
ˇż
Rq
ż T
t`δ
pFnps, yq ´ Fmps, yqq1t|y|ďκuφt,xps, yqµp0, a; s,dyqds
ˇˇˇ
ˇ
for µp0, a; s,dxq-almost every x P Rq, where we used the L2-domination assumption. By
weak convergence, A3 Ñ 0 when n,m Ñ 8. Thus, by taking δ Ñ 0 and κ Ñ `8 we
show that for all t P r0, T s and for µp0, a; t,dxq-almost every x P Rq, punpt, xqqnPN is a
Cauchy sequence. So, there exists a Borelian application u : r0, T sˆRq Ñ Rd such that
for all t P r0, T s, for µp0, a; t,dxq-almost every x P Rq,
upt, xq “ lim
n8 unpt, xq. (4.9)
We straightforwardly get, for all t P r0, T s,
Y nt “ unpt,X0,at q Ñ upt,X0,at q :“ Yt, a.s.
and , observing that |Y nt | ď Cp1 ` |X0,at |pq, we obtain via the dominated convergence
theorem, Y nt Ñ Yt in L2pr0, T s ˆ Ω, dtb dPq.
3. We can easily prove that the process Y lives in the convex set D¯. Indeed, we
have, recalling (3.1),
sup
0ďsďT
E rϕ1pYsqs ď sup
0ďsďT
E r|ϕ1pYsq ´ ϕ1pY ns q|s `
1
n
sup
0ďsďT
E rϕnpY ns qs
ďM sup
0ďsďT
E r|Ys ´ Y ns |s `
C
n
nÑ`8ÝÑ 0,
where we used Proposition 4.1, the fact that ϕ1 is a M -Lipschitz function and the
convergence of pY nqnPN. Then, for all s P r0, T s, dpYs,Dq “ 0 a.s. and so Ys P D¯ a.s.
4. We now show that pZnqn “ ppvnpt,X0,at qqtPr0,T sqn is a Cauchy sequence in L2pr0, T sˆ
Ω, dtb dPq. For n,m ě 1, we compute, applying Itô’s formula,
E
„ż T
0
|Zns ´ Zms |2ds

ď 2E
„ż T
0
pY nt ´ Y mt q
´
Fnpt,X0,at q ´ Fmpt,X0,at q
¯
dt

ď CE
„ż T
0
|Y nt ´ Y mt |2dt
 1
2
,
which goes to 0 as n,mÑ 8. We denote by Z the limit. From now on, we work with
the progressively measurable version of pY,Zq.
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5.a In the last step we have to prove that pY,Zq is a solution to BSDE (4.2). We start
by studying the convergence of the generator. Firstly, we compute, for all κ ą 0,
E
„ż T
0
|fnps,X0,as , Y ns , Zns q ´ fps,X0,as , Ys, Zsq|ds

ďE
„ż T
0
|fnps,X0,as , Y ns , Zns q ´ fps,X0,as , Y ns , Zns q|1t|Y ns |`|Zns |ďκuds

“: B1
` E
„ż T
0
|fnps,X0,as , Y ns , Zns q ´ fps,X0,as , Y ns , Zns q|1t|Y ns |`|Zns |ąκuds

“: B2
` E
„ż T
0
|fps,X0,as , Y ns , Zns q ´ fps,X0,as , Ys, Zsq|ds

“: B3.
Since f and fn have a linear growth that does not depend on n, and pY n, Znq is uniformly
bounded in L2pr0, T s ˆ Ω, dtb dP q, we get, by using Markov inequality,
B2 ďC
κ
.
Moreover, we also get
B3 ď E
«ż T
0
|fps,X0,as , Y ns , Zns q ´ fps,X0,as , Ys, Zsq|2
p1` |Y ns | ` |Zns |q2
ds
ff1{2
E
„ż T
0
p1` |Y ns | ` |Zns |q2ds
1{2
and thus, the dominated convergence theorem yields that B3 converges to 0 as nÑ `8.
We now study the first term B1. We have, for all κ ą 0, s P r0, T s,
|fnps,X0,as , Y ns , Zns q ´ fps,X0,as , Y ns , Zns q|1t|Y ns |`|Zns |ďκu ď Cp1` 2κ` |X0,as |q,
and
|fnps,X0,as , Y ns , Zns q ´ fps,X0,as , Y ns , Zns q|1t|Y ns |`|Zns |ďκu
ď sup
py,zq, |y|`|z|ďκ
|fnps,X0,as , y, zq ´ fps,X0,as , y, zq|.
Thanks to Lemma 4.1(iii) we can assert that the second term of the last inequality
converges to 0 and then, by applying the dominated convergence theorem, B1 converges
also to 0. By taking κ Ñ `8, it follows that pfnpt,X0,at , Y nt , Znt qqtPr0,T s converges to
pfpt,X0,at , Yt, ZtqqtPr0,T s in L1pr0, T s ˆ Ω, dtb dP q.
5.b Finally we study the reflecting term. Since
E
„ż T
0
|∇ϕnpY ns q|2ds

ď C,
we have, up to a subsequence, the following weak L2pr0, T s ˆ Ωq-convergence:
∇ϕnpY n¨ q á Φ, when nÑ `8,
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and we can follow step 2.a in the proof of Proposition 3.1 to obtain
Φ P BϕpY q and
ż T
0
1tYtRBDu|Φt|dt “ 0 ,
which fully characterize Φ. We now follow step 2.b in the proof of Proposition 3.1.
Using Mazur’s Lemma, we know that there exists a convex combination of pΦnqnPN :“
p∇ϕnpY nqqnPN converging strongly in L2pr0, T s ˆ Ωq, namely
pΦ :“
Npÿ
r“p
λprΦ
r pÑ8Ñ Φ,
where λpr ě 0 for all p P N and p ď r ď Np, and
řNp
r“p λ
p
r “ 1. Let us observe that by
strong convergence, the following combination
ppY, pZq :“
Npÿ
r“p
λprpY r, Zrq
still converges to pY,Zq in S 2 ˆH 2 and, by strong convergence again,
Npÿ
r“p
λprfrp¨,X0,a, Y r, Zrq
L1pr0,T sˆΩ,dtbdP qÝÑ fp¨,X0,a, Y, Zq and
ż t
0
pZsdWs
L 2ÝÑ
ż t
0
ZsdWs .
Moreover, we remark that, for all t ď T ,
Ep :“
ż t
0
Npÿ
r“p
λprHrps,X0,as , Y rs , Zrs qΦrds´
ż t
0
Hps,X0,as , Ys, ZsqΦsds (4.10)
“
ż t
0
Npÿ
r“p
λprtHrps,X0,as , Y rs , Zrs q ´Hps,X0,as , Y rs , Zrs quΦrsds “: Ap1
`
ż t
0
Npÿ
r“p
λprtHps,X0,as , Y rs , Zrs q ´Hps,X0,as , Ys, ZsquΦrsds “: Ap2
`
ż t
0
Hps,X0,as , Ys, ZsqtpΦs ´ Φsuds “: Ap3 .
We study each term in the right hand side of the above equality separately. For the first
one, we compute using Cauchy-Schwartz inequality and the uniform bound on }Φn}
H 2
Er|Ap1|s ď C
Npÿ
r“p
λprE
„ż t
0
|Hrps,X0,as , Y rs , Zrs q ´Hps,X0,as , Y rs , Zrs q|2ds
 1
2
. (4.11)
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For all κ ą 0, we then get
Er|Ap1|s ď C
Npÿ
r“p
λprE
„ż t
0
|Hrps,X0,as , Y rs , Zrs q ´Hps,X0,as , Y rs , Zrs q|21t|Y rs |`|Zrs |ďκuds
1
2
“: Bp1
` C
Npÿ
r“p
λprE
„ż t
0
1t|Y rs |`|Zrs |ąκuds
 1
2
“: Bp2 .
Combining Markov inequality with the uniform square integrability of Y n and Zn, we
easily obtain that
B
p
2 ď
C
κ
. (4.12)
For the term Bp1 , we combine the uniform convergence (on compact set) of Hr to H,
recall Lemma 4.1(iii), with the dominated convergence theorem, since Hr and H are
bounded, to get that for all ǫ ą 0 there exists Nκ,ǫ P N such that
B
p
1 ď ǫ for all p ě Nκ,ǫ . (4.13)
Combining (4.12) and (4.13), we then get
lim
p
Er|Ap1|s “ 0 . (4.14)
Next, we compute, using Cauchy-Schwartz inequality and the uniform bound on }Φn}
H 2
,
Er|Ap2|s ď C
Npÿ
r“p
λprE
„ż t
0
|Hps,X0,as , Y rs , Zrs q ´Hps,X0,as , Ys, Zsq|2ds
1
2
and we deduce
lim
p
Er|Ap2|s “ 0 , (4.15)
from the continuity of H and the strong convergence of pY r, Zrq to pY,Zq. Finally we
use the boundedness of H and the strong convergence of pΦ to Φ to get
lim
p
Er|Ap3|s “ 0 . (4.16)
Combining (4.14), (4.15) and (4.16) with (4.10) yields limp Er|Ept |s “ 0. Eventually, we
get that, for all t ď T ,
Yt “ gpX0,aT q `
ż T
t
fps,X0,as , Ys, Zsqds´
ż T
t
ZsdWs ´
ż T
t
Hps,X0,as , Ys, ZsqΦsds,
which concludes the proof of Theorem 4.1. Let us remark that the previous equation
allows us to consider a continuous version of the process Y . l
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We conclude this section by giving the proof of Corollary 4.1 which is an interesting
application of Theorem 4.1 to the well studied case of BSDEs for switching problems.
Following our approach, the main question reduces now to find an appropriate continu-
ous H to describe the direction of reflection such that Hp¨qΦ “ ´Ψ, compare (4.2) and
(4.4).
Proof of Corollary 4.1
It is sufficient to define a continuous function H on BD, recall Remark 2.1. We have
D “ ty P Rd : yl ą max
jPI
pyj ´ cljq, l P Iu, (4.17)
thus, D¯ is a non-compact convex polyhedron. We can remark that
D¯0 :“ D¯ X tyd “ 0u
is, by abuse of notation, a compact convex polyhedron of Rd´1 and so it is a convex
polytope. Indeed, we have
D¯0 Ă tpy1, ..., yd´1q|yi P r´cid, cdis, @i P t1, ..., d ´ 1uu ‰ H,
since we have cdi ` cid ą 0 for all 1 ď i ď d ´ 1 due to the structure condition
(4.5). We just have to define H on BD¯0 and then extend H to BD¯ in this way: for all
pt, x, y, zq P r0, T s ˆ Rk ˆD ˆRdˆk, we define
Hpt, x, y, zq :“ Hpt, x, py1 ´ yd, ..., yd´1 ´ yd, 0q, zq.
Since D¯0 is a convex polytope, then, by Krein-Milman theorem, it is the convex hull of
its extremal points. We will define H on all extremal points and then the value of H
on all facets
Clj “ ty P BD0 : yl “ yj ´ clju, l, j P I, l ‰ j,
will be defined by linear interpolations. Let us consider an extremal point py¯1, ..., y¯d´1q:
we know that there exist pli, jiqiPt1,...,d´1u P t1, ..., du2ˆpd´1q such that
• pli, jiq ‰ plk, jkq when i ‰ k,
• for all i P t1, ..., d ´ 1u, y¯li “ y¯ji ´ cliji where y¯d “ 0.
Then, we defineHpt, x, py¯1, ..., y¯d´1, 0q, zq as the orthogonal projection onto spanptel1 , ..., eld´1uq.
To conclude it is sufficient to check that Hpt, x, py1, ..., yd´1, 0q, zq sends the vector el´ej
to the vector el when py1, ..., yd´1q P Clj and to show the result only for extremal points.
In order to do so, let us consider py¯1, ..., y¯d´1q P Clj an extremal point: by the definition
of H we just have to show that ej R tel1 , ..., eld´1u where we re-use previous notations.
Let us prove it by contradiction: we assume that there exists i P t1, ..., d´ 1u such that
j “ li and y¯li “ y¯ji ´ cliji . (4.18)
Moreover, we have py¯1, ..., y¯d´1q P Clj so
y¯l “ y¯j ´ clj . (4.19)
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By combining (4.18), (4.19) and the structure condition (4.5), we obtain
y¯l “ y¯j ´ clj “ y¯ji ´ pclj ` cjjiq ă y¯ji ´ clji ,
which is in contradiction with the definition of D given by (4.17). l
4.2 The case of discontinuous H
In this section, we consider the case of a discontinuous direction of reflection on the
boundary BD. We obtain an existence result for an obliquely reflected BSDE but the
characterization of the reflecting part is somehow more involved, specially at the dis-
continuity point of H, where many directions of reflection are allowed at the limit. This
too weak characterization leads a to non-uniqueness result as illustrated in the next
paragraph. The limiting equation we are studying here is then
Yt “ gpX0,aT q `
ż T
t
fps,X0,as , Ys, Zsqds´
ż T
t
ZsdWs ´
ż T
t
Ψsds, t P r0, T s (4.20)
Ψs P Eps,X0,as , Ys, Zsq and Ys P D¯ dPb ds a.e.,
with a P Rq and, for all pt, x, y, zq P r0, T s ˆ Rq ˆ D¯ ˆ Rdˆk,
Ept, x, y, zq :“
#Ş
εą0 pos ptHpt, x, y˜, z˜qu|py˜, z˜ P Bppy, zq, εq, u P Bϕpyquq if y P BD
t0u if y P D,
where posptviuq is the closure of the positive linear span of the family tviu, and Bpx, εq
is the closed Euclidean ball of center x and radius ε.
Theorem 4.2. Assume that assumptions (AM)(i)-(v) hold. Then, there exists a solu-
tion in S 2 ˆH 2 ˆH 2 to (4.20).
Remark 4.3. When H is continuous, we can easily show that
Ept, x, y, zq “ Hpt, x, y, zqBϕpyq
which is consistent with the result of Theorem 4.1.
Proof. The proof of Theorem 4.2 strongly follows the proof of Theorem 4.1. The
arguments are similar from step 1 to step 5.a. We thus start directly the proof at step
5.b by studying the reflecting term. Since
E
„ż T
0
|Hps,X0,as , Y ns , Zns q∇ϕnpY ns q|2ds

ď C,
we have, up to a subsequence, the following weak L2pr0, T s ˆ Ωq-convergence:
Ψn :“ Hp.,X0,a. , Y n. , Zn. q∇ϕnpY n¨ q á Ψ, when nÑ `8.
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Using once again Mazur’s Lemma, we know that there exists a convex combination of
pΨnqnPN converging strongly in L2pr0, T s ˆ Ωq, namely
pΨ :“
Npÿ
r“p
λprΨ
r pÑ8Ñ Ψ,
where λpr ě 0 for all p P N and p ď r ď Np, and
řNp
r“p λ
p
r “ 1. As usual, the following
combination
ppY, pZq :“
Npÿ
r“p
λprpY r, Zrq
still converges to pY,Zq in S 2 ˆH 2 and, by strong convergence,
Npÿ
r“p
λprfrp¨,X0,a, Y r, Zrq
L1pr0,T sˆΩ,dtbdP qÝÑ fp¨,X0,a, Y, Zq and
ż t
0
pZsdWs
L 2ÝÑ
ż t
0
ZsdWs .
So we can pass to the limit into
pYt “ gpX0,aT q `
ż T
t
Npÿ
r“p
λprfrps,X0,a, Y rs , Zrs qds´
ż T
t
pZsdWs ´
ż T
t
pΨsds
to obtain that
Yt “ gpX0,aT q `
ż T
t
fps,X0,as , Ys, Zsqds´
ż T
t
ZsdWs ´
ż T
t
Ψsds, dtb dP a.e.
To conclude we just have to study the direction of reflection. Since we have, for all
n P N,
Ψnt :“ Hpt,X0,at , Y nt , Znt q∇ϕnpY nt q P Hpt,X0,at , Y nt , Znt qBϕpPpY nt qq
and pY nt , Znt q nÑ8Ñ pY,Zq dt b dP a.e., then, for all ε1 ą 0 and ε2 ą 0, there exists N
(depending on ω) such that, for all n ě N ,
Ψnt P posptHpt,X0,at , y˜, z˜qu|py˜, z˜q P BppYt, Ztq, ε1q, y¯ P BpYt, ε2q X D¯, u P Bϕpy¯quq,
dtb dP a.e. It implies that, for all p ě N ,
pΨt P posptHpt,X0,at , y˜, z˜qu|py˜, z˜q P BppYt, Ztq, ε1q, y¯ P BpYt, ε2q X D¯, u P Bϕpy¯quq
dtb dP a.e. Finally we get that
Ψt P E¯pt,X0,at , Yt, Ztq dtb dP´ a.e.
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where
E¯pt, x, y, zq :“
č
ε1ą0,ε2ą0
pos
` 
Hpt, x, y˜, z˜qu|py˜, z˜ P Bppy, zq, ε1q, y¯ P Bpy, ε2q X D¯, u P Bϕpy¯q
(˘
.
When y P D we can remark that Bϕpy¯q “ 0 when y¯ P Bpy, ε2qX D¯ with ε2 small enough:
thus we get Ept, x, y, zq “ 0. When y R D, Let us show that
Bϕpyq “
č
ε2ą0
 
u|u P Bϕpy¯q, y¯ P Bpy, ε2q X D¯
(
. (4.21)
One inclusion is obvious, we will prove the other one. Let us consider u P Bϕpynq for all
n P N˚ with yn P Bpy, 1{nqX D¯ and let us show that u P Bϕpyq. For all z P D¯ and n P N
we have
u ¨ pz ´ yq “ u ¨ pz ´ ynq ` u ¨ pyn ´ yq
and so
sup
zPD¯
pu ¨ pz ´ yqq ď sup
zPD¯
pu ¨ pz ´ ynqq ` u ¨ pyn ´ yq ď |u||yn ´ y|
by definition of Bϕpynq. Then, by taking nÑ `8 in the previous inequality we get
sup
zPD¯
pu ¨ pz ´ yqq ď 0
which proves (4.21). This result implies that for any py˜, z˜q P Rd ˆRdˆk,č
ε2ą0
 
Hpt, x, y˜, z˜qu|y¯ P Bpy, ε2q X D¯, u P Bϕpy¯q
( “ tHpt, x, y˜, z˜qu|u P Bϕpyqu ,
and so we finally get that E¯ “ E which concludes the proof. l
A counter-example to uniqueness Inspired by Remark 4.4 in [15], we suggest the
following counter-example to uniqueness in a non-smooth setting. The domain D is
given by
D “ ty P R3 | y1 ě 0 and y2 ` y1 ě 0u
Observe that BD “ F1 Y F2, where F1 and F2 are given by
F1 “ ty P R3 | y1 “ 0 and y2 ě 0u, F2 “ ty P R3 | y1 ě 0 and y1 ` y2 “ 0u
and we denote by G “ F1 X F2, the corner of the domain. On F1 we assume that the
reflection is normal so that H “ I3, including points on G where the outward cone of
reflection if given by
K “ ty P R3 | y1 ď 0, y2 ď 0 and y2 ě y1u .
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The direction of reflection is along the y1 axis on F2zG and is thus oblique, H is constant
but not equal to Id. H is thus discontinuous at the corner.
We consider a BSDE with the following data: X “W , ξ “ p0, 0,XT qJ, fpt, x, y, zq “
´pz3, z3, 0qJ is constant. Note that it satisfies the assumption (AM)(i)-(v). We give
now two distinct solutions:
1. The first solution is given by Yt “ p0, 0,WtqJ, Zt “ p0, 0, 1qJ andΨt “ p´t,´t, 0qJ.
2. The second solution is given by Y 1t “ pT ´ t,´pT ´ tq,WtqJ, Z 1t “ p0, 0, 1qJ and
Ψ1t “ p´2t, 0, 0qJ.
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