In the statistical analysis of spatial point patterns, it is often important to investigate whether the point pattern depends on spatial covariates. This paper describes nonparametric (kernel and local likelihood) methods for estimating the effect of spatial covariates on the point process intensity. Variance estimates and confidence intervals are provided in the case of a Poisson point process. Techniques are demonstrated with simulated examples and with applications to exploration geology and forest ecology.
INTRODUCTION
A common problem in the statistical analysis of spatial point patterns is to investigate the dependence of the point pattern on spatial covariates. Applications include spatial epidemiology (e.g. disease risk as a function of environmental exposure), spatial ecology (e.g. habitat preferences of organisms), exploration geology (e.g. prospectivity of mineral deposits predicted from survey data) and seismology.
Parametric models for this dependence, i.e. spatial point process models which include an effect due to spatial covariates, have been fitted to spatial point pattern data since the 1970's [1, 7, 15, 19, 26, 29, 60] . Formal hypothesis tests for the dependence of a point process on a spatial covariate function, under parametric assumptions, were developed in [11, 23, 48, 56, 66] .
Nonparametric estimation of the effect of a spatial covariate on a spatial point process has received less attention until recently. An exception is the special case of spatial relative risk or spatial residual risk where the covariates are the Cartesian coordinates [12, 13, 25, 38, 43, 44] and/or the time coordinate [28, 57] . Nonparametric estimation is important here because simple parametric models are inappropriate, and the sample size is large. * Corresponding author.
In this paper we consider spatial point process models that depend on one or more spatial covariates with continuous numerical values. We assume the point process intensity is a function of the covariates, and study nonparametric estimators of this function. Our estimators are rescaled versions of several existing kernel estimators for a probability density from biased sample data [30, 42] and their analogues using local likelihood density estimation [39, 49, 50] . Related kernel estimators were proposed in [33, 34] .
Suppose the dataset is a finite set y of points in some d-dimensional space representing the locations and/or occurrence times of events. Additionally we have the values X(u) of a spatial covariate (real-or vector-valued) at every spatial location u. We model y as a realisation of a spatial point process Y (often, but not necessarily, assumed to be a Poisson process) with intensity function λ(u) depending on X(u), (1) λ
(u) = ρ(X(u))
where ρ is a function to be determined. This paper proposes nonparametric estimators of ρ.
In ecological applications where the points are the locations of individual organisms, ρ is a resource selection function [53] reflecting preference for particular environmental conditions x. In geological applications where the points are the locations of valuable mineral deposits, ρ is an index of the prospectivity [14] or predicted frequency of undiscovered deposits as a function of geological and geochemical covariates x.
The simplest and most popular parametric model for dependence of Y on X is the loglinear model (2) λ(u) = exp(β X(u))
where β is a parameter vector. In applied literature there appears to be frequent confusion between the parametric loglinear model (2) and the nonparametric general relationship (1) . Figure 1 shows a motivating example in which the points are the locations of gold deposits observed in a geological survey of the Murchison region of Western Australia [68] . Covariate information includes the locations of geological faults (thick lines). The covariate of primary interest is X(u), the distance from u to the nearest fault, shown in (1) postulate that the abundance of gold deposits depends on distance from the nearest fault. If such a model can be extrapolated to other spatial regions, then the observed pattern of faults in an exploration province can be used to identify areas of high "prospectivity" where gold deposits are more likely [11, 32, 45] . A popular technique for analysing data such as Figure 1 is pixel-based logistic regression [1] . The study region is divided into pixels; in each pixel the presence or absence of any data points is recorded; then logistic regression is used to predict the probability of the presence of a point as a function of predictor variables. Contrary to assertions in the GIS literature that logistic regression is a "nonparametric" technique (e.g. [47, p. 24] ), pixel-based logistic regression is essentially equivalent to fitting a Poisson point process with intensity of loglinear form (2) . See [9, 67] . True nonparametric estimation of ρ in the general form (1) is studied in this paper.
In practical applications, a nonparametric estimate of ρ may be the ultimate goal; alternatively a nonparametric estimate may serve as an initial guide for building parametric models (analogous to plotting p against x in binary regression [22] ), or as a diagnostic for validating a parametric model.
Nonparametric estimation of ρ is closely connected to estimation of a probability density from biased sample data [30, 42] . Under regularity conditions, ρ is proportional to the ratio of two probability densities, the numerator being the density of covariate values at the points of the point process, while the denominator is the density of covariate values at random locations in space. Estimation of ρ is also related to the estimation of relative densities [37] .
Estimation of a spatial point process intensity is slightly different from estimation of a probability density in several ways. First, the intensity function is not normalised (i.e. not required to integrate to unity). Second, in spatial data analysis it may be inappropriate or contentious to assume a Poisson point process (corresponding to assuming i.i.d. random variables in density estimation) so that techniques for estimation of intensity are required to remain valid for a general point process. Third, the assumption (1) may be false, and the possibility of misspecification must be considered.
Section 2 lists our technical assumptions. Section 3 derives the basic formulae for ρ. Section 4 develops kernel estimators for ρ, and confidence intervals for ρ assuming a Poisson process. Section 5 develops alternative nonparametric estimators based on local likelihood. Various extensions are discussed in Section 6. The method is tested on synthetic examples in Section 7, on the Murchison data in Section 8, and on an ecological dataset in Section 9. Section 10 describes our computational strategy and software implementation.
ASSUMPTIONS AND PREREQUISITES
For simplicity we assume the random points lie in d dimensional Euclidean space R d , where d is typically 1, 2 or 3. However our methods apply to point processes in general spaces; the graphical methods are limited by the dimension of the values of the covariate X, rather than the domain of the point process.
A spatial point pattern is a finite set y = {y 1 , . . . , y n } of points observed in a sampling domain W in R d , where neither the number n of points nor their locations are fixed in advance. The sampling domain W is assumed to have finite positive volume. The values of the covariate function X : W → R m are assumed to be known exactly at all locations u ∈ W . In practice, the covariate values may have to be spatially interpolated from observed values at a finite set of locations u j but we do not consider the errors arising from this step.
We assume y is a realisation of a point process Y on W with intensity function λ(u), u ∈ W . Thus the number of random points falling in any subregion A ⊂ W has expected value A λ(u) du. Sometimes we may additionally assume Y is a Poisson process. Processes with a singular intensity measure, such as earthquake epicentres concentrated along a geological fault, can be dealt with using a singular baseline measure as explained in Section 6.1.
Throughout the paper we use the following two facts. Suppose Y is any point process in W with intensity function λ(u), and h : W → R is a real function. Then we have Campbell's formula
provided the right-hand side is finite [24, p. 188 ].
THEORY FOR A REAL COVARIATE
In this section we consider a single, real-valued covariate function X on W , i.e. a function X :
be the spatial cumulative distribution function of X, where
Assume G has derivative g; a sufficient condition is that X be differentiable with nonzero gradient (see Appendix A.1). It will be convenient to consider the unnormalised versions G * (x) = |W |G(x) and g * (x) = |W |g(x). We assume G * is known exactly, or to a very high accuracy. This is true when X is a spatial coordinate, or when X values are known on a very fine pixel grid, and G * is well approximated numerically.
Suppose Y is a point process in W with intensity function of the form (1) for some function ρ. Then [24, p. 22] , [59, p. 17] the values x i = X(y i ) constitute a point process on R with intensity function
This is the pivotal relationship between the observations x i and the target function ρ. The expected number of points in Y is
Conditional on the number n of data points, the values x 1 , . . . , x n are exchangeable, with marginal probability den-
the values x i constitute a Poisson process on R, and are conditionally i.i.d. random variables given n. Hence
where κ = μ/|W | is the average intensity. Apart from a scale factor, ρ is a relative probability density for the distribution of the values x i = X(y i ) relative to the distribution that would be obtained if the process Y had constant intensity on W . For practical interpretation of results, it is important that the values of ρ(x) are intensities, expressed in units with dimension length −d .
If (1) does not hold, the formulae in this section remain true when ρ(x) is replaced by ρ(x), a weighted average value of λ(u) over the contour {u ∈ W : X(u) = x}. See Appendix A.2. This issue of misspecification does not arise for density estimation in one-dimensional space.
KERNEL ESTIMATORS OF ρ
Kernel smoothing is the simplest nonparametric method in this context, with advantages that include theoretical tractability, superior computational speed and reliability, and disadvantages including bias. In large datasets, rapid computation is important and the bias of the kernel estimator is tolerable for appropriate choices of bandwidth. Kernel estimation of the intensity of a Poisson process is discussed in [46, section 6.2, pp 236-250] including the optimal rate of convergence.
Equation (6) shows that estimation of ρ is closely related to estimating a probability density from a biased sample. Jones [42] described two kernel estimators for this problem, and El Barmi and Simonoff [30] a third kernel estimator based on the probability integral transformation.
In our context the analogues of Jones' estimators of ρ from the observed values x i = X(y i ) are the "ratio" form
and the "reweighted" form
while the analogue of El Barmi and Simonoff's "transformation" estimator is
Here k is a smoothing kernel on the real line, and again G is the spatial c.d.f. (5). Guan [33] proposed a kernel estimator that is similar to the ratio form (8) . It is discussed below.
The rationale for the ratio form (8) is the plug-in principle applied to (7), since
whereκ = n/|W | is the usual unbiased estimator of κ (and the MLE if Y is Poisson),
is the usual fixed-bandwidth kernel estimator of the density f , and f * (x) = nf (x) is the corresponding unnormalised kernel estimator of f * (x). The rationale for the reweighted form (9) is that the random measure with masses 1/g * (x i ) at the points x i has intensity ρ(x), by an application of (3). The transformation estimator (10) is justified by the fact that the values
In the context of density estimation, Jones [42] showed that neither the ratio nor the reweighting estimator is uniformly optimal, but that the reweighting estimator has better performance overall. A similar statement is likely to hold in this context. The transformation estimatorρ T is a simple, fast and appropriate form of variable-bandwidth smoothing insofar as it depends on the covariate values but is otherwise not adaptive to features of the point process. It is likely to improve the accuracy ofρ(x) for values x where data are scarce, and may also improve bandwidth selection. The estimatorρ T could also be edge-corrected at the endpoints 0 and 1 using standard techniques.
Computational implementation and performance are discussed in Section 10.
Assuming (1) holds, the expectation ofρ R (x) is, by (3),
where the last expression is obtained by a change of variables from u to x = X(u). Similarly the reweighting and transformation estimators have expectation
The kernel estimators are biased, as usual (e.g. [17] ) with bias controlled by the kernel bandwidth and the regularity of ρ and g * (with the exception that the regularity of g * does not affect the bias ofρ W ). A proof forρ R is given in Appendix A.3.
Guan [33] proposed a kernel estimator that is similar to the ratio form (8) 
, using the same kernel k for the numerator f * (x) and denominator g * (x). However, the numerator and denominator are based on datasets of different sizes, and this strategy will typically lead to over-smoothing of the denominator g * (x). Calculations similar to those in Appendix A.3 show that Guan's estimator typically has greater bias thanρ R (x).
Bandwidth selection can be performed using existing methods for bandwidth selection in density estimation, because of the close connection between the two problems. Silverman's rule of thumb using the fifth root of the number of points [64, eq. (3.31) , p. 48] performed well in our examples. Cross-validation methods [61, 63] tended to produce unacceptably small bandwidths.
To construct approximate confidence intervals, we assume additionally that Y is a Poisson process. Since the values x i constitute a Poisson process with intensity f * , the variance ofρ R (x) for fixed x is, by (4),
, so that pointwise unbiased estimators of the variances (16)- (18) are, by (3),
where again x i = X(y i ) and t i = G(x i ). This calculation assumes g * (or equivalently G) is fixed and known. For small bandwidths the variances of the three kernel estimators behave as (22) var
as intuitively expected: g * (x) plays the role of the "sample size" for estimation of ρ(x) at small bandwidths. Estimator variance var[ρ(x)] decreases with sample size g * (x), but increases with intensity ρ(x), due to the variance properties of the Poisson process.
The kernel estimators (8)- (10) of ρ(x) are asymptotically normal under large-sample conditions, e.g. [46, p. 240] . However, confidence intervals for ρ(x) with good small-sample properties are difficult to construct, because the natural estimators of variance (19)- (21) have strong positive correlation with the estimatorsρ(x) themselves. This parallels the wellknown difficulty in constructing confidence intervals for a probability density based on kernel estimates [16, 35, 36, 40] .
In density estimation, the theoretically optimal bandwidth for constructing confidence intervals is typically smaller than the optimal bandwidth for point estimation. However, this insight did not deliver any practical benefit in our experiments, because confidence bands obtained using smaller bandwidths were typically too irregular. Accordingly we propose constructing confidence intervals in the naive formρ(x) ± z v(x) from the estimators (8)- (10) and variance estimators (19)- (21), where z is the 100(1 − α/2)% critical value of the standard normal distribution.
The assumption of a Poisson point process is not essential. For a general point process, the variance of the kernel estimators can be expressed in terms of the intensity and pair correlation function of the point process, using the second order Campbell formula, e.g. [6, 33] . If the point process is regular (negatively associated) then the Poisson assumption leads to overestimates of the variance ofρ, and conservative confidence intervals. Concern arises when the point process is believed to be clustered (positively associated) so that the variance is underestimated by (19)- (21) . In this case, a more accurate variance estimate could be obtained by estimating the pair correlation function, provided we are willing to impose additional model assumptions, such as second-order reweighted stationarity [5] or a Cox process model [54] . However, explicit model assumptions do not sit well with the nonparametric approach, and may be difficult to verify, especially in the case of clustered patterns [10] . Alternatively, bootstrap confidence intervals might be obtained by spatial resampling [52] . Further discussion is beyond the scope of the present paper.
ALTERNATIVE NONPARAMETRIC ESTIMATORS
Alternatives to kernel estimation of ρ include spline smoothing, locally weighted regression [18] and local likelihood density estimation [39, 49, 50] .
The appropriate counterparts of the kernel estimators (8)-(10) can be determined by expressing these estimators as multiples of the fixed-bandwidth kernel density estimator f (x) = (1/n) i k(x i − x), and then replacingf by another nonparametric density estimator.
Letf (x | x 1 , . . . , x n ) denote a nonparametric estimator of the probability density based on observations x i , andf (x | x 1 , . . . , x n ; w 1 , . . . , w n ) f (G(x) | G(x 1 ), . . . , G(x n ) ) (25) where w i = 1/g * (x i ) andκ = n/|W |. The variance of the estimators (23)- (25) depends on the choice of nonparametric density estimator f . Here we consider the case of local likelihood density estimation [39, 49, 50] and assume Y is a Poisson process.
The local likelihood density estimator f is asymptotically normal in large samples. A normal approximation to log f is more accurate and more natural. Estimators of the variance of log f are implemented in open-source software such as the locfit package [51] .
Noting that all the estimators ρ are of the form ρ(x) = M f (x), we have var log ρ(x) = var log M +var log f (x)+2cov(log M, log f (x)).
Using the delta method we may approximate var log M ≈ (varM )/(EM ) 2 and
the relative bias of ρ(x), essentially equivalent to the relative bias of f (x). Estimates of this quantity are available from the local likelihood procedure. For the ratio form (23) the scale factor is M =κ/g(x) = n/g * (x) so that var log M = var log N ≈ E(N )/(E(N )) 2 = 1/E(N ).
For the reweighting estimator (24) we have
For the transformation estimator (25) we have M =κ so again var log M = var log N ≈ E(N )/(E(N )) 2 = 1/E(N ). These calculations yield approximations to the variance of log ρ(x), which can be used to construct asymptotically valid confidence intervals for ρ(x) based on the asymptotic normal distribution for log ρ(x). The finite-sample properties of these confidence intervals are likely to be better than those of the confidence intervals for kernel estimates described in the previous section, because of the abovementioned problems with variance estimation for kernel smoothers.
EXTENSIONS

Relative risk model
Still assuming a real-valued covariate X, consider the generalization of (1) to (26) λ
(u) = ρ(X(u))B(u)
where B(u) is a fixed and known function, serving as a baseline. For example, in applications to spatial epidemiology, B(u) could be the spatially-varying density of the underlying population of susceptible individuals, and ρ(X(u)) the relative risk of the events represented by the point process, expressed as a probability or rate relative to the susceptible population, and depending on an explanatory "risk factor" X [26, 27] . Alternatively B(u) may be an artificial baseline which serves to stabilise estimator variability. The theory of Section 3 can be adapted to this model, yielding the basic identity (8) is
The practical interpretation of the relative risk (or "residual risk") term ρ(x) in this Section is slightly different from that of the absolute intensity ρ(x) in previous Sections. Typically the baseline function B(u) is a valid intensity function. In that case, the relative risk ρ(x) is dimensionless, and the
constant value ρ(x) ≡ 1 corresponds to the baseline or null model λ(u) = B(u).
In many applications, the baseline B(u) would also be estimated from data. Variance estimation and interval estimation of ρ(x) then depend on the distribution of the estimatorB(u) and on the joint distribution of the observations x i withB(·). Examples of this analysis arise in case-control studies in spatial epidemiology [38, 43, 44] .
Alternatively the baseline intensity function B(u) may be replaced by a baseline intensity measure. Then (28) is replaced by an integral with respect to the baseline measure, and similarly for g B , g * B , G B . This accommodates situations where the point process intensity is singular, for example, where points are concentrated on a curve.
Vector covariate
Now consider an m-dimensional vector-valued covariate function X(u) = (X 1 (u) , . . . , X m (u)). Multivariate density estimation from weighted samples was discussed in [2] .
The approach described above can be applied provided the spatial distribution of X is absolutely continuous on R m . The counterpart of G * is the unnormalised joint c.d.f.
The ratio estimator (8) and reweighting estimator (9), and their counterparts (23)- (24) for relative/residual risk (Section 6.1), can be applied directly to an m-dimensional vector covariate function X using an m-dimensional kernel k. The variance formulae (16)- (17) generalise immediately by replacing one-dimensional by m-dimensional integration, since they are derived from (4). Absolute continuity of the distribution of X implies, in particular, that the image X(W ) = {X(u) : u ∈ W } must not be contained in any lower-dimensional subset of R m . This excludes algebraically dependent covariates such as polynomials (i.e. where X i (u) = Z (u) i is the ith term in a polynomial in a real-valued covariate Z).
Polynomials are a special case of the separable model
where ρ j are functions to be estimated, and A(u) is a known function serving as a baseline. When attention is focused on one of the functions ρ j , holding others fixed, (30) collapses to a model of the form (26) . The technique of section 6.1 applies, and ρ j can be estimated by the analogue of (29) . The appropriate variance calculations depend on the method used to estimate the reference function B.
If covariates are high-dimensional and if prior information is lacking, it becomes important to reduce dimensionality. Dimension reduction techniques for spatial point processes were proposed in [34] . Figure 3 shows simulated realisations of two Poisson point processes, with intensities Figure 4 shows the ratio-form kernel estimatesρ R as a function of the covariate X(u) = d R (u) for these two datasets, calculated by (8) , with ±2 standard deviation (nominally 95% pointwise confidence) interval calculated from the variance estimate (19) . The true functions ρ are also shown; the estimates of ρ appear to be quite accurate. Rug plots [65] show the values x i .
SIMULATED EXAMPLES
The estimated standard deviation in Figure 4 is roughly constant as a function of distance x (apart from erratic behaviour at large x due to the paucity of data). This is accidental; in the present example, ρ and g are both decreasing functions of x with roughly similar shape, so that var[ρ(x)] does not vary greatly, by (22) . Figure 5 shows all six estimates (8)- (10) and (23)- (25) for the data in the right panel of Figure 3 . The ratio and reweighting estimates are very similar here, while the transformation estimate is slightly different. For small x values, the kernel estimates (left column) are overestimates of ρ, while the local likelihood estimates (right column) are generally more accurate. Note that the confidence bands for the kernel estimates (left column) are pointwise 95% confidence limits, but the confidence bands for the local likelihood estimates (right column) are simultaneous 95% confidence limits, due to a technical limitation of the locfit package.
For comparison, Figure 6 shows the maximum likelihood estimate of ρ for a model of the correct parametric form (32) fitted to the data in the right panel of Figure 3 , together with the asymptotic (likelihood based) pointwise 95% confidence bands.
In other experiments we have found that the results obtained using the ratio, reweighting and transformation methods are generally similar, except that the ratio method is more sensitive to smoothing of g. 
MURCHISON DATA
The Murchison data were introduced in Figure 1 . The covariate of primary interest is d(u) = distance from u to the nearest geological fault, shown in the right panel of Figure 1 .
To deal with edge effects, we restrict attention to the subset W = {u ∈ W : d(u) ≤ b(u)} of the study region W , where b(u) denotes the shortest distance from u to the boundary of W . This subset is shown in Figure 7 . By the "local knowledge principle" [62, pp. 11,49,62] , [3] W is the largest set on which the value of d(u) is computable from observations inside W . Figure 8 shows the six estimatesρ for the Murchison gold data of Figure 1 (in the restricted set W ) as a function of distance from the nearest fault. The estimated standard deviation ofρ is a generally decreasing function of distance, because the density g of the spatial distribution of the distance covariate is decreasing. Figure 8 suggests ρ is approximately an exponential function, except for a possible bump at distance x = 5 km. This impression is confirmed when the y axis is plotted on a log scale, shown in the left panel of Figure 9 . If nonparametric estimation is used as a preliminary step before choosing an appropriate parametric model, then Figure 8 would support the initial choice of a loglinear model (33) λ
where α, β are parameters to be fitted. This is equivalent to pixel-based logistic regression of the probability of the presence of a gold deposit against distance to nearest fault [1, 9, 67] . We estimated the parameters α, β by maximum likelihood [9] .
Figure 7. Modification of covariate to avoid edge effects. Contours of distance to nearest fault (thin solid lines) shown within the restricted domain W (dotted lines).
Next we apply the techniques for vector-valued covariates given in Section 6.2. Relative to the loglinear model (33), Figure 10 shows the relative risk estimateρ as described in Section 6.2, using the reweighting method, for the vector covariate (Z 1 (u), Z 2 (u)), where Z 1 (u) = X(u) is the distance to the nearest fault, and Z 2 (u) is the geographic northing (Cartesian y-coordinate). This suggests that the fitted loglinear relationship (33) gives an underestimate of the true abundance for small distances, and an overestimate for large distances. Figure 11 shows the spatial relative risk estimateρ where Z 1 , Z 2 are the geographic easting and northing, corresponding to Cartesian x and y-coordinates respectively. This is an estimate of the familiar spatially-varying residual risk relative to the fitted model (33) . This shows a clear departure from the loglinear model (33) . In the northeast corner, there is an overdensity of gold relative to the loglinear model (i.e. the model underestimates the true abundance of gold deposits) while the northwest and southeast corners show an underdensity (the model overestimates the true abundance). This strongly suggests that other spatial covariates need to be taken into account: these might be geostructural or geochemical observations, or information about the survey effort.
A perfunctory analysis of the Murchison data using pixelbased logistic regression, equivalently fitting a Poisson process with loglinear intensity (33), would probably have failed to identify key features of these data that were detected using nonparametric estimation.
BEILSCHMIEDIA DATA
The top panel of Figure 12 shows the positions of 3605 trees of the species Beilschmiedia pendula (Lauraceae) in a 1, 000 × 500 metre rectangular sampling region in a tropical rainforest. The other panels show the terrain elevation and terrain slope for the same sampling region. This survey forms part of a much larger study of forest dynamics on Barro Colorado Island in the Panama Canal [20, 21, 41] . We thank the study authors for releasing this portion of the data. The data in Figure 12 have been analysed in [55] . The left panel of Figure 13 shows a kernel estimate of intensity as a function of terrain elevation alone. More precisely, writing e(u) and s(u) for the terrain elevation and slope respectively, the left and right panels of Figure 13 show Figure 11 . Spatial relative/residual risk estimateρ (x, y) for the Murchison data relative to the fitted loglinear intensity model (33 estimates of the functions ρ E , ρ S respectively, in the models
The estimate of ρ E suggests a preference for higher elevations (up to 150 metres), whileρ S suggests a tendency to avoid very flat terrain but otherwise little preference for particular slopes. Figure 14 shows the bivariate kernel estimate of intensity as a function jointly of terrain elevation and terrain slope. This broadly reinforces the interpretation of the previous Figure 13 . Figure 15 shows a kernel estimate of relative or residual risk of B. pendula as a function of terrain slope, relative to the estimated function of terrain elevation shown in the left panel of Figure 13 . That is, the "separable" model
was fitted by first estimating ρ E as in (34) using (8) , then taking B(u) =ρ E (e(u)) and computing the relative or residual risk estimate (29) . Figure 15 shows the estimateρ S|E . This is very similar in shape to the right-hand panel of Figure 13 , indicating strong support for the separable model. Figure 16 shows the estimated bivariate relative or residual risk (for the elevation and gradient) relative to the sep- Figure 16 . arable model (36) . The relative risk is close to 1 except at the upper left of the Figure, corresponding to elevation values below 130 metres and slopes greater than 0.15. The data satisfying these constraints are found at the lower left corner of the study plot in Figure 12 which contains a distinct linear feature such as a gully or river. The terrain slope values were derived from the terrain elevation by an image processing algorithm, so the very high values of terrain slope near the corner may be physically real or may be an artefact of the computation. In either case it would be prudent to exclude this corner from analysis, and when this is done, the analogue of Figure 16 shows that the separable model (36) is adequate. A final caveat is that clustering is ever-present in forest data, and this may invalidate the confidence intervals shown here, which were based on the Poisson assumption.
COMPUTATION
All algorithms were implemented in the R language [58] using the spatial statistics package spatstat [8] to handle point pattern data, and the locfit package [51] for local likelihood density estimation. Fixed-bandwidth kernel estimators were computed using the Fast Fourier Transform (provided by the R base library function fft), while local likelihood density estimators require an iterative optimization algorithm (provided by locfit). The spatial pdf g * was estimated by kernel or local likelihood smoothing of the covariate values on a fine pixel grid. Then G * was estimated by numerical integration.
Kernel smoothing bandwidths were selected by Silverman's rule of thumb [64, eq. (3.31) , p. 48] applied separately to each dataset. That is, Silverman's rule was applied first to the pixel grid of covariate values to obtain g * , and then separately applied to the point pattern data yielding a different bandwidth for each of (8)- (10) . Local likelihood density estimates were locally quadratic approximations of the log density, weighted by the tricubic kernel k(t) = (1 − |t| 3 ) 3 + . Due to an apparent bug in locfit, pointwise confidence intervals were not available, and simultaneous confidence bands have been provided. On a 2.5 GHz laptop, computation of each panel of Figure 5 took about 0.4 seconds, using a 100 × 100 pixel grid, while computation of each panel in Figure 8 took about 8 seconds using a 512 × 512 pixel grid.
Software for computing these diagnostics, along with the data used in the paper, is available in the authors' R package spatstat [4, 8] .
APPENDIX A. MISCELLANEOUS PROOFS
A.1 Differentiability of the spatial cdf
Assume that the covariate function X : W → R is differentiable with nonzero gradient ∇X(u) at every u ∈ W . Then by the coarea formula [31, Thm 3. 
A.2 Intensity of X values
For any point process Y with any intensity function λ(u), again using the coarea formula, the values x i = X(y i ) have intensity is the weighted average intensity over the level set {u : X(u) = x} with weight w(u) inversely proportional to the absolute gradient of X.
A.3 Bound on bias ofρ
The fixed-bandwidth kernel estimatorρ in (8) has relative bias, by (13),
where
Consider a kernel k of the standard form k(x) = b −1 k 1 (x/b) where b is the bandwidth. Assume the kernel has compact support, say k 1 (x) = 0 for |x| > 1. Define the logarithmic modulus of continuity of a function h by h (x, δ) = inf{|t − x| : h(t)/h(x) − 1 ≥ δ}. Assume the functions h = ρ and h = g * both satisfy h (x, δ) < ∞ for all x, δ, so that |t − x| < h (x, δ) implies |h(t)/h(x) − 1| < δ. Then it is easy to show that, for a given 0 < δ < 1, the relative bias (37) is smaller than δ in absolute value when b < , where = min{ ρ (x, δ/2), g * (x, δ 1/2 /4)}.
A.4 Probability integral transformation forρ
Under the model (1), and assuming G has a continuous inverse function G by changing variables from u ∈ W to x = X(u) ∈ R and to s = G(x) ∈ [0, 1]. Hence the intensity of {t i } is q(t) = |W | ρ(G −1 (t)).
