Multi-objective optimization methods require many thousands of objective function evaluations. For urban water resource problems such evaluations can be computationally very expensive. The question as to which optimization method is the best choice for a given function evaluations budget in urban water resource problems remains unexplored. The main objective of this paper is to address this question. The second objective is to develop a new optimization algorithm, efficient multiobjective ant colony optimization-I (EMOACO-I), which exploits the good performance of ant colony optimization enhanced using ideas borrowed from evolutionary optimization. Its performance was compared against three established methods (NSGA-II, SMPSO, ϵMOEA) using two case studies based on the urban water resource systems serving two major Australian cities. The case study problems involved two or three objectives and 10 or 13 decision variables affecting infrastructure investment and system operation. The results show that NSGA-II was the worst performing method.
INTRODUCTION
A large research literature exists on the development of models to simulate complex water resource systems and to optimize decisions (Labadie ) . A recent development has been the application of multi-objective Unlike the benchmark problems, water resource applications typically use computationally expensive methods for computing their objective functions (Pierro et al. ) . For example, in the case study presented in this paper involving the Canberra headworks system, a 30-year simulation with 50 replicates at monthly time steps takes approximately 6 CPU seconds, which is several orders of magnitude longer than the standard benchmark problems. Hence for an optimization involving 10,000 function evaluations, the turnaround time of nearly 17 hours is totally dominated by the simulation model rather than by the optimization algorithm. Our experience with urban water supply headworks models using long stochastically generated streamflow at monthly time steps is that simulation run times of the order of several minutes are typical. For instance, in the case study presented in Mortazavi et al. () involving the Sydney headworks system, a 10,000-year simulation at monthly time steps takes about 40 seconds. These long simulation run times are considered an impediment to the practical uptake of MOO. While parallel computing can reduce turnaround times (Cui & Kuczera ) , it is also imperative to identify or develop MOO methods which not only converge to the Pareto-optimal front with good diversity but do so with the fewest possible function evaluations. This is the subject of this paper.
In recent years a considerable number of studies have sought to address this issue; for example Santana-Quintero Usually optimizing problems in urban water resources is computationally demanding. This provides a strong motivation to develop new optimization methods that require fewer evaluations to converge. The secondary objective of this paper is to explore whether the MOACO approach can be successfully adapted to solve computationally intensive problems typical of urban water resources. This paper is organized as follows. First, a review of existing MOO methods is presented from which three benchmark methods are selected. Then the principles of ACO are described after which a new MOACO algorithm is proposed. This is followed by a discussion of the performance metrics and a brief description of the two urban water resource case studies. Finally, the performance of the new MOACO method is compared against three benchmark methods using benchmark problems and water resource case studies. ϵ-dominance multi-objective evolutionary algorithm ϵMOEA ϵMOEA is a member of the evolutionary algorithm family.
REVIEW OF EXISTING MOO METHODS
Its distinctive feature is the use of the ϵ-dominance concept which divides the objective space into hyperboxes of size ϵ and allows only one non-dominated solution to reside in each box (Laumanns et al. ) . In this study the ϵMOEA Step 1: Initialize parameters
Step 2: Construct solutions
Step 3: Find and archive non-dominated solutions
Step 4: Update pheromone
Step 5: Go to Step 2 if the termination condition is not The increase in required memory associated with multiple pheromone matrices can be of concern if the actual problem size is sufficiently large (Angus & Woodward ) . Most of the above mentioned approaches were applied to bi-objective cases. Thus, there is little guidance on application of these approaches to problems with three or more objectives.
One of the challenging aspects of MOACO is the definition of a heuristic information matrix. This is problem- 
where 
Towards an improved MOACO algorithm
The review of existing MOACO methods in the preceding section showed that there are several important aspects that need to be addressed in MOACO algorithms. These include the number of heuristic and pheromone matrices, the transition rule, the pheromone updating procedure and the specification of heuristic information.
In this study an enhanced MOACO method called efficient MOACO (EMOACO) is proposed. The main features of EMOACO are as follows:
1. Use a single colony with a single pheromone matrix regardless of the number of objectives. This avoids the complexity of colonies communicating in the search process and also avoids the need to assign weights.
2. Do not use problem-specific heuristic information. This ensures EMOACO is problem-independent.
3. Apply a constant amount of pheromone, defined as C, when updating routes corresponding to non-dominated solutions to maximize diversity in the Pareto front. This is motivated by the fact that all the points on the Pareto front should be treated equally.
4. Use the MAX-MIN AS method with τ max defined by:
where ρ is evaporation rate.
5. Introduce a pheromone aging factor to reduce the chance of premature convergence. This is accomplished using the following pheromone update:
where AF is the number of iterations since the current non-dominated solution was added to the archive as described in Equation (1).
6. Introduce a mutation concept, similar to the mutation operator in evolutionary algorithms, to avoid the algorithm being trapped at local minima and foster diversity (Srinivas & Deb ; Deb et al. a) . To facilitate this feature in MOACO, the following route selection process is proposed. For ant k and decision i, the route r ki is selected using: 
where N i is number of routes available for decision i, q 0 is a parameter in the interval (0,1) and q is a random sample from a uniform distribution over the interval (0,1). The probability rule is central to ACO. It defines the probability that an ant at node i will travel on link j:
where τ ij is the pheromone trail strength and η ij is heuristic information. The parameters α and β are introduced to control the relative importance of the pheromone and heuristic information respectively. 
if (i, j) has an adjacency score 0 < k k max and u < P adj 0 otherwise
where u is a random uniformly distributed number over the interval (0,1), P adj is the adjacency probability which determines the probability of depositing pheromone on an adjacent route and k max is the maximum number of adjacent routes.
8. Introduce revisiting non-dominated solutions to overcome potential stagnation. It was found that the adjacency pheromone update improved convergence to the Pareto-optimal frontier as long as new solutions were being added to the set of non-dominated solutions.
However, the longer it took to find a new non-dominated solution, the greater was the likelihood of stagnation. To 
where avg is the average number of different choices available to an ant at each step and n is the number of segments. It is assumed that a run of MAX-MIN AS has converged if the best found route has been constructed with a sufficiently significant probability p best (Stützle & Hoos ).
To summarize these changes more formally, Figure 1 presents the pseudo code for EMOACO.
EMOACO, like all other MOACO methods, randomly selects the initial routes traversed by each ant. The rate of convergence is affected by how close these initial routes are located to the Pareto-optimal routes. With this in mind, the following simple heuristic was adopted:
EMOACO starts with the decision space being split into eight rather than 256 segments -this reduces the number of decision combinations and thus improves the chance of EMOACO finding routes in the neighbourhood of Paretooptimal solutions. Once a predetermined number of evaluations (500 in this study) is completed, the routes of the current non-dominated solutions are mapped, as initial routes, to the final search space where the number of segments for each decision is substantially increased (256 segments in this study). This enhancement to EMOACO is referred to as EMOACO-I. 
EVALUATION OF MULTI-OBJECTIVE PERFORMANCE

Convergence (generational distance) metric
The convergence metric is a proximity or distance measure describing how close a set of non-dominated solutions is to the Pareto-optimal front (Van Veldhuizen & Lamont ).
The minimum normalized Euclidean distance from each point i in the non-dominated solution set (Q) to the reference solution set (P*) is calculated using the following equation (Deb & Jain ):
where f max n and f min n are the maximum and minimum function values of the nth objective function in P*. f n (i) is the nth function value of point i in the set Q and f n ( j) is the nth function value of point j in the set P*. K is the number of objectives. The average of d i is taken to be the convergence metric. The smaller the value of this metric, the closer the solutions are to the reference solution set.
Hypervolume ratio (HVR)
The HV metric is defined as the volume (in objective space)
enclosed by a reference point and the non-dominated solution set. The reference point can be defined using the worst objective function values. In this study, the method developed by Fonseca The HVR normalizes the HV to facilitate comparisons (Deb ) . It is defined as the ratio of the HV for a nondominated solution set Q and the HV of a reference solution set P* which is taken to be the approximate Pareto-optimal solution set:
Additive epsilon indicator (I ϵþ )
The convergence and HV metrics measure the proximity and diversity of a non-dominated solution set. However, these measures fail to identify a non-dominated solution set which contains one or more solutions with poor proximity. To deal with this, another measure called I ϵþ is introduced. It is defined as the smallest distance one would need to translate every point in the non-dominated solution set Q so that it dominates a reference solution set P* (Zitzler et al. ). Formally, if x 1 is an element of Q, x 2 is an element of P* and K is the number of objectives, the I ϵþ metric is (Durillo & Nebro )
where x 1 < εx 2 if and only if ∀1 i K:
It is stressed that the convergence, HVR and I ϵþ metrics require knowledge of the reference solution set, which in this paper is referred to as the approximate Pareto-optimal solutions set. 
OVERVIEW OF CASE STUDIES TO EVALUATE MOO METHODS
Canberra headworks system
The Canberra headworks system has four reservoirs supplying water to the city of Canberra. Water is harvested from two catchments, Cotter and Googong, which flank the city to the west and east, respectively. A network of pipelines, pumping stations and treatment plants connects four reservoirs to the Canberra demand zone. Releases from the reservoirs have to meet not only the consumptive needs of the Canberra urban area, but also environmental flow requirements defined in the water authority's operating licence.
Thirteen decision variables are considered which are categorized either as operational in that they control the running of the system or as infrastructure in that they define the physical characteristics of the system. The decisions are summarized in Table 1 An unplanned shortfall arises when the system is unable to supply demand that may be restricted; in most cases, an unplanned shortfall arises when reservoirs empty and there is insufficient streamflow. To steer the optimization away from solutions that result in unplanned shortfalls, a penalty of $1,000,000 per ML (megalitres) unplanned shortfalls is added to the present worth cost.
1. Minimize the fraction of time that total reservoir storage falls below 20%. This objective measures the vulnerability of the supply system to drought condition. Apart from the constraint on unplanned shortfalls, which was implemented using a penalty function approach, the only other constraints were the limits on the decision variables summarized in Table 1 .
Sydney headworks system
This case study considers a 7-million population scenario for the Sydney system. The existing system has a total storage In this case study, 11 decision variables, listed in Table 2 
Minimize environmental stress on the Wollondilly
River. The following environmental stress metric was adopted to penalize the adoption of maximum regulated flow limits, defined by decisions 10 and 11, in excess of Apart from the constraint on unplanned shortfalls, which was implemented using a penalty function approach, the only other constraints were the limits on the decision variables summarized in Table 2 .
EVALUATION OF MOO ALGORITHM PERFORMANCE FOR BENCHMARK PROBLEMS
This section evaluates the performance of two MOACO methods, EMOACO and EMOACO-I, against three benchmark MOO algorithms using six benchmark problems.
In Tables 3-5 , the average rank for each method is presented for a selected number of evaluations for the three performance metrics. The average rank is the arithmetic mean of the ranks assigned to each method for each problem. Ranks 5 and 1 are assigned to the best and worst performing method respectively. The maximum average rank is in bold. EMOACO was found to be the best method for all three performance metrics for evaluations up to 5,000 while EMOACO-I was the second best method.
To elaborate more on the performance of MOO methods, we selected two benchmark problems, ZDT1 and DTLZ1. Figures 2 and 3 present the three performance metrics for the MOO methods for ZDT1 and DTLZ1
respectively. These graphs demonstrate the superiority of EMOACO and EMOACO-I for all three measures except HVR for DTLZ1. It is noted that the performance of EMOACO and SMPSO is very similar for more than 10,000 iterations.
EVALUATION OF MOO ALGORITHM PERFORMANCE FOR URBAN WATER RESOURCE PROBLEMS
This section evaluates the performance of three benchmark MOO algorithms, NSGA-II, ϵMOEA and SMPSO, and two MOACO methods, EMOACO and EMOACO-I. The primary objective is to identify the most efficient algorithm for typical urban water resources problems using a relatively small number of evaluations -this is motivated by the fact that function evaluations for urban water resource problems 
Tuning
The five MOO methods were tuned to obtain 'good' parameters to ensure a fair comparison. To ensure consistency across methods, binary coding with 8 bits (equivalent of 256 segments) and the same number of evaluations, that is, 10,000, was used. All methods were run 10 times with different initial random number seeds. p best in Equation (8) was set to 0.05 (Stützle & Hoos ) . Polynomial mutation and uniform crossover operators were applied to SMPSO and NSGA-II respectively. One-point crossover with bitwise mutation was used in ϵMOEA with an initial population of 100.
The parameters of the five MOO methods are listed in Table 6 . To ensure all five methods were compared in a fair manner, a structured search was used to optimize the performance metrics using a related problem, namely the two-objective Canberra system simulated between 1970 and 1990. For each method, a set of default parameters based on values recommended in the literature was adopted.
Then a range of values for each parameter was generated by perturbing the default values. A combination of tuning parameters was formed by selecting a value for one parameter from the available range while keeping the other parameters at their default values. Table 6 summarizes the adopted parameters for each method. As only a limited number of combinations for each method was explored, there is a distinct possibility that the best set was not identified.
Because EMOACO and EMOACO-I had seven parameters for which only 20 combinations were tested, it is more likely that a better set of parameters was found for the non-EMOACO methods. Therefore, the tuning procedure intrinsically favoured better outcomes for the non-EMOACO methods. It is acknowledged that the structured search is premised on the assumption that there is little interaction between parameters. As most of the tuned parameters were at the default literature values, this issue is considered to be of secondary importance.
RESULTS AND DISCUSSION
In this section, the performance of the five MOO methods is evaluated. All methods were applied with the tuned parameters reported in Table 6 . Two case studies were undertaken, the first using the Canberra system, and the second using the more complex Sydney system. Because the MOO methods were tuned to the Canberra case study, applying these methods to the Sydney case study will test the capability of these methods under more stringent conditions. The performance measures are reported as the average of 10 runs.
Case study -Canberra water supply system: two objectives shows that EMOACO-I is superior up to 3,000 evaluations but is then marginally overtaken by all methods. It is noted in Figure 5 (c) that ϵMOEA is clearly the best of all methods in terms of I ϵþ with EMOACO-I unambiguously ranked second.
Case study -Sydney water supply system: two and three objectives
The MOO parameters, presented in Table 3 , were tuned to the Canberra system. In the Sydney case study, the performance of the MOO methods is evaluated without any further tuning. It is noted that NSGA-II was ranked last among the benchmark methods in most of the cases and was particularly poor in the three-objective cases with respect to the convergence measure.
CONCLUSIONS
The optimization of water resource systems in the presence of conflicting objectives necessitates the use of multi-objective optimization methods. Modern-day MOO methods based on probabilistic methods require many thousands of Two concepts borrowed from evolutionary search methods, namely adjacency and random selection, were implemented in the EMOACO framework. Adjacency exploits the proposition that potentially good solutions lie in the neighbourhood of current non-dominated solutions.
Random selection allows ants to visit routes with low pheromone. Furthermore, the use of a simple heuristic to reduce the number of decision combinations in the initial phase of EMOACO was added to accelerate initial convergence.
This method was called EMOACO-I.
Over the range of function evaluations considered in this study, it was found that in most cases EMOACO-I was the best performing method in terms of convergence and HVR with EMOACO ranked second. With respect to the I ϵþ metric EMOACO-I was the best in one case and competitive in the other cases. It was observed that the I ϵþ metric was the most sensitive of the metrics, primarily because it focuses on outliers on the non-dominated solution set. These findings suggest that the EMOACO methods are competitive in applications involving computationally intensive urban water resource problems.
For the non-MOACO methods, ϵMOEA and SMPSO had comparable performance with NSGA-II ranked behind them. Overall it was found that NSGA-II was the worst performing method.
Of significance was the finding that no method was superior in terms of all measures and for all case study problems. Of particular interest was the greater variability in the performance of the MOO methods when moving from two to three objective problems and from the Canberra case study, for which the MOO parameters were tuned, to the more complex Sydney case study, for which the MOO parameters were not tuned. This suggests that a strategy based on pooling the results from multiple MOO methods could help guard against the vagaries in performance of individual methods.
