Abstract. We consider the so called Calderón problem which corresponds to the determination of a conductivity appearing in an elliptic equation from boundary measurements. Using several known results we propose a simplified and self contained proof of this result.
Introduction
A. P. Calderón published in 1980 the pioneer contribution [C] which motivated many applications in inverse problems. The problem considered by A. P. Calderón can be formulated as follows " can one determine the electrical conductivity of a medium by making voltage and current measurements at the boundary of the medium?". This problem is known as the Electrical Impedance Tomography (EIT in short). The work of Calderón was motivated by oil prospection. Since then, the EIT problem received a lot of attention among the mathematical community with several applications in medical imaging and geophysical prospection (see [J, ZK] ). We refer to [Uh] for an overview of recent development for this problem. In this lecture we consider several results related to this problem.
We start with the first positive answer given to the question raised by Calderón in [SU] . Following several arguments borrowed in [Ch, Ha, Ka, Ki, SU] we propose a simple proof of this result which can be considered as an introduction to this field.
We consider also some partial data result associated with this problem corresponding to the same problem with excitation and measurements restricted to some portion of the boundary borrowed from [AU, BU] .
The Calderón problem with full data
Let Ω be a bounded domain of R n , n 3, with C 2 boundary ∂Ω. We denote by ν(x) the outward unit normal to ∂Ω computed at x ∈ ∂Ω. We consider a ∈ W 2,∞ (Ω) such that there exists a 0 > 0 for which the condition (2.1) ∀x ∈ Ω, a(x) a 0 is fulfilled. For all ϕ ∈ H 3 2 (∂Ω) we consider the boundary value problem (2.2) −div(a∇u) = 0 in Ω, u = ϕ on ∂Ω.
It is well known that this problem admits a unique solution u a,ϕ ∈ H 2 (Ω). Therefore, we can define the Dirichlet-to-Neumann map (DN map in short) associated with (2.5) given by
which is a bounded operator. In this context, the Calderón problem corresponds to the determination of the conductivity a from the knowledge of N a . We consider here the unique recovery of a from N a which can be stated as follows.
Theorem 2.1. For j = 1, 2, let a j ∈ W 2,∞ (Ω) satisfy (2.1) and the condition (2.3) a 1 (x) = a 2 (x), ∇a 1 (x) = ∇a 2 (x), x ∈ ∂Ω.
Then we have (2.4) N a 1 = N a 2 =⇒ a 1 = a 2 .
Remark 2.1. Note that applying the result of [KV] , one can remove the condition (2.3) in Theorem 2.1. In these notes we will not consider the work of [KV] dealing with the unique recovery of the conductivity at the boundary from the knowledge of the DN map.
2.1. An associated inverse problem. Let q ∈ L ∞ (Ω) take values in R and consider for each ϕ ∈ H 3 2 (∂Ω) the boundary value problem (2.5)
Assuming that for all
holds true, one can prove that problem (2.5) admits a unique solution v q,ϕ ∈ H 2 (Ω). We define Q as the subset of all q ∈ L ∞ (Ω) such that for all w ∈ H 1 0 (Ω) ∩ H 2 (Ω) the implication (2.6) is fulfilled. For all q ∈ Q, we define the Dirichlet-to-Neumann map (DN map in short) associated with (2.5) given by
The Calderón problem is strongly connected with the determination of q from Λ q . In terms of uniqueness this result can be stated as follows.
Theorem 2.2. For j = 1, 2, let q j ∈ Q. Then we have
Then, (2.3) implies −∆y + q 2 y = 0 in Ω, y = 0 on ∂Ω.
Using the fact that q 2 ∈ Q, we deduce that y = 0 which implies that a 1 = a 2 .
In view of Corollary 2.1, it is clear that Theorem 2.1 follows from Theorem 2.2. From now on we will focus our attention on Theorem 2.2.
2.2. Construction of complex geometric optics solutions. In this subsection we will construct solutions of (2.5) suitably designed for our inverse problem. These solutions, called complex geometric optics solutions, will be the main ingredient in the proof of Theorem 2.2. This approach which has been initiated by [SU] is the main approach considered so far for proving Theorem 2.2. In this section we will use several arguments borrowed from [Ch, Ha, Ka, Ki, SU] .
The complex geometric optics solutions under consideration here will depend on ξ ∈ R n . More precisely, for each ξ ∈ R n , we fix η 1 , η 2 ∈ S n−1 such that
Then, for ρ > 1 a large parameter, we consider solutions of −∆v j + q j v j = 0 on Ω taking the form (2.9) v 1 (x) = e ρη 1 ·x e iρη 2 ·x e −iξ·x + w 1 (x) , x ∈ Ω, (2.10)
Here we denote by H 0 (Ω) the space L 2 (Ω). The main point here will be the construction of the expression w j satisfying (2.11). For this purpose we will use the approach of [Ha] based on construction of periodic solutions.
Proposition 2.1. For j = 1, 2 and for all ξ ∈ R n , there exists ρ 1 > 0 such that for all ρ > ρ 1 we can find a solution v j of −∆v j + q j v j = 0 on Ω taking the form (2.9)-(2.10) with w j ∈ H 2 (Ω) satisfying (2.11).
Proof. Since the proof of this result is similar for v 1 and v 2 , we will only consider the construction of v 1 . Note first that It follows
Using this identity, it seems clear that we need to build w 1 ∈ H 2 (Ω) satisfying (2.12)
and condition (2.11). For this purpose, we fix S an isometric operator of R n such that Sη 1 = e 1 = (1, 0, . . . , 0) and R > 0 such that Ω ⊂ Q := S * (−R, R) n . Here S * denotes the adjoint of S with respect to the Euclidean scalar product of
The construction of such solutions can be deduced from the following result.
Lemma 2.1. For all F ∈ L 2 (Q) the equation (2.13) admits a solution z F ∈ H 2 (Q) taking the form (2.14) and satisfying
with C independent of F and ρ.
The proof of this lemma will be postponed to the end of the present demonstration. Applying Lemma 2.1, we can define the operator
which is bounded. Here z F denotes a solution of (2.13) satisfying (2.15). We have
. We will prove that there exists ρ 1 > 0 such that this map admits a fixed point w 1 in the
, we deduce that, for all ρ > ρ 1 , G ρ is a contraction from B to B. Therefore, the Poincaré fixed point theorem implies that G ρ admits a unique fixed point w 1 ∈ B. Moreover, we have
Therefore, w 1 solves (2.12) and (2.16) implies
which proves (2.11).
Now that the proof of Proposition 2.1 is completed let us turn to Lemma 2.1. Proof of Lemma 2.1. For all α ∈ Z n , fix
Combining the fact that
with the fact that S is an isometry and (
Thus, for all z of the form (2.14) and k = 0, 2, one can check that (2.17)
with C > 0 independent of z ∈ H k (Q) in the last estimate. Note that since S * e 1 = S −1 e 1 = η 1 , one can check that ∀α ∈ Z n , η 1 · S * α ∈ Z and we deduce that
Using (2.19), for α ∈ Z n , we fix
Using the fact that |S * α| = |α| and (2.19), we get (2.20)
It follows that
Here C > 0 depends only on R. Combining this estimate with (2.17)-(2.18) we deduce that z ∈ H 2 (Q) fulfills (2.15) for k = 2. In particular, for all β = (β 1 , . . . , β n ) ∈ N n , |β| 2, one can check that
where e j = (0, . . . , 0, 1
It follows
In the same way, we find
From these two identities we deduce that
Therefore z is a solution of (2.13). Using (2.20), we obtain
πρ and, applying (2.18), we get
with C independent of F and ρ. This proves (2.15) for k = 0 and it completes the proof of the lemma.
2.3. Proof of Theorem 2.2. In this section we will complete the proof of Theorem 2.2. For this purpose, let us assume that Λ q 1 = Λ q 2 . We fix ξ ∈ R n and applying Proposition 2.1 we deduce the existence of v j ∈ H 2 (Ω), j = 1, 2, solving −∆v j + q j v j = 0 of the form (2.9)-(2.10) with w j ∈ H 2 (Ω) satisfying (2.11). Consider y 2 ∈ H 2 (Ω) solving
we find
Thus, v satisfies the condition
Multiplying, this equation by v 2 and integrating by parts, we get
We obtain the orthogonality identity (2.21)
In addition, (2.9)-(2.10) imply
and applying (2.11) we get
Combining this with (2.21) we obtain
Since ξ ∈ R n is arbitrary chosen from the injectivity of the Fourier transform we deduce that this condition implies q = 0 and q 1 = q 2 . This completes the proof of Theorem 2.2.
Partial data results
Since the pioneer work of [SU] , several authors considered the Calderón problem with measurements restricted to some portion of the boundary instead of the full boundary ∂Ω as stated in Theorem 2.1, 2.2. These class of inverse problems are called inverse problem with partial data. The goal of these inverse problems is to reduce as much as possible the portion of the boundary where the excitation are imposed to the system (corresponding to the support of the Dirichlet input) and the portion where the measurements are made (corresponding to restriction on the knowledge of the Neumann boundary values of solutions). In this section, we consider two class of partial data results associated with the Calderón problem. The first class of partial data results corresponds to partial data results under the assumption of Theorem 2.1, 2.2. The second class of inverse problems requires additional assumption. Namely, they need the knowledge of the coefficients on the neighborhood of the boundary. In this section we give an example of each of these two types of partial data results.
3.1. Partial data result without restriction. In this subsection we prove that the result of Theorem 2.1 and 2.2 is still true if one restrict the Neumann boundary measurement to, roughly speaking, half of the boundary. This approach which goes back to [BU] , combines the complex geometric optics solutions of Section 3 with Carleman estimates with linear weight.
Let us first state this result. We start by fixing η ∈ S n−1 and we consider the decomposition of ∂Ω into the η-illuminated face ∂Ω −,η := {x ∈ ∂Ω : ν(x) · η 0} and the η-shadowed face ∂Ω +,η := {x ∈ ∂Ω : ν(x)·η 0}. Then, for ǫ > 0, we introduce V := {x ∈ ∂Ω : ν(x)·η < 2ǫ} and we consider the partial DN map
with v q,ϕ solving (2.5). The knowledge of this map corresponds to the knowledge of DN map Λ q with restriction of the measurements to V which is a neighborhood of the η-illuminated face of ∂Ω. The main result of this section can be stated as follows.
Theorem 3.1. For j = 1, 2, let q j ∈ Q. Then we have
Let us also consider the partial DN map associated with (2.2) given by
Then in a similar way to Corollary 2.1, we can deduce from Theorem 3.1 the following result.
Corollary 3.1. Assume that the conditions of Theorem 2.1 are fulfilled and Theorem 3.1 holds true. Then we have N * a 1 = N * a 2 =⇒ a 1 = a 2 . From now on we will focus our attention on Theorem 3.1. We start with a Carleman estimate which will be the key ingredient for our problem.
Then there exists C > 0 and ρ 2 > ρ 1 1 depending only on Ω, η 1 and q L ∞ (Ω) such that for all ρ > ρ 2 we have
Proof. We start by proving (3.2) for q = 0. Without lost of generality we may assume that v is real valued. We fix w(x) = e −ρx·η 1 v(x) and P = e −ρx·η 1 ∆e ρx·η 1 = ∆ + 2ρη 1 · ∇ + ρ 2 . Using the fact that v ∈ H 1 0 (Ω) and the fact that e −2ρx·η 1 |∆v(x)| 2 = |P w(x)| 2 , we deduce that (3.2), with q = 0, can be deduced from
with C > 0 depending only on Ω. We start with this last estimate. For this purpose, we decompose the differential operator P into P + + P − with
We have
Using the fact that w |∂Ω = 0 we deduce that ∇w = (∂ ν w)ν on ∂Ω and integrating by parts, we obtain (3.5)
In the same way, we obtain
Combining this with (3.4)-(3.5), we obtain (3.6)
In view of this estimate, the proof of (3.3) will be completed if we can estimate the left hand side of (3.3) with the one of (3.6). This will be possible thanks to the following Poincaré type of inequality.
Lemma 3.1. There exists a constant C > 0 depending only on Ω such that for all w ∈ H 1 0 (Ω) we have
We postpone the proof of this lemma to the end of the present demonstration. Combining (3.7) with (3.6), we deduce easily (3.3) and (3.2) for q = 0. Now let us consider the case q = 0. For this purpose, note first that
Combining this with (3.2) for q = 0, we obtain
Therefore, fixing ρ 2 = 2 √ C q L ∞ (Ω) + ρ 1 we deduce easily (3.2) from this estimate.
Now that the proof of Proposition 3.1 is completed, let us consider Lemma 3.1.
Proof of Lemma 3.1. By density we only need to show this result for w ∈ C ∞ 0 (Ω). We fix R > 0 such that Ω ⊂ B R := {x ∈ R n : |x| < R}. Fixing x ∈ Ω and h : s → w[(x − (x · η 1 )η 1 ) + sη 1 ], we deduce that
Using the fact that
and the fact that supp(w) ⊂ B R , we get
Therefore, integrating this last expression with respect to x ∈ R n and making a change of variable with any coordinates having an orthonormal basis containing η 1 , we obtain
Here and from now on, for any y ∈ R n , we denote by y ⊥ the set {x ∈ R n : x · y = 0}. Applying Hölder and Cauchy-Schwarz inequality, we obtain
Combining this with the fact that w is supported in Ω we deduce (3.7) from this estimate. Armed with Proposition 3.1, we are now in position to complete the proof of Theorem 3.1. Proof of Theorem 3.1. Let us assume that Λ * q 1 = Λ * q 2 . We fix η 1 ∈ {θ ∈ S n−1 : |η 1 −η| < ǫ} and we consider ξ ∈ η ⊥ 1 , η 2 ∈ η ⊥ 1 ∩ S n−1 . Applying Proposition 2.1, for ρ > ρ 2 , we deduce the existence of v j ∈ H 2 (Ω), j = 1, 2, solving −∆v j + q j v j = 0 of the form (2.9)-(2.10) with w j ∈ H 2 (Ω) satisfying (2.11). Consider y 2 ∈ H 2 (Ω) solving
we find (3.9)
Therefore, multiplying (3.8) by v 2 and integrating by parts we get (3.10)
where
For this purpose, we fix U 1 = {x ∈ ∂Ω : ν(x) · η 1 ǫ} and we remark that ∀x ∈ U, |ν(x) − η 1 | |ν(x) − η| − |η 1 − η| ǫ, which proves that U ⊂ U 1 . Therefore, we have
Using the fact that v 2 takes the form (2.10) and applying the Cauchy-Schwarz inequality we get (3.12)
Recall that using local coordinates, one can check that there exists C > 0 depending only on Ω such that
Therefore, applying (2.11), we deduce that there exists a constant C > 0 independent of ρ > 0 such that w 2 L 2 (∂Ω) C. Combining this with (3.12), we obtain (3.13)
On the other hand, using the fact that
we obtain
Therefore, using the fact that v ∈ H 1 0 (Ω) ∩ H 2 (Ω) we can apply the Carleman estimate of Proposition 3.1, with q = q 2 , to obtain
Applying the fact that ∂Ω −,η 1 ⊂ V , −∆v + q 2 v = (q 1 − q 2 )v 1 and (3.9), we get
and using (2.9) and (2.11), we find
with C independent of ρ. This proves (3.11). Applying (3.11) and the arguments used in the proof of Theorem 2.2, for q = q 1 − q 2 extended by zero to a function of R n , we get (3.14)
R n q(x)e −ix·ξ dx = 0.
Note that, following the above arguments, this property is true for any ξ ∈ η ⊥ 1 while η 1 ∈ {y ∈ S n−1 : |y − η 1 | < ǫ}. Let us consider the following property.
Lemma 3.2. Let h ∈ L 1 (R n ) be compactly supported and fix the sequence (θ k ) k∈N of S n−1 such that
Then the condition
We postpone the proof of Lemma 3.2 to the end of the present demonstration. According to Lemma 3.2, the fact that (3.14) is fulfilled for all ξ ∈ η ⊥ 1 for η 1 ∈ {y ∈ S n−1 : |y − η 1 | < ǫ} implies that q = 0. This proves that q 1 = q 2 which completes the proof of Theorem 3.1.
Now that the proof of Theorem 3.1 is completed, let us consider Lemma 3.2. Proof of Lemma 3.2. Fix R > 0 such that supp(h) ⊂ {y ∈ R n : |y| < R}. Note first that for all ξ ∈ R n , we have
we deduce that
Combining this representation with (3.15)-(3.16), we can show by iteration that for all ℓ 1 we can find a complex valued real-analytic function g ℓ :
Now let us fix ξ ∈ R n and consider the function P :
Moreover, applying (3.18), we deduce that
Combining this with (3.19) we obtain
and combining this with (3.17) we deduce that F h(ξ) = 0. Since ξ is arbitrary chosen we get ∀ξ ∈ R n , F h(ξ) = 0 and using the injectivity of the Fourier transform we deduce that h = 0. This completes the proof of the lemma.
3.2. Partial data result for coefficients known close to the boundary. In this subsection we consider an improvement of Theorem 3.1 for coefficients known on the neighborhood of the boundary of Ω. The approach that we consider is borrowed from [AU] . We fix γ 1 , γ 2 two open sets of ∂Ω and we consider the subspace H 
with v q,ϕ the solution of (2.5). Then, we consider the following result.
Theorem 3.2. Let Ω be connected. For j = 1, 2, let q j ∈ Q be such that there exists an open set Ω 1 ⊂ Ω, corresponding to a connected neighborhood of the boundary (i.e ∂Ω ⊂ ∂Ω 1 ), such that
Then we have
Remark 3.1. In contrast to Theorem 3.1, Theorem 3.2 is stated with arbitrary restriction on the support of the Dirichlet input and on the location of the Neumann measurements. For instance, we can consider here problems with excitations and measurements on disjoint sets which is an interesting setting for several applications. However, in contrast to Theorem 3.1, Theorem 3.2 requires (3.20) to be fulfilled which corresponds to the knowledge of the coefficients under consideration on a neighborhood of the boundary.
For γ an open set of ∂Ω and q ∈ Q we introduce the following sets
For Theorem 3.2, we need to consider first the following density result.
Proof. Assume the contrary. Then, the Hahn Banach theorem implies that there exists a continuous linear form on L 2 (Ω \ Ω 1 ) vanishing on {v |Ω\Ω 1 : v ∈ S q,γ } but non uniformly vanishing on {v |Ω\Ω 1 : v ∈ S q }. This is equivalent to the existence of y ∈ L 2 (Ω \ Ω 1 ) and v 0 ∈ S q such that We extend y by zero to Ω and we consider w ∈ H 2 (Ω) solving Since q ∈ Q, for any ϕ ∈ C ∞ 0 (γ) there exists a unique v q,ϕ ∈ H 2 (Ω) solving (2.5). Using the fact that v q,ϕ ∈ S q,γ , we deduce from (3.25) that Armed with this lemma, we are now in position to complete the proof of Theorem 3.2. Proof of Theorem 3.2. For j = 1, 2, consider v j ∈ S q j ,γ j . We consider y 2 ∈ H 2 (Ω) solving −∆y 2 + q 2 y 2 = 0 in Ω, y 2 = v 1 on ∂Ω.
Then, v = y 2 − v 1 solves (3.26) −∆v + q 2 v = (q 1 − q 2 )v 1 in Ω, v = 0 on ∂Ω.
Moreover, fixing ϕ ∈ H 3 2 γ 1 (∂Ω) defined by ϕ(x) = v 1 (x), x ∈ ∂Ω, we find ∂ ν v |γ 2 = Λ q 2 ,γ 1 ,γ 2 ϕ − Λ q 1 ,γ 1 ,γ 2 ϕ = 0. Applying (3.20), we deduce that, for any v j ∈ S q j ,γ j , j = 1, 2, we have
Using the density result of Lemma 3.3, we deduce that, for any v j ∈ S q j , j = 1, 2, we have
Thus, choosing v j , j = 1, 2, of the form (2.9)-(2.10), with w j ∈ H 2 (Ω) satisfying (2.11), in this last identity and repeating the argument used at the end of the proof of Theorem 2.2, we deduce that q 1 = q 2 .
