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1. Computational Details 
Optimization software. We used the SciPy 0.18.1 library of the Python 2.7.13 version package 
for all of the optimizations that performed in the present study. In particular, we used the Nelder-
Mead1  and Sequential Least Squares Programming (SLSQP)2 optimizer methods. The Nelder-
Mead algorithm is preferred in systems where the first and second derivative of the error function 
cannot be used. The SLSQP algorithm utilizes the first and second derivatives to find the 
minimum/maximum of a function and also allows for the addition of constraints on the error 
function (such as restricting a variable to a positive value). In our optimizations, we switched 
between these two methods in order to minimize the cost function in Equation 1.   
Periodic QM calculations. All calculations in this section were performed using the VASP 
package (version 5.3.5).3 The generalized gradient approximation (GGA) was used for the 
exchange–correlation energy4 with a plane wave energy cutoff of 600 eV. We used the 
convergence criteria of 10-6 eV for energy and 10-4 eV Å-1 for force. The k-space sampling was 
the gamma point centered with full space group symmetry. The CRYSTAL package was used for 
the B3LYP calculations on oxygen crystal.  
For all elements other than O, we used the Perdew–Burke-Ernzerhof (PBE)4 flavor of DFT while 
for oxygen crystal we used the Becke, three-parameter, Lee-Yang-Parr (B3LYP)5,6 function since 
PBE is inaccurate for describing the O2 triplet state.
7,8 
Nonperiodic QM calculations. All non-periodic QM computations were performed with the 
Jaguar software by Schrodinger.9 We used the PBE-D3 density functional method4,10 and cc-
pVQZ(-g)++ basis set11 for the non-periodic calculation of noble gases. We used the PBE-D3 
density functional method4,10 and the 6-31G** basis set12,13 for the calculation of Nelfinavir. 
Periodic and Nonperiodic RexPoN calculations. We have integrated both EPR-LD and EUNB 
functional forms in the RexPoN FF. The RexPoN FF has been integrated in LAMMPS14 molecular 
dynamics package.  
2. Description of the Training Set 
The training set was constructed by subtracting the total DFT-D energy for each volume of the 
crystal from the fixed reference structure. The reference structure is similar for all cells. The 
optimization was performed to minimize the error (cost) function given by  
 𝐸𝑟𝑟𝑜𝑟 = ∑
1
𝑤𝑖
2
(𝐸𝐷𝐹𝑇−𝐷 − 𝐸𝑃𝑅−𝐿𝐷)
2 
𝑁𝑡
𝑖=0
 (1) 
 
Where Nt is the number of items in the training set and wi is the weight for each data point in the 
training set. The values of EDFT-D and EPR-LD were computed using    
 𝐸𝐷𝐹𝑇−𝐷  =
𝐸𝐷𝐹𝑇−𝐷
𝑐𝑟𝑦𝑠𝑡𝑎𝑙
𝑁𝑟𝑒𝑓
− 𝐸𝐷𝐹𝑇−𝐷
𝑟𝑒𝑓
 (2) 
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 𝐸𝑃𝑅−𝐿𝐷  =
𝐸𝑃𝑅−𝐿𝐷
𝑐𝑟𝑦𝑠𝑡𝑎𝑙
𝑁𝑟𝑒𝑓
− 𝐸𝑃𝑅−𝐿𝐷
𝑟𝑒𝑓
 (3) 
 
Where Nref is the number of reference units in the crystal. The equilibrium crystal structures for 
different elements are provided in Figure 1 of the manuscript. The reference energy (Eref) was 
computed by placing the reference structure in a large enough cell to exclude any interactions with 
the images in the periodic cells. For noble gases, we used a single atom in a large cell as the 
reference structure. For H, N (alpha), O, and F crystals we used a single X2 molecule (X=H, N, O, 
F) in a large cell. For C, Cl, Br, and I we used a layer of atoms in bc plane and placed them in a 
cell with large vacuum in c direction. For P and N (BP) we used a layer of connected atoms 
corresponding to ac plane and placed them in a cell with large vacuum in b direction. 
  
3. Comparison between Universal Non-bonded Potential of RexPoN and Other Potentials 
In this section, we compare our universal nonbonded function (EUNB) with other well-known 
potentials including Lennard-Jones 12-6 (LJ12-6), Lennard-Jones 9-6 (LJ9-6), Morse, and the 
modified Buckingham exponential-6 (Be-6) potentials,   
 𝐸𝐿𝐽12−6(𝑟) = 𝜀𝐿𝐽12−6 [(
𝑅𝑒
𝑟
)
12
− 2 (
𝑅𝑒
𝑟
)
6
], (4) 
 𝐸𝐿𝐽9−6(𝑟) = 𝜀𝐿𝐽9−6 [2 (
𝑅𝑒
𝑟
)
9
− 3 (
𝑅𝑒
𝑟
)
6
], (5) 
 𝐸𝑀𝑜𝑟𝑠𝑒(𝑟) = 𝜀𝑀[𝑒
2𝛼𝑀(𝑅𝑒−𝑟) − 2𝑒𝛼𝑀(𝑅𝑒−𝑟)], (6) 
 
𝐸𝐵𝑒−6(𝑟) =
𝜀𝐵
1 −
6
𝐴𝐵
[
6
𝐴𝐵
𝑒
𝐴𝐵(1−
𝑟
𝑅𝑒
)
− 𝐶𝐵 (
𝑅𝑒
𝑟
)
6
], 
(7) 
 
where εLJ12-6, εLJ9-6, εM, εB are the well depths and αM, AB, and CB are the parameters of the 
corresponding potentials.  
The potential functions are transformed to the dimensionless forms by setting,   
 𝜀∗ =
𝐸
𝐷𝑒
 (8) 
 𝑟∗ =
𝑟
𝑅𝑒
 (9) 
where De is the well depth and Re is the distance value at the minimum of E. Using the above 
transformations, the following conditions would be satisfied for the given functional forms   
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 𝑟∗|𝑟=𝑅𝑒 = 1, (10) 
 𝜀∗(𝑟∗)|𝑟∗=1 = −1, (11) 
 lim
𝑟∗→∞
𝜀∗(𝑟∗) = 0, (12) 
 
𝜕𝜀∗
𝜕𝑟∗
|𝑟∗=1 = 0. 
(13) 
 
Using Equations 8 and 9, the dimensionless forms of the above potentials and EUNB function are 
given by,  
 𝜀𝐿𝐽12−6
∗ (𝑟∗) = [(
1
𝑟∗
)
12
− 2 (
1
𝑟∗
)
6
], (14) 
 
𝜀𝐿𝐽9−6
∗ (𝑟∗) = [2 (
1
𝑟∗
)
9
− 3 (
1
𝑟∗
)
6
], 
(15) 
 𝜀𝑀𝑜𝑟𝑠𝑒
∗ (𝑟∗) = [𝑒2𝛼𝑀
∗ (1−𝑟∗) − 2𝑒𝛼𝑀
∗ (1−𝑟∗)], (16) 
 
where 𝛼𝑀
∗ = 𝛼𝑀𝑅𝑒, 
 
𝜀𝐵𝑒−6
∗ (𝑟∗) =
1
1 − 𝛼𝐵
∗ [𝛼𝐵
∗ 𝑒
6(1−𝑟∗)
𝛼𝐵
∗
− (
1
𝑟∗
)
6
], 
(17) 
where 𝛼𝐵
∗ = 6/𝐴𝐵,  
 
𝜀𝑈𝑁𝐵
∗ (𝑟∗) = −𝑒𝛽
∗(1−𝑟∗) ∑ 𝛼𝑖
∗(𝑟∗ − 1)𝑖 
5
𝑖=0
 
(18) 
where 𝛽∗ = 𝛽𝑅𝑒/𝐿 and 𝛼𝑖
∗ = 𝛼𝑖(𝑅𝑒/𝐿)
𝑖.  
It might be also useful to consider the value of the second derivative (ω*) of these scaled functions 
at r*:  
 
𝜔𝐿𝐽12−6
∗ =
𝜕2𝜀𝐿𝐽12−6
∗
𝜕𝑟∗2
|𝑟∗=1 = 72, 
(19) 
 
𝜔𝐿𝐽9−6
∗ =
𝜕2𝜀𝐿𝐽9−6
∗
𝜕𝑟∗2
|𝑟∗=1 = 54, 
(20) 
 
𝜔𝑀𝑜𝑟𝑠𝑒
∗ =
𝜕2𝜀𝑀𝑜𝑟𝑠𝑒
∗
𝜕𝑟∗2
|𝑟∗=1 = 2𝛼𝑀
∗ 2, 
(21) 
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𝜔𝐵𝑒−6
∗ =
𝜕2𝜀𝐵𝑒−6
∗
𝜕𝑟∗2
|𝑟∗=1 =
6(6 − 7𝛼𝐵
∗ )
𝛼𝐵
∗ (1 − 𝛼𝐵
∗ )
, 
(22) 
 
𝜔𝑈𝑁𝐵
∗ =
𝜕2𝜀𝑈𝑁𝐵
∗
𝜕𝑟∗2
|𝑟∗=1 = −𝛼0
∗𝛽∗2 + 𝛼1
∗𝛽∗ − 2𝛼2
∗ = (
𝑅𝑒
𝐿
)
2
(−𝛼0𝛽
2 + 𝛼1𝛽 − 2𝛼2)
= (
𝑅𝑒
𝐿
)
2
 
(23) 
 
Thus, for LJ12-6 and LJ9-6 potentials the scaled second derivative are always equal to 72 and 54, 
respectively. However, for other potentials it depends on the selected parameters. Note that in 
Equation 23 the scaled second derivative is equal to (Re/L)
2 since −𝛼0𝛽
2 + 𝛼1𝛽 − 2𝛼2  is always 
1. Based on Re and L values given in Table 2 of the manuscript, the ω* of the EUNB potential varies 
from about 32 to 62 with the average value of ~48. This means that the curvature of EUNB potential 
at Re falls between LJ12-6 and LJ9-6 potential.  
In Figure S1 we provide the dimensionless potentials curves for the functions given in Equations 
14 to 18. Here we chose 𝛼𝑀
∗ = 2.0 and 𝛼𝐵
∗ = 3.0 according to reference15. For Equation 18, we 
use the average value Re/L≈48 which gives 𝛽∗ = 60𝛽 and 𝛼𝑖
∗ = 60𝑖𝛼𝑖.  
Figure S1a to Figure S1c provide the comparison of the scaled potential functions for different 
ranges of r*. As shown the ε* for EUNB is softer than LJ12-6 and LJ9-6 but stiffer than More and 
Buckingham exponential-6 (Be-6) potentials. 
 
 
Figure S1. Comparison between the scaled energy (ε*) of the Lennard-Jones 12-6 (LJ12-6), Lennard-Jones 
9-6 (LJ9-6), Morse, modified Buckingham exponential-6 (Be-6), and universal non-bonded (EUNB) 
potentials (Equations 14 to 18) for scaled distances (r*) in the range of a) r* = 0.5-3.0, b) r* = 0.8-1.2, and 
c) r* = 0.5-1.0.  
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4. Melting Point Calculations for Different Isotopes of Water  
RexPoN provides very accurate value the melting point of normal water (H2O) however due to 
isotope effects, heavy water (D2O) has a melting temperature at 276.97 K (1 atm).
16 The question 
is whether RexPoN can cope with these isotope effects. Thus, we performed melting simulations 
of D2O at 1 atm using the RexPoN FF. Here we used same melting simulation procedure as was 
explained in our in our previous work for normal H2O.
17 Then we used the two-phase 
thermodynamics (2PT) methodology18,19 to determine the melting point of heavy water. The 
change in the standard molar entropy (S0) and free energy (A) as a function of temperature for 
normal and heavy water are shown in Figure S2. Since melting is a first-order transition it results 
in a sharp discontinuity and slope change in such thermodynamics properties as S0 and A. For 
normal water RexPoN finds the sharp discontinuity in S0 curve (Figure S2a) between 273.0 and 
273.5 K (i.e. Tmelt H2O ≈ 273.3 K) and for heavy water between 279.5 and 280.0 K (i.e. Tmelt H2O 
≈ 279.75 K). Also, the free energy curves of both normal and heavy water show sharp 
discontinuities at the melting points. These results are in good agreement with experimental values. 
Standard classical simulations on water using simple potentials predict nearly identical structural 
and thermodynamic properties for both H2O and D2O, leading to similar crystal structures and 
melting points. We believe that the reason that RexPoN does not suffer from the usual problem in 
classical MD is that in PQEq the charges and polarization change every femtosecond. Since the 
masses are different between H2O and D2O they follow different pathways each femtosecond with 
the result that they see a different evolution in the potential surface during the dynamics. Thus, 
RexPoN is able to capture the fundamental physics underlying the difference in the melting points. 
 
 
Figure S2. The (a) absolute entropy and (b) free energy of water as a function of temperature from the 2PT 
analysis of the MD trajectory for normal water (H2O) and heavy (D2O) water. We find for H2O a sharp 
change between 273.0 and 273.5 K and for D2O between 279.5 and 280.0 K, corresponding to the melting 
point.  
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