Strongly correlated electron systems such as the rare-earth nickelates (RNiO 3 , R = rare-earth element) can exhibit synapse-like continuous long term potentiation and depression when gated with ionic liquids; exploiting the extreme sensitivity of coupled charge, spin, orbital, and lattice degrees of freedom to stoichiometry. We present experimental real-time, device-level classical conditioning and unlearning using nickelate-based synaptic devices in an electronic circuit compatible with both excitatory and inhibitory neurons. We establish a physical model for the device behavior based on electric-field driven coupled ionic-electronic diffusion that can be utilized for design of more complex systems. We use the model to simulate a variety of associate and non-associative learning mechanisms, as well as a feedforward recurrent network for storing memory. Our circuit intuitively parallels biological neural architectures, and it can be readily generalized to other forms of cellular learning and extinction. The simulation of neural function with electronic device analogues may provide insight into biological processes such as decision making, learning and adaptation, while facilitating advanced parallel information processing in hardware.
I. Introduction
In nervous systems, information is processed by a network of neuron cells that each transmit and receive electrical signals through ionic transport. Neurons are connected through synapses, which control the amount of charge that is transmitted from a preceding (presynaptic) neuron to a subsequent (postsynaptic) neuron, much like resistors in electronic circuits. Neurons fire signals when the combination of input signals from all preceding neurons is above a threshold value within some time window. Excitatory (Inhibitory) neurons generate positive (negative) signals that promote (suppress) postsynaptic firing. A powerful and crucial aspect of nervous systems is that synapse weights can be persistently enhanced or reduced, denoted as plasticity. This ability is believed to be linked to learning and memory in nervous systems. At the cellular level, there are several mechanisms by which synapse weight modulation occurs, such as Hebb's Rule, in which temporal correlation between pre-and postsynaptic signals drives weight enhancement. 1 At the system level, learning often involves many neurons and synapses.
Learning generally occurs through associative (e.g. the name of an object becomes attributed its physical appearance) or non-associative (e.g. the startle response to a loud noise reduces with repetition) means. Simulating neural function with electronics may be a powerful tool for enhancing understanding of system-level brain function and for brain-inspired parallel computation. However, current software simulations are known to be energy-and spaceintensive, 2 and conventional CMOS electronic device implementations are limited by lack of components that mimic biological synapse behavior. [3] [4] [5] Here, we demonstrate a broad array of device-level learning mechanisms using rare-earth nickelate synaptic devices in a circuit architecture analogous to biological systems. Our nickelate devices and electronic circuit are capable of using both excitatory and inhibitory neurons for associative and non-associative learning, which are some of the core elements in any neural circuit. 6 We start by implementing a
Hebbian-like mechanism with excitatory neurons to experimentally demonstrate associative learning. We then show compatibility with inhibitory neurons to experimentally show associative unlearning before generalizing to other learning mechanisms and more complex networks through simulations.
Classical conditioning is a fundamental associative learning process in which an unconditioned stimulus (US) consistently produces an unconditioned response (UR) and an initially neutral stimulus (NS) does not produce a similar response. An example of a US-UR pair in humans is striking of the patellar tendon below the knee and jerking motion of the knee. 7 An NS could be the sound of a bell, which normally does not cause the knee to jerk. In classical conditioning, after sufficient repeated activation of NS directly before US, an association is developed between NS and US such that NS produces a similar response as US, after which the NS is referred to as the conditioned stimulus (CS) and the corresponding response as the conditioned response (CR). Extinguishing of the CS-US association is denoted as unlearning, although there are other processes by which CS stops generating a response, collectively known as extinction. 8 While classical conditioning often involves a multitude of neuronal connections, individual neurons and synapses can also display conditioning in response to external stimuli. 9 Efforts in constructing electronic conditioning circuits have focused on such cellular-level learning, with one neuron-like component each for the US, CS, and UR/CR (Figure 1a ). 22 From an electronic perspective, advantages of 3-terminal devices over 2-terminal resistive switches include reduced sneak path problem (i.e. crosstalk noise), 23 potential lowpower operation, 24 and the ability for concurrent signal transmission and LTP/LTD, which is similar to neural circuits and which removes the need for complex circuit timing algorithms.
II. Experimental
A detailed description of SmNiO 3 growth and device fabrication by lithography can be found elsewhere. 17 and LTD occurs if the presynaptic neuron fires without the postsynaptic neuron. 27 The strength of the logic block design is that it requires no external power supply. The logic block and SNO device together are therefore electrically passive, similar to biological synapses. The input signal arriving at N3 is directly determined by the separate resistances of SNO1 and SNO2. The N1
and N2 voltage signals here are equivalent 2 V square pulses corresponding to excitatory neurons. Our design can be general to any magnitude and polarity input neuron signal. Here, SNO resistance is reversibly modifiable and intuitively related to synaptic weight (conductance ~ weight); synaptic weight is persistent; and no external power is needed for the synapse-like blocks. These are all important characteristics of biological synapses. While we use discrete square voltage pulses as pseudo-envelope functions of neuronal spike trains, all of the functionality should remain for short voltage spikes.
Classical conditioning experimental data are shown in Figure 2a . Initially, we a priori set SNO1 to 2.5 kΩ, representing the US, and SNO2 to ~9 kΩ, representing the NS. In the conditioning phase, both N1 and N2 are triggered simultaneously for an extended time period.
N3 fires during this phase, which applies a negative voltage to the gate of SNO2 and which creates the association between N2 and N3 through Hebbian learning. After the conditioning phase, probing the inputs shows that both N1 and N2 cause N3 to fire, indicating that the resistance of SNO2 decreased (LTP) during the prior phase in accordance with conditioning (NS  CS). Subsequent measurement of the SNO2 resistance reveals that it decreased to ~3.0 kΩ while that of SNO1 remained relatively unchanged after the conditioning phase. This is clear evidence that our circuit design with SNO synapse-like devices exhibits classical conditioning.
After conditioning, N2 firing will now trigger N3 and additional LTP of the SNO2 synaptic connection, regardless of N1. This will occur until SNO2 reaches its minimum resistance value (~1-2 kΩ, corresponding to maximum oxygen content as discussed in section IV). This is similar to the non-associative biological process of sensitization, whereby repeated stimulus causes an enhancement in cellular response. 9, 28 The time scale of conditioning is expected to be proportional to 1/A 2 , where A is the SNO channel area. For microscopic devices the time scales should be reduced well into the μs range. For comparison, biological neuronal voltage spikes occur on the ms time scale. 6 The CS-CR association can be unlearned if the firing of N3 is suppressed when N2 fires.
This can be accomplished simply by modifying N1 to simulate an inhibitory neuron (see Appendix A). The remainder of the circuit used for classical conditioning is unchanged. We show experimental unlearning results from this circuit in Figure 2b . Now with N1 as an inhibitory neuron, N3 only fires when N2 is triggered, although both SNO1 and SNO2 are in low resistance states. Note that the input to N1 represents the stimulus, which is still positive, but that the output of N1 is negative. When both N1 and N2 fire, the negative signal from N1 suppresses N3 firing, causing a positive voltage to be applied to the gate of SNO2, increasing the resistance of SNO2 and inducing LTD. After sufficient simultaneous application of N1 and N2, it is shown that N3 no longer responds to N2. Measurement of the resistance of SNO2 before and after the unlearning process showed an increase from ~3.0 kΩ to ~7.2 kΩ, while that of SNO1 again remained relatively stable. This can be viewed as device-level unlearning. Both the usage of inhibitory neurons and demonstration of unlearning have not been previously shown with electronic devices, but they are crucial components of neural behavior. With one circuit design, we are able to experimentally show classical conditioning, sensitization, and unlearning.
IV. SmNiO 3 synaptic modification modeling
To illustrate that the SNO device and our network design are capable of a wide variety of neuronal processes and more complex neural circuits, we model the time and voltage dependencies of potentiation and depression in the SNO devices for use in future designs. 29, 30 The resistance modulation in the SNO devices follows an electrochemical mechanism in which oxygen vacancies serve as dopant species to regulate the composition and thereby the resistance of the channel material. 17 The use of the ionic liquid provides electrochemical redox species for reducing and oxidizing the SNO channel. More oxygen vacancies lead to more divalent nickel species, which leads to a higher resistance state of the SmNiO 3-x channel. The reverse process oxidizes the divalent nickel species back to trivalent species, recovering the low resistivity state.
Thus, the minimum resistance of the synaptic device corresponds to near-ideal maximum oxygen content, and the maximum resistance is relatively unbounded. After a gate voltage is applied to an SNO device to modify the resistance, the resistance may decay slightly towards its pre-gated state when the voltage is removed. 17 However, the resistance will not fully return to its initial state, and the longer the gate voltage is applied, the less decay is observed. This is similar to synapse behavior in biological nervous systems, 6 and it can be qualitatively viewed as the need for repeated conditioning before a behavior is permanently learned.
The rate of divalent nickel species change can be modeled, to first order, by combining the Cottrell equation (time dependence) and Butler-Volmer equation (voltage dependence). 29 Here, the Cottrell equation is applied to model two events occurring during the electrochemical gating process: 1) electric field-induced oxygen vacancy formation; and 2) ionic migration in both the channel material and ionic liquid. It is given by
where i is the ionic current, n is the number of electrons involved in the reaction, F is the Butler-Volmer equation with asymmetric electron transfer is applied to describe the influence of gate bias on regulating the changing rate of the divalent species. It is given by
where i 0 is the exchange current, η is the applied overpotential, k B is the Boltzmann constant, and T is temperature. The Butler-Volmer equation shows that the rate is exponentially dependent on the gate bias. The application of both the Cottrell and Butler-Volmer equations allows for formulating the changing rate of nickel species. This approach is commonly used to study charge transfer processes in electrochemical reactions at interfaces. A detailed account of the formulation of the equations and their applications in electrochemical phenomena and devices can be found elsewhere.
31,32
The change in conductivity of SNO can be estimated using the calculated divalent nickel species concentration from a percolation model. 30 As we are starting with near-stoichiometric films with high conductivity, we use the percolation model in the high density limit given by
where σ m is the conductivity in the low resistance state of SNO, p is the volume fraction of conductive regions to insulating regions, p c is the percolation threshold, and l is the critical exponent that determines the percolative behavior and is approximately 2 in three-dimensional systems. Here, divalent nickel regions are considered insulating, and trivalent nickel regions are considered conductive, typical of nickel oxides. The ratio of insulator to metal matrices can be simulated by the ratio of divalent nickel to trivalent nickel matrices. Divalent nickel species concentration can be approximated as discussed above. This leads to an expression for the voltage-and time-dependent resistance of the SNO device as 
V. Simulated neural mechanisms
We implement the model for potentiation and depression in our SNO devices into a custom MATLAB/Simscape component, which is in turn integrated into the circuit shown in Figure A1 for system simulations. The custom SNO component has three user-specified parameters: the minimum source-drain resistance, the initial source-drain resistance (which is akin to a priori experimentally gating the SNO to the neutral state), and the source-gate resistance (~20 MΩ). SNO1 is initially set to a low resistance level (800 Ω), corresponding to the US, and SNO2 is initially set to a moderate resistance level of 2 kΩ, corresponding to the NS.
The output signals from N1 and N2 are shown in the top two panels of Figure 4a . The voltage sequence is similar to that in Figure 2 . The simulation environment allows for direct reading of the time-dependent resistances of SNO1 and SNO2. The output of N3 is shown in the third panel of Figure 4a , and the simulated resistances of SNO1 and SNO2 are shown in the bottom panel of Figure 4a . It is clear that the circuit simulates classical conditioning similarly as the experimental demonstration in Figure 2a .
To simulate unlearning, we set the initial resistance of SNO2 to the conditioned level of 800 Ω and we reconfigure N1 as an inhibitory neuron that transmits negative forward propagating voltages (see Appendix A). Now, during the phase in which both N1 and N2 fire concurrently, N1 suppresses the excitatory signal from N2, and N3 does not fire. Thus, although SNO2 is conditioned, the signal from N2 does not trigger N3. The circuit responds by causing depression (resistance increase) of SNO2, as shown in Figure 4b . This process can be associated with the unlearning or counter Hebbian process in biological systems. After sufficient depression, the resistance of N2 becomes appreciably large such that N2 no longer triggers N3, and the CS-CR association is destroyed.
We can obtain similar classical conditioning with Hebbian learning between two inhibitory presynaptic neurons connected to an excitatory postsynaptic neuron using a modified synapse logic block while keeping the remainder of the circuit unchanged from above. The modified synapse logic block is shown in Figure A2 and is described in Appendix A. The block is a modified pass transistor logic AND gate. It maintains the property of not requiring an external power source, similar to the logic block of Figure A1b . With this synapse logic block, we can simulate identical conditioning behavior as shown in Figure 4a but with inhibitory presynaptic neurons (Figure 5a ).
Aside from associative learning mechanisms, it is also useful to demonstrate nonassociative mechanisms such as sensitization and habituation at the electronic device level.
Sensitization is the process by which repetition of a stimulus leads to enhanced response to that stimulus, and habituation is the converse process. As discussed above, the circuit of Figure A1 has a priori sensitization-like functionality. A presynaptic signal that triggers a postsynaptic signal will cause LTP of the synaptic SNO interconnection until the SNO device reaches the minimum resistance level. With the same logic block of Figure A1 , we can modify the circuit slightly to exhibit habituation as well. Simply by removing the back-propagating connection from N3 to the logic block of Synapse1, for example, we cause a situation where now there is no correlation between pre-and postsynaptic signals. In this case, each time N1 fires, a positive voltage is applied to the gate of SNO1 (causing LTD) because there is no back-propagating signal with which temporal overlap may occur. We simulate habituation with this circuit modification ( Figure 5b ). The resistances of SNO1 and SNO2 are initially both set to low values, and the input to N2 is grounded so that only N1 is active. With each pulse from the output of N1, the resistance of SNO1 increases slightly. Eventually, the resistance is sufficiently large as to no longer transmit an input voltage to N3 that is above threshold, and N3 is no longer triggered by N1. Therefore, not only can the circuit of Figure A1 be used for classical conditioning, sensitization, and unlearning, but a simple modification can extend the circuit capabilities to include habituation. In certain biological systems, synapses can exhibit both habituation and sensitization even though they are opposing processes, although the latter may occur only through interactions with neighboring synapses and neurons. 33 This is more of system-level learning rather than the device-level learning we are demonstrating here.
Aside from a variety of neuronal learning/unlearning mechanisms, we can implement the model to construct a more complex neural network based on feedback and recurrent excitation (Figure 6a ) for memory storage. This network is inspired by the CA3 region in the hippocampus. 6 We use a modified synapse logic block that has only LTP functionality and not The synapse logic block for classical conditioning between two inhibitory neurons connected to an excitatory neuron is shown in Figure A2 . The inhibitory neuron transmits a negative voltage signal, the excitatory postsynaptic neuron transmits a negative back-propagating voltage signal, and the voltage that needs to be applied to the SNO gate for potentiation is also negative. Therefore, the circuit needed to achieve potentiation only for concurrent pre-and postsynaptic signals is equivalent to a logic AND gate in which logic level 1 is -2 V. As with the block of Figure A1b Unlearning experimental results using same circuit as for part (a). N1 is reconfigured as an inhibitory neuron, which accepts a positive input stimulus but outputs a negative signal. Initially, both SNO1 and SNO2 have low resistances. After the unlearning phase, the resistance of SNO2 is increased such that triggering N2 no longer causes N3 to fire. 
