Task: produce a sorted list of images given a user query Problem: how to efficiently learn a ranking function ? Our work: evaluation of the impact of the depth of a pooling methodology on Learning-to-Rank (LTR) algorithms.
• build lists of top-k documents retrieved by models (BM25, TFIDF and 2 language models)
• merge the lists to obtain a training set
Our work: what is the influence of k on LTR algorithms in text-image retrieval ?
Baseline and Learning-To-Rank Models
is the maximum fusion operator applied of histogram distances of HSV.
: LTR algorithm formulated as a SVM problem and optimizing the mean rank of the relevant documents (the mean number of pairwise errors).
OWPC [3] : LTR algorithm which optimizes a loss function focused on the top of the list by fixing Ordered Weighted Averaging (OWA) [4] weights.
Experiments -Results

Collection and features:
• ImageCLEFphoto'06 (20,000 images with captions, 60 query topics with binary assessments)
• 60 extracted query/document similarities (BM25, SIFT....) normalized by query and by similarity 
Conclusion
• OWPC gives the best results and SV M RAN K has surprisingly lower performances than BM25.
• Textual pooling improves models performances.
• The depth of the pooling (k) need to be well fixed.
• Future direction: effects of adding visual models in the pooling step.
