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Abstract
Let Fq be the finite field with q elements. Denote by (δ) the dual polar graph of (2ν +
δ)-dimensional orthogonal space over Fq , where δ = 0, 1 or 2. For any vertex P of (δ),
all subconstituents (δ)
i
(P ) (1  i  ν) of (δ) are studied, and it is proved that (δ)
i
(P ) is
isomorphic to[
ν
i
]
q
·(i,δ),
where (i,δ) is a subgraph of the graph of i × (i + δ) matrices over Fq . Moreover, some prop-
erties of the graph (i,δ) are also studied. In particular, it is shown that (i,δ) is edge-regular.
Furthermore, both (2,1) and (3,1) are distance-regular with intersection arrays
{q2 − 1, q2 − q, 1; 1, q, q2 − 1} and {q3 − 1, q3 − q, q3 − q2 + 1; 1, q, q2 − 1},
respectively. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The structure of subconstituents ν(γ ) of dual polar graphs  of 2ν-dimensional
symplectic and unitary spaces was first pointed out by Kantor (see [2], for example).
In 1996, Munemasa studied two special subconstituents (δ)(γ ) and (δ)ν (γ ) of the
dual polar graph (δ) of (2ν + δ)-dimensional orthogonal space over any finite field
(see [3]). In [7,8] we gave in matrix form the structure of all subconstituents of the
dual polar graphs in the symplectic, pseudo-symplectic and unitary geometry. In the
present paper we study the corresponding problem in the orthogonal geometry over
finite fields.
This paper is organized as follows. In Section 2 we recall some of concepts and
results about the orthogonal space and dual polar graphs. Section 3 is devoted to the
determination of the structure of all subconstituents of dual polar graphs. In Sections
4, 5 and 6 we discuss, respectively, the connectivity, edge-regularity and distance-
regularity of the matrix graph (i,δ), which is related to subconstituents of the dual
polar graph of the orthogonal space over finite fields.
2. The orthogonal geometry and dual polar graph
Let Fq be a finite field with q elements, where q is a power of a prime. Denote by
Mmn(Fq) the set of all m× n matrices over Fq , and Mnn(Fq) is denoted simply by
Mn(Fq). Let Fq (n) be the row vector space of dimension n over Fq .
Now, we give a matrix form of quadratic forms in n variables over Fq . Denote
by Kn the set of all n× n alternate matrices over Fq , it is an additive subgroup of
Mn(Fq). Two matrices A and B in Mn(Fq) are said to be congruent mod Kn, denoted
byA ≡ B(mod Kn), ifA− B ∈ Kn. Clearly,≡ is an equivalence relation onMn(Fq).
Denote by [A] the equivalence class which contains A. If char Fq /= 2 (i.e., q is
odd), because A = 12 (A+ AT)+ 12 (A− AT), we have [A] = [ 12 (A+ AT)]. So ev-
ery equivalence class contains a symmetric representative. Furthermore, in this case,
for any symmetric matrices A and B we have that [A] = [B] if and only if A = B.
Thus, each class [A] contains one and only one symmetric matrix (when q is odd).
Two matrix classes [A] and [B] are said to be cogredient if there is aQ ∈ GLn(Fq)
such that [A] = [QBQT]. The canonical forms of quadratic forms under cogredience
are well known (see [4], for example). Note that [A] = [0] means that A is alternate
for any square matrix A.
Let n = 2ν + δ, where ν  0 is an integer and δ = 0, 1 or 2. We take the matrix
S2ν+δ, as follows: when q is odd
S2ν+δ, =

 0 I
(ν)
I (ν) 0


 , where  =


φ (disappear) if δ = 0,
(1) or (z) if δ = 1,(
1
−z
)
if δ = 2
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and z is a fixed non-square element of Fq ; when q is even
S2ν+δ, =

0 I
(ν)
0


 , where  =


φ (disappear) if δ = 0,
(1) if δ = 1,(
α 1
α
)
if δ = 2
and α is a fixed element of Fq , but α /∈ N = {x2 + x | x ∈ Fq}. Clearly, S2ν+δ, is the
canonical representative of nondegenerate quadratic forms in respective case. When
δ = 1 or 2,  is definite in the sense that for any row vector x ∈ Fq (δ), xxT = 0
implies x = 0. It is easy to verify that the set{
T ∈ GLn(Fq) | [T S2ν+δ,T T] = [S2ν+δ,]
}
forms a subgroup of GLn(Fq), called the orthogonal group of degree n = 2ν + δ
with respect to S2ν+δ, over Fq , and denoted by O2ν+δ,(Fq). The row vector space
Fq
(2ν+δ) together with the right action of O2ν+δ,(Fq) is called the (2ν + δ)-dimen-
sional orthogonal space over Fq with respect to S2ν+δ,. The group O2ν+δ,(Fq)
acts on subspaces of Fq (2ν+δ) in a natural way. These subspaces are partitioned into
orbits under the group action. The details can be found in [4] for example. Here,
we concern only with the maximal totally isotropic subspaces, i.e., ν-dimensional
subspaces P satisfying [PS2ν+δ,P T] = [0]. Note that we use the same letter P to
denote a subspace P as well as its matrix representation which is formed by a basis
of P as rows.
Let P be a ν-dimensional subspace of Fq (2ν+δ). Then its matrix representations
can be written as
P = (A B C) ν.
ν ν δ
It is easy to verify that P is maximal totally isotropic if and only if
ABT + BAT + CCT = 0 if char Fq = 2,
[ABT + CCT] = [0] if char Fq = 2.
We denote by (δ) the set of maximal totally isotropic subspaces of Fq (2ν+δ), called
the dual polar space of (2ν + δ)-dimensional orthogonal space over Fq . It is an orbit
under the action of the group O2ν+δ,(Fq). The dual polar space (δ) becomes
a metric space by defining a metric  as (P,Q) = ν − dimP ∩Q for any P,
Q ∈ (δ).
Let (δ) denote the graph with (δ) as the vertex set, where two vertices P,Q ∈
(δ) are adjacent whenever dimP ∩Q = ν − 1. The graph(δ) is called the dual po-
lar graph of (2ν + δ)-dimensional orthogonal space over Fq with respect to S2ν+δ,.
It is known from [3] that the metric  on the dual polar space (δ) coincides with the
distance in the dual polar graph (δ). It is easy to verify that when char Fq /= 2 and
δ = 1, the mapping
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(A B C) −→ (zA B zC)
ν ν δ
is an isomorphism from the dual polar graph determined by  = (z) to that de-
termined by  = (1). Therefore, we always take  = (1) when char Fq /= 2 and
δ = 1.
Let G be a graph and x be a vertex of G. Denote by Gi(x) the set of vertices
of G which have distance i from x. In particular, we write G(x) = G1(x). A con-
nected graph G is called a distance-regular graph if, for any vertices x, y with y ∈
Gi(x), |Gi+1(x) ∩G(y)| = bi and |Gi−1(x) ∩G(y)| = ci hold, where bi and ci de-
pend only on i and independent of the vertices x, y. If G has diameter d, then the
numbers bi (0  i  d − 1) and ci (1  i  d) are called the parameters of the
distance-regular graph G.
It is well known (see [1,2] or [3], for example) that the dual polar graph (δ) of
(2ν + δ)-dimensional orthogonal space over Fq with respect to S2ν+δ, is distance-
transitive, hence distance-regular of diameter ν with the following parameters:
bi = q
i+δ(qν−i − 1)
q − 1 (0  i  ν − 1)
and
ci = q
i − 1
q − 1 (1  i  ν).
Note that in the literature, dual polar graph (δ) is denoted by Dν(q), Bν(q) and
2Dν+1(q) according to δ = 0, 1 and 2, respectively.
3. The structure of subconstituents
In this section we study the structure of all subconstituents of the dual polar graph
(δ). Since the orthogonal group O2ν+δ,(Fq) acts transitively on (δ) and preserves
the distance between any two vertices, without loss of generality we can choose a
fixed subspace P which has a matrix representation of the form P = (I (ν) 0(ν,ν+δ))
and discuss the subconstituents (δ)i (P ) (1  i  ν).
By a simple computation we can get:
Lemma 3.1. Let C ∈ Mmδ(Fq), where δ = 0, 1 or 2. Then the number of matrices
X in Mm(Fq) satisfying
X +XT + CCT = 0 if char Fq /= 2,
[X + CCT] = [0] if char Fq = 2
is qm(m−1)/2, where  is given in the previous section.
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Let(δ)i (P ,U) = {Q ∈ (δ) |Q ∩ P = U} for any (ν − i)-dimensional subspace
U of P. Then
(δ)i (P ) =
⋃
U⊆P
dimU=ν−i
(δ)i (P ,U).
For any positive integer i, we denote by (i,δ) the graph with the vertex set con-
sisting of matrices (A C) such that
A+ AT + CCT = 0 if char Fq /= 2,
[A+ CCT] = [0] if char Fq = 2, (1)
where A ∈ Mi(Fq), C ∈ Miδ(Fq), and two vertices X, Y ∈ (i,δ) are adjacent if and
only if rank (X − Y ) = 1. Clearly, (i,δ) is a subgraph of the graph of i × (i + δ)
matrices over Fq . We have:
Theorem 3.2. The subgraph (δ)i (P ,U) is isomorphic to the graph 
(i,δ). In par-
ticular, |(δ)i (P ,U)| = qiδ+i(i−1)/2.
Proof. Since the orthogonal group O2ν+δ,(Fq) acts transitively on each set of sub-
spaces of the same type (see [4], for example), we have
(δ)i (P ,U1)
∼=(δ)i (P ,U2)
for any two (ν − i)-dimensional subspaces U1, U2 of P. So we may choose U which
has a matrix representation of the form
U = (I (ν−i) 0(ν−i,ν+i+δ)).
Now we determine the form of elements in (δ)i (P ,U). Let Q be any element of
(δ)i (P ,U). Since Q ∈ (δ) is totally isotropic, it has a matrix representation of the
form
Q =
(
I 0 0 0 0
0 A 0 B C
)
ν − i
i
ν − i i ν − i i δ
, (2)
where rank (B C) = i and
ABT + BAT + CCT = 0 if char Fq /= 2,
[ABT + CCT] = [0] if char Fq = 2. (3)
We claim that rankB = i. When δ = 0, it is clear. Let δ = 1 or 2. If rankB < i, then
we can choose a matrix representation of Q as the form (2) such that all elements in
the first row of B are zero. We denote by C1 the first row vector of C. From (3) we
deduce that C1CT1 = 0. Hence C1 = 0 since  is definite in the case of δ = 1 or
2. So rank (B C) < i, which is a contradiction. Therefore, rankB = i, and we can
take B = I (i) in (2). Thus, Q has a matrix representation of the form
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Q =
(
I 0 0 0 0
0 A 0 I C
)
ν − i
i
ν − i i ν − i i δ
, (4)
where A, C satisfy (1). Clearly, the matrix representation of Q as the form (4) is
unique. Therefore, (δ)i (P ,U) consists of subspaces which have matrix representa-
tion of the form as (4), where A, C satisfy (1).
It is easy to verify that the mapping
f : (i,δ) −→ (δ)i (P ,U)
(A C) −→
(
I (ν−i) 0 0 0 0
0 A 0 I (i) C
)
is an isomorphism between the graphs (i,δ) and (δ)i (P ,U). Hence |(δ)i (P ,U)| =
|(i,δ)|, which is qiδ+i(i−1)/2 from Lemma 3.1. 
Denote by Est the i × δ matrix having 1 alone as its (s, t)-entry and all other
entries 0’s. A graph is called k-regular if each vertex has the same valency k. Now
we have:
Theorem 3.3. Assume that δ > 0 and R = (A C) ∈ (i,δ). Then
(i,δ)(R) = {R + (ε(DDT +D(+ T)CT) D) |D ∈ Miδ(Fq), rankD = 1},
where ε = − 12 in case char Fq /= 2, and ε = 1 in case char Fq = 2. In particular,
the graph (i,δ) is ((qi − 1)((δ − 1)q + 1))-regular.
Proof. LetR = (A C) be any vertex of(i,δ), whereA ∈ Mi(Fq) andC ∈ Miδ(Fq).
Then the neighborhood of R is the set
(i,δ)(R) = {R + (X,D) ∈ (i,δ) | rank (X D) = 1}.
It is easy to verify that R + (X D) ∈ (i,δ) if and only if
X +XT + CDT +DCT +DDT = 0 if char Fq /= 2,
[X +D(+ T)CT +DDT] = [0] if char Fq = 2. (5)
Let R + (X D) ∈ (i,δ)(R). Then rank (X D) = 1 and (5) holds. Since alternate
matrices are of even rank, we have D /= 0. Hence rankD = 1. We distinguish the
following two cases.
Case 1. δ = 1. Then  = (1) and there exists a T ∈ GLi(Fq) such that TD =
E11. Since rank (X D) = rankD = 1, we may write X = DUT with U ∈ Mi1(Fq).
Let T (U + C) = V and T U = W . From (5) we get that
E11V
T + VET11 + E11ET11 = 0 if char Fq /= 2,[E11WT + E11ET11] = [0] if char Fq = 2.
(6)
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When char Fq /= 2 we deduce from (6) that
V = (− 12 , 0, . . . , 0)T = − 12E11.
Hence
U = T −1V − C = − 12D − C
and
X = DUT = − 12DDT −DCT = − 12 (DDT +D(+ T)CT).
Similarly, when char Fq = 2 we have W = (−1, 0, . . . , 0)T = −E11. Hence
U = T −1W = −D
and
X = DUT = −DDT = DDT +D(+ T)CT.
Thus
(i,1)(R) = {R + (ε(DDT +D(+ T)CT) D) |D ∈ Mi1(Fq), rankD = 1},
where ε=1 or− 12 according to char Fq=2 or not, respectively. Clearly, |(i,1)(R)| =
qi − 1.
Case 2. δ = 2. Write C = (C1 C2) and E = (1, 0, . . . , 0)T ∈ Mi1(Fq). Since
rankD = rank (X D) = 1, we may write D = D0(x y) and X = D0WT, where
0 /= D0 ∈ Mi1(Fq), (x, y) /= (0, 0) and W ∈ Mi1(Fq). Let T ∈ GLi(Fq) such that
TD0 = E. Then we deduce from (5) that
E(T (W + xC1 − yzC2))T + T (W + xC1 − yzC2)ET + µEET = 0
if char Fq /= 2,
[E(T (W + yC1 + xC2))T + (αx2 + xy + αy2)EET] = [0]
if char Fq = 2,
(7)
where µ = x2 − y2z. If char Fq /= 2, then we get from the first equation of (7) that
T (W + xC1 − yzC2) = − 12µE,
so
W = − 12µT −1E − xC1 + yzC2 = − 12µD0 − xC1 + yzC2
and
X=D0WT
=D0
(− 12µD0 − xC1 + yzC2)T
=− 12 (DDT +D(+ T)CT).
Similarly, if char Fq = 2, we deduce from the latter equation of (7) that
T (W + yC1 + xC2) = (αx2 + xy + αy2)E.
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So
W = (αx2 + xy + αy2)D0 − yC1 − xC2
and
X = D0WT = DDT +D(+ T)CT.
Thus we have
(i,2)(R) = {R + (ε(DDT +D(+ T)CT) D) |D ∈ Mi2(Fq), rankD = 1},
where ε = 1 or − 12 according to char Fq = 2 or not, respectively. So |(i,2)(R)| is
the number of i × 2 matrices of rank 1 over Fq , which is (qi − 1)(q + 1).
Therefore, |(i,δ)(R)| = (qi − 1)((δ − 1)q + 1), which is independent of choices
of R, we obtain the desired result. 
It is well known that the number of (ν − i)-dimensional subspaces of P is[
ν
ν − i
]
q
=
[
ν
i
]
q
,
where
[
ν
i
]
q
is the Gaussian coefficient, which is defined by
[
ν
i
]
q
=
∏ν
j=ν−i+1(qj − 1)∏i
j=1(qj − 1)
.
Note that the vertex set of (i,0) consists of all i × i alternate matrices over Fq
and alternate matrices are of even rank, the graph (i,0) is a coclique. We know from
Theorem 3.3 that when δ > 0, the valency of (i,δ) coincides with that of (δ)i (P )
which is known to be ai = b0 − bi − ci . It follows that when δ = 0, 1 or 2, the ver-
tices in (δ)i (P ,U) are not adjacent to any vertex in (δ)i (P ,U1) for any two distinct
(ν − i)-dimensional subspaces U, U1 of P. Therefore, the following theorem holds.
Theorem 3.4. For every subconstituent (δ)i (P ) of the dual polar graph (δ) of
(2ν + δ)-dimensional orthogonal space over Fq, we have
(i) |(δ)i (P )| = qiδ+i(i−1)/2
[
ν
i
]
q
;
(ii) (δ)i (P )∼=
[
ν
i
]
q
· (i,δ), i.e., (δ)i (P ) is isomorphic to a union of
[
ν
i
]
q
copies of
the graph (i,δ).
It is easy to verify that (1,δ)∼=Kqδ , a clique of order qδ . Since
[
ν
ν
]
q
= 1 we
have:
Corollary 3.5 (see [3]). The graph (δ)(P ) is a union of [ν1]q copies of clique Kqδ ,
and the graph (δ)ν (P ) is isomorphic to the graph (ν,δ).
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4. Connectivity of the graph (i,δ)
For the remainder of this paper, we shall study some properties of the graph(i,δ).
In this section we first discuss the connectivity of the graph (i,δ). Because (i,0) is
a coclique, and (1,δ) is a clique of size qδ , in the following we only consider the
cases of δ > 0 and i  2.
For any A ∈ (i,0) and T ∈ GLi(Fq), the mapping
f(A,T ) : (X C) −→ (A+ TXT T T C)
i δ
(8)
is a permutation on (i,δ), and preserves the distance between any two vertices. De-
note byG(i,δ) the set of all permutations of forms as (8), and letG(i,δ)0 = {f(0,T ) | T ∈
GLi(Fq)}. Then G(i,δ) is a permutation group on (i,δ) and G(i,δ)0 is a subgroup of
G(i,δ). Clearly, G(i,δ)0 leaves rank of any element of 
(i,δ) fixed. Now we have:
Theorem 4.1. The graph (i,δ) is connected. Furthermore, the vertex set of (i,δ)
can be partitioned into qiδ subsets such that the subgraph induced on each such
subset is isomorphic to (i,0).
Proof. For any C ∈ Miδ(Fq), let C = {(A C) | (A C) ∈ (i,δ)}. Then (i,δ) is a
disjoint union of C, C ∈ Miδ(Fq)
(i,δ) =
⋃
C∈Miδ(Fq )
C.
For any vertex (A C) of C with C /= 0, let B = A− εCCT, where ε = 1 or − 12
corresponding to char Fq = 2 or not, respectively. Then
B + BT = A+ AT − εC(+ T)CT = 0
so that B ∈ (i,0) and (B 0) ∈ 0. Therefore, we have
C =
{
(X + εCCT C) |X ∈ (i,0)}.
Clearly, the mapping ϕ : (X + εCCT C) → X is an isomorphism from C to
(i,0).
Let (X + εCCT C) be any vertex in C with C /= 0. If δ = 1 or δ = 2 but rank
C = 1, then (X + εCCT C) is adjacent to (X 0). If δ = 2 and rank C = 2, then
there exists a T ∈ GLi(Fq) such that T C = E11 + E22. It is easy to see that
(X + εCCT C), (X + ε(T −1E22)(T −1E22)T T −1E22), (X 0)
is a path in (i,2) from (X + εCCT C) to (X 0). In order to show the connectivity
of (i,δ) it is sufficient to prove that for any two vertices (A 0) and (B 0) in 0,
there is a path from (A 0) to (B 0) in (i,δ).
114 F.-g. Li, Y.-x. Wang / Linear Algebra and its Applications 349 (2002) 105–123
It is well known that the graph of alternating bilinear form Alt (i, q) is connect-
ed. Let rank (B − A) = 2r . Then A and B can be joined by a path of length r in
Alt (i, q). Thus, in order to show the connectivity of (i,δ), it suffices to consider
the case r = 1 only. Then there is a matrix T ∈ GLi(Fq) such that T (B − A)T T =
E11E
T
21 − E21ET11. Clearly, the permutation f(−TAT T,T ) carries (A 0) and (B 0) to
0(i,i+δ) and E11ET21 − E21ET11, respectively. Without loss of generality we can take
A = 0 and B = E11ET21 − E21ET11. It is immediate to verify that the vertices in the
series
(A 0), (−µE21ET21 − µE21), (E11ET21 − E21ET11 − µ−1E11ET11 E11), (B 0)
are adjacent in sequence, where µ = 2 in case char Fq /= 2, and µ = 1 or α−1 ac-
cording to δ = 1 or 2, respectively, in case char Fq = 2. This completes the proof.

Lemma 4.2 (see [3]). Assume that char Fq = 2. Let A = (aij ) be an m×m symmet-
ric matrix over Fq . Let a be the row vector whose entries are the square roots of the
diagonal entries of A: a = (√a11,√a22, . . . ,√amm). Then the m× (m+ 1) matrix
(A aT) has the same rank as A.
Denote by Sym (i, q) the graph of i × i symmetric matrices over Fq , where two
vertices X, Y ∈ Sym (i, q) is adjacent whenever rank (X − Y ) = 1. The reader is
referred to [5,6] for some results of the graph Sym (i, q) of symmetric matrices over
Fq . When char Fq = 2, the connectivity of the graph (i,1) is also obtained from that
of the graph Sym (i, q), because we have:
Theorem 4.3. Assume that char Fq = 2 and 1  i  ν. Then the graph (i,1) is
isomorphic to Sym (i, q). In particular, (1)i (P )∼=
[
ν
i
]
q
· Sym (i, q).
Proof. Since any element (A C) of (i,1) satisfies [A+ CCT] = [0], where A =
(akl) ∈ Mi(Fq) and C = (c1, c2, . . . , ci)T ∈ Mi1(Fq), we know that A is symmetric
and c2k = akk (1  k  i). This shows that the matrix C is determined by the di-
agonal elements of A, i.e., CT = a = (√a11,√a22, . . . ,√aii). Clearly, the mapping
g: A → (A aT) is a bijection from Sym (i, q) to(i,1). By Lemma 4.2 we have that
rank (A− B) = rank (A− B aT − bT) for any A,B ∈ Sym (i, q). It means that A
and B are adjacent in Sym (i, q) if and only if (A aT) and (B bT) are adjacent in
(i,1). Thus, g is an isomorphism between the graphs Sym (i, q) and (i,1). 
Note that when i = ν, U = 0 and (1)ν (P, 0) = (1)ν (P ), we get:
Corollary 4.4 (see [3]). Let char Fq = 2. Then the subgraph (1)ν (P ) is isomorphic
to the graph Sym (ν, q).
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5. Edge-regularity
A regular graph G with v points and valency k is called edge-regular with pa-
rameters (v, k, λ) if any two adjacent vertices have precisely λ = λ(G) common
neighbours. We have:
Theorem 5.1. Assume δ > 0. Then the graph(i,δ) is edge-regular with parameters
(v, k, λ), where v = qi(i+2δ−1)/2, k = (qi − 1)((δ − 1)q + 1) and λ = qδ − 2.
Proof. The parameters v and k have been given in Theorems 3.2 and 3.3, respec-
tively. Now we prove the edge-regularity and compute the parameter λ.
Let R = (A C) ∈ (i,δ) and S ∈ (i,δ)(R). By Theorem 3.3 we can assume that
S = R + (ε(DDT +D(+ T)CT) D),
whereD ∈ Miδ(Fq), rankD = 1 and ε as in Theorem 3.3. Let Y ∈ (i,δ)(R) ∩ (i,δ)
(S) and write
Y =R + (ε(EET + E(+ T)CT) E)
=S + (ε(FF T + F(+ T)(C +D)T) F ),
where E,F ∈ Miδ(Fq) and rankE = rankF = 1. Then we have
EET + E(+ T)CT
= DDT +D(+ T)CT + FF T + F(+ T)(C +D)T
and E = D + F . This gives that DF T = FTDT. We distinguish the following
two cases.
Case 1. δ = 1. Then  = (1) and DF T = FTDT changes into DF T = FDT.
Since rankD = 1, there exists a T ∈ GLi(Fq) such that TD = E11. Hence
E11(T F )T = (T F )ET11, from which we have that T F =aE11, i.e., F = aT −1E11 =
aD. Hence F = aD and E = (a + 1)D, where a ∈ Fq . Since rankE = rankF = 1,
we have a /= 0, −1. So E = xD and F = (x − 1)D with x /= 0, 1. Therefore,
(i,1)(R) ∩ (i,1)(S)
= {R + (ε(x2DDT + xD(+ T)CT) xD) | x ∈ Fq, x /= 0, 1},
where ε = 1 or − 12 according to char Fq = 2 or not, respectively. Clearly, |(i,1)(R)
∩ (i,1)(S)| = q − 2.
Case 2. δ=2. Write D=(D1 D2). Since rankD=1, there exists a T ∈ GLi(Fq)
such that TD = E12 or TD = E11 + dE12 corresponding to D1 = 0 or not, respec-
tively.
When D1 = 0, we get from DF T = FTDT that E12(T F )T = (T F )TET12.
It gives that
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F = T −1
(
x1 x2 · · · xi
y1 0 · · · 0
)T
, E = T −1
(
x1 x2 · · · xi
y1 + 1 0 · · · 0
)T
.
Since rank E= rankF =1, we have (x2, . . . , xi) = (0, . . . , 0), (x1, y1) /= (0, 0) and
(0,−1). Hence F = D2(x1 y1) and E = D2(x1 y1 + 1) with (x1, y1) /= (0, 0),
(0,−1). Therefore, when D1 = 0,
(i,2)(R) ∩ (i,2)(S)
= {R + (ε(EET + E(+ T)CT) E) |E = D2(x y),
(x, y) /= (0, 0), (0, 1)}.
When D1 /= 0, we get from DF T = FTDT that
(E11 + dE12)(T F )T = (T F )T(E11 + dE12)T. (9)
If char Fq /= 2, then we deduce from (9) that
F = T −1
(
x1 dzy2 · · · dzyi
y1 y2 · · · yi
)T
,
E = T −1
(
x1 + 1 dzy2 · · · dzyi
y1 + d y2 · · · yi
)T
.
It can be proved that (y2, . . . , yi) = (0, . . . , 0). In fact, if (y2, . . . , yi) /= (0, . . . , 0),
from rank T F = rankF = 1 and rank T E = rankE = 1 we deduce that x1 = dzy1,
x1 + 1 = dz(y1 + d). It gives that d2z = 1, which is contrary to z being a non-square
element. Hence y2 = · · · = yi = 0, (x1, y1) /= (0, 0), (−1,−d), F = D1(x1 y1)
and E = D1(x1 + 1 y1 + d). If char Fq = 2, then we deduce from (9) that
F = T −1
(
x1 βy2 · · · βyi
y1 y2 · · · yi
)T
,
E = T −1
(
x1 + 1 βy2 · · · βyi
y1 + d y2 · · · yi
)T
with β = α−1(1 + dα). We assert that (y2, . . . , yi) = (0, . . . , 0). Otherwise, still
from rank T F = rankF = 1 and rank T E = rankE = 1 we deduce x1 = βy1, x1 +
1 = β(y1 + d). It gives that βd = 1, so
α = d/(1 + d2) = (1/(1 + d))2 + 1/(1 + d),
which is contrary to α /∈ N . Hence we also have y2 = · · · = yi = 0, (x1, y1) /= (0, 0),
(−1,−d), F = D1(x1 y1) and E = D1(x1 + 1 y1 + d). Therefore, when D1 /= 0
we have
(i,2)(R) ∩ (i,2)(S)
= {R + (ε(EET + E(+ T)CT) E) |E = D1(x y),
(x, y) /= (0, 0), (1, d)}.
Anyway, we have |(i,2)(R) ∩ (i,2)(S)| = q2 − 2.
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Thus, the number λ = |(i,δ)(R) ∩ (i,δ)(S)| = qδ − 2 is independent of choices
of R and S with S ∈ (i,δ)(R). This completes the proof. 
6. Distance-regularity
Now we study the distance-regularity of the graph (i,δ). For any vertices P and
Q of (i,δ), P ∼ Q means that P and Q are adjacent, and dis (P,Q) denotes the dis-
tance between vertices P and Q. Clearly, dis (P,Q)  r for any two vertices P,Q ∈
(i,δ) with rank (Q− P) = r . First we have:
Theorem 6.1. Assume i  2. Then the graph (i,2) is not distance-regular.
Proof. Take
P = 0(i,i+2), Q = (ε(E11 + E22)(E11 + E22)T E11 + E22)
and
R = (ε(E11ET11 − E11ET21 + E21TET11) E11),
where ε = 1 or− 12 corresponding to char Fq = 2 or not, respectively. Then P,Q,R ∈
(i,2). Note that
P ∼ (εE22ET22 E22) ∼ Q and P ∼ (εE21ET21 − E21) ∼ R,
we have Q,R ∈ (i,2)2 (P ). In order to prove that (i,2) is not distance-regular, it is
sufficient to show
|(i,2)(P ) ∩ (i,2)(Q)| /= |(i,2)(P ) ∩ (i,2)(R)|.
First compute |(i,2)(P ) ∩ (i,2)(Q)|. Let X ∈ (i,2)(P ) ∩ (i,2)(Q). By Theo-
rem 3.3, we may write
X = (εCCT C) = Q+ (ε(DDT +D(+ T)(E11 + E22)T) D),
where C,D ∈ Mi2(Fq) and rankC = rankD = 1. Then
CCT = (E11 + E22)(E11 + E22)T +DDT +D(+ T)(E11 + E22)T,
C = E11 + E22 +D.
Hence we deduce that
DT(E11 + E22)T = (E11 + E22)DT. (10)
If char Fq /= 2, then we get from (10) that
D = xE11 + yE12 − zyE21 + y2E22
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and
C = (x + 1)E11 + yE12 − zyE21 + (y2 + 1)E22,
where x, y, y2 ∈ Fq . Since rankD = rankC = 1, we have
xy2 + zy2 = 0 and (x + 1)(y2 + 1)+ zy2 = 0.
Hence y2 = −x − 1, x(x + 1)− zy2 = 0. Then
D = xE11 + yE12 − zyE21 − (x + 1)E22,
C = (x + 1)E11 + yE12 − zyE21 − xE22
and (
x + 12
)2 − zy2 = ( 12)2. (11)
It is well known (see [4, Lemma 1.27], for example) that the number of pairs
(x + 12 , y) over Fq satisfying (11) is precisely q + 1, i.e., the number of solutions
(x, y) of Eq. (11) is precisely q + 1. Hence |(i,2)(P ) ∩ (i,2)(Q)| = q + 1 when
char Fq /= 2. If char Fq = 2, then we get from (10) that
D=xE11 + yE12 + x2E21 + (αx2 + αy)E22,
C=(x + 1)E11 + yE12 + x2E21 + (αx2 + αy + 1)E22,
where x, y, x2 ∈ Fq . Since rankD = rankC = 1, we have
x(αx2 + αy)+ x2y = 0 and (x + 1)(αx2 + αy + 1)+ x2y = 0.
This implies that x2 = y + α−1(x + 1) and
α(x + 1)2 + (x + 1)(y + α)+ α(y + α)2 = α3. (12)
Hence(i,2)(P ) ∩ (i,2)(Q) consists of all vertices (CCT C) satisfying (12), where
C = (x + 1)E11 + yE12 + (y + α−1(x + 1))E21 + xE22, x ∈ Fq .
It is well known (see [4, Lemma 1.36], for example) that the number of solutions
(x + 1, y + α) over Fq satisfying (12) is precisely q + 1, i.e., the number of solutions
(x, y) over Fq satisfying (12) is precisely q + 1. Hence |(i,2)(P ) ∩ (i,2)(Q)| =
q + 1 when char Fq = 2.
Next compute |(i,2)(P ) ∩ (i,2)(R)|. Let Y ∈ (i,2)(P ) ∩ (i,2)(R) and write
Y = (εEET E) = R + (ε(FF T)+ F(+ T)ET11 F ),
where E,F ∈ Mi2(Fq) and rankE = rankF = 1. Then we have that
EET = E11ET11 − E11ET21 + E21TET11 + FF T + F(+ T)ET11
and E = E11 + F . Hence
FTET11 − E11F T = E11ET21 − E21TET11. (13)
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If char Fq /= 2, then we get from (13) that
F =
(
x −1 0 · · · 0
y1 y2 y3 · · · yi
)T
, E =
(
x + 1 −1 0 · · · 0
y1 y2 y3 · · · yi
)T
.
From rankE = rankF = 1 we get y1 = · · · = yi = 0. Hence F = xE11 − E21 and
E = (x + 1)E11 − E21, where x ∈ Fq . Hence
(i,2)(P ) ∩ (i,2)(R)
=
{(− 12EET E)
∣∣∣ E = (x + 1)E11 − E21, x ∈ Fq
}
and |(i,2)(P ) ∩ (i,2)(R)| = q when char Fq /= 2. If char Fq = 2, then we get from
(13) that
F =
(
x x2 x3 · · · xi
y1 α + αx2 αx3 · · · αxi
)T
,
E =
(
x + 1 x2 x3 · · · xi
y1 α + αx2 αx3 · · · αxi
)T
.
Since rankE = 1, we have x3 = · · · = xi = 0 and (x + 1)(α + αx2)+ x2y1 = 0.
And from rankF = 1 we deduce that x(α + αx2)+ x2y1 = 0. It follows that
x2 = 1, y1 = 0. Hence
(i,2)(P ) ∩ (i,2)(R) = {(EET E) |E = (x + 1)E11 + E21, x ∈ Fq}
and |(i,2)(P ) ∩ (i,2)(R)| = q when char Fq = 2.
Thus
|(i,2)(P ) ∩ (i,2)(Q)| = q + 1 /= q = |(i,2)(P ) ∩ (i,2)(R)|
as desired. 
It is well known (see [2], or [5,6] for example) that when char Fq = 2, the graph
Sym (i, q) is distance-regular for i = 2 or i = 3, but is not for i > 3. From Theo-
rem 4.3 we know that the graph (i,1) is isomorphic to the graph Sym (i, q) when
char Fq = 2. Hence we get:
Theorem 6.2. Assume that char Fq = 2. Then both (2,1) and (3,1) are distance-
regular with intersection arrays{
q2 − 1, q2 − q, 1; 1, q, q2 − 1} (14)
and {
q3 − 1, q3 − q, q3 − q2 + 1; 1, q, q2 − 1}, (15)
respectively. But (i,1) is not distance-regular for i > 3.
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Theorem 6.3. Assume that char Fq /= 2 and i  4. Then the graph (i,1) is not dis-
tance-regular.
Proof. Take
P = 0(i,i+1), Q = (E11ET21 − E21ET11 0)
and
R = (− 12E11ET11 + E21ET31 − E31ET21 E11),
then P,Q,R ∈ (i,1). Note that dis (P,Q)  3
P ∼ (−2E21ET21 − 2E21) ∼
(− 12E11ET11 + E11ET21 − E21ET11 E11) ∼ Q
and
P ∼(− 12 (E11 − 2E31)(E11 − 2E31)T E11 − 2E31)
∼(− 12 (E21ET21 − E11ET21 + E21ET11)+ E21ET31 − E31ET21 E21)
∼R,
we have dis (P,Q) = dis (P,R) = 3. To prove that (i,1) is not distance-regular for
i  4, it is sufficient to show |(i,1)4 (P ) ∩ (i,1)(Q)| /= |(i,1)4 (P ) ∩ (i,1)(R)|.
Let U ∈(i,1)(Q) and write U=Q+ (− 12CCTC), where 0 /=C=(c1, c2, C3)T ∈
Mi1(Fq). It is easy to see that there exists a T ∈ GLi(Fq) such that f(0,T ) carries U
into
U1 =
(− 12E11ET11 + E11ET21 − E21ET11 E11)
or
U2 =
(
E11E
T
21 − E21ET11 − 12E31ET31 E31
)
corresponding to C3 = 0 or not, respectively. If f(0,T )(U) = U1, then dis (P,U) =
dis (P,U1) = 2. If f(0,T )(U) = U2, from rank (U2 − P) = 3,
P ∼(− 12 (2E11 + E31)(2E11 + E31)T 2E11 + E31)
∼(E11ET21 − E21ET11 − 12 (E21ET21 + E21ET31 − E31ET21) E21)
∼U2
and from dis (P,U) = dis (P,U2) we know that dis (P,U2) = 3. Hence
(i,1)4 (P ) ∩ (i,1)(Q) = ∅ and |(i,1)4 (P ) ∩ (i,1)(Q)| = 0.
For any 0 /= DT4 ∈ Mi−3,1(Fq), letD = (0, 0, 0,D4)T and V = R + (− 12DDT −
DET11 D). Then V ∈ (i,1)(R). It is easy to see that rank (V − P) = rankV = 4, so
V ∈ (i,1)4 (P ) ∩ (i,1)(R). It implies that
|(i,1)4 (P ) ∩ (i,1)(R)| > 0, when i  4
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(indeed, we can prove that |(i,1)4 (P ) ∩ (i,1)(R)| = qi − q3 for i  4). This com-
pletes the proof. 
Lemma 6.4 (see [2, Proposition 12.5.1]). Let V be a vector space over Fq of even
dimension n, and letB be a nondegenerate symplectic form on V. Then the graph 
whose vertices are the pairs (a, x) with a ∈ Fq and x ∈ V , and in which the vertices
(a, x) and (b, y) are adjacent if and only ifB(x, y) = a − b and x /= y, is distance-
regular with v=qn+1 vertices and intersection array {qn − 1, qn − qn−1, 1; 1, qn−1,
qn − 1}.
Denote by A2 the 2 × 2 matrix having 1 as its (1, 2)-entry, −1 as its (2, 1)-entry
and all other entries 0’s. Assume that char Fq /= 2. Let  denote the graph with the
vertex set {(a, C) | a ∈ Fq and C ∈ M21(Fq) }, where two vertices (a, C) and (b,D)
are adjacent whenever a − b = B(C,D), C /= D and B is the nondegenerate sym-
plectic form determined by the alternate matrix − 12A2.
Theorem 6.5. Assume that char Fq /= 2. Then the graph (2,1) is isomorphic to ,
hence is distance-regular with q3 vertices and intersection array as (14).
Proof. Let
P = (aA2 − 12CCT C) and Q = (bA2 − 12DDT D)
be any two vertices of (2,1). Let
T =
(
I (2) 0
1
2 (C +D)T 1
)
.
Then T ∈ GL3(Fq). From
rank (P −Q)= rank ((a − b)A2 − 12CCT + 12DDT C −D)T
= rank ((a − b)A2 + 12CDT − 12DCT C −D)
= rank ((a − b + 12CTA2D)A2 C −D)
= rank ((a − b −B(C, D))A2 C −D),
we know that P is adjacent to Q if and only if a − b = B(C,D) and C /= D. It
means that the mapping(
aA2 − 12CCT C
) → (a, C)
is an isomorphism from graphs (2,1) to . The distance-regularity and parameters
of (2,1) follow from Lemma 6.4. 
Lemma 6.6 (see [2], Corrections and additions to the book ‘Distance-regular Graphs’,
p. 27). Let V be a vector space of dimension 3 over the field Fq, provided with
an outer product ×. Let  = (V × V ) be the graph with vertex set V × V where
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(u, u′) ∼ (v, v′) if and only if (u, u′) /= (v, v′) and u× v + u′ − v′ = 0. Then  is
distance-regular with intersection array as (15).
Theorem 6.7. Let char Fq /= 2 and Fq (3) has the usual outer product ×:
(x1, x2, x3)× (y1, y2, y3) = (x2y3 − x3y2, x3y1 − x1y3, x1y2 − x2y1).
Then the graph(3,1) is isomorphic to the graph(Fq (3) × Fq (3)), hence is distance-
regular with q6 vertices and intersection array as (15).
Proof. Note that each element of (3,1) has the form (A− 12CCT C), where A is a
3 × 3 alternate matrix and C ∈ M31(Fq). It is easy to see that the mapping
f : (Fq (3) × Fq (3)) −→ (3,1)
((x1, x2, x3), (y1, y2, y3)) −→

1
2

 0 y3 −y2−y3 0 y1
y2 −y1 0


−1
2

x1x2
x3



x1x2
x3


T 
x1x2
x3




is a bijection from (Fq (3) × Fq (3)) to(3,1). Let α = ((x1, x2, x3), (y1, y2, y3)) and
β = ((a1, a2, a3), (b1, b2, b3)) be two vertices of (Fq (3) × Fq (3)). Then α ∼ β if
and only if (x1, x2, x3) /= (a1, a2, a3) and (b1, b2, b3) = (x2a3 − x3a2 + y1, x3a1 −
x1a3 + y2, x1a2 − x2a1 + y3) hold simultaneously, and if and only if
rank (f (β)− f (α)) = rank (f (β)− f (α))
(
2I (3)
γ 1
)
= 1,
where γ = (a1 + x1, a2 + x2, a3 + x3). Therefore, f is an isomorphism between the
graphs (Fq (3) × Fq (3)) and (3,1). The distance-regularity and intersection array of
(3,1) follow from Lemma 6.6. 
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