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ABSTRACT 
 This position paper identifies a crucial opportunity for the reciprocal exchange of methods, data and 
phenomena between conversation analysis (CA), ethnomethodology (EM) and computer science (CS). 
Conventional CS classification of sentiment, tone of voice, or personality do not address what people do with 
language or the paired sequences that organize actions into social interaction. We argue that CA and EM can 
innovate and substantially enhance the scope of the dominant CS approaches to big interactional data if 
artificial intelligence-based natural language processing systems are trained using CA annotated data to do 
what we call natural action processing.  
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1 Background 
Developments in computational methods have been applied to the data and phenomena of discourse 
analysis with promising results. Computer-assisted transcription systems [25,34], topic and category search 
functionality across data corpora [9], and the identification of turn-taking patterns across heterogeneous 
data sets [4] demonstrate the viability of this interdisciplinary engagement. However, despite a rich history 
of ethnomethodological (EM) studies of human-computer interaction and computer-supported collaborative 
work [8,43], there has been relatively little application of developments within conversation analysis (CA) 
and ethnomethodology to the core methods, data and phenomena of computer science [46]. This is 
particularly puzzling given that spoken and text-based interactions are becoming primary sites for 
networked human-computer interaction. They also form crucial modes of interaction that often serve as 
both the medium and milieu for real time ‘big’ and ‘broad’ social data extraction [18].  
This separation is in part due to the continued conflation of computational rules and conversational 
norms [7]. This category mistake re-issues long-broken promises about the development of ‘general AI’ 
every few decades [12], although scholars are becoming less optimistic about when, if ever, this may occur 
[27]. While domain-specific speech recognition and synthesis systems are now used in basic service 
interactions, fundamental questions about users’ and designers’ conceptualization of these systems are still 
largely unresolved [30]. Despite vast increases in computing power, and EM’s increasing impact in user 
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experience design [26], nothing has so far achieved the kind of ‘speech understanding system’ that early 
collaborations between conversation analysts and computer scientists anticipated arriving by the early 90s 
[14]. This may, on the one hand, be attributable to irreconcilable differences in the way both sides understand 
social action and human behavior [11:12–13] leaving little common ground for mutual interdisciplinary 
engagement. On the other hand, and more optimistically, these early explorations of the space between 
conversation analysis and computer science (CS) may simply have come too early to configure their meeting 
as a methodologically coherent interdisciplinary engagement.  
 
2 Three potential collaborative framings 
 
In the following sections of this article we consider three prospective avenues for collaboration between CS 
and CA. Our purpose is not to advocate one position over the other. Rather, our intention is to identify three 
epistemological and techno-methodological frames through which CA and CS might harness the deluge of 
big interactional data through a shared analytical focus on social action. 
 
2.1 Automatic annotation of big interactional data? 
In order to make interactional data (i.e., video and audio recordings of talk, gesture, and embodied and 
material conduct) computationally analyzable, researchers must find principled ways to operationalize CA’s 
inductive observations [35], which focus on social actions, rather than clusters of words or other granular 
linguistic ‘features’. Although CA has tended to defer quantification in favour of detailed procedural 
descriptions [37], recent developments of Sacks’s [36] methods have included early-stage experiments using 
speech recognition for automated CA transcription [25], as well as interactionally grounded approaches to 
categorization [13,41] and coding [39], The methodological viability of these developments are still under 
debate within CA [5,38]. However, transcription tools and coding schema that are empirically configured for 
CA can capture routinely structured generic social practices in everyday talk such as question/answer 
sequences, specific forms of repair, or task-oriented activities produced within specific institutional contexts 
such as service call settings [1,42].  
CA transcription [16] is not only a means for communicating analyses in research publication, it is 
a highly developed and well-theorized form of interaction analysis in itself [5,28]. Machine-readable CA 
transcripts provide interactional detail at orders of magnitude greater than the corpora that are commonly 
used for machine learning, and will provide the basis for unanticipated discoveries for both fields. What is 
required is the development of new annotation tools for collaborative transcription enable ‘crowdsourcing’ 
of large scale CA data for open access corpora such as in the CABNC [3]. 
Since CA coding schemes describe actions discovered in real-time interaction, the ecologically-
grounded annotated data they produce should, we argue, underpin AI. A large, manually-coded data corpus 
could be used to train supervised learning classifiers to pick out interactional features in new data. Where 
algorithms misclassify cases or fail to identify them, collections of these ‘edge cases’ could inspire new 
detailed, qualitative analyses [38] and provide useful data for testing and refining new iterations of the 
system. For example, in a recent study of antagonistic language on social media, twitter threads and stand-
alone examples were identified from a large corpus of tweets. These data sets were annotated via a form of 
inductive inspection that identified a series of interactional features based on CA findings, such as turn taking, 
recipient design and routine membership categorization practices [19,20]. These data can also be reused to 
discover more examples, new variations and deviant cases for further inductive inspection [38]. We argue 
that automatic annotation will create a virtuous research cycle where CA methods for identifying action and 
automated action classification systems can work together to identify patterns in interactive text and talk. 
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2.2 Augmenting model and hypothesis construction? 
Hypothesis construction and modelling are key aspects of computational social science. However, the ways 
in which interactional and text-based data are understood, classified and operationalized are a crucial, but 
often unreported, determining factor in the research process [6]. The same problems of reproducibility that 
have been plaguing social psychology [29] pose similar threats to machine learning research [24]. The recent 
experimental turn in CA [21], and calls for theoretical interfaces between CA’s inductive methods and the 
deductive logic of falsifiability [35] offer some practical responses to this unfolding reproducibility crisis [2]. 
CA and its sister field of Discursive Psychology (DP) have been critical of the widespread tendency to rely 
on models of interaction that are “largely stipulative or intuitive rather than based on detailed empirical work” 
[32:18] or that perform only cursory pre-hypothetical qualitative phases of research [31]. Despite long-held 
skepticism within CA and DP about the viability of hypothetico-deductive reasoning in interaction research, 
interaction analysts are finding practical solutions to long-standing problems with ecological validity in 
experimental design [22] where CA and video analysis provide the methodological basis for naturalistic 
experiments [15] and a ‘natural laboratory’ [40] for a principled approach to interaction research. 
This approach also lends itself to studies of big interactional data on social media, gaming and ‘born-
digital’ text-based mediated interaction. For example, current work on social media analytics has enabled an 
examination of clustering, homophily and differentiation at the interactional level in relation to Twitter-based 
activism and online campaigns [45]. This allows us to associate dimensions of a twitter thread with the 
likelihood of differentiation and ‘off topic’ conversation and a move towards more explicit forms of ‘identity’ 
work and claims management. Such observational findings may be transposed into hypotheses that relate to 
thread length and counter speech, for example, in modelling the spread of hateful content via social media 
networks. It remains to be seen whether related concerns can shed light onto the relatively recent emergence 
and proliferation of voice based big interactional data. This new ‘data deluge’ is being driven by ‘digital 
assistants’ in the home, the workplace and ‘artificially intelligent’ conversational technologies associated 
with contemporary marketing strategies. We argue that any movement towards a conversation analytic 
approach to voice-based big interactional data requires a radical reconsideration of the way we conceptualize 
features associated with ‘voice data’ and the framework in and through which such data is understood and 
classified. 
 
 
2.3 Natural action processing: Automating CA? 
The state of the art in consumer voice interfaces still only allows systems like Amazon’s Alexa to respond to 
variations on a single request-formatted phrase [30]. Far more sophisticated ‘natural language processing’ 
(NLP) systems are needed than the kind of ‘sentiment analysis’ often used to process social media [33] or 
transcribed dialogues, which usually associate simple word and phrase frequencies with meanings via limited 
statistical models of lexical semantics [10]. For example, in Extract 1 Salesperson (S) has called a prospective 
Customer (C). One common measure of customer satisfaction may be coded by a customer’s ‘thank you’. 
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Extract 1: Part of a call during which a salesperson (S) ‘cold calls’ a customer (C). 
The salesperson re-issues the question of when the customer’s contract is due on three occasions at lines 1, 
7 and 12. Each time, the customer’s response demonstrates that they are not treating what the salesperson 
says as a question to answer, but as an offer to refuse. Furthermore, the customer designs their refusals as 
assessments of their existing service, rather than make explicit refusals.   
These mismatched turn-and-action formats highlight the arbitrariness of mapping between lexical 
semantics and social action in conversation. The customer’s “Thank you” in the midst of the salesperson’s 
last turn in line 13 highlights the dangers of operationalizing fixed words or phrases as communicative 
measures. How often the words “thank you” appear in a dialogue is as absurd a measure of gratitude as 
laughs-per-minute are a measure of amusement [37]. Out of place, these utterances can be rude since their 
meaning depends on precisely where and how they are used within a sequence of action. If CA and 
computer science researchers work together, they could explore new approaches to natural action 
processing (NAP) that take the centrality of social action into account.  
In order to have an impact in machine learning and related approaches in CS, CA needs to work at 
a larger scale, with new software tools and protocols for data collection, transcription, and for sharing 
annotations for interactional features. CA has developed a bottom-up inductive research cycle [17] for 
refining analysis and identifying future cases by studying collections of individual cases in detail. However, 
if CA were equipped with computer-readable annotations, enabling work on large scale corpora, this 
ongoing research activity would allow CS access to detailed data for training machine learning systems and 
algorithm development.  
We propose NAP as a critical and practical approach to automation using conversation analysis 
and related methods for interaction-based feature identification. Replacing the ‘L’ of NLP with ‘A’ 
underlines the importance of starting with action, not language (and interaction, not dialogue). This will 
involve building systems for scoping and annotating networked communications, as social media moves 
from an emphasis on text to incorporate speech and embodiment with the arrival of conversational and 
interactionally enhanced machines.  
3 Conclusion 
 
Greater interdisciplinary engagement between conversation analysis (CA) and computer science (CS) would 
enable CS to use CA data to build more sensitive systems for classifying patterns of behavior in real-time 
communications, the results of which could further inform understanding of key features and effects of large-
scale social organization. The identification of common interactional features could then be re-deployed on 
data from spoken, multimodal and text-based interaction across a wide variety of social and institutional 
settings, online platforms and media environments. Successful uses of deep learning to deal with clearly 
defined problems such as automated translation [44] tend to arise from using new or better data. Using CA-
based annotation and coding systems would not only provide new, more detailed data. CA’s core focus on 
social action may help to define new research questions. Using CA at key points in the development of 
algorithms used for the automated scoping of big social data in real time would engender a move from a 
design ontology configured by hyper-individualized data points [23] to one that is nuanced and 
commensurate with social media as an interactional and relational environment. 
 A final consideration is the extent to which the three approaches outlined above can act as a means 
of assisting the manual inspection of data streams, augmenting model building and ‘normal science’ or end 
up merely supporting the ‘dash for automation’. We suggest that all these workflows might be accommodated 
in a mutually reinforcing manner; albeit within the context of interdisciplinary, reflexive and collaborative 
work supported by new infrastructural requirements. However, it also represents engagement with ‘boundary 
objects’: processes and phenomena that are understood quite differently within computer science, 
conversation analysis and their cognate disciplines. This form of interdisciplinary engagement is fraught with 
difficulties and tensions; but it remains a creative and potentially rewarding process. To this extent the 
practice and process of interdisciplinarity remains key to exploring these avenues robustly, reflexively and 
with due care and attention. 
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