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1. INTRODUCTION
Operating policies for manufacturing systems must respond to important discrete
events that occur during production such as machine failures, setups, demand changes,
expedited batches, etc. These feedback policies must be based on realistic models, and
they must be computationally tractable. In this paper, we develop a class of hierarchical
scheduling and planning algorithms whose structure is systematically based on the charac-
teristics of the specific kind of production that is being controlled. The levels of the
hierarchy correspond to classes of events that have distinct frequencies of occurrence.
Computational tractability is an important concern because of the complexity of the
system. Even for a very small, deterministic, idealization of a production system, the
computational effort for combinatorial optimization renders it impractical for real-time
control. Any control scheme must be based on a simplified representation of the system
and a heuristic solution of the scheduling problem.
There have been many hierarchical scheduling and planning algorithms, some quite
practical and successful. However, there has been no systematic justification of this
structure. The main contribution of this paper is a framework for studying and synthe-
sizing such a structure.
This work extends a formulation by Kimemia and Gershwin (1983) in which only two
kinds of events were considered production operations on parts and failures and repairs
of machines. Operations occurred much more often than failures, and this allowed the use
of a continuous representation of material flow. A dynamic programming formulation led
naturally to a feedback control policy. The state of the system had two parts: a vector
of real numbers represented the surplus, the cumulative difference between production and
requirements. The discrete part of the state represented the set of machines that are
operational. The object was to choose the production rate vector as a function of the
state to keep the surplus near 0.
The production rate (the continuous control variable) was restricted by linear in-
equality constraints that depended on the repair state. They represented the instantane-
ous capacity of the system, and they expressed the idea that no machine, while it is oper-
ational, may be busy more than 100% of the time; and no machine, while it is not opera-
tional, may be used at all. The present paper describes the extension of this work to the
widest possible variety of phenomena and decisions in a manufacturing environment.
3Figure 1.1 illustrates some of the issues that are considered here. It is a graph of
the cumulative production and demand for one part type (j) among many that share one ma-
chine. A long term production rate (uj) is specified for this part type, and its integral
is represented by the solid --straight line. It is not possible to follow this line exactly
because the machine is set up for Type j parts only during a set of time intervals. Dur-
ing such intervals, the medium term production rate u2 must be greater than ul, because
during the other intervals -- while it is set up for other parts -- u? is 0. The integ-
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ral of u2 (the dashed line) is staircase-like, close to the integral of uj.
The dashed line cannot be realized either. The machine is unreliable, and while it
is down, its production rate uj is 0. Consequently, while it is up and set up for Type j,
it must be operated at a short term rate us greater than that of the dashed line. The
dotted line, which represents this phenomenon, is again staircase-like, and is close to
the dashed line. Finally, the actual cumulative production graph (which requires too much
resolution to be plotted) is a true staircase. It has vertical steps at the instants when
parts are loaded, and it is flat otherwise. It is very close to the dotted line.
This paper formalizes this hierarchy, and extends it to an arbitrary number of
levels and several machines.
Literature Survey
There is a large literature in scheduling (Graves, 1981). Many papers are based on
combinatorial optimization/integer programming methods (Lageweg, Lenstra, and Rinnooy Kan,
1977 and 1978; Papadimitriou and Kannelakis, 1980) or mixed integer methods (Afentakis,
Gavish, and Karmarkar, 1984; Newhouse, 1975a and 1975b; Wagner and Whitin, 1958). Because
of the difficulty of the problem, authors are limited to analyzing computational complexi-
ty, or proposing and analyzing heuristics.
An important class of problem formulations is that of hierarchical structure (Bitran,
Haas, and Hax, 1981; Dempster et al., 1981; Graves, 1982; Hax and Meal, 1975; and others).
The goal is to replace one large problem by a set of many small ones because the latter is
invariably easier to solve. These methods are often used but there is no general, system-
atic way of synthesizing hierarchies for large classes of stochastic scheduling problems.
Multiple time scale problems have recently been studied in the control theory (Sakse-
na, O'Reilly, and Kokotovic, 1984) and Markov chain literature (Delebecque, Quadrat, and
Kokotovic, 1984). We use insights from these methods to develop a systematic justifica-
tion for hierarchical analysis. This paper also makes use of, and extends the work of
Kimemia and Gershwin (1983). A recent survey (Maimon and Gershwin, 1987) describes this
and several related papers.
Outline
Section 2 describes the manufacturing systems that we are considering. It establi-
shes terminology and discusses the basic concepts for the present approach: capacity and
frequency separation. Section 3 builds on the frequency separation to derive a small set
of results that form the foundation of the hierarchy. Control in the hierarchy is de-
scribed in detail in Section 4. Sections 5 and 6 present the two building blocks: the
staircase strategy and the hedging point strategy. A simple example appears in Section 7,
and conclusions are drawn in Section 8.
2. PRODUCTION EVENTS AND CAPACITY
In this section, we discuss the discrete events that occur during the production
process. We define terminology to help describe these events. We categorize events in
two ways: the frequency with which they occur; and the degree of control that decision-
4makers can exert over them. We define capacity, and show how capacity is affected by pro-
duction events.
2.1 Definitions
A resource is any part of the production system that is not consumed or transformed
during the production process. Machines -- both material transformation and inspection
machines, workers, pallets, and sometimes tools -- if we ignore wear or breakage -- can be
modeled as resources. Workpieces and processing chemicals cannot.
An activity is a pair of events associated with a resource. The first event corre-
sponds to the start of the activity, and the second is the end of the activity. Only one
activity can appear at a resource at any time. For example, the operation of drilling the
3/8" hole in part type 12, serial number 947882927 that started at 10:03 this morning and
ended at 10.07 is an activity. Other examples include machine failures, setups (i.e.,
changes of tooling, etc.), preventative maintenance, routine calibration, inspection, and
training sessions. We use the same term to refer to a set of such pairs of events. For
example, drilling 3/8" holes in type 12 parts is an activity;, specifically, an operation.
Let i be a resource and j an activity. Define aij(t) to be the state of resource i.
This is a binary variable which is I if resource i is occupied by activity j at time t,
and 0 otherwise. Since at most only one activity may be present at a resource at a given
time,
E aj(t) < 1. for all i (1)
J
Every activity has a frequency and a duration. To define frequency, let Nij(T) be the
total number of times that resource i is occupied by activity j in (0,T). Then define
uij = tNiT). (2)
This is the frequency with which type j activities occur at resource i.
In the following, we do not indicate a resource (i) explicitly in the subscript of u.
This allows the flexibility of either considering the index j to include a specific re-
source (in which case j might mean "operation 30 on a Type 12 part at Machine 5") or any
resource (in which case j might mean "the required operation on a Type 12 part at the
current machine"). When u has only the j subscript, (2) holds only when activity j
actually takes place at resource i. If it does not take place at resource i, (2) is
meaningless, and if it takes place at more than one resource i, it must hold for each i.
(This implies a "conservation of flow" condition, since uj = ulj = u2j if j goes to both
resource I and resource 2.)
The vector u is the activity rate vector. It satisfies uj > 0. Let rij be the average
duration of activity j at resource i. Then r is the activity duration matrix. It satis-
fies rij > 0. (We can now say that (2) holds only when rij > 0.) Durations may be ran-
dom or deterministic, but we assume that they are not under the control of the decision-
maker.
Observation: If the system is in steady state,
rij uj = Eoij (3)
Proof:
Consider a sample history of the system. The total time that resource i is occupied by
activity j in (O,T) is
5I iJ(tdt. (4)
The average duration satisfies
J cij(t)dt T aij(t)dt
T= Nij(T) j (5)
If the system is in steady state, then the time average of a quantity is the same as its
expected value, so the numerator is EFj and (3) is proved. (This can also be viewed as
an instance of Little's law.) The assumption that the system is in steady state is an
important one. In later sections, the dynamics of the system is divided into subsets,
each considered over different time scales. Each subset has a different time period for
steady state.
Since only one activity may occur at a resource at one time, the fraction of resource
i's time that is spent on activity j is rijuj. This is called the occupation of resource i
by activity j.
Example: Type 1 parts arrive at Machine 1 at a rate of 1 per hour (ul). They undergo oper-
ations that take 20 minutes (rll). Therefore Machine 1 is occupied by making Type 1 parts
for 1/3 of its time.
2.2 Capacity
From (1),
1 > EE cij(t) = E rijuj for all resources i. (6)
j J
This is the fundamental capacity limitation: no resource can be occupied more than
100% of the time.
Example: In addition to the Type 1 parts, we wish to send Type 2 parts to Machine 1
for an operation that takes 25 minutes (rn2). There is a demand of one Type 2 part
every 35 minutes (u 2). This is not possible because it violates (6).
The set of all activity rate vectors u that satisfies (6) is the capacity set fl
It is important to observe that capacity is a set -- a polyhedron -- and not a scalar.
Here we have defined capacity as a constant set. In later sections, capacity is described
as a function of the state of the system. This means that capacity is a time-varying,
stochastic set.
23 Frequency Separation
Dynamic models always have two parts: a constant part and a time-varying part. In
all dynamic models, there is something that is treated as unchanging over time: some para-
meters, and, most often, the structure of the model. For example, the model described in
Sections 2.1 and 2.2 is a conventional one in which there are static quantities (uj, rij), a
static structure, and dynamic quantities (aij(t), Nij(t)).
Recently, the dichotomy between static and dynamic has been extended to systems with
multiple time scales, modeled as differential equations or Markov chains. At one end of
the scale, there are quantities that are treated as static. The other variables are divi-
ded into groups according to the speed of their dynamics. Because of this grouping, it is
possible to simplify the computation of the behavior of these systems. Approximate but
accurate techniques have been developed to calculate the effects of the slower and faster
dynamics of adjacent groups on each group of variables.
6The essential idea is: when treating any dynamic quantity, treat quantities that
vary much more slowly as static; and model quantities that vary much faster in a way that
ignores the details of their variations (such as replacing fast-moving quantities by their
averages; or by Brownian noises with appropriate parameters.) -This is the central assump-
tion of the hierarchical decomposition presented here.
Assumption 1: The activities can be grouped into sets J1, J 2, ... such that for each
set Jkr there is a characteristic frequency fk satisfying
fl << f2 << .. << fk << fk+l < ... (7)
The activity rates satisfy
J Jk = fk-1 << uj << fk+. (8)
Figure 2.1 represents two kinds of production that satisfy this assumption. The
horizontal axis represents frequency and the vertical axis represents occupation of some
critical resource. Because of Assumption 1, all the event frequencies occur at distinct
clusters.
The time period over which a component of the system reaches steady state depends on
the frequency classes of the activities that affect that component. It is on the order of
l/fk_1 if the lowest frequency activity is a member of Jk.
A capacity set can be associated with each time scale k. Consequently, capacity
is a set of time-varying, stochastic sets.
2.4 Slow variation
In 2.1 and 2.2, uj is treated as constant. However, it is convenient to allow uj
to be slowly varying. That is, uj is not constant, but it changes slowly compared to
the changes in aij. An important special case is where uj is piecewise constant,
and its changes occur much less often than those of aij. Equation (3) is now
rij uj(t) = Eaij(t). (9)
This is established in the same manner as (3), but the bounds of the integral
(4) are tl and t, where tl is the time of the most recent change in uj, and t is
the current time. The quantity uj(t) satisfies
Nij(t) = uj(s)ds for rij > 0, or
t
Nij(t) - Nij(tl) = uj(s)ds = (t - t)uj(t). (10)
ti
The assumption here is that many occupations of resource i by activity j occur in the
interval (t1, t): enough so that
t
Eacij(t) -= ttl ctij(s)ds. (11)
25 Degree of control
Events may or may not be under the control of the decision-maker. Figures 2.2-2.4
represent a variety of activities with different degrees of control. Figure 2.2 shows the
two repair states of a machine: operational and down. In this case, the times at which
the transitions occur are beyond the control of the production personnel.
Figure 2.3 represents the operation states of a flexible machine. It can work on a
family of four parts, and setup is not required. That is, after doing an operation on one
part, the time required to do an operation on another part depends only on the new part,
and not the identity of the part that preceded it. While the machine is in the idle
state, it may be used to do an operation on any of the parts. When -to make the transi-
tion, and what state to visit next, are entirely at the discretion of the manager. Once
that decision has been made, however, the manager loses control. The time required to
perform the operation may or may not be known, but it cannot be chosen, and the next state
must be the idle state.
Figure 2.4 displays the configuration states of a machine which can do operations on
three families of parts. There is a substantial setup time to switch the machine from
operations on one family to another. While the system is set up for any one family, it
can remain that way indefinitely. The manager can choose when to switch-out of the cur-
rent family and which family to switch into next. However, the system then goes to the
appropriate setup state. (While it is there, tools are changed, calibration is performed,
test parts are made, etc.) It stays in that state for a length of time which is not under
the control of the manager. (Again, it may or may not be known, but it cannot be chosen.)
After that, the system goes to the new family state, and the series of events repeats.
2.6 Effects of events
The goal of the factory is to produce in a way that satisfies demand at least cost.
The only events that directly further this goal are the production events, and only if
they are chosen correctly. The direct effects of all the other events work against this
goal.
When any activity occurs, it prevents all other activities from occurring at the same
resource. Thus a low frequency, high occupation activity is a major disruption to the
system. During such an activity, the resource it occupies is unavailable for a very long
time (as seen by the high frequency events). This may not simply shut down all produc-
tion; instead, it may temporarily restrict only some kinds of production. Such disrup-
tions greatly complicate the scheduling problem.
2.7 Purpose of the decomposition
It is possible to represent the scheduling problem as an integer programming problem,
particularly if time is discretized. However, this almost always leads to a problem which
cannot practically be solved even in the absence of random events. The goal of the ap-
proach described below is to formulate the problem in a way that will provide an approxi-
mate feedback solution for the stochastic scheduling problem.
The solution approach is based on a reformulation of the problem in which the large
set of binary variables that indicate the precise times when events occur is replaced by a
small set of real variables representing the rates that events occur. This is a good
approximation because of the large difference in frequencies of these events. Eventually,
the binary variables are calculated, but by a much simplified procedure.
3. THE SPECTRUM AND THE HIERARCHY
In this section, we define the variables of the hierarchy and what calculations take
place at each of the levels. In the following sections, we propose problem formulations
for those calculations.
3.1 Definitions
The structure of the hierarchy is based on Assumption 1: that events tend to occur on
a discrete spectrum. Classes of events have frequencies that cluster near discrete points
8on the spectrum. The control hierarchy is tied to the spectrum. Each level k in the
hierarchy corresponds to a discrete point on the spectrum and thus to a set of activities.
This point is the characteristic frequency fik (and l/fk is the characteristic time scale) of
those activities.
At each level of the hierarchy, events that correspond to higher levels (i.e., lower
frequencies, and lower values of k) can be treated as discrete and constant or slowly
varying. Events that correspond to lower levels can described by continuous (real) vari-
ables. These variables can be treated as though they are deterministic.
The approach is to define a set of rate or frequency variables for every activity.
These quantities represent the behavior of the system in an aggregated way. At each level,
we calculate optimal values for those aggregate variables. Optimal, here, means that they
must be close, on the average, to the corresponding values chosen at the higher levels.
However, they must respond to events that occur at their level.
Define the level L(j) of activity j to be the value of k in Assumption 1 asso-
ciated with this activity. That is,
L(j) = k if j Jk -(12)
in (8). We choose the convention that less frequent activities are higher level acti-
vities and have lower values of kq lower levels have higher values of k
In the following we define Level k quantities. These are values of system states as
perceived by an observer who is not able to distinguish individual events -- that is,
changes in a -- that happen much more frequently than fk. The frequencies of high
frequency events, as perceived by this observer, depend on the current states of low fre-
quency activities, and expectations must similarly be conditioned on the current states of
low frequency activities.
Let acj(t) be the level k state of resource i. This is defined only for activities j
whose level is k or higher. If L(j) < k,
c&O(t) = aij(t). (13)
Define ak as the vector whose components are 0c4I. Its dimensionality depends on k.
Let Ek be the level k expectation operator. It is the conditional expectation, given
that all level m quantities (m<k) remain constant at their values at time t. That is,
we treat aJi(t) as constant.
Let uk be the level k rate of activity j. This is defined only if the level of activi-
ty j is lower than k, that is, L(j) > k. The level k rate of activity j is the frequency
that a level k observer would measure that activity j occurs while all level m events
(m<k) are held constant at their current values. This rate satisfies
u(t) E= jt (14)
and
uk(t) > 0. (15)
The conditioning event of Ek is a subset of that of Ekl 1. This is because the set of
quantities held constant for Ekl is a subset of that for Ek. Consequently,
EklEkAoij = Ek-aij. (16)
9Taking the level k-I expectation of (14):
Ekcrj(t)
Ek 1u k Ek_ .. (17)
Ek-ijj(t)
But this is equal to according to (16). This implies that
E1k-1U uku . (18)
That is, the level k-I rate of an activity is the level k-l expectation of the level
k rate of the activity. This is a very important observation, because it relates quanti-
ties at different levels of the hierarchy.
If L(j) > k, level k of the hierarchy calculates u. How that calculation is per-
formed depends on the degree of control of activity j. If activity j can be initiated by
the decision-maker rather than by nature, then uk is chosen to satisfy (18).
All activities j appear in three different guises in the hierarchy. At their own
level (k=L(j)), they appear as pairs of discrete events (the start and the end of the
activity). This is, of course, exactly what they are. No approximate representation is
possible. At higher levels in the hierarchy (k<L(j)), however, their details are ignored,
and they are represented by rates (uk). At lower levels (k>L(j)), they are treated as
constant at their current values.
Controllable activities are chosen from top down. That is, a rate u! is chosen ini-
tially. Then (k>l) is chosen to satisfy (18) and other conditions (according to the
hedging point strategy of Section 6) for increasing values of k until k = L(J). At that
point, %eij is chosen to satisfy (14) according to the staircase strategy described in
Section 5.
On the other hand, (14) and (18) have different interpretations when activity j
is not controllable (for example, machine failures). In that case, the expectations are
statistical operations, in which data are collected and sample means are found. The rate
ujL(j)-l is calculated from (14) by observing the values of aij. If L(j)<k-1, (18) is re-
peated for decreasing values of k.
3.2 Capacity in the hierarchy
For each k, the sum in (1) can be broken into two parts:
E rij < 1 - C oij (19)
L(j)>k L(j)<k
in which (13) is applied to the high-level sum on the right side. If we take a level k
expectation of (19), the right side is not affected. From (14),
E rijuk l- < E a (20)
L(j)>k L(j)_<k
This equation is the basic statement of capacity in the hierarchy. It limits the
rates at which low level events can occur as a function of the current states of high
level events. If any high level activity is currently at resource i, that resource is not
available for any low level events. In that case, the right side of (20) is 0 and all
uj that have a positive coefficient must be zero. If none of the high level acti-
vities in (20) are currently taking place, this inequality becomes
E riju < 1 (21)
L(j)>k
Capacity is thus a function of hierarchy level and, since it depends on the state of
the system, a stochastic function of time. We define the level k capacity set as
10:
k(k) , { Uk Z L rijUj 1- ai M vi; uk 0 Vj, L(J>k } (22)
This set is the constraint on the hedging point strategy. It limits the choice of
rates uk as a function of the current state of the system. Note that the condition
Uk e 1k(ak) (23)
is a necessary but not sufficient condition. That is, fk(ca k) was constructed so that every
sequence of events must satisfy (23). However, we have not demonstrated that for every
uk that satisfies (23) there corresponds a feasible sequence of events. We assume
sufficiency in the following, however.
4. CONTROL IN THE HIERARCHY
The goal of the hierarchical scheduler is to select a time to initiate each control-
lable event. This is performed by solving one or two problems at each level k. We empha-
size control -- i.e., scheduling and planning -- here. Data-gathering and processing is
also an important function of the hierarchy, but is not discussed in this paper. The
hierarchy is illustrated in Figure 4.1.
Problem 1: (The hedging point strategy)
Find u'k (for all j, L(j)>k) satisfying (18) and (20) (and possibly other conditions).
Problem 2: (The staircase strategy)
Find ak (for all j, L(j)=k) satisfying
Ek-laik = riju k -l (24)
(and possibly other conditions).
At the top level of the hierarchy (k=l), required rates of some of the controllable
activities are specified, for example, production rates and maintenance frequencies.
Other rates may not be specified, such as setup frequencies. We assume that rates of
uncontrollable events are known. The frequency associated with the top level is 0. Con-
sequently, there is no Problem 2 at that level, and Problem 1 reduces to a static optimiz-
ation. The function of Problem 1 here is to choose all the rates that were not specified.
The vector ul is the target rate vector for level 2.
If there are any controllable events at level k > 1, we solve Problem 2. (An example
is the change in setup of a machine.) Controllable events are thereby initiated in such a
way that their rates of occurrence are close to the target rates that are determined at
level k-l.
Then we solve Problem I to determine the level k rates of occurrence uk of all activi-
ties j whose frequencies are much higher than fk. These rates are refinements of the
target rates determined at level k-l: u? 1. They differ from the higher level rates in that
they are affected by the level k discrete events. These events, if they are controllable,
were chosen by Problem 2 at this level. However, even if the level k events are not con-
trollable, the level k rates differ from the higher level rates. These rates are then the
targets for level k+l.
For example, if at level k we choose setup times, the production rates must be calcu-
lated so that they are appropriate for the current setup. If we are making Type 1 parts
at the rate of 4 per day, but the necessary machine is only set up for that part on Tues-
days, then we must work at a rate of 20 per day on Tuesday and 0 Type 1 parts per day
during the rest of the week.
Similarly, the activities associated with level k may not be controllable, such as
machine failures. It is still necessary to refine the production rates. If the overall
requirements for Type 1 parts are 20 per day, and the machine is down 10% of the time, and
failures occur several times per day, then the appropriate strategy is to operate the
machine at a rate of 22.2 parts per day while it is up. Note that this only makes sense
if failures are much more frequent than setups and much less frequent than operations. If
not, related but different calculations must be performed in a different order. That is,
a different hierarchy is appropriate.
An important feature of this hierarchy is that rates uk are always chosen to be within
the current capacity of the system. When a level m event occurs (m5k), the capacity set
(22) changes. Problem 2 is then recalculated so that the new rates remain feasible. As
mentioned earlier, this is necessary for feasibility. In all the simulation experiments
that we have performed, it appeared to be sufficient as well.
5. THE STAIRCASE STRATEGY
The staircase strategy was introduced by Gershwin, Akella, and Choong (1985) and
Akella, Choong, and Gershwin (1984), although stated somewhat differently from here. It
was used to load parts in a simulation of a flexible manufacturing system.
Instead of treating the statement of Problem 2 in Section 4 directly, we choose star-
ting times for events ij to satisfy (2), or rather
Nj(t) I u'(S ) ds (25)
where Ni(t) is the number of times activity j occurs at resource i during [O,t]. This
expression is only approximate because the left side is an integer and the right side is a
real number. The objective is to develop an algorithm which keeps the error in (25)
less than 1. This is because, approximately,
Ekl ( ) I t | aij(s)ds t-t N ( t )- N k ( t l) )rij (26)
in steady state. If the times to start activities are chosen to satisfy (25), then
Ekaxlc4(t) = rijuj(tl) (27)
The difference between (25) and (24) is that a simple algorithm can be devised to
implement (25). It is called the staircase strategy because of the graph of Nk(T).
Staircase strategy: For all activities j such that L(j) = k, perform activity j at resource
i as early as possible after the eligibility rule is satisfied.
Eligibility rule: Nk(T) < ukdt (28)
0
If there were only one activity in the system, it would be initiated as soon as (28)
were satisfied with equality. Immediately afterward, the left side of (25) would exceed
the right side by exactly 1. The difference would then start to diminish until, again,
(28) is satisfied with equality. Thus, the error in (25) would never grow larger than
1. Figure 5.1 represents this strategy, and illustrates the term "staircase." The solid
line represents the right side of (28), and the dashed line represents the left side.
Note that the change in slope of the solid line poses no difficulties for this strategy.
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Example: If activity j is an operation on Type A parts at Machine 6, attempt to load
a Type A part into the machine whenever (28) is satisfied.
In reality, there are two complications. First, because there are other activities,
activity j may not be the only one to satisfy (28) at any instant. Therefore, there
must be a mechanism or an additional eligibility rule for selecting one. Consequently, we
can no longer assert that (25) is satisfied with an error no larger than 1.
Second, there are relationships among activities other than non-simultaneity. For
example, some manufacturing operations may not be performed unless the system is set up in
a certain way. That is, in order to perform an operation on Type 1 parts, the system must
be set up for them. The most recent setup activity must have been one that is appropriate
for Type I parts. This leads to additional eligibility rules.
Example: If activity j is an operation on Type A parts at Machine 6, attempt to load a Type
A part into the machine whenever (28) is satisfied and Machine 6 is set up for Type A
and the part that has been waiting longest for Machine 6 that can be produced in its cur-
rent configuration is Type A.
Methods for implementing this strategy can be developed based on the methods of
Ramadge and Wonham (1985), Maimon and Tadmor (1986).
6. THE HEDGING POINT STRATEGY
The hedging point strategy was introduced by Kimemia and Gershwin (1983) and refined
by Gershwin et al. (1985) for a restricted version of the scheduling problem discussed
here. In that problem, there were only two activities: operations and failures. The
hedging point strategy was used to calculate the production rates of parts in response to
repairs and failures of machines.
In the present context, the purpose of the problem is to find uk (for all j such that
L(j) > k) to satisfy (18) and (23) (and possibly other conditions). That is, we find
the optimum frequencies of controllable events whose frequencies are much higher than
fk. These frequencies are chosen in response to changes in low frequency activities:
those whose values change at a frequency roughly fk or slower.
6.1 Surplus
We introduce xk the activity j surplus. This quantity represents the excess of occur-
rences of activity j as determined by uk over the number of occurrences required by ukl1 The
.3j .3
surplus is illustrated in Figure 6.1. It satisfies
xht) = Ju(s)ds - |u -(s)ds (29)
0a0
or
dxk
j = uk - uk- (30)
To keep uk near uk- , we must keep xk near 0. We therefore define a strictly convex
function g such that g(0) = 0; g(x) > 0 V x; and limln g(x) = oa, and we seek uk to mini-
mize
T
Ek-lf g(x,8t))dt (31)
in which T is long enough so that the dynamic programming problem has a time-invariant
solution ujk(xk,ak). Thus T is much greater than l/f k . If (31) is small, then xk(t) must be
small for all t. Equation (29) then implies that uk(t) is near uk-l
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6.2 Capacity constraints
The activity rate vector uk(t) must satisfy the stochastic capacity constraints
uk(t) e d'(&k(t)) (32)
where fLk(ac(t)) is given by (22). This means that the activity rates of all high
frequency activities are restricted in a way that depends on the current states of activi-
ties whose frequencies are roughly fk or less. Those whose frequencies are much less
than fk can be treated as constant at their present values, but the variations of those
that change at a frequency comparable to fk must be considered.
Because Kimemia and Gershwin were dealing with machine failures and repairs, they
could treat ak(t) as the state of a Markov process. Here, however, some components of
ak(t) are chosen by the scheduler according to the staircase strategy of Section 5.
For the purpose of determining the frequencies of high-frequency activities, we treat
ak(t) as though it is generated by some exogenous stochastic process with transition
rate matrix Ak:
Ak prob (al~t+&_kA5t = prob ({a(t+st)6B | cak(t)=), ac<,*; Aa = .a (33)
By treating all level k events this way, we are ignoring information that could be
used, in principal, to improve the performance function (31). Since the time for the
next event is known and not random, the optimal trajectory should be different. This
requires further study.
63 Other constraints
Some activities are non-controllable, such as machine failures. Their frequencies
cannot be chosen; they are given quantities. Thus, if XA is the set of uncontrollable
activities,
ujk specified, j e A. (34)
Other activities require special constraints because of their special nature. For
example, when a resource may have more than one configuration, and setups require signifi-
cant time, setup frequencies are constrained to satisfy a set of equality constraints.
Assume resource i has configurations 1, ... , C(i). Denote j=(iab) as the activity of
changing the configuration of resource i from a to b. Then ua b is the level k frequency
of changing the configuration of resource i from a to b. These frequencies must satisfy
Zui -'ZuL (35)
since the frequency of changing into setup b must be the same as the frequency of switch-
ing out of setup b. Related formulations appear in Gershwin (1986) and Choong (1987).
We summarize all such miscellaneous constraints as
m(uk(t)) = 0. (36)
6.4 Problem statement
Here we present a compact statement of the problem. It is a dynamic programming
problem whose states are xk(t) and ak(t) and whose control is uk(t). (The rates uk1 are
treated as exogenous constants.)
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Find the feedback control law uk(xk(t),ck(t),t) to minimize (31) subject to (30),
(32), and (36) in which ak is the state of an exogenous Markov process, with parameters
AX. The initial conditions at t=0 are xk(O), k(0O). T is very large.
6.5 Solution
Kimemia and Gershwin (1983) derived a Bellman's equation for this problem:
0= min m g(xk) Uk' 1) + (uk - -) + + ,[xk,,t ] (37)
in which J[xk(t),ak(t),t] is the cost-to-go function, the cost incurred during (t,T) if the
initial conditions are xk(t) and ak(t) at time t. The minimization in (37) is performed at
every t subject to (32) and (36). If such a J function could be found to satisfy this
nonlinear partial differential equation, the optimal control uk could be determined from
the indicated minimization.
If J were known, determining uk would reduce to solving
min -9Juk
mm >uk (38)
subject to (32) and (36).
If m(uk) is a linear function, this is a linear programming problem.
Akella and Kumar (1986), Bielecki and Kumar (1987), and Sharifnia (1987) have ob-
tained analytic solutions for versions of this problem in which xk and uk are scalars.
In no other cases are exact solutions to this problem known. Numerical solutions are
equally unavailable because of the "curse of dimensionality." To overcome this difficul-
ty, Akella et al. (1984) show that a quadratic approximation of J can produce excellent
performance.
Kimemia and Gershwin ran several simulations to test a simple hierarchical policy:
solve (38) at every time instant to determine uk, and then load parts (in a manner
somewhat more complex and less effective than the staircase strategy of Section 5) so that
the rate of loading parts was close to uk. This worked well until the solution of
(38) changed abruptly. (This is an important possibility since (38) is a linear
program.) Very often, it changed abruptly again at the next time instant, and this led to
reduced performance.
Gershwin et al. (1985) avoided this chattering by observing a behavior similar to
that of a closely related problem of Rishel (1975). The continuous part of the state, xk,
is restricted to reduced dimensional surfaces whenever uk would otherwise chatter. In the
present problem, chattering is avoided by adding linear equality constraints to (38)
whenever xk reaches certain planes.
This step has the additional benefit of reducing computational effort. It is no
longer necessary to solve (38) at every time instant. Instead, a series of computa-
tions is performed at every time t c when there is a change in ak. At those instants
(38) is solved, and then solved repeatedly with additional constraints, as described
above. The outcome of these calculations is a piecewise constant function of t, uk(t;ak(t+)),
defined for t>tc. This function is the set of target rates for level k+l. When crk chan-
ges, the function is recalculated.
There are two kinds of states :. feasible and infeasible. Feasible states are those
for which uk- l e k1(ack(t)). All other states are infeasible. If ak is feasible and constant for
a long enough period, the strategy drives xk to the value that minimizes J(xk,ak,t). In steady
state, this is a constant which we call the hedging point. We have assumed that T is large
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enough so that the system can be assumed to be in steady state.
The hedging point represents a safety level of the surplus. Infeasible states are
certain to occur eventually. While ac is infeasible, xk must decrease, and possibly become
negative. The hedging point represents a compromise between a cost for positive xk and a
cost for negative xk. When the activities considered are production operations on parts,
for example, the tradeoff is between production that is ahead of demand (and therefore can
lead to inventory) and production that is behind demand (and therefore leads to starved
downstream resources or unhappy customers). The hedging point need not be positive.
Bielecki and Kumar show that it can sometimes be 0.
7. SIMPLE EXAMPLE
In this section, we illustrate the ideas developed in this paper with a two-part,
two-machine system. There are only two phenomena in this system: failures and opera-
tions. The former are much less frequent, but of much greater duration, than the latter.
This is an example of the methods of Kimemia and Gershwin (1983) and Gershwin, Akella, and
Choong (1985). An extension of this system, in which setup plays a role, is described in
Gershwin (1987).
7.1 Description of System
Figure 7.1 illustrates the two-machine system. In this system, Machine 1 is perfect-
ly flexible. That is, it can do operations on either part type, without time lost for
changeover. It is unreliable, however: it fails at random times and stays down for random
lengths of time. Machine 2 is perfectly reliable, but totally inflexible. It can only
make Type 1 parts. Thus Machine 1 is shared among the two part types and Machine 2 is
devoted entirely to Type 1.
The data that are specified are the demand rates for the parts, the failure (p) and
repair (r) rates, and the durations of the operations (r11 , r12, and r21, where rij is the
duration of an operation on a Type j part at Machine i). To simplify the problem, we
assume that the demand rate for Type I parts is broken down by the machine at which the
operation is performed, so that the specified demand rates are dl, dl2=d2, and d21.
For this problem, Assumption I becomes:
rll, r2, r21, i/dl1 , l/d2, l/d 21 are the same order of magnitude.
These quantities are all smaller than I/r, I/p, which are the same order of
magnitude.
7.2 Level 1: Hedging point strategy
The states of the system are a, the repair state of Machine 1, an exogenous random
variable; and xl, X12, and x2 1, the surpluses. The control variables are uij, the level 1
flow rate of Type j parts to Machine i (ij = 11, 12, 21).
Here, (30) becomes
cij = uij - dij for ij = 11, 12, and 21. (39)
The linear programming problem of Section 6.5, which determines uij, becomes
min E ci (x,) uij (40)
subject to:
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r711U + r2ul1 ,2 < a (41)
r2 lU21 < 1 (42)
uij ? 0 (43)
where for ij = 11, 12, and 21 and for mn 11, 12, and 21,
cij(x, ) = EnAijmn()t)Xmn + bii(a)-. (44)
Here, c(x,a) is the approximation of aJ/ax. Satisfactory results have been obtained with
diagonal A matrices, so we choose Aijmn = 0 if (mn) # (ij). The hedging point is then
bij(a) =
The outcome of this calculation is a piecewise constant function of time uij(t), as
described by Gershwin et al. (1985). This function is used in the staircase strategy,
below, until the repair state a changes. When that happens, a new function is calculated
at this level.
73 Level 2: Staircase strategy
Loading a Type j part into Machine I is eligible if:
1. The number of Type j parts made on Machine I is less than
J u1j(s)ds, and (45)
2. Machine 1 is now idle.
Loading a Type 1 part into Machine 2 is eligible if:
1. The number of Type I parts made on Machine 2 is less than
I u2 (s)ds, and (46)
2. Machine 2 is now idle.
7.4 Simulation results
Figure 7.2 demonstrates how the cumulative output follows the cumulative requirements
when the system is run with this strategy.
8. CONCLUSIONS
A hierarchical scheduling and planning strategy has been described for manufacturing
system. It is based on two major propositions:
1. Capacity. No resource can function more than 100% of the time.
2. Frequency separation. We assume that the spectrum of events is discrete. The fre-
quencies of important events are grouped into distinct clusters.
This work is in its early stages. Among the important outstanding research problems
are proving the conjecture that hierarchical decomposition is asymptotically optimal as
times scales separate; determining how to deal with systems in which time scales are not
17
widely separated; formulating and solving the hedging point problem with non-Markov
events (such as those generated by a staircase strategy); developing sufficiency condi-
tions for capacity. To improve on the staircase policy, new formulations of combinatorial
optimization problems are required in which the objective is to load material as close as
possible to a given rate.
We have not discussed at all the collection and processing of data in the hierarchy.
This will require the solution of statistics problems. Some extensions include the reduc-
tion of the problem size at higher levels. This requires aggregation of activities (so
that one considers, for example, large classes of part types, rather than individual
types) and of resources (so that the smallest unit can be a cell or workshop or even fac-
tory, rather than a machine).
The last issue is related to the long time that parts spend in some kinds of
manufacturing, particularly semiconductor fabrication. Preliminary work in extending the
Kimemia-Gershwin formulation to systems with both operation and queuing delay and is
described in Lou et al. (1987) and Van Ryzin (1987).
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