Abstract. This paper provides an in-depth analysis of how computational algebraic geometry can be used to deal with the problem of counting and classifying r × s partial Latin rectangles based on n symbols of a given size, shape, type or structure. The computation of Hilbert functions and triangular systems of radical ideals enables us to solve this problem for all r, s, n ≤ 6. As a by-product, explicit formulas are determined for the number of partial Latin rectangles of size up to six. We focus then on the study of non-compressible regular partial Latin squares and their equivalent incidence structure called seminet, whose distribution into main classes is explicitly determined for point rank up to eight. We prove in particular the existence of two new configurations of point rank eight.
Introduction
An r × s partial Latin rectangle based on [n] = {1, . . . , n} is an r × s array P in which each cell is either empty or contains one symbol chosen from [n] , such that each symbol occurs at most once in each row and in each column. Its size is the number of non-empty cells. If there are not empty cells, then P is a Latin rectangle. If r = s = n, then P is a partial Latin square of order n (a Latin square if there are not empty cells). Hereafter, R r,s,n and R r,s,n:m denote, respectively, the set of r × s partial Latin rectangles based on [n] and its subset of elements of size m.
The problem of counting r × s Latin rectangles based on n symbols is a classical problem in combinatorial design theory that is currently solved for r, s, n ≤ 11 (see [35] and the references therein). Their distribution into isotopism, isomorphism and main classes is only known for Latin squares of order n ≤ 11 [23, 28, 29] . Nevertheless, the more general problem of counting and classifying partial Latin rectangles in the sets R r,s,n and R r,s,n:m has not yet been dealt with in depth. It is only known the cardinality and distribution into isotopism and isomorphism classes of R r,s,n for r, s, n ≤ 6 [17] , and the cardinality of R r,s,n:m for r, s, n ≤ 4 [15, 16] . This paper contributes to this line of research and provides an in-depth analysis of how computational algebraic geometry can be used to enumerate and classify partial Latin rectangles according not only to their size, but also to their shape, type and structure. The implementation of this algebraic method in the study of non-compressible regular partial Latin squares also enable us to deal with the equivalent problem of classifying seminets, a type of incident structure introduced by Ušan [36] as a natural generalization of nets.
The remainder of the paper is organized as follows. Section 2 deals with some preliminary concepts and results on partial Latin rectangles, seminets and computational algebraic geometry. These results are implemented in Section 3 to determine the cardinality of R r,s,n:m for all r, s, n ≤ 6. In Section 4, the distribution of non-empty cells per row and column and the number of occurrences of each symbol enable us to use computational algebraic geometry in order to identify the set of partial Latin rectangles of a given shape, type or structure. The distribution of R r,s,n into isotopism and main classes is then determined for all r, s, n ≤ 6. As a by-product, we establish explicit formulas for the number of partial Latin rectangles of any order and size up to six. Finally, Section 5 deals with the distribution into main classes of seminets of point rank up to eight. We also prove the existence of two new configurations of seminets with point rank eight that complete the classification given by Lyakh [27] .
Preliminaries
We review in this section some basic results on partial Latin rectangles, seminets and computational algebraic geometry that are used throughout the paper. We refer to the monographs of Dénes and Keedwell [13] and Cox et al. [11] and to the original paper of Ušan [36] for more details about these topics.
Classification of partial Latin rectangles
An entry of a partial Latin rectangle P ∈ R r,s,n is a triple (i, j, k) ∈ [r] × [s] × [n] that is uniquely related to a non-empty cell of P which is situated in the i th row and j th column and contains the symbol k. The set of entries of P is denoted as E(P ). Let S m denote the symmetric group on m elements. An isotopism of R r,s,n is any triple Θ = (α, β, γ) ∈ S r ×S s ×S n , where α, β and γ constitute, respectively, a permutation of the rows, columns and symbols of any partial Latin rectangle P ∈ R r,s,n . This gives rise to the isotopic partial Latin rectangle P Θ ∈ R r,s,n , whose set of entries is E(P Θ ) = {(α(i), β(j), γ(k)) : (i, j, k) ∈ E(P )}. Permutations among the components of the entries of P also give rise to new partial Latin rectangles. The parastrophic partial Latin rectangle of P according to a permutation π ∈ S 3 is denoted by P π and has as set of entries the set E(P π ) = {(p π (1) , p π (2) , p π(3) ) : (p 1 , p 2 , p 3 ) ∈ E(P )}. If the permutation π preserves the set R r,s,n , then π is said to be a parastrophism. The set of parastrophisms of R r,s,n is, therefore,
• {Id} if r, s and n are pairwise distinct.
• {Id, (12)} if r = s = n.
• {Id, (13)} if r = n = s.
• {Id, (23)} if s = n = r.
• S 3 if r = s = n.
Two partial Latin rectangles are paratopic if one of them is isotopic to a parastrophic partial Latin rectangle of the other. To be isotopic, parastrophic or paratopic are equivalence relations among partial Latin rectangles. They make possible the respective distribution of partial Latin rectangles into isotopism, parastrophism and paratopism or main classes.
Compressibility and regularity of partial Latin squares
Let P be a partial Latin square of order n. It is said to be non-compressible if this does not contain empty rows or empty columns, or if all the n symbols appear as entries in E(P ). The partial Latin square P is said to be regular if the next two conditions hold.
• It does not contain a cell that is, simultaneously, the only non-empty cell in its row and the only non-empty cell in its column.
• If there exists a row or a column with exactly one non-empty cell, then the symbol contained in this cell appears at least twice in E(P ).
Seminets
Bates [3] defined a halfnet as an incidence structure of points and lines such that there exist three distinct parallel classes of lines, every point is on at most one line of each class and any two lines belonging to distinct classes meet in at most one point. The number of points constitutes the point rank of a halfnet. Two halfnets are in the same isomorphism class if there exists a permutation among the points that preserves collinearity in each parallel class. If this happens after relabeling their parallel classes, then they are in the same main class. Currently, the distribution of halfnets into isomorphism and main classes is only partially known for nets and, to a much lesser extent, seminets. Bruck [6] defined a net of order n as a halfnet of n 2 points and 3n lines in which every point is on exactly one line of each parallel class, any two lines meet in exactly one point and there exists at least one line with exactly n distinct points. Hence, every line contains n points and every parallel class is formed by n lines. More recently and motivated by its application in coding theory, Ušan [36] introduced the concept of seminet as a halfnet in which every point is on exactly one line of each parallel class and any two lines meet in at most one point. Unlike nets, the lines of a seminet can contain different numbers of points and its parallel classes can have different numbers of lines. The L-order of a seminet is the maximum number of lines in a parallel class. If all the lines have the same number n of points, then all the parallel classes have the same number m of lines. In this case, the seminet is said to be n-regular. If, furthermore, m = n, then it is a net of order n.
Every net of order n can be identified with a Latin square of the same order. The points and parallel classes of the net are respectively identified with the cells of the Latin square and its sets of cells sharing the same row, column or symbol (see Figure 1 ). In addition, Stojaković and Ušan [34] proved that every seminet of L-order n can be identified with a noncompressible regular partial Latin square of order n in a similar way that nets do with Latin squares. In this case, the points of the seminet are identified with the non-empty cells of the partial Latin square (see Figure 2) . As a consequence, the distribution of nets and seminets into isomorphism and main classes results, respectively, from the equivalent distribution of Latin squares and non-compressible regular partial Latin squares into isotopism and main classes.
Havel [20] defined a configuration as a seminet containing at least four points such that every line contains at least two points and any two points P and Q of the seminet are connected, that is to say, there exists a sequence of points and lines, P 0 , l 0 , P 1 , l 1 , . . . , P m , such that P 0 = P , P m = Q and each pair of points P i−1 and P i are on the line l i−1 , for all i ≤ m. Havel determined the main classes of those configurations with point rank up to seven and, shortly after, Lyakh [27] gave a classification of those configurations with point rank eight.
Computational algebraic geometry
Let X and K[X] respectively be the ordered set of n variables {x 1 , . . . , x n } and the related multivariate polynomial ring K[x 1 , . . . , x n ] over a base field
such that the class of p i is less than the class of p i+1 , for all i < m.
An ideal of polynomials in K[X] is any subset I ⊆ K[X] such that 0 ∈ I; p + q ∈ I, for all p, q ∈ I; and pq ∈ I for all p ∈ I and q ∈ K[X]. A subideal of I is any subset J ⊆ I that is also an ideal in K[X]. The ideal generated by a finite set of polynomials {p 1 , . . . , p m } ⊂ K[X] is defined as the set {q 1 p 1 + . . . + q n p n : q 1 , . . . , q n ∈ K[X]}. The affine variety V(I) is the set of points in K n that are zeros of all the polynomials in I. If this is finite, then the ideal I is zero-dimensional. It is radical if it contains all the polynomials p ∈ K[X] so that p m ∈ I for some natural m.
A term order on the set of monomials of K[X] is a multiplicative wellordering whose smallest element is the constant monomial 1. Thus, for instance, the lexicographic term order < lex is defined so that, given two monomials X a = x a 1 1 . . . x an n and X b = x b 1
1 . . . x bn n , one has that X a < lex X b if there exists a natural m ≤ n such that a i = b i for all i ≤ m and a m < b m . The largest monomial of a polynomial with respect to a term order is its leading monomial. The initial ideal of an ideal I ⊆ K[X] is the ideal generated by the leading monomials of the non-zero polynomials of I. Any subset G ⊆ I whose leading monomials generate this initial ideal is called a Gröbner basis of I with respect to the underlying term order. Any monomial of I that is not contained in its initial ideal is called standard. Regardless of the monomial term ordering, if the ideal I is zero-dimensional and radical, then the number of standard monomials in I coincides with the Krull dimension of the quotient ring K[X]/I and with the cardinality of V(I). This is obtained by means of the Hilbert function, which maps each non-negative integer m onto [4] . Its computation is based on that of a Gröbner basis of the ideal, whose complexity in case of dealing with a zero-dimensional ideal is d O(n) [25] , where d is the maximal degree of the polynomials and n is the number of variables.
The next result indicates how computational algebraic geometry can be used to enumerate and count the partial Latin rectangles in the set R r,s,n . Hereafter, the set of variables and the base field of the polynomial ring to be considered are, respectively, X = {x 111 , . . . , x rsn } and the finite field F 2 .
Theorem 2.1 ([16])
The set R r,s,n is identified with the set of zeros of the zero-dimensional radical ideal in
Besides, |R r,s,n:m | = HF F 2 [X]/Ir,s,n (m), for all m ≥ 0, and
The proof of Theorem 2.1 is based on the fact that every standard monomial x a 111 111 . . . x arsn rsn of the ideal I r,s,n can be identified with a partial Latin rectangle in R r,s,n with set of entries
Particularly, the presence of the monomial x ijk x i ′ jk as generator of the ideal I r,s,n involves the non-existence of the symbol k twice in the j th column; that of x ijk x ij ′ k involves the non-existence of the symbol k twice in the i th row; and that of x ijk x ijk ′ involves the non-existence of two distinct symbols in the cell (i, j). Based on this result, the specialized algorithm described by Dickenstein and Tobis [14] was implemented in [16] for computing the cardinality of R r,s,n:m , for all r, s, n ≤ 4. For higher orders, however, the required computational cost turned out to be excessive due to large memory storage requirements. This cost is only due to the computation of the corresponding Hilbert function, because the set of generators of I r,s,n constitutes itself a lexicographic Gröbner basis of the ideal. To reduce it, an alternative procedure is introduced in the next section. This is based on the similarity that exists among those generators in I r,s,n that correspond to distinct rows in a partial Latin rectangle. A preliminary version of this procedure was exposed in [17] , where the cardinality of R r,s,n was computed for all r, s, n ≤ 6. For a better understanding of this procedure, the corresponding computation of |R 3,3,3:2 | is illustrated in Example 1.
3 An alternative procedure to compute |R r,s,n | For each positive integer i ≤ r we define the zero-dimensional subideal
There exist distinct algorithms [22, 26, 30] that enable us to decompose the zero-dimensional ideal I
(1) r,s,n into a finite set {J 1,1 , . . . , J 1,t } of subideals generated by triangular systems and whose affine varieties constitute a partition of V(I (1) r,s,n ). The complexity of this computation in the mentioned algorithms is polynomial once a lexicographic Gröbner basis of the ideal is known. This is our case, because the set of generators of I (1) r,s,n constitutes itself one such a basis. Now, for each i > 1 and l ≤ t, let J i,l be the subideal of I (i) r,s,n whose generators coincide with those of J 1,l after replacing each variable x 1jk by x ijk . For each tuple (t 1 , . . . , t r ) ∈ [t] r we define the ideal
The triangularity of the underlying systems involves each subideal J i,t j to have at least one generator of the form x ij ′ k or x ij ′ k − 1. The number of generators of the second form in the ideal K t 1 ,...,tr constitutes the minimum number of entries in a partial Latin rectangle that is identified with a point in V(K t 1 ,...,tr ). We denote this number by m t 1 ,...,tr .
Proposition 3.1 Let m be a non-negative integer. Then
111 . . . x arsn rsn be a standard monomial of degree m in I r,s,n . Since the ideals described in (1) constitute a partition of the affine variety V(I r,s,n ), there exists exactly one ideal K t 1 ,...,tr that contains the point (a 111 , . . . , a rsn ) ∈ V(I r,s,n ). The result follows then from the fact that the monomial X a is uniquely related to the standard monomial x
The smaller number of variables that are required to compute each addend in Proposition 3.1, together with the triangularity of the involved system and the possible parallel computation to determine distinct addends at the same time, reduce the running time and cost of computation of HF F 2 [X]/Ir,s,n (m) in comparison with Theorem 2.1. Moreover, we do not need to compute all these addends, because HF
Example 3.2 The ideal I
3,3,3 related to the first row of a partial Latin square of order 3 can be decomposed into the next six disjoint subideals
Partial Latin squares of order 3 are then distributed as points of 1. V(J 1,1 ) if they do not contain the symbol 1 in their first row.
2. V(J 1,2 ) if they contain the symbol 1 in the cell (1, 3).
3. V(J 1,3 ) if they contain the symbol 1 in the cell (1, 2).
4. V(J 1,4 ) if they contain the symbol 1 in the cell (1, 1) but do not contain the symbol 2 in their first row.
5. V(J 1,5 ) if they contain the symbol 1 in the cell (1, 1) and the symbol 2 in the cell (1, 3).
6. V(J 1,6 ) if they contain the symbol 1 in the cell (1, 1) and the symbol 2 in the cell (1, 2).
For each triple (t 1 , t 2 , t 3 ) ∈ [6] 3 , we consider the ideal
The values of HF F 2 [X]/Kt 1 ,t 2 ,t 3 are exposed in Table 1 . 1  18  16  16  14  11  11  14  12  10  9  12  9  10  10  8  8  2 108  84  84  62  36  36  64  45  29  24  45  24  29  32  19  19  3 264 176 176 104  42  42 116  63  29  23  63  23  29  38  16  16  4 270 150 150  66  18  18  84  32  11  8  32  8  11  16  5  5  5 108  48  48  12  2  2  24  5  1  1  5  1  1  2  1  1  6  12  4  4 Let m t 1 ,t 2 ,t 3 be the number of generators of the form x ijk − 1 in the ideal K t 1 ,t 2 ,t 3 . Thus, for instance, every point of the affine variety V(K 6,3,2 ) is uniquely related to a partial Latin square of order 3 and size at least m 6,3,2 = 4. This last value holds from the fact that the set of entries of any such a partial Latin square always contains the subset {(1, 1, 1), (1, 2, 2), (2, 2, 1), (3, 3, 1)}.
From Proposition 3.1, we have, for example, that
This computational algebraic method has been implemented in the procedure PLR of the library pls.lib, available online on http://personales.us.es/ raufalgan/LS/pls.lib, for the open computer algebra system for polynomial computations Singular [12] . The correctness and termination of this procedure are based on those of the algorithms described in [14, 22, 30] for computing Hilbert functions. In order to prove its efficiency, we have firstly checked the known cardinality of R r,s,n:m , for all r, s, n ≤ 4 (see Table 2 ), which was already computed in [16] . In the same computer system, an Intel Core i7-2600 CPU (8 cores), with a 3.4 GHz processor and 16 GB of RAM, the maximum running time decreases from 50 seconds in [16] to 0 seconds. This corresponds to the computation of the series |R 4,4,4;m |. The procedure has then been applied for computing in Tables 3-5 the rest of cases so that r ≤ s ≤ n ≤ 6. The running time ranges here from 0 seconds to 32 hours. This maximum running time corresponds to the computation of the series |R 6,6,6;m |, for which 2,3 GB of RAM is required. For higher orders, the first series whose computation turned out to be excessive for our computer system due to large memory storage requirements was |R 6,7,7;m |. In order to improve the efficiency of this computational algebraic method, we propose in the next section to impose some extra algebraic conditions to our base ideal. They are referred to the distribution of non-empty cells per row and column in a partial Latin rectangle and to the number of occurrences of each symbol. 4 Shape, type and structure of partial Latin rectangles
The shape of a partial Latin rectangle P = (p ij ) ∈ R r,s,n is defined as the r × s binary array B P = (b ij ) such that b ij = 1 if (i, j, p ij ) ∈ E(P ) and 0, otherwise. Let r i , c j and s k respectively be the number of filled cells in the i th row and j th column of P and the number of occurrences of the symbol k in P . According to the terminology exposed by Keedwell [24] and generalized by Bean et al.
[5], the tuples R = (r 1 , . . . , r r ), C = (c 1 , . . . , c s ) and S = (s 1 , . . . , s n ) determine, respectively, the row, column and symbol types of P . The type of P is then defined as the triple (R, C, S). Thus, for instance, the type of the partial Latin square of Figure 2 is ((2, 2, 1, 0), (2, 1, 1, 1), (2, 3, 0, 0)). Hereafter, the set of partial Latin rectangles of type (R, C, S) is denoted by R R,C,S .
Let T n,m be the set of n-tuples T = (t 1 , . . . , t n ) of weight i≤n t i = m whose components are non-negative integers. The conjugate of T is the tuple T * = (t * 1 , . . . , t * m ), where each t * i is the number of positive integers j ≤ n such that t j ≥ i. If T = (t 1 , . . . , t n ) ∈ T n,m is obtained after a decreasing rearrangement of the components of T , then T is said to be majorized by a second tuple T ′ = (t ′ 1 , . . . , t ′ n ) ∈ T n,m if i≤j t i ≤ i≤j t ′ i , for all j ≤ n. This gives rise to the so-called dominance order on T n,m [7] . Theorem 4.1 Let (R, C, S) ∈ T r,m × T s,m × T n,m . The set R R,C,S is nonempty only if C R * , S C * and R S * .
Proof. The set of shapes of partial Latin rectangles of row type R and column type C is identified with the set of r × s binary matrices whose row and column sum vectors coincide, respectively, with R and C. According to the Gale-Ryser theorem [18, 19, 32] , this set is non-empty if and only if C R * . This constitutes, therefore, a necessary condition for the set R R,C,S to be non-empty. The result holds then from parastrophism.
The previous result gives a necessary condition to deal with the problem of deciding whether a triple (R, C, S) ∈ T r,m ×T s,m ×T n,m is the type of a partial Latin rectangle in R r,s,n:m . Nevertheless, this condition is not sufficient because, for instance, R (3,1,1),(3,1,1),(3,1,1) = ∅, but (3, 1, 1) * = (3, 1, 1). This problem is equivalent to that of deciding whether a tripartite graph with a given degree sequence has an edge-partition into triangles [8] . Specifically, any partial Latin rectangle P ∈ R R,C,S is identified with an edge-partition into triangles of a labeled tripartite graph (
b) The vertices of V 1 , V 2 and V 3 are uniquely and respectively related to the rows, columns and symbols of P .
c) The bi-adjacency matrices of the three bipartite graphs (V 1 ∪ V 2 , E 1 ), (V 1 ∪ V 3 , E 2 ) and (V 2 ∪ V 3 , E 3 ) are, respectively, the binary matrices related to the shape of P and that of its two parastrophic partial Latin rectangles P (23) and P (132) .
This graph satisfies the necessary condition of being uniform in order to have an edge-partition into triangles. That is, the number of V 1 -to-V 2 edges is equal to that of V 1 -to-V 3 edges and also to that of V 2 -to-V 3 edges. This number coincides with the component of the tuple R (respectively, C and S) that is related to that vertex. The partial Latin rectangle P is then uniquely identified with that edge-partition into triangles in which the symbol included in an entry of P is determined by the symbol vertex of the triangle that contains the row and column vertices associated to that cell (see Figure 3 ).
Computational algebraic geometry can be used to determine explicitly the set R R,C,S . In this regard, the next result indicates those polynomials that have to be added to the set of generators of the ideal I r,s,n in Theorem 2.1 in order to determine the set R R,C,S . Since the constant terms of these new polynomials coincide with the components of the tuples R, C and S, the order of the base field F 2 in the mentioned theorem is conveniently replaced 2, 1, 2)).
here by a prime p ≥ 2. Theorem 2.1 is also valid for this new base field F p .
Theorem 4.2 Let R = (r 1 , . . . , r r ), C = (c 1 , . . . , c s ) and S = (s 1 , . . . , s n ) be three tuples in T r,m , T s,m and T n,m , respectively, and let p be the first prime greater than the maximum of all the components of R, C and S. The set R R,C,S is identified with the set of zeros of the zero-dimensional radical ideal I R,C,S = I r,s,n + r i − j≤s,k≤n
Proof. Since I R,C,S ⊂ I r,s,n , each zero of the ideal I R,C,S is uniquely related to a partial Latin rectangle in R r,s,n . The three subideals that are added to I r,s,n in the definition of I R,C,S involve these partial Latin rectangles to be exactly those ones having R, C and S as their row, column and symbol types, respectively. Now, in order to prove the last assertion, observe that the finiteness of R r,s,n involves I R,C,S to be zero-dimensional and that the intersection between this ideal and the polynomial ring F p [x ijk ] coincides with the ideal generated by the polynomial
. This is contained in I R,C,S , which is, therefore, not only zerodimensional, but also radical. Hence, its number of zeros coincides with dim Fp (F p [X]/I R,C,S ).
The structure of an n-tuple T = (t 1 , . . . , t n ) ∈ T n,m is defined as the expression z T = m dm . . . 1 d 1 , where d i is the number of occurrences of a given non-negative integer i as a component of T . In practice, only those terms i d i for which d i > 0 are written. The length of the structure z T is i≤m d i and its weight is i≤m id i = m. Hereafter, the set of structures of length l and weight m is denoted by Z l,m . Thus, for instance, the structure of the tuple (3, 1, 3, 3, 1, 0) is 3 3 1 2 ∈ Z 5,11 . Isotopisms of partial Latin rectangles preserve the structures of the row, column and symbol types of a partial Latin rectangle. This becomes essential for their enumeration and classification because of the following result.
Lemma 4.3
The number of partial Latin rectangles of a given row, column or symbol type only depends on its structure.
Proof. Let T = (t 1 , . . . , t n ) ∈ T n,m and T ′ = (t ′ 1 , . . . , t ′ n ′ ) ∈ T n ′ ,m be two tuples with the same structure z T = z T ′ . Suppose n ≤ n ′ . Then, there exists a permutation π on [n] such that t i = t ′ π(i) for all i ≤ n. The rest of components of T ′ are zeros and do not have any influence on the number of partial Latin rectangles having T ′ as row, column or symbol type. The same permutation π enable us to identify the rows, columns or symbols of two partial Latin rectangles having T and T ′ as row, column or symbol types, respectively.
Let P be a partial Latin rectangle of type (R, C, S) ∈ T r,m × T s,m × T n,m . Its structure is defined as the triple (z R , z C , z S ), where z R , z C and z S are called, respectively, the row, column and symbol structures of P . Thus, for instance, the partial Latin square of Figure 2 has structure (2 2 1, 21 3 , 32) ∈ Z 3,5 × Z 4,5 × Z 2,5 . Some structures of partial Latin squares have been widely studied in the literature: a) If the empty cells of a partial Latin square of order n are replaced by zeros, then the structure (k n , k n , n k ) is related to the set of F (n; n−k,
b) The structure (k n , k n , k n ) is that of a k-plex [37] of order n. The case k = 1 corresponds to a transversal [10] of a Latin square. Further, every k-plex of order n, with k = 2 < n or k > 2, determines a k-regular seminet with n lines in all its parallel classes.
c) The problem of completing partial Latin squares, which is NP-complete [9] , has dealt with several structures: Ryser [31] analyzed the completion of partial Latin squares with pair of row and column structures (s r , r s ); Andersen and Hilton [2] studied those partial Latin squares of structure ((n−k) n , (n−k) n , (n−k) n ), for k ∈ {1, 2}; more recently, Adams, Bryant and Buchanan [1] dealt with the completion of those partial Latin squares with pair of row and column structure (n 2 2 n−2 , n 2 2 n−2 ).
Let ρ(z 1 , z 2 , z 3 ) be the number of partial Latin rectangles in R R,C,S for any type (R,
Theorem 4.4 Let t and n be two positive integers. Then,
Proof. Let T = (t, . . . , t) ∈ T n,tn . Every partial Latin square P ∈ R n,n,n of row and column type T can be identified with a proper n-edge-colouring of the t-regular bipartite graph having the shape of P as bi-adjacency matrix. To this end, an edge ij of this graph is coloured according to a symbol k if and only if (i, j, k) ∈ E(P ). The number of distinct partial Latin squares having T as row and column types coincides, therefore, with that of distinct n-edge-colourings over the set of bipartite graphs with bi-adjacency matrix having T as row and column sum vectors. According to Wei [38] , this set has at least n! t /t! n bipartite graphs. Further, Corollary 1d in [33] involves every t-regular bipartite graph with 2n vertices to have at least t! 2n /t tn different t-edge-colourings. The result follows from combining both inequalities.
Lemma 4.5 Let r ′ , s ′ and n ′ be three positive integers greater than or equal to r, s and n, respectively, and let
Proof. This result follows straightforward from the fact that the zero components in a tuple do not have any influence on the number of partial Latin rectangles that have this tuple as row, column or symbol type.
Proposition 4.6 The next equality holds
i is the number of occurrences of the non-negative integer i ≤ m in any tuple of structure z j , for each j ≤ 3.
Proof. The result holds from Lemmas 4.3 and 4.5 and the number of tuples with a given structure. Table 6 shows the values of ρ(z R , z C , z S ) for all (R, C, S) ∈ T r,m × T s,m × T n,m such that r ≤ s ≤ n ≤ 6 and m ≤ n. Parastrophisms involve these values to be preserved under permutations of the components of the triple (z R , z C , z S ). The corresponding distribution into isotopism (IC) and main (M C) classes of R r,s,n:m is also indicated. The computation of these values has been determined by implementing Theorem 4.2 in a procedure PLRCS in Singular, which has been included in the previously mentioned library pls.lib. Proposition 4.6 has then be used to check the data exposed in Tables  2-5.   Table 6 is also used in the next theorem to determine the number of partial Latin rectangles of size up to six. This generalizes a recent result [16] in which the case m ≤ 2 was already exposed. In order to avoid an excessive length of the polynomials that appear in the theorem, the polynomial σ∈Sym({a,b,c}) r a s b n c is denoted as abc, for all a, b, c ≥ 0, where Sym({a, b, c}) constitutes the set of permutations of the ordered set {a, b, c}. Thus, for instance, 3 211 denotes the polynomial 3(r 2 sn + rs 2 n + rsn 2 ). Proof. The first equality is immediate. This is refereed to the partial Latin rectangle without any entry. The other equalities follow from Proposition 4.6 and Table 6 . We prove here in detail the first three expressions; the rest follows similarly. In the use of Table 6 , recall that the value ρ(z R , z C , z S ) is preserved by parastrophism, that is, the placement of the structures z R , z C and z S can be interchanged.
6 (r 2 s 2 n 2 − 3r 2 sn − 3rs 2 n − 3rsn 2 + 6rsn + 6rs + 6rn + 6sn + 2r 2 + 2s 2 + 2n 2 − 12r − 12s − 12n + 14). 
e) 4! |R n,n,n:4 | = n 3 (n−1) 2 (n 7 +2n 6 −15n 5 −20n 4 +98n 3 +36n 2 −288n+198). f ) 5! |R n,n,n:5 | = n 3 (n − 1) 2 (n − 2) 2 (n 8 + 6n 7 − 7n 6 − 88n 5 + 6n 4 + 532n 3 − 84n 2 + 1386n + 1128).
g) 6! |R n,n,n:6 | = n 3 (n − 1) 2 (n − 2) 2 (n 11 + 6n 10 − 22n 9 − 168n 8 + 231n 7 + 2, 022n 6 −2, 014n 5 −12, 606n 4 +16, 168n 3 +32, 250n 2 −70, 740n+36, 600).
Proof. This result follows straightforward from Theorem 4.7 once we impose r = s = n.
Classification of seminets with low point rank
Every seminet is equivalent to a non-compressible regular partial Latin square [34] . The next lemma follows straightforward from the definition of compressibility and regularity of partial Latin squares and indicates how both properties can be expressed in terms of types of partial Latin squares.
Lemma 5.1 Let R = (r 1 , . . . , r n ), C = (c 1 , . . . , c n ) and S = (s 1 , . . . , s n ) be three tuples in T n,m and let P be a partial Latin square in R R,C,S . Then, 1. P is non-compressible if and only if at least one of its row, column or symbol types does not have zero components.
2. P is regular if and only if the next three conditions hold.
(a) The cell (i, j) of P is empty for all i, j ≤ n such that r i = c j = 1.
Let R reg R,C,S be the set of regular partial Latin squares whose row, column and symbol types coincide, respectively, with R, C and S. Since regularity is preserved by paratopism of partial Latin squares, the cardinality of this set only depends on the structures of R, C and S. The next result shows how this cardinality is immediately determined for certain structures. R = (r 1 , . . . , r n ), C = (c 1 , . . . , c n ) and S = (s 1 , . . . , s n ) be three tuples in T n,m and let p be the first prime greater than the maximum of all the components of R, C and S. The set R reg R,C,S is identified with the set of zeros of the zero-dimensional radical ideal
Proof. Since I reg R,C,S ⊆ I R,C,S , each zero of the ideal I reg R,C,S is uniquely related to a partial Latin square whose row, column and symbol types coincide, respectively, with R, C and S. The rest of the proof is similar to that of Theorem 2.1 once we observe that the three subideals that are added to I R,C,S in the definition of I reg R,C,S involve these partial Latin squares to verify, respectively, conditions (2.a), (2.b) and (2.c) of Lemma 5.1.
Theorem 5.3 has been implemented in the procedure PLRCS in pls.lib in order to determine in Table 7 the distribution of regular partial Latin squares of order up to 8 according to their structures and main classes. This distribution is equivalent to that of seminets with point rank up to eight. A census of the main classes of seminets with point rank up to six is exposed in Figures 5 and 6 , where we can observe in particular the four configurations whose existence were already established by Havel [20] : the Fano configurations S 4,1 and S 6,2 , the shattered Desargues configuration S 6,32 and the Thomsen configuration S 6,33 . Havel also determined the three configurations with point rank seven: the hexagonal configuration H, the first hybrid configuration C 1 and the second hybrid configuration C 2 . They correspond to the three main classes of partial Latin squares of type (32 2 , 32 2 , 32 2 ) in They correspond in Table 7 The eighth main class of type (2 4 , 2 4 , 2 4 ) is not related to a configuration because there exist non-connected points in the corresponding seminet (see Figure 4 ).
Conclusions and further work
This paper has dealt with the enumeration and classification of partial Latin rectangles and seminets by means of computational algebraic geometry. Both combinatorial structures have been identified with the points of affine varieties defined by zero-dimensional radical ideals of polynomials. Their decompositions into finitely many disjoint subsets, each of them being the zeros of a triangular system of polynomial equations, have emerged as a useful technique to determine the distribution of r × s partial Latin rectangles based on [n] into isotopic and main classes according to their size and types, for all r, s, n ≤ 6, and that of non-compressible regular partial Latin squares of order n ≤ 8. The latter is equivalent to that of seminets with point rank up to eight and has enabled us to complete a classification previously established by Lyakh. General formulas for the number of partial Latin squares of size up to six and a census of all the seminets with at most six points have also been established. A convenient generalization of the polynomial method exposed in this paper to the theory of k-seminets and that of non-compressible, regular and mutually regularly orthogonal partial Latin squares developed by Ušan [36] is established as further work. 
