We propose an inexact Uzawa algorithm with two variable relaxation parameters for solving the generalized saddle-point system. The saddle-point problems can be found in a wide class of applications, such as the augmented Lagrangian formulation of the constrained minimization, the mixed finite element method, the mortar domain decomposition method and the discretization of elliptic and parabolic interface problems. The two variable parameters can be updated at each iteration, requiring no a priori estimates on the spectrum of two preconditioned subsystems involved. The convergence and convergence rate of the algorithm are analysed. Both symmetric and nonsymmetric saddle-point systems are discussed, and numerical experiments are presented to demonstrate the robustness and effectiveness of the algorithm.
Introduction
The aim of the current work is to develop an inexact preconditioned Uzawa algorithm for the generalized saddle-point problem of the form where A is an n × n symmetric and positive definite matrix, B is an n × m matrix, and D is an m × m symmetric positive semi-definite matrix. We shall assume that the Schur complement matrix S = B t A −1 B + D associated with the system (1.1) is an m × m symmetric and positive definite matrix, which ensures the unique solvability of system (1.1). System (1.1) arises from many areas of computational sciences and engineerings, such as the constrained optimization, the mixed finite element formulation for the second order elliptic equation, the linear elasticity problem, as well as elliptic and parabolic interface problems; see [5] [6] [9] [10] [16] and Section 6 for several such applications.
Many numerical methods such as Schur complement reduction methods, null space methods, penalty methods, multilevel methods, Krylov subspace methods and preconditioning, are investigated to solve the saddle point problem (1.1), especially for solving the simplest case of the saddle-point system (1.1) when the (2, 2) block D vanishes; see [1] [4] [3] [10] [18] [19] [2] and the references therein. In particular, the inexact preconditioned Uzawa-type algorithms have attracted wide attention; see [1] [4] [3] [7] [11] [12] [13] [18] , and the references therein. These inexact Uzawa-type algorithms have an important feature that they preserve the minimal memory requirement and do not need actions of the inverse matrix A −1 . On the contrary, few studies on the convergence analysis of inexact preconditioned Uzawa iterative methods can be found in the literature for the generalized saddle-point system (1.1) where a general block D is present. This work intends to make some initial efforts to fill in the gap.
Suppose thatÂ andŜ are two symmetric and positive definite matrices, and act as the preconditioners for A and S, respectively. We shall be interested in the following inexact preconditioned Uzawa method for solving the system (1.1).
where ω i and τ i are two relaxation parameters to be determined at each iteration. Equivalently, the system (1.2) can be written aŝ
We shall often need the approximate Schur complement of S, namely
The inexact preconditioned Uzawa method (1.2) with two variable relaxation parameters was first proposed and analysed in [11] for the simple case of D = 0, and different variants of the algorithm were further studied in [12] [13] . The original idea of introducing the variable parameters ω i and τ i was to ensure that the resulting inexact preconditioned Uzawa algorithms always converge for any available symmetric and positive definite preconditionersÂ andŜ, and converge nicely when effective preconditioners are available. Nearly all other existing preconditioned Uzawa algorithms do not adopt self-updating relaxation parameters, and converge only under some proper scalings of the preconditionersÂ andŜ.
The choice of the relaxation parameters ω i and τ i in (1.2) is not straightforward. They should be easily updated at each iteration and their evaluations should be less expensive. The usual choices of parameters by minimizing the errors x − x i and y − y i in certain norms do not work since the evaluation of the resulting parameters always involve the action of A −1 ; see [11] for details. Next, we follow [11] to work out an effective way to evaluate the two relaxation parameters ω i and τ i in (1.2) . To do so, we consider the two residuals associated with the i-th iteration:
Then we may determine the parameter ω i by minimizing
which yields
where r i =Â −1 f i , and ·, · stands for the inner product of two vectors in Euclidean space. The parameter τ i can be determined by minimizing
H , which gives a prototype choiceτ
with s i =Ŝ −1 g i . But as we shall see, such choice of τ i may not guarantee the convergence of Algorithm 1. We need a damping factor θ i for the parameterτ i in (1.5), and will take τ i in (1.2) as
The algorithm can be summarized as follows.
Algorithm 1 Linear inexact Uzawa algorithm with variable relaxation.
Algorithm 1 was analyzed in [11] for the simplest case of saddle-point problem (1.1) when the (2,2) block D vanishes. Unfortunately the convergence and convergence rate of Algorithm 1 were established still under some appropriate scaling of preconditioner A for A, i.e., the smallest eigenvalue of the preconditioned systemÂ −1 A is larger than one, although no any appropriate scaling of preconditionerŜ for Schur Complement S was needed. In this work we shall extend the analysis in [11] to the more general and challenging indefinite system (1.1), where the block D is present. As it will be seen, such an extension is highly nontrivial for a general block D. We need to make essential modifications of the major analysis techniques in [11] and introduce several crucial new techniques in order to succeed in analyzing the convergence and convergence rate of Algorithm 1 for general D = 0. It is important to remark that for the case of D = 0, our subsequent analysis will improve the convergence results, relax the convergence conditions in [11] and provide instructive information on the selection of the damping parameter θ i to ensure the convergence. Unlike in [11] , we will not assume appropriate scalings of two preconditionersÂ andŜ for the convergence of Algorithm 1.
We will also generalize Algorithm 1 to the cases when the action of preconditioner A orŜ is replaced by a nonlinear iterative solver. This is more practical and important for some applications where effective preconditioners are not available. The proposed algorithm is also analyzed and tested numerically when A in (1.1) is nonsymmetric. No such analysis is available in the literature when inexact preconditioners are used.
For the sake of clarity, we list the main notations used later.
Some notations and definitions S S = B t A −1 B+D, and S = RR t with R being nonsingular S an spd approximation of S H H = B tÂ−1 B + D, whereÂ is an approximation of A θ i damping factor for the parameterτ i α α = (κ 1 − 1)/(κ 1 + 1), where
Basic formulation
We shall often use the condition numbers of the two preconditioned systems
and the following two convergence-rate related constants
For any two symmetric and semi-positive definite matrices C 1 and C 2 of order m satisfying
we will simply write C 1 ≤ C 2 .
When the (2, 2) block D vanishes
The convergence of Algorithm 1 was analyzed in [11] for the saddle-point system (1.1) with D = 0 under the condition that preconditionerÂ for A is appropriately scaled such thatÂ ≤ A ≤λ 0Â (2.1)
for some constantλ 0 ≥ 1. Next, we will demonstrate the convergence of Algorithm 1 without the condition (2.1). In fact, sinceÂ is a general preconditioner for A, there are always two positive constants λ and λ 0 such that λ ≤ 1 ≤ λ 0 and
Noting that (2.2) is not an actual assumption since it is always true. Now we let
In terms of this newly introducedÃ, one may express Algorithm 1 as follows (noting that D = 0):
whereS = λŜ and the damping parametersω i andτ i are given bỹ
Let us introduce a parameter
where the residual f i is defined by (1.3). Then we can show Lemma 2.1. For the parametersλ 0 ,ω i and α i defined respectively in (2.3), (2.5) and (2.6), it holds thatλ
Proof. First note that if we follow the same way as we get ω i in (1.4) whenÂ is replaced byÃ, we derive a new parameterω i , which is exactly the one given bỹ ω i = λ ω i in (2.5). Then following the proof of Lemma 3.1 in [11] by means of the relations (2.4) and the fact that cond(Ã −1 A)=cond(Â −1 A), we can derive the desired estimates.
Intuitively it is easy to understand that Algorithm 1 may not converge for an arbitrary damping parameter θ i in (1.6) . Following the convergence analysis in [11] and using Lemma 2.1, we have the following convergence.
Lemma 2.2. For any damping parameter θ i in (1.6) satisfying 
Then we can have a more explicit range for θ i to ensure the convergence:
In fact, it follows from (2.8) The lower boundλ 0 can be easily evaluated, e.g., using the power method forÂ −1 A.
When the (2, 2) block D is present
In this subsection we will study the convergence of Algorithm 1 when the block matrix D is present. As we will see, the convergence of Algorithm 1 is much more complicated than the case with D = 0, and it is essential to scale preconditionerÂ for D = 0 since the convergence of Algorithm 1 depends strongly on the relative scale of B tÂ−1 B with respect to D in the approximated Schur complement H = B tÂ−1 B + D. The following lemma illustrates this fact in terms of the eigenvalues of the preconditioned Schur complement and is essential to the subsequent convergence analysis.
where g i is defined in (1.3), then it holds
And there exists a symmetric and positive definite matrix G i such that G −1
−1 g i and all the eigenvalues of the preconditioned matrix S
, and c 0 is the largest eigenvalue of
Proof. By the definition ofτ i , we can write
and
Thus it follows from the definition of β i and (2.9) that
It is shown in the proof of Lemma 3.2 in [11] by using the Kantorovich inequality that
and thus we have β i ≤ β. On the other hand, the estimate (2.10) implies the existence of a symmetric and positive definite matrix
Let µ > 0 be an eigenvalue of S
, then there exists a vector φ such that
It is easy to see that for any φ ∈ R m ,
But we know from the assumption (2.2) that
which leads to
Let γ ∈ (0, 1) be a constant to be determined such that for any φ ∈ R m ,
which implies
As c 0 is the largest eigenvalue of
Similarly we can derive
Using the above two estimates we deduce from (2.11) that
which implies the claimed eigenvalue bounds.
Remark 2.2. We give some comments on the constant c 0 introduced in Lemma 2.3. If D = 0, then c 0 = ∞ and the estimate in Lemma 2.3 coincides with the one in [11] . Noting that λA .3). Then we may simply choose the damping parameter θ i in (1.6) such that
for the convergence of Algorithm 1. In general we may choose the damping parameter θ i = M/κ 1 , where the constant M should be selected for guaranteeing the convergence of Algorithm 1 and achieving an appropriate convergence rate; we refer to the further discussions in the next section.
3 Convergence analysis Then the residuals f i and g i can be expressed as
Using the definition of f i and the iteration (1.2) for updating x i , we can write
On the other hand, using the iteration (1.2) for updating y i , the definition of g i , the formula (3.2) and the matrix G i introduced in Lemma 2.3 we derive
where Q
Now it follows from (3.1), (3.2) and (3.3) that
Consider the singular value decomposition of the matrix
where U is an m × m orthogonal matrix, V is an n × n orthogonal matrix, and Σ 0 is an m × m diagonal matrix with its diagonal entries being the singular values of
, and S = RR t , where R is a non-singular m × m matrix. Set
then we can write by using (3.3) and (3.5) that
One can easily verify by noting α i ≤ α that
which, along with the relations
enables us to reduce the estimate of components E (1) i+1 and E (2) i+1 to the spectral estimate of the following symmetric matrix
So if all the eigenvalues of F i are bounded by ρ = ||F i || < 1 in their magnitude, then
and the convergence of Algorithm 1 can be ensured. In following we will have an estimate on ρ. We first examine the convergence the algorithm, and then further estimate the convergence rate.
For the spectral estimate of F i , we introduce a parameter c 1 satisfying
where c 1 measures the magnitude of B t A −1 B relatively to the one of D in an appropriately weighted sense. If we let
Using the parameter c 1 , we have the following result.
Theorem 3.1. If the damping parameter θ i satisfies
Proof. We estimate the upper and lower bounds of all the eigenvalues of matrix F i . To see the lower bound of F i , we observe that for any u, v ∈ R m with one of them being non-zero,
thus all the eigenvalues of F i are bounded below by −1.
For the upper bound, we consider
Let ω and γ be the spectral bounds of W given by
then using Young's inequality we know for all δ > 0,
hence it follows from (3.9) and (3.10) that
For J > 0, we need the existence of a δ > 0 such that
and hence
which requires γ to satisfy
Clearly if this condition holds, then it follows from (3.11) that I − F i > 0. Thus all the eigenvalues of F i have the upper bound 1. But by Lemma 2.3, we know
which leads to the desired result of Theorem 3.1 by taking γ = θ i (1 + β)δ 2 .
Remark 3.1. We may comment on some direct consequences of Theorem 3.1 at the extreme cases of c 1 close to 0 or 1. It is easy to see that for 0 < c 1 ≤ 1,
is monotonically decreasing with respect to c 1 , implying that
Then Theorem 3.1 ensures the convergence of Algorithm 1 for any θ i satisfying
in the case that c 1 is close to 1, i.e., D is relatively small compared to B t A −1 B in the sense of (3.8). In the case that c 0 and c 1 are close to 0, i.e., D dominates B t A −1 B, we take θ i satisfying
to guarantee the convergence according to Theorem 3.1, or roughly we take θ i ≤ 1.
Estimate of convergence rate. The following of this section is devoted to estimating the convergence rate of Algorithm 1. That is, the more precise size of ρ = ||F i || in (3.7). Following exactly the same arguments as the one for the upper bound of F i in the proof of Theorem 3.1, we can show that F i ≤ µ I for some µ ∈ (α,
where γ is the spectral bound of W in (3.10). This implies
That is, if γ ≤ γ(µ, α, c 1 ) then all the eigenvalues of F i are bounded above by µ.
To estimate the lower bound of F i , for anyμ ∈ (0, 1) and 0 < δ < 1 we can derive
Using (3.10) and (3.9), we get |T u| 2 ≤ c 1 γ|u| 2 , thus
This implies F i ≥ −μ I if there exists a δ > 0 such that
which is equivalent to requiring that
then all the eigenvalues of F i are bounded below by −μ. By Lemma 2.3, we know that
Using Lemma 2.3, we derive immediately from (3.13)-(3.14) the following results. 
and the convergence rate ρ = max{µ,μ}.
Rate estimates at extreme cases. We are now trying to provide more detailed conditions for the convergence rates at some extreme cases. It is easy to see that γ(µ, α, c 1 ) is monotonically decreasing with respect to c 1 ∈ (0, 1], which implies
When c 1 is close to 1, i.e., D is relatively small, we have
Hence for any θ i satisfying
we know F i ≤ µ I, while forμ in the following range
In the case that c 0 and c 1 are both close to 0, i.e., D dominates B t A −1 B, we see
Thus for θ i satisfying
then F i ≤ µ I. On the other hand, it follows from (3.14) that if
From above we can see that the convergence rate ρ = max{µ,μ} can be estimated using Proof. When D = 0, the error propagating matrix F i in (3.6) becomes
Then we have
Clearly,F i is a function of the single matrix
Using the factorization
Let z be an eigenvalue of R t Q −1 i R, then the corresponding eigenvalue µ ofF i satisfies
It is easy to see that f (0) = −α < 0, and f (−1) = (1 + α)z > 0. If
then we know µ ∈ (−1, 1). This is equivalent to
Noting that S i R, we know from Lemma 2.3 that
which indicates that condition (3.17) holds if θ i ≤ λ/κ 1 . This proves the first part of Corollary 3.1. To see the second part, we know if z is clustered around
f (µ) approaches µ 2 − α, indicating that Algorithm 1 achieves approximately the optimal convergence rate √ α.
Remark 3.2.
A few remarks are in order.
1. The convergence of Algorithm 1 was analyzed in [11] when D = 0 under Assumption (2.1), and the convergence was established by evaluating the maximum eigenvalues ofF t iF i directly, whereF i is a non-symmetric matrix given bŷ
Note thatF i is a function of the single matrix
is different from the one in [11] since it contains the additional decay factor α 2 i /α 2 . Moreover, a direct extension of the analysis in [11] for the general case of D = 0 is considerably difficult since the analysis in [11] depends on the fact thatF i is a function of a single matrix, but the corresponding matrix F i for the case D = 0 involves two different matrices. on Range(B), i.e.,
For the estimate of eigenvalues of S
As a consequence the estimate of the range of eigenvalues of S 3. In all the above estimates β can be replaced by β i (β i ≤ β) since eigenvalues of S
is bounded in terms of β i in Lemma 2.3. In practice β i may be much smaller than β, thus it may result in much sharper estimate for the lower bound of the eigenvalues of F i .
Nonlinear Preconditioners
Our analysis in the previous sections still applies when the preconditionerÂ −1 for A in (1.1) is replaced by a more general one. A general preconditioner is a nonlinear mapping Ψ A : R n → R n for the linear system Ax = ξ such that Ψ A (ξ) gives an approximation of the solution x with certain accuracy. We assume that Ψ A satisfies
for some δ, δ 0 ∈ (0, 1). General preconditioners of this type can be realized, for example, by the approximate inverse generated via the preconditioned conjugate gradient (PCG) iteration, or by one sweep of a multigrid method with conjugate gradient smoothing. With the help of this general preconditioner Ψ A we consider the following iterative method for solving the generalized saddle-point system (1.1).
Algorithm 2 Nonlinear inexact Uzawa algorithm when good approximate Schur complement available.
, and the relaxation parameter
Using condition (4.1), one can find a symmetric and positive definite matrix Q i,A such that (cf. [1] ) 
.
i,A B + D, and
Then one can prove that there exists β = β(δ 0 , κ) such that β i ≤ β ≤ 1 as it was done in the proof of Lemma 2.3. Consequently, one can prove Lemma 2.3 and (3.18) in Remark 3.2 with γ 1 = 1 − δ 0 , γ 2 = 1 + δ 0 , thus we can carry out exactly the same convergence analysis as we did in the previous sections for the nonlinear inexact Uzawa algorithm above. When there is no good preconditioner for the Schur complement system, especially when cond(Ŝ −1 S) ≫ cond(Â −1 A), we use a nonlinear solver, for example, CG, to solve Hz = ζ, where H = B tÂ−1 B + D, and get the approximate solution ψ H (ζ).
Algorithm 3 Nonlinear inexact Uzawa algorithm when no good approximate Schur complement available.
and the relaxation parameter
and the parameter
There is a symmetric positive definite matrixQ i (see Lemma 9 in [1]) such thatQ
and all eigenvalues of the matrixQ
Suppose that Sφ, φ = λ Q i φ, φ , where λ is the eigenvalue ofQ Let µ 1 and µ 2 are the minimal and maximal eigenvalues ofÂ −1 A, and we have
Assuming that the spectra ofÂ −1 A are around 1 and µ 1 ≤ 1 ≤ µ 2 , we obtain
That is,
Hence,
One can directly check that
Therefore, the nonlinear solver Ψ H (g i )(=Q 
Nonsymmetric case
In this section we consider the convergence of Algorithm 1 for the case when A in (1.1) is nonsymmetric. This study seems to be new, and still no such investigations are available in the literature. Let A 0 be the symmetric part of A, with A 0 being positive definite. Let
0 . First, we note that the relaxation parameter ω i in Algorithm 1 is now replaced by
Using (3.1) and the iteration (1.2) for updating x i , we can write
On the other hand, using the iteration (1.2) for updating y i , the definition of g i , (5.1) and matrix G i introduced in Lemma 2.3 we derive 
i . Now, it follows from (3.1), (5.1) and (5.2) that
Consider the singular value decomposition of matrix
where U is an orthogonal m × m matrix, V is an orthogonal n × n matrix, and Σ 0 is a m × m diagonal matrix with its diagonal entries being the singular values of
where
we rewrite the formula above as follows,
i .
Using (5.2), we obtain
i . The error propagation can be reformulated as
with the blocks defined by
Now it follows from Theorem 3.1 that Algorithm 1 will converge when
are sufficiently small.
Applications
The saddle-point system (1.1) arises from many applications. We present a few such examples in this section. The first example arises naturally from the standard quadratic constrained programming with linear constraints:
If we apply the Lagragian multiplier approach with penalty for the minimization problem (6.1), we come to solve system (1.1) for the primal variable x and the Lagrange multiplier y, with D = ǫD, where ǫ > 0 is usually a small parameter andD is an appropriately selected symmetric and positive definite matrix. If we apply the above approach iteratively with respect to ǫ, then the parameter ǫ needs not be too small. The second example is related to the mixed formulation for the second order elliptic equation, −∇ · (µ∇u) + cu = f . In some applications the flux p = µ∇u is an important quality to know. For the purpose, we may introduce the new variable p = µ∇u, then the elliptic equation can be written as the system
When we apply the mixed finite element formulation to the above system, we obtain a discrete system of form (1.1).
The third example comes from the linear elasticity equation
where µ, λ are Lame coefficients. If one needs to follow the compressiveness of the displacement more closely, one may introduce a new variable p = (λ + µ)∇ · u, then (6.2) can be equivalently written as
This formulation allows us to develop some stable numerical methods for the nearly incompressible case, λ ≫ 1. Now the application of the mixed finite element formulation to the above system results in a discrete system of form (1.1). The next example arises from the following elliptic interface problem
where Ω is occupied by, e.g., two different fluids or materials Ω 1 and Ω 2 , with different physical property µ and a common interface Γ =Ω u], then the above interface system can be written as
where γ is the trace operator from
The advantage of this formulation is that it can be easily utilized in the domain decomposition approach for a wide class of interface problems, e.g., one uses a subdomain solver, given the boundary value g and solves the Schur complement system (Neumann-to-Dirichlet map) that equates the continuity of the solution at Γ. In addition, (1.1) can be regarded as a regularization of the simplified saddle-point problem where the (2,2) diagonal block vanishes, with D arising from the regularization on y. This regularization is often used to remedy the lack of the inf-sup condition and prevent the locking phenomena; see [5, 9, 10] , for example, the stabilized Q1-P0 finite element method on the steady-state Stokes problem:
with Dirichlet boundary conditions on ∂Ω, where u stands for the velocity field and p denotes the pressure.
Numerical experiments
In the following we present some numerical experiments to show the performance of Algorithm 1 with parameters ω i and τ i selected by (1.4) and (1.6). As our first testing example, we consider the two-dimensional elasticity problem (6.2) and its mixed formulation ( We partition the domain Ω into n 2 equal rectangular elements, and the displacement components u and v and the pressure p are approximated respectively at the staggered grids as follows:
3) 5) with the meshsize h = 1/n. Applying the central difference approximation to (6.3) results in the following scheme:
Equivalently the matrices A, B and D in (1.1) can be written as
and the tridiagonal matrices H 1 ∈ R (n−1)×(n−1) and H 2 ∈ R n×n are given by Table 7 .1: Number of iterates with different θ i 's and preconditioners for linear elasticity problem.
We will choose the following set of parameters in our test: f = 0, g = 1 and µ = 1. The parameter λ is taken to be discontinuous: λ = 1000 in (0.25, 0.75) × (0.25, 0.75), and λ = 0 otherwise. We have tested Algorithm 1, with preconditionerÂ taken to be the Jacobi preconditioner (a simple but poor preconditioner) and the incomplete Cholesky factorization (Matlab function cholinc with drop tolerance of 10 −3 and no fill-in). For the Schur complement S, we take the diagonal preconditionerŜ = I + D (a simple but poor preconditioner). Table 7 .1 summarizes the convergence of Algorithm 1 for this symmetric case, where 'Iter' stands for the iteration numbers. The first 4 columns are for the poor Jacobi preconditioner and show numbers of iterates and CPU time (seconds) to achieve the error |(f i , g i )| < 10 −4 for n = 20. The next 4 columns are for the more reasonable preconditioner generated by the incomplete Cholesky factorization with no fill-in for the cases n = 20 and n = 50. The next 4 columns are for the good preconditioner by incomplete Cholesky factorization with drop tolerance of 10 −3 for the cases n = 20, 50, 100, 200, with a total number of degrees of freedom being 120, 000 for n = 200. The last column is for the case when the exact preconditioner for A is used. From our experiments and observations, the number of iterations is insensitive to mesh refinements if good preconditioners are used. With the poor Jacobi preconditioner, Algorithm 1 always converges. We have tested the algorithm with the damping factor θ selected from the range [0.01, 1.0], and observed the convergence of the algorithm for all the cases. But for the well-conditioned case for A, θ i = 1 produces the best results. For the very ill-conditioned preconditionerÂ, θ i may need to be small.
Next we consider the Stokes flow in a rectangular domain Ω = (0, 1) × (0, 1). Here Dirichlet boundary conditions are used: u = 1, v = 0 on the top (y = 1); u = v = 0 on the other three sides (i.e., x = 0, x = 1, and y = 0). We discrete the computation domain with Q 1 − P 0 element, where the velocity is located on the node, the pressure is constant in the center of each element, and the cell width is h = 1/n. After discretization of (6.4), we obtain
where u, v and p are numbered from left to right and from bottom to top. The coefficient matrix can be given in detail as follows,
Here we define
1 − e n e T n ∈ R n×n , and H o , H n are bidiagonal matrices with H o = sparse(1 : n − 1, 1 : n − 1, −ones(1, n − 1), n, n − 1) + sparse(2 : n, 1 : n − 1, ones(1, n − 1), n, n − 1) ∈ R n×(n−1) , H n = sparse(1 : n − 1, 1 : n − 1, ones(1, n − 1), n, n − 1) + sparse(2 : n, 1 : n − 1, ones(1, n − 1), n, n − 1) ∈ R n×(n−1) . Here sparse and ones are Matlab notations, e 1 and e n are the first and n-th column vector of unit matrix I n . For the right hand side, f 1 = 6 × ν 6 (ǫ n−1 ⊗ ǫ) ∈ R (n−1) 2 ×1 , where ǫ n−1 is the (n − 1)th column vector of unit matrix I n−1 , and ǫ = [1, · · · , 1]
T ∈ R (n−1)×1 . The choice of β represents a trade-off between stability and accuracy. We use β = 0.25 for the local stabilization and β = 1 for the global stabilization. The iteration stops when the residual max{||f i ||, ||g i ||} < 10 −6 . The iteration numbers and computation times are listed in Table 7 .2. We compare the iteration numbers for using different preconditioners. The preconditioner for A include Jacobi iteration, the incomplete Cholesky decomposition with no fill-in or with tolerance 10 −3 , and the exact solver as well. The preconditioner for Schur complement is the pressure mass matrix for all cases. The CPU times (in seconds) are given correspondingly. The third testing case is a purely algebraic example from [17] . Consider the linear system (1. We set σ = 1.5. The right hand side is chosen such that the exact solution is a vector of all ones. Note that A is an ill-conditioned Toeplitz matrix. Fortunately, the Schur complement S is well-conditioned for n = 800 and m = 600, or n = 1600 and m = 1200. We setŜ = 2I as the preconditioner. n = 800, m = 600 n = 1600, m = 1200 Table 7 .3: The purely algebraic example.
As our last testing example, we consider the nonsymmetric saddle-point system (1.1) arising from the discretization of the mixed formulation of the following system
which is a compressible linearized Navier-Stokes system. Numerical results are summarized in Table 7 .4.
The first five columns are for the preconditioner generated by the incomplete Cholesky factorization with no fill-in for the case n = 50. The next three columns are for the preconditioner by the incomplete Cholesky factorization with drop tolerance of 10 −3 for n = 50. The last three columns are for the case with exact preconditioner for A with n = 50. The number of iterations depends significantly on b (the magnitude of the convection term). The algorithm may fail to converge when |b| is very large, which is consistent with the convergence analysis in Section 5 as the symmetric part of block A is not dominant. Table 7 .4: Nonsymmetric case with n = 50 and different b's.
