Abstract. Semi-Markov processes constructed by means of a time-change, based on the inverse of a subordinator, are considered. The tail of the distribution of the exit time from an arbitrary open set is investigated and its asymptotic behaviour is derived. Our analysis also includes the case of timedependent open sets. An application about the use of these kind of processes and the obtained results in neuronal modeling is also discussed and some simulation results are given as statistical validations of theoretical results and as examples of stochastic modeling.
Introduction
We discuss in this paper the exit time from open sets of a class of semi-Markov processes arising as continuous time random walks limit processes and governed by integro-differential equations (e.g. the delayed Brownian motion [20] ). As explained in [21; 24] , roughly speaking we can say that this class consists of semi-Markov processes constructed by means of a time-change, i.e., one has a Markov process M , the inverse L of a strictly increasing Lévy process σ and considers the timechange M (L(t)). In recent years this class of processes have attracted the interests of many mathematicians because of their connection with fractional type equations which are very popular in applications (see [23] for a review) in particular in the field of anomalous diffusive phenomena (e.g. [26] ) and many others (e.g. [19] for some recent developments). In the present paper we consider the exit time from an arbitrary open set and from a family of (time-dependent) open sets and we derive the asymptotic behaviour of the tail of the corresponding distributions. Since these results turn out to be usefull in several applied context, we also discuss § a possible application in addition to the theoretical aspects. In a modeling context, these results turn out particularly useful in the construction of models for neuronal activity. Indeed recently phenomenological evidences, such as high variability in the neuronal response to stimulations and the adaptation phenomenon, cannot be explained by models based on Markovian processes, but stochastic processes with long range memory dependence seem to be suitable and powerful tools for modeling such dynamics (see, for instance, [16] , [29] , and references therein). Hence, for the neuronal firing density and the related counting process of spikes some results are provided and discussed in the Section 4. Finally, in the last section, by means of ad hoc simulation algorithms, we show the agreement between asymptotic behaviors of residual life distributions and the provided estimates.
Exit time from an open set
We consider here a general Markov process M = {M y , y ≥ 0; P x , x ∈ Σ}, on a state space (Σ, S) with infinitesimal generator G M .
1 Further we consider a subordinator σ independent on M , i.e. a non-decreasing Lévy process. Hence σ has state space ([0, ∞), B[0, ∞)) and Laplace exponent
where f (λ) is a Bernstein function
with b ≥ 0. The measure ν(·) appearing in (2.2) is the Lévy measure of σ and fulfill the integrability condition
In what follows we will always assume that ν(0, ∞) = ∞ so that the subordinator is a striclty increasing process. Now define the process X f t , t ≥ 0, as the time-changed process X
Hence L t is the right-continuous inverse of σ. It is known by [5] that this process
where G M is the generator of M and ∂ α t is the fractional derivative
This relationship has then been generalized to a general subordinator with Laplace exponent f (λ) in different ways [9; 17; 18; 20; 21; 27; 28; 33; 34] . In particular in [9] the author proved when f is a general unbounded Bernstein function having representation (2.2) then the function q(x, t) :
subject to q(x, 0) = u(x) ∈ Dom(G M ). Further he proved that the occupation measure of X f t is always infinite when the subordinator has infinite expectation. We further observe that when M y has the strong Markov property then the process X f t is a semi-Markov process in the sense of [10, Section 4b] or [24] , i.e., it is not Markovian but it enjoys the Markov property at any (random) time T : T(ω) ∈ {s : σ(y) = s for some y}. We start here from [9, Theorem 3.1] and we provide an estimate for the tail of the distribution of the first exit time from an open set. Here we show that the behaviour of the tail of the distribution is a power-law and this yields to infinite mean exit times. The assumption that the subordinator has infinite mean is replaced here by assuming that the Laplace exponent f (λ) is a regularly varying function at zero. Theorem 2.1. Let S ∈ S, be an open set and define
and
If, for some x ∈ S,
and if f (λ) varies regularly at 0+ with index α ∈ [0, 1) then t → P x (T > t) varies regularly at infinity and
Proof. First we note that the definition of X f can be expressed equivalently as
Hence we have that, on any path, T = σ(T −). But since we assume that ν(0, ∞) = ∞ we know by [2, Lemma 2.3.2] that σ(T −) = σ(T ), a.s., and thus we can write
Furthermore by definition of L we have that L (σ(t)) = t, a.s., and thus we can rewrite (2.13) as
Now let
and 
imply each other. Now we determine the relation (2.18) for (2.16). By using (2.14) we find that
By [21, eq (3.13)] we further have that L(t) has a Lebesgue density s → l(s, t) such that
Hence we can write
Since f (λ) varies regularly at zero with index α we have that
where λ → L(λ) is slowly varying at 0+. Then since E x T = C < ∞ it is easy to check that U (λ) varies regularly at zero and hence, by combining all pieces together we have that
Hence by [15, Thm XIII.5.2] we have that, as t → ∞,
An application of the monotone density theorem [7, Thm 1.7.2] then yields, as t → ∞,
where we used (2.22) and the fact that zΓ(z) = Γ(z + 1).
The following proposition shows a particular case of Theorem 2.1 in which the distribution of T can be computed explicitely and the power law decay claimed in Theorem 2.1 can be directly checked.
Proof. If T is exponentially distributed under P x we find, by using (2.14), that
As proved in [6] we know that the Laplace transform of the inverse to an α-stable subordinator is 29) and this proves the first statement. The second statement is a consequence of Theorem 2.1 but the fact that
is a well-known fact (e.g. [32, eq. (24)]).
Remark 2.3. Since we have by (2.24) that the function U (t) defined in (2.15) varies reguarly at infinity with index 1 − α > 0 it follows that E x T = ∞, hence our result agree with [9, Thm 3.1].
Exit time from time dependent open sets
In this section we examine the problem in case of exit times from a family of open sets evolving in time and always containing the starting point of the process. The approximation of Theorem 2.1 is a consequence of the trapping effect induced by the time-change: indeed the process X f remains constant during the interval of constancy of the inverse subordinator L(t) and these intervals are given by the width of the jumps of the subordinator. Hence if we consider a family of open sets S t ∈ S that always contain the starting point x we can show that the power law approximation obtained in Theorem 2.1 can be extended; if instead one has that the starting point x is not contained in all the open sets, then the results seems not true because the exit from S t is not a consequence of the trapping effect. Here is the rigorous statement.
Theorem 3.1. Let S t , t ≥ 0, be a family of open sets, and assume that for some t ≥ 0 one has S t ⊂ S t for any t ≥ 0. Let
and assume that E x T < ∞ for some x ∈ S t for any t ≥ 0. Let
If f (λ) varies regularly at 0+ with index α ∈ [0, 1) then t → P x (T > t) varies regularly at infinity and there exists a non-negative constant C such that
and further we have that
Proof. First we note that by using (2.12) we have, on any path,
Now define
and use (3.4) to write
However since we still assume that ν(0, ∞) = ∞ we have that, a.s., σ(T σ −) = σ(T σ ). By combining this information with the fact that L (σ(t)) = t, a.s., we can write
Now we apply the Karamata's Tauberian Theorem to (3.8) and (3.9). We have by (2.20)
Note that for the last term in (3.10) we have that, as λ → 0,
where we used that fact that, a.s., T σ ≤ T . Since f (λ) varies regularly at 0+ with index α we have that (2.22) is true and thus 
where now
Since by (3.13) we have that the function U (t) defined in (3.8) varies regularly at infinity with index 1 − α > 0, we have that E x T = ∞ and this completes the proof.
The counting process
Suppose that the process M (y) is restarted at its starting point whenever it reaches the boundary of an open set S, i.e., P x (M (T +) = x) = 1. This kind of assumption is often required in neuronal modelling. Indeed, after an high depolarization (i.e. the spike, whose occurrence time is modeled as an exit time) of the membrane potential (the stochastic process), this last one is subject to an instantaneous hyperpolarization. Just after this large variation, it is reasonable to assume that the potential restarts its evolution from the usual initial value. The study of the probability density function of successive spikes and of the related firing rate is of central interest for the comprehension of several aspects of the neuronal coding (see, for instance, [8] , [13] ). Modelling needs about delay and adaptation phenomena in the neuronal firing require the specification and/or characterization of the distribution of the exit times and of the related counting process just for long-range memory dependence processes such those addressed here.
In such a context, we proceed to define r.v.'s suitable to describe the successive spike times.
Let T and T be defined as in Theorem 2.1 and then define
1)
Define now
So N (t) is the process counting the number of times the process M escapes from S up to time t while N is the equivalent for X f . The waiting times between the jumps of N are given by
By using the same argument of the proof of Theorem 2.1 we see that T n = σ(T n −) and , a.s., σ(T n −) = σ(T n ) so that, a.s.,
Hence the r.v.'s J n are i.i.d. since the increments of σ are stationary and independent and since T n − T n−1 are stationary and independent. Now by the strong law of large numbers we quickly see that, a.s.,
By the elementary renewal theorem (e.g. [3, Proposition 1.4]) we understand that
These facts may be interpreted as an equivalence (in the long time behaviour) between the Poisson process and a general renewal process with finite-mean waiting times. Instead for the process X f the waiting r.v.'s have infinite expectation and the arguments above no more apply. Furthermore the Poisson process which approximate the number of times the process M (y) escapes from S is a Markov process and thus it is a process with no memory in the sense that the probability of § having a jump (a hit) at a certain moment depends only on the number of jumps occured. Instead for the process X f we have that the counting process can never be approximated by a Poisson process and is instead a semi-Markov process whose waiting times between two exits from S have infinite mean. When the decay of the tail is a power-law and hence f (λ) = λ α a typical model for this situation is given by the so-called fractional Poisson process (see, for example, [22] ) which is obtained exactly when, for any i,
In our case it is an approximation since only the asymptotyc behaviour of the function P x (T i > t) agrees with E α (−ht α ), i.e., we have
The equality (4.9) holds true exactly in the situation of Proposition 2.2. Instead in the very general situation, i.e., 
(4.12)
Graphical comparisons
In order to graphically show the obtained asymptotic results for the above specified processes and some boundaries, we provide some simulations. Let B y be a Brownian motion and define:
that is to say a Brownian motion with unitary drift. We want to simulate the first passage time of X f t = M (L(t)) through a boundary (of an open set), where L(t) is the inverse of a subordinator σ y with given Lévy exponent f (λ). Consider a sufficiently small time interval ∆y > 0. By definition of subordinator, it is easy to see that the problem of simulating the process σ y k for y k = k∆y with k ≥ 0 reduces to the simulation of σ(∆y) (see [4] ), that is to say a random variable whose distribution has a given Laplace transform F(λ) = e −∆yf (λ) . For general distributions with given Laplace transforms, some simulation methods are shown in [11] and a comparative study is given in [31] . All of these methods require a numerical inversion of the Laplace transform, whose algorithm is given in [1] . After simulating σ y , one can obtain L(t) from definition (2.4). Thus we can simulate the process X f tn , for t n = n∆t with n ≤ N , ∆t > 0 and N number of nodes we want to simulate, using the recursive formula: Furthermore, for stable variables one can provide faster algorithms. Some of them are given in [12] and further discussed in [14] . Using these algorithms, we provide the same comparisons for f (λ) = λ 0.8 in Figure 2b . We finally conclude that the agreement between our theoretical results and simulation results allows to use the proposed processes to model and investigate the biological phenomena with the suitable identifications. Validations and quantitative analysis could be done in future works.
