Responsive, implantable stimulation devices to treat epilepsy are now in clinical trials. New evidence suggests that these devices may be more effective when they deliver therapy before seizure onset. Despite years of effort, prospective seizure prediction, which could improve device performance, remains elusive. In large part, this is due to lack of agreement on a statistical framework for modeling seizure generation, and a method for validating algorithm performance. We present a novel stochastic framework based on a 3-state Hidden Markov Model (HMM) (representing inter-ictal, pre-ictal, and seizure states) with the feature that periods of increased seizure probability can transition back to the inter-ictal state.
INTRODUCTION
Just over 18 months ago, implantable, responsive brain-stimulation devices to treat epilepsy entered human clinical trials (10) . Preliminary safety and efficacy results are encouraging, but given responder rates (defined as a >50% reduction in seizures) between 35-43% (27) , there is still room for improvement. There is evidence that focal neurostimulation to abort seizures may be more effective when delivered early in seizure generation (20) . This potential to improve device efficacy has increased interest in seizure prediction, now defined as reliably identifying periods of time in which there is increased probability of seizure onset (15, 17) . Participants in the First International Collaborative Workshop on Seizure Prediction compared algorithm performance from different laboratories on a shared set of continuous, intracranial electroencephalogram (IEEG) recordings from five major international epilepsy centers (12) . This collaborative experiment was stimulated by concern that analyzing incomplete, "clipped" data sets might bias experimental results. In the end, no method convincingly demonstrated prospective seizure prediction accuracy sufficient for clinical application. A shortcoming that was identified was a lack of specificity of pre-ictal (pre-seizure) changes on the IEEG. This difficulty rendered many methods, which previously had been reported to herald seizure onset, much less useful.
Additional challenges identified in the published consensus statement were the need to design experiments with increased statistical rigor, and the need for agreement on statistical methods to perform this validation. It is in response to these issues that we present the following study.
Many early publications on seizure prediction are controversial due to statistical bias inherent in their study designs. Sources of selection bias in these studies include the use of clipped EEG segments containing only seizures and the immediate pre-seizure period, the exclusion of sleep EEG epochs, and few (or none) randomly chosen "baseline" segments (14, 21) . Without representative inter-ictal periods, a seizure prediction algorithm may be operating along the lowspecificity, high-sensitivity portion of its receiver-operator characteristic (ROC) curve, reducing the significance of its sensitivity measure. In addition, post-hoc bias resulted from mining these limited EEG segments without a prospective validation data set to confirm the findings (14, 18, 21) . More recent publications analyzed larger portions of the inter-ictal EEG and provided false-positive rates (FPR). However, the FPR measure alone, without a specified average false positive duration, is still inadequate for statistical validation. For example, when comparing two algorithms with the same FPR, the algorithm with a longer average false positive duration will cover a larger proportion of the EEG with positive predictions, resulting in an artificial bias towards higher sensitivity.
Underemphasis on evaluation of inter-ictal periods may also indicate an implied assumption on the part of the investigators: that the putative pre-ictal state occurs only prior to seizures, and reflects a deterministic, transitional state which inevitably leads to seizure (3, 18) . However, clinical observation is more compatible with the notion of a putative pre-ictal state as a "permissive" state for seizure generation (e.g., increased seizure probability with fever, toxic-metabolic derangements, or natural cycles such as sleep or menstruation). A permissive state allows periods of increased probability of seizure onset to evolve back into the inter-ictal state without producing a seizure. In this paradigm, false positive detections can be a reflection of underlying stochastic physiological mechanisms, and not simply a shortcoming of imperfect detection tools that label distinct events as similar.
A Hidden Markov Model is a mathematical tool which can be used to model a process which assumes that a series of observations are emitted from underlying "hidden" states that transition between each other in a stochastic fashion. The observations are also emitted probabilistically, conditional upon the hidden state.
Markovian dynamics have been successfully used to model the processes of seizure generation in the past, in experimental animals and to detect antiepileptic drug compliance (1, 9, 13, 24) . The "hidden" feature of HMMs is attractive, since we assume that observable EEG signals arise from underlying dynamical brain states. The analogy in the present case is that EEG signals processed with automated seizure prediction algorithms results in noisy observation sequences that reflect an underlying pre-ictal state. Furthermore, because of the stochastic nature of the state transitions, HMMs have the flexibility to incorporate the notion of a "permissive" pre-ictal period.
Using a discrete 3-state HMM (baseline, detected, and seizure), we created a statistical framework to evaluate seizure prediction algorithms. We derived equations for type I (false positive) and II (false negative) errors that defined validation thresholds, enabling us to test the power of predictive algorithms against a null hypothesis. Intuitive notions, such as the difficulty of statistical validation with small sample sizes or a large number of positive predictions, were reproduced. We also illustrate the method's utility in analyzing a seizure detection algorithm produced in our laboratory which appeared to have seizure predictive ability.
METHODS
All computation was performed with Microsoft Windows-based PCs equipped with dual-core Intel Xeon processors, running Matlab R14. Default Matlab programs, programs within the pre-packaged statistical toolbox, and customdesigned programs were utilized for the analysis.
Data Collection and IEEG Classification
Data consisted of the binary output of a seizure detection algorithm which classified underlying IEEG into baseline or detected states (7; see Results section 3). The details of IEEG data collection are described in (7) . All patient data were acquired with informed consent, de-identified, and processed under a protocol approved by the University of Pennsylvania Institutional Review Board Unequivocal electrographic onsets (UEOs) described in (23) were used to mark the beginning of a seizure. The seizure termination point was defined as the point when clonic activity ceased or spread to greater than 5 seconds between bursts.
Hidden Markov Model Creation and Training
We assumed that the data to be validated comes in the trinary form (binary detector outputs plus gold standard human seizure markings) as outlined above.
We trained a 3-state HMM, with states 1, 2, and 3 denoting the baseline, detected, and seizure states, respectively. HMMs are described by their transition probability matrix (A) and symbol emission probability matrix (B). In this framework, both A and B are 3x3 for a 3-state model with 3 corresponding observation symbols. Initial values for these probabilities were refined via training upon the data with the Baum-Welch algorithm (22) , an implementation of the more general Expectation-Maximization (EM) algorithm which converges upon local probability peaks within HMMs (5). The following estimations and constraints were imposed during training: 
Null Hypothesis Testing
Traditional statistical validation of an HMM involves calculating the ratio of the probabilities that the data originated from the trained HMM vs. a null HMM. Null models can be created via mathematical manipulation of the trained HMM matrices; e.g., a null model in which the detector does not detect anything is created by setting b 12 = b 11 and b 21 = b 22 . The null model of interest here is one in which detections bear no relationship to seizures. Unfortunately, this null HMM could not be created without introducing other unwanted differences in other parameters which would inevitably count as differences in log-odds scoring.
Instead, we chose to use the Viterbi algorithm (22, 28) where m < n.
Type I & II Error Derivations
Based on the above, we derived the following equations for significance testing (see appendix for derivations): This is again intuitive: given a low sample size, statistical validation becomes difficult.
The sensitivity threshold for the L = 0.05 significance level varies greatly with the proportion of detected state. This reflects the potential for selection bias to severely affect the sensitivity measure were one to use samples in which positive detections were more or less prevalent. As mentioned in the introduction, early publications on seizure prediction claimed high sensitivity when comparing algorithm output between segments of data "distant" in time from seizures to a far lower proportion than data segments immediately prior to seizure onset. Later, studies utilizing longer segments of continuous IEEG data have invalidated many of these early claims (4, 19) . This highlights the need to use representative proportions of inter-ictal and pre-ictal data, in addition to other benchmarks of performance, such as false positive rates, false positive durations, and p-values calculated from quantitative comparisons with null models like the one provided here.
Crafting a Clinical Study: Type II Error
Once the type I error and sensitivity are known, power calculations for clinical trial enrollment are done in the usual manner. Figure 2b shows the minimum type II error for the value of M = 0.2, based upon the minimal sensitivities required to meet the L = 0.05 significance level as seen in Figure 2a .
An Example Validation
We tested this framework with a seizure detection algorithm produced in our laboratory based upon a support vector machine (SVM) (7), which has promising potential for implementation in second-generation responsive stimulation devices for epilepsy. SVMs are statistical machine-learning algorithms commonly used as data classifiers. In this application, the SVM was crafted to detect local outliers (1-second IEEG frames with a half-second advance) in an array of energy-based features derived from the IEEG. The system was retrained every 15 minutes. In addition to being an accurate and clinically useful seizure Using random starting points, the trained HMM with the highest probability of producing the raw SVM observation sequence (as calculated via the forward algorithm) is shown in Table 1 . This HMM was found 78% of the time after training (39 out of 50 trials), when random initial emission matrix probabilities were estimated according to the guidelines outlined in the methods section. This is consistent with prior observations that accurate estimation of the emission, rather than transition, probabilities plays a larger role in determining the final model (22) .
The trained HMM had mathematical properties consistent with an algorithm which was able to predict seizures. Specifically, there was over a 10-fold greater probability for the detected state over the baseline state to give rise to seizures (10 -4 vs. 8.08x10 -6 ). The a 32 transition probability indicated that seizures were 3 times as likely to return to the detected state rather than the baseline state ). Lastly, given the 1-second frame duration with half-second advances, the value of the same-state transition probability for the detected state (0.7511) indicated that the state which the SVM detected was of brief duration, on the order of seconds. This implied that the detected state was not the same pre-ictal state of >10 minutes duration found by other techniques (6, 16, 25) . Instead, it suggested that it was either a distinct, brief pre-ictal state seen via this particular technique, or that more likely, the SVM was able to detect quantitative changes in the IEEG associated with seizure onset in advance of human UEO markings. . Eight early detections was the threshold required for statistical significance (L = 0.041579). For comparison, the performance of the SVM detector using the filtered output rule as originally implemented by the author is also shown.
The SVM detector using the filtered output rule was not able to forecast seizures with statistical significance for 2 reasons: 1) the filtering rules greatly reduced the false positive rate at the expense of inducing a delay in response time, causing most detection points to occur after the UEO, and 2) the rules also employed a refractory period of 3 minutes after detector firing, which increased the proportion of detected state. While the refractory period increased the sensitivity for early detections (7), the larger increase in false positives resulted in overall poorer statistical performance compared to the HMM-Viterbi-decoded output. Figure 3 shows the both the raw-and filtered-SVM outputs vs. the HMM-Viterbi output for two typical seizure onsets. Although statistical significance was obtained, the brevity of the detected state highlights the fact that the algorithm was most likely detecting seizure onsets (as designed) earlier than the human-marked UEOs, rather than a pre-ictal state.
It is important to note that retrospective bias exists in both the human gold standard as well as the HMM-Viterbi output itself. This is because expert readers have access to the entire EEG record when marking where the UEO occurs, and the Baum-Welch training algorithm entails recurrent sweeps across the entire data set for parameter optimization. With this in mind, the above findings might represent the differences in change point detection between online, prospective and offline, retrospective methods.
DISCUSSION
The HMM-based statistical framework outlined here is novel compared to existing statistical frameworks for seizure prediction (2, 11, 26) in that it is the first to incorporate an underlying stochastic model for seizure generation. The full connectedness of HMMs readily allows for modeling of a "permissive" pre-ictal state which is able to return to the baseline state without giving rise to a seizure, in agreement with clinical observation, and suggests that events labeled as "false-positive" in EEG analyses may actually reflect physiologic dynamics intrinsic to the seizure generation process. Deterministic pre-ictal states, if they exist, are also easily modeled, since training may result in near-zero transition probabilities from the baseline to the seizure state.
Derivation of type I error within this framework allows performance benchmarking for comparison between algorithms validated upon a standardized data set.
Furthermore, derivations of type II error can also be used to calculate minimal enrollment and data collection requirements such that a prospective clinical trial, involving a specific seizure prediction algorithm, will be able to demonstrate 
Caveats of this Statistical Framework
Validation by itself does not necessarily guarantee that a particular algorithm can detect and characterize a pre-ictal state, or that a pre-ictal state even exists. For example, this framework validates the SVM-based detection algorithm, which
was not originally designed for seizure prediction. While one interpretation is that a pre-ictal brain state has been detected, on closer inspection, the detected state was brief in duration and at times began within the period between earliest electrographic change (EEC) and unequivocal electrographic onset (UEO) time periods (which is thought to be ictal). It is well-known that a fair amount of subjectivity is involved in "gold standard" human markings of seizure onsets, with a small degree of "jitter" surrounding the true event onset time. Since the EEC to UEO period is typically brief, the "predictive" findings seen here may be entirely explained by marking inaccuracies. In addition, the SVM algorithm functions by detecting sudden energetic departures from a previous 15-minute baseline.
Given that the SVM-based detector treated any direction of change in the distribution its three energy-related features as a positive detection, it seemed unclear that it was identifying a consistent pre-ictal state. These observations imply that the SVM was functioning as an early seizure detector (as it was originally designed to do), and not as a seizure predictor, despite its ability to identify seizure onsets before two expert human readers. This highlights the somewhat semantic distinction between seizure detection vs. prediction and its fragile dependency upon our knowledge (or ignorance) of the underlying neurophysiological process.
HMMs are able to flexibly accommodate additional states. Three is the minimum number required to model a permissive state which gives rise to seizures. This is the number we suggest using, since we assume that human expert markings Another limitation of this work is that the relationship between the detections and the period when seizures are more likely to occur must be known in order for evaluation of a seizure prediction algorithm in this framework. For example, if an algorithm detects the "early pre-ictal" state, and the period from which seizures immediately arise is indistinguishable from baseline, validation may fail despite possible substantial predictive power. This limitation is not unique to this framework, but is present in all published validation schemes; some schemes do not directly address this issue (11), and others use pre-determined pre-ictal horizon durations after detection (26) . It is possible to modify our framework to accommodate these detection offsets, but the burden of the modifications falls upon the algorithm designer. A screen for detection offsets can be performed by examining the temporal distribution of detections with respect to aligned seizure onset. A detection peak which coincides with seizure onset can be evaluated in the manner outlined in this paper. However, if the detection peak consistently occurs prior to seizure onset, an offset exists. In this case, one suggestion is to count the period from each detection onwards as detections (regardless of whether they return to baseline), until an optimal number of seizures are "captured" within this period. Validation will then be determined by the amount of seizures captured in this manner, versus the increase in detected state proportion.
The simplifying assumption of stationarity was used to derive the type I and II error equations. IEEG records are unlikely to be stationary, since all human data are acquired from patients in inpatient epilepsy monitoring units, most of whom undergo active titration of antiepileptic drugs. If the detection algorithm is sensitive to such changes (e.g., a detector which detects spikes can be rendered useless if an antiepileptic drug suppresses spikes), statistical validation cannot be guaranteed under all conditions. New data that could be made available from non-hospitalized patients with chronically implanted responsive antiepileptic devices may make this less of an issue. In addition, data can be selectively employed from patients who are admitted to inpatient epilepsy units but did not require medication adjustment.
Finally, the Markov assumption, implicit in the framework above, states that the 
We want to test the null hypothesis H 0 : p X p 0 versus the alternative H 1 : p > p 0 . We should therefore reject the null hypothesis if the number of transitions from detected state to seizure is at least x. Since we want to control the probability of a Type I error (rejecting the null hypothesis when it is true) at level L this amounts to finding x that satisfies:
The general approach is to find the smallest x, denoted by x 0 , that satisfies
The probability of a Type II error (retaining the null hypothesis when it is false) can be calculated as a function of p as:
One way to proceed is to fix a value of p, say p 1 > p 0 , and evaluate (A.3), thereby producing the probability of a Type II error. Another approach is to fix the probability of a Type II error that we are willing to tolerate at M and find the value of p that achieves this value. This is tantamount to solving the equation:
The value of p that satisfies equation (A.4) is denoted by y in the paper.
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Figure 1
A diagram of the statistical validation process. EEG is used to train a seizure prediction algorithm. This algorithm then converts the EEG to a binary sequence (baseline and detected). Human electroencephalographer markings of seizures are then further used to create a trinary observation sequence (baseline [1] , detected [2] , and seizure [3] ). This sequence is used to train an HMM, which is in turn used to Viterbi- Table 1 The most common trained HMM from raw detector output training sequences, found 78% of the time (39 out of 50 random starts) within the constraints outlined in the methods section. This HMM was also the one associated with the highest probability of producing the training sequences. Table 2 Seizure prediction performance of the raw SVM-based seizure detector outputs 1) filtered by HMM-Viterbi decoding vs. 2) the particular implementation of the detector in (7) . The expected S1/S2 ratio of baseline to detected state for HMMViterbi output was calculated from via the trained HMM's transition matrix. The same ratio in the author-implemented case was determined empirically from the data by summation of baseline vs. detected outputs. 
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