Parallel computing plays a major role in almost all the fields from research to major concern problem solving purposes. Many researches are till now focusing towards the area of parallel processing. Nowadays it extends its usage towards the end user application such as GPU as well as multi-core processor development. The bandwidth measurement is essential for resource management and for studying the various performance factors of the existing super computer systems which will be helpful for better system utilization since super computers are very few and their resources should be properly utilized. In this paper the real workload trace of one of the super computers LANL is taken and shown how the bandwidth is estimated with the given parameters.
Introduction
Measuring the available bandwidth is of great importance for predicting the end-toend performance of applications, for dynamic path selection and traffic engineering, and for selecting between a numbers of differentiated classes of service. The available bandwidth is an important metric for several applications, such as grid, video and voice streaming, overlay routing, p2p file transfers, server selection, and interdomain path monitoring [8] .
The performance of a computer system depends not only on its design and implementation, but also on the workload to which it is subjected [3] . During the design process of a parallel computer and its management software, the evaluation of the system is an important task. Here, the availability of appropriate workloads is necessary for quantitative evaluations. Substantial information is required about the workload which is executed on these systems. Ideally, the exact workload is available and can be used during the design process. However, usually the exact workload for a certain system is not known during the design process [6] .
Background
The price of supercomputers is dropping quickly, in part because they are often built with the same off-the-shelf parts found in PCs. Just about any organization with a few million dollars can now buy or assemble a top-flight machine. But over the last 10 years, the vital innards of supercomputers have become more main stream and a wide variety of organizations have bought them. A supercomputer called Jaguar at the Oak Ridge National Laboratory in Tennessee officially became the world's fastest machine. It links thousands of mainstream chips from Advanced Micro Devices [5] . In [4] , a model is presented to recover an estimated job execution time when this information is not available. Here the real workload traces are used. Alternatively workload models are also applied.
In [7] , they provide a summary and classification of the most common techniques used for characterizing several types of information and commutation systems. They proposed a methodology for workload characterization framework. They provide general guidelines for deriving a good workload model suitable as an input to performance studies.
In [2] , they have characterized the interarrival time and service time distributions for jobs at a large MPP supercomputing center. They have presented the parameters from the characterization so that they can be easily used for both theoretical studies and the simulations of various scheduling algorithms.
Workload availability
A few years ago practically no real data about production workloads on parallel machines are available, so evaluations had to rely on guess work. This situation is changed dramatically and now practically all evaluations of supercomputer workloads rely on real data at least to some degree. There are two forms of workloads are available.
Workload logs
Most parallel super computers maintain accounting logs for administrative use. These logs contain valuable information about all the activity executed. The format of the log is mostly ascii file with one line per job. Analyzing such logs can lead to important insights into the workload. Such work has been done for some systems such as CTC SP2 [14] and llnlthunder [15] , etc. The large collections of parallel log files are available in [10] .
Workload models
Workload models are based on some statistical analysis of workload logs with the goal of elucidating their underlying principles. This enables the creation of new workloads that are statistically similar to the observations but can also be changed at will.
The workload models fall into two categories namely, rigid jobs and fixed jobs. Rigid job model create a sequence of jobs with given arrival time, number of processors and runtime. The task of the scheduler is then to pack these rectangular jobs onto the machine. Flexible job models provide data about the total computation and the speed function, instead of the required number of processors and the runtime.
A model can be invalid, that is not the representative of real workloads in many different ways. The most obvious is using the wrong distributions. To be fair finding the right distribution is not always easy and there are various methodological options that do not necessarily produces the same results. If a workload model is used, one must ensure that it is a good one [5] .
Since the real workload trace is available from [10] , in this paper, the traces are make use off to find the bandwidth for the existing supercomputer workload evaluation.
Bandwidth estimation
The workload from the supercomputer of Los Alamos National Lab. The system consists of 1024-node connection Machine CM-5 from Thinking Machines. The total trace that is taken during Oct 1994 to Sep 1996 are taken as a whole of totally 201387 jobs. For more information regarding this centre, refer [11] .
The required data needed for measuring bandwidth are:
1. Number of bytes needed for execution -n. Similarly we can able to estimate for the remaining workloads given from the parallel workload archives given at [10] . This work can be used for the paper [9] also as a future extension for the existing parallel workloads since there they have given only for the data of workload models.
Table1. Sample worksheet for estimated bandwidth output
Conclusion
Evaluation methods for parallel computers often require the availability of relevant workload information. Workload traces recorded on real super computing environment is used here. The presented method is used to find the bandwidth if it is not available in the workload traces which can then be used to analyze various metrics of how to optimize the performance of the super computing environments further.
