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Classes of regular, structured matrix pencils are examined with respect to their
spectral behavior under a certain type of structure-preserving rank-1 perturbations.
The observed effects are as follows: On the one hand, generically the largest Jordan
block at each eigenvalue gets destroyed or becomes size one under a rank-1 pertur-
bation, depending on that eigenvalue occuring in the perturbating pencil or not. On
the other hand, certain Jordan blocks of T -alternating matrix pencils occur in pairs,
so that in some cases, the largest block cannot just be destroyed or shrinked to size
one without violating the pairing. Thus, the largest remaining Jordan block will
typically increase in size by one in these cases. Finally, these results are shown to
carry over to the classes of palindromic and symmetric matrix pencils.
Key words. Matrix pencil, alternating matrix pencil, palindromic matrix pencil, symmetric
matrix pencil, perturbation theory, rank one perturbation, generic perturbation.
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1 Introduction
Low-rank perturbations of matrices have been studied by different authors in [9, 19, 20,
21, 22]. It is well-understood that under a rank-1 perturbation generically (i.e., under a
typical perturbation) the largest Jordan block of a matrix corresponding to each eigenvalue
is destroyed. Generalizations to matrix pencils have been made in in recent years; it
was shown in [3] that if a regular pencil is subjected to a low-rank perturbation, at each
eigenvalue generically not only certain Jordan blocks will disappear but also certain Jordan
blocks will become size one. On the other hand, the behavior of singular pencils under
low-rank perturbations was examined in [2] and shown to be very different: generically,
existing regular blocks are preserved and certain singular blocks become regular ones.
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Structure-preserving rank-1 perturbations were investigated in [16, 17, 18] for different
types of structured matrices. The focus of [16] lay on J-Hamiltonian matrices, which are
known to show a certain pairing of blocks in Jordan canonical form, leading to restrictions
on the Jordan form of the perturbed matrix since it is required to be J-Hamiltonian as
well. Resulting from this, in some cases the generic behavior was observed to include one
block growing in size by one so that the Jordan structure of the perturbed matrix has the
pairing characteristic for J-Hamiltonian matrices; this effect is substantially different from
the unstructured case. A similar pattern could be identified for real H-skew-symmetric
matrices under real H-nonnegative rank-1 perturbations investigated in [4].
In this work, we want to examine structure-preserving rank-1 perturbations of the
following classes of structured matrix pencils.
Definition 1.1 A matrix pencil λE − A with E,A ∈ Cn,n is called:
• T -even if E is skew-symmetric and A is symmetric.
• T -odd if E is symmetric and A is skew-symmetric.
• T -alternating if it is either T -even or T -odd.
• T -palindromic if E = −AT .
• T -anti-palindromic if E = AT .
• palindromic if it is either T -palindromic or T -anti-palindromic.
• symmetric if E and A are both symmetric.
Our motivation for considering these classes of structured matrix pencils is that they
frequently occur in various applications. A T -palindromic matrix pencil is, e.g., obtained
from the vibration analysis of rail tracks under periodic excitation. As described in [8],
this problem is modeled by an eigenvalue problem of the form
1
κ
(AT0 + κA1 + κ
2A0)y = 0,
where A1, A0 ∈ Cn,n and A1 = AT1 . Now, a matrix polynomial, i.e., an expression of the
form P (λ) =
∑k
j=0 λ
jAj, where Aj ∈ Cn,n for j = 0, . . . , n, is called T -palindromic if
P (λ)T = λkP (1/λ) holds. Observe that this definition is consistent with the above defini-
tion of T -palindromic matrix pencils and that AT0 + λA1 + λ
2A0 is indeed T -palindromic.
Such polynomial eigenvalue problems are ususally treated by linearization, i.e., by solv-
ing a generalized eigenvalue problem with equivalent spectral information. If the matrix
polynomial is structured, extensive research has been conducted in [12, 13, 14] to deter-
mine structure-preserving linearizations (or a lack thereof), since they are preferable when
applying numerical algorithms. E.g., the T -palindromic pencil
λ
[








A1 − AT0 A0
]
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is a linearization of the above T -palindromic matrix polynomial that can instead be inves-
tigated.
Also, structured matrix pencils occur in applications in control, e.g., the T -even pencil
( 0 E 0−E 0 0
0 0 0
 ,
 0 A BAT Q S
BT ST R
)
has to be studied to solve the optimality system of the linear-quadratic optimal control
problem. Although in most these applications the occuring matrix pencils will be real,
in the real case the sign characteristic (see [10, 25]) plays an important role and has to
be considered under perturbation. Thus, we will focus on the complex case in this paper
referring the real case to future research.
It is well-known that T -alternating and palindromic matrix pencils show a certain
symmetry in their eigenstructure, i.e., their eigenvalues occur in pairs of the form (λ,−λ)
and (λ, λ−1), respectively. Hence, considering structure-preserving rank-1 perturbations of
those, there will be restrictions on the Jordan structure of the perturbed pencil, especially
at certain ’critical points’ in the spectrum where the eigenvalue pairing degenerates, namely
at 0 and ∞ for T -alternating pencils and at ±1 for palindromic pencils. This leads to the
question of how the generic Jordan structure of the perturbed pencil will be remedied with
that. We consider the following example that was already examined in [24]:













) ∈ C4,4 × C4,4
only has the eigenvalue ∞ with the partial multiplicities (2, 2). Since there is no rank-1
perturbation of the skew-symmetric matrix E, let us consider the T -even rank-1 perturba-
tion (0, bbT ). We will show in Section 3 that the perturbed pencil (E,A+ bbT ) generically
only has the eigenvalue ∞ with the partial multiplicities (3, 1).
This example has interesting characteristics: Generically, one block of (E,A) grows in
size from 2 to 3, while the other one decreases in size from 2 to 1. Thus, the pair of blocks
of size 2 is separated under perturbation although the algebraic multiplicity at ∞ remains
constant. This is a feature that is not shared by the J-Hamiltonian matrices from [16]
and in particular, there is no intuitive explanation for the fact that the Jordan structure
is generically being altered under this rank-1 perturbation even though no instance of the
eigenvalue∞ is destroyed. Thus, it will be our incentive to clarify the principles governing
these generic, structure-preserving rank-1 perturbations in this work.
In Section 2, we will specify the considered perturbations and then prove a version of
the partial Brunovsky form that contains valuable information about the Jordan structure
of a perturbed pencil. This allows us to characterize rank-1 perturbations of unstructured
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matrix pencils in terms of the typical Jordan structure of the perturbed pencil. Then,
we will introduce structured Kronecker forms that are helpful for dealing with structured
matrix pencils. In Section 3, generic, T -alternating perturbations are shown to consist of
rank-1 and rank-2 perturbations, followed by a characterization of the Jordan structure
of T -alternating matrix pencils under generic, structure-preserving rank-1 perturbations
(rank-2 perturbations are postponed to a later paper). In Section 4, these results are
applied to structure-preserving rank-1 perturbations of palindromic matrix pencils using
Cayley transformations. In Section 5, generic, structure-preserving rank-1 perturbations
of symmetric matrix pencils are examined, followed by a conclusion in the final section.
As suggested above, the behavior of singular matrix pencils turned out to be greatly
different, which is why we will restrict ourselves to regular pencils (E,A) ∈ Cn,n × Cn,n
in this work, i.e., det(λE − A) shall not be the constant zero polynomial. We denote
by ek,n the kth unit vector of length n (omitting the second index n if clear from the
context) and denote by Jn(λ) an n × n Jordan block corresponding to the eigenvalue λ.
Further, for square matrices X and Y (not necessarily of the same dimension), define
X⊕Y := diag(X, Y ) and let X⊕p := X⊕· · ·⊕X (p times). Finally, let Rn and Σn denote
the n× n matrices
Rn =
 0 1. . .
1 0








Before starting to investigate low-rank perturbations, let us consider the following two
definitions in order to clarify under what conditions we regard a property as typical.
Definition 2.1 A set A ⊆ Cn is called algebraic if there exist finitely many polynomials
p1(x1, . . . , xn), . . . , pk(x1, . . . , xn), such that (a1, . . . , an) ∈ A if and only if
pj(a1, . . . , an) = 0 for j = 1, . . . , k.
An algebraic set A ⊆ Cn is called proper if A 6= Cn holds.
Definition 2.2 A set Ω ⊆ Cn is called generic if its complement Cn \Ω is contained in a
proper algebraic set.
Note that the intersection of finitely many generic sets is again generic. Subsets of Cn,m
or Cn,m×Cn,m are called generic if they can be canonically identified with generic subsets
of Cnm or C2nm, respectively. Further, for any invertible matrix X ∈ Cn,n and a generic
set Ω ⊆ Cn, the set XΩ is generic as well. Finally, a property is called generic if there
exists a generic set Ω such that this property is satisfied for all x ∈ Ω.
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2.1 Properties of generic perturbations
Let (E,A) ∈ Cn,n × Cn,n be a regular matrix pencil. Subject of our investigation will be
rank-k perturbations of the form[




ṽ1 . . . ṽk
]T
, (2.1)
assuming that (δE, δA) is an element of some generic subset of Ck,k × Ck,k and that
[ũ1, . . . , ũk, ṽ1, . . . , ṽk] is an element of some generic subset of Cn,2k. Then, we can charac-
terize certain properties of (δE, δA) in the following theorem.
Theorem 2.3 There exists a generic set Γ ⊆ Ck,k × Ck,k such that any (E,A) ∈ Γ is
regular and has distinct eigenvalues.




j := det(λE − A) and observe that the coefficients cj = cj(E,A) for
j = 0, . . . , n depend polynomially on the entries of E and A and that cj(E,A) 6= 0 for at
least one j if (E,A) is regular. Hence, the set of regular pencils{
(E,A) ∈ Ck,k × Ck,k | ∃j ∈ {0, 1, . . . , k} with cj(E,A) 6= 0
}
is a generic subset of Ck,k × Ck,k.





, is a square matrix of dimension deg(s) + deg(t). It is well-known that





is exactly the degree of the greatest common divisor of s(λ) and
t(λ) (see, e.g., [11]). We therefore define
p(E,A) := detS
(





and note that p(E,A) depends polynomially on the on the entries of E and A. We observe
that p(E,A) = 0 if and only if the pencil (E,A) has a multiple finite eigenvalue. To account








and observe that the pencil (E,A) does not have multiple eigenvalues (neither finite nor
infinite) if and only if p(E,A)q(E,A) 6= 0. Clearly, p(E,A)q(E,A) depends polynomially
on the entries of E and A and it is not constantly zero since there exist pencils with distinct
eigenvalues. We conclude the assertion by defining
Γ :=
{
(E,A) ∈ Ck,k × Ck,k | p(E,A)q(E,A) 6= 0 and (2.4)
∃j ∈ {0, 1, . . . , k} with cj(E,A) 6= 0 } . 
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Since any regular pencil with distinct eigenvalues is diagonalizable, diagonalizability is
a generic property in Ck,k × Ck,k as well. Hence, if (δE, δA) from (2.1) is an element of Γ
as in (2.4), there exist invertible V,W ∈ Ck,k such that V (δE, δA)W is diagonal; thus (2.1)
can be transformed to[








v1 . . . vk
]T
(2.5)
setting uj = ũjV
−1 and vj = ṽjW
−T for j = 1, . . . , k. Then, considering all [ũ1, . . . , ũk,
ṽ1, . . . , ṽk] that are elements of some generic subset of Cn,2k is equivalent to considering all
[u1, . . . , uk, v1, . . . , vk] that are elements of some generic subset of Cn,2k, since the respective
generic sets can be transformed into one another by multiplication with invertible matrices.
Therefore, it comes with no loss of generality to assume that (2.1) has the shape (2.5)
already. As (2.5) is the sum of rank-1 pencils of the form (βuvT , αuvT ), a perturbation of
this form will in the following be considered a generic rank-1 perturbation if (u, v) is an
element of some generic subset of Cn × Cn.
Note that other unstructured rank-1 perturbations have the forms[
u v
















that do not stem from generic pencils of the form (2.1), but since they do not have struc-
tured rank-1 analogues, we will exclude them from our study of unstructured rank-1 per-
turbations.
Further, for all (E,A) ∈ Cn,n × Cn,n; u, v ∈ Cn; and α, β, γ, δ ∈ C the following
inequalities hold (see, e.g., [3, Section 1]):
rank(δE − γA)− rank(δβuvT − γαuvT ) ≤ rank
(
δ(E + βuvT )− γ(A+ αuvT )
)
(2.6)
≤ rank(δE − γA) + rank(δβuvT − γαuvT ).
Therefore, if λ̂ = γ/δ (defining λ̂ = ∞ if δ = 0) is an eigenvalue of (E,A), its geometric
multiplicity cannot decrease by more than one if λ̂β 6= α and its geometric multiplicity
cannot change at all if λ̂β = α. Hence, for perturbations of the form (βuvT , αuvT ) we
expect different effects depending on α being equal to λ̂β or not.
2.2 The partial Brunovsky form
Before analyzing rank-1 perturbations of unstructured matrix pencils in closer detail, let
us cover a few more prerequisites. Jordan chains of regular matrix pencils are defined as
follows, see, e.g., [7].
Definition 2.4 Let (E,A) ∈ Cn,n × Cn,n be a regular pencil. The ordered set of vectors
{x1, . . . , xp} ⊆ Cn is called a Jordan chain of length p corresponding to an eigenvalue λ̂ ∈ C
of (E,A) if x1 6= 0 and:
(λ̂E − A)x1 = 0 and (λ̂E − A)xj = −Exj−1, j = 2, . . . , p.
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Similarly, {x1, . . . , xp} is called a Jordan chain of length p corresponding to ∞ if x1 6= 0
and:
Ex1 = 0 and Exj = Axj−1, j = 2, . . . , p.
The following notion of the sum of two Jordan chains was initially used in [16].
Definition 2.5 Let (E,A) ∈ Cn,n × Cn,n be regular and let X = {x1, . . . , xp} and Y =
{y1, . . . , yq} be two Jordan chains of (E,A) of lengths p and q, respectively, associated with
the same eigenvalue λ̂. Then the sum X+Y is defined to be Z = {z1, . . . , zmax{p,q}}, where
zj =
{
xj if p ≥ q
yj if p < q




xj + yj−p+q if p ≥ q
yj + xj−q+p if p < q
, j = |p− q|+ 1, . . . ,max{p, q}.
It is straightforward to check that the sum Z = X + Y of two Jordan chains associated
with an eigenvalue λ̂ is again a Jordan chain associated with λ̂.
Let us now consider the following notation from [18]: for v = [v1, . . . , vn]
T ∈ Cn and
k, p ∈ N with p ≤ n, we define Toep(v, k, p) to be the upper triangular p × p Toeplitz
matrix, whose first row consists of the first p entries of the series (vk+1, . . . , vn, 0, 0, . . . ).
Also, we define Toep(v) := Toep(v, 0, n).
The following theorem is a key ingredient for characterizing the Jordan structure of
perturbed pencils. Its proof uses elements of [18, Theorem 4.4] and [24, Theorem 4.9]
and goes back to the Brunovsky canonical form of linear, time-invariant control systems
introduced in [1].
Theorem 2.6 (partial Brunovsky form) Let (E,A) ∈ Cn,n×Cn,n be regular and λ̂ ∈ C
an eigenvalue with
E = In1 ⊕ · · · ⊕ Inm ⊕ Ẽ ∈ Cn,n (2.7)
A = Jn1(λ̂)⊕ · · · ⊕ Jnm(λ̂)⊕ Ã ∈ Cn,n
where n1 ≥ · · · ≥ nm > 0 such that λ̂ is not an eigenvalue of (Ẽ, Ã). Further, set
a := n1 + · · ·+ nm and let α, β ∈ C and u, v ∈ Cn with
vT =
[














k | v(j)1 = v
(j)




, j = 1, . . . ,m,
then the following statements hold:
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1) There is an invertible matrix S ∈ Cn,n such that
S(E + βuvT , A+ αuvT )S−1 = (E + βweT , A+ αweT ) (2.8)
holds, where w = Su and
eT =
[





for a suitable ẽ ∈ Cn−a defining ekj+1,nj = 0 if kj = nj.
2) If the pencil (2.8) is regular, then it has at least m − 1 linearly independent chains
of lengths at least n2, . . . , nm corresponding to λ̂. If the (generic) condition that the
first component of v(j) is nonzero for j = 1, . . . ,m holds, then they are given by:
e1 − en1+1, e2 − en1+2, . . . , en2 − en1+n2 ;





e1 − en1+···+nm−1+1, e2 − en1+···+nm−1+2, . . . , enm − en1+···+nm .
(2.9)
Proof. The matrix S := S1 ⊕ · · · ⊕ Sm ⊕ In−a, where
Sj =
{
Toep(v(j), kj, nj) if kj < nj,
Inj if kj = nj,
is invertible by our definition of kj for j = 1, . . . ,m. It is straightforward to check that
S commutes with both E and A (see also [5, Chapter 8]), and we easily confirm that
vTS−1 = eT because of
eTkj+1,njSj = (v
(j))T , j = 1, . . . ,m.
Thus, it remains to prove 2). If the pencil (2.8) is regular, for 1 ≤ i < ` ≤ m we define the
chain corresponding to the ith and `th block to be {x1, . . . , xn`}, where
xj =
{
en1+···+ni−1+j if ki ≥ k`
−en1+···+n`−1+j if ki < k`




en1+···+ni−1+j − en1+···+n`−1+j−ki+k` if ki ≥ k`
en1+···+ni−1+j−k`+ki − en1+···+n`−1+j if ki < k`
, j = |ki − k`|+ 1, . . . , n`.
Now, we will show that for each 1 ≤ i < ` ≤ m, the chain corresponding to the ith and `th
block is indeed a chain corresponding to the eigenvalue λ̂ of the pencil (2.8) of length n`
8
according to Definition 2.4. Thus, consider the case n` > k` − ki > 0 (otherwise the proof
is analogous). We obtain(




λ̂E − A+ (λ̂β − α)weT
)
(−en1+···+n`−1+1) = 0
because of k` ≥ 1 and (2.7). Further, using (2.7) we obtain for j = 2, . . . , k` − ki:(




λ̂E − A+ (λ̂β − α)weT
)
(−en1+···+n`−1+j)
= en1+···+n`−1+j−1 = −(E + βweT )xj−1
and also (





λ̂E − A+ (λ̂β − α)weT
)
(en1+···+ni−1+1 − en1+···+n`−1+k`−ki+1) (2.10)
= en1+···+n`−1+k`−ki = −(E + βweT )xk`−ki .
Finally, again using (2.7) it is for j = k` − ki + 2, . . . , n`:(





λ̂E − A+ (λ̂β − α)weT
)
(en1+···+ni−1+j−k`+ki − en1+···+n`−1+j) (2.11)
= − en1+···+ni−1+j−k`+ki−1 + en1+···+n`−1+j−1 = −(E + βweT )xj−1.
We note that (2.10) also holds if ki = 0 and that (2.11) also holds if j = k`+1 ≥ k`−ki+2
or j = k` + 2 (these are the special cases where we
T contributes to the computation) since
the (n1 + · · · + ni−1 + ki + 1)th column and the (n1 + · · · + n`−1 + k` + 1)th column of
weT are identical. Thus, the above defined chain corresponding to the ith and `th block is
indeed a Jordan chain of (2.8) corresponding to λ̂ of length n`.
Now, it remains to select m − 1 linearly independent ones of the lengths at least
n2, . . . , nm to conclude the proof. To achieve this, define i := 1. Then, for ` = 2, . . . ,m:
• denote by C` the chain corresponding to the ith and `th block.
• if ki > k`, set i := `.
Thus, we obtain the chains C2, . . . , Cm of the desired lengths, which are easily checked to
be linearly independent. Also, they are equal to the chains in (2.9) if k1 = · · · = km; this
includes the generic case that k1 = · · · = km = 1, i.e., the first component of each v(j) is
nonzero.
Remark 2.7 An analogous result for the infinite eigenvalue of (E,A) can be obtained by
applying Theorem 2.6 to the eigenvalue λ̂ = 0 of the reverse pencil (A,E).
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, i.e., we have
λ̂ = 0 and (n1, n2, n3) = (4, 3, 3), and the perturbation (uv





and u ∈ C10 is arbitrary. Then, the perturbed pencil
(

1 u1 u1 u1
u2+1 u2 u2
u3 1 u3 u3
u4 1 u4 u4
u5 1 u5 u5
u6 1 u6 u6
u7 u7+1 u7
u8 u8 u8+1
u9 u9 u9 1




0 u1+1 u1 u1
u2 1 u2 u2
u3 0 1 u3 u3
u4 0 u4 u4
u5 0 1 u5 u5
u6 0 u6+1 u6
u7 u7 u7
u8 u8 u8 1
u9 u9 u9 0 1
u10 u10 u10 0

)
is in partial Brunovsky form and we read off (k1, k2, k3) = (1, 2, 0). The linearly independent
chains of lengths n2 and n3 constructed in the proof of Theorem 2.6 are given by −e5, e1−
e6, e2 − e7 and e1, e2 − e8, e3 − e9. Note that the latter chain can be extended to length 4
by adding the vector e4 − e10.
2.3 Unstructured rank-1 perturbations
Low-rank perturbations of regular, unstructured matrix pencils have been investigated
in [3]; in the main theorem [3, Theorem 3.3] the generic behavior of the Jordan structure
of regular matrix pencils under perturbations λB1 +B0 is described, where rank(λ̂B1 +B0)
and rank(B1) are prescribed. The generic behavior is then given by the largest rank(λ̂B1 +
B0) blocks corresponding to λ̂ being destroyed and the second largest rank(B1) blocks
corresponding to λ̂ being turned into blocks of size one.
In the following theorem, we will consider perturbations of the form (λβ − α)uvT ,
thereby prescribing their normal rank (i.e., the maximum rank for all λ ∈ C) to be equal
to one.
Theorem 2.9 Let (E,A) ∈ Cn,n × Cn,n be a regular matrix pencil with the partial mul-
tiplicities n1 ≥ · · · ≥ nm > 0 associated with an eigenvalue λ̂ ∈ C. Then, for all
(α, β) ∈ (C× C) \ {0} there is a generic set Ω ⊆ Cn × Cn, such that for all (u, v) ∈ Ω the
perturbed pencil (E + βuvT , A+ αuvT ) is regular and has the partial multiplicities
(n2, . . . , nm) or (n2, . . . , nm, 1)
associated with λ̂ if α 6= λ̂β or α = λ̂β, respectively.











whose coefficients cj = cj(u, v) depend polynomially on the entries of (u, v) ∈ Cn × Cn.
Therefore, since cj(0, 0) 6= 0 for at least one j (recall that (E,A) is regular), we have that
cj(u, v) 6= 0 for at least one j on a set Λ ⊆ Cn × Cn that is by definition generic, i.e.,
(E + βuvT , A+ αuvT ) is regular for all (u, v) ∈ Λ.
Hence, for all (u, v) ∈ Λ the perturbed pencil (E + βuvT , A+ αuvT ) has partial multi-
plicities greater than or equal to (n2, . . . , nm) associated with λ̂ (i.e., the perturbed pencil
has at least m − 1 Jordan chains of lengths at least n2, . . . , nm associated with λ̂) by
Theorem 2.6. If α = λ̂β, it has one additional chain of length at least one because of
inequality (2.6), then the resulting partial multiplicities associated with λ̂ are greater than
or equal to (n2, . . . , nm, 1). Thus, for all (u, v) ∈ Λ we factorize
det
(




λn2+···+nm q1(λ) if α 6= λ̂β,
λn2+···+nm+1 q2(λ) if α = λ̂β
for suitable polynomials q1(λ) and q2(λ). For continuity reasons this factorization must
even hold for all (u, v) ∈ Cn×Cn. Also, the coefficients q1(0) and q2(0) depend polynomially
on the entries of (u, v). Let us now assume that (E,A) is in Weierstraß canonical form (see,
e.g., [6, Chapter 12]) and that the blocks are arranged such that the blocks corresponding
to λ̂ come first and are ordered decreasingly with respect to their size. Consider the
perturbation (u, v) = (en1 , e1), then the perturbed first block is given by
−Jn1(λ̂− λ) + (βλ− α)en1eT1 ,
whose algebraic multiplicity at λ̂ is clearly given by 0 if α 6= λ̂β and 1 if α = λ̂β. As the
other blocks are unchanged, q1(0) and q2(0) are indeed nonzero for this particular choice
of (u, v), and hence they are nonzero for all (u, v) ∈ Λ̃, where Λ̃ ⊆ Cn × Cn is a suitable
generic set. Then, the assertion is obtained as the intersection of two generic sets is again
generic.
Remark 2.10 Analogous results for the infinite eigenvalue of regular pencils (E,A) can
be obtained by applying Theorem 2.9 to the eigenvalue λ̂ = 0 of the reverse pencil (A,E).
2.4 Structured Kronecker canonical forms
Before turning to perturbations of structured matrix pencils, we will present structured
Kronecker forms for different types of structured matrix pencils.
Recall that T -alternating matrix pencils exhibit the eigenvalue pairing (λ̂,−λ̂), which
degenerates for the eigenvalues 0 and∞. This leads to a pairing of these blocks in Kronecker
form, which is reflected in the following T -even Kronecker form that was deduced in [25].
While there is a version of the following theorem for arbitrary T -even matrix pencils, we
restrict ourselves to the regular case here.
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Theorem 2.11 (T -even Kronecker form) Let (E,A) ∈ Cn,n × Cn,n be a regular, T -
even matrix pencil. Then, there is a nonsingular matrix X ∈ Cn,n, such that
X(δE − γA)XT = KI ⊕KZ ⊕KF ,
where
KI = I2δ1+1 ⊕ · · · ⊕ I2δ`+1 ⊕ I2ε1 ⊕ · · · ⊕ I2εm ,
KZ = Z2ρ1+1 ⊕ · · · ⊕ Z2ρr+1 ⊕Z2σ1 ⊕ · · · ⊕ Z2σs ,
KF = Fφ1 ⊕ · · · ⊕ Fφt ,
and the blocks are given as follows:






















 1. . .
1
 ∈ C(2δj+1)×(2δj+1).































































































































The following structured Kronecker form was deduced for arbitrary symmetric pencils
in [25], we restrict ourselves to regular pencils here. Note that symmetric pencils do not
show any specific eigenvalue pairing.
Theorem 2.12 (Symmetric Kronecker form) Let (E,A) ∈ Cn,n × Cn,n be a regular,
symmetric matrix pencil. Then, there is a nonsingular matrix X ∈ Cn,n, such that
X(δE − γA)XT = KI ⊕KF ,
where
KI = Iδ1 ⊕ · · · ⊕ Iδ` ,
KF = Fε1 ⊕ · · · ⊕ Fεm ,
and the blocks are given as follows:













 1. . .
1
 ∈ Cδj×δj .
2) Fεj is one εj × εj block that corresponds to the eigenvalue λj ∈ C:
δ













 ∈ Cεj×εj .
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3 T-alternating rank-1 perturbations
We will now turn to T -alternating matrix pencils. Since results on T -even pencils will
easily generalize to the T -odd case, let us focus on these first. Subject of our investigation
are T -even rank-k perturbations of the form[




u1 . . . uk
]T
, (3.1)
where (δE, δA) is a generic T -even k × k pencil and u1, . . . , uk ∈ Cn are certain generic
vectors. Here, we consider a subset of the set of T -even k × k pencils
Ek := {(E,A) ∈ Ck,k × Ck,k | (E,A) is T -even}
to be generic, if it can canonically be identified with a generic subset of Ck2 . Hence,
we denote with [(E,A)]B ∈ Ck
2
the coordinates of the T -even matrix pencil (E,A) with
respect to a basis B of Ek. In order to characterize the pencil (δE, δA) from (3.1), consider
the following lemma.
Lemma 3.1 There exists a generic set Γ ⊆ Ek such that any (E,A) ∈ Γ is regular and
has distinct eigenvalues.




j := det(λE − A), then the coefficients cj = cj(E,A) depend polyno-
mially on the coordinates [(E,A)]B and not all cj(E,A) are constantly zero as there exist
regular, T -even pencils.
Further, define p(E,A) as in (2.2) and q(E,A) as in (2.3), then p(E,A) and q(E,A) both
depend polynomially on the coordinates [(E,A)]B and p(E,A)q(E,A) is not constantly zero
since there exist T -even pencils with distinct eigenvalues. Hence, the set
Γ :=
{
(E,A) ∈ Ek | p(E,A)q(E,A) 6= 0 and ∃j ∈ {0, 1, . . . , k} with cj(E,A) 6= 0
}
(3.2)
of regular, T -even pencils with distinct eigenvalues is a generic subset of Ek.
Let us now go back to the perturbation (3.1): if (δE, δA) is an element of Γ from (3.2),
it is regular and has distinct eigenvalues. Similar to the treatment of unstructured matrix
pencils as in (2.1), we assume without loss of generality that (δE, δA) is in T -even Kronecker
form as in Theorem 2.11. Then, (δE, δA) can only consist of the following types of blocks:
• I1 − a single 1× 1 block corresponding to the eigenvalue ∞,
• F1 − two paired 1× 1 blocks corresponding to the eigenvalues λ̂,−λ̂ ∈ C \ {0},
as all other regular blocks in T -even Kronecker form have multiple eigenvalues. If k is even,
(δE, δA) consists of k/2 blocks of the form F1, which all have distinct eigenvalues. If k is
odd, δE is singular and thus (δE, δA) has one block I1; since all other eigenvalues have to
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be distinct (and distinct from ∞), there occur (k− 1)/2 blocks of the type F1. Therefore,
the perturbation (3.1) is the sum of, on the one hand, rank-1 perturbations of the form
(0, uuT ) where u ∈ Ω ⊆ Cn is a generic set,
that we study in this paper, and on the other hand of rank-2 perturbations of the form[
u v










where (u, v) ∈ Ψ ⊆ Cn × Cn is generic,
that will be treated in future work. Let us now examine the T -even perturbation result
from the introduction more closely.

















[b1, b2, b3, b4]
T ∈ C4 | b1, b3 6= 0 and 1 + 2b1b4 + 2b2b3 6= 0
}
, (3.3)
which is clearly a generic subset of C4, we aim to show that the perturbed pencil (E,A+bbT )
has the only eigenvalue ∞ with partial multiplicities (3, 1) for all b ∈ Ω.
First, observe that the pencil (Ê, Â) := ΣR4 (E,A) Σ, where Σ = diag(1,−1, 1, 1), is in
Weierstraß canonical form. Analogously, the transformed perturbation is given by (0, uvT ),
where u = ΣR4b = [b4,−b3, b2, b1]T and vT = bTΣ = [b1,−b2, b3, b4]. Then, we transform
the pencil (Ê, Â+ uvT ) to partial Brunovsky form as in Theorem 2.6. Therefore, consider
that the matrix S := Toep(b1,−b2)⊕ Toep(b3, b4) is invertible for all b ∈ Ω and that








1 + b1b4 + b2b3 0 b1b4 + b2b3 0
−b1b3 1 −b1b3 0
b1b4 + b2b3 0 1 + b1b4 + b2b3 0
b1b3 0 b1b3 1
)
holds. Now, it is easy to verify (see Definition 2.4) that the above pencil has the following



























which are linearly independent due to the last condition in (3.3). Hence, the perturbed
pencil has the partial multiplicities (3, 1) associated with ∞ for all b ∈ Ω.
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Observe that in this example, a generic, structure-preserving perturbation of a T -even
matrix pencil is different from a generic, unstructured perturbation, which would produce
the partial multiplicities (2, 1) (see Theorem 2.9). Further, it is not obvious why the partial
multiplicities are generically altered at all in this example, as no instance of the eigenvalue
∞ is destroyed under rank-1 perturbation. Using the same approach as in Example 1.2,
we will investigate T -alternating matrix pencils under generic, structure-preserving rank-1
perturbations in the following theorem.
Theorem 3.2 Let (E,A) ∈ Cn,n × Cn,n be a regular matrix pencil that is T -even or T -
odd and has the partial multiplicities n1 ≥ · · · ≥ nm > 0 associated with an eigenvalue
λ̂ ∈ C ∪ {∞}. Then, there is a generic set Ω ⊆ Cn such that for all u ∈ Ω the perturbed
pencil (E,A+uuT ) or (E+uuT , A), respectively, is regular and its partial multiplicities at
λ̂ are given by Table 3.1.
Table 3.1: Rank-1 perturbations of T -alternating matrix pencils.
parity eigenvalue λ̂ case multiplicities
T -even
λ̂ = 0
n1 even (n2, n3, . . . , nm)
n1 odd (n2 + 1, n3, . . . , nm)
λ̂ =∞ n1 even (n2 + 1, n3, . . . , nm, 1)
n1 odd (n2, n3, . . . , nm, 1)
λ̂ ∈ C \ {0} (n2, n3, . . . , nm)
T -odd
λ̂ = 0
n1 even (n2 + 1, n3, . . . , nm, 1)
n1 odd (n2, n3, . . . , nm, 1)
λ̂ =∞ n1 even (n2, n3, . . . , nm)
n1 odd (n2 + 1, n3, . . . , nm)
λ̂ ∈ C \ {0} (n2, n3, . . . , nm)
First, we note that it suffices to prove the assertion for T -even pencils, as the analogous
result for T -odd pencils (E,A) then follows by considering the T -even reverse pencil (A,E).






λE − A− uuT
)
,
whose coefficients cj = cj(u) depend polynomially on the entries of u ∈ Cn. Therefore,
since cj(0) 6= 0 for at least one j, the set
Λ :=
{
u ∈ Cn | ∃j ∈ {0, 1, . . . , n} with cj(u) 6= 0
}
(3.4)
is by definition a generic subset of Cn and (E,A+ uuT ) is regular for all u ∈ Λ.
Also, the following lemma will be essential in our considerations.
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Lemma 3.3 Let (E,A) ∈ Cn,n × Cn,n be regular and T -even. Also, let there be a generic
Ψ ⊆ Cn such that for all u ∈ Ψ the perturbed pencil (E,A + uuT ) is regular and has
partial multiplicities greater than or equal to (ñ1, . . . , ñm̃) associated with some λ̂ ∈ C. If
(E,A+ uuT ) has the algebraic multiplicity ñ1 + · · ·+ ñm̃ at λ̂ for one u ∈ Cn, it is regular
and has the partial multiplicities (ñ1, . . . , ñm̃) at λ̂ on some generic subset of Cn.
Proof. By hypothesis, for all u ∈ Ψ we have
det
(
(λ+ λ̂)E − A− uuT
)
= λñ1+···+ñm̃q(λ)
for a suitable polynomial q(λ), noting that the coefficient q(0) depends polynomially on
the entries of u. For continuity reasons, this factorization even holds for all u ∈ Cn. Since
there is one particular u ∈ Cn such that q(0) 6= 0, by definition q(0) 6= 0 is satisfied on some
generic set Ψ̃ ⊆ Cn. Then, Ψ ∩ Ψ̃ is clearly generic and for all u ∈ Ψ ∩ Ψ̃, the perturbed
pencil (E,A + uuT ) is regular and has the partial multiplicities (ñ1, . . . , ñm̃) associated
with λ̂.
We continue by verifying the partial multiplicities given in the top half of Table 3.1
by proving the Lemmas 3.4, 3.5, and 3.6. If not stated otherwise, we will in the following
assume (E,A) to be in T -even Kronecker form as in Theorem 2.11, where the blocks
corresponding to λ̂ come first and are ordered decreasingly with respect to their size.
3.1 Case λ̂ = 0
Lemma 3.4 Let (E,A) ∈ Cn,n×Cn,n be regular and T -even with the partial multiplicities
n1 ≥ · · · ≥ nm > 0 associated with the eigenvalue 0. Then, there is a generic set Ω ⊆ Cn
such that for all u ∈ Ω the perturbed pencil (E,A + uuT ) is regular and has the partial
multiplicities at 0 given by
(n2, n3, . . . , nm) or (n2 + 1, n3, . . . , nm)
if n1 is even or odd, respectively.
Proof. Case n1 even. For all u ∈ Λ as in (3.4), Theorem 2.6 implies that (E,A + uuT )
has partial multiplicities greater than or equal to (n2, . . . , nm) associated with 0. Regard





and consider the perturbation (0, uuT ) = (0, e1e
T
1 ). As the perturbed pencil (E,A + uu
T )
has the algebraic multiplicity n2 + · · · + nm at 0 for this particular u, by Lemma 3.3 it is
regular and has the partial multiplicities (n2, . . . , nm) at 0 for all u that are elements of a
suitable generic subset of Cn.
Case n1 odd. As above, (E,A + uu
T ) has partial multiplicities greater than or equal to
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(n2, . . . , nm) at 0 for all u ∈ Λ. Now, we claim that these partial multiplicities are even
greater than or equal to (n2 + 1, n3, . . . , nm) on some generic subset of Cn. To prove this,
we will show in the following that (E,A + uuT ) generically has a chain of length at least
n2 + 1 associated with 0.
First, let us partition the pencil (E,A) = (P ⊕ Ẽ, J ⊕ Ã) such that (P, J) has only
the eigenvalue 0 and (Ẽ, Ã) does not have the eigenvalue 0. To show that there is a chain
of the desired length associated with 0, we will transform (J, P ) into Weierstraß canonical
form, hence grouping together Jordan blocks of the same size, i.e.,
(n1, n2, . . . , nm) = (s1, . . . , s1︸ ︷︷ ︸
t1
, . . . , sν , . . . , sν︸ ︷︷ ︸
tν
),
such that s1 > s2 > · · · > sν > 0. Observe that the pencil T−1P T (P, J)T is in Weierstraß













if si is odd or even, respectively. We go on to transform the whole perturbed pencil
(T−1 ⊕ In−a)(P T ⊕ In−a)(E,A+ bbT )(T ⊕ In−a) =: (Ê, Â+ uvT ), (3.5)
where the vector characterizing our symmetric rank-1 matrix shall be denoted by b ∈ Cn
in this argument. Then, the transformed perturbation uvT is given by:
u = (T−1 ⊕ In−a)(P T ⊕ In−a)b and v = (T ⊕ In−a)T b. (3.6)


















 ∈ Csi , j = 1, ..., ti, i = 1, ..., ν, (3.7)
i.e., let ∗ ∈ {b, u, v}. In order to apply Theorem 2.6 to the perturbed pencil (3.5) and its
eigenvalue 0, let us from now on assume that the first component of each v(i,j) is different
from zero and that (E,A + bbT ) is regular. Both are generic conditions on b since v is
obtained from b by multiplication with an invertible matrix; hence they are satisfied for all
b ∈ Γ, where Γ ⊆ Cn is a certain generic set. Denoting by a the dimension of P (and J),










observing that S is invertible for all b ∈ Γ. Then,
S(Ê, Â+ uvT )S−1 = (Ê, Â+ weT ) (3.9)
is in partial Brunovsky form with eT = [eT1,n1 , . . . , e
T
1,nm , ẽ
T ] = vTS−1 and w = Su that we
assume to be partitioned as in (3.7). We continue by computing certain entries of w noting
that we study the case that n1 = s1 is odd and hence t1 is even. By (3.6), u

























1 = −u(1,2s)s1 v
(1,2s)
1 = −w(1,2s)s1 (3.10)
for all s = 1, . . . , t1/2. Under this condition, we will show that the perturbed pencil has a
Jordan chain of length s1 + 1 = n2 + 1 by following the steps of the proof of [16, Theorem
4.2]. First, (3.9) has for all b ∈ Γ the following chains associated with its zero eigenvalue:
C1,s :=
{
e2(s−1)s1+1 − e(2s−1)s1+1, . . . , e(2s−1)s1 − e2ss1
}
, s = 1, ..., t1/2, (3.11)
C`,s :=
{
− e1 + e∑`−1
k=1 tksk+(s−1)s`+1
, . . . ,−es` + e∑`−1
k=1 tksk+ss`
}
, s = 1, ..., t`, ` = 2, ..., ν,










where the sums are to be interpreted according to Definition 2.5. If b ∈ Γ, then (3.12) is a
Jordan chain of (3.9) associated with 0, where the parameters α1,1, . . . , α1,t1/2, α2,1, . . . , αν,tν ∈
C remain to be specified. Also, (3.12) has length s1 if at least one α1,s for s = 1, . . . , t1/2




s1 = α1,s, y
(1,2s)
s1 = −α1,s, s = 1, . . . , t1/2,
y
(`,s)
s` = α`,s, s = 1, . . . , t`, ` = 2, . . . , ν.
(3.13)
To show that (3.12) can be extended to length s1 + 1, we have to find an x ∈ Cn such that
(Â+ weT )x = Êy
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for a specific choice of the α’s from (3.13) with at least one α1,s being nonzero. Partitioning





































































= −α1,s, s = 1, ..., t1/2. (3.17)
First, set x
(1,1)
1 = 1 and x
(i,j)







k for k = 1, . . . , s` − 1, s = 1, . . . , t`, and ` = 1, . . . , ν. To
solve (3.15), define α`,s := w
(`,s)
s` for s = 1, . . . , t` and ` = 2, . . . , ν. Finally, (3.16) is solved
by setting α1,s := w
(`,2s−1)
s1 for s = 1, . . . , t1/2 noting that (3.17) is also satisfied because of
equation (3.10). Also, at least one α1,s being nonzero is a generic condition on b, so that
there is a chain of the pencil (E,A + bbT ) of length at least s1 + 1 = n2 + 1 for all b ∈ Ψ,
where Ψ ⊆ Cn is a suitable generic set.
We remain to prove that the partial multiplicities of (E,A+bbT ) at 0 cannot generically
exceed (n2 + 1, n3, . . . , nm). Hence, consider (E,A) to be perturbed by (0, bb
T ) with b =
e1 + en1+2, then the first blocks of (E,A+ bb
















of which we aim to compute the determinant using the result from the appendix. Thus,
we left-multiply the above pencil by In1 ⊕ (−In1) (thereby changing the determinant by a
factor of −1) and set the dummy elements to x = −1 and y = 1, then the determinant
of the obtained pencil is equal to −λ2n1 + 2λn1+1. Hence, by Lemma 3.3, (E,A + bbT ) is
regular and its partial multiplicities at 0 are given by (n2 + 1, n3 . . . , nm) for all b that are
elements of a suitable generic subset of Cn.
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3.2 Case λ̂ =∞
Lemma 3.5 Let (E,A) ∈ Cn,n×Cn,n be regular and T -even with the partial multiplicities
n1 ≥ · · · ≥ nm > 0 associated with the eigenvalue ∞. Then, there is a generic set Ω ⊆ Cn
such that for all u ∈ Ω the perturbed pencil (E,A + uuT ) is regular and has the partial
multiplicities at ∞ given by
(n2 + 1, n3, . . . , nm, 1) or (n2, n3, . . . , nm, 1)
if n1 is even or odd, respectively.
Proof. Case n1 even. First, by (2.6) the geometric multiplicity of (E,A) at ∞ cannot
change under perturbations (0, uuT ). Also applying Theorem 2.6, the perturbed pencil
(E,A + uuT ) has partial multiplicities greater than or equal to (n2, . . . , nm, 1) associated
with ∞ for all u ∈ Λ as in (3.4). As the eigenvalue ∞ of the T -even pencil (E,A) is the
eigenvalue 0 of the T -odd reverse pencil (A,E), we will in the following arguments consider
(A,E) and its zero eigenvalue under perturbations (uuT , 0).
Now, we claim that the partial multiplicities of (A + uuT , E) at 0 are greater than or
equal to (n2 + 1, n3, . . . , nm, 1) for all u that are elements of some generic subset of Cn,
i.e., that (A + uuT , E) generically has a chain of length at least n2 + 1 associated with
0. Hence, we follow the same steps as in the proof of Lemma 3.4, partitioning the pencil
(A,E) = (P ⊕ Ã, J ⊕ Ẽ) such that (P, J) only has the eigenvalue 0 and (Ã, Ẽ) does not
have the eigenvalue 0. Then, we transform (P, J) into Weierstraß canonical form again
grouping together blocks of the same size, i.e.,
(n1, n2, . . . , nm) = (s1, . . . , s1︸ ︷︷ ︸
t1
, . . . , sν , . . . , sν︸ ︷︷ ︸
tν
),
such that s1 > s2 > · · · > sν > 0. Now, the pencil T−1P (P, J)T is in Weierstraß canonical













if si is even or odd, respectively. We transform the whole perturbed pencil
(T−1 ⊕ In−a)(P ⊕ In−a)(A+ bbT , E)(T ⊕ In−a) =: (Â+ uvT , Ê), (3.18)
where the vector characterizing our symmetric rank-1 matrix is again denoted by b ∈ Cn.
We obtain for the transformed perturbation
u = (T−1 ⊕ In−a)(P ⊕ In−a)b and v = (T ⊕ In−a)T b,
assuming b, u, v to have the partitioning (3.7). As in the proof of Lemma 3.4, we now aim
to apply Theorem 2.6 to (3.18); hence we choose a generic Γ ⊆ Cn such that for all b ∈ Γ,
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the first component of each v(i,j) is different from zero and (A + bbT , E) is regular. For
b ∈ Γ, we define S as in (3.8), since then
S(Â+ uvT , Ê)S−1 = (Â+ weT , Ê) (3.19)
is in partial Brunovsky form with eT = [eT1,n1 , . . . , e
T
1,nm , ẽ
T ] = vTS−1 and w = Su. Now,
























1 = −u(1,2s)s1 v
(1,2s)
1 = −w(1,2s)s1 (3.20)
for all s = 1, . . . , t1/2. Now, for all b ∈ Γ the pencil (3.19) has the Jordan chains from (3.11)
associated with its zero eigenvalue. Additionally, it has the eigenvector e1, which is linearly
independent from all vectors in (3.11). Thus, let us now consider the following linear










where the sums are to be interpreted according to Definition 2.5. If b ∈ Γ, then (3.21)
is a Jordan chain of (3.19) associated with 0, where α̂, α1,1, . . . , α1,t1/2, α2,1, . . . , αν,tν ∈ C
remain to be specified. Also, (3.21) has length s1 if at least one α1,s is nonzero. Now, let
y be the last vector of (3.21) that is partitioned as in (3.7), then we observe that (3.13)
holds. To show that the chain (3.21) can be extended to length s1 + 1, we have to find an
x ∈ Cn with
Êx = (Â+ weT )y
for a particular choice of the α’s such that at least one α1,s is nonzero. Thus, let x have the































If sν > 1, then all chains C1,s and C`,s defined in (3.11) have lengths greater than one.
Thus, their last vectors’ 1st entries, (n1 + 1)th entries, . . . , (n1 + · · ·+nm−1 + 1)th entries,
will be zero. Therefore, in (3.23) these chains do not contribute to the summation and we
obtain eTy = y
(1,1)
1 = α̂ in this case.
On the other hand, if sν = 1, then of {e1} and the chains from (3.11), only {e1} and
Cν,s for s = 1, . . . , tν have length one. Thus, as in the above case, only those will contribute
to the summmation in (3.23). Then, from (3.11) we observe that the first entry of each
Cν,s (only consisting of one vector) is −1. Hence, by (3.21) we have
y
(1,1)
1 = α̂− αν,1 − · · · − αν,tν





sν = αν,s, s = 1, . . . , tν .
Therefore, by (3.23) we follow that eTy = α̂ in this case as well. Now, (3.22) is rewritten







k , k = 1, ..., s` − 1, s = 1, ..., t`, ` = 1, ..., ν, (3.24)
0 = α`,s + w
(`,s)
s`
, s = 1, ..., t`, ` = 2, ..., ν, (3.25)
0 = α1,s + w
(1,2s−1)
s1
, s = 1, ..., t1/2, (3.26)
0 = −α1,s + w(1,2s)s1 , s = 1, ..., t1/2. (3.27)
This system is solvable by defining x
(`,s)
k+1 according to (3.24) for k = 1, . . . , s` − 1, s =
1, . . . , t`, and ` = 1, . . . , ν; defining α`,s according to (3.25) for s = 1, . . . , t` and ` = 2, . . . , ν;
and finally setting α1,s := −w(1,2s−1)s1 for s = 1, . . . , t1/2, which solves (3.26) and (3.27)
because of (3.20).
Hence, we have solved (3.22), where at least one α1,s being nonzero is a generic condition
on b, so that there is a chain of length at least s1 + 1 = n2 + 1 of the perturbed pencil
(A+ bbT , E) for all b ∈ Ψ, where Ψ ⊆ Cn is a suitable generic set.
Finally, we claim that the partial multiplicities of (A+ bbT , E) at 0 cannot generically
exceed (n2+1, n3, . . . , nm, 1). Hence, consider the first blocks of (A,E) at 0 to be perturbed













By the computation in the appendix (with x = y = λ), this pencil has the determinant
λ2n1 + 2λn1+2 for this particular b. By Lemma 3.3, the perturbed pencil (A + bbT , E) is
therefore regular and has the partial multiplicities (n2 + 1, n3, . . . , nm, 1) at 0 for all b that
are elements of a suitable generic subset of Cn.
Case n1 odd. As in the above case, the perturbed pencil (E,A + uu
T ) has the partial
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multiplicities greater than or equal to (n2, . . . , nm, 1) associated with ∞ for all u ∈ Λ as
in (3.4); thus the same holds for its reversal (A + uuT , E) at 0. The first block of (A,E)









hence it is straightforward that the pencil (A + uuT , E) with u = e1 has the algebraic
multiplicity n2 + · · ·+ nm + 1 at 0. Then, by Lemma 3.3, (A+ uuT , E) is regular and has
the partial multiplicities (n2, . . . , nm, 1) at 0 for all u that are elements of a suitable generic
subset of Cn; the same is true for (E,A+ uuT ) at the eigenvalue ∞.
3.3 Case λ̂ ∈ C \ {0}
Lemma 3.6 Let (E,A) ∈ Cn,n×Cn,n be regular and T -even with the partial multiplicities
n1 ≥ · · · ≥ nm > 0 associated with an eigenvalue λ̂ ∈ C \ {0}. Then, there is a generic set
Ω ⊆ Cn such that for all u ∈ Ω the perturbed pencil (E,A + uuT ) is regular and has the
partial multiplicities at λ̂ given by (n2, . . . , nm).
Proof. From Theorem 2.6 we obtain that (E,A + uuT ) has partial multiplicities greater
than or equal to (n2, . . . , nm) at λ̂ for all u ∈ Λ as in (3.4). The largest Jordan block
of (E,A) corresponding to λ̂ is paired to one corresponding to −λ̂, which we perturb by
(0, uuT ) with u = e1 + en1+1. Then, the perturbed first blocks[
−e1eT1 −Rn1Jn1(λ̂− λ)− e1eT1
−Rn1Jn1(λ̂+ λ)− e1eT1 −e1eT1
]
are observed to have full rank at λ = ±λ̂. As no other blocks of (E,A) are affected by this
perturbation, (E,A + uuT ) has the algebraic multiplicity n2 + · · · + nm at λ̂ and −λ̂ for
this particular u and therefore, by Lemma 3.3, the assertion follows.
4 Palindromic rank-1 perturbations
Now, we aim to generalize the results on T -alternating rank-1 perturbations to the palin-
dromic case. In order to relate T -alternating and palindromic matrix pencils, we introduce
the Cayley transformations with pole at +1 and −1 given by











respectively, which are defined for any P (λ) ∈ Cn,n×Cn,n (and can be generalized to matrix
polynomials). It is well-known that the structure of P (λ) corresponds to the structure of
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Table 4.1: Cayley transforms of structured matrix pencils.
P (λ) C−1(P )(µ) C+1(P )(µ)
T -palindromic T -odd T -even
T -anti-palindromic T -even T -odd
T -even T -palindromic T -anti-palindromic
T -odd T -anti-palindromic T -palindromic
its Cayley transforms as described in Table 4.1, which is extracted from [12] and reduced
to the case of matrix pencils (instead of matrix polynomials).
Subject of our study in this section will be T -palindromic rank-k perturbations of the
form [




u1 . . . uk
]T
, (4.1)
where δP (λ) is a generic, T -palindromic k×k pencil and u1, . . . , uk ∈ Cn are certain generic
vectors. In analogy to the previous section, a subset of the set of T -palindromic pencils
Pk = {λB +BT | B ∈ Ck,k} is considered generic, if it can canonically be identified with a
generic subset of Ck,k. In order to further characterize δP (λ), let us consider the following
lemma.
Lemma 4.1 Let Γ ⊆ Ek be a generic set of T -even pencils. Then the set C−1(Γ) is a
generic subset of Pk.
Proof. Let B be a basis of Ek and let again [λE − A]B ∈ Ck
2
denote the coordinates
of λE − A ∈ Ek with respect to B. Since Γ is generic, there is a nonzero polynomial





Assume λB+BT 6∈ C−1(Γ), then C+1(P )(λ) = λ(B−BT ) +B+BT 6∈ Γ, which implies
p
(
[λ(B − BT ) + B + BT ]B
)
= 0. Now, B 7→ p
(
[λ(B − BT ) + B + BT ]B
)
is a polynomial
and not constantly zero; hence C−1(Γ) is a generic subset of Pk.
Now, let Γ ⊆ Ek be the generic set from Lemma 3.1, then the set C−1(Γ) is by Lemma 4.1
a generic subset of Pk and it contains T -palindromic k × k pencils that are regular and
have distinct eigenvalues by [26, Theorem 3.4] (see also [15]). Assuming δP (λ) ∈ C−1(Γ),
we apply C+1 to the pencil (4.1) and obtain, as u1, . . . , uk do not depend on λ:[




u1 . . . uk
]T
,
which is T -even with C+1(δP )(µ) ∈ Γ. Again, without loss of generality let C+1(δP )(µ) be
in T -even Kronecker form as in Theorem 2.11; then it consists of k/2 blocks of the type F1
if k is even and of (k− 1)/2 blocks of the type F1 and one block I1 if k is odd, as all other
blocks are singular or involve multiple eigenvalues. Since blocks F1 correspond to rank-2
perturbations of P (λ), we will only study perturbations corresponding to I1, i.e., ones of
the form C+1(∆P )(µ) = u I1 uT , thus
∆P (λ) = u C−1(I1)(λ)uT = (λ+ 1)uuT .
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Note that it is also possible to characterize the Jordan structure of δP (λ) from (4.1) by
employing a T -palindromic Kronecker form that was deduced in [23], which also yields
the above form of generic, structure-preserving rank-1 perturbations. To characterize the
change in Jordan structure of T -palindromic matrix pencils under perturbations ∆P (λ),
where u is an element of some generic subset of Cn, the following theorem is obtained
parallel to Theorem 3.2.
Theorem 4.2 Let P (λ) ∈ Cn,n × Cn,n be a T -palindromic or T -anti-palindromic, regular
matrix pencil with the partial multiplicities n1 ≥ · · · ≥ nm > 0 associated with an eigenvalue
λ̂ ∈ C ∪ {∞}. Then, there is a generic set Ω ⊆ Cn such that for all u ∈ Ω, the perturbed
pencil
P (λ) + (λ+ 1)uuT or P (λ) + (λ− 1)uuT ,
respectively, is regular and has the partial multiplicities associated with λ̂ given by Table 4.2.
Table 4.2: Rank-1 perturbations of palindromic matrix pencils.
parity eigenvalue λ̂ case multiplicities
T -palindromic
λ̂ = 1
n1 even (n2, n3, . . . , nm)
n1 odd (n2 + 1, n3, . . . , nm)
λ̂ = −1 n1 even (n2 + 1, n3, . . . , nm, 1)
n1 odd (n2, n3, . . . , nm, 1)
λ̂ 6= ±1 (n2, n3, . . . , nm)
T -anti-palindromic
λ̂ = 1
n1 even (n2 + 1, n3, . . . , nm, 1)
n1 odd (n2, n3, . . . , nm, 1)
λ̂ = −1 n1 even (n2, n3, . . . , nm)
n1 odd (n2 + 1, n3, . . . , nm)
λ̂ 6= ±1 (n2, n3, . . . , nm)
Proof. We will only prove the assertion if P (λ) is T -palindromic, the treatment of the
other case is analogous. We define ∆P (λ) := (λ + 1)uuT ; since C+1 and C−1 are linear
transformations on the vector space Cn,n × Cn,n, the transformed pencil is given by
C+1(P + ∆P )(µ) = C+1(P )(µ) + C+1(∆P )(µ),
where both pencils on the right hand side are T -even. Observe that C+1(P )(µ) has the
partial multiplicities (n1, . . . , nm) associated with the transformed eigenvalue µ̂ = (λ̂ −
1)/(λ̂+ 1) if λ̂ 6= −1 and µ̂ =∞ if λ̂ = −1 by [26, Theorem 3.4]. In particular,









is a structure-preserving rank-1 perturbation of C+1(P )(µ). Hence, by Theorem 3.2 there is
a generic set Ω ⊆ Cn such that for all u ∈ Ω, the perturbed pencil C+1(P )(µ)+C+1(∆P )(µ)
is regular and its partial multiplicities at µ̂ are given by the upper half of Table 3.1, where
λ̂ has to be replaced by the transformed eigenvalue µ̂.
We can now apply the inverse transformation C−1 to C+1(P +∆P )(µ) to obtain that the
perturbed pencil P (λ) + ∆P (λ) is regular and has the partial multiplicities in the upper
half of Table 4.2 at λ̂ = (1 + µ̂)/(1− µ̂) if µ̂ 6= 1 and at λ̂ =∞ if µ̂ = 1 for all u ∈ Ω by [26,
Theorem 3.4].
5 Symmetric rank-1 perturbations
Subject of this section will be symmetric rank-k perturbations of the form[




u1 . . . uk
]T
, (5.1)
where (δE, δA) is a generic, symmetric k×k pencil and u1, . . . , uk ∈ Cn are certain generic
vectors. Analogously to Sections 3 and 4, we consider a subset of the set of symmetric
k × k pencils
Sk := {(E,A) ∈ Ck,k × Ck,k | (E,A) is symmetric }
to be generic, if it can canonically be identified with a generic subset of Ck(k+1); also we
denote by [(E,A)]B ∈ Ck(k+1) the coordinates of (E,A) ∈ Sk with respect to a basis B of
Sk.
Lemma 5.1 There exists a generic set Γ ⊆ Sk such that any (E,A) ∈ Γ is regular and
has distinct eigenvalues.
Proof. We follow the procedure of the proofs of Theorem 2.3 and Lemma 3.1. Given
(E,A) ∈ Sk and
∑k
j=0 cjλ
j := det(λE − A), the coefficients cj = cj(E,A) depend polyno-
mially on the coordinates [(E,A)]B and not all cj(E,A) are constantly zero.
Further, define p(E,A) as in (2.2) and q(E,A) as in (2.3), which both depend poly-
nomially on the coordinates [(E,A)]B and observe that p(E,A)q(E,A) is not constantly
zero. Hence, the set
Γ :=
{
(E,A) ∈ Sk | p(E,A)q(E,A) 6= 0 and ∃j ∈ {0, 1, . . . , k} with cj(E,A) 6= 0
}
(5.2)
of regular, symmetric pencils with distinct eigenvalues is a generic subset of Sk.
If (δE, δA) is an element of Γ from (5.2), it is regular and has distinct eigenvalues;
without loss of generality let (δE, δA) be in symmetric Kronecker form as in Theorem 2.12.
Then, its diagonal blocks will all have size 1 × 1 and thus (5.1) is the sum of symmetric
rank-1 pencils of the form (βuuT , αuuT ). Hence, in the following theorem, we will examine
this type of symmetric rank-1 perturbations if u is an element of a suitable generic subset
of Cn.
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Theorem 5.2 Let (E,A) ∈ Cn,n × Cn,n be symmetric and regular with the partial mul-
tiplicities n1 ≥ · · · ≥ nm > 0 associated with an eigenvalue λ̂ ∈ C. Then, for all
(α, β) ∈ C × C \ {0} there is a generic set Ω ⊆ Cn such that for all u ∈ Ω, the per-
turbed pencil (E + βuuT , A+ αuuT ) is regular and has the partial multiplicities at λ̂ given
by
(n2, . . . , nm) or (n2, . . . , nm, 1) (5.3)
if α 6= λ̂β or α = λ̂β, respectively.






λ(E + βuuT )− A− αuuT
)
,
whose coefficients cj = cj(u) depend polynomially on the entries of u ∈ Cn. Therefore,
since cj(0) 6= 0 holds for at least one j, we have that cj(u) 6= 0 for at least one j on a set
Λ ⊆ Cn that is by definition generic, i.e., (E + βuuT , A+ αuuT ) is regular for all u ∈ Λ.





under the given perturbation; adding the chains from Theorem 2.6, the perturbed
pencil (E + βuuT , A + αuuT ) has partial multiplicities greater than or equal to the ones
in (5.3) at λ̂ for all u ∈ Λ. Hence, for all u ∈ Λ we can factorize
det
(




λn2+···+nm q1(λ) if α 6= λ̂β,
λn2+···+nm+1 q2(λ) if α = λ̂β
for suitable polynomials q1(λ) and q2(λ). Note that the coefficients q1(0) and q2(0) depend
polynomially on the entries of u and that for continuity reasons the above factorization
even holds for all u ∈ Cn. Assuming that (E,A) is in symmetric Kronecker form as in
Theorem 2.12, where the blocks corresponding to λ̂ come first and are ordered decreasingly





Then, q1(0) and q2(0) are nonzero, e.g., for u = e1, since the first block of the perturbed
pencil
−Rn1Jn1(λ̂− λ) + (λβ − α)e1eT1
at λ̂ clearly has the algebraic multiplicity 0 if α 6= λ̂β and 1 if α = λ̂β. Hence, we have
q1(0) 6= 0 and q2(0) 6= 0 for all u ∈ Λ̃, where Λ̃ ⊆ Cn is by definition generic. Thus, for all
u ∈ Λ∩ Λ̃ the partial multiplicities of (E + βuuT , A+ αuuT ) at λ̂ are given by (5.3), from
which the assertion follows as Λ ∩ Λ̃ is generic.
Remark 5.3 An analogous result for the infinite eigenvalue of (E,A) is obtained as well




Structure-preserving rank-1 perturbations of classes of structured, regular matrix pencils
were investigated and the generic Jordan structure of the perturbed pencil at the old
eigenvalues was determined with respect to the parameters of the perturbation. In interplay
of two effects was observed:
First, the largest block at each eigenvalue disappears under a generic rank-1 pertur-
bation if this eigenvalue is not present in the perturbating pencil; otherwise the largest
block shrinks to size one. Second, for T -alternating and palindromic matrix pencils, there
are certain pairing conditions on the Jordan structure of the perturbed pencil so that
in some cases, the largest remaining block generically increased in size by one. In ex-
treme cases, e.g., in Example 1.2, the algebraic multiplicity is not affected by a generic,
structure-preserving rank-1 perturbation, but we are still able to observe the above de-
scribed principles.
Since symmetric matrix pencils do not have any restrictions on their eigenvalues, their
behavior under generic, structure-preserving rank-1 perturbations does not deviate from
the unstructured situation. We remain to examine generic, structure-preserving rank-
2 perturbations of T -alternating and palindromic regular matrix pencils to completely
characterize low-rank perturbations in these cases, which will be addressed in future work.
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Appendix
We aim to compute the determinant of the matrix pencil
T (λ) =
























where x and y are dummy elements that remain to be specified. We make a Laplace
expansion with respect to the first column and obtain
detT (λ) = x detT1(λ) + (−1)n1+1y detT2(λ)− λ detT3(λ),
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and detT3(λ) to be equal to∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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detT (λ) = x detT1(λ) + (−1)n1+1y detT2(λ)− λ detT3(λ)
= (−1)n1λ2n1 +
(
y + (−1)n1x
)
λn1+1.
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