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Abstract
More and more stringent restrictions concerning the pollutant emissions of Internal Com-
bustion Engines (ICEs) constitute a major challenge for the automotive industry. New
combustion strategies such as Homogeneous Charge Compression Ignition (HCCI) and
the implementation of complex injection strategies are promising solutions for achieving
the imposed emission standards as they permit low NOx and soot emissions, via lean and
highly diluted combustions, thus assuring low combustion temperatures. This requires
the creation of numerical tools adapted to these new challenges. This Ph.D presents the
development of a new 0D Diesel HCCI combustion model : the dual Combustion Model
(dual−CM). The dual-CM is based on the PCM-FPI approach used in 3D CFD, which
allows to predict the characteristics of Auto-Ignition and Heat Release for all Diesel
combustion modes. In order to adapt the PCM-FPI approach to a 0D formalism, a good
description of the in-cylinder mixture is fundamental. Consequently, adapted models
for liquid fuel evaporation, mixing zone formation and mixture fraction variance, which
allow to have a detailed description of the local thermochemical properties of the mixture
even in configurations adopting multiple injection strategies, are proposed. The results of
the 0D model are compared in an initial step to the 3D CFD results. Then, the dual-CM
is validated against a large experimental database; considering the good agreement with
the experiments and low CPU costs, the presented approach is shown to be promising
for global engine system simulations. Finally, the limits of the hypotheses made in the
dual-CM are investigated and perspectives for future developments are proposed.
Key words : Diesel HCCI Combustion, Fuel Evaporation, Probability Density Func-
tions, Tabulated Complex Chemistry, 0D Model, Multiple Injection Sprays.
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Résumé
La législation sur les émissions de polluants des Moteurs à Combustion Interne (ICEs)
est de plus en plus contraignante et représente un gros défi pour les constructeurs auto-
mobiles.
De nouvelles stratégies de combustion telles que la Combustion à Allumage par Com-
pression Homogène (HCCI) et l’exploitation de stratégies d’injections multiples sont des
voies prometteuses qui permettent de respecter les normes sur les émissions de NOx et
de suies, du fait que la combustion a lieu dans un mélange très dilué et par conséquent
à basse température.
Ces aspects demandent la création d’outils numériques adaptés à ces nouveaux défis.
Cette thèse présente le développement d’un nouveau modèle 0D de combustion Diesel
HCCI : le dual Combustion Model (dual − CM). Le modèle dual-CM a été basé sur
l’approche PCM-FPI utilisée en Mécanique des Fluides Numérique (CFD) 3D, qui per-
met de prédire les caractéristiques de l’auto-allumage et du dégagement de chaleur de
tous les modes de combustion Diesel. Afin d’adapter l’approche PCM-FPI à un formal-
isme 0D, il est fondamental de décrire précisément le mélange à l’intérieur du cylindre.
Par consequent, des modèles d’évaporation du carburant liquide, de formation de la zone
de mélange et de variance de la fraction de mélange, qui permettent d’avoir une descrip-
tion détaillée des proprietés thermochimiques locales du mélange y compris pour des
configurations adoptant des stratégies d’injections multiples, sont proposés.
Dans une première phase, les résultats du modèle ont été comparés aux résultats du
modèle 3D. Ensuite, le modèle dual-CM a été validé sur une grande base de données
expérimentales; compte tenu du bon accord avec l’expérience et du temps de calcul
réduit, l’approche présentée s’est montrée prometteuse pour des applications de type
simulation système. Pour conclure, les limites des hypothèses utilisées dans dual-CM
ont été investiguées et des perspectives pour les dévélopements futurs ont été proposées.
Mots Clés : Combustion Diesel HCCI, Évaporation de Carburant, Fonctions de
Densité de Probabilité, Tabulation de la Chimie Complexe, Modèle 0D, Jets d’Injections
Multiples.
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Chapter 1
Introduction
This ending decade is clearly marked by a worldwide general understanding of the im-
plications that the pollutant and carbon dioxide (CO2) emissions generated by human
activities have on the quality of life. Relatively to the major atmospheric pollutants,
the road transportation sector represents one of the major contributors. For instance,
in the 2008 european pollutant emission panorama, the road transportation contributes
for almost 40% to the global emissions of nitrogen oxides (NOx), for about 36% to the
global emissions of carbon monoxide (CO) and for around 17% to the global emissions
of Particulate Matter (PM), figure 1.1.
(a) (b)
(c) (d)
Figure 1.1: Emissions of NOx (a), CO (b), PM2.5 (c), and PM10 (d) in Europe per activity
sector [96].
Accordingly, standards concerning the road transportation pollutant emissions were
established by the European Union (EU), and imposed on car manufacturers. Fig-
ure 1.2 (top) shows the evolution of the main pollutant specific emission limits (expressed
in g/km) associated with the Diesel car european standards, from 1992 to 2014. The
data concerning the PM and NOx emissions are also plotted in figure 1.2 (bottom) in a
12
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diagram. Looking at figure 1.2, it is clear that there is a willingness from the institutions
to reduce the pollutant emissions, and to do that in a relatively short period of time. On
the other hand, the introduction of increasingly stringent pollutant emission standards
has obliged car manufacturers to invest in research and development in order to improve
the performance of their products.
Figure 1.2: European Union emission standards for light duty Diesel vehicles [97].
Figure 1.3 shows the trends relative to the absolute emissions of NOx, figure 1.3 (top),
and CO, figure 1.3 (bottom), plotted per activity sectors, and relative to the period of
time going from 2000 to 2006. Looking at figure 1.3, two important aspects must be
kept in mind :
• the effect of the introduction of new standards is not immediate : in fact several
years are necessary in order to significantly renew the existing car park,
• the number of cars is constantly growing.
14
(a)
(b)
Figure 1.3: Trends in NOx (top) and CO (bottom) emissions from the five most important
activity sectors on the period from 2000 to 2006 [96].
As seen in figure 1.3, in the last years the tendencies are clearly positive : even if the
number of cars continues to increase, the NOx and CO emissions associated with the road
transportation are in constant decrease. Moreover, the trends shown in figure 1.3 are due
to the introduction of the Euro 1 to Euro 4 standards. Consequently, it is reasonable to
expect further pollutant emission reductions in the following years. At the present time,
the chemical species recognized as pollutant species for Internal Combustion Engines
(ICEs) are nitrogen oxides (NOx), carbon mono-oxide (CO), Particulate Matter (PM)
and unburned hydrocarbons (HC). These species are responsible for local atmospheric
pollution, often localized around urban sites or along the main connection axes. However,
the road transportation contributes up to 20% to the carbon dioxide (CO2) emissions.
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Even if presently CO2 is not considered as a pollutant species, it is in part responsible for
global warming. Unlike the ICE pollutant species, which can be reduced by optimizing
the combustion, CO2 is a product of combustion. Consequently, it can only be reduced
by reducing fuel consumption, that is by improving engine efficiency.
Even if a law limiting the CO2 emissions still does not exist, in response to the
Kyoto protocol of 1997, the Automotive European Manufacturers’ Association (ACEA)
commits itself to reduce the specific CO2 emissions to 140 g/km before 2008, and to
120 g/km before 20121.
In the following of this chapter, first a brief description of a standard recent commer-
cial Diesel Internal Combustion Engine (ICE ) is given, section 1.1. In particular, the
principle of the Diesel engine and the main technologies integrated in the engine archi-
tecture influencing the combustion process are presented. Then, a comparison between
conventional Diesel and Diesel Homogeneous Charge Compression Ignition (HCCI ) com-
bustion regimes is detailed. In section 1.2, an overview of experimental and numerical
devices used to study the global engine systems is given. Finally at the end of this
chapter, the context of this dissertation is defined and the methodology used to develop
and validate the dual Combustion Model (dual-CM ), which is the central element of this
Ph.D, is detailed.
1.1 The Diesel engine
In recent years, technological improvements allowed the development of new devices
which strongly improve the quality of the combustion process in ICEs. The integration in
the engine architecture of devices such as Common Rail System (CRS ) and Exhaust Gas
Recirculation (EGR) loop represented a real breakthrough that marked the beginning of
a worldwide diffusion of Diesel engines.
Figure 1.4 shows the FIAT 1.3 JTD multijet engine, the symbol of the new generation
of Diesel engines. The engine architecture shown in figure 1.4, conceived for respecting
the Euro 4 standards, is a turbo-charged inline four cylinders with four valves per cylinder
equipped with an EGR loop and a second generation high pressure Direct Injection (DI)
CRS, able to perform up to five fuel injections per engine cycle.
At the present in Europe, almost 50% of passenger cars are equipped with Diesel
engines.
1The values of 140 and 120 g/km are mean values of specific CO2 emissions computed on the whole
range of car production.
16
Figure 1.4: FIAT 1.3 JTD 16v multijet engine architecture [99]. This engine, developed for
respecting the Euro 4 standards, has a maximum power of 55 kW (75 HP) at 4000 rpm and a
maximum torque of 145 Nm at 1500 rpm.
1.1.1 Principle of the four stroke Diesel engine
In this section, the principle of the four stroke compression ignition engine is briefly
presented. Figures 1.5 to 1.7 show the different phases of a classical four stroke Diesel
engine cycle. In particular, figure 1.5 represents the physical phenomena associated with
each stroke, figure 1.6 shows the angular extents of the different phases of the four stroke
engine cycle and figure 1.7 represents on the pressure/volume (p − V ) thermodynamic
diagram the evolutions of the thermodynamic conditions within the cylinder, during a
complete engine cycle. In the following, the different Diesel engine cycle phases are
discussed more in detail.
Stroke n° 1 : intake
The piston is moving from Top Dead Center (TDC) towards Bottom Dead Center
(BDC), figure 1.5. In this first phase, the intake valves are opened and allow the fresh
ambient air mixture, composed in the most general case of pure air and Exhaust Gas
17
Figure 1.5: The Diesel four-stroke operating cycle.
Figure 1.6: Angular extents of the engine cycle phases for a Diesel four-stroke engine.
Recirculation (EGR) gases, to fill the combustion chamber. As the Intake Valve Open-
ing/Closing (IV O/IV C) times are finite, in order to optimize the volumetric efficiency,
the intake valve opening interval begins before TDC and ends after BDC, figure 1.6. The
intake phase on the pressure/volume thermodynamic diagram, figure 1.7, corresponds to
the evolution
−−→
AB which, because of the pressure drop of the gases crossing the intake
valve seats, lies at a pressure level lower than the atmospheric pressure2.
Stroke n° 2 : compression
The piston is moving from BDC towards TDC, figure 1.5. In this second phase, the
cylinder is filled with fresh ambient-air gases, the intake and exhaust valves are closed,
and the piston compresses the gases within the combustion chamber. The compression
2The pressure/volume thermodynamic diagram shown in figure 1.7 refers to a naturally aspirated
Diesel engine.
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Figure 1.7: Pressure-volume thermodynamic diagram for a Diesel four-stroke operating cycle.
phase begins after BDC and ends at TDC, figure 1.6. During this phase, the ambient-air
gases heat up and exchange heat with the cylinder walls. Consequently, the compression
phase on the pressure/volume thermodynamic diagram, figure 1.7, is represented as a
polytropic evolution,
−−→
BC. Usually, the liquid fuel injection within the cylinder starts
just before the piston reaches TDC. In fact, at this time, the thermodynamic conditions
of the gases within the combustion chamber favor the liquid fuel evaporation and the
formation of radicals which permits the auto-ignition of the reactive mixture (mixture
of fuel and ambient-air).
Stroke n° 3 : expansion
The piston is moving from TDC towards BDC, figure 1.5. In this third phase, both
the intake and exhaust valves are closed, and the reactive mixture burns and expands
within the combustion chamber. The expansion phase is the major work contribution to
the engine cycle. The expansion phase begins at TDC and ends before BDC, figure 1.6.
On the pressure/volume thermodynamic diagram, figure 1.7, the expansion phase is
represented by
−−−→
CDE. In the evolution indicated as
−−→
CD, representing the reactive mixture
combustion, two combustion regimes can be distinguished. The first starting around
TDC, point C in figure 1.7, and taking place at a constant volume, which corresponds to
the auto-ignition of the reactive mixture; the second going up to point D in figure 1.7,
which corresponds to the combustion of fuel burning as a diffusion flame3. Then, during
the evolution indicated as
−−→
DE, the burned gases expand within the cylinder and, at the
3In a diffusion flame the fuel consumption rate is limited by the mixing process between gaseous fuel
and oxidizer [91].
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same time, exchange heat with the cylinder walls (heat loss). In figure 1.7 the expansion
phase is represented as a polytropic evolution.
Stroke n° 4 : exhaust
The piston is moving from BDC towards TDC, figure 1.5. In this fourth phase, the
exhaust valves are opened and the piston movement pushes out the burned gases from
the cylinder. As the Exhaust Valve Opening/Closing (EV O/EV C) times are finite,
in order to optimize the engine efficiency, the exhaust valve opening interval begins
before BDC and ends after TDC, figure 1.6. The intake phase on the pressure/volume
thermodynamic diagram, figure 1.7, corresponds to the evolution
−−→
EF which, because of
the pressure drop of the gases crossing the exhaust valve seats, lies at a pressure level
higher than the atmospheric pressure.
Diesel operating cycle analysis
Figure 1.8 shows the operation of a typical naturally aspirated Compression Ignition
(CI) engine [6]. The represented Diesel engine has a compression ratio, defined as the
ratio between the maximum and the minimum cylinder volumes equal to 164. The figure
shows four plots; in the following the different plots will be indicated using the letters
from (a) to (d) as going from the top to the bottom of the figure.
Figure 1.8: Sequence of events during compression, combustion, and expansion processes of
a naturally aspirated compression-ignition engine operating cycle [6]. Cylinder volume/dead
volume (V/Vd), liquid fuel injection rate (m˙Fl), in-cylinder pressure (p) (solid line, firing cycle;
dashed line, motored cycle), and Heat Release Rate (HRR) are plotted against crank angle.
4Classical values of Diesel engine compression ratios vary between 12 to 24, depending on the type
of engine and whether the engine is naturally aspirated or turbo-charged.
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Figure 1.8 (a) shows the evolution of the cylinder volume, V , normalized with respect
to the dead volume, Vd, as a function of the crank angle. In figure 1.8 (b), the profile
of the liquid fuel injection rate is shown, m˙Fl ; the Start Of Injection (SOI) and the
End Of Injection (EOI) crank angle values are put in evidence. As seen, the fuel is
injected about 20 CAD before TDC. The liquid fuel atomizes, evaporates and mixes
with ambient air. After a short delay, the gaseous mixture of fuel and ambient air auto-
ignites. The auto-ignition represents the Start Of Combustion (SOC), figure 1.8 (c).
Hence, the cylinder pressure (solid line in figure 1.8 (c)) rises above the motored engine
level (dashed line). At the SOC, part of the injected fuel which has already mixed with
sufficient air to burn, reacts very fast, figure 1.8 (d). As the expansion process proceeds,
mixing between fuel and ambient air continues, accompanied by further combustion in
which fuel burns in a diffusion flame regime.
1.1.2 The Common Rail system
The Common Rail (CR) system is one of the key devices that have allowed the strong
diffusion of Diesel engines all over the world. In particular the CR system allows higher
injection pressures5, faster switching times and greater adaptability of the injection pat-
tern to engine operating conditions. All these characteristics are necessary for making
the Diesel engine more efficient, cleaner and more powerful. The major advantage of the
CR system is its ability to vary injection pressure and timing over a broad scale. This
is made possible by separating the functions of pressure generation and fuel injection.
Figure 1.9 shows a typical CR system integrated in a modern engine architecture.
The CR fuel injection system is made from three subsystems :
• the low pressure circuit charged of supplying the fuel to the high pressure circuit,
• the high pressure circuit consisting of the high pressure pump, high pressure accu-
mulator (rail) and injectors,
• the electronic control system made from the sensors, control unit and actuators.
All the injectors, one for each cylinder, are fed by the common fuel rail. The injectors
are the most important component of the CR system. They incorporate fast-switching
solenoid valves by means of which the nozzle is opened and closed. This enables the
injection pattern to be individually controlled for each cylinder.
A continuously operating high pressure pump, driven by the engine, produces the
desired injection pressure. Pressure is controlled by a pressure limiter positioned on
the rail, figure 1.9. As the pressure is stored in the rail, it is largely independent of
5In the next generation of CR injection systems, the injection pressure can rise up to 2000 bar.
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Figure 1.9: Common Rail injection system [100].
the engine speed and injected fuel quantity. The injectors inject fuel directly into the
combustion chamber. The fuel injection is controlled by the Electronic Control Unit
(ECU), figure 1.9.
Schematics of the injector and injector tip are shown in figure 1.10.
Figure 1.10: Common Rail injector [52].
The main features of the injector are the solenoid, the control needle, the main needle,
and the fuel supply and return lines. The enlargement on the top left in figure 1.10 can be
used to describe the operation of the injector. Activation of the solenoid lifts the control
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needle, opening orifice A directly above the main needle. This action allows fuel flow
from the supply line through orifice B into the small chamber above the main needle,
then through orifice A to the return line. Since orifice B is smaller than A, the pressure
in the small chamber is much less than the fuel line pressure, creating a force imbalance
that unseats the main needle and starts the injection. When the solenoid is deactivated a
closure spring reseats the control needle. The pressure in the chamber above the control
needle then returns to the fuel supply pressure causing the main needle to reseat, ending
the injection.
1.1.2.1 The multiple injection strategies
Multiple injection strategies, that is the introduction in the cylinder of liquid fuel mass
split into several injections, have permitted a strong improvement in the combustion
process in Diesel engines, in terms of performance and pollutant emissions.
Figure 1.11 shows a double injection pattern : on the top of the figure, is represented
the injection command, while on the bottom is represented the corresponding injection
rate. The engine operating conditions as well as the injection parameters are given in
table 1.1.
Injection1 Injection2
Injected liquid fuel mass [mg] 5 15
Injection advance [CAD BTDC] 35 55
Engine speed [rpm] 3000
Injector opening delay [µs] 350
Injection pressure [bar] 800
Table 1.1: Engine operating conditions and injection pattern variables. The values given in
the table refer to the injection pattern shown in figure 1.11.
As shown in figure 1.11 (top), the variables commonly used for defining the injection
command of the ith fuel injection are :
• the Injection Advance (AV Ii), defining the crank angle at which the injection
command starts,
• the Energizing Time (ETi), giving the length of time of the injection command
and
• the Dwell Time, (DTi−(i+1)), giving the time interval between the end of the ith
injection command and the start of the (i+ 1)th injection command.
Looking at figure 1.11 (bottom), it is interesting to note that, for the ith injection, the
AV Ii does not correspond to the Start of Injection (SOIi) of the liquid fuel. This is due
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Figure 1.11: Multiple injection pattern. The values of the variables defining the injection
pattern shown in the figure are given in table 1.1.
to the injector opening delay, associated with hydraulic and mechanical inertias, which
depends on the injection system.
Figure 1.12 schematically represents the difference between single and multiple in-
jection strategies in terms of fuel injection rates and Heat Release Rates. As shown in
Figure 1.12: Comparison of the fuel injection rates and Heat Release Rates associated with
single and multiple injection strategies.
figure 1.12, the injection strategy pattern strongly influences the Heat Release Rate of
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the engine cycle.
The injection pattern shown in figure 1.12 contains five injections6 (from the left to
the right) :
• pilot injection : usually performed very early respect to the SOI of the main injec-
tion, it reduces the combustion noise during cold-start and idle regimes. Moreover
it contributes to the reduction of soot emissions, and increases the engine volumet-
ric efficiency7,
• pre injection : usually performed very close to the main injection, it controls the
premixed combustion process which has a strong impact on the combustion noise,
and on soot and NOx formation,
• main injection : it involves most of the injected fuel mass (70÷80%). Its role is to
generate the performance in terms of torque/power demanded by the driver. The
SOI associated to the main injection has strong effects on the NOx formation,
• after injection : usually performed very close to the main injection, it has an impact
on the end of the combustion and favors the completion of the soot oxidation
process for mainly two reasons :
– it increases the gaseous mixture temperature favoring the oxidation reactions,
– the kinetic energy associated to the injected mass of fuel generates turbulence
in the cylinder, that favors mixing motion increasing oxygen concentration
where necessary for soot oxidation,
• post injection : usually performed very late in the engine cycle, it considerably
increases the exhaust gas temperature. Generally, the post injection is adopted in
injection strategies performed periodically for improving the aftertreatment device
performance :
– quick warm-up of the catalyst,
– regeneration of the Diesel Particulate Filter (DPF ),
– improvement of lean-NOx trap efficiency.
6Up to present, the injection strategies adopted for commercial vehicles, never exceed five injections
per cycle.
7This effect, commonly observed in gasoline engines, can be encountered in Diesel engines when very
early injections are performed in order to obtain homogeneous mixtures burning in HCCI combustion
regime. The evaporation of the liquid fuel cools the gaseous mixture in the cylinder. The intake pressure
being imposed, a temperature decrease implies a volume decrease and consequently the possibility of
introducing more fresh air.
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1.1.3 The combustion process
In the last decades, in order to reduce the engine pollutant emissions, many efforts
were made in the research domain for understanding the pollutant species formation
mechanisms.
It was found that a promising way for reducing the pollutant emissions consists in
acting directly on the combustion process.
In fact, the pollutant species formation is strongly related to the local thermochem-
ical properties of the mixture within the cylinder. Accordingly, establishing the right
in-cylinder thermochemical conditions would allow a reduction of pollutant emissions.
These studies brought to the introduction of non-conventional combustion regimes, such
as Premixed Controlled Compression Ignition (PCCI), Low Temperature Combustion
(LTC) and HCCI combustion processes, figure 1.13.
Figure 1.13: PCCI, LTC and HCCI concept on a Φ− T map [62].
As shown in figure 1.13, the tendency is to obtain a combustion process characterized
by lower temperatures and a higher level of local air-excess ratio, in order to get out of
the region relative to NOx and soot emissions. Nowadays, to reduce the combustion
temperatures, it is usual to dilute the fuel-air mixture with EGR because of its high
specific heat-capacity and immediate availability.
In the following, in order to put in evidence the major differences between con-
ventional and non conventional combustion processes, attention will be focused on the
differences between conventional Diesel and Diesel HCCI combustions.
Conventional Diesel and HCCI combustion modes are governed by different physical
mechanisms.
In conventional Diesel combustion, the mixture inside the cylinder is characterized
by a high fuel mass fraction stratification. The first site of auto-ignition appears inside
the spray, where chemical and thermodynamic conditions are the most favourable. Heat
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released by combustion at the first site, subsequently favors the multiplication of auto-
ignition sites. This chain reaction leads to the sharp heat release process typical of the
premixed Diesel combustion phase. The remaining fuel burns in a diffusion flame and the
heat release is governed by the mixing process. In this phase, turbulence plays the most
important role. The dynamics of a convention Diesel combustion are shown in figure 1.14.
In figure 1.14 are clearly distinguished the six injection cones coming out of the injector
Figure 1.14: Dynamics of a conventional Diesel combustion [100].
nozzle, which is positioned at the center of the combustion chamber. The injected
fuel penetrates within the cylinder and mixes with ambient-air. As seen, the gaseous
mixture within the cylinder is strongly heterogeneous, hence, the local thermochemical
properties of the gases strongly vary in terms of temperature and equivalence ratio. In
the conventional Diesel regime, combustion is essentially controlled by mixing.
On the other hand, in HCCI combustion, the mixture inside the cylinder is homoge-
neous. Hence, chemical kinetics play the most important role in the combustion process.
The dynamics of a Diesel HCCI combustion are shown in figure 1.15.
As shown in this figure, because of the homogeneity of the mixture, all the gas auto-
ignites simultaneously. As a consequence, HCCI combustion is characterized by a high
Heat Release Rate (HRR).
1.2 The global engine system study
An ICE is a complex system to study for the following reasons :
• many different branches of physics are involved in the study of its fundamental
principles of functioning,
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Figure 1.15: Dynamics of a Diesel HCCI combustion [98].
• complex interactions between physical phenomena occur,
• the large number of devices integrated in the engine architecture, which are nec-
essary in order to guarantee the required flexibility to the system, constitute a
complex system to optimize,
• prototypes are expensive to manufacture and need time to be tested.
For these reasons, the optimisation of the entire engine system is a hard task, expensive
and time consuming. In the following, two devices for optimizing the performance of
global engine systems are presented :
• experimental global engine test bench,
• global engine simulation numerical models.
1.2.1 The global engine system test bench
In the past, the global engine test-bench was widely used for engine-control calibration,
figure 1.16. This methodology of calibration was possible essentially because :
• only a reduced number of devices were integrated in the engine architecture,
• the engine systems were less flexible,
• there were less constraints in terms of pollutant emissions,
• it was the only solution available then.
The major inconvenients associated to this methodology are :
• the cost in terms of facilities and human resources,
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• the length of time needed for the experiments.
Today, the role of the engine test-bench in the engine development process has changed.
In fact, it is essentially used for :
• testing very particular engine operating points,
• testing new engine control strategies,
• validating the ICE numerical simulations,
and no longer used for optimizing engine control strategies.
Figure 1.16: Schematic of a global-engine test-bench.
1.2.2 The global engine system simulation
In recent years, consequently to the rapid progress in CPU performance and the large
increase in data storage capabilities, numerous softwares for global engine system numer-
ical simulation have been developed (e.g. GT-power, AMESim, GASDYN, etc...). As
mainframe for the development of dual-CM, the environment of simulation AMESim has
been choosen, appendix A. Compared to global engine test bench approach, the global
engine system simulation presents the following advantages, figure 1.17 :
• the cost in term of facilities and human resources is relatively low,
• computations are performed in a short interval of time,
• the models can be easily transported from one place to another.
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On the other hand, global engine system simulation is not a stand alone device : it needs
experimental data from laboratory facilities in order to validate the engine model. In
industry, global engine system simulation is mainly used in the following domains :
• engine architecture conception phase,
• engine-control strategies definition,
• engine performance investigation, (e.g. engine tests on standard vehicle homolo-
gation driving cycles).
Figure 1.17: Schematic of a global-engine system simulator.
1.3 Objective and methodology
The aim of this work is to develop a numerical model able to simulate the ICE com-
bustion process in both conventional Diesel and Diesel HCCI regimes. The model has
been conceived for global system simulation applications. In this context, the model
must be able to respond properly to turbocharger pressure variations, which modify the
thermodynamic conditions of the inlet gases in the cylinder in term of pressure and tem-
perature, fuel injection pattern variations, Exhaust Gas Recirlculation (EGR) mass flow
rate variations, etc...
The development of such models is a challenge especially because :
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• the large number of physical fields that occur in ICEs (multidisciplinary compe-
tences),
• the complex interaction between the different physical phenomena during the com-
bustion process,
• the large magnitude ranges on spatial and temporal scales associated to the phe-
nomena that must be modeled and taken into account,
• the wide range of engine conditions constituting the engine operating domain,
• the fact that global system simulation tools are limited to 0D approaches requires
more modeling and parametrization than classical 3D CFD.
In the following, the dissertation focuses on the study and comprehension of the combus-
tion process in Diesel HCCI engines, that is engines that are able to run using conven-
tional Diesel and Diesel HCCI combustion regimes. In chapter 2, the developed model,
dual Combustion Model (dual-CM ), is introduced and detailed. The different submodels
constituting dual-CM have been developed and validated on the base of the observations
made by using experimental facilities : both published in literature or coming from the
IFP laboratories. When experiments were not available, submodel validations were done
on the basis of computed results obtained by using numerical solvers considered to pro-
vide reliable physical results. In chapter 3, the engine validation results of the dual-CM
are presented. The model has been validated using engine test bench experimental re-
sults when available and 3D CFD simulation results when experimental data were not
available. In chapter 4, the limits of the model are investigated and precision analysis
are carried out.
Chapter 2
The dual Combustion Model (dual-CM )
In this chapter the dual Combustion Model (dual-CM ) is presented. Dual-CM has been
conceived following the outline of the promising approach developed by Mauviot [13] at
IFP.
During this Ph.D, the original model of Mauviot [13] was improved following three
major axis of development :
• introducing new features in order to extend the application domain of the combus-
tion model. This aspect essentially concerns the introduction of a new formalism
able to take into account multiple injection strategies : from the description of the
evolutions and interactions of the different sprays within the cylinder, up to the
description of the complex chemical kinetics,
• introducing more physics in the different submodels, in order to make the combus-
tion model more predictive. In particular :
– a description of the liquid-gas interface during the evaporation process was
introduced. This aspect is very important in the determination of the local
thermochemical properties of the gaseous mixture and, consequently, on the
determination of the mixture auto-ignition delay,
– a new equation for the fuel mixture fraction variance was developed. The new
formula takes into account the fact that liquid fuel evaporates in ambient-air
at saturated conditions and not as a pure fuel. Moreover, the new equation
is adapted to be used in a multiple-injection context, in which the spray
associated with the different fuel injections can interact with one another,
– a new formulation of the chemical kinetic model, permitting us to have a
better description of the species evolutions during the combustion process and
a better estimation of the final composition of the exhaust gases was adopted.
In particular, the new chemical kinetic model is based on a species mass
fraction complex chemistry tabulation method instead of a species reaction
rate complex chemistry tabulation method,
– the chemical kinetics mechanism used for generating the table is the one
proposed by Anderlohr [86] for n-heptane. This mechanism, compared to the
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one used in the original version of the model [64], permits to have a better
estimate of the mixture auto-ignition delays,
• optimizing the source code in order to reduce to the bare minimum the computa-
tional time, compatibly with the modeling solutions that were retained.
All these aspects will be discussed in detail in the following of this chapter.
First of all the context and the specifications of dual-CM are introduced, section 2.1.
After that, starting from the state of the art in combustion science applied to modern
Diesel HCCI ICE, section 1.1, several physical topics are retained and considered as
fundamental for the description of the in-cylinder combustion process and consequently
studied, interpreted, modeled and integrated in dual-CM. Essentially, the physical topics
retained and presented in section 2.3 to 2.6 are the following :
• liquid fuel injection,
• composition evolution,
• turbulence,
• chemical reactions,
• thermal exchange losses,
• combustion chamber geometry variations,
• fluid thermodynamics.
A parametric study of dual-CM, section 2.7, shows the sensitivity of the model to the
different modeling parameters. Finally, the dual-CM computational time is discussed,
section 2.8.
2.1 Context and model specifications
The dual-CM is a 0D phenomenological combustion model formulated for global engine
system simulation, subsection 1.1, and especially for Diesel HCCI engines, section 1.2.2.
In this sense, the model must be able to provide reliable results in short computational
time. The model has been conceived by reducing physical 3D CFD models to a 0D
formalism. The different submodels constituting dual-CM have been developed by using
as much as possible physical information and reducing to the bare minimum the use
of abstract empirical/mathematical laws. This choice is a scientific challenge because
reducing the number of pure modeling adjustment coefficients, reduces the possibility to
tune computed results in order to fit experimental data. On the other hand, it brings
the following advantages :
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• using the model is intuitive because adjustment parameters are associated with
physical phenomena,
• computed variables can be interpreted as representative of the real physical process
and, consequently, used to study trends and limiting factors of the real system,
• once the model is tuned to a given set of engine operating points, it is expected
to be able to predict the behavior of the system for different operating conditions,
too,
• the model can be used in the engine architecture design process,
• the model can be used in engine-control strategy definition in which predictivity is
a fundamental need.
The aim of the model is to be able to predict the in-cylinder combustion process once :
• devices such as turbochargers, EGR system, intercoolers, wastegate valve, Variable
Valve Actuators (VVA) have imposed in the cylinder a mixture of air and eventually
EGR at given thermodynamic conditions,
• a fuel injection strategy pattern has been defined.
Essentially, during the Ph.D, modeling efforts have focused on :
• liquid fuel evaporation,
• reactive gaseous mixture zones (spray regions),
• Auto-Ignition (AI ) delays of reactive mixtures,
• Heat Release (HR),
• major pollutant species chemical-kinetics,
• Indicated Mean Effective Pressure (IMEP).
A model being able to satisfy all these requirements is suitable for the integration in
a global engine system simulator. In fact, such a model is able to fully interact with
the other devices integrated in the engine architecture : responding to the different
system inputs and providing the necessary outputs to the system. In the following, the
presentation will focus on the modeling of compression and expansion strokes of the
Diesel thermodynamic cycle, which are the only phases of the engine cycle concerned
with the combustion model.
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2.2 Synoptical diagram of the model
In dual-CM the different physical phenomena, taking place in the cylinder of a Diesel
HCCI engine, are taken into account and described by proper submodels, figure 2.1. In
Figure 2.1: Synoptical diagram of the model dual-CM in a case of single injection strategy.
the following, the investigation will focus on the interval of the engine thermodynamic
cycle going from Inlet Valve Closure (IVC ) crank angle, during the compression stroke, to
Exhaust Valve Opening (EVO) crank angle, during the expansion stroke, considered as
being the only crank angle interval in which combustion conditions occur in the cylinder.
At IVC crank angle, an ambient gaseous mixture, consisting of pure air and eventually
EGR, is compressed by the piston. This ambient mixture is here supposed to be a
perfectly stirred mixture. As shown in figure 2.1, the event triggering the combustion
computation is the injection of liquid fuel in the combustion chamber (Injection rate
model, section 2.3). At that point liquid fuel and ambient air coexist within the cylinder.
The region where both fuel and ambient-air are simultaneously observed is called spray
region (Spray model, section 2.4), figure 2.2. Two main phenomena occur in the spray
region :
• the liquid fuel evaporation (Evaporation submodel, section 2.4.1),
• the entrainment of ambient air in the spray (Gas entrainment submodel, sec-
tion 2.4.2).
As liquid fuel evaporation and ambient air entrainment go along, the spray region grows.
The injection of liquid fuel at high speed in the cylinder introduces a large quantity of
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Figure 2.2: Schematic of the liquid-fuel injection phisics within the cylinder of a Direct Injection
Diesel engine.
kinetic energy which is finally transformed in a strong turbulent motion (Turbulence sub-
model, section 2.4.3). The presence of turbulence in the combustion chamber favors the
mixing between gaseous fuel and ambient gas. Consequently, a continuous distribution
of mixture compositions varying from a maximum fuel mixture fraction (correspond-
ing to ambient-air saturated with fuel, Z = Zs1) to pure ambient-air (corresponding
to Z = 0) is present in the cylinder, section 2.4.4. Because of the turbulent mixing
process, the mixture inside the cylinder tends to become progressively more homoge-
neous. Among the wide spectrum of mixture compositions within the cylinder, the
compositions contained between the fuel inflammability limits are named reactive mix-
tures. Once favorable thermodynamic conditions are reached, the combustion process
takes place (Combustion model, section 2.5). Focusing on a given composition belonging
to the reactive mixtures, the oxidation process takes place once the auto-ignition delay
is reached. At that instant, combustion begins. During the combustion process, thou-
sands of intermediate chemical species appear and interact with one another eventually
forming products of combustion and pollutant species (Laminar combustion submodel,
section 2.5.1). In a Diesel HCCI combustion chamber, mixture is not homogeneous and
local composition varies in time because of the turbulence action (turbulent mixing).
Those are very important aspects to be accounted for in Diesel HCCI combustion and
they influence the whole combustion process from the auto-ignition delay to final mixture
composition (Turbulent combustion submodel, section 2.5.3). Until now, the discussion
has been limited to single injection strategy configurations. Things change slightly for
multiple injection strategy configurations. A diagram representing a multiple injection
strategy configuration is shown in figure 2.3 for double injection strategies. Obviously,
before the start of the second injection, the diagram of the model is identical to that
1Definition and modeling of Zs are discussed in detail in section 2.4.1.1.
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Figure 2.3: Synoptical diagram of the model dual-CM in a case of multiple injection strategy.
of the single injection case. When the second injection starts, the diagram is modified
because the two injections interact : the impact of the second injection on the first one
can be summarized as an enhancement of its kinetic energy. On the other hand, the
impact of the first injection on the second one is much more important :
• the velocity field within the cylinder has been modified by the first injection,
• the thermodynamic conditions within the cylinder have been modified by the com-
bustion of the fuel of the first injection,
• the entrained air in the spray region of the second injection has a chemical com-
position that is different from that of the ambient air, as it has been modified by
the combustion of the fuel of the first injection,
• the chemical kinetics of the mixture formed by the second injection is influenced
by both the different chemical composition and the different thermodynamic con-
ditions of the entrained ambient-air.
Certainly, other effects associated to the interaction of different sprays exist. In a first
approximation, all these are neglected.
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2.3 Injection rate model
The fuel injection rate model is fundamental in order to perform an engine cycle com-
putation. It simulates the response of the high pressure injection system to the inputs
received from the Engine Control Unit (ECU). In particular, it computes the liquid-fuel
mass introduction rate, m˙Fl , in the cylinder. As can be seen in figures 2.1 and 2.3, it
is the main input of the dual-CM spray model, section 2.4, and in particular it directly
communicates with the evaporation submodel, section 2.4.1, and the gas entrainment
submodel, section 2.4. In order to correctly characterize an injection rate profile (fuel
flow rate versus time), the aspects that must be accounted for are, figure 2.4 :
• the initial slope, describing the opening transitory of the injector needle (the needle
opening transitory is mainly due to the unbalanced fluid pressures acting on the
needle and the needle inertia),
• the maximum value of the injection rate, corresponding to a steady opening state,
• the final slope, describing the closing transitory of the injector needle (the needle
closing transitory is mainly due to a mechanical force acting on the needle),
• the integration of the fuel injection rate curve must be equal to the injected fuel
mass.
All these aspects vary with the technological parameters of the injection system :
• the injection pressure, pinj ,
• the energizing time, ET ,
• the nozzle permeability,
• the injector geometry,
• the type of fuel.
In order to account for all these aspects, an injector model has been developed at IFP.
For a given fuel, injector and nozzle, the model is able to describe the fuel injection
rate as function of the time. Moreover, the model is sensitive to injection pressure
and energizing time variations. In this approach, an injection rate profile relative to
high injection pressure (here prefinj = 1600 bar) and sufficiently long energizing time
2
(here ET ref = 2.25 ms) is chosen as reference injection profile, figure 2.4. Figure 2.4
shows the main features of a reference fuel introduction rate profile. In particular, the
three different regions characterizing the injection profile can be clearly distinguished :
2A correct energizing time value must guarantee the complete lifting of the injector needle.
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Figure 2.4: Description of the main features of a reference fuel introduction rate profile.
the initial transitory (left), the steady condition (middle) and the final transitory (right).
The first step, in order to have an analitical expression of the reference liquid fuel injection
rate, m˙refFl , consists in fitting the experimental reference injection rate with appropriate
equations, in each region :
• the opening period (from tref0 to t
ref
1 ) is modeled by using a sixth order polynomial :
m˙refFl = a0 + a1 · t+ a2 · t2 + a3 · t3 + a4 · t4 + a5 · t5 + a6 · t6 (2.1)
• the steady injection rate time (from tref1 to t
ref
2 ) is modeled by using a zeroth order
polynomial (constant value) :
m˙refFl = m˙
st
Fl
(2.2)
• the closing period (from tref2 to t
ref
3 ) is modeled by using a first order polynomial :
m˙refFl = m˙
st
Fl
− b0 · (t− tref2 ) (2.3)
experiments showed that the closing transitory slope is independent of the injection
pressure,
where a0, a1, a2, a3, a4, a5, a6 and b0 are adjustment coefficients depending on the
injection system, m˙stFl represents the mean experimental injection rate on the time interval
tref1 ≤ t < tref2 , and tref2 corresponds to the beginning of the closing transitory.
These polynomial expressions are then parametrized with the injection pressure, in
order to obtain injection rate profiles for different injection conditions :
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• the opening transitory end-time value, t1, depends on the injection pressure as :
t1 = t
ref
1 ·
 
∆p
∆pref
(2.4)
where ∆p and ∆pref are the pressure drops through the injector nozzle for the
present and reference injection pressure conditions,
• the injection rate for the time period from t0 to t1 is computed as :
m˙Fl = m˙
ref
Fl
·
Ñ 
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·
Ñ
pinj
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− 1
é
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Å
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(2.5)
• the injection rate for the time period from t1 to t2 is computed as :
m˙Fl = m˙
ref
Fl
·
 
∆p
∆pref
(2.6)
• the injection rate for the time period from t2 to t3 is computed as :
m˙Fl = m˙
ref
Fl
·
 
∆p
∆pref
− b0 · (t− t2) (2.7)
The profile given by using equations 2.4 to 2.7 defines the overall shape on the fuel
injection rate for a given injection pressure, pinj , with time. By using the additional
information of the global fuel injected mass, mFl , (obtained experimentally), the time
t2 is then chosen in such a way that the integral of the computed fuel injection rate
equals the measured fuel injected mass. Figure 2.5 shows different profiles of the fuel
introduction rate as a function of the time and of the injection pressure. Computed
injection rates are compared with experiments. As shown, a good agreement is found
between the curves. To resume, the above detailed injection rate model returns, for a
given fuel and injection system, the fuel introduction rates as a function of two variables
measured experimentally at the engine test-bench : the injection pressure, pinj , and the
injected liquid fuel mass, mFl .
2.4 Spray model
The spray model describes the formation of the regions containing both fuel and ambient
air, defined previously as spray regions. Combustion takes place in these regions and a
detailed description of the sprays is of capital importance for Diesel HCCI combustion
modeling as local thermochemical conditions of the mixture determine the kinetics of
combustion. As can be seen in figures 2.1 and 2.3, in the global context of dual-CM, the
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Figure 2.5: Fuel introduction rate profiles as function of the time and of the injection pressure,
pinj (legend). Computed introduction rates (thin solid lines) are compared with experiments
(thick solid lines).
spray model is positioned between the injection rate model and the combustion model.
Starting from the liquid fuel injection rate events, section 2.3, the physical phenomena
occurring in the cylinder such as fuel evaporation, ambient-air entrainment and turbulent
mixing have been identified, investigated and modeled. The fuel is heptane (n−C7H16).
This choice has been done mainly for the following reasons :
• thermochemical properties of n-heptane are well-known in literature,
• complex chemistry kinetic mechanisms exist and have been validated on a wide
range of thermodynamic conditions,
• auto-ignition delays are comparable to those of commercial hydrocarbon Diesel
blends.
The main aim of the spray model is to give a description of the spray region in order to
transfer this information to the combustion model, section 2.5.
2.4.1 Evaporation submodel
The evaporation of liquid fuel in the combustion chamber is the first and one of the
most important aspects that must be handled in combustion modeling. Intuitively3, the
major factors that influence the rate of evaporation of a given mass of fuel are :
• injected fuel temperature,
3Experimental evidences of these phenomena confirm the above statements [52, 49].
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• interface surface extent,
• ambient-air temperature, pressure and composition,
• slip velocity between liquid fuel and surrounding gas.
The complex scenario representing the dynamics associated with the physics of a
spray observed when liquid fuel injection is performed in a gaseous environment is pre-
sented schematically in figure 2.6. Three different regions can be distinguished in a
Figure 2.6: Scenario associated to the physics of a spray [92].
typical spray, figure 2.6 :
• the dense phase region,
• the separated phase region,
• the dispersed phase region.
Within the injector nozzle, the fluid flow is dense, and can be considered as a continuum.
Once outside the injector nozzle, the near-nozzle flow is subject to the primary atom-
ization process, which allows the continuous liquid-phase to be fragmented in ligaments
and droplets with relatively large diameters (separated phase). Further downstream,
the liquid fuel is subject to the secondary atomization process, which breaks ligaments
and droplets of fluid in a large number of droplets with very small mean diameter. The
fluid is said to be in a dispersed phase. In the dispersed phase region, as droplets have
different velocities and diameters, they form a sort of cloud in the spatial domain of the
spray. Experimental studies on spray clouds show that the overall statistical behaviors of
droplets can be put in evidence. In fact, droplets can be classified according to different
criteria (e.g. diameter size, volume and velocity) constituting distributions evolving in
time due to the spray dynamics. Several numerical models exist for representing such
kind of distributions (e.g. Nukiyama and Tanasawa, Rosin-Rammler for droplet sizes).
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Of course, the shapes of these distributions must account for primary and secondary at-
omization process variables, as well as evaporation process. It is important now to make
a distinction between two different evaporation regimes : mixing controlled evaporation
and local interphase transport controlled evaporation. The major implications of being
in one regime rather than in the other are :
• if mixing controlled, the local interphase transport rates of mass, momentum, and
energy that control liquid breakup and droplet evaporation must be fast relative to
turbulent mixing rates. In this limit, no local velocity or temperature differences
exist between the phases in the spray, and the phases are in equilibrium locally [74].
Turbulent mixing controls vaporization by determining the rate at which energy is
entrained into the spray for heating and vaporizing the fuel. In turbulent mixing
controlled regime, the influence of diameter and velocity droplet distributions on
the evaporation process can be neglected.
• if local interphase controlled, transport rates of mass, momentum and energy limit
the overall vaporization rate, and the turbulent mixing must be fast relative to
those processes. In other words, sufficient energy is entrained into the spray, but
the transfer to the liquid phase is limited, and local velocity and temperature
differences exist between the phases in the spray. In local interface controlled
regimes, diameter and velocity droplet distributions must be taken into account.
According to [52], vaporization in a Diesel spray is controlled by air entrainment into
the spray (i.e., by turbulent mixing). The local interphase transport rates of mass,
momentum, and energy that control liquid breakup and droplet evaporation do not
limit the overall rate of vaporization, section 2.4.1.2. The outline of the approach was
developed in [13]. The model :
• computes an evaporation rate,
• is developed considering a mixing controlled vaporization approach,
• is sensitive to thermochemical properties of fluids.
At this point, it is important to determine the requirements that the evaporation sub-
model must have. In particular, it must be able to compute :
• the thermochemical properties of the gaseous mixture at the droplet interface. This
information is important for the description of the mixture within the cylinder,
section 2.4.4, as well as for evaluating the mixture auto-ignition delay, section 2.5,
• the value of the liquid fuel penetration length. Overpredicted penetrations of the
fuel liquid-phase can lead to greater emissions if liquid fuel impinges and collects
on the piston bowl wall,
43
• the overall fuel mass evaporation rate, which controls the rate of kinetic energy
production associated with fuel injection, section 2.4.3, and mixing, section 2.4.4.
Moreover, the model must have a high accuracy/computational time ratio. Figure 2.7
shows how the evaporation model is structured in dual-CM. The white arrow in figure 2.7
indicates the order used to present the parts of the evaporation model, in the following
presentation. As shown in figure 2.7, three stages can be distinguished in the model :
Figure 2.7: Schematic representation of the evaporation submodel structure.
• Fluid thermodynamic properties at liquid gas interface, section 2.4.1.1 : this model
provides an evaluation of the transfer number, B, and of the mixture thermody-
namic properties at the liquid-gas interface expressed in terms of temperature, TI ,
and fuel mixture fraction, YFI , at saturated conditions, associated to steady-state
evaporation process for given boundary conditions in terms of fuel and ambient-gas
thermochemical properties. The model is inspired by the theory on evaporation
proposed in [49],
• Liquid penetration length, section 2.4.1.2 : this model permits us to compute the
liquid-phase penetration length (L) in the cylinder. It is based on the theory
proposed in [53] and uses a scaling law relating the liquid-fuel penetration length
to the transfer number, B4, commonly used in liquid vaporization studies,
• Fuel mass evaporation rate, section 2.4.1.3 : this model permits us to compute
the overall evaporation rate in the dual-CM of the total fuel liquid mass present
in the cylinder, m˙F . The fuel evaporation rate value depends on the value of a
characteristic time of evaporation, τev, which is computed by using an approach
first proposed in [13] : this approach relates the evaporation characteristic time to
the fuel liquid-phase penetration length, L.
4The considered transfer number refers to steady-state evaporation processes, that is, heating of
liquid fuel an convective influence on evaporation are void.
44
2.4.1.1 Fluid thermodynamic properties at liquid-gas interface
This section deals with the computation of the steady-state transfer number, B, and of
the fluid thermodynamic properties at liquid-gas interface, such as the the gaseous mix-
ture temperature, TI , and fuel mixture fraction, YFI . It represents the first step of the set
up evaporation-model and it gives information needed for computing the fuel liquid-phase
penetration length, L, figure 2.7. The droplet evaporation in a spray involves simultane-
ous heat and mass transfer processes in which heat is transferred to droplets by the gas
stream. The overall rate of evaporation depends on pressure, temperature and transport
properties of the ambient-gas, and temperature, volatility and diameter of the droplets
in the spray. Many fundamental studies were carried out to understand evaporation of a
single droplet at rest in a quiescent ambient gas [49, 58,61]. In particular, the academic
configuration concerning the evaporation process of single droplet at rest surrounded by
a given gaseous mixture in quiescent conditions has been widely studied from both exper-
imental and theoretical points of view. Experiments show that once a droplet immersed
in a given ambient-gas mixture attains steady-state evaporation conditions5, its squared
diameter diminishes linearly with time [49,58,51,80]. From the theoretical point of view,
a physical evaporation-model, better known as D2law approach, was developed [49,58].
This model correctly describes the above-mentioned configuration and well represents
experimental observations showing that once established the evaporation steady state
conditions, the drop diameter diminishes with time according to the following relation :
D2d0 −D2d = λ · t (2.8)
where Dd0 is the reference initial drop diameter, Dd is the drop diameter, λ is the
evaporation constant and t is the time. Concerning the present context, even if a Diesel
engine spray configuration differs from the academic one, the D2 law approach is useful
to :
• give an insight about the thermochemical properties of the mixture at liquid-gas
interface in terms of saturated fuel mixture fraction, YFI , and temperature, TI .
This data is needed to :
– estimate the value of the transfer number, B, necessary for computing the
fuel liquid penetration length, figure 2.7. In fact the penetration model, that
is based on the hypothesis of turbulent mixing limited evaporation process6,
assumes the thermodynamic equilibrium at liquid-gas interface and no slip
velocity between gaseous and liquid phases, as supposed in the present model,
5Steady-state assumption implies thermodynamic equilibrium of the mixture at liquid-gas interface.
6Justifications of this hypothesis are given in section 2.4.1.2.
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– estimate the local thermodynamic conditions of the mixture within the spray
region, section 2.4.4,
• validate the computed physical interface properties. The evaporation constant, λ7,
which is directly dependent to TI and YFI , is measurable experimentally. Conse-
quently, the validation of the computed λ with experiments allows the validation
of the computed interface properties,
• dispose of a model that can be applied to particular Diesel engine operating con-
ditions (i.e. cold start transient regimes).
In what follows, the major equations of the theoretical approach are introduced, and
computed results are compared to experiments in order to validate the model. According
to [49], the approach generally used is to assume a spherically symmetric model of
a vaporizing drop in which the rate-controlling process is that of molecular diffusion,
figure 2.8.
Figure 2.8: Evaporation model of a liquid fuel drop. In figure, Q˙tot and Q˙hu represent respec-
tively the total and the heat-up heat flows absorbed by the drop, rI , r∞ms and r∞t represent
respectively the drop, and the mass and thermal boundary layer radius, and m˙F is the fuel
evaporation mass flow-rate.
In this theory, the following assumptions are usually made :
• the droplet is considered to be spherical,
• the fuel is a pure liquid with a well-defined boiling point,
• radiation heat transfer is neglected,
• evaporation is assumed to be a quasi-steady process, in order to avoid consideration
of time variations associated with the droplet regression process,
7A good estimate of λ implies a good estimate of B, see below in this section.
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• ambient gas flux through the liquid surface is neglected (insolubility hypothesis);
this means that below the droplet surface only pure fuel exists.
Except at very extreme pressures, these assumptions are generally considered valid.
The details of the D2 law derivation are given in appendix C. The main results
for steady-state evaporating conditions are summarized below. According to the theory
developed in [58], an evaporation process can be characterized by two parameters :
BM =
YFI
1− YFI
(2.9)
BT =
cpg · (T∞ − TI)
lI
(2.10)
where BM and BT are the mass transfer number and the thermal transfer number,
respectively. The other terms represent :
• YFI , the saturated fuel mixture fraction at liquid/gas interface,
• cpg , the specific constant-pressure heat-capacity of the gaseous mixture,
• T∞, the temperature of the ambient gas,
• TI , the temperature of the gaseous mixture at liquid/gas interface,
• lI , the latent heat of vaporization at the temperature TI .
The relation between YFI and TI is given by the following equations :
ln
Å
pvpI
pcr
ã
=
Tbn
Tcr
· ln
( pcr
101325
)
1− TbnTcr
·
(
1− 1
TI
Tcr
)
(2.11)
YFI =
ñ
1 +
Ç
p
pvpI
− 1
å
· MaMF
ô−1
(2.12)
in which :
• p, the ambient-gas pressure,
• pvpI , the liquid saturation pressure at the temperature TI ,
• pcr, the critical pressure of the liquid,
• Tbn, the normal boiling temperature of the liquid,
• Tcr, the critical temperature of the liquid,
• Ma, the molar mass of the ambient-gas,
• MF , the molar mass of the fuel.
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Under steady conditions, the following identity is verified :
BM = BT = B (2.13)
The values of TI , YFI and B are obtained from equations 2.9 to 2.13 by using an
iterative method8.
The constant of evaporation for steady-state conditions, λst, is then computed as :
λst =
8 · kg · ln(1 +B)
Le · cpg · ρFl
(2.14)
where kg, Le and ρFl are respectively the thermal conductivity of the gasous mixture,
the Lewis’ number, here supposed to be equal to unity, and the density of the liquid fuel
at the temperature TI .
The developed model has then been validated with experiments : the steady-state
regime has been compared to experimental data relative to n-heptane (C7H16) drop
evaporation [49] in well-known test conditions, table 2.1.
Limit condition Unit Value
T∞ [K] 773
p [Pa] 101330
Dd0 [µm] 200
Table 2.1: Limit conditions of the steady-state evaporation process.
In table 2.2 the comparison between the known values of the test from literature [49,72]9
and the relative model output values are shown.
Table 2.2 shows that the steady-state evaporation model gives output values that are very
close to those found in literature. Further validations of the model have been performed
by comparing computed results with experimental results obtained by [51], figures 2.9
and 2.10. Figures 2.9 and 2.10 show the dependence of the evaporation constant on the
ambient pressure and temperature conditions for n-heptane.
As shown, there is a good agreement between the model and the experimental data [51].
Figure 2.11 shows the influence of ambient thermodynamic conditions on the mixture
temperature at the liquid-gas interface.
To summarize, the thermochemical properties of the mixture at liquid-gas interface,
characterized by YFI and TI , are key parameters of dual-CM. These parameters will be
used in the mixture and combustion models, which will be presented in section 2.4.4
and 2.5, respectively. As shown, the evaporation model proposed in [49] allows to de-
termine the thermochemical conditions of the fluid at the droplet surface in steady-state
8At each iteration all the properties of the fluids are reevaluated.
9In the case both values from Lefebvre [49] and from FLUIDAT [72] are available, the last one is
considered to be more reliable : more accurate formulas are used to determine the value.
48
Physical property Unit Simulated Value Values from Values from
Lefebvre [49] FLUIDAT [72]
YFI [-] 0.675 0.679 −
TI [K] 340.0 341.8 −
B [-] 2.08 2.12 −
pvp at TI [Pa] 37931 38420 36260
lbn [J/kg] 313630 371800 310900
lI [J/kg] 334372 339000 331100
ρFl at TI [kg/m
3] 640.8 638.0 641.8
cpa [J/kg/K] 1028 1026 −
cpF [J/kg/K] 2309 2450 −
cpg [J/kg/K] 1604 1671 −
µO2 [kg/m/s] 226840 − 227800
µN2 [kg/m/s] 194960 − 196200
µC7H16 [kg/m/s] 66144 − −
µg [kg/m/s 107000 − −
ka [J/m/s/K] 0.03925 0.0384 −
kF [J/m/s/K] 0.03069 0.0307 −
kg [J/m/s/K] 0.0354 0.0349 −
λst [m2/s] 3.09e− 7 3.00e− 7 −
Table 2.2: Physical properties during the steady-state evaporation process.
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Figure 2.9: Dependence of the evaporation constant on the ambient conditions (Fuel :
n-heptane).
evaporation conditions. This model has been validated with experimental data and has
shown to be able to predict the evaporation constant λst. As λst is strongly dependent on
the transfer number value B through equations 2.9, 2.10 and 2.13, which in turn depends
on the thermodynamic interface conditions, it is possible to affirm that the computed
values of temperature and fuel mixture fraction at the interface are reliable.
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Figure 2.11: Dependence of the temperature at the liquid-gas interface on the ambient condi-
tions (Fuel : n-heptane).
2.4.1.2 Liquid penetration length
This section deals with the computation of the fuel liquid-phase penetration length, L. It
represents the second step of the set up evaporation-model and it allows us to have access
to information needed for computing the overall fuel evaporation rate, m˙F , figure 2.7.
Liquid fuel penetration is one of the important issues with respect to optimizing in-
cylinder processes in Diesel engines, especially for the small-bore Direct Injection (DI)
Diesels being developed for automotive applications. Overpredicted penetrations of the
fuel liquid-phase can lead to higher emissions if liquid fuel impinges and collects on the
piston bowl wall. As a result, developing a better understanding of the parameters that
control the extent of the liquid-phase fuel in a Diesel spray is important.
Figure 2.12 is a plot of the liquid lengths expected in a standard commercial light-
duty Diesel engine as a function of realistic Top Dead Center (TDC) temperature. This
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analysis immediately shows which constraints must be taken into account during engine-
control calibration. The upper gray region represents the range of liquid lengths expected
Figure 2.12: Liquid lengths expected in light-duty Diesel engine. The lower gray region rep-
resents the range of liquid lengths expected for warm running engine conditions. The upper
gray region represents the range of liquid lengths expected for cold start engine conditions. The
gray horizontal band across the middle of the figure represents typical maximum distances from
the injector to the piston bowl wall. The light-gray solid curves are liquid lengths for lines of
constant density [52].
for cold start engine conditions. The gray horizontal band running through the center of
the figure between 22 and 28 mm represents typical distances between the injector and
the far wall of the piston bowl in light-duty Diesel engines. The upper and lower edges of
the region for warm running conditions represent operation at boost pressures of 0.7 and
3 atm, respectively. The left and right sides of this region correspond to operation at the
lowest and the highest intake temperatures, respectively. For reference, the typical liquid
lengths predicted with the scaling law (detailed in the following) for lines of constant
density (the light-gray solid curves) are included. The scaling law gives the average
liquid length, but turbulence in classical engine conditions causes approximately ±10%
fluctuations in the instantaneous liquid length [52]. The dashed lines above and below
the upper border of the warm running conditions region in figure 2.12 represent the effect
of turbulent fluctuations in the liquid length on the upper border. Experimental results
in an engine indicate that combustion thermal radiation potentially shorten the liquid
length slightly, but that vaporization is almost complete before the combustion zone is
reached [77, 78]. According to figure 2.12, sensitive regions in which liquid is likely to
impinge on the piston bowl are those associated to cold start conditions and lightest
load warm running operating conditions which correspond to the upper left corner of the
lower gray region.
Investigations on the liquid fuel penetration [75, 76, 77, 52] show that liquid fuel ini-
tially defines the penetrating tip of a Diesel spray. This continues until the liquid phase
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region penetrates to a point where the total fuel evaporation rate in the spray equals
the fuel injection rate. When this condition occurs, the tip of the liquid region stops
penetrating and, because of the interactions between the liquid with turbulent struc-
tures having an aleatory motion, it begins fluctuating about a mean axial location. The
primary source of energy for fuel vaporization is the hot air entrained into the spray
and not the energy from combustion, since the liquid lengths were established before
ignition occurred. Liquid lengths were obtained from time averaged images, such as
those shown in figure 2.13, by selecting an intensity threshold and determining the max-
imum spray axial distance with a light intensity above the threshold [52]. Figure 2.13
Figure 2.13: Time-averaged Mie-scattered light images showing the liquid-phase penetrations
for three sprays injected from left to right into the ambient-gas density (ρa). Liquid penetration
and gas density values are given in each image. The orifice pressure drop and diameter, the
ambient gas temperature, the fuel temperature, and the fuel were 1350 bar, 246 µm, 1000 K,
438 K and DF2, respectively [52].
shows three time-averaged images of the Mie-scattered light from an evaporating Diesel
spray : the liquid-phase penetration length diminishes with increasing ambient air den-
sity. Results from an experimental investigation of the effects of several key parameters
on the liquid length in Diesel sprays over extremely wide ranges of conditions obtained
by [52, 54] are reported in figures 2.14 to 2.18. The investigation of liquid phase fuel
penetration was conducted in inert, high-temperature, high-density conditions gener-
ated in a constant-volume combustion vessel. Inert conditions allowed the penetration
and vaporization of the liquid phase to be examined optically without interference from
ignition and combustion processes. The parameters considered were injector orifice di-
ameter, injection pressure, ambient gas density and temperature, and fuel temperature
and volatility. Three different fuels were tested : a Phillips research grade Diesel fuel
(DF2), heptamethylnonane (HMN) and n-hexadecane (Cetane). Figure 2.14 shows
one dominant trend : namely, the liquid length in a Diesel spray is linearly dependent on
orifice diameter and approaches a value of zero as the orifice diameter decreases toward
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zero. The linear dependence on orifice diameter is an important result for the small-bore
(∼ 80 mm) DI Diesel engines currently being developed, since liquid impingement on
piston bowl walls is a concern in these engines. Figure 2.15 shows that the orifice pres-
sure drop10 has a negligible effect on the liquid length over a very large pressure range.
The lack of injection pressure effect on liquid length indicates that the change in the fuel
flow rate that occurs with a change in injection pressure must cause exactly the same
change in the overall fuel evaporation rate. This result shows that use of higher injection
pressures does not lead to enhanced problems with liquid impingement on piston bowl
walls in engines.
Figure 2.14: Liquid length versus orifice diameter for a wide range of conditions. The terms
in the legend are the ambient gas temperature (T ) and density (ρa), the orifice pressure drop
(∆p), and the fuel. The aspect ratio of the orifices and the fuel temperature were nominally 4.2
and 438 K, respectively [52].
The liquid length dependence on orifice diameter and injection pressure shown in
figures 2.14 and 2.15, respectively, strongly suggest that fuel vaporization in a Diesel
spray is controlled by air entrainment (i.e., turbulent mixing processes) [52]. Control by
mixing in turn implies that the local interphase transport rates of mass, momentum, and
energy controlling liquid breakup and droplet evaporation are not the processes limiting
fuel evaporation in a Diesel spray. In the following, in order to justify the statement
above, the exhaustive analysis comparing turbulent mixing control and local interphase
transport control implications made in [52] is presented.
If turbulent mixing controls vaporization, the local interphase transport rates of
mass, momentum, and energy that control liquid breakup and droplet evaporation must
be fast relative to turbulent mixing rates. In this limit, no local velocity or temperature
differences exist between the phases in the spray and the phases are in equilibrium
10Pressure drop through the nozzle orifice is defined as the difference between liquid-fuel pressure
inside the nozzle and ambient-air pressure within the cylinder.
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Figure 2.15: Liquid length versus the pressure drop across the injector orifice for a wide range
of conditions. The terms in the legend are the orifice diameter (dh), the ambient gas temperature
(T ) and density (ρa) and the fuel. The aspect ratio of the orifices and the fuel temperature were
nominally 4.2 and 438 K, respectively [52].
locally [74]. Consequently, in this context, the model developed in section 2.4.1.1 gives
an insight on the thermochemical properties of the gaseous fuel at liquid-gas interface.
Turbulent mixing controls vaporization in this limit by determining the rate at which
energy is entrained into the spray for heating and vaporizing the fuel. By conservation
of energy, the energy entrainment rate is directly proportional to the ambient gas mass
entrainment rate. The net result is that a change in the injected fuel mass flow rate
will have to be matched by a change in the entrained air mass flow rate to supply
the energy needed to vaporize the new quantity of fuel injected. In this situation, the
expressions for the fuel injection rate and the entrained gas flow rate, can be derived to
show the dependence of liquid length on orifice diameter and injection pressure. These
relationships can be derived by applying conservation of mass and momentum principles
to a simple conceptual model for a spray [53]. The schematic of the model is presented
in figure 2.19. It is the basis of the development of the liquid-phase penetration scaling
law presented below. At this point, in order to have a complete understanding of the
implications of the results shown in figures 2.14 and 2.15, two relationships giving the
mass flow rates of injected fuel, m˙F 11, and of total entrained ambient gas mass, m˙a,
through a cross-section at any axial location in a spray are introduced :
m˙F ∝ ρFl · d2h · uF (2.15)
m˙a ∝ √ρa · ρFl · dh · x · uF · tan
Å
θ
2
ã
(2.16)
The terms in the equations are the ambient gas density, ρa, the liquid fuel density, ρFl ,
the orifice diameter, dh, the injected fuel velocity, uF 12, the axial distance from the
11The notation m˙F refers to both liquid and gaseous fuel.
12For more information concerning the procedure to compute uF , refer to section 2.4.2.
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orifice, x, and the spreading angle of the spray, θ.
The first relationship states that the mass flow rate of fuel at any axial location in a
spray is the injected fuel mass flow rate. The second relationship applies after a distance
of several orifice diameters from the injector tip. It shows that the total entrained gas
flow rate depends linearly on the orifice diameter, the axial location in the spray, and the
injected fuel velocity (where injected fuel velocity is proportional to the square-root of the
pressure drop across the orifice). Assuming all other parameters are fixed, equations 2.15
and 2.16 show a linear dependence results between the orifice diameter and the length
of the spray needed to entrain the appropriate air (i.e., energy) to vaporize the fuel,
as observed in figure 2.14. Concerning the injection pressure, equations 2.15 and 2.16
show that the entrained gas (i.e., energy) and the quantity of fuel injected have the
same dependence on injection pressure, since the injection velocity is proportional to the
square-root of the pressure drop across the injector orifice. As a consequence, no change
in the spray entrainment length is required when the injection pressure changes, resulting
in no change in the liquid length as observed in figure 2.15. This observation with respect
to injection pressure does not mean that the rate of vaporization is unchanged with an
increase in injection pressure. As discussed previously, the vaporization rate must be
increasing with increasing injection pressure. The existence of a well defined liquid
length means that the total rate of vaporization in the spray upstream of the liquid
length location is equal to the fuel injection rate. Therefore, the total spray evaporation
rate increases in proportion to the fuel injection rate.
If local interphase transport rates of mass, momentum, and energy that control the
liquid breakup and droplet evaporation would limit the overall vaporization rate, the
turbulent mixing rate should be fast relative to those processes. In other words, sufficient
energy is entrained into the spray, but transfer to the liquid phase is limited and local
velocity and temperature differences exist between the phases in the spray. In this limit
a different dependence of liquid length on orifice diameter and injection pressure would
be expected. Concerning the influence of the orifice diameter, experimental results have
shown that the orifice diameter does not have a strong effect on the mean droplet size in
a Diesel spray in the injection pressure range considered in figure 2.14 [79]. This implies
that if atomization processes and the ensuing individual droplet evaporation rates limit
the overall rate of vaporization, the orifice diameter should have very little effect on
the liquid length, which contrasts with experimental evidence. Concerning the injection
pressure, research has shown that there is virtually no change in mean droplet size with a
change in injection pressure for the range of injection pressures covered in figure 2.15 [79].
The primary effect of injection pressure is on the heat and mass transfer rates at the
droplet surface and the penetration rate of the droplets in a spray. The net effect of an
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increase in injection pressure is a longer droplet penetration distance before evaporation,
even though the droplet lifetime is shorter than before. No such changes in liquid length
were observed in figure 2.15.
Consequently, the trends in figures 2.14 and 2.15 can only be explained by a mixing-
controlled vaporization process in the spray. The effects of ambient gas density and
temperature on liquid length are shown in figures 2.16 and 2.17. The orifice diameter,
the injection pressure drop across the orifice, the fuel, and the fuel temperature for the
data were 246 µm, 1360 bar, HMN and 438 K, respectively. Figure 2.16 shows that the
ambient gas density has a non-linear effect on liquid length. As the gas density increases,
the liquid length decreases. At the highest densities, the effect of density becomes smaller.
The trend with respect to density is similar at all gas temperatures. Figure 2.17 shows
that the gas temperature has also a strong effect on liquid length. As the gas temperature
is increased, the liquid length decreases. The reason for the decrease in liquid length
with increasing temperature is obvious and expected. The entrained higher temperature
ambient gas contains more energy and will heat the liquid fuel to a higher temperature.
The result is an overall increase in the vaporization rate and a shortening of the length of
spray required to entrain enough hot gas to vaporize the fuel. Some of the reasons for the
ambient gas density effect are contained in equation 2.16. This equation indicates that
the entrained gas increases in proportion to the square-root of the gas density, providing
more energy for vaporization. Also, since the spreading angle (θ) of a spray increases
with increasing gas density [55], equation 2.16 indicates that additional energy will be
available for fuel vaporization indirectly as a result of an increase in the gas density.
Figure 2.16: Liquid length as a function of gas density for five gas temperatures. The orifice
diameter, the injection pressure drop across the orifice, the fuel temperature, and the fuel were
246 µm, 1360 bar, 438 K, and HMN, respectively [52].
Figure 2.18 shows that as fuel temperature increases the liquid length decreases linearly
with fuel temperature. The effect of fuel temperature is most significant at low gas
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Figure 2.17: Liquid length as a function of gas temperature for five gas densities. The orifice
diameter, the injection pressure drop across the orifice, the fuel temperature, and the fuel were
246 µm, 1360 bar, 438 K, and HMN, respectively [52].
temperature/density conditions. At the highest gas temperature/density conditions, the
effect appears smaller. Based on a mixing control of vaporization, the cause of the
fuel temperature effect is straightforward. As fuel temperature increases, less energy is
required to heat and vaporize the liquid fuel. This shortens the spray length required to
entrain the energy needed to vaporize the fuel, resulting in a shorter liquid length.
Figure 2.18: Liquid length versus the injected fuel temperature for three different ambient
gas conditions and two different fuels as given in the legend. The orifice diameter and injection
pressure drop across the orifice were 246 µm and 1350 bar, respectively [52].
According to the experimental data of figures 2.14 to 2.18, a scaling law for the
maximum penetration distance of liquid-phase fuel in a Diesel spray was developed in [53]
by applying jet theory to a simplified spray model, figure 2.19. The scaling law, developed
by using principles of conservation of mass, momentum and energy, accounts for injector
specifications, fuel and in-cylinder thermodynamic conditions on liquid length. The
idealized spray is assumed to have the following physical characteristics :
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Figure 2.19: Schematic of the idealized spray model used to develop the liquid length scaling
law [53].
• quasi-steady flow with a uniform growth rate (i.e. a constant spreading angle α),
• uniform velocity, fuel concentration, and temperature profiles,
• in a spray cross section, the area associated to the liquid fuel is negligible,
• no velocity slip between the injected fuel and the entrained ambient gas.
The last assumption is doubtful close to the injector orifice exit, but it has been shown to
apply very well before the complete vaporization axial distance from the injector nozzle
outlet section. In figure 2.19, the downstream side of the control surface (x = L) is
defined as being at the axial location in the spray where the fuel has just completely
vaporized. The thermodynamic assumption up to this location in the spray are :
• the vapor phase fuel is at saturated condition,
• the vapor phase fuel is in thermodynamic equilibrium with the entrained ambient
gas and the liquid phase fuel (i.e. they are at the same temperature),
• idealized phase equilibrium assumption (i.e. Raoult’s and Dalton’s rules) apply,
• gas absorption in the liquid phase is neglected,
• the recovery of kinetic energy in the fuel vaporization region of the spray is ne-
glected.
The spray spreading angle is due to the turbulent entrainment of air into the spray
region. It depends on injector nozzle geometry (i.e. hole diameter and orifice aspect
ratio), and fuel and ambient air density. The fuel fluid dynamics through the injector
orifice is not completely understood today, and the given analytical expression of the
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spreading angle, equation 2.17, is a correlation, function of the influencing parameters,
that permits us to have an estimate of the experimental spreading angle values, θ :
tan
Å
θ
2
ã
= c ·
[Ç
ρa
ρFl
å0.19
− 0.0043 ·
Å
ρFl
ρa
ã0.5]
(2.17)
where c is a constant taking into account the effect of injector orifice geometry on spread-
ing angle. Authors recommend c = 0.260. The first term of equation 2.17 takes into
account the spreading-angle density-dependence, while the second term takes into ac-
count the fact that the cooling of the entrained hot ambient air causes a contraction of
the spray [55]. The angle α in the model, figure 2.19, must be related to the measured
angle, θ, in order to use in the model the correlation expressed in equation 2.17. By
making the assumption of self-preserved flow in the spray, the tangents of these two
angles are related by a constant :
tan
Å
α
2
ã
= a · tan
Å
θ
2
ã
(2.18)
where a is the constant. Authors recommend a = 0.66. This value of a was obtained by
assuming self preserving flow and equivalence between the mass and the momentum flow
rates of real spray and idealized spray [55]. Moreover, experiments on the evaluation of
spreading angle have shown that there is no dependence between spreading angle and
type of fuel, ambient air temperature and injection pressure. The determination of a
mathematical relation giving the liquid-phase penetration length has been obtained by
using mass, momentum and energy balances. In that way, it has been possible to identify
the spray axial coordinate at which liquid has completely vaporized, figure 2.19. For fuel
and ambient air, the mass balance equations are :
m˙F (0) = ρFl (0) ·A (0) · u (0) = m˙F (L) = ρF (L) ·A (L) · u (L) (2.19)
m˙a (L) = ρa (L) ·A (L) · u (L) (2.20)
where 0 and L represents respectively the values of the axial coordinate, x, at the exit
of the injector and at which liquid fuel is completely vaporized, m˙F (x) and m˙a (x) are
respectively the fuel and ambient air mass flow rates13, ρF (x) and ρa (x) are respectively
the fuel and air partial density, and A (x) and u (x) represent respectively the spray cross
section and fluid velocity, respectively. The cross sections being computed as :
A (x) = pi ·
ï
x · tan
Å
α
2
ãò2
(2.21)
A (0) =
pi
4
· d2vc (2.22)
13m˙a (x) corresponds to the total entrained mass ambient air flow rate up to the coordinate x.
59
where the diameter of the vena contracta, dvc, is defined as :
dvc =
√
Ca · dh (2.23)
where Ca and dh are the area-contraction coefficient 14 and the injector orifice hole
diameter. By definition at x = L, the fuel is completely vaporized and in thermodynamic
equilibrium with the ambient air (fuel saturation condition). Consequently, both fuel
and ambient-air are at the same temperature and the partial densities of the fuel and
the ambient gas are dependent on their respective partial pressures. Consequently, the
energy balance equation at x = L holds :
m˙F (L) ·hF (TF , pa)+m˙a (L) ·ha (Ta, pa) = m˙F (L) ·hF (Ts, ps)+m˙a (L) ·ha (Ts, pa − ps)
(2.24)
where hF (T, p) and ha (T, p) are respectively the fuel and air specific enthalpies at given
thermodynamic conditions (expressed in terms of temperature, T , and partial pressure,
p), TF , Ta and Ts are respectively the fuel, ambient air and fuel saturation temperatures,
and pa and ps are respectively the ambient air and fuel-saturation pressures. Rearranging
equations 2.19 to 2.24, it is possible to explicit the ratio of fuel and ambient air mass
flow rates required for completely vaporizing the fuel at x = L :
m˙F (L)
m˙a (L)
=
ha (Ta, pa)− ha (Ts, pa − ps)
hF (Ts, ps)− hF (TF , pa) (2.25)
where the enthalpy difference in the numerator is the specific enthalpy transferred from
the entrained ambient gas to heat and vaporize the fuel, and the enthalpy difference in
the denominator is the specific enthalpy required to heat and vaporize the liquid fuel15.
In equation 2.25, the saturation temperature and pressure are dependent through the
saturation temperature-pressure relationship. Consequently, the only unknown is Ts in
order to determine the thermodynamic condition of the gas at the coordinate correspond-
ing to the liquid-phase penetration length. Note that the ratio of fuel and ambient air
mass flow rates defined in equation 2.25 corresponds to the thermal transfer number, BT ,
used in droplet vaporization studies [53]. Moreover, according to the hypotheses used
in developing the liquid penetration length model, it is possible to affirm that at the
maximum penetration length section the thermal transfer number is equal to the mass
transfer number, BM and that the gaseous mixture thermodynamic state of the fluid
corresponds to the fuel saturated condition at the liquid-gas interface of an evaporating
droplet at rest in a quiescent gaseous mixture, section 2.4.1.1.
Equation 2.25 can be rewritten as :
m˙F (L)
m˙a (L)
= BT = BM = B (2.26)
14For more information about the implications and the determination of this coefficient, refer to
section 2.4.2.
15It is comprehensive of the latent enthalpy of vaporization and sensible enthalpy of heating.
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In order to derive an equation describing the axial variation of the fuel/ambient gas ratio
with the axial coordinate, an additional assumption is made. The assumption is that
axial variation of this ratio in the vaporizing spray is similar to that in a non-vaporizing,
isothermal spray16. It is now possible to rewrite mass and momentum balance equations
for the generic abscissa x as :
m˙F (x) = m˙F (0) (2.27)
m˙a (x) = ρa (x) ·A (x) · u (x) (2.28)
m˙F (x) · u (x) + m˙a (x) · u (x) = m˙F (0) · u (0) (2.29)
Defining a non-dimensional penetration coordinate defined as :
x˜ =
x
x+
(2.30)
where the penetration length scale x+ is defined as :
x+ =
 
ρFl
ρa
· dvc
tan α2
(2.31)
and rearranging equations 2.27 to 2.29 and using the definition given in equation 2.18
and in equations 2.21 to 2.23, the dimensionless form of the axial variation of the ratio
of the fuel/ambient gas mass flow rates is :
m˙F (x)
m˙a (x)
=
2√
1 + 16 · x˜2 − 1 (2.32)
The non-dimensional liquid-phase penetration-length, L˜, is obtained from equation 2.32
for the coordinate x = L (according to equation 2.26, in that case, the left-hand side of
the equation is equal to the transfer number, B) and solving for the value of L˜ :
L˜ = b ·
√Å 2
B
+ 1
ã2
− 1 (2.33)
where b is a constant coefficient. Authors recommend b = 0.41. The dimensional expres-
sion of the liquid-phase penetration is simply obtained as :
L = L˜ · x+ (2.34)
or, introducing the definitions given in equation 2.18, equations 2.21 to 2.23, and equa-
tions 2.30 and 2.31 into equations 2.34 :
L =
b
a
·
 
ρFl
ρa
·
√
Ca · dh
tan θ2
·
√Å 2
B
+ 1
ã2
− 1 (2.35)
The penetration law for n-heptane has been tested on a wide range of configurations typ-
ical of commercial Diesel engines including injector orifice diameter, injection pressure,
ambient air thermodynamic state and injected fuel temperature variations.
16It means that droplets are small enough to follow the gas flow.
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Figures 2.20 to 2.24 show the obtained trends. The aim of this qualitative validation
is to show the model sensitivity to the considered parameters as well as to confirm the
trends found in [52]. Figure 2.20 shows the variation of the computed liquid-phase pen-
etration length with the injector orifice diameter and ambient air density. According to
experimental data, figure 2.14, the trends show that liquid-phase penetration varies lin-
early with injector orifice diameter. Further, it decreases with an increase in the ambient
air density. Figure 2.21 shows the variation of the computed liquid-phase penetration
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Figure 2.20: Computed liquid-phase penetration length variations as function of injector orifice
diameter and ambient air density (legend). Other parameters were kept constant. In particular,
ambient air temperature, pressure drop through the orifice and injected fuel temperature were
800 K, 1000 bar and 350 K, respectively.
length with the pressure drop through the injector nozzle and ambient air tempera-
ture. According to experimental data, figure 2.15, the trends show that liquid-phase
penetration is independent of pressure drop variations. Further, it decreases with an in-
crease in the ambient air temperature. Figure 2.22 shows the variation of the computed
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Figure 2.21: Computed liquid-phase penetration length variations as function of pressure drop
across the injector orifice and ambient air temperature (legend). Other parameters were kept
constant. In particular, the orifice diameter, ambient air density and injected fuel temperature
were 200 µm, 16 kg/m3 and 350 K, respectively.
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liquid-phase penetration length with the ambient air density and ambient air temper-
ature. According to experimental data, figure 2.16, the trends show that liquid-phase
penetration decreases with an increase in the ambient air density. Further, it decreases
with an increase in the ambient air temperature. Figure 2.23 shows the variation of
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Figure 2.22: Computed liquid-phase penetration length variations as function of ambient air
density and temperature (legend). Other parameters were kept constant. In particular, the
orifice diameter, pressure drop through the orifice and injected fuel temperature were 200 µm,
1000 bar and 350 K, respectively.
the computed liquid-phase penetration length with the ambient air temperature and
ambient air density. According to experimental data, figure 2.17, the trends show that
the liquid-phase penetration decreases with an increase in the ambient air temperature.
Further, it decreases with an increase in the ambient air density. Figure 2.24 shows the
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Figure 2.23: Computed liquid-phase penetration length variations as function of ambient air
temperature and density (legend). Other parameters were kept constant. In particular, the
orifice diameter, pressure drop through the orifice and injected fuel temperature were 200 µm,
1000 bar and 350 K, respectively.
variation of the computed liquid-phase penetration length with the injected fuel temper-
ature and ambient air density. According to experimental data, figure 2.18, the trends
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show that liquid-phase penetration decreases linearly with a decrease in the injected fuel
temperature. Further, it decreases with an increase in the ambient air density.
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Figure 2.24: Computed liquid-phase penetration length variations as function of fuel tem-
perature and ambient air density (legend). Other influent parameters were kept constant. In
particular, the orifice diameter, pressure drop through the orifice and injected fuel temperature
were 200 µm, 1000 bar and 350 K, respectively.
Other interesting results can be obtained by using the implemented liquid-phase
penetration-length scaling law, figures 2.25 to 2.29. Figure 2.25 shows the variation
of the computed spray spreading angle with the ambient air temperature and ambient
air density. According to experimental data obtained in [53], the trends show that
the spreading angle is independent of ambient air temperature variations. Further, it
increases with an increase in the ambient air density. Figure 2.26 shows the variation
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Figure 2.25: Computed spreading angle variations as function of ambient air temperature
and density (legend). Other influent parameters were kept constant. In particular, the orifice
diameter, pressure drop through the orifice and injected fuel temperature were 200 µm, 1000 bar
and 350 K, respectively.
of the computed fuel mixture fraction at the liquid-gas interface with the ambient air
temperature and ambient air density. According to experimental data [80], fuel mixture
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fraction increases with ambient air temperature and decreases with an increase in the
ambient air density. Figure 2.27 shows the variation of the computed equivalence ratio
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Figure 2.26: Computed fuel mixture fraction variations at liquid-gaseous interface as function
of ambient air temperature and density (legend). Other influent parameters were kept constant.
In particular, the orifice diameter, pressure drop through the orifice and injected fuel temperature
were 200 µm, 1000 bar and 350 K, respectively.
at the liquid-gas interface with the ambient air temperature and ambient air density.
In a similar fashion as in figure 2.26, the trends show that equivalence ratio increases
with an increase in ambient air temperature. Further, it decreases with an increase
in the ambient air density. Figure 2.28 shows the variation of the computed transfer
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Figure 2.27: Computed equivalence ratio variations at liquid-gaseous interface as function of
ambient air temperature and density (legend). Other influent parameters were kept constant. In
particular, the orifice diameter, pressure drop through the orifice and injected fuel temperature
were 200 µm, 1000 bar and 350 K, respectively.
number at the liquid-gas interface with the ambient air temperature and ambient air
density. The trends show that transfer number increases with ambient air temperature.
Further, it decreases with an increase in the ambient air density. Finally, figure 2.29
shows the variation of the computed saturation temperature at the liquid-gas interface
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Figure 2.28: Computed transfer number variations as function of ambient air temperature
and density (legend). Other influent parameters were kept constant. In particular, the orifice
diameter, pressure drop through the orifice and injected fuel temperature were 200 µm, 1000 bar
and 350 K, respectively.
with the ambient air temperature and ambient air density. According to experimental
data obtained in [53,80], the trends show that saturation temperature increases with an
increase in the ambient air temperature. Further, it increases with an increase in the
ambient air density. An important observation regarding figure 2.29 is that for common
Diesel engine operating conditions, the saturation temperature never attains the value
of 540.2 K corresponding to the critical temperature17 of normal heptane (dashed line
in figure 2.29).
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Figure 2.29: Computed saturation temperature variations at liquid-gas interface as function
of ambient air temperature and density (legend). Other influent parameters were kept constant.
In particular, the orifice diameter, pressure drop through the orifice and injected fuel temper-
ature were 200 µm, 1000 bar and 350 K, respectively. The dashed line represents the critical
temperature of n-C7H16.
By comparing figures 2.14 to 2.18 to figures 2.20 to 2.24, it is possible to note that
17The critical temperature of a liquid fluid is the maximum temperature that fluid can reach.
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the computed penetration lengths are shorter than the experimental ones. This is essen-
tially due to the different thermodynamic properties of the two fuels : Phillips research
grade Diesel fuel (DF2) for experimental data, and normal heptane for computed re-
sults. In fact the volatility of normal heptane is higher than that of DF2. Consequently,
it evaporates in a shorter time interval. Experimental studies show that for given am-
bient gas conditions in terms of temperature and density, fuel temperature and orifice
diameter, penetration lengths change with the type of fuel, figure 2.30 [54]. As shown
in figure 2.30, a simple linear correlation between liquid-phase penetration length and
fuel volatility18, as was supposed in [78, 52], is not sufficient to accurately predict the
measured liquid lengths. For this reason, the dependence of liquid penetration length on
Figure 2.30: A linear scaling of liquid length with fuel volatility (i.e., boiling point) is not
accurate for some fuels, especially those containing methanol [54]. All results have been scaled
to ambient air density and temperature of 16.6 kg/m3 and 992 K respectively, and an orifice
diameter of 194 µm. Open circles represent various Diesel-like fuels examined by [78].
physical properties of the fuels was investigated in [54], and an engineering correlation
was developed to explicit the dependence of liquid-phase penetration length on the type
of fuel. The factors considered as to be influent in this analysis were :
• the ratio of fluid densities :
ρ̂ =
ρFl
ρa
(2.36)
• the ratio of the heat available from the gases entrained in the spray and the heat
necessary to heat the fuel (latent plus sensible) up to the boiling temperature; this
term is nothing other than the thermal transfer number at boiling temperature :
B =
cpa · (Ta − Tbn)
cpF · (Tbn − TF ) + l
(2.37)
where cpa and cpF are respectively the specific heat capacity at constant pressure
for the ambient-air and the gaseous fuel, l is the fuel latent heat of evaporation,
18As characterized by the fuel distillation curve. Consequently fuel volatility is correlated to boiling
point.
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and Ta, TF and Tbn are the ambient air temperature, the injected fuel temperature
and the boiling temperature of the fuel,
• the injector orifice diameter, dh,
• the injector orifice aspect ratio.
The engineering correlation giving the liquid-phase penetration length, Lec, takes the
form :
Lec
dh
= k · ρ̂α ·B−β (2.38)
where k, α and β are constant coefficients determined in order to have the best fit of the
experimental data19 and their values are 10.5 ,0.58 and 0.59, respectively. The correlation
is able to give reliable results with a standard deviation of 12%. In order to show that
the computed penetration lengths computed with the liquid-phase penetration model
are quantitatively correct, equation 2.38 is now used with the aim of having an estimate
of the order of magnitude of those penetrations for normal heptane. Physical data [72]
and geometrical specifications of the computation are reported in table 2.3. The result
Variable Unit Value
dh [µm] 200
Ta [K] 1000
TF [K] 330
Tbn [K] 371.6
ρa [kg/m3] 16
ρFl [kg/m
3] 684
cpa [J/kg/K] 1011
cpF [J/kg/K] 2576
l [kJ/kg] 338.6
Table 2.3: Physical data [72] and geometrical specifications used in the liquid-phase penetration
length computation for normal heptane.
obtained using the engineering correlation, equation 2.38, is Lec = 15.1± 1.8 mm while
the result given by the liquid-phase penetration model, equation 2.35, is L = 17.4 mm.
The slight difference between the two values can be attributed to a different estimation
of the orifice aspect ratio influence that impacts the flow coefficients describing the
flow through the injector, section 2.4.2. Nevertheless, the two values show that the
model is able to correctly predict the liquid penetration length. To conclude this section
concerning the liquid-phase penetration length, it is worth mentioning two second order
trends concerning the penetration scaling law that have been highlighted in [53]. In
particular, the scaling law slightly overestimates liquid lengths at very high and very low
19Best values of the constant coefficients k, α and β can slightly vary as function of the injector
aspect-ratio value.
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ambient-air temperature, Ta, and density, ρa. The reasons of those deviations have been
found to be related to :
• for high Ta and ρa conditions : the hypotheses of perfect gas and neglecting the gas
dissolution in liquid do not completely apply. Those kind of conditions are typical
of high load engine operating points,
• for low Ta and ρa conditions : the hypothesis of considering the turbulent mixing
the only limiting factor to vaporization is not completely justified : other phe-
nomena related to local transport processes at droplet surface ultimately begin
controlling fuel vaporization. Those kind of conditions are typical of cold start
engine operating points.
Cold engine operating points present some peculiarities when compared to hot engine
operating points such as :
• liquid jet/combustion chamber wall impingement, and formation of a fuel liquid
film,
• irregular crankshaft speed,
• very low ambient gas temperature and consequent slowdown of chemical kinetics,
• high equivalence ratios,
• heating plug influence on ignition,
that represent new challenges for numerical modeling and are beyond the purposes of
dual-CM.
2.4.1.3 Fuel mass evaporation rate
This section deals with the computation of the overall evaporation rate within the spray
region, m˙F . It represents the last modeling step for completely fulfilling the set up
evaporation-model requirements, figure 2.7. In order to do that, the approach de-
veloped in [12] has been retained. This approach is based on the theory developed
in [55] (presented in section 2.4.2) which provides a non-dimensional scaling law, re-
lating the gaseous-phase tip penetration of a Diesel spray with time. According to
experiments [55, 52], the gaseous-phase tip penetration is initially coincident with the
liquid-phase tip penetration. Once the liquid-phase tip penetration reaches its maximum
extent, it stabilizes about this value, while the gaseous-phase tip penetration continues
to grow according to the scaling law. The original approach proposed in [12] consists
in obtaining an estimate of the evaporation characteristic-time, τev, by inverting the
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gaseous-phase tip penetration scaling law, once the penetration length is coincident with
the steady liquid penetration length, L. This time is representative of the interval nec-
essary for the injected mass to completely evaporate. The relation between the reduced
time, t˜, and the reduced penetration length, x˜, is :
t˜ =
x˜
2
+
x˜
4
·
√
1 + 16 · x˜2 + 1
16
· ln
Ä
4 · x˜+
√
1 + 16 · x˜2
ä
(2.39)
where x˜ is defined in equation 2.30, t˜ is defined as :
t˜ =
t
t+
(2.40)
in which :
t+ =
x+
uF
(2.41)
where x+ is defined by equation 2.31 and uF is the fuel velocity at the orifice exit20
(uF = u (0)). Consequently, for a penetration length x˜ = L˜ equation 2.39 gives a
reduced evaporation characteristic time, τ˜ev, equal to :
τ˜ev =
L˜
2
+
L˜
4
·
»
1 + 16 · L˜2 + 1
16
· ln
Å
4 · L˜+
»
1 + 16 · L˜2
ã
(2.42)
that corresponds to a physical evaporation characteristic time, τev :
τev = τ˜ev · t+ (2.43)
Figure 2.31 shows the variation of the computed physical evaporation characteristic time
with the ambient air temperature and density. The boundary conditions are those used
in figure 2.23. The trends show that physical evaporation characteristic time decreases
with an increase in the ambient air temperature. It also decreases with an increase in
the ambient air density. These results are coherent with those shown in figure 2.23. As
seen in figure 2.31, the variations of τev are relatively small on the investigated domain.
The overall liquid-mass evaporation-rate has then been estimated by using the following
first order model expression :
m˙F = Cev · mFl
τev
(2.44)
where Cev is a dimensionless adjustment coefficient, here set to unity, and mFl is the
total liquid mass of fuel present in the spray. This model requires a very reduced CPU
time. It is validated in chapters 3 and 4 by comparing its outputs to a 3D CFD code
IFP-C3D [73].
20For more information concerning the procedure to compute uF , refer to section 2.4.2.1.
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Figure 2.31: Computed evaporation characteristic-time variations as function of ambient air
temperature and density (legend).
2.4.2 Gas entrainment submodel
In this section, modeling of the gas entrainment phenomenon in a spray is discussed.
Section 2.4.2.1 discusses the impact of the pressure drop through the injector orifice
on the gas entrainment process. Section 2.4.2.2 describes a formalism able to take into
account the entrainment of ambient air in a Diesel engine spray. Finally in section 2.4.2.3,
the extension of the model to multiple injection strategies is detailed.
2.4.2.1 Injector orifice performance
In order to describe the air entrainment, it is important to estimate both the mass and
momentum flow rates from an orifice. This implies characterizing the injector orifice
performance [53]. The three coefficients that permit to describe the flow through the
injector orifice are :
Cd the discharge coefficient21, it accounts for global charge-loss through an injector
orifice,
Ca the area contraction coefficient22, it accounts for loss of flow area in an orifice due
21In [53] the discharge coefficient was measured by the standard method of collecting and weighing
fuel, ∆mFl , injected over a period of time, ∆t :
Cd =
∆mFl
∆t ·
(
d2
h
4
)
· ρFl ·
»
2 · ∆p
ρFl
This was done both at low pressure and typical Diesel engine injection pressure. The measurements at
the two pressures agreed within 2%.
22In [53] the area contraction coefficient was determined from spray momentum, M˙Fl , measured with
a force transducer by using the following equation :
Ca = 2 ·
Å
d2h
4
ã
· C2d · ∆p
M˙Fl
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to the presence of bubbles of cavitation at the orifice exit,
Cv the velocity coefficient23, it accounts for the non-uniform velocity profile.
They are not independent and are related by the following equation :
Cd = Ca · Cv (2.45)
Any two of the three coefficients can be used to characterize the mass and momentum
flows through an orifice. For instance, using Ca and Cv, the mass flow rate, m˙Fl , and
momentum flow rate, M˙Fl , through an orifice of diameter dh are computed respectively
as :
m˙Fl = Ca ·
Ç
pi · d2h
4
å
· ρFl · Cv · uB (2.46)
M˙Fl = m˙Fl · Cv · uB (2.47)
where uB is the velocity computed using Bernoulli’s equation.
uB represents the maximum potential velocity at the exit of an orifice and is computed
as :
uB =
√
2 · (∆p)
ρFl
(2.48)
where ∆p is the fluid pressure drop through the orifice. The real mean fluid velocity at
the injector exit is :
uF = Cv · uB (2.49)
Figure 2.32 shows Cd, Ca and Cv as function of the pressure drop through an injector
orifice having a diameter of 267 µm and an aspect ratio of 8 : Ca decreases with increasing
injection pressure, while Cd remains nearly constant. This means the flow area decreases
as injection pressure increases, most likely as a result of increasing cavitation. Moreover,
the corresponding increase in Cv indicates that fluid velocity at the orifice exit approaches
the Bernoulli’s velocity, equation 2.48. In all computations performed in this document,
values of Ca and Cv were chosen to be 0.82 and 0.93, respectively, and kept constant.
As shown in figure 2.32, those values well characterize the injector orifice in a range of
pressure drops through the nozzle orifice from 1000 to 1600 bar.
2.4.2.2 Gas entrainment modeling
The aim of the gas entrainment submodel is to quantify, relatively to the spray region
volume, the incoming ambient air24 mass flow rate. The spray region is defined as the
volume where, locally, ambient air and fuel coexist. It is important to describe the
characteristics of the spray region because it is in this volume where reactive mixture
23In [53] the velocity coefficient was obtained by using equation 2.45.
24Ambient air in the most general case is a perfectly stirred mixture of pure air and EGR.
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Figure 2.32: Experimental data for orifice discharge coefficient (Cd), area-contraction coeffi-
cient (Ca) and velocity coefficient (Cv) versus pressure drop through the injector orifice. Orifice
diameter and aspect-ratio values are 267 µm and 8 respectively [53].
forms. As shown in section 2.4.1.2, knowing the entrained ambient air flow rate is
important because the dynamics of the evaporation process depend on it. Moreover,
it is important to know the total entrained ambient air mass because it is an essential
information for computing the mean composition of the spray mixture. In fact, in terms
of equivalence ratio, the mean composition within the spray can be expressed as25 :‹Φ = mFτmSÄ
1− mFτmS
ä
· (1− YD|a)
·
Å
A
F
ã
st
(2.50)
where ‹Φ is the mean equivalence ratio, mFτ is the tracer mass of fuel within the spray26,
the term (A/F )st represents the mass Air/Fuel ratio at stoichiometric conditions [6], and
YD|a represents the mass fraction of Burned Gases (BG) conditioned to ambient gas,
defined as :
YD|a = mD
mD +mpa
(2.51)
in which mD is the mass of BG and mpa is the mass of pure air. Here, the BG are
supposed to be at stoichiometric composition, and neutral with respect to combustion.
Experimental investigations [55] for a wide range of operating conditions describe the
effect of ambient gas and fuel vaporization on the gaseous penetration and dispersion
of Diesel sprays. Injections were performed in a constant-volume combustion vessel
using a high pressure injection system for non-vaporizing and vaporizing ambient gas
conditions27. For instance, figure 2.33 shows three different sprays relative to three
different ambient air density values. The outer boundaries and the cone angle of the
25This formula adapts well to the most general situation in which ambient air is a perfectly stirred
mixture of pure air and EGR.
26The adjective tracer in this dissertation is used as a synonymous of combustion independent. In the
specific, it represents the total mass of vaporized fuel in the spray.
27Non-vaporizing conditions refer to ambient air temperature lower than 450 K, while vaporizing
conditions refer to ambient gas temperature higher than 600 K.
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dark region are the time averaged outer boundaries and spreading angle of the gaseous
phase of the spray, respectively, while the bright region within the dark region is the time
averaged liquid phase of the spray. The three images in figure 2.33 demonstrate that
the liquid region in a vaporizing spray occupies a decreasing fraction of the spray cross-
sectional area with increasing axial distance and that it has a limited axial extent. The
Figure 2.33: Experimental time-averaged Mie-scattered light images of gaseous-phase and
liquid-phase penetrations for three sprays injected from left to right into the ambient gas density
(ρa), given in each image. Test conditions are those used in figure 2.13. The orifice pressure drop
and diameter, the ambient gas temperature, the fuel temperature, and the fuel were 1350 bar,
246 µm, 1000 K, 438 K and DF2, respectively [52].
experimental opening angle, θ, is independent of axial location and time [55]. Moreover,
the spreading angle has been found to be mostly dependent on :
• the ambient air/fuel density ratio,
• the orifice geometrical parameters.
It is independent of the fuel type, injection pressure and ambient air temperature. More
details concerning the mathematical correlation relating the measured opening angle to
influent factors can be found in section 2.4.1.2, equation 2.17. Figure 2.34 is a schematic
of a simplified gaseous spray. As can be seen, the gaseous spray is considered to be a
perfect truncated cone whose height, S, and opening angle, α represent the gaseous-phase
tip penetration and spreading angle of the spray. The relation between the measured
and the idealized spreading angle is explicit in equation 2.18 : the spray volume is
completely defined once S and α are fixed. As the flow is supposed to be self-preserving,
a constant spreading angle value implies that the rate of entrained air along the spray
is constant; that is, the mass in the spray grows linearly with axial distance. With
reference to figure 2.34, at a given x of the axial spray coordinate, the ambient air mass
flow rate through the corresponding spray cross section, m˙a (x), is found to be directly
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Figure 2.34: Gaseous spray model scheme [55].
proportional to the following variables :
m˙a (x) ∝ √ρa · ρFl · dh · x · uF · tan
Å
θ
2
ã
(2.52)
Equation 2.52 and 2.17 reveal that consequently to an increase of ambient-air density,
the entrained ambient-air mass flow rate grows for two reasons :
• the ambient-air density increase,
• the spreading angle increase.
On the schematic representation of a spray shown in figure 2.34, a model for the descrip-
tion of the gaseous-phase penetration length was derived by using an integral control
surface technique applicable to isothermal-incompressible jets and sprays, in which in-
jected and ambient fluids can be any combination of high and low density fluids [55].
The following assumptions were used :
• a uniform velocity profile at a given cross-section,
• constant injection velocity with an instantaneous start,
• no velocity slip between fuel and entrained air,
• quasi steady flow with constant growth rate (constant spreading angle).
The fuel-mass and overall momentum balance-equations are, respectively :
ρFl ·AF (0) · uF = ρF ·AF (x) · u (x) (2.53)
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and :
ρFl ·AF (0) · u2F = ρF ·AF (x) · u (x)2 + ρa ·Aa (x) · u (x)2 (2.54)
where AF (x) and Aa (x) are the cross-sectional areas occupied by the fuel and ambient
air at a given value of penetration, x. AF (x) and Aa (x) are related to the total cross-
sectional area A (x) at the location x in the spray by the following equation :
A (x) = Aa (x) +m ·AF (x) (2.55)
where m is 0 or 1 depending on whether the fuel cross-sectional area is neglected or
accounted for, respectively. Combining equations 2.53 to 2.55 and solving for the fluid
velocity, u (x), at a given spray location, x :
u (x) =
dx
dt
=
uF
2
· AF (0)
A (x)
·
Å
ρFl
ρa
−m
ã
·
ÖÕ
1 + 4 ·
A(x)
AF (0)
· ρFlρaÄρFl
ρa
−m
ä2 − 1è (2.56)
By using the definitions given in equations 2.17, 2.18, 2.23, 2.48 and 2.49, introducing
the following definitions :
x0 =
m
2
· dvc
tan
(α
2
) (2.57)
x′ = x+ x0 (2.58)
dx′
dt′
=
dx
dt
= u (x) (2.59)
A (x) = pi ·
Å
x′ · tan
Å
α
2
ãã2
(2.60)
AF (0) =
pi
4
· d2vc (2.61)
and defining the spatial and temporal characteristic dimensionless variables as :
ρ̂ =
ρFl
ρa
(2.62)
x˜ =
x′
x+
(2.63)
t˜ =
t′
t+
(2.64)
where x+ and t+ are the spatial and temporal scaling parameters defined, respectively,
as :
x+ = dvc ·
√
ρ̂ ·
Å
ρ̂−m
ρ̂
ã
· 1
tan
(α
2
) (2.65)
t+ = dvc ·
√
ρ̂ ·
Å
ρ̂−m
ρ̂
ã2
· 1
uF · tan
(α
2
) (2.66)
then equation 2.56 simplifies to :
u˜ (x˜) =
dx˜
dt˜
=
2√
1 + 16 · x˜2 + 1 (2.67)
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Finally, integrating equation 2.56 between x˜ = 0 and x˜ = S˜, where :
S˜ =
S′
x+
(2.68)
with S′ the spray tip location relative to the projected origin, figure 2.34, yields the
dimensionless penetration time, t˜, as a function of the dimensionless penetration distance,
S˜, both referenced to the projected spray origin :
t˜ =
S˜
2
+
S˜
4
·
»
1 + 16 · S˜2 +
+
1
16
· ln
Å
4 · S˜ +
»
1 + 16 · S˜2
ã
(2.69)
In the above equations, x′ and t′ are the spatial and temporal physical coordinates
referred to the projected origin of the spray, and x˜ and t˜ are the spatial and temporal
non-dimensional coordinates. An accurate inverse correlation, allowing us to compute
the value of S˜ as function of t˜, is obtained by combining the equations of the two
asymptotical limits of equation 2.69, equations 2.4.2.2 and 2.4.2.2 :
S˜ =
ÇÅ1
t˜
ãn
+
Ç
1√
t˜
ånå− 1n
=
t˜Ä
1 + t˜
n
2
ä 1
n
(2.70)
where n is a constant coefficient. Authors recommend n = 2.2. It is worth a comment
on the coefficient m introduced in equation 2.55. If its value is set equal to unity the
cross-sectional area occupied by the fuel is not neglected. Consequently :
• as the projected origin is positioned inside the nozzle orifice, x′ = 0, in order to
obtain the right values of spatial and temporal evolution of the spray penetration
within the combustion chamber, the computed values of penetration and associated
time interval, must be reduced of the values x0 and t0, respectively, where x0 is
defined in equation 2.57 and t0 is the time that the fluid needs to cover the distance
x0,
• because of the model simplifications, if the spray origin is positioned at x′ = 0, the
liquid fuel, passing through the length interval x0, entrains ambient air and this is
not physical. Moreover, as a direct consequence, the gaseous mixture crosses the
orifice exit with a velocity lower than the original injection velocity (momentum
balance).
As a consequence, another assumption was introduced [55] : the cross-sectional area
occupied by the fuel is neglected. This assumption implies that in the above equations,
the value of the coefficient m is set equal to zero. The repercussions of this assumption
on the model results are that :
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• the computed gaseous spray tip penetration has its origin at x = 0, that is at the
very exit of the nozzle orifice, figure 2.34,
• the injected fuel is treated as a point source of momentum.
Figure 2.35 shows the logarithmic plot of the correlation in equation 2.69. The solid
line represents the correlation law, the dash-dotted lines represent asymptotic limits
and dashed lines represent the ±10% of deviation from the correlation, representing the
uncertainty due to turbulent aleatory effects. An asymptotical investigation of equa-
Figure 2.35: The dimensionless penetration correlation given in equation 2.69 (solid line),
deviations of ±10% (dashed lines) and asymptotic limits (dash-dotted lines) [55].
tion 2.69 shows that the trends which were observed experimentally in [43] are correctly
taken into account :
• short time limit :
Limit t˜→ 0 =⇒ S˜ = t˜
this shows a linear dependence on time of the spray penetration during the first
instants of the injection,
• long time limit :
Limit t˜→ +∞ =⇒ S˜ =
√
t˜
this shows a square root dependence on time of the spray penetration as in gaseous-
jets, after a sufficiently long period of time.
Figure 2.36 shows experimental-data compared to the scaling law given in equation 2.69 :
the penetration correlation fits the experimental points. The value of the physical gaseous
spray tip penetration can finally be computed using equation 2.68 as :
S ≡ S′ = S˜ · x+ (2.71)
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Figure 2.36: Scattered plot of a large amount of gaseous penetration experimental data versus
time in non-dimensional logarithmic coordinates (circles) compared to dimensionless penetration
correlation given in equation 2.69 (solid line). Deviations of ±10% from correlation (dashed lines)
and asymptotic limits (dash-dotted lines) are plotted, too [55].
Through experimentation of injection in a constant volume vessel containing a gas at a
given pressure and temperature, equations 2.17 and 2.71 correlations have been widely
validated [20,42,55,56]. In order to validate the model of gaseous spray tip penetration,
Diesel-like injections of normal heptane in a closed pressurized constant-volume vessel
were simulated. Computed results were then compared to experiments [42]. Figures 2.37
and 2.38 compare the computed spray penetrations with experimental data obtained in
a high pressure vessel [42] for low and high ambient-air temperature conditions, respec-
tively.
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Figure 2.37: Gaseous-phase spray tip penetration. Experimental conditions : fuel = n-heptane,
Ta = 387 K, ρa = 25 kg/m3 and dh = 200 µm.
The results are in good agreement with experiments : the model is sensitive to
parameters such as injection pressure and the thermodynamic state of the ambient gas.
According to the simplified spray model, figure 2.34, the spray region is represented by
a truncated cone characterized by its height, S, and opening angle, α. From geometrical
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Figure 2.38: Gaseous-phase spray tip penetration. Experimental conditions : fuel = n-heptane,
Ta = 800 K, ρa = 30 kg/m3 and dh = 200 µm.
considerations, the volume of the spray, VSh , is computed as :
VSh =
pi
3
· tan2
Å
α
2
ã
·
î
(S + x0)
3 − x30
ó
(2.72)
In ICEs every single injector can have several orifices (up to twelve) disposed on a
circumference coaxial with the nozzle axis, section 1.1.2. The number of orifices will
be indicated in the following with the notation nh. With the assumption that all the
injection cones of the different orifices have the same identical behaviour28, the overall
spray volume, VS , is computed as :
VS = nh · VSh = nh ·
pi
3
· tan2
Å
α
2
ã
·
î
(S + x0)
3 − x30
ó
(2.73)
The ambient air mass within the spray volume, ma, is considered to be, in the most
general situation, a perfectly stirred mixture of pure air mass, mpa, and BG, mD. On the
basis of geometrical considerations regarding the spray volume evolution, equation 2.73,
it is possible to quantify the ambient-gas mass flow rate into the spray region due to
entrainment :
dma
dt
=
∑
x
dmx
dt
∣∣∣∣
entr
(2.74)
where :
dmx
dt
∣∣∣∣
entr
= ρx0 ·
dVS
dt
= ρx0 · V˙S (2.75)
in which V˙S is the time derivative of the spray volume, VS , and ρx0 is the partial density
of the species x outside the spray region computed as :
ρx0 =
mx0
V − VS (2.76)
28The interactions between the injection cones of the different orifices are not taken into account.
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where mx0 is the mass of the species x outside the spray regions and V is the cylinder
volume. V˙S , obtained by deriving equation 2.73, is computed as :
dVS
dt
=
a2 · pi · nh
3
·
ïÅ
3 + (S + x0)
2 ·
Å
dS
dt
+
dx0
dt
ã
− 3 · x20 ·
dx0
dt
ã
· tan2
Å
θ
2
ã
+
+
Ä
(S + x0)
3 − x30
ä
· 2 · tan
Å
θ
2
ã
· d
dt
Å
tan
Å
θ
2
ããò
(2.77)
where :
dS
dt
=
d(S˜·x+)
dt = Cs ·
 d
dt
((t− t0) · uF ) ·
Ç
1 +
Å
t− t0
x+
· uF
ãn
2
å− 1
n
+
+ (t− t0) · uF · d
dt
ÑÇ
1 +
Å
t− t0
x+
· uF
ãn
2
å− 1
n
é (2.78)
dx0
dt
=
d
dt
Ñ
dvc
2 · a · tan
Ä
θ
2
äé = − dvc
2 · a · tan2
Ä
θ
2
ä · d
dt
Å
tan
Å
θ
2
ãã
(2.79)
d
dt
Å
tan
Å
θ
2
ãã
=
d
dt
(
c ·
(Ç
ρa
ρFl
å0.19
− 0.0043 ·
 
ρa
ρFl
))
= c ·
Å
0.19 · ρ−0.19Fl · ρ−0.81a ·
dρa
dt
+
0.0043
2
· ρ0.5Fl · ρ−1.5a ·
ρa
dt
ã
(2.80)
in which :
d
dt
((t− t0) · uF ) = uF + (t− t0) · d
dt
Ñ
Cv ·
Ç
2 · pinj − p
ρFl
å 1
2
é
= uF − Cv · (t− t0)
(2 · (pinj − p) · ρFl)
1
2
· dp
dt
(2.81)
d
dt
(ï
1 +
(
(t−t0)·uF
x+
)n
2
ò− 1
n
)
= −12 ·
ï
1 +
(
(t−t0)·uF
x+
)n
2
ò− 1
n
−1
·
·
(
(t−t0)·uF
x+
)n
2
−1 ·
Å
1
x+ · ddt ((t− t0) · uF )− (t−t0)·uFx+
2 · dx+dt
ã
= −12 ·
î
1 + t˜
n
2
ó− 1
n
−1 · t˜n2−1 ·
Ä
1
x+ · ddt ((t− t0) · uF ) +
− 1
x+2
· (t− t0) · uF · dx+dt
ä
(2.82)
dx+
dt
=
d
dt
Ö
dvc ·
√
ρFl
ρa
a · tan
Ä
θ
2
äè = √ρFl · dvc
a
· d
dt
Ñ
1
√
ρa · tan
Ä
θ
2
äé
= −
√
ρFl · dvc
a
·
tan( θ2)
2·√ρa ·
dρa
dt +
√
ρa · ddt
Ä
tan
Ä
θ
2
ääÄ√
ρa · tan
Ä
θ
2
ää2 (2.83)
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and :
dρa
dt
=
d
dt
Å
mtot
V
ã
=
dmtot
dt
· 1
V
− mtot
V 2
· dV
dt
=
Ç
dmi/o
dt
+
dmFτ
dt
å
· 1
V
− mtot
V 2
· dV
dt
=
Ç
dmi/o
dt
+
dmFτ
dt
å
· 1
V
− ρa · 1
V
· dV
dt
(2.84)
where t0 is the origin of the relative time coordinate representing the start of the spray
penetration, mtot is the total gaseous mass in the cylinder, and dm
i/o
dt represents the
fluxes of mass through the inlet and outlet valves, respectively.
Further validations of the developed ambient-gas entrainment submodel in ICE con-
figurations are provided by direct comparison of 3D and 0D computations, sections 3.4
and 4.
2.4.2.3 Extension of the model to multiple injection strategies
The model of ambient air entrainment into the spray region developed in section 2.4.2.2
applies well to single injection configurations. An extension of the model to multiple
injection configurations is proposed here. In ICE simulations, different additional chal-
lenges appear when dealing with multiple injection spray dynamics, section 2.2. For
instance, when dealing with double injections :
• the former fuel injection modifies the velocity field within the cylinder, consequently
the second injection penetration and spreading angle are potentially influenced by
this different environment,
• the fuel of the first injection begins to burn in the cylinder before the injection of
the second one, and, in general, its combustion process is still in progress when
the second injection is performed. This is a complex aspect to manage, especially
because :
– the heat release associated to the first injection fuel combustion modifies the
thermodynamic properties of the gas entrained into the second spray zone
and, consequently, has an influence on the penetration and on the spreading
angle of the second spray,
– the chemical kinetics associated to the first injection fuel combustion modifies
the chemical properties of the ambient-gas entrained into the second spray
zone and, consequently, has an impact on the chemical kinetics associated to
the second injection event,
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• the spray volumes of the two injections sooner or later interact. This interaction
must be taken into account as it influences many important aspects relative to
combustion. For instance, local fuel concentration and chemical composition of
the mixture are fundamental aspects in this sense.
Figure 2.39 shows two opposite ideal spray dynamics for a short dwell-time double-
injection strategy : configurations (a) and (b). In configuration (a), after the end of
(a) (b)
Figure 2.39: Representation of two opposite spray dynamics for a short dwell-time double-
injection strategy. Case (a) : when second injection is performed, first injection spray volume
is parted from the injector tip; entrained ambient-air in the second spray does not contain fuel
belonging to the first injection. Case (b) : when second injection is performed, first injection
spray volume is close to the injector tip; entrained ambient-air in the second spray contains fuel
belonging to the first injection.
the first injection event, the spray region moves away from the injector tip. Conse-
quently, when the second injection starts, the ambient gases entrained into the second
spray-volume do not contain fuel injected during the first injection event. The opposite
situation is shown in configuration (b). After the end of the first injection event, the
spray region stays close to the injector tip. Therefore, when the second injection starts,
the fuel of this is injected into the first spray volume. Thereby, the ambient gases en-
trained into the second spray volume contain fuel injected during the first injection event,
too. Evidently, the presented configurations are simplified to give an idea of the differ-
ent dynamics that can be expected. Several investigations concerning spray interactions
in the case of Diesel-like multiple injection strategies have been published [81, 82, 83].
In order to develop a phenomenological model representative of the physics phenomena
that occur when multiple injections are performed, it is important to have a view of the
possible scenarios encountered. To do that, in the first instance, a brief description of
the differences between single injection and multiple injections in terms of engendered
equivalence ratio distributions and velocity fields is presented. Then, the differences
between the overall behavior of the first and the second injection sprays for a case of
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double injection are given. Figure 2.40 shows three spray images obtained by using a
Laser Absorption Spectrometry technique (LAS) [83]. Figure 2.40 (a) defines the tail
and the tip of a spray, while figure 2.40 (b) and (c) represent the fuel distribution within
the spray region for a single injection and double injection strategies, respectively. In
both configurations, the same fuel mass is injected : all together for the single injection,
figure 2.40 (b), split into two equal parts for the double injection strategy, figure 2.40 (c).
Pictures are taken after the same interval of time, computed starting from the first SOI.
Details are given in figure 2.40. As shown in figure 2.40 (b) concerning the spatial fuel
(a) (b) (c)
Figure 2.40: Three spray images obtained by using a Laser Absorption Spectrometry technique
(LAS), for fuel distribution visualization, coupled with Laser Induced Fluorescence - Particle
Image Velocimetry (LIF −PIV ), for spray-induced air motion investigation. Injection from the
top [83]. In (a), the definitions of tail and tip of the spray are given, while (b) and (c) represent
the fuel distribution within the spray region for a single injection and double injection strategies,
respectively. For both cases, the total injected fuel (p−xilene) mass is 9.4 mg, injection pressure
is 4.6 MPa, ambient gas temperature is 300 K, ambient gas pressure is 0.6 MPa. For the single
injection, (b), the ET is 1.62 ms, while the two injections of the split strategy, (c), have an
energizing time of 0.8 ms and are separated by a DT of 0.7 ms. Pictures are taken 2.5 ms after
the first SOI.
distribution, the spray essentially develops by extending its length : fuel accumulates at
the leading edge of the spray, due to the air resistance to penetration, while extended
lean region of mixture is observed in the spray tail. Moreover, concerning the velocity
field generated by the injection, two counter rotating vortices can be distinguished on
the left and right of the spray region. Differently in figure 2.40 (c), concerning the spatial
fuel distribution, two zones with higher fuel concentration can be distinguished : one
relative to the first injection (bottom), and one relative to the second injection (top).
Because of the smaller quantity of fuel injected during the first injection, the accumula-
tion of fuel in the tip of the injection is reduced. Furthermore, the lean mixture region
in the spray tail disappears because of the second-injection fuel. Finally, when the sec-
ond injection is performed, the two counter-rotating vorteces generated by the first one
still exist and interact with the vorteces generated by the second injection. The global
action of turbulence on the second spray contributes to accelerate the evaporation of the
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second-injection fuel. Due to the positive effect of the ambient air motion, the vapor of
the second spray combined with the vapor of the first spray results in a higher and more
homogeneous fuel concentration. The same conclusions were drawn up in [82] for split
injection Diesel sprays impinging on a flat wall. Figure 2.41 permits us to have a deeper
understanding of the spray interaction dynamics.
Figure 2.41: Variation of the positions of spray tail and tip of the single injection, and pene-
tration of the tip of the second injection of the split injection [83]. Experimental conditions are
given in figure 2.40.
As shown in figure 2.41, the tip penetration of the single injection increases with
time, while its tail remains at a constant distance from the injector nozzle, after 1.8 ms.
The penetration of the single injection, in a first approximation, is almost the same
as that of the first spray of the split injection, figures 2.40 (b) and (c). According to
figure 2.41, the tip penetration of the second injection crosses the tail position of the
single injection. In other words, the second-injection fuel mass of the split injection is
injected into the tail region of the spray of the first injection. For instance, as seen by
comparing figures 2.40 (b) and (c) and figure 2.41, after 2.5 ms from the beginning of
the first injection, the first injection tip penetration is about 60 mm, while the second-
injection tip penetration is about 30 mm. For a case of double injection, the overall
differences between the first and the second injection sprays can be expressed in terms
of tip penetrations, mean velocities and representative droplet mean-diameters. This
last part concerning the investigation of the dynamics of sprays in multiple injection
strategies, is focused on capturing the differences between the overall behaviors of the
sprays. Figure 2.42 shows how the pilot injection influences the penetration length of
the main-injection spray. In figure 2.42, the main-injection tip penetrates faster than the
pilot-injection tip. According to [81], this is essentially due to the in-cylinder velocity
field generated by the pilot injection, that reduces the resistance to the penetration of
the main-injection fuel. Moreover, by using a phase Doppler particle analyzer system,
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Figure 2.42: Effect of pilot injection on spray tip penetration [81]. The mean velocities of
spray tips are 130 m/s and 162 m/s for pilot and main injections, respectively, for an injection
pressure of 60 MPa. The pilot injection energizing time, ETP , and the main injection energizing
time, ETM , are given in the figure.
the evolutions of microscopic characteristics of the spray such as Sauter Mean Diameter
(SMD)29 and mean velocity of droplets where investigated, figure 2.43 [81]. Figure 2.43
Figure 2.43: Effect of pilot injection on overall SMD and mean velocity [81]. The injection
pressure is 60 MPa. Two configurations, relative to a single and a multiple injection strategies,
were tested. The pilot injection energizing time, ETP , and the main injection energizing time,
ETM , are given in the figure.
shows that for the multiple injection strategy, the mean velocity associated to the second
injection event is higher than that associated to the first injection : in multiple injection
configurations, the first injection generates a velocity field in the chamber that favors the
penetration of the following injection. A further confirmation of this phenomenon comes
from the information relative to the SMD : SMDs for the multiple injection strategy
are larger than for the single injection strategy, because of the smaller relative velocity
29According to the analysis done in section 2.4.1.2, that is turbulent mixing is the limiting factor for
liquid fuel evaporation, information given by SMD measurements in this presentation is not used as an
absolute indicator of fuel mass evaporation rate, but instead as a relative indicator used for extrapolating
useful information on the spray dynamics.
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between injected fuel and ambient gas.
On the basis of the above-mentioned observations, a methodology has been developed
in dual-CM to account for spray interaction dynamics. Figure 2.44 shows a schematic of
the multiple injection modeling approach. Using the subscripts i for referring to the ith
Figure 2.44: Scheme of the multiple injection modeling approach. Subscripts i refers to the
ith injection.
injection, the following assumptions are used :
• to each injection of liquid fuel mass,mFli , is associated a spray volume, VSi , defining
the control volume in which injected fuel and ambient air coexist,
• mFli vaporizes and increases the fuel tracer variable, mFτi , which is a dummy
species representing the total vaporized mass of fuel in the spray, supposed to be
independent of the combustion process30,
• each spray volume grows according to the theory developed in section 2.4.2.2.
Consequently each cone is characterized by its own penetration and opening angle,
• each spray has its own composition expressed in terms of chemical species masses,
mxi
31, where x indicates the generic chemical species x. Chemical species in each
spray evolve in time because of liquid fuel evaporation, entrained gases and chem-
ical kinetics,
30For more information about the definition and computation of fuel tracer variables refer to sec-
tion 2.5.
31For more information about the definition and computation of chemical species masses refer to
section 2.5.
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• mixture flow rates between spray volumes occur :
– the flow rates are computed on the basis of geometrical considerations regard-
ing the spray volume evolutions,
– the liquid fuel mass relative to the ith injection (here i ≥ 2) is injected in
the spray region associated to the (i− 1)th injection. Therefore, the ith spray
volume grows in the (i− 1)th spray region, figure 2.44,
– when the gaseous mixture flows from (i − 1)th to ith spray (here i ≥ 2), the
transferred mass composition is supposed to be equal to the mean composition
of the (i− 1)th spray.
The last hypothesis that a given spray entrains gases strictly from the previous spray
could appear at first sight quite strong. Figure 2.45 presents two configurations where
this hypothesis applies. For high dwell-time values (top of figure 2.45) the hypothesis is
High dwell-time value between injections. After the first injection event, (a), the
first spray grows, (b), until occupying the whole cylinder volume, (c). Then, the
second injection is performed, (d).
Low dwell-time value between injections. After the first injection event, (a), the
first spray grows, (b) and (c). Then, the second injection is performed, before the
first injection volume had the time to completely fill the cylinder volume, (d).
Figure 2.45: Representation of two different spray dynamics occurring in multiple injection
strategies.
exact : as the first spray occupies the whole cylinder volume, the second spray volume
can only grow within the first one. This configuration occurs for the majority of the
tested engine operating points. For low dwell-time values (bottom of figure 2.45), as
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the first volume has not completely filled the cylinder volume, the second spray could
entrain both first spray gases and ambient air gases (the last not being accounted for in
the present hypothesis). The validity of the hypothesis for low dwell-time values proved
by experimental results, in figure 2.42, and by CFD computations, section 4. According
to the proposed multiple-injection spray-dynamics modeling, the volumes of the sprays
are computed as :
VSi =
∫
V˙ Si · dt (2.85)
where V˙ Si is the net variation of the i
th spray volume, defined as :
V˙ Si = V˙
+
Si
− V˙ −Si (2.86)
In equation 2.86, V˙ +Si is the positive contribution to the i
th spray growth associated
to the ith spray penetration, computed according to equation 2.77 and rewritten here
in equation 2.87 for the ith spray; V˙ −Si is the negative contribution to the i
th spray
growth associated to the growth of the (i + 1)th spray, if existing, computed according
to equation 2.77 for the (i+ 1)th spray, equation 2.88 :Å
dVSi
dt
ã+
=
a2 · pi · nh
3
·
ïÅ
3 + (Si + x0i)
2 ·
Å
dSi
dt
+
dx0i
dt
ã
− 3 · x20i ·
dx0i
dt
ã
·
· tan2
Å
θi
2
ã
+
Ä
(Si + x0i)
3 − x30i
ä
· 2 · tan
Å
θi
2
ã
· d
dt
Å
tan
Å
θi
2
ããò
(2.87)
and : Å
dVSi
dt
ã−
=
Ç
dVSi+1
dt
å+
(2.88)
Then, the global mass flow rate for a given species x associated to the ith spray is
computed as :
m˙xi = m˙
+
xi − m˙−xi (2.89)
in which m˙+xi is the positive contribution to the species mass of the i
th spray coming
from the (i−1)th spray 32, computed according to equation 2.90, and m˙−xi is the negative
contribution to the species mass of the ith spray associated to the mass transfer from the
ith spray to the (i+ 1)th spray, if existing, computed according to equation 2.92 :Å
dmxi
dt
ã+
= ρxi−1 ·
Å
dVSi
dt
ã+
(2.90)
where ρxi−1 is the partial density of the species x in the (i− 1)th spray defined as :
ρxi−1 =
mxi−1
VSi−1
(2.91)
32When i = 1, the subscript (i − 1) = 0 refers to ambient-gas in the cylinder, but outside the spray
regions.
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where mxi−1 is the the mass of the species x in the (i− 1)th spray, and :Å
dmxi
dt
ã−
= ρxi ·
Å
dVSi
dt
ã−
(2.92)
where ρxi is the partial density of the species x in the ith spray defined as :
ρxi =
mxi
VSi
(2.93)
where mxi is the the mass of the species x in the ith spray.
In equations 2.89 to 2.93, the subscript x refers to the considered chemical species
(i.e. C7H16, C7H14, H2O, CO2, CO, O2, H2, H and N2), as well as to the fuel tracer
masses (mFτi ).
Figure 2.46 represents a particular case of triple-spray injection in non-reactive con-
ditions. As shown, although the liquid-fuel injection-rates are all the same for the three
injections, figure 2.46 (a), the evolutions of the spray volumes are very different from each
other because of thermodynamic conditions of the ambient gas and the piston movement,
figure 2.46 (b). Figure 2.46 (c) shows the oxygen mass-transfers from one spray to an-
other. As shown, because of the non-reactive conditions, the total initial mass of oxygen
is conserved. Finally, the gaseous-fuel mass in the different sprays as well as its global
value, are plotted and compared to the total liquid-fuel injected mass, figure 2.46 (d).
2.4.3 Turbulence submodel
In ICE, turbulence plays a very important role, increasing mass, momentum and energy
transfer rates. The dynamics of turbulent motion can be described as follows. At first,
kinetic energy associated with the mean flow is transferred to the large scales of the
fluctuating motion (integral scale). After that, kinetic energy is transferred isentropically
from large to small scales of turbulence (Kolmogorov scale). Finally, the kinetic energy
is dissipated by viscous forces and is transformed into thermal energy. Here, the aim of
the turbulence submodel is to obtain an estimate of the turbulence characteristic time,
τt, which controls the mixing process modelling.
The approach used in the dual-CM is the one developed in [13], here adopted in its
original formulation. This approach is based on the well-known κ−  turbulence-model
theory. According to this theory, the global kinetic energy, Ec, is decomposed into two
contributions :
Ec = mS · K˜ +mS · κ˜ (2.94)
where K˜ is the mean specific kinetic energy associated to the big structures of the
mixture flow, κ˜ is the turbulent specific kinetic energy associated to the local mixture
velocity-fluctuations and mS is the total mass of the spray.
The procedure to estimate τt is detailed in the following.
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Figure 2.46: Triple-injection spray evolutions in non-reactive conditions. Injection rates, (a),
spray volume evolutions, (b), oxygen mass-transfer between sprays, (c) and fuel-tracer mass
transfer between sprays, (d). Global liquid-fuel injected-mass is compared to the total fuel-
tracer mass (d).
Spray global kinetic-energy
The spray global kinetic-energy rate, E˙c, can be expressed as the sum of a production
term, dEcdt pr, and a dissipation term,
dEc
dt ds
:
E˙c =
dEc
dt
=
dEc
dt pr
+
dEc
dt ds
(2.95)
The production term in a Diesel ICE application can be detailed as follows :
dEc
dt pr
=
dEcswirl
dt
+
dEcsquish
dt
+
dEcS
dt
(2.96)
in which Ecswirl , Ecsquish and EcS represent the production terms associated with the
swirl, the squish and the spray, respectively.
EcS represents about 98% of the total kinetic energy, according to [20]. For that
reason, with good approximation, it is possible to affirm that :
dEc
dt pr
≈ dEcS
dt
=
u2F
2
· dmFl
dt
∣∣∣∣
inj
(2.97)
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in which :
uF =
1
Cd · nh · ρFl ·
(pi
4 · d2h
) · dmFl
dt
∣∣∣∣
inj
(2.98)
where mFl is the mass of injected fuel, Cd is the discharge coefficient of the orifice and
nh is the number of holes of the nozzle.
The spray global kinetic-energy dissipation-term, mainly due to flow viscous forces,
has been modeled by using empirical closure terms [13] :
dEc
dt ds
= −mS ·
Ä
CK · K˜NK + Cκ · κ˜Nκ
ä
(2.99)
where CK and NK are empirical dissipation-term constant-coefficients associated to the
mean specific kinetic-energy, K˜, and Cκ and Nκ are empirical dissipation-term constant-
coefficients associated to the mean specific turbulent kinetic-energy, κ˜.
Equation 2.95 can now be rewritten as :
dEc
dt
=
u2F
2
· dmFl
dt
∣∣∣∣
inj
−mS ·
Ä
CK · K˜NK + Cκ · κ˜Nκ
ä
(2.100)
Mean specific kinetic-energy
Similarly to κ−  theory, by spatially averaging the 3D momentum balance-equation,
it is possible to obtain an expression for the temporal evolution of the mean specific
kinetic-energy33 [13] :
dK˜
dt
=
√
2 · K˜
mS
·
ñ
uF · dmFl
dt
∣∣∣∣
inj
−
»
2 · K˜ ·
Ç
dma
dt
+
dmFl
dt
∣∣∣∣
inj
åô
− CK · K˜NK (2.101)
where the last right-hand-side term represents the mean specific kinetic-energy dissipation-
term, already present in equation 2.100. The control volume used to obtain equa-
tion 2.101 is the spray volume, VS .
Characteristic time of turbulence
By using equation 2.94, it is now possible to compute the mean specific turbulent kinetic-
energy value as :
κ˜ =
Ec
mS
− K˜ (2.102)
The term indicating the mean specific turbulent-kinetic-energy dissipation-rate, ˜, is
supposed to have an expression similar to the one used to represent the dissipation rate
of the mean specific kinetic-energy :
˜ = Cκ · κ˜Nκ (2.103)
as shown in equation 2.100.
33The proof of equation 2.101 is detailed in [13].
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According to the κ−  turbulent model theory, the characteristic time associated to
turbulence is defined as :
τt =
κ˜
˜
(2.104)
The presented 0D turbulence model, derived from the 3D approach, has the ad-
vantage of describing well the mechanism involving the transfer of kinetic energy in the
frequency domain from large to small scales of turbulence due to the shear forces. Results
concerning the turbulence submodel will be discussed in chapter 3.
2.4.4 Mixture submodel
One of the main issues in Diesel HCCI combustion modelling is that the auto-ignition
and the combustion process take place in stratified-mixture conditions, section 1.1.3.
In order to define a model able to predict both these phenomena, the modelling of the
mixture stratification is of primary importance. Using a 0D formalism, to account for this
aspect, which is essentially related to fuel spatial distributions, is not straightforward.
To improve this aspect in the model, one solution is to use presumed PDFs, commonly
used in 3D codes, for describing the mixture stratification using a statistical approach.
The PDF is then used to estimate several local variables, such as mixture composition,
temperature and reaction rates. Moreover, using a PDF approach implies the addition
of only one more state variable per spray and a minimum impact on the CPU time cost.
The mixture stratification model used in dual-CM, is based on the approach proposed
in [13]. During this Ph.D the original approach has been extended in order to take
into account phenomena such as fuel evaporation at saturated conditions and the spray
interactions in configurations adopting multiple injection strategies.
Mixture fraction variable
According to the theory developed to study laminar diffusion flames [48], combining
the transport equations of fuel mass fraction, YF , and oxidizer mass fraction, YO, it is
possible to define a combustion-independent scalar (Schwab-Zeldovitch variable), ϕ, as :
ϕ = YF − YO
s
(2.105)
where s, the mass stoichiometric coefficient, is defined as :
s =
νO
νF
· MOMF (2.106)
Here, νx represents the molar coefficient of the global combustion reaction andMx
is the species molar weight.
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The normalization of the variable ϕ with the mass fractions relative to the fuel and
oxidizer streams gives the mixture fraction variable, Z, whose values through the diffusive
layer vary between 0, in pure oxidizer, and 1, in pure fuel. Z can be expressed as :
Z =
Φ · YFYF0 −
YO
YO0
+ 1
Φ + 1
(2.107)
where YF0 is the fuel mass fraction in the fuel feeding stream and YO0 is the oxidizer
mass fraction in the oxidizer stream. Φ is the equivalence ratio of the non-premixed
flame defined as :
Φ =
YF0
YO0
· s (2.108)
It is possible to demonstrate that :
Z = YFτ (2.109)
where YFτ is the fuel-tracer mass-fraction, that is the local fuel mass-fraction in the case
of a non-reactive mixture (pure mixing line).
Presumed PDF
Different kinds of PDF are available in the literature. In order to simulate the mixing
process taking place in diffusion flames, the PDF described by a β-function is usually
the best choice [57]. A β-PDF function is a normalized statistical tool representing
the probability, P(X∗), of a generic variable X, defined in its own domain of existence
(0 ≤ X ≤ 1).
A β-PDF is completely described by two parameters. The first one is the mean value
of the distribution, X¯, defined as :
X¯ =
∫ 1
0
X∗ · P(X∗) · dX∗ (2.110)
and the second is the segregation factor of the distribution, δ, defined as :
δ =
X ′2
X ′2 max
(2.111)
where X ′2 is the value of the variance of the distribution computed as :
X ′2 =
∫ 1
0
(X∗ − X¯)2 · P(X∗) · dX∗ (2.112)
and X ′2max is the maximum value of the variance defined as :
X ′2max = X¯ · (1− X¯) (2.113)
The mathematical expression of P(X) is :
P(X) = Γ(α+ β)
Γ(α) · Γ(β) ·X
α−1 · (1−X)β−1 (2.114)
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with :
Γ(a) =
∫ +∞
0
e−t · ta−1 · dt (2.115)
and the coefficients α and β are defined as :
α = X¯ ·
ï1
δ
− 1
ò
and β =
α
X¯
− α (2.116)
Figure 2.47 shows the typical evolution of the β-PDF.
(a) (b)
(c) (d)
Figure 2.47: Representation of β-PDF evolution. At the beginning representing a perfectly
unmixed mixture (a); at an intermediary stage still presenting a bimodal mixture fraction (b); at
a later stage presenting a monomodal mixture fraction (c); and at the end of the mixing process
a perfectly stirred mixture (d).
The configuration shown in figure 2.47 represents the mixing process taking place in
a closed constant volume initially containing pure fuel and oxidizer. The value of ‹Z is
constant in time once the mass proportion of the two gases is fixed. ‹Z can be computed
as : ‹Z = mF
mF +mO
(2.117)
At t = 0, the oxidizer and fuel are perfectly unmixed (δ = 1). In this case, the
β-PDF presents two peaks : one representing the pure oxidizer (at Z = 0), and the other
representing the pure fuel (at Z = 1). At times t1 and t2, two intermediary configurations
are presented. The mixing process is going as δ decreases. At t = tend, the mixture is
perfectly stirred, and in this case, the β-PDF presents one peak centered at ‹Z.
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Application of the submodel to ICE
As shown above, the β-PDF is a tool potentially adapted to reproduce the mixture
stratification evolution during a mixing process [57]. The last step in completing the
mixture model is to determine the equations giving the temporal evolution of the two
parameters, the mean value, ‹Z, and the variance, fiZ”2, of the distribution, defining the
PDF (and the mixture stratification). Remember that the mixture submodel addresses
the gas mixture composition inside the spray volume.
Compared with the previous example, which refers to two perfectly-unmixed gases
in a closed constant-volume, the ICE application is much more complicated :
• both volume and total mass grow in time,
• the upper limit of the mixture-fraction, Zs, that corresponds to the fuel mass frac-
tion at saturated conditions YFs computed by the evaporation submodel, evolves
in time as a function of the in-cylinder thermodynamic conditions,
• the fuel/ambient-gas ratio and the mean value of the mixture fraction vary in time,
• in a case of multiple injection strategy, several sprays coexist and interact with each
other. Figure 2.48 represents a multiple injection configuration. In particular, a
triple injection case is illustrated. As seen, at the shown instant of time, the
first spray has completely filled the cylinder, while the second and the third spray
volumes are growing in time. In the following, using the indice i for refering to the
ith injection, the mean value and the variance equations are given.
Distribution mean value equation
For the injection i, the mean value is computed as the ratio of the total fuel-evaporated
mass, mFτi , and the total mass of gas in the spray volume, mSi :‹Zi = mFτi
mSi
=
mFτi
mFτi +mai
(2.118)
mFτi and mai are easily obtained by integration of the evaporation and entrainment gas
submodel-outputs, figure 2.3.
Distribution variance equation
By definition, the variance of the distribution of Z in the ith spray is :fiZ”2i = 1
mSi
·
∫
mSi
Ä
Z − ‹Ziä2 · dm (2.119)
Differentiating equation 2.119 and making the following hypotheses (referred to the
ith injection spray) :
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Figure 2.48: Representation of a multiple injection spray dynamics. In the figure, the indice i
refers to the second injection event.
• the incoming mass in the spray has a composition equal to the mean composition
of the (i− 1)th injection spray,
• the outgoing mass of the spray has a composition equal to the mean composition
of the spray,
• the liquid fuel evaporates at saturated conditions in pure ambient air (Z = 0),
• the variance dissipation is proportional to the turbulent mixing frequency and to
the variance value,
the variance rate is written as34 :
dfiZ”2i
dt
= − 2 · Cdsi ·
˜
κ˜
·fiZ”2i︸ ︷︷ ︸
I
+
1
mSi
·
(Ä‹Zi−1 − ‹Ziä2 −fiZ”2i) · dmini
dt︸ ︷︷ ︸
II
+
+
1
mSi
·
Ç‹Z2i · Ç1− 1Zsiå+ ÄZsi − ‹Ziä2 · 1Zsi −fiZ”2iå · dmFidt︸ ︷︷ ︸
III
+
+
1
mSi
·fiZ”2i · |dmouti |
dt︸ ︷︷ ︸
IV
(2.120)
The use of the β-function to represent the PDF, as already seen, brings several pos-
itive aspects, but also imposes some limitations on the mixture-distribution description.
34Complete proof of the equation 2.120 is given in appendix D.
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For instance, figure 2.49 shows a situation that cannot be represented by a β-function.
More generally, the β-function can not represent mixture fraction variable distributions
having more than two peaks. To reduce the impact of these limitations on modeling, in
(a) (b)
Figure 2.49: Representation of β-PDF limitation : mixture fraction distribution at the instant
t = t1 (a), mixture fraction distribution at the instant t = t2 = t1 + ∆t (b). During ∆t
temperature increases and liquid fuel evaporates at Z = Zs,2.
the following the upper limit of the distribution domain will be considered as constant
and equal to the maximum value reached during the evaporation process, Zsmax . In
section 3, 3D computations have been performed to have an estimate of this variable.
In equation 2.120, it is possible to distinguish four contributions. The first term, I,
corresponds to the mixing-process contribution (term of dissipation of the variance). It
depends on turbulence35 and is proportional to the turbulence characteristic-frequency
via the adjustment coefficient Cds. The composition of the entrained mass is equal to the
mean composition of the region (i−1). The second term, II, corresponds to the entrained
gaseous mixture contribution. The third term, III, corresponds to the fuel-evaporation
contribution and is obtained by assuming that liquid fuel evaporates at the saturated
thermodynamic conditions in pure ambient gas (Z = 0). The last term, IV, corresponds
to the outgoing mass contribution assuming that the outgoing mass has the mean spray
composition.
β-PDF parameters
Once the mean value and the variance of the mass fraction distribution have been com-
puted for the spray, they have to be normalized for use with a presumed PDF.
The proposed normalization takes into account the fact that Zsmaxi can be smaller
35The laminar species diffusion is neglected.
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than unity [87]. Mean value and variance are respectively normalized as follows :‹Zβ−PDFi = ‹ZiZsmaxi (2.121)
and :
δβ−PDFi =
fiZ”2ifiZ”2maxi = fiZ”2i‹Zi · ÄZsmaxi − ‹Ziä (2.122)
For the sake of completeness, it is worthwhile to point out that, when dealing with
Diesel ICEs, trans/super-critical evaporation phenomena can take place at particular
engine operating conditions [58,59]. Under trans/super-critical evaporation regimes :
• the perfect gas hypothesis is no longer valid,
• Clapeyron’s law is not valid,
• the ambient-gas dissolution in liquid fuel is no longer negligible,
• the concept of a liquid-gas interface vanishes.
According to [58, 61], when trans/super-critical evaporation phenomena occur, using a
subcritical evaporation model, as the one adopted in dual-CM, instead of a tran/super-
critical one, leads to an under-estimation of the value of the maximum fuel mass-fraction.
At present time in the literature, trans/super-critical evaporation models are adopted
only for very particular applications.
These particular evaporation regimes are not accounted for in dual-CM.
In the following, the value of the maximum mixture fraction has been arbitrarely
fixed at Zsmaxi = 0.8. The choice of this particular value will be discussed more in detail
in chapter 3.
2.5 Combustion model
The combustion model computes the chemical kinetics that take place within the reactive
mixture in the engine combustion chamber. As seen in figures 2.1 and 2.3, it represents
the last brick of dual-CM. Its role is to compute, according with the thermochemical
composition of the in-cylinder gaseous mixture, given by the spray model (section 2.4),
the heat release and the pollutant species emissions relative to the considered engine
cycle. Several approaches to chemical kinetics computation exist : one-step reaction,
reduced kinetics and detailed kinetics approaches. As shown in figure 1.13, a solution
for getting off the region relative to NOx and soot emissions is to obtain a combustion
process characterized by lower temperatures and a higher level of local air-excess ratio.
Nowadays, to reduce the combustion temperatures, it is usual to dilute the fuel-air mix-
ture with EGR because of its high specific heat-capacity and immediate availability. The
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EGR dilution has a direct impact on the chemical kinetics of combustion. In particular,
it slows down the formation process of active radicals of combustion and reduces their
local concentration. It is common, by using high EGR rates, to increase the auto-ignition
delay of the reactive mixture, and split the heat release process into two stages : the
first, called cold flame, associated to the fuel decomposition in intermediary species; and
the second, called main flame, associated to the oxidation process. To predict all these
scenarios is a real challenge in computational combustion science :
• in order to account for all the concerned combustion regimes and in order to have
a good estimate of the pollutant-species emissions, a detailed chemical kinetics
approach is required,
• the computational time36 should remain compatible with practical requirements.
In the last decade, a technique based on the analysis of chemical characteristic times in
the phase space, Intrinsic Low-Dimensional Manifolds (ILDM), was developed in [65].
The main idea is to compute a low-dimensional surface as a function of physical parame-
ters describing the thermochemical state of the chemical system, by solving for the system
eigenvalues and eigenvectors. The composition of the whole chemical system can then be
parameterized as a function of a small number of coordinates. These values are stored
in a look-up table, which is finally used in computational solvers. The computational
time associated to this kind of approach is enormously reduced if compared to detailed
chemical kinetics computations. More recently, an extension of the ILDM approach to
premixed flame computations, the Flame Prolongation of ILDM (FPI) approach, was
proposed in [47]. In particular, the FPI approach permits the prolongation of the ILDM
manifolds in the low-temperature domain. In fact in the original approach, because of
the fast reaction characteristic times, the chemical kinetics at low temperature were not
taken into account. In a similar fashion, the FPI method was then extended to compu-
tations of non-premixed flames [87] and auto-ignition of homogeneous reactors [67]. The
tabulated chemistry approach was then successfully applied to ICE computations [85].
Concerning the 0D model dual-CM, as it is dedicated to a global-system simulation
context in which the CPU computation-cost is a first order evaluation parameter, it is
an unreasonable choice to solve for the complete chemical scheme. Nevertheless, the
complex-chemistry species interactions must be taken into account, as one of the main
issues of the dual-CM is to be able to correctly compute the auto-ignition delay of the
36The use of a detailed chemical kinetics approach implies very high computational times mainly for
two reasons. The former is that detailed chemical schemes involve hundreds of species and hundreds of
chemical reactions, consequently, the size of the system to solve is very large. The second is that many
of the considered reactions are stiff, consequently, for correctly solving the chemical system, short time
steps are required.
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reactive mixture. In fact, a good estimate of this variable allows us to define and optimize
the engine-control strategies in conventional Diesel and Diesel HCCI engines.
For that reason, a tabulated complex chemistry method (FPI-like approach) adapted
to the computation of auto-ignition reactions, inspired by the 3D approach [85], was
retained.
The choice of using a detailed chemistry approach for the oxidation process modeling
permits of capturing highly non-linear phenomena related to the combustion process,
otherwise not captured by reduced chemistry. In particular, for a correct modeling of
the new combustion regimes such as PCCI, LTC and HCCI, it is important to capture the
influence on the combustion process of variables such as the thermochemical conditions
of the reactive mixture. Figures 2.50 and 2.51 show two non-linear phenomena that
imperatively must be taken into account for a correct description of the combustion
process in ICEs. Figure 2.50 shows the temperature evolutions taking place during
the combustion processes of two gaseous mixtures with different compositions. Both
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Figure 2.50: Results from SENKIN for EGR rate influence on auto-ignition of a perfectly
stirred mixture of n-heptane/air/EGR in a constant volume reactor. Initial states : Tτ = 750 K,
pτ = 25 bar, Φ = 0.7, and YD = 0% and 45% for solid and dashed lines, respectively.
configurations are relative to the combustion of a homogeneous fuel/air mixture in an
adiabatic constant-volume reactor. Initial conditions do not change between the two
configurations, except for the EGR dilution rate. Nevertheless, in the configuration with
a higher EGR rate, it is possible to clearly distinguish a two-step auto-ignition process
and a reduction of the final combustion temperature. Figure 2.51 shows the evolution
of the main combustion ignition-delay for a given mixture at a given initial pressure
as a function of initial temperature. Values computed using the solver SENKIN, from
the CHEMKIN package [63], are plotted against experimental data [68]. The ignition
delays are determined from the maximum temperature gradients. It is interesting to note
the Negative Temperature Coefficient (NTC) zone in the interval of temperature from
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Figure 2.51: Dependence of the main ignition-delay on the temperature for a perfectly stirred
mixture of n-heptane/air in a constant pressure reactor. SENKIN results are compared with
experimental data. Initial state : pτ = 42 bar, Φ = 0.5.
850 K to 950 K. In that interval, an increase of the initial temperature corresponds to
an increase of the ignition delay due to endothermic radical reactions appearing before
the main combustion process.
The dual-CM combustion model is based on the first order Presumed Conditional
Moment (PCM) approach as it was proposed in [87].
The PCM approach supposes that the local combustion process progress can univo-
cally be described by a progress variable, Yc, defined as a linear combination of the local
species mass fractions, Yx. In the PCM original formulation :
Yc = YCO + YCO2 (2.123)
When dealing with diffusion flames, the local fuel mixture fraction value, Z, can strongly
vary between two different points of the flow. As a consequence, the final value (at
chemical equilibrium) of the progress variable changes. Accordingly, it is convenient to
normalize the progress variable by its equilibrium value, Yceq (Z), as :
c =
Yc
Yceq (Z)
(2.124)
The Yc reaction rate, ω˙Yc , and the species concentrations, Yx, evolutions are then stored
in look-up tables (FPI tables) as a function of the fuel mixture fraction and the progress
variable :
ω˙Yc = ω˙
TAB
Yc (Z, c) (2.125)
Yi = Y TABi (Z, c) (2.126)
The mean value on the domain of a generic variable, φ˜, is then computed as :
φ˜ =
∫ 1
0
∫ 1
0
φTAB (Z∗, c∗) · P (c∗|Z∗) · P (Z∗) · dc∗ · dZ∗ (2.127)
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where P (c∗|Z∗) and P (Z∗) are the probability density function of c conditioned to Z
and the probability density function of Z, respectively. In the first order PCM approach,
the progress variable is considered to be homogeneous on the fuel mixture fraction do-
main, and equal to the mean progress variable value :
P (c∗|Z∗) = δ (c∗ − c˜) (2.128)
where c˜ is computed as :
c˜ =
‹Yc‹Yceq (2.129)
in which ‹Yc and ‹Yceq are computed according with equation 2.127.
In the following the dual-CM combustion model is presented more in detail. The
description of the model is organized in three sections :
• the first concerning the creation of the FPI look-up table, section 2.5.1,
• the second dealing with the modeling of laminar combustion processes, section 2.5.2
• the last concerning the extension of the laminar combustion submodel to turbulent
combustion in ICEs, section 2.5.3.
2.5.1 Tabulation of laminar combustion processes
In this section, the methodology that has been used in order to create and set up the
database of detailed chemistry computations is detailed.
Complex chemistry solver
The detailed chemistry solver used for computing the kinetics of the chemical reactions
is the CHEMKIN package [63]. Two tools of the CHEMKIN package were used :
• SENKIN, a solver for chemical kinetics computations of perfectly stirred gaseous
mixtures reacting in a closed-volume reactor,
• EQUIL, a solver able to compute the thermochemical equilibrium composition of
a given initial reactive mixture.
Diesel fuel surrogate and chemical mechanism
It is important to note that commercial Diesel fuel is not a pure hydrocarbon but a
mixture of many different ones and a unique formulation of the Diesel fuel does not
exist. Nevertheless the mixture, in order to be commercialized as Diesel fuel, must
respect rigorous specifications.
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For that reason in combustion modeling, a Diesel fuel-surrogate is often adopted :
it is usually a pure fuel that has the same auto-ignition properties as the real fuel.
Normal heptane has been chosen as the Diesel fuel substitute, in this work. According
to section 2.4, this choice has been done mainly for the following reasons :
• thermochemical properties of n-heptane are well-known in the literature,
• complex chemistry kinetic mechanisms exist and have been validated on a wide
range of thermodynamic conditions,
• auto-ignition delays are comparable to that of commercial hydrocarbon Diesel
blends : n-heptane like real Diesel fuel blends has a NTC zone, figure 2.51.
In order to be consistent with Diesel-like fuels in terms of energy balance, for combustion
heat release computations, the mass enthalpy of normal heptane was replaced with that
of DFL1 (reference Diesel fuel used at IFP).
Several complex chemical kinetics schemes exist for n-heptane : here, the complete
scheme proposed in [86] was used. It involves 536 species and 3000 reactions.
FPI table inputs
A first challenge is to define a reduced set of variables to describe a homogeneous mixture
of unburned gases. In fact, when dealing with ICEs, a wide range of thermochemical
conditions can be encountered in terms of pressure, temperature, species concentration,
EGR rate, equivalence ratio, etc.
The thermochemical state of the gaseous mixture of fuel, air and EGR can be com-
pletely described with the following four variables :
• Tτ : temperature,
• pτ : pressure,
• Φ : equivalence ratio,
• YD : Burned Gas mass fraction in ambient-gas37. It is defined as :
YD =
mD
mpa +mD
(2.130)
where mD and mpa are the BG and pure air masses in the in-cylinder ambient-
air, respectively. Here, BG are supposed to be at stoichiometric composition and
neutral with respect to combustion.
37Here the ambient-gas is a perfectly stirred mixture of pure air and EGR. Pure air is supposed to be
a mixture of oxygen and nitrogen in the molar proportion of 1 : 3.76.
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.
They constitute an orthogonal base in the phase space, and they have been chosen as
inputs of the table. In order to describe the progress of the combustion process additional
parameters are required.
The strategy is to represent the chemical path of the reaction through a unique
parameter, here called the progress variable of the combustion, c. The progress variable
describes the mixture composition variation from unburned gases up to burned gases,
its value varying from 0 up to 1, respectively. The progress variable must satisfy the
following properties :
• c varies with the mixture composition variation during the combustion process in
a closed interval between 0 and 1 : 0 in the fresh gases and 1 in the burnt gases,
• c must be monotonic with the progress of combustion,
• c must be representative of all main reactions.
Accordingly, a generic variable φ is stored in the table as a function of the five table
inputs :
φ = φ (Tτ , pτ ,Φ, YD, c) (2.131)
Figure 2.52 shows the computed progress variable associated with the combustion
processes presented in figure 2.50. In figure 2.52, note that even if in figure 2.50, at
0 0.005 0.01 0.015 0.02
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Time [s]
Pr
og
re
ss
 v
ar
ia
bl
e 
[−]
T
τ
=750K, p
τ
=25bar, Φ=0.7, YD=0%
T
τ
=750K, p
τ
=25bar, Φ=0.7, YD=45%
Figure 2.52: Computed progress variables evolutions for the two combustion processes pre-
sented in figure 2.50. Initial states : Tτ = 750 K, pτ = 25 bar, Φ = 0.7, and YD = 0% and 45%
for solid and dashed lines, respectively.
the end of combustion the temperature relative to the combustion process without EGR
diminishes (because of endothermic chemical reactions), the relative progress variable
continues to be monotonic.
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The species mass fraction tabulation method
With the five parameters defined above, the combustion is completely parametrized. For
each set of initial conditions, it is now possible to store the information related to the
combustion process, permitting us to reconstruct at each instant the species reaction
rates in the burning mixture. Two approaches are possible :
• species reaction rates, ω˙cbx , are extracted from the detailed chemistry computations
and stored in the table,
• species mass/molar concentrations, Yx, are extracted from the detailed chemistry
computations and stored in the table. The species reaction rates, ω˙cbx , are then
reconstructed by the computational solver.
In order to have reliable computed results by using the species reaction rate approach,
a dense discretization of the axes of the input variables of the table is required. If not,
at each computational step, an error in the determination of the species reaction rates
could appear, and its accumulation could induce trajectory inconsistencies in the phase
space [88], appendix E.
On the other hand, the species mass/molar concentration tabulation approach per-
mits us to have reliable results even if a rather coarse discretization of the table axes is
adopted.
In ICE applications, because of the hardware memory limitations and the wide do-
main of thermochemical conditions occurring in computations, only a relatively coarse
discretization can be envisaged. For this reason, the species mass/molar concentration
approach has been retained. In particular, as dual-CM deals with species masses, a
species mass fraction approach was preferred.
Definition of the major species
Complex chemistry for hydrocarbons involves hundreds of species, N . One of the advan-
tages of the tabulation methods is to be able to reconstruct the mixture thermochemical
properties of interest with a limited number of species, M . Evidently, in order to limit
the table dimensions and take as much advantage as possible of the tabulation method,
the number of retained species must be reduced to the bare minimum. The choice of
these species is crucial, because their evolutions have to be sufficient to represent the
combustion process on the whole chemical scheme domain. Here, nine major species
have been retained according to the following considerations :
• species interest considerations dealing with the needs to have a good knowledge
of given species concentrations. For instance, in order to have an estimate of the
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pollutant emissions at the end of the engine cycle, the considered pollutant species
must be computed,
• mass considerations require to retain species whose mass fractions in the mixture
are not negligible,
• energy considerations require to retain species whose energetic contribution to the
mixture energy is not negligible. This aspect is important as in dual-CM the heat-
release associated with the combustion process, Q˙cb, is associated to the species
concentration variations :
Q˙cb =
M<N∑
x=1
hx · ω˙cbx (2.132)
where hx is the total enthalpy of the species x.
The retained species are : C7H16, C7H14, N2, O2, H2O, CO2, CO, H2 and H [85].
Amongst them, only five species are tabulated (C7H16, H2O, CO2, CO and H), three
are reconstructed by using atomic balance equations for C, O and H atoms (C7H14, O2
and H2), and one is considered as a combustion independent and its mass does not vary
in time (N2). This method permits us to conserve the total mass of the system. The
selection of the reconstructed species is rather tricky. In fact, as they are reconstructed,
the evolution of a reconstructed species x differs from the evolution of the species x
computed using the detailed chemistry. Moreover, the energetic contribution of a recon-
structed species xmust be representative of the energetic contribution of all the neglected
species of the complex mechanism that the species x represents.
Definition of the progress variable
As said above, the FPI approach assumes that, for a given set of initial conditions,
the combustion state is uniquely defined by a unique progress variable c. The progress
variable is commonly defined as a linear combination of the computed tabulated-species
concentrations. The generic definition of c used in a FPI approach is :
c =
Yc(t)− Yc(t = 0)
Yc(t = teq)− Yc(t = 0) (2.133)
where Yc represents the species mass fraction linear combination, and it is defined as :
Yc =
M∑
x=1
σx · Yx (2.134)
where teq stands for the time necessary to reach chemical equilibrium, σx is a coefficient
depending on the species and M is the number of species.
Hence :
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• c = 0 corresponds to the fresh gaseous mixture at the time t = 0,
• c = 1 corresponds to the burnt gaseous mixture at the time t = teq.
In the literature different definitions of Yc can be found. In particular :
• Yc = YCO + YCO2 was used in [87] and [85] for the description of the combustion
process of light and heavy hydrocarbons, respectively,
• Yc = −YO2 + YCO + YCO2 was used in [13] because of the relatively regular con-
sumption of oxygen during the combustion process,
• Yc = −YF + YCO + YCO2 was used in [67] for the description of the combustion
process of heavy hydrocarbons, in order to better visualize the auto ignition and
cold flame phenomena on the progress variable curve.
In dual-CM, the retained choice is the one proposed in [85].
As said above in this section, in ICE applications EGR can be present in ambient
air. In the following, the hypothesis will be that the composition of BG contained in
EGR does not influence the combustion process. According to this hypothesis, the table
generation was done considering the BG as pure nitrogen. At first sight this could seem
a strong hypotheses. For that reason, it is worthwhile to use more words in order to
justify it :
• the fact of considering a mixture of pure nitrogen instead of the real BG mixture
composition, does not modify significantly the molar mass of the EGR and its
heat capacity. In fact, being lean the global equivalence ratios of Diesel engine
operating points, the mixture fraction of nitrogen is much higher than the oth-
ers. Consequently, the mixture thermodynamic properties are similar to those of
nitrogen,
• the combustion products other than N2 such as H2O, CO2 are relatively stable
if compared to the fresh mixture species. Hence, when replaced with nitrogen, a
minor impact on the combustion kinetics can be supposed. This is especially true
for auto-ignition delays computations as shown in [85],
• taking into account the EGR real composition for an exact description of the
thermochemical properties of the initial mixture would bring additional table co-
ordinates and, consequently to a non-manageable table size.
.
According to the hypothesis done, if CO or CO2 mass fractions exist in the ambient
gases, their contribution to the progress variable computation must be null.
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Hence, in order to correctly compute the combustion dynamics, it is important to
split the in-cylinder species mass fractions, Yx, into two contributions :
• the first referred to the species mass introduced in the cylinder with EGR, which
does not play any role on the combustions process, Y Dx ,
• the second referred to the species mass involved in the combustion process, Y cbx .
As an example, when EGR is used, the CO2 mass fraction in unburned ambient-gas is
not null. As the CO2 belonging to EGR does not participate to combustion, it must be
differentiated from that generated during combustion. Accordingly, the in-cylinder mass
fraction of a generic species x, Yx, can be written as :
Yx = Y cbx + Y
D
x (2.135)
According to this hypothesis, using equation 2.135, Yc is defined as :
Yc = Y cbCO + Y
cb
CO2 = YCO − Y DCO + YCO2 − Y DCO2 (2.136)
Hence, according to equation 2.133, the progress variable is computed as :
c =
Ä
Y cbCO(t) + Y
cb
CO2
(t)
ä
−
Ä
Y cbCO(0) + Y
cb
CO2
(0)
äÄ
Y cbCO(teq) + Y
cb
CO2
(teq)
ä
−
Ä
Y cbCO(0) + Y
cb
CO2
(0)
ä
=
Ä
YCO(t)− Y DCO(t)
ä
+
Ä
YCO2(t)− Y DCO2(t)
ä
(
YCO(teq)− Y DCO(teq)
)
+
Ä
YCO2(teq)− Y DCO2(teq)
ä (2.137)
An advantage of using the definition given in [85] for the progress variable is that all
species appearing in the Yc, namely CO and CO2, have null initial values. This avoids
the propagation of numerical errors due to an erroneous computation of the progress
variable. For instance, using a definition as the one given in [13], the oxygen appears
in the definition of Yc. When the table is generated, for a given set of initial conditions
(Tτ , pτ ,Φ, YD), a certain value of Y TABO2 (0) = YO2 (Tτ , pτ ,Φ, YD, c = 0), representing the
oxygen mass fraction in the fresh gases, is stored in the table with a certain numerical
precision. For the sake of clarity, suppose here YD = 0. Once the table is integrated in
a computational solver and a computation is performed by setting the above mentioned
initial conditions in the code, Tτ , pτ ,Φ and YD, the mass fractions of the fresh gases can
be recovered. In particular, a value for the computation initial oxygen mass fraction,
Y COMPO2 (0), is obtained with a certain numerical precision, potentially different from the
one used for storing the data in the table. If this is the case, at the time t = 0, the
computation of the progress variable in fresh gases is (equation 2.133) :
c =
Ä
−Y COMPO2 (0) + Y COMPCO (0) + Y COMPCO2 (0)
ä
−
Ä
−Y TABO2 (0) + Y TABCO (0) + Y TABCO2 (0)
äÄ
−Y TABO2 (teq) + Y TABCO (teq) + Y TABCO2 (teq)
ä
−
Ä
−Y TABO2 (0) + Y TABCO (0) + Y TABCO2 (0)
ä
=
−Y COMPO2 (0) + Y TABO2 (0)Ä
−Y TABO2 (teq) + Y TABCO (teq) + Y TABCO2 (teq)
ä
+ Y TABO2 (0)
6= 0 (2.138)
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As shown in equation 2.138, even if the combustion process has not begun, the progress
variable is different from zero. This error, associated to numerical precision, occurs at
every single computational step when computing c. Its integration in time leads to a
modification of the combustion process chemical kinetics.
Discretization of the table definition domain and filling of the table
As mentioned above in this section, the independent physical variables used for describ-
ing the initial thermochemical domain of existence of the combustion process are the
initial temperature, Tτ , the initial pressure, pτ , the equivalence ratio, Φ, and the mass
fraction of BG in the ambient-air, YD; the progress variable is an additional variable
used for describing the state of the combustion. In dual-CM the following ranges and
discretizations have been retained for the table input variables :
• 19 initial temperatures varying between 590 K and 1300 K. More refined discretiza-
tion was done for the lower temperatures domain, in order to well describe the NTC
region,
• 13 initial pressures varying between 1 bar and 150 bar,
• 9 initial equivalence ratios varying between 0.1 and 4,
• 6 initial BG rates varying between 0% and 75%,
• 31 values of progress variable varying between 0 and 1. More refined discretization
was done for very low and very high progress variable values, in order to better
describe the beginning and the end of combustion, respectively.
Figure 2.53 shows an example of progress variable discretization. The discretization of
the table definition domain leads to an initial condition map of 13338 operating points.
The combustion process computation using SENKIN [63] is then performed at each
operating point, considering a perfectly stirred adiabatic constant-volume reactor and
adopting the complete chemical kinetics scheme [86]. Homogeneous reactors were chosen
as the main interest here is to capture the auto-ignition delay of the mixture. The
constant-volume reactor choice was preferred to the constant-pressure reactor essentially
for the following reasons :
• auto-ignition in Diesel ICEs most of the time takes place in the proximity of TDC
where volume variations are small,
• once reactive mixture auto-ignites, strong pressure gradients are observed.
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Figure 2.53: Progress variable discretization. Combustion refers to a homogeneous mixture of
n-heptane/air/EGR in a constant volume reactor. The initial state : Tτ = 750 K, pτ = 25 bar,
Φ = 0.7 and YD = 45%, figure 2.50. The solid line represents the SENKIN computation, while
the circles are the value of c stored in the table.
The fact of generating the table by using constant-volume reactor results is a constraining
hypothesis when computing the species evolutions during an engine cycle expansion
stroke. In fact, in this case, the volume variation is no more negligible. As a consequence,
the final composition of the gases within the cylinder can be slightly different from
experimental measurements. Nevertheless, the error remains acceptable.
At present, IFP is working on this aspect, and encouraging results were obtained.
The formalism used in developing the new approach is the same as the one used in the
dual-CM. Consequently, once the new approach is validated, the update of the dual-CM
combustion model will be straightforward.
Finally, the table is filled in with the mass fractions of each tabulated species. Re-
garding the table outputs, tabulated species mixture fractions are obtained as function
of the table inputs; that is, for the species x, Y TABx = Y TABx (Tτ , pτ ,Φ, YD, c).
Figure 2.54 shows the evolutions of CO and CO2 mass fractions as a function of the
progress variable, for a lean mixture with high EGR rate.
An additional information concerning the combustion process progress is stored in
the table : the Yc reaction rate, ω˙Yc = ω˙Yc (Tτ , pτ ,Φ, YD, c). This variable, containing
the temporal information of the combustion kinetics, is in fact necessary for computing
the progress variable reaction rate, ω˙c, through the relation :
ω˙c =
d
dt
Ç
Yc(c)− Yc(c = 0)
Yc(c = 1)− Yc(c = 0)
å
=
1
Yc(c = 1)− Yc(c = 0) ·
d
dt
(Yc(c))
=
ω˙Yc(c)
Yc(c = 1)− Yc(c = 0) (2.139)
It has to be noticed, that ω˙Yc is not directly retrieved by complex chemistry compu-
tations, but it is reconstructed from progress variable evolution assuming a constant
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Figure 2.54: Discretization of species evolution curves. In this figure, are presented the
evolutions of CO and CO2. The combustion process refers to a homogeneous mixture of n-
heptane/air/EGR in a constant volume reactor. The initial state : Tτ = 750 K, pτ = 25 bar,
Φ = 0.7 and YD = 45%, figure 2.50. The solid lines represent the SENKIN computations, while
the markers indicate the values of CO and CO2 stored in the table.
reaction rate in each interval [cj , cj+1 ) :
ω˙Yc(c) = ω˙Yc (cj) =
Ycj+1 − Ycj
tj+1 − tj for c ∈ [cj , cj+1 ) (2.140)
where tj is the time defined as c (tj) = cj , and j is a pointer mapping the table progress
variable axis. The linear increase of Yc ensures that the manifold trajectory can be
followed with a reduced number of progress variable points.
Figure 2.55 shows the discretization of the temporal progress variable evolution and
the corresponding Yc reaction rate, ω˙Yc . As shown in figure 2.55, the evolution of c is
piecewise linear with time (top), which implies a constant reaction rate on each interval
(bottom).
Computation of the species reaction rates
As the choice was done to use a species mass fraction tabulation approach, the species
reaction rates must be reconstructed [85]. The methodology is detailed below.
The reaction rate of the species x is obtained from species tabulation by introducing
a relaxation time, τ , as :
ω˙cbx =
∂Y cbx
∂t
=
Y TABx (c (t+ τ))− Y cbx (t)
τ
(2.141)
where t is the current time, τ is the characteristic time-scale permitting us to relax
towards the tabulated chemistry, c (t+ τ) is the progress variable value at the time t+ τ
and Y TABx (c (t+ τ)) is the tabulated species mass fraction value at c = c (t+ τ).
More details concerning the physical meaning of the relaxation time are given in
appendix E.
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Figure 2.55: Evolution of the progress variable with time (top), and the corresponding Yc
reaction rate, ωYc (bottom). The curve refers to the combustion process of a perfectly stirred
mixture of n-heptane/air/EGR in a constant volume reactor. Initial state : Tτ = 750 K,
pτ = 25 bar, Φ = 0.7, and YD = 45%.
Supposing τ small compared to the chemical time, c (t+ τ) is approximated as :
c (t+ τ) = c (t) + τ · ω˙c (c(t)) (2.142)
where ω˙c represents the progress variable reaction rate, equation 2.139.
The value of τ is determined according to the following considerations :
• τ must be smaller than the chemical characteristic time, τchem, in order to capture
the combustion kinetics,
• τ must be strictly greater than the computational time step, dt, in order to guar-
antee the stability of the numerical scheme. In practice, τ = dt is often chosen.
The dual-CM was developed in the environment AMESim, appendix A. AMESim
permits us to use a fixed or variable time step (dt) in computations. If fixed time step
is adopted, the constraints to respect on the choice of τ are dt ≤ τ < τchem, where τchem
is the chemical time scale. Values for τ of the order of 10−6 ÷ 10−5 s were found to be
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sufficient for obtaining accurate results. If variable time step is adopted, as in AMESim
dt can vary over several orders of magnitude, for instance dt = 10−30÷1030 s, it is capital
to limit the maximum value of dt to 10−6 ÷ 10−5 s, and fix the value of τ according to
the relation dt ≤ τ < τchem.
The atomic balance equations for C7H14, O2 and H2 are, respectively :
ω˙cbC7H14 =
Å
dmC7H14
dt
ãcb
= −
Ç
7 ·
Ç
ω˙cbC7H16 ·
1
MC7H16
å
+
Ç
ω˙cbCO2 ·
1
MCO2
å
+
+
Å
ω˙cbCO ·
1
MCO
ãã
· MC7H14
7
(2.143)
ω˙cbO2 =
Å
dmO2
dt
ãcb
= −
ÇÅ
ω˙cbCO ·
1
MCO
ã
+ 2 ·
Ç
ω˙cbCO2 ·
1
MCO2
å
+Ç
ω˙cbH2O ·
1
MH2O
åå
· MO2
2
(2.144)
ω˙cbH2 =
Å
dmH2
dt
ãcb
= −
Ç
16 ·
Ç
ω˙cbC7H16 ·
1
MC7H16
å
+ 14 ·
Ç
ω˙cbC7H14 ·
1
MC7H14
å
+
2 ·
Ç
ω˙cbH2O ·
1
MH2O
å
+
Å
ω˙cbH ·
1
MH
ãå
· MH2
2
(2.145)
where ω˙cbx , mx andMx are the combustion mass reaction rate, the mass and the molar
mass of the species x, respectively. As the NOx chemistry, at this stage of development
of the model, is not taken into account, the combustion reaction rate associated to the
nitrogen is null (ω˙cbN2 = 0).
Computation of tabulated combustion processes
For a given set of initial conditions expressed in terms Tτ , pτ , Φ and YD corresponding
to the initial conditions of a tabulated combustion process, by using equations 2.133,
2.136, 2.139, and 2.141 to 2.145, it is now possible to compute the combustion process
of the gaseous mixture.
For instance, figure 2.56 shows the evolutions of two major species (O2 and CO)
during the combustion process. Results computed using the tabulated chemistry and
the complete chemical scheme (SENKIN) are compared.
Both figures 2.55 and 2.56 concern an homogeneous lean-mixture with 45% of BG :
• the species evolution is well predicted if the species is a tabulated one (e.g. CO).
This is less the case for oxygen, as it is a reconstructed species that accounts for
all oxygenated species other than H2O, CO and CO2,
• potentially, the tabulated-chemistry method allows for the description of any species
evolution during combustion. Concerning the study of pollutant emissions, this as-
pect makes the approach a promising one.
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Figure 2.56: Evolutions of O2 and CO during combustion. Comparison between complete
chemical scheme and tabulated chemical scheme. The difference between reconstructed (tab-
ulation method) and computed (complex chemistry method) evolutions concerning the oxygen
is put in evidence. Curves refer to the combustion process of a perfectly stirred mixture of
n-heptane/air/EGR in a constant volume reactor. Initial state : Tτ = 750 K, pτ = 25 bar,
Φ = 0.7, and YD = 45%.
Influence of the relaxation time on combustion
Figure 2.57 shows the influence of the value of the parameter τ on the computed com-
bustion process, equation 2.141. As can be seen in figure 2.57, for values of τ up to
τ = 100 · dt the results are almost superimposed. Further increasing τ leads to differ-
ences on the combustion dynamic. Nevertheless, it is worth noting that the right final
composition is always obtained.
2.5.2 Laminar combustion submodel
The FPI table contains information which concern a limited number of combustion pro-
cesses relative to perfectly-stirred adiabatic constant-volume reactors. In order to extend
the table application domain to the combustion computation of different system config-
urations (systems having initial conditions other than the tabulated ones, or variable
volume systems), methodologies must be developed and validated.
In the following of this section, two aspects concerning the use of the FPI table for
laminar chemistry (perfectly stirred reactors) computations are investigated :
• the determination of the table outputs when the table inputs do not exactly cor-
respond to the coordinates of a tabulated point : the interpolation method,
• the determination of the table inputs when the system control-volume varies; that
is, it does/receives work which causes a modification of the combustion process.
Then, in order to validate the combustion model, the dual-CM results are com-
pared with the combustion processes computed by using the complex chemistry solver
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Figure 2.57: Influence of the parameter τ on the progress variable (top) and on the CO2
evolutions. The complex chemistry result is compared to dual-CM results obtained for different
values of τ , ranging from 10−6 to 10−3 s. The time step for all the computations is dt = 10−6 s.
CHEMKIN. The interpolation method is validated by computing the combustion pro-
cesses in constant volume homogeneous reactor configurations, for different thermochem-
ical initial conditions of the gaseous mixture. Then, the validation is extended to the
computation of combustion processes taking place in variable volume38 homogeneous re-
actor configurations, for different thermochemical initial conditions of the gaseous mix-
ture.
Interpolation method
The species mass fractions stored in the look-up table are exact only if the set of inputs
refers to a table definition node. For all the other conditions, that is in the cases in
which table inputs do not exactly correspond to the coordinates of a tabulated point,
the species mass fractions are computed using extrapolation and linear interpolation
techniques. It is worth investigating both these aspects.
With regard to extrapolation, different choices were done for the different variables
38The used volume variation law is representative of a classical kinematic law adopted in ICEs.
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of the table definition domain. In particular, because of the highly non-linear behavior
of the chemical kinetics with equivalence ratio, all kinds of extrapolation along the Φ di-
mension have been avoided. That is, in reading the look-up table, a mixture composition
which does not belong to the table definition domain is considered as being not reactive.
Concerning the EGR rate dimension, YD, the table definition domain is wide enough to
contain all the tested operating conditions; consequently, this dimension does not need
any kind of extrapolation. Finally, when dealing with table inputs such as pressure, pτ ,
or temperature, Tτ , which are outside the table definition domain, they are considered
as being equal to the nearest tabulated value.
On the other hand, with regard to the determination of the table outputs when the
table inputs do not exactly correspond to the coordinates of a tabulated point, a linear
interpolation method in the composition space of the table values has been set up. Once
again, attention must be paid relatively to the Φ coordinate. In fact, as already said, the
equivalence ratio is a variable highly non-linear with species mass fraction. In particular,
the equivalence ratio, Φ, is related to fuel mixture-fraction, Z, through the relation :
Φ =
Z
(1− Z) · (1− YD) ·
Å
A
F
ã
st
(2.146)
where (A/F )st represents the mass Air/Fuel ratio at stoichiometric conditions [6]. Con-
sequently, from equation 2.146, YF = 0 → Φ = 0 and YF = 1 → Φ = ∞. For that
reason, linear interpolations will not be done in the phase space (Tτ , pτ ,Φ, YD) but in
the transformed phase space (Tτ , pτ , Z, YD). In the new system of coordinates for the
phase space, the variables are not independent from each other; equation 2.146 explicit
the relation between Φ, YD and Z. For that reason, particular attention must be paid in
the interpolation method. Concerning the interpolation done along the dimensions Tτ
and pτ , a simple multi-linear interpolation is done. Figure 2.58 illustrates the schematic
of the interpolation method relative to the coordinates Φ and YD. In figure 2.58, the
subscripts/superscripts S and I are relative to the higher and lower tabulated values
(with respect to the reference input value), respectively. If subscripts, they are associ-
ated to the EGR rate, otherwise, if superscripts, they are associated to the equivalence
ratio. The interpolation method used to find the reaction rate associated to generic Φ
and YD is resumed in the following steps :
• determining of the upper and lower tabulated values of YD in the table,
• once the value of the variable YD is fixed as YD−S/I , respectively, using equa-
tion 2.146, species mass fractions Y
Ä
Φ, YD−S/I
ä
can be expressed as Y
Ä
ZS/I , YD−S/I
ä
,
• determining the upper and lower values of ZS/I with respect to the Φ coordinate :
ZSS/I and Z
I
S/I , respectively,
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Figure 2.58: Interpolation method in the phase space (Tτ , pτ , Z, YD).
• linear interpolation in ZS/I ,
• linear interpolation in YD,
• the obtained species mass fraction corresponds to the value relative to table input
conditions Φ and YD.
Figure 2.59 refers to an interpolation along the BG mass fraction dimension of the
table.
Figure 2.60 refers to an interpolation along the equivalence ratio dimension of the
table.
As shown in figures 2.59 and 2.60, the set up interpolation method permits us to
obtain reliable results although the computed combustion process has initial conditions
that do not correspond to a tabulated point of the table. In particular, the right kinetics
and final compositions are reproduced. Figure 2.59 shows that a slight error appears
relatively to the chemical kinetics. This could suggest that, because of the highly non
linear impact of the EGR on combustion, a more accurate discretization would be neces-
sary along the BG mass fraction axis. Nevertheless, the error is small and it was judged
as acceptable.
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cc PHI=1.0, YD=0%
cc PHI=1.0, YD=7.5%
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cc PHI=1.0, YD=0%
cc PHI=1.0, YD=7.5%
cc PHI=1.0, YD=15%
tb PHI=1.0, YD=0%
tb PHI=1.0, YD=7.5%
tb PHI=1.0, YD=15%
Figure 2.59: Interpolation along the BG mass fraction dimension of the table. Three combus-
tion processes are computed. The initial conditions of the mixture are : Tτ = 850 K, pτ = 10 bar
and Φ = 1. The BG mass fraction value varies from 0% to 15%. The mass fractions of CO2
(top) and CO (bottom) computed using complex chemistry (cc) are compared to those computed
using the look-up table (tb).
Control volume variation
As the FPI table was generated by using homogeneous adiabatic constant-volume re-
actors, the use of the FPI table for computing combustion processes taking place in
homogeneous adiabatic variable-volume reactors requires the development of a method-
ology permitting us to take into account the impact of the system volume variations
on the combustion process and, consequently, on the table inputs, Tτ and pτ , used for
reading the FPI table.
The methodology used in the dual-CM is based on the following observations :
• the combustion process does not have any impact on the values of the table inputs
Tτ and pτ , as their values are referred to the corresponding fresh gaseous mixture
thermodynamic state,
• when a work is done on the system, the thermodynamic state defined by Tτ and
pτ of the fresh gaseous mixture varies.
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cc PHI=1.0, YD=0%
cc PHI=1.25, YD=0%
cc PHI=1.5, YD=0%
tb PHI=1.0, YD=0%
tb PHI=1.25, YD=0%
tb PHI=1.5, YD=0%
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cc PHI=1.0, YD=0%
cc PHI=1.25, YD=0%
cc PHI=1.5, YD=0%
tb PHI=1.0, YD=0%
tb PHI=1.25, YD=0%
tb PHI=1.5, YD=0%
Figure 2.60: Interpolation along the equivalence ratio dimension of the table. Three combus-
tion processes are computed. The initial conditions of the mixture are : Tτ = 850 K, pτ = 10 bar
and YD = 0%. The equivalence ratio value varies from 1 to 1.5. The mass fractions of CO2
(top) and CO (bottom) computed using complex chemistry (cc) are compared to those computed
using the look-up table (tb).
According with the above-mentioned statements, in a case of variable control-volume,
the table input variables Tτ and pτ vary in time. In the particular case of a closed
gaseous homogeneous adiabatic system, the table input variables are computed using
an isentropic evolution of the fresh gases. As a consequence, the relation between the
system volume and the pressure, pτ , is given by the relation :
pτ0 · V γ0 = pτ · V γ = constant (2.147)
where pτ0 and V0 are the pressure and the volume of the system at the instant t = t0
representing the initial conditions of the computation, V is the volume of the system
at a given instant of time, and γ is the isentropic coefficient depending on the mixture
molecular properties. As the volume variation law is known, at each instant of time
through equation 2.147 it is possible to know the value of pτ . It is important to note
that equation 2.147 is obtained by integrating the most general tracer pressure equation,
equation 2.165, applied to the particular case of a closed gaseous homogeneous adiabatic
120
system. Then, the temperature value, Tτ , can be obtained by using the perfect gas state
equation as :
Tτ =
pτ · V
n · R (2.148)
where R is the universal constant of gases and n is the total number of moles in the
fresh gaseous mixture. As combustion is not accounted for, n does not change.
Figure 2.61 and 2.62 refer to the results of two simulations of homogeneous adiabatic
variable-volume reactors. In particular, figure 2.61 refers to a configuration having a short
auto-ignition delay, while figure 2.62 refers to a configuration having a long auto-ignition
delay. The results obtained using the complex chemistry solver SENKIN are compared
with the results obtained by using dual-CM. The initial and boundary conditions of the
tested cases are given in table 2.4.
Late injection case Early injection case
Bore [mm] 86.0 85.0
Stroke [mm] 73.4 88.0
Connecting rod [mm] 149.9 145.0
Compression ratio [-] 8.55 17.8
Engine speed [rpm] 2000 1640
Initial temperature [K] 710 300
Initial pressure [bar] 20.0 1.358
EGR rate [%] 0 0
Equivalence ratio [-] 0.7 0.7
Initial crank angle [CAD ATDC] −30 −146
Table 2.4: Initial and boundary conditions of the two variable-volume combustion reactor test
cases.
As shown, the set up methodology, used for reading the table when the control volume
varies in time, permits to correctly estimate the auto-ignition delay of the mixture. In
both cases, the method has been shown to correctly predict the auto ignition-delays
and the in-cylinder thermodynamic conditions. Furthermore, the good agreement of the
curves concerning the evolution of the species CO reveals that the model can predict
the species evolutions. Nevertheless, some discrepancies appear about the end of the
combustion. This differences can be seen on the CO mass fraction evolutions. They are
essentially due to the fact that the table has been generated by using a constant volume
hypothesis : this hypothesis, reasonable around TDC, defeats during the expansion
stroke. Recently, a solution in order to accounting for the effects of expansion on the
chemical kinetics has been developed at IFP, but at the present time it has not been
integrated in the dual-CM.
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Figure 2.61: A variable volume combustion process is presented. The tested case is repre-
sentative of a late injection strategy. The initial and boundary conditions of the computation
are given in table 2.4. The pressures (top), temperatures (middle) and the CO mass fractions
(bottom) are compared. The tracer contitions, expressed in terms of temperature and pressure,
used for the lecture of the table are reported, too.
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Figure 2.62: A variable volume combustion process is presented. The tested case is represen-
tative of an early injection strategy. The initial and boundary conditions of the computation
are given in table 2.4. The pressures (top), temperatures (middle) and the CO mass fractions
(bottom) are compared. The tracer contitions, expressed in terms of temperature and pressure,
used for the lecture of the table are reported, too.
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2.5.3 Turbulent combustion submodel
In this section the turbulent combustion modeling is detailed. If compared to the sim-
pler configurations presented in section 2.5.2 (homogeneous adiabatic constant/variable
volume reactors), the additional challenges for ICE combustion modeling are :
• the system is not adiabatic because of heat losses through the walls,
• the injected liquid fuel evaporates within the cylinder subtracting energy to the
gaseous mixture,
• the burning gaseous mixture within the cylinder is not homogeneous. From the
thermochemical point of view, this spatial non-homogeneity appears as differences
between local temperatures and equivalence ratios.
In what follows, the methodology developed and adopted in the dual-CM for com-
puting turbulent combustions in ICEs by using the FPI table (section 2.5.1) is detailed.
In particular, attention will be paid on the determination of the table input variable
values : Tτ , pτ , Φ, YD and c.
First of all, it is worthwhile to recall the relation between the fuel mass-fraction, Z,
used to characterize the mixture stratification (β-PDF) and the equivalence ratio, Φ,
representing an input variable of the look-up table, equation 2.146. In order to facilitate
the reading of the manuscript, this equation is repeated below :
Φ =
Z
(1− Z) · (1− YD) ·
Å
A
F
ã
st
As seen in section 2.5.2, the table input variables Tτ and pτ refer respectively to
the temperature and pressure that would characterize the thermodynamic state of the
gaseous mixture, if it was not influenced by combustion. For that reason, in order to be
consistent with the nomenclature commonly used in literature, in the following Tτ and pτ
will be indicated with the names of tracer temperature and tracer pressure respectively39.
Accordingly, when dealing with engine operating points adopting single injection
strategies, Tτ and pτ are referred to the in-cylinder temperature and pressure conditions
corresponding to the motored engine cycle.
The concept of tracer variables is extended here to the multiple injection context :
in the following, the notations pτi and Tτi refer to the pressure and temperature tracer
conditions associated with the ith injection, respectively.
Hence, they represent the gaseous mixture thermodynamic conditions computed by
neglecting the energy released by the combustion of the fuel of the ith injection, but
sensitive to the fuel combustion of the jth injection (with j 6= i).
39For more information concerning the definition of tracer conditions refer to [34].
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As seen, pτi and Tτi evolve in time, because of the thermal losses, the liquid fuel
evaporation, the fuel combustion of the jth injection and the cylinder volume variation.
In dual-CM, in order to compute pτi , a dedicated energy balance-equation, indepen-
dent of the fuel combustion of the ith injection, but taking into account the thermal
losses, the liquid fuel evaporation, the energy released by the combustion of the fuel of
the jth injection (with j 6= i) and the cylinder volume variation, has been set up.
The combustion chamber, representing the studied system, is an open system in
which liquid and gaseous phases coexist. In order to set up the energy equation for
the ith tracer pressure, only the gaseous phase will be accounted for. Accordingly, the
following hypotheses have been made :
• the perfect-gas state equation applies to the gaseous mixture,
• the liquid fuel is injected at temperture TF , the temperature of the fuel within
the injector, and, once in the combustion chamber, it heats up to the liquid-gas
saturation temperature before vaporizing,
• the volume occupied by the liquid is negligible.
As seen in section 2.5.1, in the present combustion model approach M major species
are retained : C7H16, C7H14, N2, O2, H2O, CO2, CO, H2 and H.
Consequently for a given spray i, in order to be able to compute the corresponding
in-cylinder tracer pressure, pτi , and mean tracer temperature, ‹Tτi , an entire set of M
species, which evolve during the engine cycle independently from the ith combustion
process, must be computed. In the following, the generic mass of the species x, associated
with the computation of the tracer conditions relative to the ith spray, and belonging to
the jth spray region is noted as imxj , figure 2.63. Hence in the cylinder, the total mass
of the species x associated with the computation of the tracer conditions relative to the
ith spray, imx, and its mass fraction, iYx, are computed respectively as :
imx =
NI∑
j=0
imxj (2.149)
and :
iYx =
imx
mtot
(2.150)
where NI is the number of injections and mtot is the total gaseous mass within the
cylinder40.
For a given species x associated with the ith spray tracer condition computation, the
mass balance equation is :
im˙x =i m˙cbx +
i m˙i/ox (2.151)
40In equation 2.149, the subscript j = 0 indicates the in-cylinder gaseous mass of the species x which
does not belong to any spray.
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Figure 2.63: Schematic of the system showing the variables used for the computation of the
in-cylinder tracer conditions associated with the ith spray combustion process.
where superscripts cb and i/o refer respectively to species mass variations due to the
combustion process and to input/output mass flow rates relatively to the system control
volume. As the ith spray tracer conditions are independent of the combustion process
associated with the ith spray, the term im˙cbx in equation 2.151, associated with species
mass variations due to combustion, is computed as :
im˙cbx =
∑
j=1,NI
j 6=i
˜˙ωxj (2.152)
where ˜˙ωxj represents the mean mass reaction rate of the species x computed for the
jth spray, equation 2.178. Then, with the assumption that when combustion occurs
the engine inlet/outlet valves are closed (no mass flow rates through the system control
volume), the only gaseous mass source term is associated with liquid fuel evaporation,
m˙F . Hence, the term im˙
i/o
x in equation 2.151 simplifies to :
im˙i/ox = m˙F (2.153)
where m˙F is computed as :
m˙F =
NI∑
j=1
m˙Fj (2.154)
in which m˙Fj is the liquid fuel evaporation rate associated with the jth injection.
The global enthalpy variation, idH, is computed applying the first principle of ther-
modynamics to the system :
idH = d
(
M∑
x=1
hx ·i mx
)
= δQth + δQev + V · dpτi + hF · dmF (2.155)
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with hx the specific enthalpy of the species x, Qth the term representing the heat losses,
section 2.6.3, and Qev the source term relative to the liquid fuel evaporation. The term
Qev is computed as :
δQev = −
Ä
l (TF ) +
Ä
hF
Ä‹Tτiä− hF (TF )ää · m˙F (2.156)
where l is the latent heat of evaporation of n-heptane at the fuel injection temperature
TF , computed according to equation C.41. For perfect gases :
dhx =
∂hx
Ä‹Tτiä
∂‹Tτi ∣∣∣∣∣∣p · d‹Tτi = cpx Ä‹Tτiä · d‹Tτi (2.157)
and by definition :
icp
Ä‹Tτiä = M∑
x=1
cpx
Ä‹Tτiä ·i Yx (2.158)
where icp is the specific constant-pressure heat capacity of the tracer gaseous mixture
associated with the ith spray. The specific constant-pressure heat capacities, cpx
Ä‹Tτiä,
are computed by using the Janaf’s polynomials.
Consequently, the left-hand side term of equation 2.155 can be written as :
d
(
M∑
x=1
hx ·i mx
)
=
M∑
x=1
hx · d imcbx +mtot ·i cp · d‹Tτi (2.159)
The expression giving the variation of the temperature, d‹Tτi , is obtained by differentiat-
ing the perfect gas equation, equation 2.148 :
d‹Tτi‹Tτi = dpτipτi + dVV − d inin (2.160)
where the terms dV and V are given by the kinematic piston law, section 2.6.2, and the
terms d in and in, where in represents the number of moles associated with the ith spray
trace conditions, are given by the relations :
d in =
M∑
x=1
d imx
Mx and
in =
M∑
x=1
imx
Mx (2.161)
in which Mx is the molar mass of the species x. Combining equations 2.155, 2.159
and 2.160 gives :
dpτi =
icp
icp−iR · pτi ·
Ä
d in
in
− dVV
ä
+
iR
icp−iR · 1V · (δQth + δQev) +
+
iR
icp−iR · 1V ·
Ä
hF · dmF −∑Mx=1 hx · d imcbx ä (2.162)
where iR is the gas constant of the mixture, associated with the ith spray tracer condi-
tions, computed as :
iR = R ·
M∑
x=1
iYx
Mx (2.163)
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The total enthalpy term of the species x, hx, can be decomposed in a term of forma-
tion enthalpy, h0x, and a term of sensible enthalpy, hsx , as :
hx
Ä‹Tτiä = h0x + hsx Ä‹Tτiä (2.164)
where the formation enthalpy is computed at a given reference temperature, T0.
Introducing the definitions given in equations 2.161, the final expression for the tracer
pressure derivative is :
dpτi
dt
=
icp
icv
· pτi ·
Ç
1∑M
x=1
imx
Mx
·∑Mx=1 1Mx ·i m˙x − 1V · dVdt
å
+
+
iR
icv
· 1V ·
Ä
Q˙th + Q˙ev +i Q˙cb + hF · m˙F
ä
(2.165)
where the specific constant-volume heat capacity of the mixture, icv, is computed as :
icv =i cp −i R (2.166)
and the term iQ˙cb, representing the heat release due to combustion processes associated
to spray other than the ith, is computed as :
iQ˙cb = −
M∑
x=1
hx ·i m˙cbx (2.167)
in which im˙cbx is given by equation 2.152.
Equation 2.165 is integrated by the solver to compute the ith spray tracer-pressure
evolution41. Finally, the ith spray mean tracer-temperature, ‹Tτi , is computed using the
perfect gas equation as : ‹Tτi = pτi · Vmtot ·i R (2.168)
Using the PCM approach, the general equation used to compute the mean value of
a generic tabulated variable φ in the ith spray is :
φ˜PCMi =
∫
φ
Ä
T ∗τi , p
∗
τi , Z
∗, Y ∗D, c
∗
i
ä
· Pcoi
Ä
T ∗τi , p
∗
τi , Z
∗, Y ∗D, c
∗
i
ä
· dT ∗τi · dp∗τi · dZ∗ · dY ∗D · dc∗i
(2.169)
where Pcoi is the coupled PDF giving the probability of having in the ith spray a local
mixture characterized by a temperature, T ∗τi , a pressure, p
∗
τi , a fuel mixture fraction, Z
∗,
an BG mass fraction, Y ∗D and a combustion process progress, c
∗
i . Equation (2.169) is very
difficult to solve because of the complex interactions between the different variables.
For that reason, in order to compute the mean value of the generic tabulated variable
φ, several assumptions have to be made :
• pτi and YD are uniform in the domain,
41Note that equation 2.165 when used for computing the tracer pressure evolution of homogeneous
adiabatic gaseous reactors reduces to equation 2.147.
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• Tτi depends only on the fuel mixture fraction, Z,
• ci is considered to be homogeneous in the spray region and equal to the spray mean
progress variable value, c˜i, (first order PCM approach). In particular the PDF of
ci conditioned to Z, Pi (ci|Z), is :
Pi (ci|Z) = δ (ci − c˜i) valid ∀Z (2.170)
This assumption, certainly the strongest one, has probably an impact on the com-
bustion process. The validity of this assumption will be investigated in section 4.2.
However, it is worth noting that it does not impact the computation of the start
of combustion [13].
According to the aforementioned assumptions, for the ith spray, the coupled PDF,
Pcoi , reduces to a simpler PDF, Pi, giving the probability of having within the spray a
local fuel mixture fraction, Z, at a given tracer temperature, Tτi . Moreover, as the local
tracer temperature is supposed to depend only by the local fuel mixture fraction value,
the Pi is written as a single-variable PDF, only depending by the fuel mixture fraction
variable Z :
Pcoi
Ä
T ∗τi , p
∗
τi , Z
∗, Y ∗D, c
∗
i
ä
= Pi (Z∗)·δ
Ä
T ∗τi − Tτi (Z∗)
ä
·δ
Ä
p∗τi − pτi
ä
·δ (Y ∗D − YD)·δ (c∗i − c˜i)
(2.171)
Now, the mean value of the generic variable φi in the ith spray is computed as :
φ˜PCMi =
∫
φi (Tτi (Z
∗) , pτi , Z
∗, YD, c˜i) · Pi(Z∗) · dZ∗ (2.172)
The equation defining the local tracer temperature of the mixture in the ith spray,
Tτi , as a function of the fuel mixture fraction, Z, is :
Tτi = Tτi (Z) = ‹Tτi + (Tsi − ‹Tτi
Zsi − ‹Zi ) · ÄZ − ‹Ziä (2.173)
where Zsi and Tsi are the values of the mixture fraction and the temperature at the liquid-
gas interface under evaporating conditions respectively as computed in section 2.4.1.1,
and ‹Tτi is the value of the mean tracer temperature of the domain, equation 2.168.
In what follows, the methodology used for reconstructing the mean reaction rate of
the species x in the ith spray region at a given time t, ˜˙ωxi , is detailed.
The mean progress variable is computed as :
c˜i =
‹Yci‹Y PCMceqi (2.174)
in which ‹Yci and ‹Y PCMceqi are computed respectively as :‹Yci = YCOi + YCO2i (2.175)
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and : ‹Y PCMceqi = ∫ Yci (Tτi (Z∗) , pτi , Z∗, YD, ci = 1) · Pi(Z∗) · dZ∗ (2.176)
where YCOi and YCO2i are the CO and CO2 mass fractions within the i
th spray, and the
fuel mixture fraction PDF associate with the ith spray, Pi (Z∗), is computed as shown
in section 2.4.2.3.
Then, the mean progress variable reaction rate is computed as :
˜˙ωci = ˜˙ωPCMYci‹Y PCMceqi (2.177)
where ˜˙ωPCMYci is obtained from the FPI table through equation 2.172.
Finally, the reaction rate of the species x is computed as :
˜˙ωxi = ‹Y PCMxi (c˜i + dc˜i)− Yxiτ (2.178)
where ‹Y PCMxi (c˜i + dc˜i) is computed through equation 2.172 using a progress variable
value equal to c˜i + dc˜i, and Yxi is the mass fraction of the species x in the ith spray. The
value of dc˜i is computed as :
dc˜i = ˜˙ωci · τ (2.179)
The behavior of the turbulent combustion submodel will be further investigated in
sections 3 and 4.
2.6 Auxiliary models
In order to perform engine cycle computations, the model of combustion, dual-CM, is
coupled with other models commonly used in ICE simulations. In particular, three
models will be detailed here :
• a thermodynamic model describing the gaseous mixture evolution within the cylin-
der, section 2.6.1,
• a kinematic model for the piston motion, section 2.6.2,
• a thermal loss model describing the heat losses through the walls, section 2.6.3.
2.6.1 In cylinder gas mixture thermodynamic model
The dual-CM approach set up in this chapter is a multi-zone model : a zone for each
spray plus an additional zone corresponding to the gases outside the spray regions. The
pressure is supposed to be homogeneous in the cylinder, but the mean temperatures vary
from one zone to another. The combustion chamber, representing the studied system, is
an open system in which liquid and gaseous phases coexist. In order to set up the energy
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equation for the pressure, only the gaseous phase will be accounted for. Accordingly, the
following hypotheses have been made :
• the perfect-gas state equation is applied to the gaseous mixture,
• the liquid fuel is injected at temperature TF , the temperature of the fuel within
the injector, and, once in the combustion chamber, it heats up to the liquid-gas
saturation temperature before vaporizing,
• the volume occupied by the liquid is negligible.
For a given species x, the mass balance equation is :
m˙x = m˙cbx + m˙
i/o
x (2.180)
where superscripts cb and i/o refer to mass species variations due to the combustion
process and to input/output mass flow rates relatively to the control volume of the system
(that is the mass flow rates through the inlet/outlet valves and the fuel evaporation rate),
respectively. The term m˙i/ox is defined as :
m˙i/ox = m˙
i
x − m˙ox (2.181)
The global enthalpy variation, dH, is computed applying the first principle of thermo-
dynamics to the system :
dH = d
(
M∑
x=1
hx ·mx
)
= δQth + δQev + V · dp+
∑
i/o
M∑
x=1
hi/ox · dmi/ox (2.182)
with hx the specific enthalpy of the species x, Qth the term representing the heat losses,
section 2.6.3, and Qev the source term relative to the liquid fuel evaporation. The term
Qev is computed as :
δQev = − (l (TF ) + (hF (T )− hF (TF ))) · m˙F (2.183)
where l is the latent heat of evaporation of n-heptane at the temperature TF , computed
according to equation C.41. Knowing that for perfect gases :
dhx =
∂hx (T )
∂T
∣∣∣∣∣
p
· dT = cpx (T ) · dT (2.184)
and by definition :
cp (T ) =
M∑
x=1
cpx (T ) · Yx (2.185)
where cp is the specific constant-pressure heat capacity of the gaseous mixture, the left-
hand side term of equation 2.182 can be written :
d
(
M∑
x=1
hx ·mx
)
=
M∑
x=1
hx · dmcbx +mtot · cp · dT (2.186)
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where mtot is the total mass within the cylinder. The specific constant-pressure heat
capacities, cpx (T ), are computed by using the Janaf’s polynomials. The expression
giving the variation of the temperature, dT , is computed by differentiating the perfect
gas equation, equation 2.148 :
dT
T
=
dp
p
+
dV
V
− dn
n
(2.187)
where the terms dV and V are given by the kinematic piston law, section 2.6.2, and the
terms dn and n are given by the relations :
dn =
M∑
x=1
dmx
Mx and n =
M∑
x=1
mx
Mx (2.188)
Combining equations 2.182, 2.186 and 2.187 gives :
dp = cpcp−R · p ·
Ä
dn
n − dVV
ä
+ Rcp−R · 1V · (δQth + δQev) +
+ Rcp−R · 1V ·
(∑
i/o
∑M
x=1 h
i/o
x · dmi/ox −∑Mx=1 hx · dmcbx ) (2.189)
The total enthalpy term of the species x, hx, can be decomposed in a term of formation
enthalpy, h0x, and a term of sensible enthalpy, hsx :
hx (T ) = h0x + hsx (T ) (2.190)
where the formation enthalpy is computed at a given reference temperature, T0. In-
troducing the definition given in equation 2.188, the final expression for the temporal
pressure rate is :
dp
dt
= cpcv · p ·
Ç
1∑M
x=1
mx
Mx
·∑Mx=1 1Mx · m˙x − 1V · dVdt
å
+
+ Rcv · 1V ·
(
Q˙th + Q˙ev + Q˙cb +
∑
i/o
∑M
x=1 h
i/o
x · m˙i/ox
)
(2.191)
where the term Q˙cb, representing the heat release due to the combustion process, is
defined as :
Q˙cb = −
M∑
x=1
hx · m˙cbx (2.192)
and the specific constant-volume heat capacity, cv, is computed as :
cv = cp −R (2.193)
Equation 2.191 is integrated by the solver to compute the pressure evolution within the
cylinder. Finally, the temperature of the gaseous mixture is computed using the perfect
gas equation :
T =
p · V
mtot ·R (2.194)
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2.6.2 Kinematic model of the piston motion
In this section the kinematic model of the piston motion is detailed. It permits us to
obtain at each instant the combustion chamber volume, V , and its temporal derivative,
dV/dt, as function of the engine geometrical specifications and operating conditions.
These two variables are fundamental for computing the energy equations as detailed
in sections 2.5.3 and 2.6.1. Figure 2.64 represents a schematic of a mono-cylinder. In
particular in the figure the following entities can be distinguished :
• B, the bore,
• s, the stroke,
• b, the connecting rod length,
• a, the crank radius,
• e, represents the squish height,
• x, is a coordinate defining the distance between the top of the piston and the engine
head,
• g, is the projection of the connection rod and crank radius on the cylinder axis,
• Vb, is the volume of the bowl,
• θ, is the crank angle,
• θ˙, is the crank speed,
• θ¨, is the crank acceleration,
• TDC, indicates the Top Dead Center piston position,
• BDC, indicates the Bottom Dead Center piston position.
According to the used notations, the dead volume, Vd, defined as the volume when piston
is at TDC, is computed as :
Vd = Vb +
Ç
pi ·B2
4
å
· e (2.195)
then the instantaneous cylinder volume is computed as :
V = Vd +
Ç
pi ·B2
4
å
· (b+ a− g) (2.196)
in which g is computed as :
g = a · cosθ +
»
b2 − a2 · sin2 θ (2.197)
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Figure 2.64: Kinematic model of the piston motion.
Concerning the computation of the temporal volume derivative :
dV
dt
=
dV
dθ
· dθ
dt
=
dV
dθ
· θ˙ (2.198)
the term dV/dθ is then computed deriving the equation 2.196 :
dV
dθ
=
Ç
pi ·B2
4
å
· a · sinθ ·
Ö
1 +
cosθ√
b2
a2
− sin2 θ
è
(2.199)
2.6.3 Thermal loss model
The purpose of this model is to quantify the energy losses due to the thermal transfers
through the walls during the engine-cycle phases. The retained model is the one proposed
in [69]. Here in the following the most important results will be presented. In the model,
the heat transfer by radiation is neglected. Consequently, only the convection mechanism
is taken into account. The heat loss flow rate is modeled as :
Q˙th = hc · (T − Tw) · Sw (2.200)
where Tw is the wall temperature, Sw is the heat exchange surface and hc is the convection
coefficient computed as :
hc = 3.26 ·B−0.2 ·
Å
p
1000
ã0.8
· T−0.55 · u0.8g (2.201)
where B is the cylinder bore, p is the in-cylinder pressure and ug is the local velocity of
the gas computed by using the following empirical correlation :
ug =
ï
C1 · S¯P + C2 · Vdispl · T0
p0 · V0 · (p− pτ )
ò
(2.202)
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with S¯P the mean piston velocity as defined in [6], Vdispl the single cylinder displacement,
pτ the in-cylinder pressure when no combustion occurs, and T0, p0 and V0 are the tem-
perature, pressure and volume at the beginning of combustion42. The two coefficients,
C1 and C2, change during the engine-cycle according to the engine-cycle phase :
• C1 = 6.18 and C2 = 0 during the intake and exhaust strokes,
• C1 = 2.28 and C2 = 0 during the compression stroke,
• C1 = 2.28 and C2 = 3.24 · 10−3 during the expansion stroke.
2.7 Parametric study of the model
In this section a parametric study of the dual-CM is presented : the aim here is to
show how the different adjustment parameters influence the combustion process, and
the sensitivity of the dual-CM to variations of those parameters.
The dual-CM adjustment parameters are :
• b, which has an influence on the liquid fuel penetration and, consequently, on the
liquid fuel evaporation rate43 (section 2.4.1.2, equation 2.35),
• CS , which has an influence on the gaseous spray penetration and, consequently, on
the spray volume growth and the ambient-gas entrainment within the spray region
(section 2.4.2.2, equation 2.78),
• CK and Cκ, which are pre-exponential coefficients of the dissipation terms associ-
ated with the mean specific kinetic energy, K, and the turbulent specific kinetic
energy, κ, respectively and, consequently, they have an influence on the in-cylinder
gaseous-mixture kinetic energy, Ec, dissipation (section 2.4.3, equation 2.100),
• NK and Nκ, which are exponential coefficients of the dissipation terms associated
with the mean specific kinetic energy, K, and the turbulent specific kinetic energy,
κ, respectively and, consequently, they have an influence on the in-cylinder gaseous-
mixture kinetic energy, Ec, dissipation (section 2.4.3, equation 2.100),
• Cds, which has an influence on the fuel-mixture-fraction distribution variance and,
consequently, on the in-cylinder gaseous mixture mixing process (section 2.4.4,
equation 2.120),
• Zsmax , which has an influence on the fuel-mixture-fraction distribution variance
(section 2.4.4, equation 2.120),
42The beginning of combustion is the instant at which Heat Release, associated with chemical reac-
tions, begins.
43In [53], the author recommends b = 0.41.
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The above mentionned adjustment parameters once fixed were maintained constant
for all the computations presented in chapter 3 : their values are given in table 2.5.
Parameter Value
b 0.41
CS 1.3
CK ,Cκ 15
NK ,Nκ 1.9
Cds 0.67
Zsmax 0.8
Table 2.5: Set of adjustment parameters used in dual-CM. The parameters once fixed were
maintained constant for all the computations presented in chapter 3.
Figure 2.65 shows the comparison of the dual-CM in-cylinder pressure curve, com-
puted by using the adjustment parameter values given in table 2.5, with experiments44;
the engine operating point specifications are given in table 2.6.
Variable Unit Value
Engine speed [rpm] 1497
IMEP [bar] 6.1
YD [%] 36.3
AV I [CAD BTDC] 6
Φ [-] 0.89
pinj [bar] 1600
Table 2.6: Engine operating point specifications.
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Figure 2.65: Comparison of the dual-CM in-cylinder pressure curve with experiments : the
engine operating point specifications are given in table 2.6. The red dotted vertical line represents
the SOI.
44The two experimental curves represent the limits of the measured in-cylinder pressure variation
domain.
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Figures 2.66 to 2.71 show the results of the dual-CM parametric study : the adjust-
ment parameter values were varied around their reference values, as specified in table 2.7.
Parameter Values
b 0.16 0.41 0.66
CS 0.9 1.3 1.7
CK ,Cκ 5 15 25
NK ,Nκ 1.7 1.9 2.1
Cds 0.52 0.67 0.82
Zsmax 0.6 0.8 1.0
Table 2.7: Variation limits of the adjustment parameters used in the dual-CM parametric
study. The bold numbers in the table represent the parameter reference values.
Figure 2.66 shows the influence of the adjustment parameter b, associated with the
evaporation rate, on the in-cylinder pressure curve and on the liquid fuel mass within
the spray. As seen, an increase of this parameter (corresponding to an increase of the
liquid penetration length and, consequently, to a decrease of the fuel evaporation rate)
corresponds to a decrease of the reactivity of the in-cylinder gaseous mixture (top) and
an increase of the liquid fuel mass within the spray (bottom), and vice versa.
Figure 2.67 shows the influence of the adjustment parameter CS , associated with the
gaseous spray penetration, on the in-cylinder pressure curve and on the spray volume.
As seen, an increase of this parameter (corresponding to an increase of the gaseous
spray penetration) corresponds to a decrease of the reactivity of the in-cylinder gaseous
mixture (top) and an increase of the spray volume growth rate (bottom), and vice versa.
This agrees with the results shown in figure 2.66 : in fact, an increase of the gaseous
spray penetration corresponds to an increase of the ambient-air entrainment in the spray
region and, as a consequence, a poorer mixture within the spray; the same result can be
obtained by reducing the fuel evaporation rate.
Figure 2.68 shows the influence of the adjustment parameters CK and Cκ, associated
with the mean and turbulent specific kinetic energies dissipation, on the in-cylinder
pressure curve and on the spray kinetic energy. The two parameters playing the same
role in the dissipation of the spray kinetic energy were fixed at the same values. As
seen, an increase of those parameters (corresponding to an increase of the kinetic energy
dissipation rate) corresponds to an increase of the reactivity of the in-cylinder gaseous
mixture (top) and a decrease of the spray kinetic energy (bottom), and vice versa.
This is due to the fact that the dissipation of the kinetic energy is associated with
mixing : the higher the kinetic energy dissipation, the higher the mixing frequency is
and, consequently, the faster the creation of a more reactive gaseous mixture within the
cylinder.
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Figure 2.66: Influence of the adjustment parameter b associated with the fuel evaporation
rate : on the in-cylinder pressure curve (top) and on the liquid fuel mass (bottom). The red
dotted vertical line represents the SOI.
Figure 2.69 shows the influence of the adjustment parameters NK and Nκ, associated
with the mean and turbulent specific kinetic energies dissipation, on the in-cylinder
pressure curve and on the spray kinetic energy. The two parameters playing the same
role in the dissipation of the spray kinetic energy were fixed at the same values. As
seen, an increase of those parameters (corresponding to an increase of the kinetic energy
dissipation rate) corresponds to an increase of the reactivity of the in-cylinder gaseous
mixture (top) and a decrease of the spray kinetic energy (bottom), and vice versa.
This is due to the fact that the dissipation of the kinetic energy is associated with
mixing : the higher the kinetic energy dissipation, the higher the mixing frequency is
and, consequently, the faster the creation of a more reactive gaseous mixture within the
cylinder. These results agree with the ones shown in figure 2.68.
Figure 2.70 shows the influence of the adjustment parameter Cds, associated with the
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Figure 2.67: Influences of the adjustment parameter CS associated with the gaseous spray
penetration : on the in-cylinder pressure curve (top) and on the spray volume (bottom). The
red dotted vertical line represents the SOI.
fuel mixture-fraction distribution variance dissipation, on the in-cylinder pressure curve
and on the variance. As seen, an increase of this parameter (corresponding to an increase
of the variance dissipation) corresponds to an increase of the reactivity of the in-cylinder
gaseous mixture (top) and a decrease of the variance (bottom), corresponding to a more
homogeneous gaseous mixture within the spray, and vice versa.
To conclude this parametric study, figure 2.71 shows the influence of the adjustment
parameter Zsmax , associated with the fuel mixture-fraction distribution variance cre-
ation, on the in-cylinder pressure curve and on the variance. As seen, a decrease of this
parameter corresponds to an increase of the reactivity of the in-cylinder gaseous mixture
(top) and a decrease of the variance (bottom), corresponding to a more homogeneous
gaseous mixture within the spray, and vice versa.
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Figure 2.68: Influences of the adjustment parameters CK and Cκ associated with the dissipa-
tion of the mean and turbulent specific kinetic energies : on the in-cylinder pressure curve (top)
and on the kinetic energy (bottom). The red dotted vertical line represents the SOI.
2.8 Computational time
This section investigates the impact of the numerical approach used to solve the system
and of the time-step value used in the computation, on the computational time.
The dual-CM is developed in the AMESim environment, appendix A. AMESim allows
us to use two approaches for solving the numerical system : the first adopting a fixed
time-step and the second adopting a variable time-step able to adapt the time-step value
to the dynamic of the system.
Because of the specific way of computing the species reaction rates used in dual-CM,
equation 2.141, in order to compute reliable species reaction rates, the maximum time-
step value must be strictly lower than the value of the relaxation characteristic time,
τ45.
45As a consequence, a constraint on the maximum value of the relaxation characteristic time has an
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Figure 2.69: Influences of the adjustment parameters NK and Nκ associated with the dissipa-
tion of the mean and turbulent specific kinetic energies : on the in-cylinder pressure curve (top)
and on the kinetic energy (bottom). The red dotted vertical line represents the SOI.
Values for the maximum time-step, dt, of the order of 10−6 up to 10−5 s were found
to be sufficient for obtaining accurate results.
Table 2.8 shows the influence of the numerical approach (fixed/variable time-step)
and of the maximum time-step value, dt, on the computational time. In all the computa-
tions, a value of τ = 5 dt was used. Results refer to the engine operating point described
in table 2.6.
dt = 10−6 s dt = 10−5 s
Variable time-step 8.2 · 103 RT (220 s) 2.6 · 103 RT (69 s)
Fixed time-step 2.7 · 103 RT (71 s) 3.7 · 102 RT (10 s)
Table 2.8: Influence of the numerical approach and of the maximum time-step value on the
computational time. In the table, the computational times are expressed in terms of times the
Real Time, (RT ), and physical time, s.
impact on the constraints associated with the value of the maximum time-step value.
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Figure 2.70: Influences of the adjustment parameter Cds associated with the fuel mixture-
fraction distribution variance : on the in-cylinder pressure curve (top) and on the variance
(bottom). The red dotted vertical line represents the SOI.
Figure 2.72 shows the computed in-cylinder pressure curves obtained for the different
configurations presented in table 2.8.
Looking at the data of table 2.8 and the curves shown in figure 2.72, it is clear that
the fact of using a fixed or variable time-step approach has a strong influence on the CPU
time of the computation, the fixed time-step approach being much faster. Nevertheless,
the fact of using a variable time-step, has the advantage to better capture the dynamics
of the system. In fact, even in the case of a greater maximum time-step, the beginning
of the rise of the in-cylinder pressure curve due to combustion is always well captured
when using the variable time-step approach, figure 2.72. On the other hand, when
using the fixed time-step approach, this lack can be easily eliminated by reducing the
maximum time-step value. Finally in figure 2.72, it is shown that when a maximum
time-step dt = 10−5 s is used, the stiff dynamics of the combustion is less correctly
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Figure 2.71: Influences of the adjustment parameter Zsmax associated with the fuel mixture-
fraction distribution variance : on the in-cylinder pressure curve (top) and on the variance
(bottom). The red dotted vertical line represents the SOI.
represented. This is due to the fact that for all the curves presented in figure 2.72,
the ratio between the characteristic relaxation time and the time-step is kept constant
(τ/dt = 5). Accordingly, an increase of the time-step, dt, corresponds to an increase of
the characteristic relaxation time, τ , and, consequently, the species evolutions within the
cylinder are smoothed, section 2.5.1.
To summarize, both the choices concerning the numerical approach used to solve the
system and the computation time-step have an impact on the computational time and
on the results of the computation. However, the impact is much more important on the
computational time rather than on the results of the computation.
All the results presented in this document were obtained using the variable time-step
solver and limiting the maximum time-step to 10−6 s.
To conclude, it is worthwhile to spend more words on the perspective of having in a
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Figure 2.72: Influence of the numerical approach and of the maximum time-step value on the
computed in-cylinder pressure. The engine operating point specifications are given in table 2.6.
The red dotted vertical line represents the SOI.
near future a version of the dual-CM able to compute engine operating points in Real
Time. As shown in table 2.8, the present dual-CM computational time is far from the
target of the Real Time. The major limiting factor it was found to be associated with
the use of the FPI table :
• the size of the table can strongly grows if more refined discretizations of the table
axes are done, or if additional table inputs are necessary (as it is the case for the
new tabulation method accounting for the combustion chamber expansion effects
on chemical kinetics),
• the AMESim numerical scheme adopting a variable time step, is not optimized to
manage FPI tables storing species mass fractions. In fact, as the FPI trajectories
are supposed to be piecewise linear, their first derivatives are discontinuous. These
discontinuities strongly slow down the solver computational speed.
Accordingly, in order to overcome these limitations, a possible solution consists in
generating the FPI table, as usual, and then learning it by using an adapted neural
network. In such a way, a multi-dimensional polynomial surface containing all the infor-
mation stored in table is generated, and it can be used in the dual-CM. The polynomial
surface, compared to the FPI table, has the advantages of having a very small size and
continuous derivatives.
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