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Abstract
Despite the popularism of Bayesian neural networks in recent years, its use is somewhat limited in complex
and big data situations due to the computational cost associated with full posterior evaluations. Variational
Bayes (VB) provides a useful alternative to circumvent the computational cost and time complexity asso-
ciated with the generation of samples from the true posterior using Markov Chain Monte Carlo (MCMC)
techniques. The efficacy of the VB methods is well established in machine learning literature. However, its
potential broader impact is hindered due to a lack of theoretical validity from a statistical perspective. In
this paper, we establish the fundamental result of posterior consistency for the mean-field variational poste-
rior (VP) for a feed-forward artificial neural network model. The paper underlines the conditions needed to
guarantee that the VP concentrates around Hellinger neighborhoods of the true density function. Addition-
ally, the role of the scale parameter and its influence on the convergence rates has also been discussed. The
paper mainly relies on two results (1) the rate at which the true posterior grows (2) the rate at which the
KL-distance between the posterior and variational posterior grows. The theory provides a guideline of build-
ing prior distributions for Bayesian NN models along with an assessment of accuracy of the corresponding
VB implementation.
Keywords: Neural networks, Variational posterior, Mean-field family, Hellinger neighborhood,
Kullback-Leibler divergence, Sieve theory, Prior mass, Variational Bayes.
1. Introduction
Bayesian neural networks (BNNs) have been comprehensively studied in the works of Bishop (1997), Neal
(1992), Lampinen and Vehtari (2001), etc. More recent developments which establish the efficacy of BNNs
can be found in the works of Sun et al. (2017), Mullachery et al. (2018), Hubin et al. (2018), Liang et al.
(2018), Javid et al. (2020) and the references therein. The theoretical foundation of BNN by Lee (2000)
widens the scope to a broader community. However, with the age of big data applications, the conventional
Bayesian approach is computationally inefficient. Thus the alternative computational approaches, such as
variational Bayes (VB) become popular among machine learning and applied researchers. Although, there
have been many works on the algorithm development for VB in recent years, the theoretical advancement
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on estimation accuracy is rather limited. This article provides statistical validity of neural networks models
with variational inference along with some theory-driven practical guidelines for implementation.
In this article, we mainly focus on feed-forward neural networks with a single hidden layer of inputs and
a logistic activation function. Let the number of inputs be denoted by p and the number of hidden nodes
by kn where the number of nodes is allowed to increase as a function of n. The true regression function,
E(Y |X = x) = f0(x) is modeled as a neural network of the form
f(x) = β0 +
kn∑
j=1
βjψ(γj0 +
p∑
h=1
γjhxh) (1)
where ψ(u) = 1/(1 + exp(−u)) is the logistic activation function. With a Gaussian-prior on each of the
parameters, Lee (2000) establishes the posterior consistency of neural networks under the simple setup
where the scale parameter σ = V (Y |X = x) is fixed at 1. The results in Lee (2000) mainly exploit
Barron et al. (1999), a fundamental contribution that laid down the framework for posterior consistency in
non parametric regression settings. In this paper, we closely mimick the regression model of Lee (2000) by
assuming y = f0(x) + ξ where f0(x) is the true regression function and ξ follows N(0, σ
2).
The joint posterior distribution of a neural network model is generally evaluated by popular Markov Chain
Monte Carlo (MCMC) sampling techniques, like Gibbs sampling, Metropolis Hastings, etc. (see, Neal (1996),
Lee (2004), and Ghosh et al. (2004) for more details). Despite the versatility and popularity of MCMC based
approach, the Bayesian estimation suffers from computational costs, scalability, time constraints along with
other implementation issues such as choice of proposal densities and generating sample paths. Variational
Bayes emerged as an important alternative to overcome the drawbacks of the MCMC implementation (see
Blei et al. (2017)). Many recent works have discussed the application of variational inference to Bayesian
neural networks e.g., Logsdon et al. (2009), Graves (2011), Carbonetto and Stephens (2012), Blundell et al.
(2015), Sun et al. (2019). Although, there is a plethora of literature implementing variational inference for
neural networks, the theoretical properties of the variational posterior in BNNs remain relatively unexplored
and this limits the use of this powerful computational tool beyond the machine learning community.
Some of the previous works that focused on theoretical properties of variational posterior include the
frequentist consistency of variational inference in parametric models in the presence of latent variables
(see Wang and Blei (2019)). Optimal risk bounds for mean-field variational Bayes for Gaussian mixture
(GM) and Latent Dirichlet allocation (LDA) models have been discussed in Pati et al. (2017). The work of
Yang et al. (2017) propose α variational inference Bayes risk for GM and LDA models. A more recent work
Zhang and Gao (2017) discusses the variational posterior consistency rates in Gaussian sequence models,
infinite exponential families and piece-wise constant models. In order to evaluate the validity of a posterior
in non-parametric models, one must establish its consistency and rates of contraction. To the best of our
knowledge, the problem of posterior consistency, has not been studied in the context of variational Bayes
neural network models.
Our contribution: Our theoretical development of posterior consistency, an essential property in nonpara-
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metric Bayesian Statistics, provides confidence in using the variational Bayes neural networks model across
the disciplines. Our theoretical results help to assess the estimation accuracy for a given training sample and
model complexity. Specifically, we establish the conditions needed for the variational posterior consistency
of the feedforward neural networks. We establish that a simple Gaussian mean-field approximation is good
enough to achieve consistency for the variational posterior. In this direction, we show that ε- Hellinger
neighborhood of the true density function receives close to 1 probability under the variational posterior. For
the true posterior density ( Lee (2000)), the posterior probability of an ε- Hellinger neighborhood grows at
the rate 1− e−ǫnδ . In contrast, we show for the variational posterior this rate becomes 1− ǫ/nδ. The reason
for this difference is explained by two folds: (1) first, the KL-distance between the variational posterior and
the true posterior does not grow at a rate greater than n1−δ for some 0 ≤ δ < 1, (2) second, the posterior
probability of ε- Hellinger neighborhood grows at the rate 1 − e−ǫnδ , thus, the variational posterior proba-
bility must grow at the rate 1− ǫ/nδ, otherwise the rate of growth of the KL-distance cannot be controlled.
We also give the conditions on the approximating neural network and the rate of growth in the number of
nodes needed to ensure that the variational posterior achieves consistency. As a last contribtuion, we show
that the VB estimator of the regression function converges to the true regression function.
Further, our investigation shows that although the variational posterior(VP) is asymptotically consistent,
posterior probability of ε−Hellinger neighborhoods does not converge to 1 as fast as the true posterior. In
addition, one requires that the absolute value of the parameters in the approximating neural network function
grow at a controlled rate (less than n1−δ for some 0 ≤ δ < 1), a condition not needed in dealing with MCMC
based implementation. When the absolute value of the parameters grow as a polynomial function of n
(O(nv), v > 1), one can choose a flatter prior (a prior whose variance increases with n) in order to guarantee
VP consistency.
VP consistency has been established irrespective of whether σ is known or unknown and the differences
in practice have been discussed. It has been shown that one must guard against using Gaussian distributions
as a variational family for σ. Since the KL-distance between variational posterior and true posterior must
be controlled, one must ensure that quantities like E(logX) and E(1/X2) are defined under the variational
distribution of σ. We thereby discuss two sets of variational family on σ, (1) an inverse gamma-distribution,
(2) a normal distribution on the log-transformed σ. While the second approach may seem intuitively ap-
pealing if one were to use fully Gaussian variational families, it comes with a drawback. Indeed, under the
reparametrized σ, the variational posterior is consistent if the rate of growth in the number of nodes is slower
than under the original parameter models. However, a smaller growth in the number of nodes makes it more
and more difficult to find an approximating neural network which converges fast enough to the true function.
The outline of the paper is as follows. In Section 2, we present the notation and the terminology
of consistency for variational posterior. In Section 3, we present the consistency results when the scale
parameter is known. In Section 4, we present the consistency of an unknown scale parameter under two sets
of variational families. In Section 5, we show that the Bayes estimates obtained from the variational posterior
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converge to the true regression function and scale parameter. Finally, Section 5 ends with a discussion and
conclusions from our current work.
2. Model and Assumptions
Suppose the true regression model has the form:
yi = f0(xi) + ξi
where ξ1, · · · , ξn are i.i.d. N(0, σ20) random variables and the feature vector x1, · · ·xn with xi ∈ Rp. For the
purposes of this paper, we assume that the number of covariates p is fixed.
Thus, the true conditional density of Y |X = x is
l0(y,x) ∝
n∏
i=1
exp(− 1
2σ20
(y − f0(x))2) (2)
which implies the true likelihood function is
L0 =
n∏
i=1
l0(yi,xi) (3)
Universal approximation: By Hornik et al. (1989), for every function f0 such that
∫
f20 (x)dx <∞, there
exists a neural network f such that ||f − f0||2 < ǫ. This led to the ubiquitous use of neural networks as a
modeling approximation to a wide class of regression functions.
In this paper, we assume that the true regression function f0 can be approximated by a neural network
fθn(x) = β0 +
kn∑
j=1
βjψ(γ
⊤
j x), θn = (βj , γjh)j∈J,h∈H , J = {0, · · · , kn}, H = {0, · · · , p} (4)
where kn, the number of nodes increases as a function of n, while p, the number of covariates is fixed. Thus,
the total number of parameters grow at the same rate as the number of nodes, i.e. K(n) = 1+kn(p+1) ∼ kn.
Suppose there exists a neural network fθ0n(x) = β00 +
∑kn
j=1 βj0ψ(γ
⊤
j0x) such that
(A1) ||fθ0n − f0||2 = o(n−δ) (5)
Note that if f0 is a neural network function itself, then (A1) holds trivially for all 0 ≤ δ < 1 irrespective
of the choice of kn. Theorem 2 of Siegel and Xu (2019) showed that with kn = n, δ can be chosen between
0 ≤ δ < 1/2. Mimicking the steps of Theorem 2, Siegel and Xu (2019), it can be shown that with kn =
na, a > 1/2, δ can be chosen anywhere in the range 0 ≤ δ < a− 1/2. For a given choice of kn, whether (A1)
holds or not depends on the entropy of the true function. Assumptions of similar form can also be found in
Shen (1997) (see conditions C and C′) and Shen et al. (2019) (see condition C3).
Note that the condition (A1) characterizes the rate at which a neural network function approaches to the
true function. The next set of conditions characterize the rate at which the coefficients of the approximating
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neural network solution grow. Suppose, one of the following two conditions hold:
(A2)
K(n)∑
i=1
θ2i0n = o(n
1−δ), 0 ≤ δ < 1 (6)
(A3)
K(n)∑
i=1
θ2i0n = O(n
v), v ≥ 1 (7)
Note that condition (A2) ensures that sum of squares of the coefficients grow at a rate slower than n.
White (1990) proved consistency properties of feed forward neural networks with
∑K(n)
i=1 |θi0n| = o(n1/4)
which implies
∑K(n)
i=1 |θi0n|2 ≤ (
∑K(n)
i=1 |θi0n|)2 = o(n1/2), i.e. 0 ≤ δ < 1/2. Blei et al. (2017) studied the
consistency properties for parametric models wherein one requires the assumption − log p(θ0) be bounded
(see Relations (44) and (53) in Blei et al. (2017)). With a normal prior of the form p(θn) ∝ exp(−
∑K(n)
i=1 θ
2
in),
the same condition reduces to
∑K(n)
i=1 θ
2
i0n bounded at a suitable rate. Indeed, condition (A2) guarantees
that the rate of growth KL-distance between the true and the variational posterior is well controlled.
Condition (A3) is a relaxed version of (A2), where the sum of squares of the coefficients is allowed to
grow at a rate in polynomial in n. A standard prior independent of n might fail to guarantee convergence.
We thereby assume a flatter prior whose variance increases with n in order to allow for consistency through
variational bayes. Note that if f0 is a neural network function itself, conditions (A2) and (A3) hold trivially.
Kullback-Leibler divergence: Let P and Q be two probability distributions, with density p and q respec-
tively, then
dKL(q, p) =
∫
X
log
p(x)
q(x)
q(x)dx
Hellinger distance: Let P and Q be two probability distributions with density p and q respectively, then
dH(q, p) =
∫
X
(
√
q(x)−
√
p(x))2dx
Distribution of the feature vector: In order to establish posterior consistency, we assume that the
feature vector x ∼ U(0, 1)p. Although, this is not a requirement for the model, it simplifies steps of the
proof since the joint density function of (Y,X) simplifies as
gY,X(y,x) = gY |X(y|x)gX(x) = gY |X(y|x) (8)
Thus, it suffices to deal with the conditional density of Y |X = x.
3. Consistency of variational posterior with σ known
In this section, we begin with the simple model where the scale parameter σ0 is known. For a simple
Gaussian mean field family as in (13), we establish that variational posterior is consistent as long as assump-
tions (A1), (A2) and (A3) hold. We also discuss, how the rates contrast with those in Lee (2000) which
established the posterior consistency of the true posterior.
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Sieve Theory: Let ωn = θn, then
lωn(y,x) =
1√
2πσ20
exp
(
− 1
2σ20
(y − fθn(x))2
)
(9)
where θn and fθn are defined in (4). The sieve is then defined as:
Gn =
{
lωn(y,x),ωn ∈ Fn
}
Fn =
{
(θn) : |θin| ≤ Cn
}
(10)
Likelihood:
L(ωn) =
n∏
i=1
lωn(yi,xi) (11)
Posterior: Let p(ωn) denote the prior on ωn. Then, the posterior is given by
π(ωn|yn,Xn)) =
L(ωn)p(ωn)∫
L(ωn)p(ωn)dωn
(12)
Variational Family: Variational family for ωn is given by
Qn =
q : q(ωn) =
K(n)∏
i=1
1√
2πs˜2in
e
− (θin−m˜in)2
2s˜2
in
 (13)
Let the variational posterior be denoted by
π∗(ωn) = argmin
q∈Qn
dKL(q(.), π(.|yn,Xn)) (14)
Hellinger neighborhood: Define the neighborhood of the true density l0 as
Vε = {ωn : dH(l0, lωn) < ε} (15)
where the Hellinger distance dH(l0, lωn) given by
dH(l0, lωn) =
∫ ∫ (√
lωn(x, y)−
√
l0(x, y)
)2
dxdy
Note that the above simplified of the Hellinger distance is due to (8).
In the following two theorems for two class of priors, we establish the posterior consistency of π∗, i.e.
the variational posterior concentrates in ε− small Hellinger neighborhoods of the true density l0. Note
that, assumptions (A2) and (A3) impose a restriction on the rate of growth of the sum of squares of the
coefficients of the approximating neural network solution. With (A2), we show that a standard normal
prior on all the parameters works. However, under the more weaker assumption (A3), a normal prior whose
variance increases with n is needed. Additionally, we show that for the variational posterior to achieve
consistency, the number of parameters or equivalenty the number of nodes kn need to grow in a controlled
fashion.
Theorem 3.1. Suppose the number of nodes kn satisfy
(C1) kn ∼ na (16)
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In addition, suppose assumptions (A1) and (A2) hold for some 0 ≤ δ < 1− a, .
Then, with normal prior for each entry in ωn as follows
p(ωn) =
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2 (17)
we have
π∗(Vcε ) = oPn0 (n−δ)
Note that conditions (16) and (17) agree with those assumed in Theorem 1 of Lee (2000). Since π∗(Vcε ) =
oP0(n
−δ), the variational posterior is consistent with δ as small as 0. Indeed δ = 0 imposes the least
restriction on the convergence rate and coefficient growth rate of the true function (see assumptions (A1)
and (A2)). As δ grows, restrictions on the approximating neural function increase but that guarantees faster
convergence of the variational posterior. Expanding upon the Bayesian posterior consistency established in
Lee (2000), one can show that π(Vcε |yn,Xn) ≤ oPn0 (e−n
δ
) for any 0 ≤ δ < 1 (see Relation (88) in Lee (2000)).
Thus, probability of ε− Hellinger neighborhood grows at the rate 1 − ǫ(1/n)δ for variational posterior in
contrast to that of 1−ǫ(e−n)δ for true posterior. For parametric models, the rate of growth of the variational
posterior was found to be 1− ǫ(1/n) (see second equation 2 on page 38 of Blei et al. (2017)). Note that the
consistency of true posterior requires no assumptions on the approximating neural network function whereas
for the variational posterior, both assumptions (A1) and (A2) must be satisfied to guarantee convergence.
Theorem 3.2. Suppose the number of nodes kn satisfy condition (C1). In addition, suppose assumptions
(A1) and (A3) hold for some 0 ≤ δ < 1− a and v > 1.
Then, with normal prior for each entry in ωn as follows
p(ωn) =
K(n)∏
i=1
1√
2πζ2nu
e
− θ
2
in
2ζ2nu , u > v (18)
we have
π∗(Vcε ) = oPn0 (n−δ)
Observe that the consistency rate in Theorem 3.2 agrees to the one in Theorem 3.1. In order to prove
both theorems 3.1 and 3.2, a crucial step is to show that dKL(π
∗(.), π(.|yn,Xn)) = oPn0 (n1−δ). In order to
show this, we show that dKL(q(.), π(.|yn,Xn)) = oP0(n1−δ) for some q ∈ Qn. Indeed this choice of q varies
in order to adjust for changing nature of the prior from (17) to (18) (see statements (1) and (2) in Lemma
7.9).
We next present the proof of Theorems 3.1 and 3.2. The first crucial step of the proof is to establish that
the dKL(π
∗(.), π(.|yn,Xn)) is bounded below by a quantity which is determined by the rate of consistency
of the true posterior (see the quantities An and Bn in the proof below). The second crucial step towards the
proof is to show dKL(π
∗(.), π(.|yn,Xn)) is bounded above at a rate which can be greater than the rate of
its lower bound iff the variation posterior is consistent.
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Proof of Theorems 3.1 and 3.2. With Vε as in (15), we have
dKL(π
∗(.), π(.|yn,Xn)) =
∫
Vε
π∗(ωn) log
π∗(ωn)
π(ωn|yn,Xn)
dωn︸ ︷︷ ︸
3©
+
∫
Vcε
π∗(ωn) log
π∗(ωn)
π(ωn|yn,Xn)
dωn︸ ︷︷ ︸
4©
(19)
Without loss of generality, π∗(Vε) > 0, π∗(Vcε ) > 0.
3© = −π∗(Vε)
∫
Vε
π∗(ωn)
π∗(Vε) log
π(ωn|yn,Xn)
π∗(ωn)
dωn
≥ −π∗(Vε) log
∫
Vε
π∗(ωn)
π∗(Vε)
π(ωn|yn,Xn)
π∗(ωn)
dωn Jensen’s inequality
≥ π∗(Vε) log π
∗(Vε)
π(Vε|yn,Xn)
≥ π∗(Vε) log π∗(Vε) since log π(Vε|yn,Xn) ≤ 0
Similarly,
4© ≥ π∗(Vcε ) log
π∗(Vcε )
π(Vcε |yn,Xn)
≥ π∗(Vcε ) log π∗(Vcε )− π∗(Vcε ) log π(Vcε |yn,Xn) (20)
Now let us consider
log π(Vcε |yn,Xn) = log
∫
Vcε
L(ωn)p(ωn)dωn∫
L(ωn)p(ωn)dωn
= log
∫
Vcε
(L(ωn)/L0)p(ωn)dωn︸ ︷︷ ︸
An
− log
∫
(L(ωn)/L0)p(ωn)dωn︸ ︷︷ ︸
Bn
(21)
Using (21) in (20), we get
4© ≥ π∗(Vcε ) log π∗(Vcε )− π∗(Vcε )An − π∗(Vcε )Bn (22)
Combining (19) and (22), we get
dKL(π
∗(.), π(.|yn,Xn)) ≥ π∗(Vε) log π∗(Vε) + π∗(Vcε ) log π∗(Vcε )− π∗(Vcε )An − π∗(Vcε )Bn (23)
≥ − log 2− π∗(Vcε)An − π∗(Vcε )Bn (24)
where the last inequality follows since x log x+ (1− x) log(1− x) ≥ − log 2 for 0 < x < 1.
Therefore,
dKL(π
∗(.), π(.|yn,Xn)) + log 2 + π∗(Vcε )Bn ≥ −π∗(Vcε )An (25)
By Proposition 7.17,
−An ≥ − log 2 + nε2 + oPn0 (1)
=⇒ −Anπ∗(Vε) ≥ − log 2 + nε2π∗(Vε) + oPn0 (1)
=⇒ π∗(Vcε )nε2 ≤ dKL(π∗(.), π(.|yn,Xn)) + 2 log 2 + π∗(Vcε )Bn + oPn0 (1)
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By Proposition 7.18,
π∗(Vcε)Bn = oPn0 (n1−δ)
By Proposition 7.19,
dKL(π
∗(.), π(.|yn,Xn)) = oPn0 (n1−δ)
Therefore,
π∗(Vcε ) ≤ oPn0 (n−δ) + oPn0 (n−1) = oPn0 (n−δ)
In the above proof we have assumed π∗(Vε) > 0, π∗(Vcε ) > 0. If π∗(Vcε ) = 0, there is nothing to prove. If
π∗(Vε) = 0, then following the steps of the proof, we will get ε2 = oP0(n−δ) which is a contradiction.
The main step in the above proof is (25) which we discuss next. The quantity eAn is indeed decomposed
into two parts
eAn =
∫
Vcε∩Fn
(L(ω)n)/L0)p(ωn)dωn +
∫
Vcε∩Fcn
(L(ω)n)/L0)p(ωn)dωn
Whereas the first term is controlled using the Hellinger bracketing entropy of Fn, the second term is controlled
by the fact that the prior gives negligible probability outside Fn. Thus, the main factor influencing eAn is
a suitable choice of the sequence of spaces Fn. Indeed our choice of Fn is same as that in Lee (2000) with
kn ∼ na and Cn = enb−a . Such a choice allows one to control the Hellinger bracketing entropy of Fn while
controlling the prior mass for Fcn also at the same time.
The second quantity Bn is controlled by the rate at which the prior gives mass to shrinking KL neigh-
borhoods of the true density l0. Indeed, the quantity Bn appears again when computing bounds on
dKL(q(.), π(.|yn,Xn) for some q ∈ Qn (see 3© in Proposition 7.19). If δ = 0, Bn can be controlled even
without assumptions (A1) and (A2). However, if δ > 0, assumptions (A1) and (A2) are needed in order to
guarantee that the Bn grows at a rate less than n
1−δ.
The last quantity, dKL(π
∗(.), π(.|yn,Xn)) is controlled at a rate less than n1−δ by showing that there
exists a q ∈ Qn (see (62) and (65)) such that dKL(π∗(.), π(.|yn,Xn)) = oPn0 (n1−δ). Both assumptions (A1)
and (A2) play an important role in guaranteeing that such a q does exist.
4. Consistency of variational posterior with σ unknown
In this section, we now assume that the scale parameter σ is unknown. In this case, our approximating
variational family is slightly different from (14). Whereas, we still assume a mean field Gaussian family on
θn, our approximating family for σ cannot be Gaussian. An important criterion to guarantee the consistency
of variational posterior is to ensure
∫
dKL(l0, lωn)q(ωn)dωn is well bounded (see Lemma 7.11). When σ is
unknown, dKL(l0, lωn) involves terms like log σ and 1/σ
2 both of whose integrals are undefined under a
normally distributed q. We thereby adopt two versions of q for σ, firstly an inverse gamma distribution
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of σ and secondly a normal distribution on the log transformed σ (see Sections 4.1 and 4.2 respectively).
Both the transforms have their respective advantage in terms of determining the rate of consistency of the
variational posterior. In this section, we work only with assumption (A2). We can handle (A3) in a way
exactly similar to Section 3.
4.1. Inverse-gamma prior on σ
Sieve Theory: Let ωn = (θn, σ
2) where θn and fθn are defined in (4), then
lωn(y,x) =
1√
2πσ2
exp
(
− 1
2σ2
(y − fθn(x))2
)
(26)
The sieve is defined as follows.
Gn =
{
lωn(y,x),ωn ∈ Fn
}
Fn =
{
(θn, σ
2) : |θin| ≤ Cn, 1/C2n ≤ σ2 ≤ Dn
}
(27)
The definitions for likelihood, posterior and Hellinger neighborhood agree with those given in (11), (12) and
(15) as in Section 3.
Prior distribution: We propose a normal prior on each θin and an inverse gamma prior of σ
2.
p(ωn) =
λα
Γ(α)
( 1
σ2
)α+1
e−
λ
σ2
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2 (28)
Variational Family: Variational family for ωn is given by
Qn =
q : q(ωn) = b˜a˜nnΓ(a˜n)
( 1
σ2
)a˜n+1
e−
b˜n
σ2
K(n)∏
i=1
1√
2πs˜2in
e
− (θin−m˜in)2
2s˜2
in
 (29)
The variational posterior has the same definition as in (14).
The following theorem shows that when the σ parameter is unknown, the variational posterior is still
consistent, however the rate decreases by an amount of nǫ.
Theorem 4.1. Suppose the number of nodes satisfy condition (C1). In addition, suppose assumptions (A1)
and (A2) hold for some 0 < δ < 1− a. Then for any ǫ > 0.
π∗(Vcε ) = oPn0 (nǫ−δ)
Note that by Theorem 3.1, the posterior is consistent iff ǫ− δ < 0 which is indeed the case as long as δ > 0.
Whether such a δ exists or not depends on the entropy of the function f0 (see the discussion section in
Shen et al. (2019)). Mimicking the steps of Theorem 2, Siegel and Xu (2019) it can be shown that with
kn = n
a, a > 1/2, δ can be chosen anywhere in the range 0 ≤ δ < 1/2.
Proof. The proof mimics the steps in the proof of Theorems 3.1 and 3.2 till equation (25).
By Proposition 7.22 for any 0 < r < 1,
−An ≥ − log 2 + nrε2 + oPn0 (1)
−Anπ∗(Vε) ≥ − log 2 + nrε2π∗(Vε) + oPn0 (1)
=⇒ π∗(Vcε )nrε2 ≤ dKL(π∗(ωn), π(ωn|yn,Xn)) + 2 log 2 + π∗(Vcε )Bn + oPn0 (1)
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By Proposition 7.23,
π∗(Vcε)Bn = oPn0 (n1−δ)
By Proposition 7.24,
dKL(π
∗(ωn), π(ωn|yn,Xn)) = oPn0 (n1−δ)
Therefore, with r = 1− ǫ, we have
π∗(Vcε ) ≤ oPn0 (n1−δ−r) + oPn0 (n−r) = oPn0 (nǫ−δ) + oPn0 (nǫ−1) = oPn0 (nǫ−δ)
Similar to the proof of Theorem 3.1, the quantity eAn is indeed decomposed into two parts
eAn =
∫
Vcε∩Fn
(L(ω)n)/L0)p(ωn)dωn +
∫
Vcε∩Fcn
(L(ω)n)/L0)p(ωn)dωn
Whereas the first term is controlled using the Hellinger bracketing entropy of Fn at the rate e−nε2 , the
second term is controlled by the prior probability of Fcn at e−n
r
, 0 < r < 1. Since the prior probability of
Fcn is now controlled at a comparatively slightly smaller rate than that of Theorem 3.1, hence the additional
ǫ term in the overall consistency rate of variational posterior.
Remark 4.2. With kn ∼ na and Fn as in (27), we choose Cn = enb−a and Dn = enb , 0 < a < b < 1 to prove
the posterior consistency statement of Theorem 4.1. Suitably choosing Fn as a function of ε one may be
able to refine the proof to obtain a rate of oPn0 (n
−δ) instead of oPn0 (n
ǫ−δ). However the proof becomes more
involved and such a ε− dependent choice of Fn has been avoided for the purposes of this paper.
Remark 4.3. When σ is unknown, in order to control dKL(π
∗(.), π(.|yn,Xn)) at a rate less than n1−δ, q(θn)
has the same form as in the proof of Theorem 3.1. However, we cannot choose a normally distributed q for
σ2. The convergence of dKL(π
∗(.), π(.|yn,Xn)) is determined by the term
∫
dKL(l0, lωn)q(ωn)dωn which
involves terms like 12σ2 and log σ
2 (see (78)). The expectation of these terms is not defined under a normal q
but well defined under an inverse gamma distribution, hence an inverse-gamma variational family of q(σ2).
4.2. Normal prior on log transformed σ
Given, the wide popularity of Gaussian mean field approximation, we next use a normal variational
distribution on the log-transformed σ and compare and contrast it to the case where an inverse-gamma
variational distribution on the scale parameter. In Section 3.3 of Blei et al. (2017), it has been posited that
a Gaussian VB posterior can be used to approximate a wide class of posteriors. However, as mentioned
in Section 4.1, a normal q would cause EQdKL(l0, lωn) to be undefined. One way out of this impasse
reparametrizing σ as σρ = log(1 + exp(ρ)) with a normal prior is used for ρ. In the following section, we
show that this approach may work but comes with the disadvantage where the number of nodes, kn needs
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to grow at a rate smaller than n1/2. The main disadvantage with this approach is if the number of nodes do
not grow sufficiently, it may be difficult to find a neural network which well approximates the true function.
Sieve Theory: Let ωn = (θn, ρ) where θn and fθn are same as defined in (4). With σρ = log(1 + e
ρ), we
have
lωn(y,x) =
1√
2πσ2ρ
exp
(
− 1
2σ2ρ
(y − fθn(x))2
)
(30)
The sieve is defined as follows.
Gn =
{
lωn(y,x),ωn ∈ Fn
}
Fn =
{
(θn, σ
2) : |θin| ≤ Cn, |ρ| < logCn
}
(31)
The definitions for likelihood, posterior and Hellinger neighborhood agree with those given in (11), (12) and
(15) as in Section 3.
Prior distribution: We propose a normal prior on each θin and ρ as follows
p(ωn) =
1√
2πη2
e
− ρ2
2η2
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2 (32)
Variational Family: Variational family for ωn is given by
Qn =
q : q(ωn) = 1√2πs˜20n e−
(ρ−m˜0n)
2
2s˜2
0n
K(n)∏
i=1
1√
2πs˜2in
e
− (θin−m˜in)2
2s˜2
in
 (33)
The variational posterior has the same definition as in (14).
In the following theorem we show that even with σ reparametrized as log(1+eρ) the variational posterior
is consistent.
Theorem 4.4. Suppose the number of nodes satisfy condition (C1) with a < 1/2. In addition, suppose
assumptions (A1) and (A2) hold for 0 ≤ δ < 1− a. Then,
π∗(Vcε ) = oPn0 (n−δ)
Proof. The proof mimics the steps in the proof of 3.1 and 3.2 with Propositions 7.17, 7.18 and 7.19 replaced
by 7.27, 7.28 and 7.29 respectively.
Remark 4.5. With kn ∼ na and Fn as in (31), we choose Cn = enb−a where 0 < a < b < 1. In order to
ensure that prior gives smaller mass outside Fn, one requires πn(Fcn) < e−ns for some s > 0. With a normal
prior of ρ and P (|ρ| > logCn) ∼ 1logCn e−(logCn)
2
which is less than e−n provided 2(b − a) > 1 or a < 1/2.
Hence, the requirement of a slow growth in the number of nodes.
5. Consistency of variational bayes
In this section, we show that if the variational posterior is consistent, the variational Bayes estimator of
σ and fθn converges to the true σ0 and f0. The proof uses ideas from Barron et al. (1999) and Corollary 1
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in Lee (2000). Let
fˆn(x) =
∫
fθn(x)π
∗(θn)dθn
σˆ2n =
∫
σ2π∗(σ2)dσ2 (34)
Corollary 5.1 (Variational bayes consistency.). Suppose fˆn and σˆ
2
n are defined as in (34), then∫
(fˆn(x)− f0(x))2dx = oPn0 (1)
σˆn
σ0
= 1 + oPn0 (1) (35)
Proof. Let
lˆn(y,x) =
∫
lωn(y,x)π
∗(ωn)dωn
dH(lˆn(y,x)), l0(y,x)) = dH
(∫
l(ωn)π
∗(ωn)dωn, l0
)
≤
∫
dH(l(ωn), l0)π
∗(ωn)dωn Jensen’s inequality
=
∫
Vε
dH(l(ωn), l0)π
∗(ωn)dωn +
∫
Vcε
dH(l(ωn), l0)π
∗(ωn)dωn
≤ ε+ oPn0 (1)
Taking ε→ 0, we get dH(lˆn(y,x)), l0(y,x)) = oPn0 (1). Now,
lˆn(y,x) =
1√
2πσˆ2n
e
− 1
2σˆ2n
(y−fˆn(x))2
Now, let us consider the form of
dH(lˆn, l0) =
∫ ∫ (√
lˆn(y,x)−
√
l0(y,x)
)2
dydx
= 2− 2
∫ ∫ √
lˆn(y,x)l0(y,x)dydx
= 2− 2
∫ ∫
1√
2πσˆnσ0
exp
{
−1
4
(
(y − fˆn(x))2
σˆ2n
+
(y − f0(x))2
σ20
)}
dydx
= 2− 2
√
2
σˆn/σ0 + σ0/σˆn︸ ︷︷ ︸
1©
∫
e
{
− 1
4(σˆ2n+σ
2
0
)
(fˆn(x)−f0(x))2
}
dx︸ ︷︷ ︸
2©
Since dH(lˆn, l0) = oPn0 (1), 1©× 2©
Pn0−→ 1.
Note that 1© ≤ 1 and 2© ≤ 1, thus 1©, 2© P
n
0−→ 1.
Since x+ 1/x ≥ 2, thus
1© P
n
0−→ 1 =⇒ σˆn P
n
0−→ σ0
We shall next show
2© P
n
0−→ 1 =⇒
∫
(fˆn(x) − f0(x))2dx P
n
0−→ 0
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We shall instead show that for any sequence {n}, there exists a further subsequence {nk} such that
∫
(fˆnk −
f0(x))
2dx
a.s.−→ 0
Since 2© P
n
0→ 1, there exists a sub-sequence {nk} s.t.∫
e
{
− 1
4(σˆ2nk
+σ2
0
)
(fˆnk (x)−f0(x))2
}
dx
a.s.−→ 1
This implies
1
4(σˆ2nk + σ
2
0)
(fˆnk(x)− f0(x))2 a.s.→ 0 a.e. x
(for details see proof of Corollary 1 in Lee (2000)).
Thus, using Scheffe’s theorem in Scheffe (1947), we have∫
1
4(σˆ2nk + σ
2
0)
(fˆnk(x)− f0(x))2dx a.s.→ 0
which implies ∫
1
4(σˆ2n + σ
2
0)
(fˆn(x)− f0(x))2dx = oPn0 (1)
Since σˆn
oPn
0→ σ20 , applying Slutsky, we get∫
(fˆn(x)− f0(x))2dx = oPn0 (1)
6. Discussion
In this paper, we have highlighted the conditions which guarantee that the variational posterior of feed-
forward neural networks is consistent. A variational family, as simple as a Gaussian mean-field, is good
enough to ensure that the variational posterior is consistent provided the entropy of the true function f0 is
well behaved. In other words, f0 has an approximating neural network solution which approximates f0 at a
fast enough rate while ensuring that the number of nodes and the L2 norm of the NN parameters grow in
a controlled manner. Conditions of this form are often needed when one tries to establish the consistency
of neural networks in a frequentist set up (see condition C3 in Shen et al. (2019)). Whereas variational
posterior presents a scalable alternative to MCMC, unlike MCMC its consistency cannot be guaranteed
without certain restriction on the entropy of the true function. Two other main contributions of the paper
include that (1) Gaussian family may not always work as the best choice for a variational family (see Section
4) and (2) One may need a prior with variance growing in n when the rate of growth in the L2 norm of the
approximating NN is high (see Theorem 3.1).
Although, we have quantified consistency of the variational posterior, the rate of contraction of the
variational posterior still needs to be explored. We suspect that this rate would be closely related to the rate
of contraction of the true posterior with mild assumptions on the entropy of the function f0. By following
ideas of the proofs in this paper, one may be able to quantify conditions on the entropy of f0 when one uses a
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deep neural network instead of one layer neural network in order to guarantee the consistency of variational
posterior. Similarly, the effect of hierarchical priors and hyperparameters on the rate of convergence of the
variational posterior need to be explored.
7. Appendix
7.1. General Lemmas
Lemma 7.1. Let p and q be any two density functions. Then
Ep
(∣∣∣∣log pq
∣∣∣∣) ≤ dKL(p, q) + 2e
Proof. Proof is same as proof of Lemma 4 in Lee (2000).
Lemma 7.2. Let fθ0n(x) = β00 +
∑kn
j=1 βj0ψ(γ
⊤
j0x) be a fixed neural network satisfying
|θin − θi0n| ≤ ǫ, i = 1, · · · ,K(n).
Then, ∫
(fθn(x)− fθ0n(x))2dx ≤ 8
k2n + (p+ 1)2( kn∑
j=1
|θi0n|)2
 ǫ2
Proof. This proof uses some ideas from Lemma 6 in Lee (2000). Note that
fθn(x) = β0 +
kn∑
j=1
βjψ(γ
⊤
j x) fθ0n(x) = β00 +
kn∑
j=1
βj0ψ(γ
⊤
j0x)
Therefore,
|fθn(x)− fθ0n(x)| ≤ |β0 − β00|+
kn∑
j=1
|βjψ(γ⊤j x)− βj0ψ(γ⊤j0x)|
Let uj = −γ⊤j0x, rj = (γj0 − γj)⊤x, then
= |β0 − β00|+
kn∑
j=1
∣∣∣ βj
1 + euj+rj
− βj0
1 + euj
∣∣∣
= |β0 − β00|+
kn∑
j=1
∣∣∣βj(1 + euj )− βj0(1 + euj+rj )
(1 + euj+rj )(1 + euj )
∣∣∣
= |β0 − β00|+
kn∑
j=1
|βj − βj0|+ |βjeuj − βj0euj+rj |
(1 + euj+rj )(1 + euj )
= |β0 − β00|+ 2
kn∑
j=1
|βj − βj0|+
kn∑
j=1
|βj0||1− erj |
Since, for δ small |rj | < (p+ 1)δ < 1, thus |1− erj | < 2|rj |.
|fθn(x)− fθ0n(x)| ≤ 2knǫ+ 2ǫ(p+ 1)
kn∑
j=1
|βj0| ≤ 2knǫ+ 2ǫ(p+ 1)
kn∑
j=1
|θi0n|
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Using
(a+ b)2 ≤ 2(a2 + b2) (36)
the proof follows.
Lemma 7.3. With |σ/σ0 − 1| < δ
1.
h1(σ) =
1
2
log
σ2
σ20
− 1
2
(
1− σ
2
0
σ2
)
≤ δ2
2.
h2(σ) =
1
2σ2
≤ 1
2σ20(1− δ)2
Proof. Let x = σ/σ0, then
1.
h1(x) =
1
2
log x2 − 1
2
(
1− 1
x2
)
where |x− 1| < δ. The function h1(x) satisfies
h1(x) ≤ (x− 1)h′1(1) +
(x− 1)2
2
h′′1(1) ≤ δh′1(1) +
δ2
2
h′′1(1) = δ
2
since h′′′1 (y) ≤ 0 for every y ∈ (1− δ, 1 + δ).
2.
h2(x) =
1
2σ20x
2
≤ 1
2σ20(1− δ)2
Lemma 7.4. With σρ = log(1 + e
ρ) and |ρ− ρ0| < δσ0, σ0 = log(1 + eρ0).
1.
h1(ρ) =
1
2
log
σ2ρ
σ20
− 1
2
(
1− σ
2
0
σ2ρ
)
≤ δ2
2.
h2(ρ) =
1
2σ2ρ
≤ 1
2σ20(1 − δ)2
Proof. |ρ− ρ0| < δ log(1 + eρ0) implies
log(1 + eρ)− log(1 + eρ0) ≤ δ log(1 + eρ0)
Similarly,
log(1 + eρ)− log(1 + eρ0) ≥ −δ log(1 + eρ0)
Thus, |σρ/σ0 − 1| < δ. The remaining part of the proof follows on the same lines as Lemma 7.3.
Lemma 7.5. With q(σ2) = ((nσ20)
n/Γ(n))(1/σ2)(n+1)e−nσ
2
0/σ
2
and h(σ2) = (1/2)(log(σ2/σ20)−(1−σ20/σ2)),
for every 0 ≤ δ < 1, we have ∫
h(σ2)q(σ2)dσ2 = o(n−δ)
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Proof. ∫
h(σ2)q(σ2)dσ2 =
∫
1
2
(
log
σ2
σ20
−
(
1− σ
2
0
σ2
))
(nσ20)
n
Γ(n)
(
1
σ2
)n+1
e−
nσ20
σ2 dσ2
=
∫
1
2
(
log
σ
σ20
−
(
1− σ
2
0
σ
))
(nσ20)
n
Γ(n)
(
1
σ
)n+1
e−
nσ20
σ dσ
=
1
2
(
lognσ20 − logψ(n)− log σ20
)− 1
2
(
1− σ
2
0
σ20
)
=
1
2
(
logn− logn+O(n−1)) = o(n−δ)
where the last step holds because ψ(n) = logn+O(n−1) (see Lemma 4 in Elezovic and Giordano (2000)).
Lemma 7.6. With q(σ2) = ((nσ20)
n/Γ(n))(1/σ2)(n+1)e−nσ
2
0/σ
2
and h(σ2) = 1/(2σ2), for every 0 ≤ δ < 1,∫
h(σ2)q(σ2)dσ2 =
1
2σ20
Proof. ∫
h(σ2)q(σ2)dσ2 =
∫
1
2σ2
(nσ20)
n
Γ(n)
(
1
σ2
)n+1
e−
nσ20
σ2 dσ2
=
∫
1
2σ
(nσ20)
n
Γ(n)
(
1
σ
)n+1
e−
nσ20
σ dσ
=
n
2nσ20
=
1
σ20
Lemma 7.7. With σρ = log(1 + e
ρ) and σ0 = log(1 + e
ρ0), let h(ρ) = (1/2) log(σ2ρ/σ
2
0) − (1/2)(1− σ20/σ2ρ)
and q(ρ) =
√
n/(2πν2)e−n(ρ−ρ0)
2/2ν2 . Then, for every 0 ≤ δ < 1, we have∫
h(ρ)q(ρ)dρ = o(n−δ)
Proof. First note that h(ρ) ≥ 0, thus it suffices to show ∫ h(ρ)q(ρ)dρ ≤ o(n−δ). In this direction,∫
h(ρ)q(ρ)dρ =
∫
|ρ−ρ0|<1/nδ/2
h(ρ)q(ρ)dρ︸ ︷︷ ︸
1©
+
∫
|ρ−ρ0|>1/nδ/2
h(ρ)q(ρ)dρ︸ ︷︷ ︸
2©
We can apply Taylor expansion to 1© as
1© =
∫
|ρ−ρ0|<1/nδ/2
(
h(ρ0) + (ρ− ρ0)h′(ρ0) + (ρ− ρ0)
2
2
h′′(ρ0) + o((ρ− ρ0)2)
)
q(ρ)dρ
=
∫
|ρ−ρ0|<1/nδ/2
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ+ o(n−δ)
where the equality follows since h(ρ0) = 0 and q(ρ) is symmetric around ρ = ρ0.
It is easy to check h′′(ρ0) > 0, which implies∫
|ρ−ρ0|<1/nδ/2
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ ≤
∫
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ =
h′′(ρ0)ν2
2n
= O(n−1)
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Thus, for every 0 ≤ δ < 1, 1© ≤ O(n−1) + o(n−δ) = o(n−δ).
For the remaining part of the proof, we shall make use of the Mill’s ratio approximation as follows.
1− Φ(an) ∼ φ(an)
an
(37)
where Φ and φ are the cdf and pdf of standard normal distribution respectively.
For 2©,
2© =
∫
|ρ−ρ0|>1/nδ/2
(
1
2
log
σ2ρ
σ20
− 1
2
(
1− σ
2
0
σ2ρ
))√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ −1
2
log σ20
∫
|ρ−ρ0|>1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ︸ ︷︷ ︸
3©
+
1
2
∫
|ρ−ρ0|>1/nδ/2
log σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ︸ ︷︷ ︸
4©
+ σ20
∫
|ρ−ρ0|>1/nδ/2
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ︸ ︷︷ ︸
5©
Let c = log(e− 1), then c > 0.
If ρ0 ≥ c, then − logσ20 ≤ 0 and 3© can be dropped. If ρ0 < c =⇒ − logσ20 > 0, then
3© = 2
(
1− Φ
( √
n
νnδ/2
))
∼ O
(
1
n
1
2− δ2
e−n
1−δ
)
= o(n−δ) (38)
For 4©, we make use of the following result
If ρ < c, log σρ < 0. For ρ > c, log σρ ≤ log(2eρ). (39)
If ρ0 < c, then ρ0 − 1/nδ/2, ρ0 + 1/nδ/2 < c for n sufficiently large.
Using (39) and getting rid of negative terms, we get
4© ≤
∫ ∞
c
log σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ ≤
∫ ∞
c
2(log 2 + ρ)
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 2 log 2
∫ ∞
c
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+ 2
∫ ∞
c
ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 2 log 2
∫ ∞
√
n(c−ρ0)/ν
1√
2π
e−
1
2u
2
dρ+ 2
∫ ∞
√
n(c−ρ0)/ν
(
uν√
n
+ ρ0
)
1√
2π
e−
1
2u
2
dρ
= (2 log 2 + 2ρ0)
(
1− Φ
(√
n(c− ρ0)
ν
))
+
2ν√
n
∫ ∞
√
n(c−ρ0)/ν
u√
2π
e−
1
2u
2
dρ
= (2 log 2 + 4ρ0)Φ
(
−
√
n(c− ρ0)
ν
)
+
4ν√
2πn
e−
n(c−ρ0)
2
2ν2
= O
(
1√
n
e−n
)
+O
(
1√
n
e−n
)
= o(n−δ) follows from (37)
If ρ0 > c, then ρ0 − 1/nδ/2, ρ0 + 1/nδ/2 > c for n sufficiently large.
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Using (39) and getting rid of negative terms, we get
4© ≤
∫ ρ0−1/nδ/2
c
log σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
∫ ∞
ρ0+1/nδ/2
log σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 2(log 2 + ρ)
(∫ ρ0−1/nδ/2
c
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
∫ ∞
ρ0+1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
)
= (2 log 2 + 2ρ0)
{
Φ
(−√n
nδ/2ν
)
− Φ
(√
n(c− ρ0)
ν
)
+ 1− Φ
( √
n
nδ/2ν
)}
+
2ν√
2πn
(
e−
n(c−ρ0)
2
2ν2 − e−n
1−δ
2ν2
)
+
2ν√
2πn
(
e−
n1−δ
2ν2
)
4© ≤ (2 log 2 + 2ρ0)Φ
(
−
√
n
nδ/2ν
)
+
2ν√
2πn
(
e−
n(c−ρ0)
2ν2
)
= O
(
1√
n1−δ
e−n
1−δ
)
+O
(
1√
n
e−n
)
= o(n−δ) follows from (37)
If ρ0 = c, then ρ0 − 1/nδ/2 < c and ρ0 + 1/nδ/2 > c for n sufficiently large, thus
4© ≤
∫ ∞
ρ0+1/nδ/2
log σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ = (2 log 2 + 2ρ0)
{
1− Φ
( √
n
nδ/2ν
)}
+
2ν√
2πn
(
e−
n1−δ
2ν2
)
= O
(
1√
n
e−n
1−δ
)
+O
(
1√
n1−δ
e−n
1−δ
)
= o(n−δ) follows from (37)
For 5©, we shall make use of the following result:
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2 = e−
(
ρ0− ν2n
)√
n
2πν2
e
− n
2ν2
(
ρ−
(
ρ0− ν2n
))2
1
σ2ρ
≤ 3e−2ρ, ρ < 0 1
σ2ρ
≤ 1
(log 2)2
, ρ > 0 (40)
If ρ < 0, then ρ0 − 1/nδ/2, ρ0 + 1/nδ/2 < 0 for n sufficiently large. Thus, using (40), we get
5© =
∫ ρ0−1/nδ/2
−∞
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
∫ 0
ρ0+1/nδ/2
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
+
∫ ∞
0
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3
∫ ρ0−1/nδ/2
−∞
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+ 3
∫ 0
ρ0+1/nδ/2
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
+
1
(log 2)2
∫ ∞
0
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3
∫
|ρ−ρ0|>1/nδ/2
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
1
(log 2)2
∫ ∞
0
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3e−
(
ρ0− ν2n
) ∫
|ρ−ρ0|>1/nδ/2
√
n
2πν2
e
− n
2ν2
(
ρ−
(
ρ0− ν2n
))2
+
1
(log 2)2
∫ ∞
0
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 6e
−
(
ρ0− ν2n
)
Φ
(
−
√
n
ν
(
1
nδ/2
− ν
2
n
))
+
1
(log 2)2
Φ(−√n(−ρ0))
= O
(
1√
n1−δ
e−n
1−δ
)
+O
(
1√
n
e−n
)
= o(n−δ) follows from (37)
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If ρ > 0, then ρ0 − 1/nδ/2, ρ0 + 1/nδ/2 > 0 for n sufficiently large. Thus, using (40), we get
5© =
∫ 0
−∞
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
∫ ρ0−1/nδ/2
0
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
+
∫ ∞
ρ0+1/nδ/2
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤
∫ 0
−∞
3e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
1
(log 2)2
∫ ρ0−1/nδ/2
0
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
+
1
(log 2)2
∫ ∞
ρ0+1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3
∫ 0
−∞
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
1
(log 2)2
∫
|ρ−ρ0|>1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
5© ≤ 3e−
(
ρ0− ν2n
) ∫ 0
−∞
√
n
2πν2
e
− n
2ν2
(
ρ−
(
ρ0− ν2n
))2
+
1
(log 2)2
∫
|ρ−ρ0|>1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3e−
(
ρ0− ν2n
) ∫ 0
−∞
√
n
2πν2
e
− n
2ν2
(
ρ−
(
ρ0− ν2n
))2
+
1
(log 2)2
∫
|ρ−ρ0|>1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 3e
−
(
ρ0− ν2n
)
Φ
(−√n
ν
(
ρ0 − ν
2
n
))
+
2
(log 2)2
Φ
(
−
√
nρ0
νnδ/2
)
= O
(
1√
n
e−n
)
+O
(
1√
n1−δ
e−n
1−δ
)
= o(n−δ) follows from (37)
If ρ0 = 0, then ρ0 − 1/nδ/2 < 0, ρ0 + 1/nδ/2 > 0 for n sufficiently large. Thus, using (40), we get
5© =
∫ ρ0−1/nδ/2
−∞
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
∫ ∞
ρ0+1/nδ/2
1
σ2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3
∫ ρ0−1/nδ/2
−∞
e−2ρ
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ+
1
(log 2)2
∫ ∞
ρ0+1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
≤ 3e−
(
ρ0− ν2n
) ∫ ρ0−1/nδ/2
−∞
√
n
2πν2
e
− n
2ν2
(
ρ−
(
ρ0− ν2n
))2
+
1
(log 2)2
∫ ∞
ρ0+1/nδ/2
√
n
2πν2
e−
n
2ν2
(ρ−ρ0)2dρ
= 3e
−
(
ρ0− ν2n
)
Φ
(−√n
ν
(
1
nδ/2
− ν
2
n
))
+
1
(log 2)2
Φ
(
−
√
nρ0
νnδ/2
)
= O
(
1√
n1−δ
e−n
1−δ
)
+O
(
1√
n
e−n
)
= o(n−δ) follows from (37)
Lemma 7.8. With σρ = log(1+e
ρ) and σ0 = log(1+e
ρ0), let h(ρ) = 1/(2σ2ρ) and q(ρ) =
√
n/(2πν2)e−n(ρ−ρ0)
2/2ν2 .
Then, for every 0 ≤ δ < 1, we have ∫
h(ρ)q(ρ)dρ =
1
2σ20
+ o(n−δ)
Proof. ∫
h(ρ)q(ρ)dρ =
∫
|ρ−ρ0|<1/nδ/2
h(ρ)q(ρ)dρ︸ ︷︷ ︸
1©
+
∫
|ρ−ρ0|>1/nδ/2
h(ρ)q(ρ)dρ︸ ︷︷ ︸
2©
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We can apply Taylor expansion to 1©,
1© =
∫
|ρ−ρ0|<1/nδ/2
(
h(ρ0) + (ρ− ρ0)h′(ρ0) + (ρ− ρ0)
2
2
h′′(ρ0) + o((ρ− ρ0)2)
)
q(ρ)dρ
=
1
2σ20
+
∫
|ρ−ρ0|<1/nδ/2
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ + o(n−δ)
where the equality follows since h(ρ0) = 1/(2σ
2
0) and q(ρ) is symmetric around ρ0.
Since (ρ− ρ0)2 and h′′(ρ0) > 0, it suffices to show
∫
|ρ−ρ0|<1/nδ/2
(ρ−ρ0)2
2 h
′′(ρ0)q(ρ)dρ ≤ o(n−δ).
In this direction,∫
|ρ−ρ0|<1/nδ/2
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ ≤
∫
(ρ− ρ0)2
2
h′′(ρ0)q(ρ)dρ =
h′′(ρ0)ν2
2n
= O(n−1) = o(n−δ)
Since h(ρ) > 0, to prove 2© = o(n−δ) it suffices to show 2© ≤ o(n−δ).
Note, 2© is same as 5© of Lemma 7.7, except for a constant. Thus, 2© ≤ o(n−δ) which completes the proof.
Lemma 7.9. Suppose condition (C1) and assumption (A1) holds for some 0 < a < 1 and 0 ≤ δ < 1 − a.
Let
h(θn) =
∫
(fθn(x)− f0(x))2dx
we have ∫
h(θn)q(θn)dθn = o(n
−δ) (41)
provided
1. Assumption (A2) holds with same δ as (A1) and
q(θn) =
K(n)∏
i=1
√
n
2πτ2
e−
n
2τ2
(θin−θ0in)2
2. Assumption (A3) holds and
q(θn) =
K(n)∏
i=1
√
nv+1
2πτ2
e−
nv+1
2τ2
(θin−θ0in)2
Proof. Note that since h(θn) > 0, to prove (41), it suffices to show
∫
h(θn)q(θn)dθn = o(n
−δ).
We begin by proving statement 1. of the lemma. Let A = {θn : ∩K(n)i=1 |θin − θ0in| ≤ 1/nδ/2}, then∫
h(θn)q(θn)dθn =
∫
A
h(θn)q(θn)dθn︸ ︷︷ ︸
1©
+
∫
Ac
h(θn)q(θn)dθn︸ ︷︷ ︸
2©
For 1©, we do a Taylor expansion of h(θn) around θ0n as
1© =
∫
A
(
h(θ0n) + (θn − θ0n)⊤∇h(θ0n) + 1
2
(θn − θ0n)⊤∇2h(θ0n)(θn − θ0n)
)
q(θn)dθn
+
∫
A
o(||θn − θ0n)||2)q(θn)dθn
=
∫
A
(θn − θ0n)⊤∇h(θ0n)q(θn)dθn︸ ︷︷ ︸
3©
+
1
2
∫
A
(θn − θ0n)⊤∇2h(θ0n)(θn − θ0n)q(θn)dθn︸ ︷︷ ︸
4©
+o(n−δ)
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where the last equality follows since h(θ0n) = o(n
−δ) by assumption (A1).
With I = {1, · · · ,K(n)}, let ∇h(θ0n) = (ai)i∈I and ∇2h(θ0n) = ((bij))i∈I,j∈I
3© =
K(n)∑
i=1
ai
∫
|θin−θi0n|<1/nδ/2
(θin − θi0n)q(θin)dθin
=
K(n)∑
i=1
ai
∫ θi0n+1/nδ/2
θi0n−1/nδ/2
(θin − θi0n)
√
n
2πτ2
e−
n
2τ2
(θin−θi0n)2 =
K(n)∑
i=1
ai
∫ √n1−δ/τ
−
√
n1−δ/τ
u√
2π
e−
1
2u
2
du = 0 (42)
since ue−1/2u
2
is an odd function. Also,
4© =
K(n)∑
i=1
bii
∫
|θin−θi0n|≤1/nδ/2
(θin − θi0n)2q(θin)dθin
+
K(n)∑
i=1
K(n)∑
j=1,i6=j
∫
|θin−θi0n|≤1/nδ/2
(θin − θi0n)q(θin)dθin
∫
|θjn−θj0n|≤1/nδ/2
(θjn − θj0n)q(θjn)dθjn
=
K(n)∑
i=1
bii
∫
|θin−θi0n|≤1/nδ/2
(θin − θi0n)2q(θin)dθin
where second equality to third equality is a consequence of (42). Thus,
4© ≤
K(n)∑
i=1
|bii|
∫
(θin − θi0n)2q(θin)dθin = τ
2
n
K(n)∑
i=1
|bii|
We next try to bound the quantities |bii|. First note that
∇2h(θn) = 2
∫
∇fθ0n(x)∇fθ0n(x)⊤dx+ 2
∫
(fθ0n(x)− f0(x))∇2fθ0n(x)dx
Let θ0n = [β0, β1, · · · , βkn , γ11, · · · , γ1p, γ21, · · · , γ2p, · · · , γK(n)1, · · · , γK(n)p]⊤. Then,
b = [2, c0, c1, · · · , cK(n)]⊤
where for i = 1, · · · , kn, j = 1, · · · , p, we have
c0i = 2
∫
(ψ(γ⊤i0x))
2dx
cij = 2β
2
i0
∫
(ψ′(γ⊤i0x))
2dx+ 2β2i0
∫
(fθ0n(x)− f0(x))(ψ′′(γ⊤i0x))2dx, j = 0
= 2β2i0
∫
(ψ′(γ⊤i0x))
2x2ijdx+ 2β
2
i0
∫
(fθ0n(x)− f0(x))(ψ′′(γ⊤i0x))2x2ijdx, j > 0
Using the fact that |ψ(u)|, |ψ′(u)|, |ψ′′(u)| ≤ 1 and |xij | ≤ 1 we get
4© ≤ τ
2
n
(
2(kn + 1) + 2(p+ 1)
kn∑
i=1
β2j0 + (p+ 1)
∫
|fθ0n − f0(x)|dx
kn∑
i=1
β2j0
)
≤ τ
2
n
(2(K(n) + 1) + 2(p+ 1)
K(n)∑
i=1
θ2i0n + (p+ 1)
K(n)∑
i=1
θ2i0n||fθ0n − f0||22 = o(n−δ)
where the last equality is a consequence of assumptions (A1), (A2) and condition (C1).
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For 2©, note that ∫
Ac
h(θn)dθn = 2
∫
Ac
∫
f2
θn
(x)dxq(θn)dθn + 2
∫
Ac
∫
f20 (x)dxq(θn)dθn
First, note that |fθn(x)| ≤
∑kn
j=0 |βj | ≤
∑kn
j=0 |βj0|+
∑kn
j=0 |βj − βj0|2 since |ψ(u)| ≤ 1. Thus,∫
Ac
h(θn)dθn ≤ 4
∫
Ac
(
kn∑
j=1
|βj0|)2q(θn)dθn︸ ︷︷ ︸
5©
+4
∫
Ac
(
kn∑
j=1
|βj − βj0|)2q(θn)dθn︸ ︷︷ ︸
6©
+2
∫
f20 (x)dx
∫
Ac
q(θn)dθn︸ ︷︷ ︸
7©
where the last equality follows since using (a+ b)2 ≤ 2(a2 + b2).
First note that Ac = ∪K(n)i=1 Aci where Ai = {|θin − θi0n| ≤ 1/nδ/2}. Therefore,
Q(Ac) = Q(∪K(n)i=1 Aci ) ≤
K(n)∑
i=1
Q(Aci )
=
K(n)∑
i=1
∫
|θin−θi0n|>1/nδ/2
q(θin)dθin = 2K(n)
(
1− Φ
( √
n
τnδ/2
))
= O
(
nae−n
1−δ
√
n1−δ
)
(43)
where the last asymptotic equality is a consequence of (37) and condition (C1).
For 7©, note that ∫ f20 (x)dx ≤M for some M > 0. Therefore,
7© = O
(
na√
n1−δ
e−n
1−δ
)
= o(n−δ)
for any 0 ≤ δ < 1.
For 5©, note that ∑knj=1 θ2i0n = o(n1−δ) by assumption (A2). Using this together with (43), we get
5© = (
kn∑
j=1
|βj0|)2Q(Ac) ≤ kn
kn∑
i=1
β2j0Q(A
c) ≤ K(n)
K(n)∑
j=1
θ2i0nQ(A
c) ≤ o(n1−δ)O
(
n2a√
n1−δ
e−n
1−δ
)
= o(n−δ)
For 6©, using Cauchy Schwartz, we get∫
Ac
(
kn∑
j=1
|βj − βj0|)2q(θn)dθn ≤ kn
kn∑
j=1
∫
Ac
(βj − βj0)2q(θn)dθn = O(k2ne−n
1−δ
) = O(n2ae−n
1−δ
= o(n−δ)
where the fact
∫
Ac
(βj − βj0)2q(θn)dθn ∼ e−n1−δ is shown below. Now, let Aβj = {|βj − βj0| > 1/nδ/2}∫
Ac
(βj − βj0)2q(θn)dθn =
∫
Ac∩Aβj
(βj − βj0)2q(θn)dθn +
∫
Ac∩Acβj
(βj − βj0)2q(θn)dθn
≤
∫
Aβj
(βj − βj0)2q(βj)dβj + τ
2
n
∫
A˜c
q(θ˜n)dθ˜n (44)
where θ˜n includes all coordinates of θn except βj and A˜
c is the union of all Aci except A
c
βj
.∫
Aβj
(βj − βj0)2q(βj)dβj =
∫
|βj−βj0|>1/nδ/2
√
n
2πτ2
(βj − βj0)2e−
n
2τ2
(βj−β2j0)
= 2
∫ ∞
√
n1−δτ
u2√
2π
e−
1
2u
2
.
√
2
π
∫ ∞
√
n1−δτ
e−udu x2e−x
2/2 ≤ e−x, x→∞
= O(e−n
1−δ
) (45)
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Using (43), we get ∫
A˜c
q(θ˜n)dθ˜n = O
(
e−n
1−δ
√
n1−δ
)
Using (45) and (46) in (44), we get∫
Ac
(βj − βj0)2q(βj)dβj = O(e−n
1−δ
) +O
(
na
n
e−n
1−δ
√
n1−δ
)
= O(e−n
1−δ
) (46)
The only difference with statement 2. is that
∑K(n)
i=1 θ
2
i0n = O(n
v) and τ2 = τ2/nv+1.
The proof is similar and details have been omitted.
Lemma 7.10. Suppose Nε = {ωn : dKL(l0, lωn) < ε} and p(ωn) satisfies∫
N
κ/nδ
p(ωn)dωn ≥ e−κ˜n
1−δ
, n→∞ (47)
for every κ and κ˜ for some 0 ≤ δ < 1. Then,
log
∫
L(ωn)
L0
p(ωn)dωn = oPn0 (n
1−δ) (48)
provided 0 ≤ δ < 1.
Proof. This proof uses ideas from the proof of Lemma 5 in Lee (2000). By Markov’s inequality,
Pn0
(∣∣∣∣∫ log L(ωn)L0 p(ωn)dωn
∣∣∣∣ ≥ ǫn1−δ) ≤ 1ǫn1−δEn0
(∣∣∣∣log ∫ L(ωn)L0 p(ωn)dωn
∣∣∣∣)
=
1
ǫn1−δ
∫ ∣∣∣∣log ∫ L(ωn)L0 p(ωn)dωn
∣∣∣∣L0dµ
≤ 1
ǫn1−δ
(
dKL(L0, L
∗) +
2
e
)
(49)
where L∗ =
∫
L(ωn)p(ωn)dωn and the last equality follows from Lemma 7.1. Further,
dKL(L0, L
∗) = En0
(
log
L0
L∗
)
= En0
(
log
L0∫
L(ωn)p(ωn)dωn
)
≤ En0
log L0∫
N
κ/nδ
L(ωn)p(ωn)dωn

≤
∫
N
κ/nδ
p(ωn)dωn +
∫
N
κ/nδ
dKL(L0, L(ωn))p(ωn)dωn Jensen’s inequality
≤ − log e−κ˜n1−δ + κn1−δ = n1−δ(κ+ κ˜) (50)
where the last equality follow from (47).
Using (50) in (49), the result follows and taking κ˜→ 0 and κ→ 0.
Lemma 7.11. Suppose q satisfies ∫
dKL(l0, l(ωn))q(ωn)dωn = o(n
−δ),
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then ∫
q(ωn) log
L(ωn)
L0
dωn = oPn0 (n
1−δ)
In this direction, note that
Pn0
(∣∣∣∣∫ q(ωn) log L(ωn)L0 dωn
∣∣∣∣ > n1−δǫ) ≤ Pn0 (∣∣∣∣∫ q(ωn) log L(ωn)L0 dωn
∣∣∣∣ ≥ n1−δǫ)
≤ 1
n1−δǫ
En0
(∣∣∣∣∫ q(ωn) log L(ωn)L0 dωn
∣∣∣∣)
where the last result follows from Markov’s Inequality
≤ 1
n1−δǫ
En0
(∫
q(ωn)
∣∣∣∣log L(ωn)L0
∣∣∣∣ dωn)
=
1
n1−δǫ
∫
q(ωn)
∫ ∣∣∣∣log L0L(ωn)
∣∣∣∣L0dµdωn
Using Lemma 7.1, we get
≤ 1
n1−δǫ
∫
q(ωn)
(
dKL(L0, L(ωn)) +
2
e
)
dωn → 0
since
∫
q(ωn)dKL(L0, L(ωn))dωn = n
∫
q(ωn)dKL(l0, l(ωn))dωn = o(n
1−δ) .
Lemma 7.12. Let H[](u, G˜n, ||.||2) ≤ K(n) log
(
Mn
u
)
then∫ ε
0
H[](u, G˜n, ||.||2)du ≤ εO(
√
K(n) logMn)
Proof. This proof uses some ideas from the proof of Lemma 1 in Lee (2000)
∫ ε
0
√
H(u, G˜n, ||.||2) ≤
√
K(n)
∫ ε
0
√
log
(
Mn
u
)
du =
K(n)1/2Mn
2
∫ ∞
√
log Mnε
ν2e−ν
2/2dν
=
K(n)1/2Mn
2
(
ε
Mn
√
log
Mn
ε
+
√
2π
∫ ∞
√
log Mnε
1√
2π
e−ν
2/2dν
)
∼ K(n)
1/2Mn
2
 εMn
√
log
Mn
ε
+
√
2π
φ
(√
log Mnε
)
√
log Mnε
 by (37)
≤ ε
2
√
K(n)
√
logMn − log ε
(
1 +
1
Mn
logMn
ε
)
= εO(
√
K(n) logMn)
Lemma 7.13. For any ε > 0, suppose
1√
n
∫ ε
0
H(u, G˜n, ||.||2) ≤ ε2
Then,
Pn0
(
sup
ωn∈Vcε∩Fn
L(ωn)
L0
≥ e−nε2
)
→ 0, n→∞ (51)
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Proof. Note that, ∫ √2ε
ε2/8
H(u, G˜n, ||.||2)du ≤
∫ √2ε
0
H(u, G˜n, ||.||2)du ≤ 2ε2
√
n
Therefore by Theorem 1 in Wong and Shen (1995), for some constant C > 0, we have
Pn0
(
sup
ωn∈Vcε∩Fn
L(ωn)
L0
≥ e−nε2
)
≤ 4 exp(−nCε2)
Lemma 7.14. Suppose, for some r > 0, p(ωn) satisfies∫
Fcn
p(ωn)dωn ≤ e−κn
r
, n→∞
for any κ > 0. Then, for every κ˜ < κ.
Pn0
(∫
ωn∈Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−κ˜n
r
)
→ 0
Proof. This proof uses ideas from proof of Lemma 3 in Lee (2000).
Pn0
(∫
ωn∈Fcn
L(ωn)p(ωn)
L0
dωn > e
−κ˜nr
)
= eκ˜n
r
En0
(∫
ωn∈Fcn
L(ωn)
L0
p(ωn)dωn
)
= eκ˜n
r
∫ ∫
ωn∈Fcn
L(ωn)
L0
p(ωn)dωnL0dµ
= eκ˜n
r
∫
ωn∈Fcn
p(ωn)dωn
≤ eκ˜nre−κnr = e−(κ−κ˜)nr → 0, n→∞
7.2. Lemmas and Propositions for Theorem 3.1 and 3.2
Lemma 7.15. Let, G˜n = {√g : g ∈ Gn} where Gn is given by (10) with K(n) ∼ na and Cn = enb−a . Then,
1√
n
∫ ε
0
√
H[](u, G˜n, ||.||2)du ≤ ε2
Proof. This proof uses some ideas from the proof of Lemma 2 in Lee (2000).
First, note that, by Lemma 4.1 in Pollard (1990),
N(ε,Fn, ||.||∞) ≤
(
3Cn
ε
)K(n)
.
For ω1,ω2 ∈ Fn, let L˜(u) =
√
Luω1+(1−u)ω2(x, y). Then,
√
Lω1(x, y)−
√
Lω2(x, y) =
∫ 1
0
dL˜
du
du =
∫ 1
0
K(n)∑
i=1
∂L˜
∂ωi
∂ωi
∂u
du =
K(n)∑
i=1
(ω1i − ω2i)
∫ 1
0
∂L˜
∂ωi
du
≤ sup
i
|ω1i − ω2i|
∫ 1
0
K(n)∑
i=1
sup
i
∣∣∣ ∂L˜
∂ωi
∣∣∣du = K(n) sup
i
∣∣∣ ∂L˜
∂ωi
∣∣∣||ω1 − ω2||∞
≤ F (x, y)||ω1 − ω2||∞ (52)
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where the upper bound F (x, y) =MK(n)Cnσ
3/2
0 for a constant M . This is because
| ∂L˜
∂βj
| ≤ (8πe2)−1/4σ3/20 , j = 0, · · · , kn
| ∂L˜
∂γjh
| ≤ (8πe2)−1/4Cnσ3/20 , j = 0, · · · , kn, h = 0, · · · , p
In view of (52) and Theorem 2.7.11 in van der Vaart et al. (1996), we have
N[](ε, G˜n, ||.||2) ≤
(
MK(n)C2n
ε
)K(n)
for some constant M > 0. Therefore,
H[](ε, G˜n, ||.||2) . K(n) log
K(n)C2n
u
Using, Lemma 7.12 with Mn = K(n)C
2
n, we get∫ ε
0
√
H[](u, G˜n, ||.||2)du ≤ εO(
√
K(n) logK(n)C2n) = εO(
√
nb)
where the last equality holds since K(n) ∼ na and Cn = enb−a . Therefore,
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Lemma 7.16. Let
Fn =
{
θn : |θin| ≤ Cn, i = 1, · · · ,K(n)
}
K(n) ∼ na, Cn = en
b−a
1. Suppose p(ωn) satisfies (17).
2. Suppose p(ωn) satisfies (18).
Then for every κ > 0, ∫
ωn∈Fcn
p(ωn)dωn ≤ e−nκ, n→∞.
Proof. This proof uses some ideas from the proof of Theorem 1 in Lee (2000). Let Fin = {θin : |θin| ≤ Cn},
Fn = ∩K(n)i=1 Fin =⇒ Fcn = ∩K(n)i=1 Fcin
We first prove the Lemma for prior in 1.
∫
ωn∈Fcn
p(ωn)dωn ≤
K(n)∑
i=1
∫
Fcin
1√
2πζ2
e
− θ
2
in
2ζ2 dθin = 2
K(n)∑
i=1
∫ ∞
Cn
1√
2πζ2
e
− θ
2
in
2ζ2 dθin
= 2K(n)
(
1− Φ
(
Cn
ζ
))
∼ K(n)
Cnζ
e
− C
2
n
2ζ2 by (37)
∼ naζ−1enb−ae−(e2n
b−a
)/ζ2 ≤ e−nκ, n→∞
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We next prove the Lemma for prior in 2. Analogous to the proof for prior in 1. we get,∫
ωn∈Fcn
p(ωn)dωn ≤ 2K(n)
(
1− Φ
(
Cn
ζnu/2
))
∼ K(n)
Cnζnu/2
e
− C
2
n
2ζ2nu by (37)
∼ naζ−1n−u/2enb−ae−(e2n
b−a
/ζ2nu) ≤ e−nκ, n→∞
Proposition 7.17. Suppose condition (C1) holds for some 0 < a < 1 and one of the following two hold.
1. Suppose p(ωn) satisfies (17).
2. Suppose p(ωn) satisfies (18).
Then,
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≤ log 2− nε2 + oPn0 (1)
Proof. This proof uses some ideas from the proof of Lemma 3 in Lee (2000). We shall first show
Pn0
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ log 2− nε2
)
→ 0, n→∞
Pn0
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ log 2− nε2
)
= Pn0
(∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ 2e−nε
2
)
≤ Pn0
(∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
+ Pn0
(∫
Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
Let Fn = {θn : |θin| ≤ Cn = enb−a , 0 < a < b < 1}.
By Lemma 7.15,
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Therefore, by Lemma 7.13, we have
Pn0
(∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
→ 0
In view of Lemma 7.16, for p(ωn) as in (17) and (18),∫
ωn∈Fcn
p(ωn)dωn ≤ e−2nε
2
Therefore, using Lemma 7.14 with r = 1, κ = 2ε2 and κ˜ = ε2, we have
Pn0
(∫
Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
→ 0
Finally to complete the proof, let
An =
{
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≤ log 2− nε2
}
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then,
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn =
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn
)
1An +
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn
)
1Acn
≤ (log 2− nε2) +
(
nε2 − log 2 + log
∫
Vcε
L(ωn)
L0
p(ωn)dωn
)
1Acn︸ ︷︷ ︸
A˜n
Pn0 (|A˜n| > ǫ) ≤ Pn0 (1Acn = 1)→ 0
as shown before. Thus, A˜n = oPn0 (1).
Proposition 7.18. Suppose condition (C1) holds with some 0 < a < 1. Let fθn be a neural network
satisfying assumption (A1) for some 0 ≤ δ < 1− a. With ωn = θn, define,
Nκ/nδ = {ωn : (1/σ20)
∫
(fθn(x)− f0(x))2 < κ/nδ} (53)
For every κ˜ > 0,
1. Suppose (A2) holds with same δ as (A1). With p(ωn) as in (17)∫
ωn∈Nκ/nδ
p(ωn)dωn ≥ e−κ˜n
1−δ
, n→∞.
2. Suppose (A3) holds with some v > 1. With p(ωn) as in (18)∫
ωn∈Nκ/nδ
p(ωn)dωn ≥ e−κ˜n
1−δ
, n→∞
Proof. This proof uses some ideas from the proof of Theorem 1 in Lee (2000).
By assumption (A1), let fθ0n(x) = β00 +
∑kn
j=1 βj0ψ(γ
⊤
j0x) be a neural network such that
||fθ0n − f0||2 ≤
κ
4nδ
(54)
Define neighborhood Mκ as follows
Mκ = {ωn : |θin − θi0n| <
√
κ/(4nδmn)σ0, i = 1, · · · ,K(n)}
where mn = 8K(n)
2 + 8(p+ 1)2(
∑K(n)
j=1 |θi0n|)2.
Note that mn ≥ 8kn + 8(p+ 1)2(
∑kn
j=1 |βj0|)2, thereby using Lemma 7.2 with ǫ =
√
κ/(4nδmn)σ0, we get,∫
(fθn(x)− fθ0n(x))2dx ≤
κ
4nδ
σ20 (55)
for every ωn ∈Mk. In view of (54) and (55), we have∫
(fθn(x)− f0(x))2dx ≤ 2||fθn − fθ0n ||2 + 2||fθ0n − f0||2 ≤
κσ20
nδ
by (36) (56)
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Using (56) in (53) we get ωn ∈ Nκ/nδ for every ωn ∈Mκ. Therefore,∫
ωn∈Nκ/nδ
p(ωn)dωn ≥
∫
ωn∈Mκ
p(ωn)dωn
We next show that, ∫
ωn∈Mκ
p(ωn)dωn > e
−κ˜n1−δ
For notation simplicity, let δn =
√
κ/(4nδmn)σ0
We first prove statement 1. of Proposition 7.18.
∫
ωn∈Mκ
p(ωn)dωn =
K(n)∏
i=1
∫ θi0n+δn
θi0n−δn
1√
2πζ2
e
− θ
2
in
2ζ2 dθin
=
K(n)∏
i=1
2δn
ζ
√
2π
e
− t
2
i
2ζ2 , ti ∈ [θi0n − δn, θi0n + δn] by mean value theorem
= exp
−K(n)(1
2
log
πζ2
2
− log δn
)
−
K(n)∑
i=1
t2i
2ζ2

≥ exp
−K(n)(1
2
log
πζ2
2
− log δn
)
−
K(n)∑
i=1
max((θi0n − ǫ)2, (θi0n + ǫ)2)
2ζ2
 (57)
for any ǫ > 0 since ti ∈ [θi0n − ǫ, θi0n + ǫ] when δn → 0.
Using assumption (A2) and condition (C1) together with (36), we get
K(n)∑
i=1
max((θi0n − ǫ)2, (θi0n + ǫ)2) ≤ 2
K(n)∑
i=1
θ2i0n + 2ǫK(n) ≤ κ˜n1−δ
K(n)
(
1
2
log
πζ2
2
− log δn
)
= K(n)
(
1
2
log
π
2
+
1
2
δ logn+
1
2
log 4 +
1
2
logmn − 1
2
log κ− log σ0
)
≤ κ˜n1−δ (58)
where the last inequality is a consequence of (C1) and the fact that logmn = O(log n) as shown next.
logmn ≤ log(8K(n)2 + 8(p+ 1)2K(n)
K(n)∑
j=1
θ2i0n) ≤ log(V1n2a + V2nan1−δ) ≤ V3 logn.
where the first inequality is a consequence of Cauchy Schwartz and the second inequality is a consequence
condition (C1) and assumption (A2).
Therefore, replacing (58) in (57), we get∫
ωn∈Mκ
p(ωn)dωn ≥ exp(−κ˜n1−δ)
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We next prove statement 2. of Proposition 7.18.
∫
ωn∈Mκ
p(ωn)dωn =
K(n)∏
i=1
∫ θi0n+δn
θi0n−δn
1√
2πζ2nu
e
− θ
2
in
2ζ2nu dθin
=
(
2δn√
2πζ2nu
)K(n)
e
−∑K(n)i=1 t
2
i
2ζ2nu , ti ∈ [θi0n − δn, θi0n + δn], by mean value theorem
≥ exp
−K(n)(1
2
log
πζ2
2
+
u
2
logn− log δn
)
−
K(n)∑
i=1
max((θi0n − ǫ)2, (θi0n + ǫ)2)
2ζ2nu

(59)
since for any ǫ > 0 since ti ∈ [θi0n − ǫ, θi0n + ǫ] for any ǫ > 0 when δn → 0.
Under assumption (A3) and condition (C1) together with (36), we have
1
nu
K(n)∑
i=1
max((θi0n − ǫ)2, (θi0n + ǫ)2) ≤ 2
nu
K(n)∑
i=1
θ2i0n + ǫK(n)
 ≤ κ˜n1−δ
K(n)
(
1
2
log
π
2
+
u
2
logn− log δn
)
≤ κ˜n1−δ (60)
where the last inequality holds by mimicking the argument in for the proof of part 1.
Therefore, replacing (60) in (59), we get∫
ωn∈Mκ
p(ωn)dωn ≥ exp(−κ˜n1−δ)
which completes the proof.
Proposition 7.19. Suppose condition (C1) and assumption (A1) hold for some 0 < a < 1 and 0 ≤ δ < 1−a.
1. Suppose (A2) holds with same δ as (A1) and p(ωn) satisfies (17).
2. Suppose (A3) holds for some v > 1 and p(ωn) satisfies (18).
Then, there exists a q ∈ Qn with Qn as in (13) such that
dKL(q(.), π(.|yn,Xn)) = oPn0 (n1−δ) (61)
Proof.
dKL(q(.), π(.|yn,Xn)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log π(ωn|yn,Xn)dωn
=
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log
L(ωn)p(ωn)∫
L(ωn)p(ωn)dωn
dωn
= dKL(q(.), p(.))︸ ︷︷ ︸
1©
−
∫
q(ωn) log
L(ωn)
L0
dωn︸ ︷︷ ︸
2©
+ log
∫
p(ωn)
L(ωn)
L0
dωn︸ ︷︷ ︸
3©
We first prove statement 1. of the Lemma.
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Here, we have
p(ωn) =
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2 q(ωn) =
K(n)∏
i=1
√
n
2πτ2
e−
n
2τ2
(θin−θ0in)2 (62)
dKL(q(.), p(.)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log p(ωn)dωn
=
K(n)∑
i=1
∫ (
1
2
logn− 1
2
log 2π − log τ − n(θin − θi0n)
2
2τ2
)
n√
2πτ2
e−
n(θin−θi0n)
2
2τ2 dθin
−
K(n)∑
i=1
∫ (
−1
2
log 2π − log ζ − θ
2
in
2ζ2
)
n√
2πτ2
e−
n(θin−θi0n)
2
2τ2 dθin
=
K(n)
2
(logn− log 2π − 2 log τ − 1) + K(n)
2
(− log 2π − 2 log ζ) +
K(n)∑
i=1
θ2i0n + τ
2/n
2ζ2
(63)
Thus,
1© = K(n)
2
logn+K(n) log
ζ
τ
√
e
+
1
2ζ2
K(n)∑
i=1
θ2i0n +
τ2
2ζ2n
= o(n1−δ)
where the last equality is a consequence of condition (C1) and assumption (A2).
For, 2© note that
dKL(l0, lωn) =
∫ ∫ (
1
2
log
σ20
σ20
− 1
2σ20
(y − f0(x))2 + 1
2σ20
(y − fθn(x))2
)
1√
2πσ20
e
− (y−f0(x))2
2σ20 dydx
=
1
2σ20
∫
(fθn(x)− f0(x))2dx (64)
By Lemma 7.9 part 1., dKL(l0, lωn) = o(n
−δ). Therefore, by Lemma 7.11, 2© = oPn0 (n1−δ).
Using part 1. of Proposition 7.18 in Lemma 7.10, we get 3© = oPn0 (n1−δ).
Next we prove statement 2. of the Lemma.
Here, we have
p(ωn)
K(n)∏
i=1
1√
2πζ2nu
e
− θ
2
in
2ζ2nu q(θn) =
K(n)∏
i=1
√
nv+1
2πτ2
e−
nv+1
2τ2
(θin−θ0in)2 (65)
dKL(q(.), p(.)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log p(ωn)dωn
=
1
2
K(n)∑
i=1
∫ (
lognv+1 − log 2π − 2 log τ − (θin − θi0n)
2
τ2/nv+1
)
nv+1√
2πτ2
e
− (θin−θi0n)2
2τ2/nv+1 dθin
− 1
2
K(n)∑
i=1
∫ (
− log 2π − 2 log ζ − lognu − θ
2
in
ζ2nu
)
nv+1√
2πτ2
e
−n(θin−θi0n)2
2τ2/nv+1 dθin
=
K(n)
2
((v + 1) logn− log 2π − 2 log τ − 1) + (K(n)
2
(− log 2π − 2 log ζ − u logn)
+
K(n)∑
i=1
θ2i0n +
τ2
nv+1
2ζ2nu
(66)
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Thus,
1© = (v + 1 + u)K(n)
2
logn+K(n) log
ζ
τ
√
e
+
1
2ζ2nu
K(n)∑
i=1
θ2i0n +
τ2
2ζ2nu+v+1
= o(n1−δ)
where the last equality is a consequence of condition (C1) and assumption (A3).
By Lemma 7.9 part 2., dKL(l0, lωn) = o(n
−δ). Therefore, by Lemma 7.11, 2© = oPn0 (n−δ).
Using part 2. of Proposition 7.18 in Lemma 7.10, we get 3© = oPn0 (n1−δ).
7.3. Lemmas and Propositions for Theorem 4.1
Lemma 7.20. Let, G˜n = {√g : g ∈ Gn} where Gn is given by (27) with K(n) ∼ na, Cn = enb−a , Dn = enb .
Then,
1√
n
∫ ε
0
√
H[](u, G˜n, ||.||2)du ≤ ε2
Proof. This proof uses some ideas from the proof of Lemma 2 in Lee (2000). First, note that by Lemma 4.1
in Pollard (1990), we have
N(ε,Fn, ||.||∞) ≤
(3Cn
ε
)K(n)(3Dn
ε
)
For ω1,ω2 ∈ Fn, let L˜(u) =
√
Luω1+(1−u)ω2(x, y).
Using (52), we get
√
Lω1(x, y)−
√
Lω2(x, y) ≤ (K(n) + 1) sup
i
∣∣∣ ∂L˜
∂ωi︸ ︷︷ ︸
F (x,y)
∣∣∣||ω1 − ω2||∞ ≤ F (x, y)||ω1 − ω2||∞ (67)
where the upper bound on F (x, y) is calculated as:
| ∂L˜
∂βj
| ≤ (8πe2)−1/4C3/2n , j = 0, · · · , kn
| ∂L˜
∂γjh
| ≤ (8πe2)−1/4C5/2n , j = 0, · · · , kn, h = 0, · · · , p
|∂L˜
∂ρ
| ≤ ((16π)−1/4 + (πe2/8)−1/4)C5/2n
In view of (52) and Theorem 2.7.11 in van der Vaart et al. (1996), we have
N[](ε, G˜n, ||.||2) ≤
(MK(n)C7/2n
ε
)K(n)(MDnK(n)C5/2n
ε
)
for some constant M > 0. Therefore,
H[](ε, G˜n, ||.||2) . K(n) log
K(n)C
7/2
n (DnK(n)C
5/2
n )1/K(n)
ε
Using, Lemma 7.12 with Mn = K(n)C
7/2
n (DnK(n)C
5/2
n )1/K(n), we get∫ ε
0
√
H[](u, G˜n, ||.||2)du . εO
(√
K(n) log(K(n)C
7/2
n (DnK(n)C
5/2
n )1/K(n)
)
= εO(
√
nb)
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where the last equality holds since K(n) ∼ na, Cn = enb−a , Dn = enb .
Therefore,
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Lemma 7.21. Let
Fn =
{
(θn, σ) : |θin| ≤ Cn, i = 1, · · · ,K(n), 1/Cn ≤ σ ≤ Dn,
}
where Dn ∼ na, Cn = enb−a , Dn = enb , 0 < a < b < 1. Suppose p(ωn) satisfies (28), then for any κ > 0
and 0 < r < b, ∫
ωn∈Fcn
p(ωn)dωn ≤ e−κn
r
, n→∞
Proof. This proof uses some ideas from the proof of Theorem 1 in Lee (2000).
Let Fin = {θin : |θin| ≤ Cn} and F0n = {σ : 1/Cn ≤ σ ≤ Dn}.
Fn = F0n ∩K(n)i=1 Fin =⇒ Fcn = Fc0n ∪ ∪K(n)i=1 Fcin
∫
ωn∈Fcn
p(ωn)dωn ≤
∫
Fc0n
λα
Γ(α)
( 1
σ2
)α+1
e−
λ
σ2 dσ2 +
K(n)∑
i=1
∫
Fcin
1√
2πζ2
e
− θ
2
in
2ζ2 dθin
=
∫ 1/C2n
0
λα
Γ(α)
( 1
σ2
)α+1
e−
λ
σ2 dσ2 +
∫ ∞
D2n
λα
Γ(α)
( 1
σ2
)α+1
e−
λ
σ2 dσ2 + e−nκ ≤
where the last equality is a consequence of Lemma 7.16.
=
∫ 1/Cn
0
λα
Γ(α)
( 1
σ
)α+1
e−
λ
σ dσ +
∫ ∞
Dn
λα
Γ(α)
( 1
σ
)α+1
e−
λ
σ dσ + e−nκ
=
∫ ∞
Cn
λα
Γ(α)
uα−1e−udu +
∫ 1/Dn
0
λα
Γ(α)
uα−1e−λudu+ e−nκ
.
∫ ∞
Cn
λα
Γ(α)
e−u/2du+
∫ 1/Dn
0
λα
Γ(α)
uα−1du+ e−nκ xαe−x ≤ e−x/2, x→∞
∼ e−en
b−a
/2 + e−αn
b
+ e−nκ ≤ e−κnr
for any κ > 0 and b < r < 1.
Proposition 7.22. Suppose condition (C1) holds with 0 < a < 1 and p(ωn) satisfies (28). Then,
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≤ log 2− nrε2 + oPn0 (1)
for every 0 < r < 1.
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Proof. This proof uses some ideas from the proof of Lemma 3 in Lee (2000). We shall first show
Pn0
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ log 2− nrε2
)
→ 0, n→∞
Pn0
(
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ log 2− nrε2
)
= Pn0
(∫
Vcε
L(ωn)
L0
p(ωn)dωn ≥ 2e−n
rε2
)
= Pn0
(∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−n
rε2
)
+ Pn0
(∫
Vcε∩Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−n
rε2
)
≤ Pn0
(∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
+ Pn0
(∫
Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−n
rε2
)
since e−n
rε2 ≥ e−nε2
With Fn as in (27) with kn ∼ na, Cn = enb−a and Dn = enb where 0 < a < b < 1
By Lemma 7.20,
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Therefore, by Lemma 7.21, we have
Pn0 (
∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)→ 0
In view of Lemma 7.16, for p(ωn) as in (28), for any 0 < r < b,∫
ωn∈Fcn
p(ωn)dωn ≤ e−2n
rε2 , n→∞
Therefore, by Lemma 7.14 with r = r, κ = 2ε2 and κ˜ = ε2, we have
Pn0 (
∫
Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−n
rε2)→ 0
Since b can be arbitrarily close to 1, the remaining part of the proof follows on lines of Proposition 7.17
Proposition 7.23. Suppose condition (C1) holds with some 0 < a < 1. Let fθn be a neural network
satisfying assumption (A1) and (A2) for some 0 ≤ δ < 1− a. With ωn = (θn, σ2), define,
Nκ/nδ =
{
ωn : dKL(l0, l(ωn)) =
1
2
log
σ2
σ20
− 1
2
(
1− σ
2
0
σ2
)
+
1
2σ2
∫
(fθn(x)− f0(x))2dx < ǫ
}
(68)
For every κ˜ > 0, with p(ωn) as in (28), we have∫
ωn∈Nκ/nδ
p(ωn)dωn ≥ e−κ˜n
1−δ
, n→∞.
Proof. This proof uses some ideas from the proof of Theorem 1 in Lee (2000).
By assumption (A1), let fθ0n(x) = β00 +
∑kn
j=1 βj0ψ(γ
⊤
j0x) be a neural network such that
||fθ0n − f0||2 ≤
κ
8nδ
(69)
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Define neighborhood Mκ as follows
Mκ = {ωn : |σ − σ0| <
√
κ/2nδσ0, |θin − θi0n| <
√
κ/(8nδmn)σ0, i = 1, · · · ,K(n)}
where mn = 8K(n)
2 + 8(p+ 1)2(
∑K(n)
j=1 |θi0n|)2.
Note that mn ≥ 8kn + 8(p+ 1)2(
∑kn
j=1 |βj0|)2, thereby using Lemma 7.2 with ǫ =
√
κ/(8nδmn)σ0, we get∫
(fθn(x)− fθ0n(x))2dx ≤
κ
8nδ
σ20 (70)
for any ωn ∈Mk,
In view of (69) and (70) together with (43), we have∫
(fθn(x)− f0(x))2dx ≤ 2||fθn − fθ0n ||2 + 2||fθ0n − f0||2 ≤
κσ20
2nδ
(71)
By Lemma 7.3,
1
2
log
σ2
σ20
− 1
2
(
1− σ
2
0
σ2
)
≤ κ
2nδ
1
2σ2
≤ 1
2σ20(1−
√
κ/2nδ)2
≤ 1
σ20
(72)
Using (71) and (72) in (68) we get ωn ∈ Nκ/nδ for every ωn ∈Mκ. Therefore,∫
ωn∈Nκ/nδ
p(ωn) ≥
∫
ωn∈Mκ
p(ωn)
We next show that, ∫
ωn∈Mκ
p(ωn)dωn > e
−κ˜n1−δ
For notation simplicity, let δ1n =
√
κ/2nδσ0 and δ2n =
√
κ/(8nδmn)σ0
∫
ωn∈Mκ
p(ωn)dωn =
∫ (σ0+δ1n)2
(σ0−δ1n)2
p(σ2)dσ2
K(n)∏
i=1
∫ θi0n+δ2n
θi0n−δ2n
p(θin)dθin
≥
∫ (σ0+δ1n)2
(σ0−δ1n)2
p(σ2)dσ2e−(κ˜/2)n
1−δ
where first to second step follows from part 1. of Lemma 7.18 since p(θn) satisfies (17). Next,∫ (σ0+δ1n)2
(σ0−δ1n)2
p(σ2)dσ2 =
∫ (σ0+δ1n)2
(σ0−δ1n)2
βα
Γ(α)
( 1
σ2
)α+1
e−
β
σ2 dσ2 =
∫ σ0+δ1n
σ0−δ1n
βα
Γ(α)
( 1
σ
)α+1
e−
β
σ dσ
= 2δ1n
βα
Γ(α)
(1
t
)α+1
e−
β
t︸ ︷︷ ︸
f(t)
, t ∈ [σ0 − δ1n, σ0 + δ1n] by mean value theorem
≥ δ1nβ
α
Γ(α)
( 1
σ0 + ǫ
)α+1
e
− βσ0−ǫ
= exp
(
−
(
− log δ1n − α log β + log Γ(α) + (α+ 1) log(σ0 + ǫ) + β
σ0 − ǫ
))
(73)
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where the third inequality holds since for any ǫ > 0, t ∈ [σ0 − ǫ, σ0 + ǫ] when δn → 0. Now,
− log δ1n − α logλ+ log Γ(α) + (α+ 1) log(σ0 + ǫ) + λ
σ0 − ǫ
=
1
2
δ logn+
1
2
log 2− 1
2
log κ− log σ0 − α logλ+ log Γ(α) + (α+ 1) log(σ0 + ǫ) + λ
σ0 − ǫ ≤ (κ˜/2)n
1−δ
(74)
Using (74) in (73), we get ∫
ωn∈Mκ
p(ωn)dωn ≥ e−κ˜n
1−δ
which completes the proof.
Proposition 7.24. Suppose condition (C1) and assumptions (A1) and (A2) hold for some 0 < a < 1 and
0 ≤ δ < 1− a. Suppose the prior p(ωn) satisfies (28).
Then, there exists a q ∈ Qn with Qn as in (29) such that
dKL(q(.), π(.|yn,Xn)) = oPn0 (n1−δ) (75)
Proof.
dKL(q(.), π(.|yn,Xn)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log π(ωn|yn,Xn)dωn
=
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log
L(ωn)p(ωn)∫
L(ωn)p(ωn)dωn
dωn
= dKL(q(.), p(.))︸ ︷︷ ︸
1©
−
∫
q(ωn) log
L(ωn)
L0
dωn︸ ︷︷ ︸
2©
+ log
∫
p(ωn)
L(ωn)
L0
dωn︸ ︷︷ ︸
3©
We first deal with 1© as follows
p(ωn) =
λα
Γ(α)
( 1
σ2
)α+1
e−
λ
σ2︸ ︷︷ ︸
p(σ2)
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2
︸ ︷︷ ︸
p(θn)
q(ωn) =
(nσ20)
n
Γ(n)
( 1
σ2
)n+1
e−
nσ20
σ2︸ ︷︷ ︸
q(σ2)
K(n)∏
i=1
√
n
2πτ2
e−
(θin−θi0n)
2
τ2︸ ︷︷ ︸
q(θn)
(76)
dKL(q(.), p(.)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log p(ωn)dωn
=
∫
q(σ2) log q(σ2)dσ2 −
∫
q(σ2) log p(σ2)dσ2 +
∫
q(θn) log q(θn)dθn −
∫
q(θn) log p(θn)dθn
=
∫
q(σ2) log q(σ2)dσ2 −
∫
q(σ2) log p(σ2)dσ2 + o(n1−δ) (77)
where the last inequality is a consequence of Proposition 7.19. Simplifying further, we get∫
q(σ2) log q(σ2)dσ2 =
∫ (
n lognσ20 − log Γ(n)− (n+ 1) log σ2 −
nσ20
σ2
)
(nσ20)
n
Γ(n)
( 1
σ2
)n+1
e−
nσ20
σ2 dσ2
= n lognσ20 − log Γ(n)− (n+ 1)(log nσ20 − ψ(n))− n
= − log σ20 − (n+ 1)ψ(n)− log(n− 1)!− n
= − log σ20 − (n+ 1) logn− (n− 1) log(n− 1) + (n− 1)− n+O(log n)
= − log σ20 +O(log n) = o(n1−δ)
37
where the equality in step 4 follows by approximating ψ(n) using Lemma 4 in Elezovic and Giordano (2000)
and approximating (n− 1)! by Stirling’s formula.∫
q(σ2) log p(σ2)dσ2 =
∫ (
α log λ− log Γ(α)− (α+ 1) log σ2 − λ
σ2
)
(nσ20)
n
Γ(n)
( 1
σ2
)n+1
e−
nσ20
σ2 dσ2
= α log λ− log Γ(α)− (α+ 1)(lognσ20 − ψ(n))) −
λ
σ20
= α log λ− log Γ(α)− (α+ 1)(lognσ20 − logn)−
λ
σ20
+O(log n) = o(n1−δ)
where the last equality follows by approximating ψ(n) using Lemma 4 in Elezovic and Giordano (2000).
For, 2© note that
dKL(l0, lωn) =
∫ ∫ (1
2
log
σ2
σ20
− 1
2σ20
(y − f0(x))2 + 1
2σ2
(y − fθn(x))2
) 1√
2πσ20
e
− (y−f0(x))2
2σ2
0 dydx
=
1
2
log
σ2
σ20
− 1
2
+
σ20
2σ2
+
1
2σ2
∫
(fθn(x)− f0(x))2dx (78)
By Lemmas 7.5, 7.6 and Lemma 7.9 part 1, we have∫
dKL(l0, lωn)q(ωn)dωn = o(n
−δ)
Therefore, by Lemma 7.11, 2© = oPn0 (n−δ).
Using Proposition 7.23 in Lemma 7.10, we get 3© = oPn0 (n1−δ).
7.4. Lemmas and Propositions for Theorem 4.4
Lemma 7.25. For Gn as in (31), let G˜n = {√g : g ∈ Gn}. If K(n) ∼ na, Cn = enb−a , 0 < a < b < 1, then
1√
n
∫ ε
0
√
H[](u, G˜n, ||.||2)du ≤ ε2
Proof. First, by Lemma 4.1 in Pollard (1990),
N(ε,Fn, ||.||∞) ≤
(3Cn
ε
)K(n)(3 logCn
ε
)
For ω1,ω2 ∈ Fn, let L˜(u) =
√
Luω1+(1−u)ω2(x, y).
Using (52), we get√
Lω1(x, y)−
√
Lω2(x, y) ≤ (K(n) + 1) sup
i
∣∣∣ ∂L˜
∂ωi
∣∣∣︸ ︷︷ ︸
F (x,y)
||ω1 − ω2||∞ ≤ F (x, y)||ω1 − ω2||∞ (79)
where the upper bound on F (x, y) is calculated as:
| ∂L˜
∂βj
| ≤ 23/2(8πe2)−1/4C3/2n , j = 0, · · · , kn
| ∂L˜
∂γjh
| ≤ 23/2(8πe2)−1/4C5/2n , j = 0, · · · , kn, h = 0, · · · , p
|∂L˜
∂ρ
| ≤ 23/2((16π)−1/4 + (πe2/8)−1/4)C5/2n
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since log(1 + eρ) ≥ log(1 + e− logCn) ∼ 1/Cn ≥ 1/(2Cn) and |∂log(1 + eρ)/∂ρ| ≤ 1.
In view of (79) and Theorem 2.7.11 in van der Vaart et al. (1996), we have
N[](ε, G˜n, ||.||2) ≤
(MK(n)C7/2n
ε
)K(n)(MK(n)C5/2n logCn
ε
)
for some M > 0. Therefore,
H[](ε, G˜n, ||.||2) . K(n) log
K(n)C
7/2
n (K(n)C
5/2
n logCn)
1/K(n)
ε
Using, Lemma 7.12 with Mn = K(n)C
7/2
n (K(n)C
5/2
n logCn)
1/K(n), we get∫ ε
0
√
H[](u, G˜n, ||.||2)du ≤ εO(
√
K(n) log(K(n)C
7/2
n (K(n)C
5/2
n logCn)1/K(n)) = εO(
√
nb)
where the last equality holds since K(n) ∼ na, Cn = enb−a , 0 < a < b < 1.
Therefore,
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Lemma 7.26. Let
Fn =
{
(θn, ρ) : |θin| ≤ Cn, i = 1, · · · ,K(n), |ρ| ≤ logCn
}
where K(n) ∼ na, Cn = enb−a , 0 < a < 1/2, a+ 1/2 < b < 1. Then with
p(ωn) =
1√
2πη2
e
− ρ2
2η2
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2
we have for every κ > 0 ∫
ωn∈Fcn
p(ωn)dωn ≤ e−nκ, n→∞
Proof. Let Fin = {θin : |θin| ≤ Cn} and F0n = {ρ : |ρ| < logCn}.
Fn = F0n ∩K(n)i=1 Fin =⇒ Fcn = Fc0n ∪ ∪K(n)i=1 Fcin
∫
ωn∈Fcn
p(ωn)dωn ≤
∫
Fc0n
1√
2πη2
e
− ρ2
2η2 dρ+
K(n)∑
i=1
∫
Fcin
1√
2πζ2
e
− θ
2
in
2ζ2 dθ2in Countable sub-additivity.
= 2
∫ ∞
logCn
1√
2πη2
e
− ρ2
2η2 dρ+ 2
K(n)∑
i=1
∫ ∞
Cn
1√
2πζ2
e
− θ
2
in
2ζ2 dθ2in
= 2
(
1− Φ
(
logCn
η
))
+ 2K(n)
(
1− Φ
(
Cn
ζ
))
∼ 1
logCn
e
− (logCn)2
2η2 +
K(n)
Cn
e
− C
2
n
2ζ2 ≤ e−nκ By Mill’s Ratio
since (logCn)
2 = n2(b−a) > n for a+ 1/2 < b < 1 and C2n = e
2nb−a > n for 0 < a < b < 1.
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Proposition 7.27. Suppose condition (C1) holds with 0 < a < 1/2 and p(ωn) satisfies (32). Then,
log
∫
Vcε
L(ωn)
L0
p(ωn)dωn ≤ log 2− nε2 + oPn0 (1)
Proof. Let Fn = {ωn : |θin| ≤ Cn, |ρ| < logCn}. Let Cn = enb−a and K(n) ∼ na for 0 < a < 1/2.
By Lemma 7.25, we have
1√
n
∫ ε
0
H[](u, G˜n, ||.||2)du ≤ ε2
Therefore, by Lemma 7.13, we have
Pn0
(∫
Vcε∩Fn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
→ 0
In view of Lemma 7.26, for p(ωn) as in (32),∫
ωn∈Fcn
p(ωn)dωn ≤ e−2nε
2
Therefore, by Lemma 7.14 with r = 1, κ = 2ε2 and κ˜ = ε2, we have
Pn0
(∫
Fcn
L(ωn)
L0
p(ωn)dωn ≥ e−nε
2
)
→ 0
The remaining part of the proof follows on the same lines as Proposition 7.17
Proposition 7.28. Suppose condition (C1) holds with some 0 < a < 1. Let fθn be a neural network
satisfying assumption (A1) and (A2) for some 0 ≤ δ < 1− a. With ωn = (θn, ρ), define,
Nκ/nδ = {ωn : dKL(l0, l(ωn)) =
1
2
log
σ2ρ
σ20
− 1
2
(
1− σ
2
0
σ2ρ
)
+
1
2σ2ρ
∫
(fθn(x)− f0(x))2dx < ǫ} (80)
For every κ˜ > 0, with p(ωn) as in (32), we have∫
ωn∈Nκ/nδ
p(ωn)dωn ≥ e−κ˜n
1−δ
, n→∞.
Proof. This proof uses some ideas from the proof of Theorem 1 in Lee (2000).
By assumption (A1), let fθ0n(x) = β00 +
∑k(n)
j=1 βj0ψ(γ
⊤
j0x) satisfy
||fθ0n − f0||2 ≤
κ
8nδ
(81)
With σ0 = log(1 + e
ρ0), define neighborhood Mκ as follows
Mκ = {ωn : |ρ− ρ0| <
√
κ/2nδσ0, |θin − θi0n| <
√
κ/(8nδmn)σ0, i = 1, · · · ,K(n)}
where mn = 8K(n)
2 + 8(p+ 1)2(
∑K(n)
j=1 |θi0n|)2. Note that mn ≥ 8kn + 8(p+ 1)2(
∑kn
j=1 |βj0|)2.
Thereby, using Lemma 7.2 with ǫ =
√
κ/(8nδmn)σ0 and (36), we get∫
(fθn(x)− f0(x))2dx ≤ 2||fθn − fθ0n ||2 + 2||fθ0n − f0||2 ≤
κσ20
2nδ
(82)
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By Lemma 7.4,
1
2
log
σ2ρ
σ20
− 1
2
(
1− σ
2
0
σ2ρ
)
≤ κ
2nδ
1
2σ2ρ
≤ 1
2σ20(1−
√
κ/2nδ)2
≤ 1
σ20
(83)
Using (82) and (83) in (80), we get ωn ∈ Nκ/nδ , for every ωn ∈Mκ. Therefore,∫
ωn∈Nκ/nδ
p(ωn)dωn ≥
∫
ωn∈Mκ
p(ωn)dωn
We next show that, ∫
ωn∈Mκ
p(ωn)dωn > e
−κ˜n1−δ
For notation simplicity, let δ1n =
√
κ/2nδσ0 and δ2n =
√
κ/(8nδmn)σ0∫
ωn∈Mκ
p(ωn)dωn =
∫ ρ0+δ1n
ρ0−δ1n
p(ρ)dρ
K(n)∏
i=1
∫ θi0n+δ2n
θi0n−δ2n
p(θin)dθin
≥
∫ ρ0+δ1n
ρ0−δ1n
p(ρ)dρe−(κ˜/2)n
1−δ
where first to second step follows from part 1. of Lemma 7.18 since p(θn) satisfies (17). Next,∫ ρ0+δ1n
ρ0−δ1n
p(ρ)dρ =
∫ ρ0+δ1n
ρ0−δ1n
1√
2πη2
e
− ρ2
2η2
= 2δ1n
1√
2πη2
e
− t2
2η2 , t ∈ [ρ0 − δ1n, ρ0 + δ1n] by mean value theorem
≥ 2δ1n√
2πη2
e
−max((ρ0−ǫ)2,(ρ0+ǫ)2)
2η2
= exp
(
−
(
− log δ1n + 1
2
log
π
2
+ log η +
max((ρ0 − ǫ)2, (ρ0 + ǫ)2)
2η2
))
(84)
where the third inequality holds since for any ǫ > 0, t ∈ [ρ0 − ǫ, ρ0 + ǫ] when δn → 0. Now,
− log δ1n + 1
2
log
π
2
+ log η +
max(ρ0 − ǫ, ρ0 + ǫ)
2η2
=
1
2
δ logn+
1
2
log 2− 1
2
log κ− log σ0 + log η + max(ρ0 − ǫ, ρ0 + ǫ)
2η2
≤ (κ˜/2)n1−δ (85)
Using (85) in (84), we get ∫
ωn∈Mκ
p(ωn)dωn ≥ e−κ˜n
1−δ
which completes the proof.
Proposition 7.29. Suppose condition (C1) and assumption (A1) hold for some 0 < a < 1/2 and 0 ≤ δ <
1− a. Suppose the prior p(ωn) satisfies as (32).
Then, there exists a q ∈ Qn with Qn as in (33), such that
dKL(q(.), π(.|yn,Xn)) = oPn0 (n1−δ) (86)
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Proof.
dKL(q(.), π(.|yn,Xn)) =
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log π(ωn|yn,Xn)dωn
=
∫
q(ωn) log q(ωn)dωn −
∫
q(ωn) log
L(ωn)p(ωn)∫
L(ωn)p(ωn)dωn
dωn
= dKL(q(.), p(.))︸ ︷︷ ︸
1©
−
∫
q(ωn) log
L(ωn)
L0
dωn︸ ︷︷ ︸
2©
+ log
∫
p(ωn)
L(ωn)
L0
dωn︸ ︷︷ ︸
3©
We first deal with 1© as follows
p(ωn) =
1√
2πη2
e
− ρ2
2η2︸ ︷︷ ︸
p(ρ)
K(n)∏
i=1
1√
2πζ2
e
− θ
2
in
2ζ2
︸ ︷︷ ︸
p(θn)
q(ωn) =
√
n
2πν2
e−
n(ρ−ρ0)
2
ν2︸ ︷︷ ︸
q(ρ)
K(n)∏
i=1
√
n
2πτ2
e−
(θin−θi0n)
2
τ2︸ ︷︷ ︸
q(θn)
(87)
dKL(q(.), p(.)) =
∫
q(ρ) log q(ρ)dρ−
∫
q(ρ) log p(ρ)dρ+
∫
q(θn) log q(θn)dθn −
∫
q(θn) log p(θn)dθn
=
∫
q(ρ) log q(ρ)dρ−
∫
q(ρ) log p(ρ)dρ+ o(n1−δ) (88)
where the last equality is a consequence of Proposition 7.19. Simplifying further, we get∫
q(ρ) log q(ρ)dρ−
∫
q(ρ) log q(ρ)dρ =
∫ (1
2
logn− 1
2
log 2π − log ν − n(ρ− ρ0)
2
2ν2
) n√
2πν2
e−
n(ρ−ρ0)
2
2ν2 dρ
−
∫ (
− 1
2
log 2π − log η − ρ
2
2η2
) n√
2πν2
e−
n(ρ−ρ0)
2
2ν2 dρ
=
1
2
(logn− log 2π − 2 log ν − 1) + 1
2
(− log 2π − 2 log η) + ρ
2
0 + ν
2/n
2η2
= o(n1−δ)
For, 2© note that
dKL(l0, lωn) =
∫ ∫ (1
2
log
σ2ρ
σ20
− 1
2σ20
(y − f0(x))2 + 1
2σ2ρ
(y − fθn(x))2
) 1√
2πσ20
e
− (y−f0(x))2
2σ20 dydx
=
1
2
log
σ2ρ
σ20
− 1
2
+
σ20
2σ2ρ
+
1
2σ2ρ
∫
(fθn(x)− f0(x))2dx (89)
By Lemmas 7.7, 7.8 and Lemma 7.9 part 1, we have∫
dKL(l0, lωn)q(ωn)dωn = oP0(n
−δ)
Therefore, by Lemma 7.11, 2© = oP0(n−δ).
Using Lemma 7.28 in Lemma 7.10, we get 3© = oP0(n1−δ).
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