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SIGMA MODELS AND PHASE TRANSITIONS FOR
COMPLETE INTERSECTIONS
EMILY CLADER AND DUSTIN ROSS
Abstract. We study a one-parameter family of gauged linear
sigma models (GLSMs) naturally associated to a complete intersec-
tion in weighted projective space. In the positive phase of the fam-
ily we recover Gromov-Witten theory of the complete intersection,
while in the negative phase we obtain a Landau–Ginzburg-type
theory. Focusing on the negative phase, we develop foundational
properties which allow us to state and prove a genus-zero com-
parison theorem that generalizes the multiple log-canonical corre-
spondence and should be viewed as analogous to quantum Serre
duality in the positive phase. Using this comparison result, along
with the crepant transformation conjecture and quantum Serre du-
ality, we prove a genus-zero correspondence between the GLSMs
which arise at the two phases, thereby generalizing the Landau-
Ginzburg/Calabi-Yau correspondence to complete intersections.
1. Introduction
In his seminal paper “Phases of N = 2 Theories in Two Dimensions”
[27], Witten introduced and studied a new type of supersymmetric
quantum field theory known as the gauged linear sigma model (GLSM).
Developed mathematically in recent work of Fan–Jarvis–Ruan [19], the
GLSM depends on the choice of (1) a GIT quotient
Xθ = [V /θ G],
in which V is a complex vector space, G ⊂ GL(V ), and θ is a character
of G; and (2) a polynomial function W : Xθ → C. Witten conjectured
that the GLSMs arising from different choices of θ should be related
by analytic continuation, a relationship that he referred to as phase
transition.
In particular, if Z is a Calabi–Yau complete intersection in weighted
projective space P(w1, . . . , wM) defined by the vanishing of polynomials
F1, . . . , FN of degrees d1, . . . , dN , then there is a natural way to realize
the Gromov–Witten theory of Z as a GLSM with V = CM+N , G = C∗,
1
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and
W = W (x1, . . . , xM , p1, . . . , pN) =
N∑
j=1
pjFj(x1, . . . , xM).
Moreover, this model has two distinct phases, corresponding to the two
distinct GIT quotients X+ and X− of the form [V /θ G]. The positive
phase of the GLSM yields the Gromov–Witten theory of Z, whereas
the negative phase, which we refer to simply as the GLSM of (X−,W ),
yields a Landau–Ginzburg-type theory.
The main result of this paper is a genus-zero verification of Witten’s
proposal in this setting, under two additional assumptions:
(A1) for all i and j, wi|dj;
(A2) for any m ∈ Q/Z such that mwi0 ∈ Z for some i0 ∈ {1, . . . ,M},
one has
#{i | mwi ∈ Z} ≥ #{j | mdj ∈ Z}.
We prove the following:
Theorem 1 (see Theorem 1.2 for precise statement). When assump-
tions (A1) and (A2) are satisfied, the genus-zero Gromov–Witten the-
ory of the complete intersection Z can be explicitly identified with the
genus-zero GLSM of (X−,W ), after analytic continuation.
Witten’s proposal has previously received a great deal of attention
in the case where Z is a hypersurface, in which case it is known as the
Landau–Ginzburg/Calabi–Yau (LG/CY) correspondence. Mathemat-
ically, the LG/CY correspondence relates the Gromov–Witten theory
of Z to the quantum singularity theory of W , and it was proved in
varying levels of generality by Chiodo–Ruan [8], Chiodo–Iritani–Ruan
[6], and Lee–Priddis–Shoemaker [23]. It has been extended to the non-
Calabi–Yau setting by Acosta [1] and Acosta–Shoemaker [2], and to
very special complete intersections by the first author [11].
Specializing the GLSM of (X−,W ) to the hypersurface case does
not immediately recover the quantum singularity theory as defined by
Fan–Jarvis–Ruan [17, 18, 20]. Rather, we recover a theory built from
moduli spaces of weighted spin curves, which were introduced by the
second author and Ruan in [25]. Nonetheless, the main result of [25]
states that the theory built from weighted spin curves is equivalent,
in genus zero, to the usual singularity theory, and it is through this
equivalence that Theorem 1 generalizes the LG/CY correspondence.
Our proof of Theorem 1 is motivated by ideas introduced by Lee–
Priddis–Shoemaker [23]. Specifically, for a particular action of T =
(C∗)N , we develop the following square of T-equivariant equivalences:
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(1) GWT(X−) oo
CTC //
OO
Theorem 2

GWT(X+)OO
QSD

GLSMT(X−,W ) oo //❴❴❴❴❴❴ GWT(Z).
The right-hand vertical arrow is quantum Serre duality (QSD) and
the quantum Lefschetz hyperplane principle, developed by Coates–
Givental [14] and Tseng [26]. It is an identification of a T-equivariant
extension of the Gromov–Witten theory of Z to the T-equivariant
Gromov–Witten theory of X+. The top of the diagram is the crepant
transformation conjecture (CTC), proved in this setting by Coates–
Iritani–Jiang [15].
The equivalence in the left-hand vertical arrow is new and is the
technical heart of our paper. It generalizes the multiple log-canonical
(MLK) correspondence of [23] and serves as the analogue in the nega-
tive phase of quantum Serre duality:
Theorem 2 (see Theorem 1.1 for precise statement). A T-equivariant
extension of the narrrow, genus-zero GLSM of (X−,W ) can be ex-
plicitly identified with the T-equivariant genus-zero Gromov–Witten
theory of X−.
From here, Theorem 1 follows by carefully taking the non-equivariant
limit of the composition in diagram (1). Although our proof of The-
orem 2 does not require (A1) and (A2) to hold, the existence of the
non-equivariant limit does require these additional assumptions. These
assumptions generalize the “Fermat-type” condition in the hypersur-
face case, which is the only setting in which the LG/CY correspondence
is currently known.
We expect Theorem 2 to hold in much greater generality. In particu-
lar, our methods should generalize to prove Theorem 2 for a large class
of GLSMs with strong torus actions. Our restriction to complete inter-
sections was mostly for pedagogical reasons. In particular, it provides
a natural class of GLSMs where the diagram (1) can be made explicit
without cluttering the results with an overabundance of notation.
1.1. Precise statements of results. As above, let
Z = Z(F1, . . . , FN) ⊂ P(w1, . . . , wM)
be a complete intersection in weighted projective space defined by
the vanishing of quasihomogeneous polynomials F1, . . . , FN of degrees
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d1, . . . , dN . (We do not yet require that Z be Calabi–Yau.) Let G = C
∗
act on V = CM+N with weights
(w1, . . . , wM ,−d1, . . . ,−dN).
We denote the coordinates on V by (x1, . . . , xM , p1, . . . , pN).
There are two GIT quotients of the form [V /θ G], depending on
whether θ ∈ Hom(G,C∗) ∼= Z is positive or negative. Explicitly, these
are
X+ :=
N⊕
j=1
OP(w1,...,wM )(−dj)
and
X− :=
M⊕
i=1
OP(d1,...,dN )(−wi).
For each of these choices, one obtains a GLSM with superpotential
W =
∑
j pjFj(x1, . . . , xM).
Most of this paper concerns the negative phase. In this case, the
GLSM consists of the following basic ingredients, which we describe
explicitly in Section 2:
(1) a “narrow state space”, which is a vector subspace
HW ⊂ H∗CR(X−);
(2) a moduli space QM
W
g,n(X−, β) equipped with cotangent line
classes
ψi ∈ H
2(QM
W
g,n(X−, β))
and evaluation maps
evi : QM
W
g,n(X−, β)→ IX−
for i ∈ {1, . . . , n}, and a decomposition into “broad” and “nar-
row” components;
(3) a virtual fundamental class
[QM
W
g,n(X−, β)]
vir ∈ H∗
(
QM
W
g,n(X−, β)
)
defined for all narrow components of the moduli space.
For any choice φ1, . . . , φn ∈ H
W , these ingredients can be combined
to define narrow GLSM correlators
〈φ1ψ
a1 · · ·φnψ
an〉X−,Wg,n,β :=
∫
[QM
W
g,n(X−,β)]
vir
ev∗1(φ1)ψ
a1
1 · · · ev
∗
n(φn)ψ
an
n ∈ Q.
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In genus zero, using a natural action of the torus T = (C∗)N , the
basic ingredients can be extended T-equivariantly, and we define ex-
tended GLSM correlators for any cohomology insertions φ1, . . . , φn ∈
H∗CR(X−), denoted
〈φ1ψ
a1 · · ·φnψ
an〉X−,W,T0,n,β .
The extended correlators are useful in the statements and proofs of
our main results, since they allow us to consider all of H∗CR(X−) as a
state space. They should not be confused, however, with the so-called
“broad insertions” in quantum singularity theory.
In analogy, the T-equivariant Gromov–Witten (GW) invariants of
X−, denoted
〈φ1ψ
a1 · · ·φnψ
an〉X−,Tg,n,β ,
are also defined for φ1, . . . , φn ∈ H
∗
CR(X−). Since GW invariants sat-
isfy the string equation, dilaton equation, and topological recursion
relations, the genus-zero GW invariants can be placed in the language
of Givental’s formalism. In particular, there is an infinite-dimensional
symplectic vector space VX−T and an over-ruled Lagrangian cone
LX−T ⊂ V
X−
T
that encodes all genus-zero GW invariants of X−. More specifically, a
formal germ LˆX−T of L
X−
T is given by points of the form
−1z + τ (z) +
∑
n,β,µ
Qβ
n!
〈
τ (ψ)n
Φµ
−z − ψ
〉X,T
0,n+1,β
Φµ
(see Section 3 for notation and precise definitions).
To compare the GLSM invariants of (X−,W ) with the GW invariants
of X−, we also encode the GLSM invariants in V
X−
T . Specifically, we
define LˆX−,WT to be the formal subspace consisting of points of the form
I
X−,W
T (Q,−z) + t(z) +
∑
n,β,µ
Qβ
n!
〈
t(ψ)n
Φµ
−z − ψ
〉X−,W,T
0,n+1,β
Φµ,
where I
X−,W
T is an explicit cohomology-valued series. Since the GLSM
invariants do not, a priori, satisfy the string and dilaton equations,
LˆX−,WT does not necessarily have the same geometric properties as its
GW analogue. However, our first theorem states that the formal sub-
space LˆX−,WT encodes all of the structure of the GW over-ruled La-
grangian cone L
X−
T .
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Theorem 1.1. With notation as above, Lˆ
X−,W
T is a formal germ of the
over-ruled Lagrangian cone L
X−
T .
A consequence of Theorem 1.1 is that all extended genus-zero GLSM
invariants of (X−,W ) are determined from the equivariant genus-zero
GW invariants of X−, and vice versa. In light of this, we denote
LX−,WT = L
X−
T .
When N = 1, as mentioned above, the GLSM of (X−,W ) is equiva-
lent to the quantum singularity theory of the polynomial F = F1, and
in this case, Theorem 1.1 is related to the MLK correspondence of Lee–
Priddis–Shoemaker. Moreover, since GLSM(X+,W ) = GW(Z), Theo-
rem 1.1 can be viewed as an analogue in the negative phase of quantum
Serre duality, which gives a symplectomorphism φ+T : V
X+
T
∼
→ VZT such
that φ+T
(
L
X−
T
)
= LZT. Here, L
Z
T is the Lagrangian cone associated to
the T-equivariant ambient GW theory of Z.
Thus equipped with GW/GLSM correspondences relating the two
theories associated to (Xθ,W ) for each fixed θ, what remains is to study
how these theories change when θ varies. For this, we will assume the
Calabi–Yau condition:
M∑
i=1
wi =
N∑
j=1
dj.
In the GW case, the connection between the GW theory of X+ and
X− is the subject of Ruan’s crepant transformation conjecture (CTC)
[16], which, roughly speaking, states that there is a symplectomor-
phism UT : V
X−
T
∼
→ VX+T such that UT
(
LX−T
)
= LX+T after analytic
continuation.1 In our particular situation, the CTC is a very special
application of the far-reaching toric CTC proved by Coates–Iritani–
Jiang [15]. In addition to computing UT, Coates–Iritani–Jiang prove
that it is induced by a Fourier–Mukai transformation (c.f. Section 7).
When combined with quantum Serre duality and the CTC, Theorem
1.1 gives the analogous phase transition for the extended GLSM. More
precisely, it implies that there is a T-equivariant symplectomorphism
1The analytic continuation should be understood in the following sense. The
toric mirror theorem of Coates–Corti–Iritani–Tseng [13] provides I-functions for
each GIT phase which entirely determine the GW Lagrangian cones. The I-
functions depend on local Ka¨hler parameters, and Coates–Iritani–Jiang [15] con-
struct an explicit global Ka¨hler moduli space along which the I-functions can be
analytically continued from one phase to the other.
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VT : V
X−
T → V
Z
T such that
VT
(
LX−,WT
)
= LZT,
after analytic continuation.
In order to use this statement to relate the non-extended theories,
we must verify that it is possible to take a meaningful non-equivariant
limit of VT, after restricting to the narrow subspace. The existence of
such non-equivariant limits in general is a subtle question. We prove in
Section 7 that, under assumptions (A1) and (A2), we can take a non-
equivariant limit, and the resulting symplectomorphism identifies the
non-equivariant cones LX−,W and LZ associated to the narrow GLSM
and the ambient GW theory of Z, respectively.
Theorem 1.2. Under the assumptions (A1) and (A2), there exists
a symplectomorphism V : VX−,W
∼
→ VZ that identifies the Lagrangian
cones after analytic continuation and specializing Q = 1:
V
(
LX−,W
)
= LZ .
1.2. Plan of the paper. We begin, in Section 2, by describing the
definition and basic properties of the genus-zero GLSM of (X−,W ),
following Fan–Jarvis–Ruan [19]. In Section 3, we introduce GW theory
and Givental’s formalism, allowing us to precisely define the Lagrangian
cones and formal subspaces that appear in the statements of Theorems
1.1 and 1.2.
The proof of Theorem 1.1 is contained in Sections 4, 5, and 6. The
key idea of the proof is to express the GLSM invariants, via virtual
localization, in terms of graph sums. The graph sum expression is
written explicitly in Section 4. Each vertex in a localization graph
contributes an integral over a moduli space of weighted spin curves, and
we discuss these integrals in Section 5. In particular, we prove a vertex
correspondence comparing these integrals to twisted GW invariants of
an orbifold point. In Section 6, we prove a characterization of points on
the formal subspace LˆX−,WT in terms of a recursive structure on graph
sums obtained by removing edges. We use this characterization, along
with the vertex correspondence, to conclude the proof of Theorem 1.1.
Theorem 1.2 is proved in Section 7 by carefully studying the existence
of non-equivariant limits.
1.3. Acknowledgments. The authors thank Pedro Acosta for many
enlightening conversations in the early days of this project, and Mark
Shoemaker for carefully explaining several technical aspects of [23].
Thanks are also due to Yongbin Ruan for introducing the authors to
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first author acknowledges the generous support of Dr. Max Ro¨ssler, the
Walter Haefner Foundation, and the ETH Foundation. The second au-
thor has been supported by NSF RTG grants DMS-0943832 and DMS-
1045119 and the NSF postdoctoral research fellowship DMS-1401873.
2. Definitions and Setup
The general construction of the GLSM was given by Fan–Jarvis–
Ruan in [19]. In this section, we discuss the special class of GLSMs
which arise in the study of complete intersections.
2.1. Input data. Fix a vector space V = CM+N with coordinates
(x1, . . . , xM , p1, . . . , pN), and choose positive integers w1, . . . , wM and
d1, . . . , dN . For each j ∈ {1, . . . , N}, let Fj(x1, . . . , xM) be a quasi-
homogeneous polynomial of weights (w1, . . . , wM) and degree dj; that
is,
Fj(λ
w1x1, . . . , λ
wMxM) = λ
djFj(x1, . . . , xM)
for any λ ∈ C. We assume gcd(w1, . . . , wM , d1, . . . , dN) = 1.
Each equation {Fj = 0} defines a hypersurface in the weighted pro-
jective space P(~w) = P(w1, . . . , wM). Assume that the Fj are nonde-
generate in the sense that (1) the hypersurfaces {Fj = 0} are all smooth
and (2) they intersect transversally.
Let
G := {(λw1, . . . , λwM , λ−d1 , . . . , λ−dN ) | λ ∈ C∗} ∼= C∗
act diagonally on V . For a nontrivial character θ ∈ HomZ(G,C
∗) ∼= Z,
one obtains a GIT quotient Xθ = [V /θ G]. Until stated otherwise, we
will always take θ < 0, so the resulting GIT quotient is
(2) X := X− =
M⊕
i=1
O
P(~d)(−wi).
(Observe that we denote X− simply by X in what follows, to ease the
notation.)
The superpotential of the theory is the function W : X → C defined
by
W (x1, . . . , xM , p1, . . . , pN) :=
N∑
j=1
pjFj(x1, . . . , xM).
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2.2. State space. The state space of the GLSM is, by definition, the
vector space
H∗CR(X,W
+∞;C),
where W+∞ is a Milnor fiber of W , defined by W+∞ = W−1(M) for a
sufficiently large real number M .
This state space has summands indexed by the components of the
inertia stack IX , which, in turn, are labeled by elements g ∈ G with
nontrivial fixed-point set Fix(g) ⊂ X . A summand indexed by g is said
to be narrow if Fix(g) is compact; otherwise, the summand is broad.
Let us describe the narrow part of the state space more concretely.
The only g = (λw1 , . . . , λwM , λ−d1 , . . . , λ−dN ) with nontrivial fixed-point
set are those for which λdj = 1 for some j. In particular, λ = e2πim
for some m ∈ Q/Z. Furthermore, elements (~x, ~p) ∈ Fix(g) must have
xi = 0 whenever λ
wi 6= 1, but there is no constraint on the xi for which
λwi = 1. As a result, Fix(g) is compact exactly when there is no i such
that λwi = 1, and in this case, it equals
(3) X(m) := {pj = 0 for all j with mdj /∈ Z} ⊂ P(~d) ⊂ X.
Furthermore, for such g, we have W |Fix(g) ≡ 0, so the relative cohomol-
ogy group in the definition of the state space restricts to an absolute
cohomology group.
To summarize, we have the following:
Definition 2.1. Let
nar :=
{
m ∈ Q/Z
∣∣∣∣ ∃ j such that mdj ∈ Z, 6 ∃ i such that mwi ∈ Z} .
The narrow state space is
HW :=
⊕
m∈nar
H∗(X(m)) ⊂ H
∗
CR(X),
where X(m) is defined as in (3).
2.3. Moduli space. Fix a genus g, a degree β ∈ Q, and a nonnegative
integer n.
Definition 2.2. A stable Landau–Ginzburg quasi-map to the pair (X,W )
consists of an n-pointed prestable orbifold curve (C; q1, . . . , qn) of genus
g, an orbifold line bundle L of degree β on C, and a section
σ ∈ Γ
(
M⊕
i=1
L⊗wi ⊕
N⊕
j=1
(L⊗−dj ⊗ ωC,log)
)
,
where
ωC,log := ωC([q1] + · · ·+ [qn]).
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We denote the components of σ by
σ = (x1, . . . , xM , p1, . . . , pN).
We require that this data satisfies the following conditions:
(1) Nondegeneracy (for θ < 0): The points q ∈ C satisfying p1(q) =
· · · = pN(q) = 0 are finite and disjoint from the marks and nodes
of C. We refer to such points as basepoints.
(2) Representability : For every q ∈ C with isotropy group Gq, the
homomorphism Gq → C
∗ giving the action of the isotropy group
on the bundle
⊕
i L
⊗wi ⊕
⊕
j L
⊗−dj is injective.
(3) Stability : (L∨ ⊗ ωlog)
⊗ǫ ⊗ ωlog is ample for all ǫ > 0.
A morphism between (C; q1, . . . , qn;L; σ) and (C
′; q′1, . . . , q
′
n;L
′, σ′)
consists of a morphism s : C → C ′ such that s(qi) = q
′
i, together
with a morphism s∗L′ → L which, in combination with the natural
isomorphism s∗ωC′,log
∼
−→ ωC,log, sends s
∗σ′ to σ.
This stability condition is referred to as “ǫ = 0” stability in the
language of [19]. In particular, it prohibits the curve C from having
rational tails (genus-zero components with only one special point), and
it imposes that β < 0 on any genus-zero component with exactly two
special points.
Fan–Jarvis–Ruan prove in [19] that there is a finite-type, separated,
Deligne–Mumford stack QM
W
g,n(X, β) parameterizing families of sta-
ble Landau–Ginzburg quasi-maps to (X,W ) up to isomorphism. This
stack admits a perfect obstruction theory
(4) E• = R•π∗
(
M⊕
i=1
L⊗wi ⊕
N⊕
j=1
(L⊗−dj ⊗ ωπ,log)
)∨
relative to the Artin stack Dg,n,β of n-pointed genus-g orbifold curves
with a degree-β line bundle L. Here,
π : C → QM
W
g,n(X, β)
denotes the universal family and L the universal line bundle on C.
2.4. Evaluation maps. Certain substacks of QM
W
g,n(X, β) will be
particularly important in what follows. To define them, recall that
if q is a point on an orbifold curve C with isotropy group Zr and L is
an orbifold line bundle on C, then the multiplicity of L at q is defined
as the number m ∈ Q/Z such that the canonical generator of Zr acts
on the total space of L in local coordinates near q by
(x, v) 7→ (e2πi
1
rx, e2πimv).
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For ~m = (m1, . . . , mn), we define
QM
W
g,~m(X, β) ⊂ QM
W
g,n(X, β)
as the open and closed substack consisting of elements for which the
multiplicity of L at qi is equal to mi. Note that if
d := lcm(d1, . . . , dN),
then mi ∈
1
d
Z/Z.
To define evaluation maps, let ς be the universal section of the uni-
versal bundle
⊕
i L
⊗wi ⊕
⊕
j(L
⊗−dj ⊗ ωπ,log) on C. If ∆k ⊂ C denotes
the divisor corresponding to the kth marked point, then
ς|∆k ∈ Γ
(
M⊕
i=1
L⊗wi ⊕
N⊕
j=1
L⊗−dj
∣∣∣∣
∆k
)
,
using the fact that ωπ,log|∆k is trivial. Furthermore, the image of this
section must be zero on any component on which the action of the
isotropy group is nontrivial. It follows that σ(qk) defines an element of
X(mk). Thus, we can define evaluation maps to the inertia stack:
evi : QM
W
g,~m(X, β)→ IX
(C; q1, . . . , qn;L; σ) 7→ σ(qk) ∈ X(mk).
2.5. Virtual cycle. The definition of the virtual cycle in the GLSM
relies on the cosection technique of Kiem–Li [22], which was first ap-
plied in this setting by Chang–Li–Li [4, 5]. For the specific case of the
GLSM, we refer the reader to [19] for details. The construction is quite
subtle; in particular, a cosection can only be defined on components
QM
W
g,~m(X, β) for which mk ∈ nar for every k. For such a component,
consider the substack of QM
W
g,~m(X, β) consisting of sections σ with
image in the critical locus of W . By our non-degeneracy assumptions
on the polynomials Fj , this is equivalent to the requirement that the
first M components of σ vanish, and we define
QM
W
g,~m
(
P(~d), β
)
:= {(C,L, σ) | xi = 0 ∀i}.
The cosection technique provides a virtual cycle on this substack:[
QM
W
g,~m(X, β)
]vir
∈ H∗
(
QM
W
g,~m
(
P(~d), β
))
.
A key result about the stack of sections supported on the critical locus
is the following.
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Theorem 2.3 (Fan–Jarvis–Ruan [19]). The substack QM
W
g,~m(P(
~d), β)
is proper.
Integrals against the virtual fundamental class are expressed as fol-
lows:
Definition 2.4. Given
φ1, . . . , φn ∈ H
W
and nonnegative integers a1, . . . , an, the associated degree-β, genus-g
GLSM correlator is defined by
〈φ1ψ
a1 · · ·φnψ
an〉X,Wg,n,β =
∫
[QM
W
g,n(X,β)]
vir
ev∗1(φ1)ψ
a1
1 · · · ev
∗
n(φn)ψ
an
n ,
where ψi is the cotangent line class at the ith marked point on the
coarse curve.
Note that if φk is drawn from the component of H
W indexed by
mk, then the above integral is supported on QM
W
g,~m(X, β). Thus, the
definition of the correlators makes sense even though a virtual cycle
has only been defined on the narrow substacks of QM
W
g,n(X, β).
2.6. Genus zero. In genus zero, the cosection construction is not
needed. The key point is the following:
Lemma 2.5. Let ~m be such that mk ∈ nar for every k. Then
QM
W
0, ~m(X, β) = QM
W
0, ~m(P(
~d), β).
In particular, QM
W
0, ~m(X, β) is proper.
Proof. It suffices to prove that H0(C,L⊗wi) = 0 for each (C,L, σ) ∈
QM
W
0, ~m(X, β). Let σ = (x1, . . . , xM , p1, . . . , pN). Since the pj cannot
simultaneously vanish everywhere, at least one of the bundles L⊗−dj ⊗
ωlog must have nonnegative degree, so
−djβ − 2 + n ≥ 0.
Thus, using the fact that wi ≤ dj for all i, j, we have
deg(L⊗wi) = wiβ ≤
wi
dj
(n− 2) < n− 1.
On the other hand, the condition that mk ∈ nar means that the
isotropy group at qk acts nontrivially on the fiber of L
⊗wi for each i
and k, so the sections xi must vanish at all n marked points. When C
is smooth, it follows that xi ≡ 0. More generally, the same argument
as above shows that on each irreducible component C ′ ⊂ C, we have
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deg(L⊗wi |C′) < n
′ − 1, where n′ is the number of marks and nodes on
C ′. An inductive argument on the number of components then implies,
again, that xi ≡ 0. 
It follows that the cosection-localized virtual cycle on QM
W
0, ~m(X, β)
is simply the usual virtual cycle, defined via the perfect obstruction
theory (4). To put it more explicitly, one can define [QM
W
0, ~m(P(
~d), β)]vir
by way of the perfect obstruction theory
⊕
j Rπ∗(L
⊗−dj ⊗ ωπ,log)
∨ and
then cap with the top Chern class of an obstruction bundle:
(5) [QM
W
0, ~m(X, β)]
vir = e
(
M⊕
i=1
R1π∗
(
L⊗wi
))
∩ [QM
W
0, ~m(P(
~d), β)]vir.
Remark 2.6. The same proof as that given in Lemma 2.5 shows that
H0(C,L⊗wi) = 0 if all but one marked point is narrow, so (5) remains
valid in this case.
2.7. Extended GLSM theory. For our methods, it is useful to ex-
tend the definition of the GLSM invariants beyond the narrow state
space. This can be done by working equivariantly. More specifically,
let T = (C∗)N act on CM+N by
(t1, . . . , tN) · (x1, . . . , xM , p1, . . . , pN) := (x1, . . . , xM , t1p1, . . . , tNpN).
Then T acts on QM
W
0,n(X, β) by post-composing the section σ with
the action of T. The fixed loci of this action lie in the critical locus
QM
W
0,n(P(
~d), β) (even when the marked points are not narrow).
The T-action on QM
W
g,n(X, β) induces a canonical lift to a T-action
on
⊕M
i=1Rπ∗(L
⊗wi). In analogy with (5), we define a T-equivariant
extended virtual class by
[QM
W
g,n(X, β)]
vir
T := e
−1
T
(
M⊕
i=1
Rπ∗(L
⊗wi)
)
∩ [QM
W
g,n(P(
~d), β)]vir.
Definition 2.7. Given
φ1, . . . , φn ∈ H := H
∗
CR,T(X)
and nonnegative integers a1, . . . , an, the associated degree-β, genus-g,
extended GLSM correlator is defined by
〈φ1ψ
a1 · · ·φnψ
an〉X,W,Tg,n,β :=
∫
[QM
W
g,n(X,β)]
vir
T
ev∗1(φ1)ψ
a1
1 · · · ev
∗
n(φn)ψ
an
n .
These invariants lie in C(α), where α = (α1, . . . , αN) are the equivariant
parameters for the T-action; that is, H∗(BT) = C[α] = C[α1, . . . , αN ].
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If all of the insertions come from the narrow state space HW ⊂ H,
then the genus-zero extended correlators admit a non-equivariant limit
α→ 0, which recovers the definition of narrow GLSM correlators.
2.8. Fixed-point basis. The state space H has a special basis given
by the localization isomorphism:
H∗CR,T(X)⊗ C(α)
∼=
N⊕
k=1
H∗CR,T(Pk)⊗ C(α).
Here, Pk is the unique T-fixed point of X where pk 6= 0. For m ∈
Q/Z, we denote by 1k(m) the fundamental class on the twisted sector of
H∗CR,T(Pk) indexed by m. The collection {1
k
(m)} is referred to as the
fixed-point basis of H.
3. Gromov–Witten Theory and Lagrangian Cones
We now provide a definition of stable maps and GW invariants that
is notationally consistent with the definition of LG stable quasi-maps
given above, and we describe Givental’s axiomatic framework for genus-
zero GW theory.
Definition 3.1. A stable map to X consists of an n-pointed prestable
orbifold curve (C; q1, . . . , qn) of genus g, an orbifold line bundle L of
degree β on C, and a section
σ ∈ Γ
(
M⊕
i=1
L⊗wi ⊕
N⊕
j=1
L⊗−dj
)
.
We require that this data satisfies the following conditions:
(1) Nondegeneracy (for θ < 0): There are no points q ∈ C satisfying
p1(q) = · · · = pN(q) = 0.
(2) Representability : For every q ∈ C with isotropy group Gq, the
homomorphism Gq → C
∗ giving the action of the isotropy group
on the bundle
⊕
i L
⊗wi ⊕
⊕
j L
⊗−dj is injective.
(3) Stability : (L∨)⊗ǫ ⊗ ωlog is ample for all ǫ≫ 0.
A morphism between (C; q1, . . . , qn;L; σ) and (C
′; q′1, . . . , q
′
n;L
′, σ′)
consists of a morphism s : C → C ′ such that s(qi) = q
′
i, together with
a morphism s∗L′ → L that sends s∗σ′ to σ.
Remark 3.2. By our conventions, the degree β is non-positive. This
convention is consistent with the fact that we are working in the neg-
ative chamber of the GIT quotient.
SIGMA MODELS AND PHASE TRANSITIONS 15
Remark 3.3. In contrast to the definition of stable Landau–Ginzburg
quasi-maps, the stability condition in Definition 3.1 is “ǫ =∞” stabil-
ity, which is equivalent to the requirement that (C; q1, . . . , qn;L) have
finitely many automorphisms. In particular, rational tails are not pro-
hibited.
Perhaps a more natural analogue of Definition 2.2 is that of stable
quasi-maps, developed by Ciocan-Fontanine–Kim–Maulik [10]. How-
ever, we choose to work with stable maps because Givental’s axiomatic
framework is more natural in this setting. Using the wall-crossing re-
sults of Ciocan-Fontanine–Kim [9], one could reprove our results using
quasi-maps, instead.
As is well-known, the moduli spaces Mg,n(X, β) of stable maps are
finite-type, separated, Deligne–Mumford stacks. When β = 0, the
moduli stacks are not necessarily proper. To remedy the nonproper-
ness, consider the T-action on Mg,n(X, β) defined by postcomposing
each stable map with the T-action on X . As in the GLSM setting, the
fixed loci of the T-action lie in Mg,n(P(~d), β) and there is a canoni-
cal lift of the T-action to
⊕M
i=1Rπ∗(L
⊗wi). We define a T-equivariant
virtual class by
[Mg,n(X, β)]
vir
T = e
−1
T
(
M⊕
i=1
Rπ∗(L
⊗wi)
)
∩ [Mg,n(P(~d), β)]
vir.
The moduli spaces Mg,n(X, β) admit natural evalution maps to H,
and we have the following definition of T-equivariant GW correlators.
Definition 3.4. Given
φ1, . . . , φn ∈ H
and nonnegative integers a1, . . . , an, the associated degree-β, genus-g,
T-equivariant GW correlator is defined by
〈φ1ψ
a1 · · ·φnψ
an〉X,Tg,n,β :=
∫
[Mg,n(X,β)]virT
ev∗1(φ1)ψ
a1
1 · · · ev
∗
n(φn)ψ
an
n .
3.1. Givental’s symplectic formalism. The genus-zero GW invari-
ants can be encoded geometrically as an over-ruled cone in an infinite-
dimensional vector space. Following Givental, we define the symplectic
vector space
VXT := H[z, z
−1][[Q−
1
d ]](α)
with the symplectic form
ΩT(f1, f2) := Resz=0
(
f1(−z), f2(z)
)
T
,
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where
(−,−)T = 〈1 φ1 φ2〉
X,T
0,3,0
is the equivariant Poincare´ pairing on X . Here, Q is the Novikov
variable. We view VT as a module over the ground ring
ΛTnov := C[[Q
− 1
d ]](α).
There is a decomposition
VXT = V
X+
T ⊕ V
X−
T
into Lagrangian subspaces, where
VX,+T = H[z][[Q
− 1
d ]](α),
VX,−T = z
−1H[z−1][[Q−
1
d ]](α).
Via this polarization, VXT can be identified with the cotangent bundle
T ∗VX,+T as a symplectic vector space.
Fix a basis {Φµ} ofH such that Φ0 = 1, and let {Φ
µ} denote the dual
basis under the pairing (−,−)T. This basis yields Darboux coordinates
for VXT . Namely, an arbitrary element of V
X
T can be expressed as∑
k,µ
qµkΦµz
k +
∑
k,µ
pk,µΦ
µ(−z)−k−1.
The genus-zero generating function of GW theory is defined by
FXT (τ ) =
∑
β,n
Qβ
n!
〈τ n(ψ)〉X,T0,n,β,
where
τ n(ψ) = τ (ψ1) · · ·τ (ψn)
and
τ (z) =
∑
k,µ
τµk Φµz
k.
The sum is over all n and β giving a nonempty moduli spaceM0,n(X, β).
We view FXT as a function of the variables {q
µ
k} by way of the dilaton
shift
qµk =
{
τµk − 1 if k = 1 and µ = 0
τµk otherwise.
It is a fundamental property of GW theory that FXT satisfies the fol-
lowing three differential equations:
(SE)
1
2
(q, q)T = −
∑
k≥0
∑
µ
qµk+1
∂FXT
∂qµk
;
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(DE)
2F =
∑
k≥0
∑
µ
qµk
∂FXT
∂qµk
;
(TRR)
∂3FXT
∂qαk+1∂q
β
i ∂q
γ
j
=
∑
µ,ν
∂2FXT
∂qαk ∂q
µ
0
gµν
∂3FXT
∂qν0∂q
β
l ∂q
γ
m
, ∀α, β, γ, i, j, k.
In these equations, gµν is the inverse of the matrix corresponding to
the pairing (−,−)T, and q = q0 =
∑
qµ0Φµ.
Consider the graph of the differential of FXT :
LˆXT := {(q,p) | p = dqF
X
T } ⊂ V
X
T [[τ ]].
More concretely, a general point of LˆXT has the form
(6) − 1z + τ (z) +
∑
n,β,µ
Qβ
n!
〈
τ n(ψ)
Φµ
−z − ψ
〉X,T
0,n+1,β
Φµ.
We view LˆXT as a formal subspace centered at −1z ∈ V
X
T .
The equations (SE), (DE), and (TRR) together imply that the points
of LˆXT have some very special properties. These properties can be
described by the following geometric interpretation:
Theorem 3.5 (Coates–Givental [14]). LˆXT is a formal germ of a La-
grangian cone LXT with vertex at the origin such that each tangent space
T to the cone is tangent to the cone exactly along zT .
Theorem 3.5 implies that the points of the Lagrangian cone are com-
pletely determined by any dimC(α)(H)-dimensional transverse slice. In
particular, one such slice is given by the J-function:
(7) JXT (τ,−z) = −1z + τ +
∑
n,β,µ
Qβ
n!
〈
τn
Φµ
−z − ψ
〉X,T
0,n+1,β
Φµ,
where
τ =
∑
µ
τµΦµ.
Theorem 3.5, along with the string equation, implies that the deriva-
tives of JXT (τ,−z) span the Lagrangian cone:
(8) LXT =
{
z
∑
µ
cµ(z)
∂
∂τµ
JXT (τ,−z)
∣∣∣∣∣ cµ(z) ∈ ΛTnov[z]
}
.
In practice, we also allow the coefficients cµ(z) to be power series in z,
as long as they converge in some specified topology.
18 EMILY CLADER AND DUSTIN ROSS
3.2. Formal subspaces in the GLSM. We can analogously encode
the genus-zero GLSM invariants as a formal subspace in Givental’s
symplectic vector space. First, define the GLSM I-function:
(9) IX,WT (Q, z) := z
∑
a∈ 1
d
Z
a>0
Q−a
∏M
i=1
∏
0≤b<awi
〈b〉=〈awi〉
(−bz − eT (OX(wi)))∏N
j=1
∏
0<b<adj
〈b〉=〈adj〉
(bz + eT (OX(−dj)))
1(a).
Here, O(wi) and O(−dj) are the (canonically T-linearized) orbifold line
bundles on
X = [CM+N/θ<0 G]
corresponding to the G-equivariant line bundles given by the ith and
(M + j)th factors of CM+N , respectively. The class 1(a) = 1(〈a〉) is the
fundamental class of the twisted sector X(〈a〉) ⊂ IX .
In analogy with (6), we define a formal subspace LˆX,WT as the collec-
tion of points of the form
(10) IX,WT (Q,−z) + t(z) +
∑
n,β,µ
Qβ
n!
〈
tn(ψ)
Φµ
−z − ψ
〉X,W,T
0,n+1,β
Φµ,
viewed as a formal subspace centered at IX,WT (Q,−z) in V
X
T . Notice
that the power of Q can be positive in the sum. Therefore, we view
LˆX,WT as a formal subspace over the extended ground ring:
Λ˜Tnov := Λ
T
nov[Q
1
d ].
It is not obvious, a priori, that the formal subspace LˆX,WT has any
geometric properties analogous to those described in Theorem 3.5. One
consequence of Theorem 1.1, however, is that LˆX,WT is, in fact, a formal
germ of the over-ruled Lagrangian cone LXT .
4. Localization in the GLSM
In this section, we describe the virtual localization formula for the
extended genus-zero GLSM invariants. References for virtual localiza-
tion are Graber–Pandharipande [21] and Liu [24].
4.1. Localization graphs. Virtual localization expresses the genus-
zero GLSM correlators
(11) 〈φ1ψ
a1 · · ·φnψ
an〉X,W,T0,n,β
as a sum of contributions from the T-fixed loci on QM
W
0,n(X, β). The
fixed loci of QM
W
0,n(X, β) are indexed by decorated trees Γ. For a tree
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Γ, let V (Γ), E(Γ), and F (Γ) denote the sets of vertices, edges, and flags
of Γ, respectively. The localization trees are decorated as follows:
• Each vertex v is decorated by an index kv ∈ {1, . . . , N} and a
degree βv ∈
1
d
Z.
• Each edge e is decorated by a degree βe ∈
1
d
Z.
• Each flag (v, e) is decorated by a multiplicity m(v,e) ∈
1
d
Z/Z.
In addition, Γ is equipped with a map
s : {1, . . . , n} → V (Γ)
assigning marked points to the vertices. Let Ev be the set of edges
adjacent to v, and set
val(v) := |Ev|+ |s
−1(v)|.
A point in the fixed locus FWΓ indexed by the decorated graph Γ can
be described as follows:
• Each vertex v ∈ V (Γ) corresponds to a maximal connected
component Cv over which pj = 0 for j 6= kv, and deg(L|Cv) = βv.
• Each edge e ∈ E(Γ) with adjacent vertices v and v′ corresponds
to an orbifold line Ce with two marked points qv, qv′ , over which
pj = 0 for j 6= kv, kv′ . The section pkv vanishes only at qv′ , while
the section pkv′ vanishes only at qv, and deg(L|Ce) = βe.
• The set s−1(v) ⊂ {1, . . . , n} indexes the marked points sup-
ported on Cv.
• If either val(v) > 2, or val(v) = 2 and βv < 0, then the flag
(v, e) ∈ F (Γ) corresponds to a node attaching Cv to Ce, and
m(v,e) gives the multiplicity of L on the vertex branch of the
node. If val(v) = 2 and βv = 0, then Cv is the smooth point
qv ∈ Ce and −m(v,e) is the multiplicity of L at qv.
We denote by mi ∈ Q/Z the twisted sector of H
∗
CR(X) from which the
insertion φi is drawn.
The non-emptiness of FWΓ imposes a number of constraints on the
decorations. For example, for each edge e with adjacent vertices v and
v′, one must have
βe +m(v,e) +m(v′,e) ∈ Z
and βe < 0.
The contribution of a graph Γ to the localization expression for (11)
can be subdivided into vertex, edge, and flag contributions, which we
outline below.
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4.2. Vertex contributions. We call a vertex stable if either val(v) >
2 or val(v) = 2 and βv < 0; otherwise, we say the vertex is unstable.
Let v be a stable vertex, and let FWv denote the T-fixed locus in
QM
W
0,val(v)(X, βv) for which pj = 0 for j 6= kv. Let N
W
F denote the
virtual normal bundle of FWv inQM
W
0,val(v)(X, βv). We define the vertex
contribution of the stable vertex v to be
ContrWΓ (v) :=
∫
[FWv ]
vir
T
∏
i∈s−1(v) ev
∗
i (1
kv
(mi)
)ψai
eT (N
W
F )
∏
e∈Ev
dkvev
∗
e(1
kv
(m(v,e))
)
αk
v′
−αkv
βe
− ψe
.
The stability condition in the definition of stable LG quasi-maps
ensures that the only unstable vertices are those for which s−1(v) =
{iv}, Ev = {e}, and βv = 0. Let ve be the other vertex adjacent to e.
We define the vertex contribution of the unstable vertex v to be
ContrWΓ (v) :=
(
αkv − αkve
βe
)aiv
.
Note that the expression in the parentheses is nothing more than ψiv
restricted to the fixed locus FWΓ .
4.3. Edge contributions. Let e be an edge with adjacent vertices v
and v′, and let Fe denote the T-fixed locus inQM
W
0,(−m(v,e),−m(v′,e))
(X, βe)
for which pj = 0 for j 6= kv, kv′ , the section pkv vanishes only at qv′ , and
the section pkv′ vanishes only at qv. Let Ne denote the virtual normal
bundle of Fe. We define
ContrWΓ (e) :=
∫
[Fe]vir
1
eT (Ne)
=
1
dkvdkv′βe
·
eT
(⊕M
i=1R
1π∗L
⊗wi
)
eT
((⊕N
j=1R
0π∗L⊗−dj
)mov) ,(12)
where the superscript mov denotes the moving part with respect to the
T-action. To arrive at (12), we are using the fact that ωlog ∼= O on Ce.
The expression (12) can be made explicit, following [24]:
ContrWΓ (e) =
1
dkvdkv′βe
∏
i
∏
0<b<−βewi
〈b〉=〈mkv
wi〉
(
b
βe
(αkv′ − αkv)− wiαkv
)
∏
j
∏′
0≤b≤−βedj
〈b〉=〈mkv
dj〉
(
b
βe
(αkv − αkv′ ) + dj(αkv − αj)
) ,
where
∏′ in the denominator denotes the product over all nonzero
factors.
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4.4. Flag contributions. Let (v, e) be a flag at a stable vertex v.
Let N
m(v,e)
kv
denote the normal bundle of the unique T-fixed point in
X(m(v,e)) where pkv 6= 0. We define the flag contribution of the stable
flag (v, e) to be
ContrWΓ (v, e) := eT
(
N
m(v,e)
kv
)
.
If v is an unstable vertex, then we define ContrWΓ (v, e) = 1.
4.5. Total graph contributions. Combining all of these contribu-
tions, the genus-zero GLSM correlators are given by:
〈φ1ψ
a1 · · ·φnψ
an〉X,W,T0,n,β =
∑
Γ
ContrWΓ ,
where ContrWΓ equals
1
|Aut(Γ)|
∏
v∈V (Γ)
ContrWΓ (v)
∏
e∈E(Γ)
ContrWΓ (e)
∏
(v,e)∈F (Γ)
ContrWΓ (v, e).
4.6. Comparison with GW theory. The virtual localization for-
mula for the GW theory of X is developed carefully in [24]. For the
reader’s convenience, we briefly compare it to the above localization
formula in the GLSM.
The first difference between the localization formulas is that the GW
localization graphs are a superset of the GLSM localization graphs.
Indeed, there are localization graphs in GW theory with vertices of
valence one, which correspond to rational tails of the source curve.
The contributions from these rational tails, however, do not play a role
in our proofs, so we do not discuss them further. Whenever an edge or
flag has no adjacent vertex of valence one, its contribution to the GW
localization formula is exactly the same as in the GLSM.
The second major difference occurs at stable vertices, and it does
play a role in what follows. Namely, in GW theory, ContrWΓ (v) is
replaced by
ContrΓ(v) :=
∫
[Fv]virT
∏
i∈s−1(v) ev
∗
i (1
kv
(mi)
)ψai
eT (NF )
∏
e∈Ev
dkvev
∗
e(1
kv
(m(v,e))
)
αkv′
−αkv
βe
− ψe
;
that is, the integral over FWv ⊂ QM
W
0,val(v)(X, βv) becomes an integral
over Fv ⊂ M0,val(v)(X, βv), which is similarly defined as the T-fixed
locus for which pj = 0 for j 6= kv.
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5. Vertex Correspondence
In this section, we make a comparison of the GW and GLSM invari-
ants appearing in the stable vertex terms of the localization graphs of
the previous section.
5.1. Twisted GW theory. Recall that Pk denotes the unique T-fixed
point of X for which pk 6= 0. After unraveling the definitions, we see
that the stable vertex contributions ContrΓ(v) for GW theory encode
invariants of the form
(13)
∫
[M0,n(Pk ,β)]
ev∗1(φ1)ψ
a1 · · · ev∗n(φn)ψ
an · e−1T (Rπ∗Tk) ,
where φ1, . . . , φn ∈ H
∗
CR,T(Pk) and
Tk :=
M⊕
i=1
L⊗wi ⊕
⊕
j 6=k
L⊗−dj
with T-weights wiαk for each i ∈ {1, . . . ,M} and djαj − djαk for each
j ∈ {1, . . . , N} \ {k}.
The expression (13) is an example of a genus-zero twisted correlator
on M0,n(Pk, β). Coates–Givental [14] have developed a general frame-
work for working with such twisted theories, which we now recall.
For any choice of parameters
s =
{
sil, s˜
j
l
∣∣∣∣ i∈{1,...,M},j∈{1,...,N}\{k},l≥0
}
,
a characteristic class on vector bundles of the form
T =
M⊕
i=1
Ui ⊕
⊕
j 6=k
Vk
can be defined by
(14) c(T ) :=
M∏
i=1
exp
(∑
l≥0
silchl(Ui)
)
·
∏
j 6=k
exp
(∑
l≥0
s˜jl chl(Vj)
)
.
This class is multiplicative, and can thus be extended to K-theory.
Given such parameters, we define c-twisted correlators in all genera
by
〈φ1ψ
a1 · · ·φnψ
an〉Pk,cg,n,β :=
∫
[Mg,n(Pk,β)]
ev∗1(φ1)ψ
a1 · · · ev∗n(φn)ψ
anc (Rπ∗Tk) .
When sil, s˜
j
l = 0 for all i, j, l, we obtain the untwisted correlators, which
we denote by 〈φ1ψ
a1 · · ·φnψ
an〉Pk,ung,n,β .
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Remark 5.1. The specific choice
sil =

− ln (wiαk) if l = 0
(l − 1)!
(−wiαk)l
if l > 0
s˜jl =

− ln(djαj − djαk) if l = 0
(l − 1)!
(djαk − djαj)l
if l > 0
yields a characteristic class ck(−) such that
ck (Rπ∗Tk) = e
−1
T (Rπ∗Tk) .
For any choice of multiplicative characteristic class c, the genus-zero
c-twisted GW correlators define an axiomatic Gromov–Witten theory
on the symplectic vector space
VPkc = H
∗
CR(Pk)((Q
− 1
dk , z))[[s]]
with symplectic form induced by the twisted pairing
(15) (φ1, φ2)
Pk
c = 〈1
k φ1 φ2〉
Pk,c
0,3,0.
We denote the corresponding Lagrangian cone by LPkc ⊂ V
Pk
c . Notice
that in the twisted theory, we allow Laurent series in z rather than
only Laurent polynomials; this will be important later.
The following theorem relates c-twisted GW correlators to their un-
twisted versions:
Theorem 5.2 (Tseng [26]). Define the symplectic transformation
∆ : VPk
un
→ VPkc
by
∆ =
⊕
m∈ 1
dk
Z/Z
exp
(∑
l≥0
[ M∑
i=1
sil
Bl+1 (〈wim〉)
(l + 1)!
+
∑
j 6=k
s˜jl
Bl+1 (〈−djm〉)
(l + 1)!
]
zl
)
.
Then
∆(LPk
un
) = LPkc .
More explicitly, ∆ acts diagonally with respect to the decomposition
ofH∗CR(Pk) into twisted sectors, and themth component gives its action
on the sector indexed by m.
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5.2. Twisted theory on weighted spin curves. A similar formal-
ism applies to the stable vertex terms in the GLSM. First, however,
some further comments on the underyling moduli space are in order.
At a stable vertex v in a GLSM localization graph Γ with kv = k,
the moduli space Fv parameterizes a prestable marked orbifold curve
Cv along with an orbifold line bundle L and an isomorphism
L⊗dk ∼= ωlog ⊗O(−B),
where B is the base locus of σ|Cv . The stability condition is equivalent
to insisting that ωlog ⊗ O(ǫB) is ample for all ǫ > 0. These moduli
spaces where introduced by the second author and Ruan in [25] under
the name ǫ = 0 weighted spin curves.
More generally, letM
d
g,n(β)
ǫ denote the moduli space parametrizing
genus-g prestable marked orbifold curves (C; q1, . . . , qn) along with an
effective divisor B, a degree-β line bundle L, and an isomorphism
L⊗d ∼= ωlog ⊗O(−B),
satisfying:
(1) The support of B is disjoint from the marks and nodes of C.
(2) For every q ∈ C with isotropy group Gq, the homomorphism
Gq → C
∗ giving the action of the isotropy group on the bundle⊕
i L
⊗wi ⊕ L⊗−dk is injective.
(3) ωlog ⊗O(δB) is ample for all δ > ǫ.
Let M
d
g,~m(β)
ǫ denote the component of the moduli space on which L
has multiplicity mi at the ith marked point.
Then ContrΓ(v) encodes invariants of the form
(16)
∫
[M
dk
0,~m
(β)ǫ=0]
ψa11 · · ·ψ
an
n e
−1
T
(
Rπ∗T
W
k
)
,
where
T Wk :=
M⊕
i=1
L⊗wi ⊕
⊕
j 6=k
L⊗−dj ⊗ ωlog
with T-weights wiαk for each i ∈ {1, . . . ,M} and djαj − djαk for each
j ∈ {1, . . . , N} \ {k}.
In analogy with twisted GW theory, we make the following definition.
Definition 5.3. For a characteristic class c defined as in (14) and a
choice of ǫ ≥ 0, we define the c-twisted spin correlators by
〈1k(m1)ψ
a1 · · ·1k(mn)ψ
an〉Pk,W,ǫ,cg,n,β :=
∫
[M
dk
0,~m
(β)ǫ ]
ψa11 · · ·ψ
an
n c(Rπ∗T
W
k ).
SIGMA MODELS AND PHASE TRANSITIONS 25
Remark 5.4. For ǫ = 0, the specific choice made in Remark 5.1 yields
the vertex contributions from the GLSM localization formula.
For ǫ≫ 0 (denoted ǫ =∞) and any choice of characteristic class c,
the genus-zero twisted spin correlators define an axiomatic Gromov–
Witten theory on the symplectic vector space VPkc , which is a twisted
version of FJRW theory. More specifically, define the genus-zero po-
tential by
FWk,c(t) =
∑
n,β
Qβ
n!
〈t(ψ)n〉Pk,W,∞,c0,n,β ,
where
t(ψ) =
∑
m,l
tml 1
k
(m)ψ
l.
It is a fundamental property of FJRW theory that, after the dilaton
shift
qml =
{
tml −Q
1
dk if l = 1 and m = 1/dk
tml otherwise,
the potential FWk,c satisfies the equations (SE), (DE), and (TRR) de-
scribed in Section 3.1.
Remark 5.5. In the theory of spin curves, there exists a forgetful map
only on the component where the last marked point has multiplicity
1
dk
; thus, 1k(1/dk) plays the role of the unit in this theory. Moreover, the
forgetful map changes the degree of L. This explains why the dilaton
shift differs from that in GW theory. In addition, it is straightforward
to check that the twisted pairing (15) is recovered by:
(φ1, φ2)
Pk
c = 〈1
k
(1/dk)
φ1 φ2〉
Pk,W,∞,c
0,3,1/dk
.
We denote the Lagrangian cone associated to the ǫ = ∞ c-twisted
spin theory by LPk,Wc ⊂ V
Pk
c . Two results about this cone will be
important in what follows; briefly, these are:
(1) Wall-crossing: The c-twisted spin correlators for any ǫ can be
recovered from the ǫ =∞ c-twisted spin correlators, by relating
them to LPk,Wc .
(2) Symplectomorphisms: The ǫ =∞ c-twisted spin correlators for
any c can be recovered from the ǫ = ∞ untwisted correlators,
by giving a symplectomorphism taking LPk,Wun to L
Pk,W
c .
Below, we make these two facts explicit.
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5.3. Wall-crossing. Fix a characteristic class c as above. Although
the twisted spin correlators can, a priori, only be encoded in an over-
ruled Lagrangian cone for ǫ =∞, we can still define a formal subspace
for any ǫ, analogously to Section 3.2. To do so, we must define an
ǫ-dependent I-function and this can be done using graph spaces, fol-
lowing [3], [9], and [25].
More specifically, let GM
dk
0,n+1(β)
ǫ be the graph space of weighted
spin curves with the additional data of a parameterization of one com-
ponent of the source curve C. Stability, here, only requires ωlog⊗O(δB)
to be ample (for all δ > ǫ) on the non-parameterized components. Let
GM
dk
0, ~m+m(β)
ǫ be the component of the graph space where the multi-
plicity of L on the ith marked point is mi for i ≤ n and the multiplicity
of L on the last marked point is m. We define twisted correlators on
this moduli space by integration:
(17)
∫
[GM
dk
0,~m+m
(β)ǫ]
ψa11 · · ·ψ
an
n c(Rπ∗T
W
k ).
The graph space admits a C∗ action induced by scaling the coarse
coordinates of the parameterized component:
t · [y0, y1] := [ty0, y1].
Let z denote the equivariant parameter of this action.
There is a special C∗-fixed locus in GM
dk
0, ~m+m(β)
ǫ where the last
marked point is [0 : 1] and the rest of the marked points and basepoints
lie over [1 : 0]. Denote this fixed locus by F ǫ~m+m,β. Let Res
(
F ǫ~m+m,β
)
denote the equivariant residue of F ǫ~m+m,β with respect to the integral
(17). Whenever M
dk
0, ~m+m(β)
ǫ is nonempty (that is, when n > 1, when
n = 1 and β < 0, or when n = 0 and β ≤ −1+ǫ
dkǫ
), a standard computa-
tion shows that
Res
(
F ǫ~m+m,β
)
=
−1
z2
〈
1k(m1)ψ
a1 · · ·1k(mn)ψ
an
1k(m)
z − ψ
〉Pk,W,ǫ,c
0,n+1,β
.
When n = 1 and β = 0, we have
Res
(
F ǫm1+m,β=0
)
=
{
−
c(Nmk )
dkz2
(−z)a1 m = −m1
0 otherwise.
SIGMA MODELS AND PHASE TRANSITIONS 27
When n = 0 and β > −1+ǫ
dkǫ
, we have
Res
(
F ǫm,β
)
=

−cC∗(Rπ∗TWk )
dkza+1a!
∃a ∈ N s.t. β = −a+1
dk
, m =
〈
−a+1
dk
〉
0 otherwise.
Packaging these residues in a generating series, define LˆPk,W,ǫc as the
formal subspace of VPkc [[t]] consisting of points of the form
IPk,W,ǫc (Q,−z) + t(z) +
∑
n,β
m∈ 1
dk
Z/Z
Qβ
n!
〈
t(ψ)n
1k(m)
−z − ψ
〉Pk,W,ǫ,c
0,n+1,β
(1k(m))
∨,
where (−)∨ denotes the dual with respect to the twisted pairing (−,−)Pkc
and
IPk,W,ǫc (Q, z) :=
z
dk
∑
a∈N
0≤a<ǫ
Q
− a+1
dk
zaa!
cC∗
(
Rπ∗T
W
k
)(
1k(
− a+1
dk
)
)∨
.
Theorem 5.6 (c.f. Ross–Ruan [25]). For any ǫ ≥ 0, LˆPk,W,ǫc is a formal
germ of the over-ruled Lagrangian cone LPk,Wc .
Proof. This result is a twisted version of the main result in [25]. Us-
ing localization on graph spaces, the techniques of [25] can be applied
directly to prove this result. 
Remark 5.7. When ǫ = 0 and the characteristic class c is chosen as
in Remark 5.1, the twisted I-function can be computed explicitly:
IPk,Wck (Q, z) = z
∑
a∈ 1
dk
Z
a>0
Q−a
∏
i
∏
0≤b<awi
〈b〉=〈awi〉
(−bz − wiαk)∏
j
∏
0<b<adj
〈b〉=〈adj〉
(bz + dj(αk − αj))
1k(a).
In particular, the localization isomorphism immediately implies that
IX,WT (Q, z) =
N∑
k=1
IPk,Wck (Q, z),
where IX,WT is defined in (9).
5.4. Symplectomorphisms. The relationship between the twisted and
untwisted cones for ǫ = ∞ is given by a result precisely analogous to
Tseng’s:
Theorem 5.8. Let ∆ be the symplectic transformation defined in The-
orem 5.2. Then
∆(LPk,W
un
) = LPk,Wc .
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Proof. This is simply a twisted version of the symplectomorphism com-
puted by Lee–Priddis–Shoemaker in Theorem 4.3 of [23], and the proof
is a straightforward generalization of theirs. In particular, the key point
is that the action of the quantized operator ∆̂ on total descendant po-
tentials is defined in terms of the dilaton shift, which differs in the
twisted GW and twisted spin cases. This difference precisely accounts
for the discrepancy in the characteristic classes of Tk and T
W
k . 
5.5. Comparison of untwisted theories. When ǫ = ∞ and c = 1,
the (untwisted) spin theory can be directly related to untwisted GW
theory.
Lemma 5.9. Suppose that φk = 1
k
(mk)
for k = 1, . . . , n. Then
〈φ1ψ
a1 · · ·φnψ
an〉Pk,ung,n,β=−∑mk = 〈φ1ψ
a1 · · ·φnψ
an〉Pk,W,∞,un
g,n,β= 2g−2+n
dk
−
∑
mk
.
In particular, both correlators are equal to
d2g−1k
∫
[Mg,n]
ψa11 · · ·ψ
an
n .
Proof. The condition on the degrees ensures that the moduli spaces
Mg,~m(Pk, β) and M
dk
g,~m(β)
∞ are nonempty. The explicit formula fol-
lows from the fact that both moduli spaces admit degree-d2g−1k maps
to Mg,n and the ψ-classes are pulled back via this maps. 
Lemma 5.10. We have an identification of untwisted Lagrangian cones:
LPk
un
= LPk,W
un
.
Proof. In either theory, there is a J-function, defined by
JPkun (τ, z) = 1
k
(0)z + τ +
∑
n,β,m
Qβ
n!
〈
τn
1k(m)
z − ψ
〉Pk,un
0,n+1,β
(
1k(m)
)∨
in GW theory, and
JPk,Wun (t, z) = Q
1
dk 1k(1/dk)z + t+
∑
n,β,m
Qβ
n!
〈
tn
1k(m)
z − ψ
〉Pk,W,un
0,n+1,β
(
1k(m)
)∨
,
in the GLSM. Here,
τ =
∑
m
τm1k(m),
where the sum runs over a basis for H∗CR(Pk), and t is defined similarly.
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The Lagrangian cone for each theory is spanned by linear combina-
tions of derivatives of the corresponding J-function. Thus, it suffices
to prove that there exists a change of variables τ = τ(t) such that
JPkun (τ, z) = z
∑
m
cm(z)
∂
∂tm
JPk,Wun (t, z).
By matching the linear coefficients of z, this is equivalent to proving
that
JPkun (τ, z) = z
∂
∂t0
JPk,Wun (t, z).
Define τ = τ(t) by
τm := Q
1
dk tm.
Then:
z
∂
∂t0
JPk,Wun (t, z) = z1
k
(0) + z
∑
β,n,m
Qβ
n!
〈
1k(0) t
n
1k(m)
z − ψ
〉Pk,W,un
0,n+2,β
(
1k(m)
)∨
= z1k(0) + z
∑
β,n,m
Q
β− n
dk
n!
〈
1k(0) τ
n
1k(m)
z − ψ
〉Pk,un
0,n+2,β− n
dk
(
1k(m)
)∨
= JPkun (τ, z).
The second equality follows from Lemma 5.9 and the third equality
follows from the string equation in GW theory. 
5.6. Comparison of twisted theories.
Corollary 5.11. We have an identification of c-twisted Lagrangian
cones:
LPkc = L
Pk,W
c .
Proof. This follows from the fact that the untwisted cones are identified
(Lemma 5.10) along with the fact that the symplectomorphism taking
the untwisted to the twisted cone is the same in either case (Theorems
5.2 and 5.8). 
In conjunction with Theorem 5.6, this completes the comparison
of the GW and GLSM correlators appearing at the vertices of the
localization graphs.
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6. Formal subspace characterization
Having identified the correlators appearing as vertex contributions in
the GLSM and GW theory, we must leverage this comparison to relate
the full localization expressions for the two theories. To do so, we will
need a characterization of points on the formal subspace LˆX,WT . This
characterization is motivated by the cone characterization appearing
in work of Coates–Corti–Iritani–Tseng ([13], Theorem 41).
First, we provide a natural notion of what it means to be a point on
the cone over an auxiliary set of formal parameters x = (x1, . . . , xK).
Definition 6.1. A Λ˜Tnov[[x]]-valued point of Lˆ
X,W
T is a point of V
X
T [[x]]
of the form
IX,WT (Q,−z) + t(z) +
∑
n,β,µ
Qβ
n!
〈
t(ψ)n
Φµ
−z − ψ
〉X,W,T
0,n+1,β
Φµ
for some t(z) ∈ VX,+T [[x]] for which t(z)|x=0 = 0.
Notice that t(z) is defined over the base ring and, in particular,
depends formally on the Novikov parameter Q.
The analogous definition can be made at each fixed point. Namely,
we define a Λ˜Tnov[[x]]-valued point of Lˆ
Pk,W
ck
to be a point of VPkck [[x]] of
the form
IPk,Wck (Q,−z) + tk(z) +
∑
n,β,m
Qβ
n!
〈
tk(ψ)
n
1k(m)
−z − ψ
〉Pk,W,ǫ=0,ck
0,n+1,β
(
1k(m)
)∨
for some tk(z) ∈ V
Pk,+
ck
[[x]] for which tk(z)|x=0 = 0.
We now fix the notation required in the statement of the charac-
terization. For any f = f(z) ∈ VXT , let fk denote the restriction of f
to H∗CR(Pk) and let fk,m denote the coefficient of the fixed-point basis
element 1k(m).
For a given k 6= k′, m ∈ 1
dk
Z/Z, and m′ ∈ 1
dk′
Z/Z, set
Em,m
′
k,k′ := {β ∈ Z−m−m
′ | β < 0}.
That is, Em,m
′
k,k′ is the set of possible degrees βe for which e is an edge in
a localization graph adjacent to vertices v and v′ with kv = k, kv′ = k
′,
me,v = m, and me,v′ = m
′.
For β ∈ Em,m
′
k,k′ , define the recursive term
RCm,m
′
k,k′ (β) :=
1
dk′β
∏
i
∏
0≤b<−βwi
〈b〉=〈mwi〉
(
b
β
(αk′ − αk)− wiαk
)
∏
j
∏′
0<b≤−βdj
〈b〉=〈mdj 〉
(
b
β
(αk − αk′) + dj(αk − αj)
) .
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Notice that the recursive term is equal to dkeT (N
m
k ) Contr
W
Γ (e), where
e is an edge in a localization graph as above and Nmk is defined in
Section 4.4. For notational convenience, set
αβk,k′ :=
αk′ − αk
β
.
Theorem 6.2. Let f ∈ VXT [[x]] be such that (f |x=0)|Q=∞ = 0. Then f is
a Λ˜Tnov[[x]]-valued point of Lˆ
X,W
T if and only if the following conditions
hold:
(C1) For each k,m, the restriction fk,m lies in C(z, α)((Q
− 1
d ))[[x]]
and, as a rational function of z, each coefficient of a monomial
in Q and x is regular except possibly for a pole at z = 0, a pole
at z = ∞, and poles at z = αβk,k′ with β ∈ E
m,m′
k,k′ for some
k′, m′.
(C2) For each k 6= k′, m, m′, and β ∈ Em,m
′
k,k′ , we have the following
recursion:
Resz=αβ
k,k′
fk,m = Q
βRCm,m
′
k,k′ (β) fk′,−m′
∣∣
z=αβ
k,k′
.
(C3) The Laurent expansion of fk at z = 0 is a Λ˜
T
nov[[x]]-valued point
of LˆPk,Wck ⊂ V
Pk
ck
.
Proof. The proof follows that of Theorem 41 in [13].
Let f be a Λ˜Tnov[[x]]-valued point of Lˆ
X,W
T . We first verify that f
satisfies (C1) – (C3). By definition, we can write f as a formal series
(18) IX,WT (Q,−z) + t(z) +
∑
n,β,µ
Qβ
n!
〈
t(ψ)n ·
Φµ
−z − ψ
〉X,W,T
0,n+1,β
Φµ,
where t(z) ∈ VX+T [[x]] satisfies t(z)|x=0 = 0. The restriction fk,m can
thus be written
(19) IPk,Wck (Q,−z)m+tk,m(z)+
∑
n,β
Qβ
n!
〈
t(ψ)n ·
(1k(m))
∨
−z − ψ
〉X,W,T
0,n+1,β
1k(m),
where IPk,Wck (Q,−z)m is the coefficient of 1
k
(m) in the twisted I-function
and the dual is taken with respect to the pairing (−,−)Pkck :
(20) (1k(m))
∨ = dkeT (N
m
k )1
k
(−m).
By Remark 5.7, the initial term in (19) is equal to
(21)
IPk,Wck (Q,−z)m = z
∑
l∈Z>0
Q−m−l
∏
i
∏
0≤b<(m+l)wi
〈b〉=〈mwi〉
(bz − wiαk)∏
j
∏
0<b<(m+l)dj
〈b〉=〈mdj 〉
(−bz + dj(αk − αj))
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The correlators in (19) can be computed via the localization pro-
cedure outlined in Section 4. Each localization graph has a distin-
guished vertex v corresponding to the component carrying the last
marked point, and the graphs subdivide into two types:
A: Graphs for which v is unstable, i.e. val(v) = 2 and βv = 0;
B: Graphs for which v is stable, i.e. val(v) > 2 or βv < 0.
We now verify condition (C1). It is clear from (21) that the initial
term IPk,Wck (Q,−z)m lies in C(z, α)((Q
− 1
d )) and it has poles at z = 0,
z =∞, and z = dk′ (αk−αk′ )
b
where
b = mdk′ + c > 0
for some integer c. Setting β = −b/dk′ and m
′ = 〈c/dk′〉, we see that
these poles coincide with αβk,k′ for β ∈ E
m,m′
k,k′ .
Now consider the sum in (19). It follows from the virtual localization
formula that this term lies in C(z, α)((Q−
1
d ))[[x]]. Moreover, we saw in
Section 4 that contributions from graphs of type A have the prescribed
poles at z = αβk,k′ due to the specialization of ψn+1 at the unstable
vertices, while contributions from graphs of type B are polynomial in
z−1 because ψ is nilpotent at the stable vertices. These observations
prove (C1).
Next, we verify condition (C2). As before, we begin with the ini-
tial term IPk,Wck (Q,−z)m. We compute directly that the residue of
IPk,Wck (Q,−z)m at z = α
β
k,k′ is equal to
(22)
αk′ − αk
dk′β2
∑
l∈Z>0
m+l>−β
Q−m−l
∏
i
∏
0≤b<(m+l)wi
〈b〉=〈mwi〉
(
b
β
(αk′ − αk)− wiαk
)
∏
j
∏′
0<b<(m+l)dj
〈b〉=〈mdj 〉
(
b
β
(αk − αk′) + dj(αk − αj)
) ,
and the evaluation of I
Pk′ ,W
ck′ (Q,−z)−m′ at z = α
β
k,k′ is
(23)
αk′ − αk
β
∑
l∈Z>0
Q−〈−m
′〉−l
∏
i
∏
0≤b<(〈−m′〉+l)wi
〈b〉=〈−m′wi〉
( b
β
(αk′ − αk)− wiαk′)∏
j
∏
0<b<(〈−m′〉+l)dj
〈b〉=〈−m′dj〉
( b
β
(αk − αk′) + dj(αk′ − αj))
.
By shifting the index b in (23) so that the products start at −βwi in
the numerator and −βdj in the denominator, it is straightforward to
verify that
(22) = Qβ RCm,m
′
k,k′ (β) · (23).
Now we verify condition (C2) for the sum of correlators in (19). Let
Γ be a graph of type A. Then there is a unique edge e adjacent to the
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(unstable) distinguished vertex v, and it meets the rest of the graph at
a vertex v′. The contribution of Γ to the particular correlator〈
tn(ψ)
(1k(m))
∨
−z − ψ
〉X,W,T
0,n+1,β
can be written as
ContrWΓ = dkeT (N
m
k )Contr
W
Γ (e) Contr
W
Γ′ ,
where Γ′ is the graph obtained from Γ by omitting the edge e and
ContrΓ′ is the contribution of Γ
′ to the correlator〈
tn(ψ) ·
(1k
′
(m′))
∨
−z − ψ
〉X,W,T
0,n+1,β−βe
.
Since RCm,m
′
k,k′ (βe) = dkeT (N
m
k )Contr
W
Γ (e), condition (C2) follows by
fixing e and summing over all possible Γ′.
Lastly, we verify (C3). Define
fˆk,m := fk,m − I
Pk,W
ck
(Q,−z)m
and set
tˆk,m(z) := tk,m(z) +
∑
k′,m′
β∈E
m,m′
k,k′
QβRCm,m
′
k,k′ (β)
z − αβk,k′
(
fˆk′,−m′ |z=αβ
k,k′
)
,
viewed as a power series at z = 0. Notice that tˆk,m(z)|x=0 = 0. From
(C2), the second term is equal to the contribution from type-A graphs
to the sum of correlators in (19). We now consider type-B graphs. By
integrating over all moduli spaces except the one corresponding to the
distinguished vertex, we compute that the contribution from all type-B
graphs to the sum in (19) is equal to
∑
n,β
Qβ
n!
〈
tˆk,m(ψ)
n ·
(1k(m))
∨
−z − ψ
〉Pk,W,ǫ=0,ck
0,n+1,β
.
Adding the type-A and type-B contributions and summing over m, we
conclude that
fk = I
Pk,W
ck
(Q,−z)+tˆk(z)+
∑
n,β,m
Qβ
n!
〈
tˆk(ψ)
n ·
1k(m)
−z − ψ
〉Pk,W,ǫ=0,ck
0,n+1,β
(1k(m))
∨,
which is a Λ˜Tnov[[x]]-valued point of Lˆ
Pk,W
ck
. This proves (C3).
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To prove the reverse implication, assume f satisfies (C1) – (C3). As
before, write
fˆ := f − IX,WT (Q,−z).
Since both f and IX,WT (Q,−z) satisfy conditions (C1) and (C2), so does
fˆ , and we can write
(24) fˆk = tk(z) +
∑
m,k′,m′
β∈E
m,m′
k,k′
QβRCm,m
′
k,k′ (β)
z − αβk,k′
(
fˆk′,−m′|z=αβ
k,k′
)
1k(m)+O(z
−1)
for some tk(z) ∈ V
Pk,+
ck
[[x]]. Moreover, by condition (C3), we know
that fˆ |x=0 = 0. Choose t(z) ∈ V
X,+
T [[x]] to be the unique element
which restricts to tk(z) for all k. Then f and the series (18) both satisfy
conditions (C1) – (C3) and they give rise to the same restrictions tk(z).
Therefore, it suffices to prove that (C1) – (C3) uniquely determine f
from the collection tk(z). To justify this last claim, we proceed by
lexicographic induction on the degree in (x,Q−1).
Suppose we know the xαQβ-coefficient of f whenever (α,−β) <lex
(µ,−ν). Since β < 0 in the recursive term of (24), we can inductively
determine the xµQν-coefficient up to the O(z−1) part. To determine
this principal part, we use the fact that fk lies on Lˆ
Pk,W
ck
, so we can
write it as
(25)
IPk,Wck (Q,−z) + tˆk(z) +
∑
n,β,m
Qβ
n!
〈
tˆk(ψ)
n
1k(m)
−z − ψ
〉Pk,W,ǫ=0,ck
0,n+1,β
(
1k(m)
)∨
,
in which
tˆk(z) := tk(z) +
∑
m,k′,m′
β∈E
m,m′
k,k′
QβRCm,m
′
k,k′ (β)
z − αβk,k′
(
fˆk′,−m′ |z=αβ
k,k′
)
1k(m).
Notice that the correlators in (25) capture the O(z−1) part of fˆk and
they are nonzero only if n > 1 or n = 1 and β < 0. Therefore, the
inductive step also allows us to solve for the O(z−1) part. 
6.1. Proof of Theorem 1.1. We now collect the results from the
previous sections to prove Theorem 1.1— that is, we prove that LˆX,WT
is a formal germ of the GW Lagrangian cone LXT .
Proof of Theorem 1.1. Since LXT is spanned by the derivatives of the J-
function as in (8), we simply need to show that every point in the formal
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subspace LˆX,WT can be written as a linear combination of derivatives of
JXT (τ,−z). By definition, a point of Lˆ
X,W
T can be written as
f = IX,WT (Q,−z) + t(z) +
∑
n,β,µ
Qβ
n!
〈
tn(ψ)
Φµ
−z − ψ
〉X,W,T
0,n+1,β
Φµ.
We can find an element of LXT that matches f modulo V
X,−
T , since the
GW Lagrangian cone LXT is a graph over V
X,+
T . Written in terms of
derivatives of the J-function, this means there is a unique
g = tˆ(z) +
∑
n,β,µ
Qβ
n!
〈
tˆ(z) τn
Φµ
−z − ψ
〉X,T
0,n+2,β
Φµ ∈ LXT
such that f = g mod z−1. Here, both tˆ(z) ∈ zVX,+T [[t]] and τ depend
formally on t(z). To prove that f ∈ LXT , we must prove that f = g.
Since points of LˆX,WT are uniquely determined by their projection to
VX,+T , we can prove that f = g by showing that g is a Λ˜
T
nov[[t]]-valued
point of LˆX,WT . We accomplish this by verifying conditions (C1) – (C3)
of Theorem 6.2.
First, notice that (f |t=0)|Q=∞ = 0 implies that the same is true of g.
Now consider the restriction of g to the span of 1k(m):
gk,m = tˆk,m(z) +
∑
n,β
Qβ
n!
〈
tˆ(z) τn
(
1k(m)
)∨
−z − ψ
〉X,T
0,n+2,β
.
By the virtual localization formula in GW theory, each correlator in
gk,m can be computed as a sum over contributions from localization
graphs. Each localization graph has a distinguished vertex v supporting
the last marked point and the graphs split into two types:
A: Graphs for which val(v) = 2 and βv = 0;
B: Graphs for which val(v) > 2 or βv < 0.
As in the proof of Theorem 6.2, the contributions from type-A graphs
have poles at z = αβk,k′ while the contributions from type-B graphs have
poles at z = 0. This proves (C1). Using the fact that ContrΓ(e) =
ContrWΓ (e), the same analysis used in the proof of Theorem 6.2 proves
that gk,m satisfies the recursions described by condition (C2).
It is left to prove (C3)— that is, that gk is a Λ˜
T
nov[[x]]-valued point
of LˆPk,Wck . To do this, consider the series
g˜ := −1z + τ +
∑
n,β,µ
Qβ
n!
〈
τn
Φµ
−z − ψ
〉X,T
0,n+1,β
Φµ.
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We can write
g˜k = −1z + τ˜k(z) +
∑
n,β,m
Qβ
n!
〈
τ˜k(ψ)
n
1k(m)
−z − ψ
〉Pk,ck
0,n+1,β
(
1k(m)
)∨
,
where
τ˜k(z) := τk +
∑
Γ of Type A
ContrΓ,
viewed as a power series in z. From this, we see that g˜k is an element
of LPkck . Let ∂tˆ(z) be the differential operator defined by replacing Φµ
by ∂
∂τµ
in the definition of tˆ(z), so that ∂tˆ(z)τ = tˆ(z). Then
gk = ∂tˆ(z)g˜k.
Since LPkck is an over-ruled cone containing g˜k, it follows that gk ∈ L
Pk
ck
.
Applying the twisted cone correspondence from Corollary 5.11, we
conclude that gk ∈ L
Pk,W
ck
. Moreover, since
gk|x=0 = fk|x=0 = I
Pk,W
ck
(Q,−z) mod z−1
and points on the twisted cone are determined by their regular part in
z, we have gk|x=0 = I
Pk,W
ck
(Q,−z). This implies that gk is a Λ˜
T
nov[[x]]-
valued point of LPk,Wck and finishes the proof. 
7. Phase transitions
In this last section, we use Theorem 1.1, along with previously-known
results concerning the crepant transformation conjecture and quantum
Serre duality, to deduce a correspondence between the gauged linear
sigma models that arise at different phases of the GIT quotient. In
other words (recalling that the positive phase of the GLSM gives the
GW theory of the complete intersection Z cut out by the polynomials
Fj), we identify the genus-zero GLSM of (X−,W ) with the GW theory
of Z.
Throughout this section, we assume (A1), (A2), and the Calabi–
Yau condition:
M∑
i=1
wi =
N∑
j=1
dj.
We expect the results to extend to the non-Calabi–Yau case, following
arguments developed by Acosta [1] and Acosta–Shoemaker [2].
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7.1. Notation. Recall that
X− = X :=
M⊕
i=1
O
P(~d)(−wi),
X+ :=
N⊕
j=1
OP(~w)(−dj),
and Z is the complete intersection
Z := Z(F1, . . . , FN) ⊂ P(~w) ⊂ X+.
We have H∗CR(X−) = H
∗
CR(P(
~d)) and H∗CR(X+) = H
∗
CR(P(~w)). It is
a standard fact that
rank
(
H∗CR(P(
~d))
)
=
∑
dj,
so the Calabi–Yau condition implies that there is a vector space iso-
morphism
(26) H∗CR(X−)
∼= H∗CR(X+).
We simultaneously choose bases for H∗CR(X±) by declaring
H l(m) := e
(
OX(m)(l)
)
regardless of the GIT phase.
These are not, strictly speaking, the state spaces of the GLSM in the
two phases; recall, the GLSM state space is defined as H∗CR(X±,W
+∞),
where W+∞ is a Milnor fiber. Nevertheless, as we have seen, H∗CR(X−)
contains the narrow part of the state space in the negative phase,
HW ⊂ H∗CR(X−),
which is generated by H l(m) with m ∈ nar. Analogously, the GLSM
state space in the positive phase is isomorphic to H∗CR(Z) and contains
the ambient part
HZ ⊂ H∗CR(Z),
which is defined as the image of i∗ : H∗CR(X+) → H
∗
CR(Z), where
i : Z → X+ is the inclusion. It follows from assumption (A2) that the
vector space isomorphism (26) induces a vector space isomorphism2
(27) HW ∼= HZ .
This is a special case of the state space isomorphism proved by Chiodo–
Nagel [7].
2We thank Pedro Acosta for pointing out the necessity of assumption (A2) in
this isomorphism.
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7.2. Crepant transformation conjecture. The crepant transforma-
tion conjecture identifies the GW theory of two targets related by a
crepant birational transformation (see, for example, [16]). Recently,
Coates–Iritani–Jiang proved the crepant transformation conjecture for
a large class of toric targets [15]. Their results include, as a special
case, the phase transition between the GW theories of X− and X+:
Theorem 7.1 ([15], Theorem 6.1). Let LX±T ⊂ V
X±
T be the Lagrangian
cones associated to the T-equivariant GW theory of X±. There exists
a C(α, z)-linear symplectomorphism UT : V
X−
T → V
X+
T such that
(1) UT matches Lagrangian cones after substituting Q = 1 and an-
alytic continuation:
UT(L
X−
T ) = L
X+
T ;
(2) UT is induced by a Fourier–Mukai transformation
FM : K0T(X−)→ K
0
T(X+)
via a diagram of the form
K0T(X−)
FM //
Ψ˜−

K0T(X+)
Ψ˜+

VX−T
UT // VX−T .
It will be useful in what follows to unravel Theorem 7.1. In partic-
ular, we describe how UT is induced from the Fourier–Mukai transfor-
mation. To give such a description, we recall from [15] that the maps
Ψ˜± appearing in Theorem 7.1 are defined by
Ψ˜±(E) = z
−µ±zρ
±
(
ΓˆX± ∪ (2πi)
deg0
2 inv∗chT(E)
)
and UT = Ψ˜+ ◦ FM ◦ Ψ˜
−1
− . Rather than recalling all of the notation
from [15], we content ourselves with observing that we can write
UT = Γ+ ◦ UT ◦ Γ
−1
− ,
where
UT = chT ◦ FM ◦ ch
−1
T
and the maps Γ± act diagonally on the sectors of the inertia stack and
have well-defined and invertible non-equivariant limits. As a conse-
quence of this structure, everything we need to prove about UT can be
proved by understanding UT.
To describe UT explicitly, we first note that generators forK
G
0 (C
M+N)
are given by the line bundles Lρ, which are geometrically trivial and
SIGMA MODELS AND PHASE TRANSITIONS 39
have G-linearization of weight ρ. Each such line bundle induces line
bundles L+ρ and L
−
ρ onX+ and X−, respectively, and the Fourier-Mukai
morphism is defined by by FM(L−ρ ) = L
+
ρ . We compute
chT(L
+
ρ ) =
∑
m
e2πiρmeρH1(m)
and
chT(L
−
ρ ) =
∑
m,k
e−2πiρmeραk1k(m),
where we have chosen to write the Chern characters on X− in terms of
the localized basis. Allowing ρ to vary between 0 and D − 1, where
D := rk(H∗CR(X−)) =
∑
j
dj =
∑
i
wi,
we see that the map chT(L
−
ρ ) is given by a Vandermonde matrix:(
chT(L
−
ρ )
)
ρ
=
(
xρk,m
)k,m
ρ
(
1k(m)
)
k,m
.
Here, xk,m := e
−2πim+αk , and the lower and upper indices denote rows
and columns of a matrix, respectively.
Inverting the Vandermonde matrix, we compute that(
1k(m)
)
k,m
=
(
(−1)D−ρ−1
∑
S
∏
(k′,m′)∈S xk′,m′∏
(k′,m′)6=(k,m)(xk,m − xk′,m′)
)ρ
k,m
(
chT(L
−
ρ )
)
ρ
,
where the sum in the numerator is over all sets of pairs (ki, mi) 6= (k.m)
of size D − ρ− 1:
S = {(k1, m1), . . . , (kD−ρ−1, mD−ρ−1) | (ki, mi) 6= (k,m)} .
In particular, we compute:
UT(1
k
(m)) =
∑
0≤ρ<D
l
(−1)D−ρ−1
∑
S
∏
(k′,m′)∈S xk′,m′∏
(k′,m′)6=(k,m)(xk,m − xk′,m′)
e2πiρleρH1(l)
=
∑
0≤ρ<D
l
(−1)D−ρ−1
∑
S
∏
(k′,m′)∈S yk′,m′,l∏
(k′,m′)6=(k,m)(yk,m,l − yk′,m′,l)
1(l),(28)
where yk,m,l := xk,me
−2πil−H = e−2πi(m+l)+αk−H .
The main structural results that we need concerning UT are con-
tained in the following lemma.
Lemma 7.2. The 1(l)-coefficient of UT(1
k
(m)) satisfies the following
properties:
(i) it vanishes at H = αj whenever l 6= −m or j 6= k, and
40 EMILY CLADER AND DUSTIN ROSS
(ii) it has simple poles at αj = αk for j 6= k.
Proof. We begin by proving the first assertion. Notice that, after the
evaluation H = αj , we have yj,−l,l = 1. This allows us to identify the
(oppositely-signed) summands of (28) indexed by S and
S ′ :=
{
S ∪ {(j,−l)} if (j,−l) /∈ S
S \ {(j,−l)} if (j,−l) ∈ S,
as long as (j,−l) 6= (k,m).
To prove the second assertion, notice that
yk,m,l − yk′,m′,l = e
−2πi(m+l)+αk−H
(
1− e−2πi(m
′−m)+αk′−αk
)
,
which vanishes linearly at αk′ = αk when m
′ = m and k′ 6= k. 
7.3. Quantum Serre and Lefschetz. Quantum Serre duality, devel-
oped by Coates–Givental [14] for varieties and Tseng [26] for orbifolds,
can be used to relate the genus-zero GW invariants of P(~w) twisted by
the T-equivariant inverse Euler class of
⊕
j O(−dj) to the genus-zero
GW invariants of P(~w) twisted by the T-equivariant Euler class of the
dual bundle
⊕
j O(dj) (with dual T-action). The former invariants are
the T-equivariant GW invariants of X+. The quantum Lefschetz the-
orem states that the non-equivariant limit of the latter invariants can
be related to the ambient part of the genus-zero GW invariants of the
complete intersection Z.
We start with quantum Serre duality:
Theorem 7.3 (Tseng [26]). Let LX+T ⊂ V
X+
T be the Lagrangian cone
associated to the GW theory of P(~w) twisted by the T-equivariant Euler
class of
⊕
j O(−dj), and let L
P(~w),e
T ⊂ V
P(~w),e
T be the Lagrangian cone
associated to the GW theory of P(~w) twisted by the T-equivariant Euler
class of
⊕
j O(dj). Then the symplectomorphism φ
+
T : V
X+
T → V
P(~w),e
T
defined by
H l(m) 7→
eπi
∑
j(〈djm〉−djH(m)/z)
eT
(⊕N
j=1O(dj)
) H l(m)
identifies L
X+
T with L
P(~w),e
T .
We now recall the quantum Lefschetz theorem. Denoting by i the
inclusion Z → X , as above, the theorem can be rephrased in our setting
as follows:
Theorem 7.4 (Coates [12]). Let f be a point of L
P(~w),e
T with a well-
defined non-equivariant limit limα→0 f . Then limα→0 i
∗f lies on LZ.
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Remark 7.5. The condition (A1) is necessary here; it is equivalent to
the assertion that
⊕
j O(dj) is pulled back from the coarse underlying
space of P(~w).
7.4. Narrow GLSM cone as a non-equivariant limit. In all of the
paper thus far, we have been working with the equivariantly-extended
GLSM, and not the narrow GLSM, which was our original motivation.
We now turn to the study of the narrow GLSM.
Define the Givental space associated to the narrow state space
VX−,W := HW [z, z−1]((Q−
1
d )),
and let the (non-equivariant) formal subspace LˆX−,W be the collection
of points of the form
(29) IX−,W (Q,−z) + t(z) +
∑
n,β
µ∈nar
Qβ
n!
〈
t(ψ)n
Φµ
−z − ψ
〉X−,W
0,n+1,β
Φµ,
where t(z) ∈ VX−,W,+, µ only varies over a basis of the narrow sectors,
and IX−,W (Q, z) is the non-equivariant limit of I
X−,W
T (Q, z).
The equivariant and non-equivariant formal subspaces are related as
follows:
Lemma 7.6. The formal subspace LˆX−,W lies in VX−,W and can be
obtained from Lˆ
X−,W
T by first restricting t(z) to V
X−,W,+ ⊂ V
X−,+
T and
then taking a non-equivariant limit.3
Proof. To prove the first assertion, we only need to show that
IX−,W (Q, z) = z
∑
a∈ 1
d
Z
a>0
Q−a
∏M
i=1
∏
0≤b<awi
〈b〉=〈awi〉
(−bz + wiH)∏N
j=1
∏
0<b<adj
〈b〉=〈adj〉
(bz + djH)
1(a)
lies in the narrow Givental space. Suppose 〈a〉 /∈ nar, so that wi0a ∈ Z
for some i0. Assumption (A2) asserts that, setting I = {i : wia ∈ Z}
and J = {j : dja ∈ Z}, we have |I| ≥ |J |. In particular, this implies
that the numerator of IX−,W (Q, z) has a factor of H
|J |
(a) = 0.
Now consider the second assertion. A point in Lˆ
X−,W
T for which
t(z) ∈ VX−,W,+ indeed has a well-defined non-equivariant limit, because
all but possibly one of the insertions in the correlators that appear are
3There is a slight abuse of terminology here. By the “restriction” of H∗CR,T (X−)
to HW , we mean the restriction to equivariant cohomology classes that
(a) are supported on the narrow sectors, and
(b) have well-defined non-equivariant limits in HW .
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drawn from the narrow state space; thus, by Remark 2.6, the virtual
class is an Euler class of a vector bundle, so it admits a non-equivariant
limit. Moreover, the summand of (10) indexed by µ vanishes whenever
Φµ /∈ H
W . Indeed, if Φµ = H
l
(m) with m /∈ nar, then we have
Φµ = H
|J |−l
(−m)eT
(⊕
i∈I
OX(m)(wi)
)
;
here, as above, I = {i : wim ∈ Z} and J = {j : djm ∈ Z}. Assumption
(A2) asserts that |I| ≥ |J | and it follows that limα→0Φ
µ has a factor
of HJ(−m) = 0. This proves that the non-equivariant limit of a point in
LˆX−,WT with t(z) ∈ V
X−,W,+ is of the form (29), as claimed. 
Corollary 7.7. The subspace LˆX−,W is a formal germ of an over-ruled
Lagrangian cone LX−,W . In particular, LX−,W consists of points of the
formztˆ(z) +
∑
n,β
µ∈nar
Qβ
n!
〈
ztˆ(z) tn
Φµ
−z − ψ
〉X−,W
0,n+2,β
Φµ
∣∣∣∣∣ tˆ(z) ∈ VX−,W,+t ∈ HW
 .
In addition, all points of LX−,W are obtained by taking the non-equivariant
limit of points in a subspace LX−,WT,pre ⊂ L
X−,W
T .
Proof. Since LˆX−,WT is a germ of an over-ruled Lagrangian cone by
Theorem 1.1, the corresponding fact for LˆX−,W follows from Lemma
7.6. This implies that the points of LX−,W can be written as formal
linear combinations of any transverse slice, leading to the description
given in the statement of the corollary.
To express LX−,W as a non-equivariant limit, write a general point
of the equivariant cone LX−,WT as{
ztˆ(z) +
∑
n,β,µ
Qβ
n!
〈
ztˆ(z) tn
Φµ
−z − ψ
〉X−,W,T
0,n+2,β
Φµ
∣∣∣∣∣ tˆ(z) ∈ VX−,+Tt ∈ H∗CR(X−)
}
and define LX−,WT,pre to be the set of points such that tˆ(z) ∈ V
X−,W,+ and
t ∈ HW . Then the same argument given in the proof of Lemma 7.6
implies that
LX−,W = lim
α→0
LX−,WT,pre .

Remark 7.8. The “pre” in the notation stands for “pre-narrow”. It
indicates that LX−,WT,pre does not necessarily lie in the narrow subspace,
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but its non-equivariant limit does lie in the narrow subspace and re-
covers the narrow cone.
7.5. Proof of Theorem 1.2. We now outline the proof of Theorem
1.2, leaving the details for Lemma 7.9.
The combination of Theorems 1.1, 7.1, and 7.3 provides us with a
symplectomorphism
φ+T ◦ UT : V
X−
T → V
P(~w),e
T
that identifies the extended GLSM Lagrangian cone LX−,WT ⊂ V
X−
T
with the twisted GW Lagrangian cone L
P(~w),e
T ⊂ V
P(~w),e
T , after analytic
continuation. (Recall, LX−,WT is defined, in light of Theorem 1.1, to
be the GW cone LX−T .) In order to prove Theorem 1.2, we need to
investigate the non-equivariant limit of a suitable restriction of φ+T ◦UT.
More specifically, we prove in Lemma 7.9 below that the composition
φ+T ◦UT has a well-defined non-equivariant limit after restricting to the
narrow subspace VX−,W , and this allows us to define the symplectic
isomorphism V : VX−,W → VZ by
V := lim
α→0
(
i∗ ◦ φ+T ◦ UT
∣∣
VX−,W
)
.
In addition, we prove in Lemma 7.9 that, for any f ∈ LX−,WT,pre , the
image φ+T ◦ UT (f) has a well-defined non-equivariant limit. Thus, by
Theorem 7.4, we obtain
(30) lim
α→0
(
i∗ ◦ φ+T ◦ UT (f)
)
∈ LZ .
Lastly, we prove that, for any f ∈ LX−,WT,pre , the non-equivariant limits
commute:
(31) lim
α→0
(
i∗ ◦ φ+T ◦ UT (f)
)
= V
(
lim
α→0
f
)
.
Since all points of LX−,W are obtained as limα→0 f for some f ∈ L
X−,W
T,pre
(Corollary 7.7), equations (30) and (31) imply that V identifies LX−,W
with LZ .
The following lemma provides the requisite details to complete these
arguments.
Lemma 7.9. With definitions as above, we have the following:
(i) The restricted symplectomorphism φ+T◦UT
∣∣
VX−,W
has a well-defined
non-equivariant limit, and the map
V := lim
α→0
(
i∗ ◦ φ+T ◦ UT
∣∣
VX−,W
)
is a symplectic isomorphism.
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(ii) For any f ∈ L
X−,W
T,pre , the image φ
+
T ◦ UT (f) has a well-defined
non-equivariant limit.
(iii) For any f ∈ LX−,WT,pre , we have
lim
α→0
(
i∗ ◦ φ+T ◦ UT (f)
)
= V
(
lim
α→0
f
)
.
Proof. We begin with assertion (i). We must show that φ+T ◦UT(Φ) has
a non-equivariant limit whenever Φ ∈ HW . If Φ = Ha(m) with m ∈ nar,
then the localization isomorphism allows us to write Φ in terms of the
classes 1k(m). Narrowness implies that 1(−m) = 0 ∈ H
∗
CR(X+) and,
putting this together with Lemma 7.2, we see that UT(Φ) vanishes at
H = αj for all j. Since UT(Φ) has a non-equivariant limit, this implies
that we can write
UT(Φ) =
N∏
j=1
(H − αj)ÛT(Φ),
in which ÛT(Φ) has a non-equivariant limit. The transformation φ
+
T is
defined via division by eT (⊕jO(dj)) =
∏
j dj(H − αj), so this implies
that φ+T ◦ UT(Φ) has a well-defined non-equivariant limit. Moreover,
the limit is manifestly supported away from the top N powers of H , a
fact we will use shortly.
We can now define V := limα→0
(
i∗ ◦ φ+T ◦ UT|VX−,W
)
. To see that
V : VX−,W → VZ is a symplectic isomorphism, note that the original
map φ+T ◦UT is a symplectic isomorphism, implying that its restriction
to VX−,W is also a symplectic isomorphism onto its image. Taking
non-equivariant limits, the fact that the image limα→0 φ
+
T ◦UT|VX−,W is
supported away from the top N powers of H implies that i∗ identifies
this image with the ambient part of VZ .
We now prove assertion (ii). Since f need not be supported on the
narrow subspace, the same argument as above does not immediately
apply. However, by the definition of L
X−,W
T,pre , the cohomology classes
appearing in f are of the form
Φµ = Ha(m)eT
(⊕
i∈I
OX(m)(wi)
)
,
where I = {i : wim ∈ Z}. We only consider the case where Φ
µ is not
narrow, since in the narrow situation, the proof of (i) does imply the
existence of the non-equivariant limit of φ+T ◦ UT(Φ
µ).
SIGMA MODELS AND PHASE TRANSITIONS 45
By the localization isomorphism, we can write
Ha(m) =
∑
k
fk(α)1
k
(m),
in which each fk(α) is a degree-a homogeneous polynomial in the αj.
By linearity, we have
(32) UT(H
l
(m)) =
∑
k
fk(α)UT
(
1k(m)
)
.
Multiplying by the Euler class, we compute
Φµ =
∑
k
fk(α)1
k
(m)
∏
i∈I
wiαk
and
(33) UT(Φ
µ) =
∑
k
fk(α)UT
(
1k(m)
)∏
i∈I
wiαk.
Let UT(Φ)(l) denote the part of UT(Φ) supported on the twisted
sector indexed by l. By the same argument given in the proof of (i),
the image φ+T
(
UT(H
a
(m))(l)
)
has a well-defined non-equivariant limit as
long as l 6= −m. Given that Φµ is not narrow and hence I 6= ∅, one
obtains UT(Φ
µ)(l) from UT(H
a
(m))(l) by multiplying each summand in
(32) by a positive power of α. Thus,
(34) lim
α→0
φ+T
(
UT(Φ
µ)(l)
)
= 0 whenever l 6= −m.
It is left to prove that φ+T
(
UT(Φ
µ)(−m)
)
has a well-defined non-
equivariant limit. By Lemma 7.2, we know that the k-summand of
(33) has zeroes at H = αj for j 6= k and possible poles along αk = αj
for j 6= k. Since UT(Φ
µ) has a well-defined non-equivariant limit, the
poles cancel in the sum. Thus, we can write
UT(Φ
µ)(−m)∏N
j=1(H − αj)
=
∑
k
fk(α)
ÛT
(
1k(m)
)
(−m)
∏
i∈I wiαk
H − αk
= −
∑
k
fk(α)ÛT
(
1k(m)
)
(−m)
∏
i∈I
wi
∑
b≥0
α
|I|−1−b
k H
b,(35)
and the only poles in the equivariant parameters of ÛT
(
1k(m)
)
(−m)
oc-
cur along αk = αj for j 6= k, which cancel in the sum. Conditions
(A1) and (A2) imply that H
|I|
(−m) = 0, showing that (35) has a well-
defined non-equivariant limit. It follows that φ+T
(
UT(Φ
µ)(−m)
)
has a
well-defined non-equivariant limit, concluding the proof of (ii).
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Notice, also, that the non-equivariant limit of φ+T
(
UT(Φ
µ)(−m)
)
is
supported on H
|I|−1
(−m). Putting this together with (34), we see that the
non-equivariant limit of φ+T (UT(Φ
µ)) lies in the kernel of i∗ whenever
Φµ is not narrow. This is important below.
We now prove assertion (iii). Start by writing f = f ′+ f ′′ where f ′ is
supported on HW . Then
lim
α→0
(
i∗ ◦ φ+T ◦ UT (f)
)
= i∗
(
lim
α→0
(
φ+T ◦ UT (f
′)
))
= i∗
(
lim
α→0
(
φ+T ◦ UT
) (
lim
α→0
f ′
))
= V
(
lim
α→0
f
)
,
where the first equality follows from the fact that limα→0 φ
+
T ◦ UT(f
′′)
lies in the kernel of i∗, the second follows from the fact that φ+T ◦ UT
has a well-defined non-equivariant limit upon restriction to the narrow
subspace, and the third follows from Corollary 7.7 and the definition of
V. This completes the proof of the lemma, and thus, of Theorem 1.2.

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