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KERNEL OPERATORS WITH VARIABLE INTERVALS OF
INTEGRATION IN LEBESGUE SPACES AND APPLICATIONS
VLADIMIR D. STEPANOV AND ELENA P. USHAKOVA
Dedicated to Professor Josip Pečarić
on the occasion of his 60th birthday
(Communicated by L.-E. Persson)
Abstract. New criteria of Lp −Lq boundedness of Hardy-Steklov type operator (1.1) with both
increasing on (0,∞) boundary functions a(x) and b(x) are obtained for 1 < p  q < ∞ and
0 < q < p < ∞, p > 1. This result is applied for two-weighted Lp −Lq characterization of the
corresponding geometric Steklov operator (1.3) and other related problems.
1. Introduction
Let 0 < p < ∞, ‖ f‖p : = (
∫ ∞
0 | f (x)|
pdx)1/p and Lp denotes the Lebesgue space
of all measurable functions on R+ : = [0,∞) such that ‖ f‖p < ∞.
Assume w(x) and v(y) be locally integrable and almost everywhere positive func-
tions (weights). We study the Lp −Lq boundedness of the Hardy-Steklov operator of
the form




where the boundaries a(x) and b(x) satisfy the following conditions:
(i) a(x) and b(x) are differentiable and strictly increasing on (0,∞);
(ii) a(0) = b(0) = 0, a(x) < b(x) for 0 < x < ∞, a(∞) = b(∞) = ∞. (1.2)
In the limiting cases a(x) = 0 or b(x) = ∞ the operator H is reduced to the
Hardy-type operators with variable upper or lower bound and this relation stands be-
hind of the so-called block-diagonal method for investigation of H by a suitable de-
composition into a sequence of Hardy-type operators with non-overlapping domains.
Mathematics subject classification (2010): Primary 26D10; Secondary 26D15, 26D07.
Keywords and phrases: Integral operators, Lebesgue spaces, weights, boundedness.
The Swedish Institute is the grant-giving authority for research of the second author (Project 00105/2007 Visby
Programme 382). The work was also partially supported by the Russian Foundation for Basic Research (Projects 09-01-
00093, 09-01-98516 and 07-01-00054) and by the Far-Eastern Branch of the Russian Academy of Sciences (Project 09-II-
CO-01-003).
c©    , Zagreb
Paper MIA-13-34
449
450 VLADIMIR D. STEPANOV AND ELENA P. USHAKOVA
However, apart from the limiting cases some properties of H could be rather differ-
ent. For instance, H is a self-adjoint operator in L2 for w = v and a(x) = b
−1(x) and
to find the spectrum of H in this case is an interesting problem.
We give two alternative pairs of criteria for the Lp − Lq boundedness of H (§
4). The first pair is a complete analog of Tomaselli-Muckenhoupt-Bradley and Mazya-
Rozin conditions for the Hardy-type operators in the cases 1 < p  q < ∞ and 0 <
q < p < ∞, p > 1, respectively. The second pair is new and allows to characterize the
weighted Lp−Lq boundedness of the geometric Steklov operator (§ 5)








, f (y)  0. (1.3)
Both pairs of criteria involve a notion of the fairway - a curve between the graphs of
a(x) and b(x) with such an equilibrium property which allows to squeeze up discrete
portions produced by the block-diagonal method into one piece.
We demonstrate the block-diagonal method (§ 3) for an even more general opera-
tor
K f (x) := w(x)
∫ b(x)
a(x)
k(x,y) f (y)v(y)dy, (1.4)
where the kernel k(x,y)  0 satisfies the Oinarov-type condition of the form
k(x,y) ≈ k(x,b(z))+ k(z,y), z  x, a(x)  y  b(z). (1.5)
The same method works for a formally dual operator
K
∗ f (x) := w(x)
∫ b(x)
a(x)
k(y,x) f (y)v(y)dy (1.6)
with the kernel k(y,x)  0 satisfying
k(y,x) ≈ k(y,z)+ k(a(z),x), x  z, a(z)  y  b(x).
However, in both cases two-sided estimates of the norms have discrete forms, which are
rather inconvenient for further applications. When p  q the forms can be refined up
to ”continuous” ones, but with a double supremum. As for the case q < p is concerned
the attempts to find out the integral form of criteria, analogous to the Hardy-type case,
met some difficulties. Nevertheless, it gives a solution for the Lp −Lq boundedness of
H narrowed on the cone of monotone functions (§ 6.2).
Our next observation is that Lp −Lq boundedness of H is equivalent to the va-
lidity of the differential inequality
‖Fw‖q  C‖F
′/v‖p (1.7)
restricted to a non-linear class of absolutely continuous function defined by the bor-
der functions a(x) and b(x), which in turn is closely related to the embedding of the
weighted Sobolev space to the weighted Lebesgue space to hold (§ 6.1), that is to
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We start the paper with the Preliminaries (§ 2) contained auxiliary results and
conclude by the Bibliographical remarks.
Throughout of the paper products of the form 0 ·∞ are taken to be equal to 0.
Relations A ≪ B mean A  cB with some constants c depending only on parameters
of summations and, possibly, on the constants of equivalence in the inequalities of the
type (1.5). We write A ≈ B instead of A ≪ B ≪ A or A = cB . Z and N denote the
sets of all integers and all positive integers, respectively. χE stands for a characteristic
function (indicator) of a subset E ⊂ R+. Also we make use of marks : = and = :
for introducing new quantities and denote p′ := p/(p−1) for 0 < p < ∞, p = 1 and
r := pq/(p−q) for 0 < q < p <∞. In Section 5 we denote Lp,v the weighted Lebesgue
space with the norm ‖ f‖p,v : = ‖ f v‖p.
2. Preliminaries
2.1. Hardy and Hardy type operators
Here we collect some known results for Hardy operator
H f (x) := w(x)
∫ x
c
f (y)v(y)dy, 0  c  x  d  ∞, (2.1)
and Hardy type operator of the form
K f (x) := w(x)
∫ x
c
k(x,y) f (y)v(y)dy, 0  c  x  d  ∞, (2.2)
with a non-negative kernel k(x,y) from Oinarov’s class O.
DEFINITION 2.1. Let k(x,y)  0, k(x,y) ∈ O if there exists a constant D  1
such that
D−1k(x,y)  k(x,z)+ k(z,y)  Dk(x,y), 0  c  y  z  x  d  ∞. (2.3)
THEOREM 2.1. Let the operator H : Lp(c,d) → Lq(c,d) be defined by (2.1).

















































































REMARK 2.1. Since ‖H‖Lp(c,d)→Lq(c,d) = ‖H





g(x)w(x)dx, 0  c  y  d  ∞, (2.8)
















































For the Hardy type operator we have the following.
THEOREM 2.2. Let the operator K : Lp(c,d) → Lq(c,d) be defined by (2.2) with
k(x,y) ∈ O.












































































Let b : [c,d] → [0,∞) be a strictly increasing differentiable function and let Kb :
Lp(b(c),b(d)) → Lq(c,d) be an operator of the form
Kb f (x) := w(x)
∫ b(x)
b(c)
k(x,y) f (y)v(y)dy, 0  c  x  d  ∞, (2.15)
where a non-negative kernel k(x,y) satisfies the following definition.
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DEFINITION 2.2. k(x,y) ∈ Ob if there exists a constant D  1 such that
D−1k(x,y)  k(x,b(z))+ k(z,y)  Dk(x,y),
{
0  c  z  x  d  ∞,
0  b(c)  y  b(z).
(2.16)
COROLLARY 2.1. Let the operator Kb be an operator given by (2.15) with a
strictly increasing differentiable function b(x)  0 and k(x,y) ∈ Ob.
(a) If 1 < p  q < ∞, then


































(b) If 1 < q < p < ∞, then











































































with ṽ(τ) = v(b(τ))[b′(τ)]1/p′ , k̃(x,τ) = k(x,b(τ)) ∈ O. The result follows from The-
orem 2.2.
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REMARK 2.1. If k(x,y) ≡ 1 the result of Corollary 2.1(b) is true for 0 < q < p <
∞, p > 1.
Similar characterization is valid for the operator Ka : Lp(a(c),a(d)) → Lq(c,d)
with a lower variable limit of integration of the form
Ka f (x) := w(x)
∫ a(d)
a(x)
k(y,x) f (y)v(y)dy, 0  c  x  d  ∞, (2.25)
with a non-negative strictly increasing differentiable function a(x) and a non-negative
kernel k(y,x) from Oinarov’s type class Oa defined as follows.
DEFINITION 2.3. k(y,x) ∈ Oa, if there exists a constant D  1 such that
D−1k(y,x)  k(y,z)+ k(a(z),x)  Dk(y,x),
{
0  c  x  z  d  ∞,
0  a(z)  y  a(d).
(2.26)
COROLLARY 2.2. (a) If 1 < p  q < ∞, then


































(b) If 1 < q < p < ∞, then















































REMARK 2.2. In the case k(y,x)≡ 1 the part (b) holds for 0 < q < p <∞, p > 1.
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In lemmas 2.1–2.4 we state norm estimates for certain Hardy type operators with
only one variable limit. Such estimates are given above in a less general form (see
corollaries 2.1-2.2 with k≡ 1), but the authors find it difficult to give precise references.
Therefore, we state these results here together with sketches of the proof for some of
them. We start from the case 1 < p  q < ∞.








that the function b(x) is differentiable, strictly
increasing and such that a  b(x) < ∞, x ∈
[c,d), and let




Then for the norm of S we have the following
two-sided estimates with coefficients of equiv-
alence depending on p and q only:





































Proof. Necessity for both (2.34) and (2.35) follows from applying the test function
ft(y) = [v(y)]













To prove sufficiency in (2.34) we note that the least possible constant C  0 of the
inequality (2.36) coinciding with the operator norm C = ‖S‖Lp(a,b(d))→Lq(c,d) is equiv-

































































































and the sufficiency of (2.34) follows.






















dual to (2.36), where V (y) :=
∫ y
a v
































































































































































































































and the proof of the upper bound C ≪ Ab is completed.
For the Hardy type operator with a lower variable limit of integration the similar
norm estimates can be obtained analogously.








that the function a(x) is differentiable, strictly
increasing and such that 0 < a(x)  b, x ∈
(c,d], and
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Next two lemmas are concerned to the case 0 < q < p < ∞, p > 1.
LEMMA 2.3. Let 0 < q < p <∞, p > 1, 1/r = 1/q−1/p and let 0  c < d ∞,
0  a <∞. Suppose that the function b(x) is differentiable, strictly increasing and such























































































































































and we conclude that





























KERNEL OPERATORS WITH VARIABLE INTERVALS OF INTEGRATION 459
For the proof of the equivalence (2.42) to the sum (2.43) suppose first that Brb <∞.
Then ∫ d
t

























































It implies by integration by parts that ∞ > Brb ≈ B̂
r
b. In the reverse direction let B̂
r
b =:
I1 + I2 < ∞, then

















































































It was proved in [18, Theorem 3] that












−r/p +BrPS, if 0 <Va(d) < ∞. (2.49)
For the upper estimate C ≪ Bb we assume that Bb < ∞ and suppose first Va(d) = ∞.




















































































Therefore, in view of (2.48) the inequality C ≪ Bb holds. If Va(d) < ∞, then







and analogously we find that









wq(x)V qa (x)dx = : J0 + J1.










To estimate J1 let {xk}k∈Z be such a sequence that
∫ b(xk)
b(c)
f (y)v(y)dy = 2k, k  N.
Then


























wq(x)V qa (x)dx =: J1,1 + J1,2.
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By combining the above estimates we obtain the upper bound C ≪ Bb.
For the lower estimate we suppose that C < ∞ and note that in view of (2.42)
the inequality C ≫ Bb holds. Under the condition Va(d) = ∞ let us prove first that
Bb ≫ Bb. We have
∫ t
c











































































































































































Thus, since Va(d) = ∞, we get that Brb ≈ I1 + I2 ≪ B
r
b ≪ C
r. If 0 < Va(d) < ∞, it










By combining this estimate and the previous one we find in view of (2.49) that Bb ≪C.
Now (2.44) is proved. The equivalence (2.44) and (2.45) follows from (2.49).
LEMMA 2.4. Let 0 < q < p <∞, p > 1, 1/r = 1/q−1/p and let 0  c < d ∞,
0 < b ∞. Suppose that the function a(x) is differentiable, strictly increasing and such
that 0 < a(x)  b, x ∈ (c,d], and let the operator T be defined by (2.39). Then
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2.2. Fairway-function and technical lemmas.
We start with the following definition.
DEFINITION 2.4. Given boundary functions a(x) and b(x), satisfying the condi-
tions (1.2), a number p∈ (1,∞) and a weight function v(x) such that 0 < v(x) <∞ a.e.
x ∈ R+ and vp
′
(x) is locally integrable on R+, we define the fairway-function σ(x)










(y)dy for all x ∈ R+. (2.54)
It is possible to prove that the fairway–function is differentiable and strictly increasing.
LEMMA 2.5. Let the functions a(x) and b(x) satisfy the conditions (1.2) and
σ(x) is the fairway-function. For any c ∈ (0,∞) put c− = σ−1(a(c)) and let [N −] be






































Let the point sequence {x j}
jb
j=0, where jb =
{
[N −] , i f N − = [N −]
[N −]+1, i f N − > [N −]
, be
defined by:
(1) x0 = c
−, x jb = c;
(2) if [N −] = 0 or N − = [N −] = 1, then jb = 1;
(3) if N − > 1, then the points x j for 1  j  [N
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is trivial for any t ∈ [x j,x j+1], 0  j  jb −1. First we prove (2.56) for t = x j. From
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and in view of (2.59) the proof of (2.56) for t ∈ (x j,x j+1) is completed.
































and (2.57) follows. The relation (2.58) is a simple consequence of (2.55).
The proof of the next lemma is analogous.
LEMMA 2.6. Let the functions a(x) and b(x) satisfy the conditions (1.2) and
σ(x) is the fairway-function. For any c ∈ (0,∞) put c+ = σ−1(b(c)) and let [N +] be






































Let the point sequence {x j}
ja
j=0, where ja =
{
[N +] , i f N + = [N +]
[N +]+1, i f N + > [N +]
, be
defined by:
(1) x0 = c, x ja = c
+;
(2) if [N +] = 0 or N + = [N +] = 1 then ja = 1;
(3) if N + > 1 then the points x j for 1  j  [N
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(y)dy for all l ∈ {1, . . . , ja − j−1}. (2.65)
In conclusion of the section we provide two lemmas with a different kind of de-
composition than in the previous two lemmas.










σ(x) is the fairway-function.
For any d ∈ (0,∞) put d− =
σ−1(a(d)), d+ = σ−1(b(d))





(1) x− ja = d, x0 = d
+;
(2) if (d+)−  d, then ja = 1;
(3) if (d+)− > d, then ja > 1
and x j−1 = (x j)
−, where
(x j)
− > d and − ja +2 
j  0.
Then for any t ∈ [x j,x j+1], − ja  j  −1, we have (2.56). Moreover, if d  x




























































and the second equivalence in (2.66) is proved. On the other hand, in view of d  x− 







































and now (2.66) is proved. Since d  x j = (x j+1)
−  t  x j+1  d
+, (2.56) follows
from (2.66).










σ(x) is the fairway-function.
For any d ∈ (0,∞) put d− =
σ−1(a(d)), d+ = σ−1(b(d))
and let the point sequence
{x j}
jb
j=0 be given by:
(1) x0 = d
−, x jb = d;
(2) if (d−)+  d, then jb = 1;
(3) if (d−)+ < d, then jb > 1
and x j+1 = (x j)
+, where
(x j)
+ < d and 0  j 
jb −2.
Then for any t ∈ [x j,x j+1], 0  j  jb −1, we have (2.56). Moreover, if d



















We need the following assertion about a block-diagonal operator.
LEMMA 3.1. Let U =
⊔
kUk and V =
⊔
kVk be unions of non-overlapping mea-
surable sets and T = ∑k Tk, where Tk : Lp (Uk) → Lq (Vk) . Then
‖T‖Lp(U)→Lq(V ) = sup
k










, 0 < q < p <∞, 1/r = 1/q−1/p.
(3.2)
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Proof. Let 0 < p  q < ∞. Since ‖T f‖Lq(V )  ‖Tk f‖Lq(Vk) for all k, the lower





























Let 0< q< p <∞. The upper bound in (3.2) follows similar to (3.3) by application
of Hölder’s inequality. For the lower bound let 0< λ < 1 and the functions fk ∈ Lp (Uk)
are such that
λ‖Tk‖Lp(Uk)→Lq(Vk)‖ fk‖Lp(Uk)  ‖Tk fk‖Lp(Uk).
Because of homogeneity we can choose fk so that







































and the lower bound in (3.2) follows by tending λ → 1.
3.2. Integral operators with Oinarov type kernels.
We demonstrate the block-diagonal method for the operator (1.6)
K




with a kernel k(y,x)  0 satisfying
k(y,x) ≈ k(y,z)+ k(a(z),x), x  z, a(z)  y  b(x). (3.4)
Given functions a(x) and b(x) satisfying (1.2) we take a sequence of points {ξk}k∈Z ⊂
(0,∞) such that
ξ0 = 1, ξk = (a−1 ◦ b)k(1), k ∈ Z, (3.5)
and put
ηk = a(ξk) = b(ξk−1), Δk = [ξk,ξk+1), δk = [ηk,ηk+1), k ∈ Z. (3.6)


















Breaking the semiaxis (0,∞)
into intervals by points of the se-
quence {ξk}k∈Z, we decompose
the operator K ∗ into the sum
K
∗ = T +S (3.7)
of block-diagonal operators T
and S such that
T = ∑
k∈Z





Tk f (x) = w(x)
∫ a(ξk+1)
a(x)
k(y,x) f (y)v(y)dy, Tk : Lp(δk) → Lq(Δk),
Sk f (x) = w(x)
∫ b(x)
b(ξk)
k(y,x) f (y)v(y)dy, Sk : Lp(δk+1) → Lq(Δk).
K ∗, T and S are integral operators with non-negative kernels, then





δk = (0,∞) by Lemma 3.1 we can estimate the norms of T and S via
the norms of Tk and Sk. Moreover, kernels k(y,x) of the operators Tk and Sk satisfy
the condition (3.4) for x  z, x ∈ Δk and
a(z)  y  a(ξk+1), b(ξk)  y  b(x), (3.9)
respectively. It allows us to apply preliminary results (see Section 2).
More precisely we have the following theorem.
THEOREM 3.1. Let 1 < p  q < ∞. Then
‖K ∗‖Lp→Lq ≈ A
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Moreover, K ∗ is compact if and only if A ∗ <∞ and lims→0 A ∗i (s) = lims→∞A ∗i (s) =
0, i = 0,1.
If 1 < q < p < ∞, then































































































































and K ∗ is compact if and only if B∗ < ∞.
Proof. Put
‖K ∗‖ = ‖K ∗‖Lp→Lq , ‖Tk‖ = ‖Tk‖Lp(δk)→Lq(Δk), ‖Sk‖ = ‖Sk‖Lp(δk+1)→Lq(Δk).
Let 1 < p  q < ∞. It follows from (3.7) – (3.8) and Lemma 3.1 that
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For the kernel of the operator Sk it follows from (3.4) provided z = ξk+1, x ∈ Δk and
(3.9) that
k(y,x) ≈ k(y,ξk+1)+ k(a(ξk+1),x).
Therefore, Sk f (x) ≈ Sk,1 f (x)+Sk,2 f (x), where
Sk,1 f (x) = w(x)
∫ b(x)
b(ξk)
k(y,ξk+1) f (y)v(y)dy, x ∈ Δk,
Sk,2 f (x) = w(x)k(a(ξk+1),x)
∫ b(x)
b(ξk)
f (y)v(y)dy, x ∈ Δk.

































































































Ai(t,ξk+1)  A ∗i , i = 0,1.
Now it follows from (3.12) – (3.14) that
‖K ∗‖≪ A ∗0 +A
∗
1 .
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For the lower bound in (3.10) we suppose that ‖K ∗‖ < ∞ and s < x < t <
a−1(b(s)). If










The condition (3.4) with z = t implies k(y,x) ≫ k(a(t),x), therefore
K
























Therefore, ‖K ∗‖  A0(s,t) for all s < t < a
−1(b(s)). Consequently, ‖K ∗‖  A ∗0 .
The inequality ‖K ∗‖  A ∗1 can be proved analogously by applying a test function
g(x) = χ[s,t](x)wq−1(x)
into the inequality for the operator dual to K ∗.


















Norms of the operators Tk and Sk are estimated with the help of Corollary 2.2 (b) and










and the required result follows.
The proof of compactness assertion of the theorem for 1 < p  q < ∞ follows
from representation of the operator by the sum of a compact operator and an operator
with a small norm. For 1 < q < p < ∞ the required result follows by applying Ando’s
theorem (see [11], [16] and [27]).
Using decomposition (3.5) for the operator K defined by (1.4) with the kernel
k(x,y)  0 satisfying the condition (1.5) we obtain the analogous result for K .
THEOREM 3.2. If 1 < p  q < ∞, then
‖K ‖Lp→Lq ≈ A := A0 +A1,










































Moreover, K is compact if and only if A < ∞ and limt→0 Ai(t) = limt→∞Ai(t) =
0, i = 0,1.
If 1 < q < p < ∞, then










































































































and the operator K is compact if and only if B < ∞.
REMARK 3.1. It is curious to note, that in spite of duality of Theorems 3.1 and 3.2
the conditions (3.4) and (1.5) are independent in general, that is one of them can hold
whereas the other is broken. In practice the operators (1.4) and (1.6) are almost indis-
tinguishable and, therefore, a form of criterion entirely depends on which of conditions
(3.4) or (1.5) holds. This phenomenon is caused by the following. The condition (3.4)
extends (2.3) for the Volterra operator with variable lower limit, but (1.5) generalizes
(2.3) for the operator with variable upper limit. Losing Volterra’s form the operator
((1.4) or (1.6)) forgets the origin, but its kernel remembers.
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4. Hardy-Steklov operator
4.1. Muckenhoupt and Mazya-Rosin type criteria
In this section we give complete analogs of the conditions (2.4) and (2.6) for the













δ (x) = [b−1(σ(x)),a−1(σ(x))],
where a−1(y) and b−1(y) are the functions
converse to y = a(x) and y = b(x), respectively.
THEOREM 4.1. Let the operator H of the form (1.1) be given with the boundary
functions a(x) and b(x) satisfying the conditions (1.2). Then for the norm of H and
1 < p  q < ∞ the estimate



















Moreover, H : Lp → Lq is compact if and only if AM < ∞ and limt→0 AM(t) =
limt→∞AM(t) = 0.
If 0 < q < p < ∞, p > 1, 1/r = 1/q−1/p, then





















and H : Lp → Lq is compact if and only if BMR < ∞.
Proof. First we consider the case 1 < p  q < ∞. It follows from Theorem 3.1
with k(y,x) = 1 that A ∗0 = A
∗
1 and by (3.10)
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Let A∗ = sups>0 supb−1(a(s))ts A(t,s). Then A = A



























= A(b−1(σ(t)),t)+A∗(t,a−1(σ(t)))  2A.







Indeed, if s  t  τ, then (s, t)⊂ (b−1(σ(t)),a−1(σ(t))), (a(t),b(s))⊂ (a(t),b(t))
and supstτ A(s, t)  AM. If s  τ  t  a−1(b(s)), then (s,t) ⊂ (s,a−1(b(s))) =
(b−1(σ(τ)), a−1(σ(τ))), (a(t),b(s))⊂ (a(τ),b(τ)) and supτ<t<a−1(b(s)) A(s,t) AM.
Therefore, AM ≈ A and (4.1) follows from (4.5). The criterion of compactness of the
operator H follows from Theorem 3.1.
Now we consider the case 0 < q < p < ∞, p > 1. For the proof (4.3) we show
first that ‖H ‖≪ BMR. To this end we introduce some notations:
ξ−k = σ
−1(a(ξk)), ξ+k = σ
−1(b(ξk)), Δk = [ξ−k ,ξ
+











k ], k ∈ Z,
where {ξk}k∈Z are given by relation (3.5). The operator H with x ∈ Δk splits into the
sum of four operators
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where
Tk,1 f (x) = w(x)
∫ a(ξk)
a(x)
f (y)v(y)dy, x ∈ Δ−k ,
Tk,2 f (x) = w(x)
∫ b(ξk)
a(x)
f (y)v(y)dy, x ∈ Δ+k ,
Sk,1 f (x) = w(x)
∫ b(x)
b(ξk)
f (y)v(y)dy, x ∈ Δ+k ,
Sk,2 f (x) = w(x)
∫ b(x)
a(ξk)
f (y)v(y)dy, x ∈ Δ−k .



































































k )  b(t), ξk  a
−1(σ(t)), then [σ(ξ−k ),
b(ξ−k )] ⊆ Δ(t), [t,ξk] ⊂ [t,a






































Since for t ∈ [ξk,ξ+k ] we have ξk  b
−1(σ(t)), b(ξk)  b(t), then [ξk,t]


















wq(t)dt =: Jk,2. (4.7)
Similarly, we prove that
‖Sk,1‖
r ≪ Jk,2, ‖Sk,2‖
r ≪ Jk,1. (4.8)
Using a decomposition of operator H and the estimates (4.6) – (4.8) we obtain the
required inequality ‖H ‖≪ BMR.
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For the proof of the estimate ‖H ‖≫ BMR we suppose first that
σ(x) = x, (4.9)
i.e. fairway is the bisectrix of the first quadrant. In this case we denote
x− = a(x), x+ = b(x), Δ(x) = [x−,x+] = Δ−(x)∪Δ+(x),
Δ−(x) = [x−,x], Δ+(x) = [x,x+]
and we name basic an interval of the form [x−,x+]. We need the following
DEFINITION 4.1. Let p ∈ (1,∞) and the functions a(x), b(x) and weight func-
tion v(x) satisfy the conditions of Definition 2.4 provided (4.9) is fulfilled. Define L
as the set of all absolutely continuous functions F on (0,∞) such that ‖F ′/v‖p < ∞
and if F ∈ L , then there exist mutually disjoint intervals Ik = (αk,βk) ⊂ (0,∞) and




k ] such that Ik ⊂ Jk, suppF ⊂
⋃
k Ik and F(αk) = F(βk) = 0
for all k.
We consider the inequality
‖Fw‖q  C‖F
′/v‖p, F ∈ L , (4.10)
with a constant C independent of F ∈ L and chosen as the least possible. We show
that
C  ‖H ‖. (4.11)








Since Ik = (αk,βk) ⊂ [c−k ,c
+
k ] = Jk the only three variants are possible:
(i) βk  ck, (ii) ck  αk, (iii) ck ∈ Ik.


















because (αk,x) ⊂ (a(x),x) ⊂ Δ(x) on the strength of αk  c−k = a(ck)  a(βk)  a(x).


















since (x,βk) ⊂ (x,b(x)) ⊂ Δ(x) which follows from the chain of inequalities βk  c+k
= b(ck)  b(αk)  b(x). Thus, using the above arguments, we obtain for the case (iii)




































(x)dx  ‖H |F ′/v|‖qq  ‖H ‖
q‖F ′/v‖qp
and the inequality (4.11) is proved. Thus, Theorem 4.1 will be established under the
condition (4.9) if we show that
BMR ≪C. (4.12)






















and δ−(t) = [b−1(t),t], δ+(t) = [t,a−1(t)]. We prove the inequality B+MR ≪C, argu-
ments for B−MR ≪C are similar.
✻
✲





σ(x) = x Let η0 = 1 and the sequence
{ηk}k∈Z ⊂ (0,∞) be defined by





For a fixed k ∈ Z we take five
neighboring points ηk−1, ηk,



















On the interval [ηk−1,η∗k+2] we define the function
hk(t) =
{
gk(t), t /∈ [ηk+2,η∗k+2],
gk(ηk+2)Ωk+2(t), t ∈ [ηk+2,η∗k+2],











































0, t /∈ [ηk−1,η∗k ],
hk(t), t ∈ [ηk−1,ηk],
gk(ηk)Ωk(t), t ∈ [ηk,η∗k ].








k ], therefore hk,1 ∈ L . Now, let
h
(1)






0, t /∈ [ηk,η∗k+1],
h
(1)
k (t), t ∈ [ηk,ηk+1],
h
(1)
k (ηk+1)Ωk+1(t), t ∈ [ηk+1,η
∗
k+1].




Now it is clear that (4.14) holds. We also need the following estimates
‖h′k,i/v‖
p























































































If η∗k = η
+
k , then κ1,2  λk because of (2.54) and (4.9). If η
∗

























therefore, κ1,2  2p−1λk. Thus, (4.15) is proved for i = 1. Since h
(1)
k (ηk+1)= hk(ηk+1),

























































holds and integration by parts brings
‖hkw‖
q
q ≫ λk. (4.17)







h2k+1,i = : F1,i +F2,i,
where N ∈ N. For each i = 1,2,3 the supports of h2k,i, k ∈ Z, are mutually disjoint.
Therefore, F1,i ∈ L and by the same reason F2,i ∈ L . Observe that
1  ∑
|k|N
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and using (4.14) – (4.17) and (4.10) we find





























































Then the required estimate C ≫ B+MR follows from (2.54) and (4.9). The inequality
C ≫ B−MR can be proved by a similar construction using the intervals formed by the
upper boundary function b(x). Thus, the estimate (4.12) is true. Consequently, inequal-
ity ‖H ‖≫ BMR is proved in the case when the fairway σ(x) = x.
Now we set free from this constraint. Let
f̃ (t) = f (σ(t))[σ ′(t)]1/p, ã(x) = σ−1(a(x)), b̃(x) = σ−1(b(x)). (4.18)
By change of variables in the left and right hand sides of
‖H f‖q  ‖H ‖‖ f‖p (4.19)









































therefore the fairway for ã, b̃ and ṽ is σ̃(x) = x. It has already been proved above that



















Because of Δ̃(t):=[ã(t), b̃(t)], δ̃ (t):=[b̃−1(σ̃(t)), ã−1(σ̃ (t))] = [b−1(σ(t)),a−1(σ(t))]






p′(y)dy the equality B̃MR = BMR follows. The as-
sertion about compactness for q < p is a direct corollary of obtained criterion of the
boundedness and Ando’s theorem.
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4.2. Tomaselli and Persson-Stepanov type criteria
Now we give complete analogs of the alternative boundedness conditions for the











Let σ−1(y) denote the inverse function to
the fairway σ(x) and put
Δ(t) = (a(t),b(t)),
θ (t) = (σ−1(a(t)),σ−1(b(t))).
THEOREM 4.2. Let the hypothesies of Theorem 4.1 hold. If 1 < p  q < ∞, then






















If 0 < q < p < ∞, p > 1, 1/r = 1/q−1/p, then


























Proof. The upper bounds. Given boundary functions a(x) and b(x) satisfying the
conditions (1.2) let a point sequence {ξk}k∈Z ⊂ (0,∞) be given by relation (3.5) and
put as before
ξ−k = σ
−1(a(ξk)), ξ+k = σ
−1(b(ξk)), Δk = [ξ−k ,ξ
+











k ), k ∈ Z.

















(y)dy for t ∈ Δ−k (4.24)


















(y)dy for t ∈ Δ+k . (4.25)
As in Theorem 4.1 we split the operator H into the sum of four sequences of
operators
H f (x) = Tk,1 f (x)+Tk,2 f (x)+Sk,1 f (x)+Sk,2 f (x), x ∈ Δk, (4.26)
then


























Let us start with trapeze-shaped operators Sk,2 and Tk,2. If 1 < p  q < ∞, we























For any t ∈ [ξ−k ,ξk] we have (ξ
−
k ,t)⊂ θ (t), and (a(ξk),b(x))⊂ Δ(x) for x∈ (ξ
−
k ,t)⊂
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For t ∈ [ξ−k ,ξk] it yields that (ξ
−
k ,t)⊂ θ (t), (a(ξk),b(t))⊂Δ(t) and also (a(ξk),b(x))
⊂ Δ(x) for any x∈ (ξ−k ,t)⊂ (ξ
−
k ,ξk). Moreover, a(ξk)  σ(t) for t ∈ [ξ
−
k ,ξk]. There-












































































































of triangle-shaped operators we introduce sequences {ti}
ib(k)−1
i=0 and {s j}
ja(k)−1
j=0 ac-
cording to the constructions of Lemmas 2.5 and 2.6 with c = ξk. Then the operators
Tk,1 f (x), x ∈ Δ−k , and Sk,1 f (x), x ∈ Δ
+
k , split into the following two sums:


























Sk,1 f (x)χ(s j ,s j+1)(x)
]
.




































































Since q/p′ = q− q/p and (ti,t) ⊆ (ξ−k ,t) ⊂ θ (t) for t ∈ [ξ
−




























































































































































If 0 < q < p <∞, p > 1 we have for T (i)k,1 , 0  i  ib−1, by applying the estimate





































































































































































































As before (ti,t) ⊆ (ξ−k ,t) ⊂ θ (t) for t ∈ [ξ
−


























































































































































is block-diagonal, we have
the following pair of inequalities coming from Lemma 3.1 for each term in (4.27).
















































‖ f‖p  BPS‖ f‖p.












on the strength of (4.29),
(4.35), (4.28) for 1 < p  q < ∞ and (4.31), (4.38), (4.30) in the case 0 < q < p < ∞,
p > 1, respectively. By combining these estimates with (4.27) we obtain the upper
bounds in (4.22) and (4.23).
The lower bound. Let 1 < p  q < ∞.
First we prove that AT ≈ AT,1 +AT,2, where AT,1 := supt>0 supb−1(σ(t))st AT,1(s,t)
























































(y)dy, b−1(σ(t))  s  t. (4.39)

















































































Now suppose that ‖H ‖<∞ and insert the function fs,t (y)= vp
′−1(y)χ[a(s),σ(t)](y),
where b−1(σ(t))  s  t, into the inequality
(∫ ∞
0
































Therefore, ‖H ‖ ≫ AT,1(s, t) for all s  t and, thus, ‖H ‖ ≫ AT,1. Analogously, by
applying the function ft,s(y) = v
p′−1(y)χ[σ(t),b(s)](y) with t  s  a−1(σ(t)) we get
that ‖H ‖≫ AT,2.
Let 0 < q < p < ∞, p > 1. First, similar to Theorem 4.1 we prove ‖H ‖≫ BPS
under the condition (4.9). Let us remind that in this case we denote
x− = a(x), x+ = b(x), Δ(x) = [x−,x+]
and establish the estimate
C ≫ BPS, (4.41)
where C is the least possible constant of the inequality (4.10) which holds for the





























and Δ−(t) = (t−,t), Δ+(t) = (t,t+).
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✻
✲





σ(x) = x Further we utilize in part nota-
tions from the proof of Theorem
4.1 with sometimes a different
meaning. To prove C ≫ B−PS
we put η0 = 1 and define the se-
quence {ηk}k∈Z ⊂ (0,∞) by





For a fixed k ∈ Z we take four
neighboring points ηk−1, ηk,
ηk+1, η∗k+1 and let












































On the interval [ηk−1,η∗k+1] we define the function
φk(t) =
{
fk(t), t ∈ [ηk−1,ηk+1],
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0, t /∈ [ηk−1,η∗k ],
φk(t), t ∈ [ηk−1,ηk],
φk(ηk)Ωk(t), t ∈ [ηk,η∗k ].








k ] and, hence, φk,1 ∈ L .
Obviously that φk,2(t) = φk(t)−φk,1(t) is in L . It is clear that (4.42) holds. Our next
step is to prove that
‖φ ′k,i/v‖
p
p ≪ νk, i = 1,2. (4.43)
If
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and in view of (2.54), (4.9) and (4.16) it holds that κ1,2 ≪ νk. Thus, (4.43) is proved
for i = 1. Since φk,2(ηk+1) = φk(ηk+1), we can write for the second case of (4.43) that





































pv−p(s)ds =: κ2,1 +κ2,2 +κ2,3.
Obviously, κ2,2 = κ1,2 ≪ νk. Similar to κ1,1 and κ1,2 we can prove that κ2,1 +κ2,3 ≪

































, t ∈ [ηk−1,ηk+1],
the lower bound
‖φkw‖qq ≫ νk (4.44)







φ2k+1,i = : F1,i +F2,i,
where N ∈ N. For every i = 0,1 the supports of φ2k,i, k ∈ Z, are mutually disjoint.
Therefore, F1,i ∈ L and by the same reason F2,i ∈ L . Observe that
2  ∑
|k|N










































Therefore, by letting N → ∞ we obtain C ≫ (∑k∈Z νk)





















































































































































































































































































λ ∗k ≪ νk.
















































































































Hence, the required estimate C≫B−PS is proved. The estimate C≫B
+
PS can be proved
similarly with intervals formed by the fairway σ(x) and the upper boundary function
b(x). Thus, the estimate (4.41) holds and, therefore, the inequality ‖H ‖ ≫ BPS is
proved in the case when the fairway σ(x) = x. The general case follows similar to the
proof of Theorem 4.1. By changing variables (4.18) in both hand sides of the inequality
(4.19) we arrive to the inequality (4.20). Since (4.21) is true the fairway–function for































p′(y)dy we get B̃PS =
BPS.
5. Geometric Steklov operator
In this section we study the geometric Steklov operator








, f (y)  0,
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acting in weighted Lebesgue spaces with the border functions a(x) and b(x) satisfying
the conditions (1.2). This operator is closely related to the Hardy operator (1.1) because
of Jensen’s inequality




from which the upper bound for the weighted Lp−Lq boundedness of G easy follows
if Lp−Lq boundedness of H has a suitable characterization.
THEOREM 5.1. Let 0 < p  q <∞ and the operator G be given by (1.3) with the
boundary functions a(x) and b(x) satisfying the condition (1.2). Then for the ”norm”











































Proof. The proof of the estimate (5.2) is due to L.-E. Persson and D.V. Prokhorov.
We prove the estimate (5.3).
The upper bound. Let 0 < q < p < ∞ and BG < ∞. According to Jensen’s in-
equality (5.1) we can get the upper bound in (5.3) by using Theorem 4.2 with suitable
summation parameters and proper weight functions. Indeed, since G ( f s) = (G f )s and
G ( f ·g) = (G f ) · (G g) the equalities









hold with u defined by (5.4). Note that for H : Lp,1 → Lq,u with u = u
s, p = p/s and
q = q/s the corresponding parameter r is equal to r/s and, respectively, r/p = r/p.
Moreover, the condition p > 1 of Theorem 4.2 is satisfied if we put 0 < s < q < p <∞.
Therefore, according to (5.1) and Theorem 4.2 with v = 1 and w = us we have for any
















≪ BG . (5.6)
Now, in view of (5.5) the upper bound in (5.3) is proved.
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where ũ = us and p̃ = p/s, q̃ = q/s for any 0 < q < p < s < ∞. In other words the
inequality
‖(G f )ũ‖q̃  C‖ f‖ p̃ (5.7)
holds for all f ∈ L p̃ and 0 < q̃ < p̃ < 1 with C < ∞ independent on f . Now the
fairway–function σ(x) is such that b(x)−σ(x) = σ(x)− a(x). Let us remind that as
before we denote
x− = σ−1(a(x)), x+ = σ−1(b(x)), θ (x) = [x−,x+].














± ≪ ‖G ‖L p̃,1→Lq̃,ũ ,
where θ−(x) = (x−,x), θ+(x) = (x,x+) and 1/r̃ = 1/q̃−1/ p̃. To prove the inequality
with (B̃G )
− we put ξ0 = 1 and define the sequence {ξk} ⊂ (0,∞) as before such that
ξk = (a−1 ◦ b)k(1), k ∈ Z.
Then ξk < ξ+k = ξ
−


































and construct on every seg-
ment [ξk,ξk+1] the sequence
{m
j
k} with − ja(k)  j 
jb(k) by the following way:
for − ja(k)  j  0 we use
the construction of Lemma
2.7 with v = 1 and d = ξk,
while for 0  j  jb(k) we
use Lemma 2.5 with v =
1 and c = ξk+1. Actually
we have the sequence {m
j
k},




k = ξk, m
jb(k)
k = ξk+1;
(2) if (ξ+k )
−  ξk then ja(k)=1; jb(k)=1 if [N −(k)]=0 or N −(k)=[N −(k)]=1;
(3) if (ξ+k )





−, where (m jk)
− > ξk and
− ja(k)+2  j  0;
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(4) if [N −(k)] > 0, then the points m jk for 1  j  [N
−(k)] are taken so that










k ) = (0,∞) and the following useful properties of
b(t)−a(t) coming from Lemmas 2.5 and 2.7:




















2◦ ) if t ∈ [x−,x], then
b(t)−a(t)≈ b(x)−a(x−) ≈ b(x)−a(x) for ξk  x− < t < x  ξ+k ,
(5.11)
and
b(t)−a(t) < b(x)−a(x−) ≈ b(x)−a(x); (5.12)
3◦ ) if 0  j  jb(k)−2, then
b(m
j+i
k )−a(ξk+1) = 2
i [b(m
j
k)−a(ξk+1)] for some i ∈ {1, . . . , jb(k)− j−1}.
(5.13)



































































































































































Mn,i(k) : = (σ(ξk),σ(ξk+1))∩ (a(min),b(m
i+1
n ))

































































































































































































= : Ik, j + IIk, j. (5.16)









Ik, j + γk, j
]
. (5.17)
Now we need to estimate ∑k∈Z∑
jb(k)−1
j=− ja(k)
Ik, j by ∑k∈Z∑
jb(k)−1
j=− ja(k)



























































































































































γk−1, j + γk,−1. (5.19)





















































Further, if jb(k) = 1, the required estimate follows from (5.23). Let jb(k) > 1 and






− < m0k < m
j














































ũq̃(t)dt = : I′k, j + I
′′
k, j.




















Analogously to (5.19) we have for each 1  j  jb(k)−1 that


















































































































































































































































































































ũq̃(t)dt + . . .


















































































































































Finally, we have by combining (5.14) and (5.30) that


































Analogously we can prove the inequality
‖G ‖L p̃,1→Lq̃,ũ ≫ (B̃G )
+.
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Hence, in view of the equivalence BG ≈ (BG )
− +(BG )
+ and since r̃/ p̃ = r/p and
ũq̃ = uq the lower bound for ‖G ‖Lp,v→Lq,w is proved.
6. Applications
6.1. Embeddings
Let u, v and w be non-negative measurable weight functions such that for 0 <
p,q,s < ∞, p > 1 the powers us, wq, v−p and vp′ are locally integrable on (0,∞)
and 0 < u(x),v(x),w(x) < ∞ for a.e. x ∈ R+. The Sobolev space W 1p,s consists of all
absolutely continuous functions on (0,∞) such that
‖F‖W 1p,s := ‖Fu‖s +‖F
′/v‖p < ∞. (6.1)
We assume for simplicity that W 1p,s is a closure of the set of all finitely supported dif-






In [15] necessary and sufficient conditions for u and v are pointed out under which
(6.2) holds. In this case by arguing as in [15] it is possible to construct the boundary
























where Δ(x) = [a(x),b(x)], Δ−(x) = [a(x),x], Δ+(x) = [x,b(x)]. The equality (6.3) says





































which follow by applying Hölder’s inequality.
Let L ⊂
◦
W 1p,s be the set of functions satisfying Definition 4.1. Using (6.5) it is
easy to see that for 1 < p  s < ∞
‖F‖W1p,s ≈ ‖F
′/v‖p, F ∈ L . (6.6)
Applying Theorem 4.1 we obtain the following assertion, where the constants AM
and BMR are given by (4.2) and (4.4), respectively.
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THEOREM 6.1. Let 1 < p  q < ∞, s > 0. Then the inequality
‖Fw‖q  C‖F‖W1p,s, F ∈ L (6.7)
is valid if and only if AM < ∞. Moreover, for the least constant C in (6.7) the equiv-
alence C ≈ AM holds. If 0 < q < p < ∞, s  p > 1, then (6.7) is valid if and only if
BMR < ∞, moreover C ≈ BMR.
Proof. The upper bounds C ≪ AM and C ≪ BMR follow from (4.11) and the
upper bounds for the norm ‖H ‖ established in Theorem 4.1. The estimate C ≫ BMR
follows from the proof of Theorem 4.1 and (6.6). To justify C≫AM we fix an arbitrary






























, x ∈ [t,t+].




























































































(y)dy =: I4 + I5.
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Putting these estimates together we get (6.9). Now we represent the function F in the
form















(y)dy, x ∈ Δ+(t−).








































and by the inequality (6.9)


















































where δ+(t) = [t,a−1(t)], δ−(t) = [b−1(t),t]. Similar inequality with δ−(t+) and
Δ(t+) instead of δ+(t−) and Δ(t−) follows from analogous consideration with test































(y)dy, x ∈ [t+,(t+)+].
Since t > 0 was arbitrary we obtain AM ≪C.
6.2. Inequalities on monotone functions
In this section we study the operator (1.1) from weighted Lp to Lq on subclasses
of non-increasing ( f ↓ ) or non-decreasing ( f ↑ ) non-negative functions. The border
functions a(x) and b(x) as before satisfy the conditions (1.2).
Applying the Sawyer criterion [21] we reduce the problem to the Lp−Lq charac-
terization of integral operators with Oinarov’s kernels considered in Section 3. Using


















































































































































































































































































and ξk = (a−1 ◦ b)k(ξ0), ξ0 = 1.
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THEOREM 6.2. For the least possible constant C in the inequality

















1,1, 1 < q < p < ∞,
hold.
Proof. We start with analysis of the Sawyer criterion for the three-weighted in-
equality
‖T f‖q  C‖ f u‖p , f ↓, (6.13)
where




is an integral operator with a non-negative kernel t(x,y). Let




be a formally adjoint operator to T. By Sawyer criterion [21] the inequality (6.13) is

































U1/p(∞), g  0. (6.15)
We assume the constants C, C1 and C2 as the least possible. The second inequality




































, g  0. (6.16)
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Now, applying this scheme for the least possible constant C in (6.12) we have




























, g  0. (6.17)






































































a(x) v(y)dy. Clearly, the kernel k(z,x)  0 satisfies the condition (3.4).








































, g  0, (6.19)
with C1 ≈C1,0 +C1,1. The constant C1,0 of (6.18) is characterized by Lemma 2.2 and
2.4: for 1 < p  q < ∞ we have C1,0 ≈ A ↓1,0, and C1,0 ≈ B
↓
1,0 for 1 < q < p < ∞.
Applying Theorem 3.1 for the inequality (6.19) we finish the proof.
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REMARK 6.1. The similar result as Theorem 6.2 is also true for non-decreasing
functions. We omit details.
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