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ABSTRACT 
If we change the sign of p < m columns (or rows) of an m X m positive definite 
symmetric matrix A, the resultant matrix B has p negative eigenvalues. We give 
systems of inequalities for the eigenvalues of B and of the matrix obtained from B by 
deleting one row and column. To obtain these, we first develop characterizations of 
the eigenvalues of B which are analogous to the minimum-maximum properties of the 
eigenvalues of a symmetric A, i.e. the Courant-Fischer theorem. These results arose 
from studying probability distributions on the hyperboloid of revolution 
xf + . . . + xf,_ -x;,_,+, - . . - xf, = 1. 
By contrast, the familiar results are associated with the sphere xt + . + rz, = 1. 
1. INTRODUCTION 
Let A be a real m x n matrix (m ,< n) with singular value decomposition 
(s.v.d.) 
111 
A = c yiZirit, (1) 
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where yr, . . . , y, are the nonnegative singular values, I 1,. . . , l,, are orthonor- 
ma1 vectors in R”, and rr, . . . , r,, are orthonormal vectors in R”. Suppose _/g is 
a diagonal m X m matrix with its first m - p elements equal to unity and its 
last p elements equal to minus one. Then C = JZAJ,” is A with its last p rows 
and last 4 columns changed in sign-of course the sign of the bottom right 
hand p X q comer is not changed. Then, it is easily verified that 
(2) 
is the s.v.d. of C. Thus the effects on the s.v.d. of these sign changes are 
trivial. 
But suppose now that A is m x m symmetric and that B = A]:. We will 
write the spectral decomposition of A as 
where some of the (Y~ may be zero and where, in case of equality of the (Y~, 
some choice is made so al,. . . , am are orthonormal. The easy method yielding 
(3) does not work, so we ask: How are the eigenvalues and vectors of A and 
B related? 
This question arose for positive definite A in a study (Cabrera [I]) of 
probability distributions on the hyperboloid x4 + . . . + x f up - x:,_~+ 1 - 
. . . - xi = 1, denoted by H “,. Given two vectors x and y in R”, define 
xhy = (J,px)‘y. (4) 
Then Hz, is defined by x”x = 1. For m X m matrices C and D 
ChD = C’JPD 
m . (5) 
One may call h the hyperbolic transpose; by contrast t denotes the usual, 
or spherical, transpose. 
Jensen [4], for the case p = m - 1, writes the product (4) as x*y and uses 
the group of linear transformations leaving Hz-’ invariant. For general p, 
y = Kr lies on x hx = 1 provided K hK = ]E = K “1: K. Thus det( K) = + 1. The 
case det( K ) = 1 corresponds to continuous transformations on HP,. If the m 
columns of K are denoted by k 1,. . . , k,,, then kFkj = 0 (i # j), + 1 (i = j = 
1 >..., m-p), -1 (i=j=m-p+l,..., m). The eigenvalues of K are + 1 
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or of the form exp( + ie). The analogies above and those in Section 2 with 
orthogonal transformations which preserve the sphere xk = 1 are very strong. 
In Section 2, we work out analogies between the hyperbolic and spherical 
transposes. In particular we give an analogue of the Courant-Fischer theorem 
as a characterization of the eigenvalues of B and also an analogue of the 
spectral decomposition, namely 
where Bvi = A i~i. In Section 3 we prove various inequalities for the eigenval- 
ues of matrices A./z for all values of p, and for the eigenvalues of the matrix 
obtained when a row and column are deleted from AJZ. These too are 
analogues of known results for symmetric matrices. 
2. BASIC RESULTS 
LEMMA 1. If we change the signs of p < m columns (or rows) of an 
m x m positive definite matrix A, the resultant matrix B has m - p positive 
and p negative eigenvalues. 
Proof. The eigenvalues of B = A_lz are the solutions of 
det( B - XZ,,) = det( A1’2J,SA1’2 - AI,) = 0, (7) 
where AlI2 is the symmetric positive definite square root of A given by 
E;laf/2a ia:. A quadratic form based on A1/2JEA1/2 is obviously reducible to a 
form Cckzz by a nonsingular transformation, so Sylvester’s law of inertia (see 
Courant & Hilbert [2, p. 281) tells us then that B and Jz have the same 
numbers of positive and negative eigenvalues. Hence, as asserted, B has 
m - p positive and p negative eigenvalues. n 
LEMMA 2. Let d 1,. .., d, be the (orthorwrmal) eigenvectors of the 
symmetric matrix D = A”2J$A’/2. Then bi = A’/‘di (i = 1,. . . , m) are the 
eigenvectors of B = AJ,P, and they span R”. D and B have the same 
eigenvalues hl,...,h,. 
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Proof. The last assertion follows immediately from (7). We may write 
[b l,...rb,,]=A1’2[dl ,..., d,,,]. 
Since A and [d, ,..., d,,] are nonsingular, so is [b, ,..., b,,]. Since Ddi = Xidi 
may be rewritten AJP,(A1/2di) = hi(A’/2di), we have Bbi = X,b,. n 
LEMMA 3. The matrix C = _Zz A has the snme eigenvalues as B = AZ:, 
and they are associated with eigenvectors cl = J,Eb,, . . . , c,,, = Jzb ,,,. 
Proof. It is an immediate consequence of ( J,9)2 = I,,,. n 
LEMMA 4. Zf the eigenvectors b, of B are defined as in Lemma 2, and 
the ci as in Lemma 3, 
Xi = bl’b, = bfci , 
b!‘b.=btc,=O t, II 3 i # j. 
Proof. 
bl’ bi = b f],f,bi = b;ci, 
= (A”2dj)f.Z,:,(A”2dj), 
= d;Dd, = hiSii. 
REMARK. The eigenvectors of A, but not of B, are orthonormal. How- 
ever by using the h operation we have something formally similar for the 
eigenvectors bi of B. If, when Xi > 0, we set vi = bi /h1j2, then v/‘vi = 1, so 
that vi is then a point on the hyperboloid HP,. If, for X, < 0, we set 
vi = bi/lXi11/2, then v!vi = - 1. Thus we have the following analogues of the 
usual spectral decomposition of a symmetric matrix. 
LEMMA 5. Let X, ,..., X,_, be the positive, and Xn,_p +l ,... , A,,, the 
negative, eigenvalues of B = A./E. and bi (i = 1,. . . , m) be the corresponding 
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eigenvectors of B. Set vi = bi 1 Xi I- ‘/‘. Then 
I, = c vi+ c v,v!‘, 
i=l i=nr-p+l 
B= c hiviv!‘- c hiViV!’ = ~IXiIViV!‘, 
i=l i=n-ptl 
(8) 
(9) 
(10) 
i=l 
REMARKS. Thus powers of B can be simply expressed, e.g. 
B2 = cX;viv; - ~X;viv(‘, 
and 
(B-hI,,)~l=~~vivI’-~~viv~, 
I I 
when B - AZ,,, is nonsingular. 
Observe that for i = 1,. . . , m - p, viv,! is an idempotent, while for i = m 
-p+l,..., m, (viv/)’ = - viv/. We say that vectors x and y are hyperbolic 
orthogonal (h-orthogonal) if X”Y = 0. Let a be a vector such that aha = 1. 
Then (I - au h)~ is the part of x that is h-orthogonal to a, say x I hn. Z - au h 
is an idempotent. We may write 
If a”~ = - 1, then (I + uuh)x is the part of x h-orthogonal to a, i.e. x I ho; 
Z + au” is idempotent. 
Instead of the usual quadratic form r’Ax for symmetric matrices, it would 
be natural here to use yhBy, but yhBy equals y’JLA.Zzy, so its stationary 
values are the eigenvalues of A if we use all y such that y f y = 1. But if we 
use all y such that yhy = 1, they are the positive eigenvalues of 
leads to 
B. This 
LEMMA 6. The stationary values of yhBy when yhy = 1 (yhy = - 1) are 
the positive (minus one times the negative) eigenvulues of B. Let the 
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eigenvalues and vectors of B be denoted by Xi and Y;, where A, 2 . . . > 
h ,,r-p>O>Xm_p+l> ... aAx,. Thenalso, . 
if y”y = 1, 
inf yhBy = A,_, 
=A,, k=l,...,m-pif vi+ly= ... =v,f:_,y=O; 
if y”y = - 1, 
inf yhBy = - hm_p+l, 
= - A,, k=m-p+2,...,m, 
if ~i:~~+~y= ... =vLPly=O; 
ify”y=l, ~:_~+~y= ... =~,t:y=O, 
sup yhBy = A, 
=A,, k=2 ,,.., m-p, 
if vfy= . . . ~yi_~y=(); 
if y”y= -1, sty= ... =~!:_,y=o, 
sup yhBy = - A,, 
= - A,, k=m-p+l,...,m-1, 
if ~f+~y= ... =v:y=O. 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
Proof. The first assertion follows by Lagrangian differentiation. To prove 
the other results we may, from Lemma 5, with y = C;lq~~, write 
yhBy = cX,c; - xX,$, (19) 
+ _ 
yhy = cc: - &,2, (20) 
+ 
where + and - under summations mean sums from 1 to m - p and 
HYPERBOLOIDS OF REVOLUTION 121 
m - p + 1 to m respectively. If y h y = 1, then 
yhBy-X=~(hi-h)c,2+~(X-Xi)c,2. 
I _ 
(21) 
To prove the first and last eight assertions of the lemma, set X = h,, _p in 
(21). Every term on the right hand side (r.h.s.) of (21) is greater than or equal 
to zero, so that inf y "By > A, _p. But all are zero if we choose c,,,~,, = 1, 
which from (12) yields y,y = 1. Hence inf y “By = h n,~p and (11) is proved. 
All the other assertions with yhy = 1 follow similarly from (21). If yhy = - 1, 
yhBy+X=~(X,-h)C~+~(h-Ai)c~. 
+ _ 
(22) 
Thus, for example, if h = Xm_p+l, all terms are greater than or equal to zero, 
so that inf y’*By > - A,_,+ 1, but this value is attainable by setting c,, p + 1 
= 1. This proves the third of the inf-sup characterizations. The remainder 
follow similarly from (22). n 
REMARKS. Thus all eigenvalues of B are characterized as infima and 
maxima of yhBy subject to eigenvector restrictions, and the strong analogy 
with quadratic form theory and symmetric matrices is continued. Generaliz- 
ing, we have analogues of the Courant-Fischer theorem, where F hy = 0 for a 
matrix F: an F with zero columns means no restrictions. 
THEOREM 1. Let F be an m x (m - p - k) matrix. Then 
sup inf yhBy=hk (k=l,...,m-p). (23) 
F &_/=I 
F”y=O 
Let F be an m X k matrix. Then 
sup inf yhBy = - hm_p+k+l (k=O,...,p-1). (24) 
F y”y = ~ 1 
F”,,=() 
Proof. Write y = Xvici = Vc, Fhy = FhVc = G hc, so that the left hand 
side (1.h.s.) of (23) is 
sup inf f[hilcf. 
c c”c=l 1 
ChC=O 
122 
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c A$!; 
inf CIX,lc,‘< inf 
1 
<.“c=l r 
,,l p > (25) 
(‘,,, ,, + , = = r;,, = 
c”c = 0 c”c = 0 n Cc; 
provided the set of possible c’s is not empty. It is nonempty because we still 
have m - p ci’s to satisfy m - p - k restrictions, k = 1,. . . , m - p. In fact we 
could again, without a decrease of the r.h.s. of (25) also set cr = . . 
=c - 0. k-l- 
Since C;‘PPX,c,s(~~-Pc~)-~’ < A, we have proved that 
sup inf y’By < hk. (26) 
E‘ y"y=l 
1:” y = () 
But the r.h.s. of (26) can be attained. For, from Lemma 6, (12) we have only 
to choose F to have the m - p - k columns vk+ r, . . . , v,,, p. Hence (23) is 
proved. 
To prove (24) we observe that 
(27) 
since the set of c’s in (27) is not empty because we still have p free q’s and 
0 < k < p - 1 restrictions. In fact we would not decrease the r.h.s. of (27) by 
also setting c, = . . . = c,,_p+k+a = 0. 
SinceC~_Pp~~+1lhiJc~(C~~Pp~~+1c~)-1~IXm_p+k+lI,wehaveshownthat 
the 1.h.s. of (27) G - hm_p+k+l. But by Lemma 6, (14), -hmPpPk+ r is 
attained by choosing F with the k columns v,,, Pp+ l,. . . , v, -p+k. Hence (24) 
and so Theorem 1 is proved. n 
REMARK. Theorem 1 is only half of the analogue of the Courant-Fischer 
theorem. We now give the other half. 
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THEOREM 2. Suppose F is an m x (p + k - 1) matrix. Then 
inf sup yhBy=h, (k=l,...,?n-p). 
F 
y”y=l 
F’ly=() 
(28) 
Let F be an m ~(rn - k) matrix. Then 
inf sup Y”BY = - h,,,+k (k=l,...,p). (29) 
F gy= -1 
F”yze 
Proof. To prove (28) set y = &vi, Fh y = F “Vc = G “c as before, so that 
the 1.h.s. of (28) is 
Choose G, such that ci=cs= ... =ck_i=O and c,,~~+~= .+. =c,,,=O 
(p + k - 1 restrictions), so chc = c: + ci+ i + . . . + cz_,. Thus 
Vl 
sup C[hJc; = sup A$,2 + . . . + h,,,_pC,2,pp = A,, 
<J’c=e 1 
G(qc = 0 
c,2+ .” i&,=1 
so (30) is less than or equal to A,. 
To prove the inequality in the other direction we have to prove that 
(31) 
Thus 
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since the numerator of the r.h.s. is less than or equal to the numerator of the 
l.h.s., and the denominator of the 1.h.s. is less than or equal to the numerator 
of the r.h.s. 
Let L,= {c:G%=O}, and let M,= {c:G”c=O, ~,,,_~>+i= ... =c,,, 
= O}. We define the application r: L, + M, as follows: z = r( y ), where 
z,=y,,..., Z n, ~ p =YWp> z”,-p+l= ... =z,,, = 0. We have the following 
facts. 
(i) M, and L, are subspaces, because they are defined by a system of 
linear equations. 
(ii) M, = T(&), so dim( MC) < dim( L,) = m - p - k + 1. 
(iii) If dim(M&= m - p - k + 1 = dim(L,), then the r.h.s. of (32) is a 
sup over k - 1 restrictions, so by the Courant-Fischer theorem it is equal to 
x,. 
(iv) If dim(L,) > dim( M,) it follows that there are x, y E L,, x f y, 
such that n(x) = a(y). Without loss of generality we choose x such that 
X’!X = 1. Let v = x - y. Then v has its first m - p components equal to zero, 
so v”v < 0; let w = v/~v~v~“~, so whw = - 1, and G”w = 0. Let s and t be 
two scalars. We will show that for any t there is an s such that ( YX + tw )“( sx 
+ tw ) = 1. By multiplication we get 
s2 - t2 t2stw”x - 1 = 0. 
This equation has two solutions if t ‘( w”x)~ + t 2 + 1 > 0, which is always true. 
Thus for any t there is an s such that (ST + tw )“( sx + tw ) = 1. As s goes to 
infinity, the 1.h.s. of (31) with c = sx + tw goes to infinity, so it is greater than 
x,. 
(iii) and (iv) prove (31) so (28) is true. 
An analogous argument could be used to prove (29). A simpler method is 
the following. Let us consider the matrix - B, which has p positive eigenval- 
ues -X, ,,..., - XnrPP+i and m - p negative eigenvalues - X,,,_P,. . . , - A,. 
Thus if we apply (28) to - B, exchanging m - p and p, we obtain (29). m 
3. INEQUALITIES FOR THE EIGENVALUES OF B 
The possibility of interesting inequalities was suggested to us by analogy 
with the inequalities for the eigenvalues of AM where M = M’ = M 2, given 
in Durbin and Watson [3], and which are easily found from the Courant- 
Fischer theorem. This prompted the development of Theorems 1 and 2. The 
inequalities to be proved can be seen from the following example. Suppose A 
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is an 8 X 8 matrix with off-diagonal elements unity and diagonal elements 
1,2,..., 8, The nine columns of the array are the eigenvalues of AJ{ for 
p=O,l,Z , . . . ,8 arranged in descending order: 
12.143 10.206 8.322 6.507 4.782 3.169 
6.600 %5.575 4.544 3.503 2.448 1.371 
.5..509 4.480 3.444 2.397 1.337 0.253 
4.447 3.415 2.374 1.322 0.250 - 3.235 
3.397 2.360 1.313 0.248 - 4.250 ~ 4.309 
2.351 1.307 0.247 _ 5.272 - 5.337 - 5.386 
1.303 0.246 - 6.315 - 6.393 - 6.448 ~ 6.493 
0.246 - 7.593 - 7.931 _ 8.314 - 8.782 - 9.368 
1.684 
0.261 
- 2.224 
- 3.293 
- 4.357 
- 5.429 
- 6.532 
- 10.106 
0.3112 
- 1.2145 
- 2.2861 
- 3.3440 
~ 4.4020 
- 5.4701 
~ 6.5679 
- 11.0263 
- 0.246 
- 1.303 
- 2.351 
- 3.397 
- 4.447 
- 5.509 
- 6.600 
- 12.143 
(33) 
In the array (33), we see that the entries decrease steadily as one goes 
across a row, i.e. A k( A./$) 1 hk( A]:+‘); increase as one goes up diagonals, i.e. 
hk( A/z) < h,_ I{ A./E:+‘); and decrease as one goes down diagonals, i.e. 
h,(AJE) > hktl(AJ,P”). The last inequality is implied by the first. 
A well-known consequence of the Courant-Fischer theorem is a set of 
inequalities between the eigenvalues of A and those of A,,,, the ( m - 1)~ ( m 
- 1) matrix found by deleting the rth row and column of A. We may expect 
similar inequalities when considering B = A]; and B(,,. We begin by proving 
a theorem on these latter inequalities. 
THEOREM 3. Let A be an m x m positive definite matrix, and JR, a 
diagonal matrix whose first m - p entries are plus one and whose last p 
entries are minus one. Let B = A],” and B(,., be the (m - 1) X (m - 1) matrix 
obtained by deleting the 7th row and column of B. Then, for T = 1,. . , , m - p, 
h,(B) 2 htB(,,) a &+I@) for k=l,...,m-p-l, (34) 
and 
Forr=m-p+l,...,m, 
A,(%,) 2 h,(B) z A&,,) a . . . a A,-,-1(B) a L-,(B,,,) a X,_,(B), 
(36) 
126 
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hk(B) 2 w$r,) 2 h+,(B) for k=m-p+l,...,m. (37) 
Proof. We first observe that B(,, could be obtained by deleting the r th 
row and column of A to yield an (m - 1) X (m - 1) p.d. symmetric matrix, A’ 
say,andthenmultiplyingA’byJ~~,ifr~m-porbyJ,q_:ifr~m-p+ 
1. Thus B,,, has the form required so Theorems 1 and 2 can be applied to it. 
Further, if X,(A’)> ... > X,_i(A’), one knows from the Sturmian sep- 
aration theorem (see e.g. [S]) that 
which could be used for further inequalities not given in Theorem 4. Thus, if 
r < m - p, (23) tells us that (m + m - 1, p + p) 
XdB(,,) = SUP inf y’B(,,y (k=l,...,m-l-p) (39) 
F y’ly=l 
F”fJ=O 
when F is (m-l)x(m-1-p-k). If r&m-ptl, (23)yields (m+m 
-1, P--+P_-1) 
A,( B,,,) = SUP inf Y~B(,,Y (k=l,...,m-p) (40) 
F y’ly=l 
E’$ = 0 
when F is (m - l)x(m - p - k). 
We begin by rewriting (39) using an m x 1 vector x which has the same 
coordinates as y except that x, is inserted in the rth place, and an 
m x (m - 1 - p - k + 1) matrix G such that G hx = 0 if and only if F’ y = 0, 
xr = 0. Let H be any m x (m - p - h) matrix, so that G is a special case of 
H. Then 
W,,,) = sup I,:! 1 X%,X 
c 
C”X = 0 
< sup inf x”Bx 
f, x”x = 1 
If’% = 0 
=X,(B), 
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by (23). Hence X,(B,,,) < h,(B) if r < m - p, k = l,.. ., m - p - 1, which 
establishes part of (34). The same sort of argument may be based on (40) and 
we will find that 
h,(B,,,) < sup inf rhBx, 
H x”x=l 
H%=O 
where now H is an arbitrary m X (m - p - k + 1) matrix. By (23) we find 
that hk(BCrj)<Ahk_r(B)if ram-p+l, k=l,...,m-p.Thus,allbutthe 
end inequalities of (36) are proved. 
Using (24), when r < m - p, with m + m - 1, p + p, 
-A m_-p+k(BC(rj)=~~p inf yhB,,,y 
F yhy=--l 
(k=O,...,p-11, (41) 
Fhy=O 
where F is an (m - 1)X k matrix; and when r > m - p + 1, with m + m - 1, 
P*P-L 
--A ,,,-p+k+l(B~,~)=~~~ inf Y”~,,Y 
F t/y=-1 
(k=O,...,p-2), (42) 
FhtJ=O 
with F (m - 1)X k. 
Using the argument of the previous paragraph on (41) and (42), we may 
show, respectively, that for k = 0,. . . , p - 1, 
-A m-p+k(Bc(rj) G - Lp+k+B(B), r G m - P, 
--A n,--p+k+l(Bc,j) 6 - hr,,--p+k+2(B)2 r  m - p +l, 
or 
x nl~p+k(B~r))~:hnr-p+k+2(B), k=O,...,p-1, r<m-p, 
(43) 
h ,,,--p+k+l(B~,))~hm~p+lr+2(B), k=O,...,p-2, ram-ptl. 
(44) 
Thus (43) yields half the inequalities in (35), and (44) those in (37). 
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The remaining inequalities may be derived by using Theorem 2 in a way 
similar to the way we have used Theorem 1 above. n 
THEOREM 4. Let A be m x m positive definite matrix, and Jz a diagonal 
matrix whose first m - p entn’es are plus one and whose last p entries are 
minus one. Then for p = 0, 1, . . . , m - 1, 
Xk(AJ:)~A~-&U:+l) (k= 2,...,m) (45) 
and 
A,( Al:) a h( N:+l) (k=l,...,m). (46) 
Proof. To prove (45), it is notationally convenient to prove instead that 
X,+,(AJ,q) G &(AE+‘). BY (23) in Theorem 1 we have, for m X (m - p - 1 
- k ) matrices F, 
A,( AJ;+‘) = sup inf 
F yiJ,f;“Y=l 
Y’J:+~N:+~Y. 
pp+ 1 
“l y=o 
(47) 
Set u = JPJPt’Y, so that y = I~+r.l~u. Then yfJ~+rA]~+ry = ufJ~A]~u, 
Y’J;+r y =mu;;,f:+lu = 1, F’JP+l ,n y = F’JLu = 0. Hence (47) may be restated 
Now (48) has the form of (23) except for u’.!~~~u = 1, which can be written 
as u’./:u = 1+2&,. Thus u’J:u > 1, instead of utJiu = 1 as in (23). Thus 
for any F, 
inf Ufl$U$ < inf utJ,qAJ;u. 
u’J;u 2 1 U’JPU = 1 
(49) 
m 
F’J;u = 0 F’JPu = 0 n, 
But taking the sup over all F of (49), we have 
A,( AJ;+‘) < sup inf utJ~A~~u, 
F ulJpu=l m 
F%=O 
(50) 
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using (24) again. Changing k to k - 1, this is (48) for k such that two 
applications of (24) are valid, namely k = 1,. . . , m - p - 1. In the same way 
-A m-p+k(N:+l) = S;P y,,pJpf Y~J:+~AJ:+‘Y> 
“, y=-1 
F’,P+ 1 
“3 
y=o 
where F is m x k. Thus in terms of u, 
As before, we have that 
= -A m-r,+k+lwmP) (51) 
fork=O,l,..., p-l,orX,_ p+k+l(AJ~)< Xm_p+k(AI~+l). Combining (50) 
and (51) we have proved (45). 
To prove (46) we apply Theorem 3 rather than Theorem 2. We notice that 
the matrices AJtf: and A./,,, P+’ differ only in their (m - p)th row and column. 
Thus, let Bcm_pj be the matrix obtained by deleting (m - p)th row and 
column from A.Q (or A./z+’ ). Equations (34) and (36) imply that X k( A]$) 2 
X,(R(,_,,) and h,(B~,,_,,) > X,(AJ~“)) for k = 1,. . . , m - p - 1, so 
A,( N:) a A,( AJ:+‘), k = l,..., m-p-l. 
Equations (35) and (37) imply that X,+,(Al:)> X,(B~,_,,) and h,(~~,-,,) 
>hk+r(A.J~+‘)fork=m-p,...,m-1,so 
h&U:) a &(AJ:+‘), k=m-p+l,...,m. 
The remaining case, k = m - p, is trivial because x,_,(A]z) > 0 > 
h m _J Al:+ ‘). This proves (46) and completes the proof of Theorem 4. n 
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