Abstract-Using data retrieved from the Puppy II robot at the University of Zurich (UZH), we show that machine learning techniques with non-linearities and fading memory are effective for terrain classification, both supervised and unsupervised, even with a limited selection of input sensors. The results indicate that most information for terrain classification is found in the combination of tactile sensors and proprioceptive joint angle sensors. The classification error is small enough to have a robot adapt the gait to the terrain and hence move more robustly.
I. INTRODUCTION
Terrain classification plays an important role in the control of legged robots, as it allows the robots to adapt to the terrain. On different terrains, different gaits will be more suitable and therefore a robot capable of switching from one gait to another in reaction to a terrain change, will be able to locomote more robustly.
There has been done some research on terrain classification for robots through sensor data from advanced sensors, such as camera imagery [1] or laser scanners [2] . This way, visual features in the terrain are used to discover the terrain type and subsequently the terrain properties.
Previous research also demonstrated the importance of proprioceptive sensors for amphibian robots, such as inertiasensors, angle-encoders and current measurements on the motors [3] . Furthermore has it been shown for quadruped robots that force-sensing in the legs and current-use in the motors deliver reasonable results upon processing with an Adaboost algorithm [4] . Even only using proprioceptive and contact sensors proved effective in ground discrimination [5] .
Firstly, perceiving and understanding the environment in which the robot operates has a high impact on the performance of the robot's locomotion, making it important to add sensors to the robot that provide information on the terrain. However, it is unfavorable to add unnecessary or complex sensors to the robot if they yield no further information. Those superfluous sensors would only increase the complexity of the robot design, while offering little possibilities for better control. Hence, it is important to know which sensors actually provide the most valuable data for terrain classification.
Secondly, instead of developing a single system which takes in raw data to directly determine the robot's actions, it can be better to divide the problem and conquer the easier subproblems. One of the sub-problems is for the robot to recognize in real time the type of terrain while walking on it, using the data it receives from as few sensors as possible. Previous research in this area includes for instance the application of clustering techniques to detect transitions from one terrain to the next in order to achieve unsupervised classification, applied on the RHex-robot [6] , [7] Therefore the research in this paper is twofold. Firstly, we want to identify which sensors provide most information on the terrain. In order to achieve this, we try different combinations of sensors often found in robots and evaluate the capability of supervised and unsupervised machine learning techniques to derive information from recorded data of those sensors. Secondly, we will also evaluate which machine learning techniques work best to classify the terrain based on these sensors, and which features are necessary for the techniques to function.
The rest of the paper is structured as follows. In Section II we will review the machine learning techniques used in this paper and go through Linear Regression (LR), Extreme Learning Machines (ELM), Reservoir Computing (RC), Slow Feature Analysis (SFA) and Independent Component Analysis (ICA). In Section III we will present the hardware used to retrieve the data and the methods used to process this data. In section IV we will describe our experiments and results. Finally, conclusions will be drawn in section V.
II. MACHINE LEARNING TECHNIQUES FOR TERRAIN CLASSIFICATION

A. Linear Regression
Linear regression (LR) is a supervised approach to modeling the relationship between K input variables and L scalar output variables. The relation between the two is described as:
X is a matrix where every row is a time-step with in the columns the different input variables and y is a matrix and has in every row the corresponding desired outputs. With the transformation matrix W out we can now process new signals
The sensor signals are very noisy however, therefore we first low-pass filter these inputs with an exponential moving average (see Figure 1a) , as shown in the equation below:
Here, x(n) and u(n) are respectively the input of the linear regression and the sensor signal at time-step n. α is the leak rate. As the resulting signals still contains a lot of noise, no further regularization is needed. 
B. Extreme Learning Machine
With the goal of having LR model the non-linearities more accurately, we first expand the sensor signals into a larger space by adding a hidden layer of non-linear nodes. The weights of these nodes are fixed, and are randomly selected from the set {−1, 0, 1}. This technique is similar to Extreme Learning Machine (ELM), a technique to train single-hidden layer feedforward neural networks [8] . The only difference from the standard implementation is that we use leaky nodes in the hidden layer to filter the noise in their state, as we did earlier with the linear regression. The update equations for these leaky ELMs are therefore given by:
Here, W in is an N ×K matrix containing the fixed weights of the N nodes in the hidden layer. We model the non-linearity by using hyperbolic tangent nodes, as shown in Figure 1b . The matrix W out is obtained by using LR, as discussed in section II-A, but this time with the expanded set of signals as inputs.
C. Reservoir Computing
The ELM systems can be expanded further temporally and non-linearly by adding fixed weight connections between the nodes in the hidden layer, as shown in Figure 1c . The resulting system is a Reservoir Computing system (RC). The term Reservoir Computing has been introduced in [9] to cover multiple previous computing techniques developed independently: Liquid State Machines (LSM) [10] , Echo State Networks (ESN) [11] and BackPropagation DeCorrelation (BPDC) [12] .
The weights of recurrent connections in the hidden layer nodes are fixed and randomly selected from a standard normal distribution. Similarly to the ESN in [13] , the update equations of our reservoir computing systems are as follows:
W res is an N × N matrix containing the fixed weights between the nodes in the hidden layer. After sampling the weights, the matrix is rescaled to have a spectral radius σ. Typically, σ is a good indicator of the echo state property [14] and is often chosen proximate to 1, close to the edge of chaos, where reservoir computing systems possess high computational power [15] .
In Reservoir Computing, the hidden layer of recurrent nodes is often referred to as the reservoir. Because of the recurrent connections between the nodes, a fading memory is introduced into the system. We already inserted some memory with leaky nodes, but the hidden layer nodes in an ELM cannot act dynamically at a certain time-step based on the result of the previous time-step. Therefore, the type of memory used in LR and ELM does not add dynamics, but merely serves as a noise filter, opposed to the dynamic properties in a reservoir. Consequently, RC has memory capacity [16] as RC systems can learn relations with the past, while ELM has no memory capacity due to the lack of recurrent connections between the hidden-layer nodes.
D. Unsupervised learning
It would be interesting for an autonomous learning robot to have it learn terrains autonomously as well, without being shown a distinction between terrains in advance. To achieve this, we continue from the non-linear, temporal expansion created by the reservoir, as the dynamics generated in a reservoir are suited for terrain classification, albeit supervised, which we will establish in section IV-A2. However, to make the system unsupervised, we process the output of the reservoir further with unsupervised techniques instead of using LR. First, we apply slow feature analysis (SFA) to derive the slow changing features in the output of the reservoir. Secondly, we apply independent component analysis (ICA) to these features in order to find the maximally statistically independent features. The complete setup is depicted in Figure 1d . This method has already been used in the context of robotics for robot localization [17] . There, they referred to the output of the ICA-layer as place cells, because they behave similarly to nodes found in the hippocampus of rodents [18] . Contrary to the place cells in rodents, which fire at a certain location, we have created terrain cells, which fire on a certain terrain.
As a baseline comparison for the terrain cells obtained by using reservoir computing and slow feature analysis (RC-SFA), we also expand the input signals quadratically instead of using a reservoir. This means that we use the product of each combination of 2 different input signals alongside the original signals as input for the slow feature analysis, shown in Figure 1e . We will refer to this system as SFA2.
1) Slow Feature Analysis:
Slow Feature Analysis is an unsupervised machine learning algorithm which extracts slow varying signals from faster varying signals [19] . Suppose x(t) is a multi-dimensional input signal. SFA generates a slow varying output signal y i (t) = g i (x(t)) by searching for the best functions g i in a certain space such that
is minimized under the following conditions:
This can be solved efficiently by the algorithm proposed in [19] .
2) Independent Component Analysis: Independent Component Analysis [20] is an algorithm that separates multivariate signals in order to achieve maximally uncorrelated signals. It assumes there is a linear connection between the input signals x(t) and the underlying uncorrelated signals s(t). Therefore, the maximally uncorrelated signals can be regenerated using a matrix W ICA :
To find this matrix W ICA , we use the FastICA-algorithm [21] .
E. Covariance Matrix Adaptation Evolution Strategy
To optimize the parameters of the different techniques described above, we use Covariance Matrix Adaptation Evolution Strategy (CMA-ES). CMA-ES is an evolutionary optimization algorithm which makes very few assumptions on the nature of the system. Only the ranking between the candidates is used in the learning process, no gradients or quantification of the input is needed. CMA-ES proves to be useful for nonseparable, ill-conditioned or noisy objective functions [22] . Also, the different evaluations within one generation are independent, so the algorithm can easily be parallelized. In this paper, we use the implementation of CMA-ES written by Nikolaus Hansen [22] .
CMA-ES has only one free parameter left, the population size λ. For this parameter, we use λ = 4 + 3 ln(M ) with M the number of parameters which need to be optimized. This choice has been made as a balance between quick convergence and the amount of parallelization possible, but is still arbitrary. The λ-parameter functions on a meta-level and therefore has little effect on the conclusions made in this paper.
III. METHODOLOGY
A. The Dataset
The dataset used in this work has been harvested at the University of Zurich, using their quadruped robot, Puppy II (Fig. 2) [23] . This robot has four identical legs, each controlled by a single servomotor at the hip joint. The knee joints are not directly controllable, but are passively moveable due to the spring attached between the upper and lower limb. Underneath the feet there is an adhesive skin attached with asymmetrical friction. This aids the robot in moving its legs forward and enforcing its grip while moving the legs backward. Puppy II 
is fitted with a number of sensors. There is a potentiometer attached to each joint, for a total of eight potentiometers. Each leg has a tactile sensor which measures the force exerted on the paw when touching the ground. The robot has an IMU and there is also a single external sensor used, namely an overhead camera. This camera is not used directly, but the position and velocity derived from the camera footage is.
The trials have a varying length, many between 3000 and 6500 samples with a sampling rate of 50Hz. The measurements have been made on five different terrains, at seven different frequencies, with three different gaits. The bound right and the turn left gait are generated by simple sine waves on the joints, with a different offset, amplitude and phase for each motor. In the bound right gait, the robot moves in a clockwise circle due to a slightly higher amplitude on the left legs. In the turn left gait, the robot moves counter-clockwise due to a much larger amplitude on the right hind leg. The random gait consists of random motor commands, sufficiently smooth not to exceed the motor bandwidth. For an overview of the trials available for each combination of parameters, we refer to Table I. After testing a few combinations of sensor signals, we settle on a selection that delivers an optimal or near-optimal performance for all techniques that we examine. In this paper, we will mainly evaluate and compare the use of these eighteen signals: the angles of the four hips, the angles of the four knees, the tactile sensors on the four feet, the three-dimensional accelerometer and the three-dimensional gyroscope. For completeness' sake, we also evaluate the use of all information available in the dataset. We normalize each sensor signal to a zero mean and a unit variance. Then we select a total of 3000 samples for each terrain type and do this five times. Three of these are used for threefold cross-validation while These sensors were combined into a couple of groups which we evaluate on how much information they contain on the terrain type. For a detailed description of what sensor group contains which sensors, we refer to Table II.
B. System Classification Score
To evaluate the accuracy of the methods, the terrain is classified at each time-step. This means that we measure the effectiveness of the techniques as a realtime sensor. For the supervised techniques, we have 5 output nodes, the same as the number of terrains in the dataset. We train the output nodes to be 1 when the robot is walking on their respective terrain and to be −1 when the robot is not walking on its terrain. At each time-step, we classify by choosing the terrain corresponding to the output node with the highest value. The score of the system is the percentage of the time-steps correctly classified.
This approach however does not work for unsupervised techniques, as they do not have corresponding output nodes, as the system did not have any example data. To be able to give meaning to the output of the ICA-layer, we reconstruct the probability that the robot is on a certain terrain, given the terrain cells, with Bayes' theorem:
where P (x r ) is the prior on the terrain vector and is related to our dataset and P (y ICA ) is a normalization factor which does not need to be calculated explicitly. The classifier picks the terrain with the highest probability of P (x r |y ICA ) as the correct terrain. The score of the unsupervised system, is the percentage of time-steps correctly classified this way.
P (y ICA |x r ) can be obtained as follows, since the outputs of the ICA layer are statistally independent:
with y i ICA the output of terrain cell i. Finally, we can estimate P (y i ICA |x r ) based on our train set, by creating a histogram of the terrain cells given a certain terrain. We process the sensor data of these combinations with PCA to compress the input signals, with the dimension reduction rate as a parameter. The compressed signals are then classified with LR and RC. All parameters of the different techniques are optimized using CMA-ES for each combination of sensors. In Table III the percentage of correctly classified time-steps is shown.
Note that the dataset has few trials for each combination of terrain, gait and gait frequency. Only some of these combinations are included in the training set, which increases the difficulty of correctly classifying the entire test set as the algorithms need to generalize over gaits and frequencies. Consequently there is a gap between the performance on the train set and the performance on the test set. This demonstrates the correlation of terrain classification performance and the actions of the robot, confirming the findings in [5] .
As can be expected, LR performs better when it has a higher input dimensionality, as additional, less useful signals do not interfere with useful signals. On the other hand, RC combines its input signals and needs a good balance between the input dimensionality and the actual useful information these signals contain.
If we take a look at imu and joints in Table III , we notice a poor performance compared to the other results. These are the only signal selections without the tactile sensors. leg and agt are exactly the same as joints and imu with the exclusion of the tactile sensors (and the inclusion of the magnetometer in imu). This clearly indicates the importance of the tactile sensors for supervised terrain classification. RC even achieves the best result solely using the tactile sensors.
2) Selection of the Processing System: In order to compare the different supervised systems discussed before (LR, ELM and RC), we compare their performance for two sensor combinations: touch and minimal. We picked minimal because it seemed to strike a good balance between dimensionality and performance across both techniques. Since RC achieved its best score on the sensor combination touch, it was added as well. From the results in Table IV it is clear that the non-linearities introduced by expanding the input sensors are necessary for a good result, as linear regression has over 10% more misclassifications then any other technique with 100 hidden nodes. The results also show that given enough input signals (minimal: 18 dimensions), RC and ELM achieve virtually the same performance. Using only four tactile sensors on the other hand, requires a system with recurrent nodes, as RC outperforms ELM roughly 10%, and at the same time achieves the best result overall, even while having less input information.
3) Generalizability: Lastly we investigate the generalizability of the methods to other gaits or gait frequencies. We train the system on the single gait 'bound right' at the single frequency 1Hz. Subsequently we test it on other frequencies of the same gait on the one hand and other gaits at the same frequency on the other hand. Figure 3 depicts both these approaches for RC. The extent of this experiment is limited by the available trials in the dataset, as can be seen in Table I . The dataset contains only three terrains for the gait generalization and two terrains for the gait frequency.
Looking at the gait frequency we notice a high performance for styrofoam (S) but a complete misclassification for foil (F), with a similar result for LR. Looking back at table I we notice that only 2 trials on foil are available for training, while there are 13 trials on styrofoam (only 5 used during training). This explains the poor performance for foil, meaning the performance for styrofoam might indicate a possible generalization to different frequencies.
Gait generalization on the other hand seems less feasible. The result for foil can again be attributed to its limited train set, but styrofoam has an equally poor performance. Only linoleum (L) achieves a fairly decent classification. If we would have Even though SFA2 and RC-SFA are mostly the same system, the different expansion of the input signals clearly has a large impact on the performance. This indicates that the way reservoirs expand the dynamics of the system is beneficial for classifying terrains. SFA2 performs relatively close to a random terrain sensor (25%), while RC-SFA performs about 10 to 20% better. The signal selections imu and joints seem to perform rather well, unlike with the supervised techniques. Solely using the tactile sensors still achieves a decent performance, but SFA seems to benefit from more input sensors.
2) Selection of the Processing System: Similarly as in section IV-A2, we investigate the importance of the recurrent connections in the reservoir. To do this, we compare the results of reservoir computing with leaky ELM's. In Table VI , RC-SFA is compared with ELM-SFA using the sensor group minimal and the bound right gait at all frequencies.
So with unsupervised learning techniques, the same conclusion of the supervised techniques holds as well. Here, the recurrent connections do not seem to make a significant difference either on the minimal sensor group. Note on the other hand the decent results for unsupervised classification when only using a single gait, as opposed to the results of the complete dataset from Table V.
V. CONCLUSION
In this paper, we showed that a limited but appropriate selection of input sensors is sufficient to perform terrain classification on our legged robot. We have demonstrated that good results are achievable with nearly all methods tested, using the combination of a 6 DoF IMU, joint angle sensors and tactile sensors on the feet. The fact that linear regression performed badly on the data, indicates the importance of adding non-linearities. For these non-linearities, we found that reservoirs perform better than quadratically expanding, as is demonstrated by the unsupervised classification method. For supervised learning, reservoir computing led to drastic better performance when using few sensors, which indicates that the richness of the non-linear temporal expansion is beneficial for classification with less information. The memory capacity seems to be an important element, as the filtering used in the ELMs proved to be insufficient.
How generally applicable this conclusion is, cannot be reliably determined from this study, since only one robot was used to obtain the data. We note that this observation was reached on all tested terrains and gaits. Given sufficient data in the train set, it was possible to classify terrains even at unseen frequencies. However, when trained on a single gait, the methods studied here were not very effective at generalizing to unseen gaits.
We want to conclude that the challenge is to find an appropriate set of input sensors to classify terrains in quadruped robots. On the Puppy II robot, we found that a limited set of sensor inputs were enough to perform good quality terrain classification, when using methods which take into account that there are underlying dynamics and non-linearities in the system. We found that reservoir computing is a good way to take these dynamics and non-linearities into account, since the fading memory introduced by the recurrent connections between the nodes improved performance when few sensors are available, compared to other similar techniques.
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