Now, in the case of regular planar maps, the developments in powers of (X -2) or (X -3) appear to have great advantages over the developments in powers of X. General formulas for developments in powers of (X -3) have so far eluded us. But general formulas for the coefficients, a u a 2 ,..., in expansions for chromatic polynomials in the form *=i are well known. They are given in a paper by G. D. Birkhoflf and D. C. Lewis [Chromatic polynomials, Trans. Amer. Math. Soc, 60 (1946), 355-451] , hereafter referred to as BL. The question arose whether these formulas could be obtained by use of a Möbius function for a suitably chosen partially ordered set. It seems impossible to do so by just using the Möbius function in the form given by Rota.
The purpose of this paper is to present an extremely simple generalization of the Rota-Möbius inversion formula which suffices to prove the so-called determinant formula for the chromatic polynomial for a regular planar map as given in BL, pp. 401-405, in powers of (X -2). In §4, we actually give the new proof of the determinant formula, omitting the details about the so-called markings of the maps, which are supplied by appropriate passages in BL.
2. The principal theorem. Let S be a locally finite partially ordered set with elements x,y, z,... .Let S x be a finite subset of S, defined for each x 6 5, such that xeS x and such that (y e S x ) z> y <* x. Let <^(x, y) = 1 if x e Sj, and £(x, y) = 0 if x is not an element of S r In particular £(x, x) = 1 for all xeS. Hence, by a known theorem (cf. Marshall Hall, Jr., Combinatorial theory, p. 15, Lemma 2.2.1), the function £ has an inverse ij/ in the so-called incidence algebra of the partially ordered set S. This means that there exists a function i//(x 9 y) which is 0 for all pairs (x,y) such that x|y and is such that 
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[July all x. In this case the function Ç is usually written £ and \jj is written JX. These are the famous zeta and Möbius functions.
3. Determination of the generalized Möbius function in a special case. Suppose now that S is such that for each element x of S there is not more than one element y of S such that x < y with no element between x and y. This means, more generally, that if x < y 9 there exists a unique maximal set of elements z l9 z 2 ,.. . . 9 z k _ x (which may be vacuous if k = 1) such that x < z x < z 2 < ... < z k _ ! < y. In such a case, x is said to be k steps below y. If x = y 9 x is said to be zero steps below y. We define S y to consist of y itself together with the set of all elements x which are one step below y. If x = y 9 ô(x 9 y) = 1 and the only z, such that z ^ y and such that xeS z , is clearly z = y. It follows from (4) that ^(x, y) = 1 if x is zero steps below j/. Thus the theorem is established if k = 0. This result is, of course, true in the general case and not just in the special case under present consideration, if we express it as i//(x 9 x) = 1. Next, if x is just one step below y there are only two values of z satisfying the two conditions z ^ y and x e S z9 namely z = x and z = y. Thus the formula (4) reduces to ij/(x 9 y) + if/(y 9 y) = S(x 9 y) = 0; and, since it has already been proved that i//(y,y)= +1, we have i/^(x, y) = -1. This establishes the theorem for k = 1.
We now make the inductive hypothesis that the theorem is true when k = j -1 and prove that it is true for k = j (j = 2, 3,...). Thus, if x is j steps below y 9 there exist unique elements u l9 u 2 ,..., u j . l such that x < u l < u 2 < ... < if,-1 < y. Evidently x e S Ml , but x is not an element of S u . for i = 2,... 9 j -1 ; nor is x an element of S r These facts follow from the definition of the S's. Thus there are only two values of z satisfying the two conditions z ^ y and x e S z9 namely z = xandz = u l9 and the formula (4) reduces to ^(x, y) + \l/(u l9 y) = <5(x, y) = 0. But u t is j -1 steps below y. Hence by our inductive hypothesis il/(u l9 y) = (-l)*" 1 . Hence i/<x, y) = (-ly' and the induction is complete.
4. Application to the theory of chromatic polynomials. We apply the preceding results to obtain (without actual use of determinants) the socalled "determinant formula" for a chromatic polynomial in powers of X -2 (cf., BL, pp. 401-seq.). The set S is a set of maps marked as described in BL. The map x is one step below the map y 9 if x is a submap of y obtained by the erasure of an arbitrary set of marked boundaries of y. We confine attention to the case where all the maps of S are obtained from a single map in a (finite) number of such steps. The maps are identified and marked as obtained, and we do not assume necessarily that two distinct maps x and y (x # y) are necessarily geometrically distinct. The set S is always finite, so that it will contain minimal elements. These are the maps for which the set of marked boundaries must or may be taken as vacuous.
We let P X (X) denote the chromatic polynomial of the marked map x.
