Abstract. Let p be a prime number. Let G be a finite abelian p-group of exponent n (written additively) and A be a non-empty subset of ]n[:= {1, 2, . . . , n} such that elements of A are incongruent modulo p and non-zero modulo p.
Introduction
Let G be a finite abelian group additively written. Let n be the exponent of G. Let / 0 = A ⊂ ]n[ where ]n[:= {1, 2, . . ., n}. The set of all integers is denoted by Z, while the set of all positive integers is denoted by N. Also, let p be a prime number. The finite field with p elements is denoted by F p or Z p . Also, direct sum of d copies of Z p is denoted by Z d p . For any integer x ≥ 1, we denote ]x[ for {1, 2, . . . , x}.
Since G is an abelian group, G is a Z-module. As a Z-module, one has m 1 g 1 + m 2 g 2 + · · · + m k g k ∈ G where g i ∈ G and m i ∈ Z. Note that when m i ≥ n, then we can write m i = ℓn + r with r < n. Since n is the exponent of G, for any g ∈ G, we get, m i g = ℓng + rg = rg. Also, if m i < 0, then m i g = |m i |(−g). Therefore, it is enough to vary the subset A among the subsets of ]n[ instead of the set of all integers. Hence, among the relations of the form m 1 g 1 + m 2 g 2 + · · · + m k g k with m i ∈ ]n[, there may be many such linear combinations equal to 0 in G. This motivates us to make the following definition.
DEFINITION.
Davenport's constant for G with respect to A is denoted by d A (G) and is defined to be the least positive integer t such that given any sequence S = (g 1 , g 2 , . . . , g t ) in G, we can always extract a subsequence g i 1 , g i 2 , . . . , g i ℓ with 1 ≤ ℓ ≤ t such that 
where a j ∈ A for all j. When A = {a} ⊂ ]n[ with (a, n) = 1, the definition of d A (G) is nothing but the wellknown Davenport's constant which is denoted by D(G). It is easy to prove that D(Z n ) = n.
Olson, in [6] and [7] , proved that (i) when G ∼ Z m ⊕ Z n , where 1 < m|n integers, we have D(G) = m + n − 1;
It is seemingly a difficult problem to find the exact value of D(G) for all G other than the above mentioned groups.
If
Thus, we can always assume that A ⊂ ]n[ and 1 ≤ |A| < n and n ∈ A.
Problem. Find the value of d A (G) for all non-empty subsets A of ]n[ and for all finite abelian groups G of exponent n.
In this article, we prove the following theorem. 
where ⌈x⌉ denotes the smallest positive integer greater than or equal to x.
From Corollary 1.2(a), (b), (c), (f) and (g), it is clear that the bound stated in Corollary 1.1 is tight for many subsets A ⊂ ]p[, while for the subsets A 3 and A 4 , Corollary 1.1 provides a weaker bound, as |A 3 | = φ (p − 1) and
Open problem. For any finite abelian group G of exponent n, classify all the non-empty subsets A of ]n[ such that
In §3, we prove some elementary but sharp results for the cyclic groups. In fact, one of the results says that when
whenever n = p r for all integers r ≥ r 0 . Therefore, in the above open problem, the upper bound does not hold for all non-empty subsets A. In §4, we explore the relation between d A (G) and the associated constants for the existence of similar weighted sum of length |G| or the exponent of G. We prove some results and state a conjecture related to this relation.
Proof of Theorem 1
Let p be any prime number. Throughout this section, we assume that G is a finite abelian p-group written multiplicatively. Therefore, G ∼ Z p e 1 × Z p e 2 × · · · × Z p e l , where 1 ≤ e 1 ≤ e 2 ≤ · · · ≤ e l are integers. Let n := p e l be its exponent. Also, we denote the identity element of G by e. We shall start with two lemmas which are crucial for the proof of Theorem 1. Lemma 1.1. [8] . Let p be a prime number and r ≥ 1 be an integer. Let 
We recall that the group algebra
(p e i − 1))/r be any integer where r = |A|. Let S = (g 1 , g 2 , . . . , g k ) be any given sequence in G of length k. To prove the theorem, it is enough to prove the existence of a subsequence
Clearly σ is the element in the group algebra F p [G] . In fact, as G is abelian, we have
.
(p e i − 1), by Lemma 1.2, we see that
and hence,
. Set a 0 = 0 and
Then, on the other hand, we can expand the product and see that σ is of the following form:
The constant term of the above product is λ k a 0 e. Since, by Lemma 1.1, we know that λ a 0 = 0, the constant term in (2) Claim. Let S = (g 1 , g 2 , . . . , g 2d+1 ) be any sequence in Z d p of length 2d + 1. Let c ∈ Z p be a fixed non-zero element such that
Then, for each i = 1, 2, 3, 4, the sequence S satisfies (1) with coefficients a j in A i whenever c ∈ A i . First note that this claim clearly implies that
0 whenever p is of the form 2 2 m + 1. Hence while proving (e), we need to assume that p = 2 2 m + 1.
Since
2 j for all l = 1, 2, . . . and d be the system of homogeneous equations over Z p . Since the total degree of f l 's is equal to 2d < the number of variables involved, by the Chevalley-Warning theorem, there exists a non-zero solution in Z 2d+1 p to the system. Let (y 1 , y 2 , . . . , y 2d+1 ) ∈ Z 2d+1 p be a non-zero solution and let I = { j ∈ {1, 2, . . . , 2d + 1} : y j ≡ 0(mod p)}, which is non-empty. Therefore, we get
By putting k j = cy 2 j for all j ∈ I, we have
and hence we arrive at
Now, note that for each i = 1, 2, 3, 4, if c ∈ A i , then k j ∈ A i for all j ∈ I. Hence, the sequence S satisfies the claim.
To prove the assertions (b)-(e), it is enough to prove the lower bound. Let c be a fixed non-zero element in Z p such that
Consider the sequence S = (e 1 , e 2 , . . . , 0, 0, . . . , 0, 1, 0, . . . , 0) and f j = (0, 0, . . . , 0, c, 0, . . . , 0) (in e j (similarly, in f j ), the element 1 (similarly, c) appears in the jth coordinate and 0 elsewhere). If any subsequence of S satisfies eq. (1), then, in the jth coordinate, we have the following:
Note that a and a −1 ∈ Z * p are either both quadratic residues or both quadratic non-residues. Therefore, ab −1 is a quadratic residue modulo p, as a, b ∈ A i . We know that p ≡ 1(mod 4) if and only if −1 is a quadratic residue modulo p. Therefore, we get −ab −1 is a quadratic residue modulo p, whenever p ≡ 1(mod 4) and −ab −1 is a quadratic non-residue, if p ≡ 3(mod 4). This contradicts the fact that c ≡ −ab −1 (mod p) is a quadratic non-residue modulo p, in the case when p ≡ 1(mod 4), while if p ≡ 3(mod 4), c = 1 is a quadratic residue. Hence, for each i = 1, 2, 3, 4, the sequence S does not satisfy eq. (1) with coefficients a j ∈ A i . Thus, we arrive at the assertions (b)-(e). 
Thus, the corollary follows. 
Elementary results for the cyclic group
Let n be any composite positive integer.
Theorem 2. For all a ∈ ]n[, we have
(i) d {a} (Z n ) = n
/(a, n) where (a, n) denotes the gcd of n and a;
(ii) d {a,n−a} (Z n ) = 1 + ⌊log 2 n⌋, whenever (a, n) = 1;
where Ω(n) denotes the number of prime power divisors > 1 of n;
Proof.
(i) Whenever (n, a) = 1, the classical Davenport constant D(Z n ) and d {a} (Z n ) are same and therefore the result follows easily. Hence, we assume that (n, a) = d > 1. Let S = (a 1 , a 2 , . . . , a l ) be any sequence in Z n of length l = n/d. We have to find a subsequence of S satisfying equation (1). That is, we need to find a subsequence, say, a i 1 , a i 2 , . . . , a i r such that
Since and I ∪ J is a partition of {1, 2, . . . , s}. Since a is coprime to n, we get that x ≡ y(mod n) and since both x and y are nonnegative integers smaller than n we get x = y, which is impossible because of the uniqueness of the binary expansion of a nonnegative integer. Hence, the sequence S does not satisfy (1) . For the upper bound, let S = (a 1 , a 2 , . . . , a s ) be any sequence in Z n of length s = 1 + ⌊log 2 n⌋. Consider the set
Clearly, the set ∑(S) contains 2 s elements. Since n < 2 s , it follows that there exist I = J subsets of {1, 2, . . . , s} and satisfying
Note that if i ∈ I ∩ J, then, in the above congruence, we have aa i + (n − a)a i = na ≡ 0(mod n). Hence, we can assume that I ∩ J = / 0 and this proves the upper bound. For the upper bound 1 , we use a result of Luca [5] stated in the next section. Let
. . , g k be any elements in Z n and consider the sequence S = (g 1 , . . . , g k , 0, . . . , 0 n−1 times ) in Z n of length n + Ω(n). By Luca's result, there is a linear combination with coefficients in A of precisely n elements from S which is 0. Of those n elements, at most n − 1 elements are 0's. Hence, we have zero sum of g i 's with coefficients in A which proves the upper bound. (iv) The lower bound follows by taking k = 1 and g 1 = 1. For the upper bound, let g 1 , g 2 be any two elements in ]n[. If one of them is n, say g 1 = n, then 1 · g 1 = 0. If both are < n, then (n − g 2 )g 1 + g 1 · g 2 ≡ 0(mod n) so we can take a 1 = n − g 2 and a 2 = g 1 , both in ]n − 1[, which proves the result. Hence, the corollary follows. 
Relation between
and zero-sums of length |G| |G| |G| Let G be a finite abelian group of exponent n and A be any non-empty subset of ]n[. By ZS A (G) (similarly, s A (G)), we denote the least positive integer t such that for any given sequence S = (g 1 , g 2 , . . . , g t ) in G of length t has a non-empty subsequence, say,
where a j ∈ A for all j and m = |G| (similarly, m = n).
The following results are known for various subsets A and some groups:
1. When A = {a} and (a, n) = 1, we have
by [4] , which generalizes the famous theorem of Erdös, Ginzburg and Ziv [3] . 2. When A = {a, n − a} ⊂ ]n[ and (a, n) = 1, we have
by [2] .
Note that, by the definition, 
To prove the lemma, we have to prove that S has a subsequence satisfying (4) with m = n d . By hypothesis, we know that
clearly, there exists a subsequence S 1 of S of length n satisfying (4) with m = n. Since
we can extract disjoint subsequences S 1 , S 2 , . . . , S k of S with |S i | = n for all i = 1, 2, . . . , k where k = n d−1 satisfies (4). Note that the total length of the subsequence
where a i j ∈ A and g i j ∈ S i for all i = 1, 2, . . . , k and for all j = 1, 2, . . . , n. Hence, we arrive at a subsequence L of S of length n d satisfying (4). 2
Theorem 3. Let d ≥ 1 be any integer. Let p be a prime number such that p
where A i 's (for i = 1, 2, 3, 4) are as defined in Corollary 1.2.
To conclude the proof of this theorem, we have to prove that for each i = 1, 2, 3, 4 the sequence S has a subsequence which satisfies (4) for A i with m = p.
Now consider the homogeneous equations over the finite field F p as follows:
Note that sum of the degrees of f j and g is 2d + p − 1 which is strictly less than the number of variables X i 's. Hence, by the Chevalley-Warning theorem, we have a non-trivial simultaneous solution over F p . Let (y 1 , y 2 , . . . , y 2d+p ) ∈ F as y i ≡ 0(mod p) whenever i ∈ I and by Fermat Little theorem, the above follows. Note that |I| = 0 and |I| ≤ 2d + p < 2p. Thus, using this fact and the second congruence above, we get |I| = p. From the first congruence, we get (4) is trivially satisfied. Assume that h ≤ |G| − 1. Therefore, we have
Therefore, by the definition of d A (G), we can find W 1 = (g i 1 , g i 2 , . . . , g i r ), a subsequence of S with g i j = 0 and a i j ∈ A for j = 1, 2, . . . , r satisfying eq. (1) 
Since we have at least h number of 0's outside W 1 , eq. (4) is satisfied with m = |G|. Thus, the result is proved. 2
