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LA FORME ASYMPTOTIQUE DU PROCESSUS DE CONTACT
EN ENVIRONNEMENT ALÉATOIRE
OLIVIER GARET AND RÉGINE MARCHAND
Résumé. Le but de cet article est d’établir des théorèmes de forme asymp-
totique pour le processus de contact en environnement aléatoire stationnaire,
généralisant ainsi des résultats connus pour le processus de contact en en-
vironnement déterministe. En particulier, on montre que pour presque toute
réalisation de l’environnement aléatoire et pour presque toute réalisation du
processus de contact telle que le processus survit, l’ensemble Ht des points qui
ont été occupés avant le temps t est tel que Ht/t converge vers un compact
qui ne dépend que de la loi de l’environnement. La preuve utilise un nouveau
théorème ergodique presque sous-additif.
Mots clefs : croissance aléatoire, processus de contact, environnement aléatoire,
théorème ergodique sous-additif, théorème de forme asymptotique
Abstract. The aim of this article is to prove asymptotic shape theorems
for the contact process in stationary random environment. These theorems
generalize known results for the classical contact process. In particular, if Ht
denotes the set of already occupied sites at time t, we show that for almost ev-
ery environment, when the contact process survives, the set Ht/t almost surely
converges to a compact set that only depends on the law of the environment.
To this aim, we prove a new almost subadditive ergodic theorem.
Key words: Random growth, contact process, random environment, sub-
additive ergodic theorem, shape theorem
1. Introduction
Le but de cet article est d’obtenir un théorème de forme asymptotique pour
le processus de contact dans un environnement aléatoire en dimension d. Dans
notre cas, l’environnement est donné par une famille de variables aléatoires (λe)e∈Ed
indexée par l’ensemble Ed des arêtes du réseau cubique Zd, la variable aléatoire λe
représentant le taux de naissance sur l’arête e tandis que les taux de mort sont tous
égaux à 1. La loi des (λe)e∈Ed est supposée stationnaire et ergodique.
Notre principal résultat est le suivant : si on suppose que les (λe)e∈Ed prennent
leurs valeurs au dessus de λc(Z
d), le paramètre critique pour la possibilité de survie
du processus de contact ordinaire sur Zd, alors il existe une norme µ sur Rd telle
que, pour presque tout environnement λ = (λe)e∈Ed , l’ensemble Ht des points déjà
infectés au moins une fois au temps t vérifie
Pλ (∃T > 0 t ≥ T =⇒ (1 − ε)tAµ ⊂ Ht ⊂ (1 + ε)tAµ) = 1,
où Aµ est la boule unité de la norme µ, et Pλ la loi du processus de contact en
environnement λ, conditionné à survivre. On retrouve donc un théorème de forme




















2 OLIVIER GARET AND RÉGINE MARCHAND
asymptotique analogue à celui gouvernant la croissance du processus de contact
surcritique sur Zd en environnement déterministe.
Jusqu’à présent, les travaux concernant le processus de contact en environnement
aléatoire sont essentiellement consacrés à la détermination de conditions assurant la
survie (Liggett [29], Andjel [3], Newman et Volchan [31]), ou l’extinction (Klein [27])
du processus de contact. Par ailleurs, la plupart d’entre eux traitent de la dimension
un. Ainsi, Bramson, Durrett et Schonman [6] montrent qu’en dimension un et en
environnement aléatoire, une croissance sous-linéaire est possible. Ils conjecturent
en revanche qu’un théorème de forme asymptotique devrait pouvoir être obtenu en
dimension d ≥ 2, dès que la survie du processus de contact est possible.
Rappelons les deux étapes de la preuve du résultat de forme asymptotique dans
le cas du processus de contact en environnement déterministe :
– En 1982, Durrett et Griffeath [16] montrent le résultat pour les grandes valeurs
du taux de naissance λ. Pour ces grandes valeurs, ils obtiennent des estimées
garantissant essentiellement que la croissance est d’ordre linéaire, puis utilisent
des techniques (presque) sous-additives pour en déduire le résultat de forme
asymptotique
– Plus tard, Bezuidenhout et Grimmett [4] montrent qu’un processus de contact
surcritique sur Zd, vu à grande échelle, domine stochastiquement une perco-
lation orientée surcritique. Ils indiquent également comment leur construction
peut être utilisée pour prolonger le résultat de forme asymptotique dans toute
la zone surcritique. Cette dernière étape, qui consiste à montrer que les es-
timées utilisées dans [16] s’étendent à tout le régime surcritique est faite en
détail par Durrett dans [15].
Dans le cas de l’environnement aléatoire, on retrouve ces deux aspects du problème.
Le défi certainement le plus difficile consiste à montrer que dès que la survie est pos-
sible, la croissance du processus de contact est d’ordre linéaire ; ceci correspondrait
à montrer l’équivalent en environnement aléatoire du résultat de Bezuidenhout et
Grimmett [4]. Un autre problème est de montrer que sous des conditions garantis-
sant que la croissance est d’ordre linéaire, on peut obtenir un théorème de forme
asymptotique : c’est l’analogue de Durrett et Griffeath [16], et le problème auquel
nous nous intéressons ici.
Nous avons ainsi choisi d’imposer des conditions sur l’environnement aléatoire
permettant d’obtenir, à l’aide de techniques classiques, des estimées similaires à
celles requises dans [16] : en effet, la démonstration de l’existence d’une forme
asymptotique en milieu aléatoire à partir de ces estimées recèle déjà en elle-même
de sérieuses difficultés.
En général, les théorèmes de forme asymptotique pour des modèles de croissance
se prouvent grâce à la théorie des processus sous-additifs initiée par Hammersley
et Welsh [20], et en particulier grâce au théorème ergodique sous-additif de King-
man [25] et à ses différentes extensions. L’exemple le plus évident est certainement
celui du théorème de forme asymptotique pour la percolation de premier passage
sur Zd (voir aussi les diverses extensions de ce modèle : Boivin [5], Garet et Mar-
chand [18], Vahidi-Asl et Wierman [35], Howard et Newmann [23], Howard [22],
Deijfen [10]).
Parmi les modèles relevant de la théorie sous-additive, on peut distinguer deux
familles. La première, et la plus fréquemment étudiée, est celle des modèles perma-
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possible (modèles de Richardson [32], modèle des grenouilles de Alves et al. [1, 2]
et des marches aléatoires branchantes de Comets et Popov [9]). Dans ces modèles,
la partie essentielle du travail consiste à montrer que la croissance est au moins
linéaire, la sous-additivité permettant alors d’obtenir la convergence désirée.
La seconde famille est celle des modèles non permanents, autrement dit ceux où
l’extinction est possible. Dans ce cas, c’est en conditionnant par la survie que l’on
espère obtenir un théorème de forme asymptotique. Les difficultés induites par la
possibilité d’extinction ont été soulignées dès la genèse de la théorie sous-additive,
en particulier par Hammersley lui-même [19] : en effet, si l’on veut démontrer que
les temps d’atteinte (t(x))x∈Zd des différents points du réseau sont tels que t(nx)/n
converge, la théorie de Kingman requiert que la famille des variables aléatoires t(x)
est stationnaire (en un sens à préciser) et intégrable. Bien sûr, si l’extinction est
possible, il n’y a pas intégrabilité puisque les temps d’atteinte peuvent être infinis.
En revanche, si l’on conditionne par la survie, les propriétés d’indépendance, de
stationnarité, voire de sous-additivité peuvent être perdues. Un premier lemme de
presque sous-additivité est proposé par Kesten dans la discussion de l’article de
Kingman [25], puis étendu par Hammersley [19] (page 674). Plus tard, on trou-
vera d’autres types d’hypothèses (voir par exemple Derriennic [11], Derriennic et
Hachem [12], et Schürger [33, 34]).
Le processus de contact fait clairement partie de la seconde famille. C’est sur
le lemme de Kesten-Hammersley que s’appuient Bramson et Griffeath [8, 7], puis
Durrett et Griffeath [16] pour démontrer leurs théorèmes de forme asymptotique.
Cependant, leur preuve, quoique partiellement corrigée dans [15], contient un cer-
tain nombre d’erreurs liées au conditionnement. La stratégie que nous développons,
différente du fait de l’environnement aléatoire, offre une preuve alternative du
théorème de forme asymptotique pour le processus de contact en environnement
déterministe.
Bien-sûr, le caractère aléatoire de l’environnement induit des difficultés supplémentaires.
Pour parler simplement, si l’on travaille à environnement fixé, toute stationnarité
spatiale est perdue. En revanche, si l’on travaille en environnement moyenné, c’est
le caractère markovien du processus de contact qui fait défaut. Le lemme de Kesten
et Hammersley ne peut donc pas être utilisé directement puisque ce dernier réclame
à la fois de la stationnarité et une forme d’indépendance. Nous introduisons ici une
nouvelle quantité σ(x), que l’on peut voir comme un temps de régénération, et
qui représente un moment où le site x est occupé par un individu dont la descen-
dance est infinie. Ce σ vérifie certaines propriétés de stationnarité et de presque
sous-additivité qui faisaient défaut au temps d’atteinte t(x) et qui permettront de
reformuler le problème dans un cadre de théorie ergodique presque sous-additive.
Nous établissons alors, avec des techniques inspirées de Liggett, un théorème ergo-
dique presque sous-additif général, qui nous permet d’obtenir le théorème de forme
asymptotique pour σ. Finalement, en contrôlant l’écart entre le temps d’atteinte
t(x) et σ(x), on pourra transférer à t les résultats obtenus pour σ.
2. Modèle et résultats
2.1. Environnement. Dans tout l’article, on notera ‖.‖1 et ‖.‖∞ les normes sur Rd
respectivement définies par ‖x‖1 =
∑d
i=1 |xi| et ‖x‖∞ = max1≤i≤d |xi|. La notation
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Soit λmin et λmax deux réels fixés, avec λc(Z
d) < λmin ≤ λmax, où λc(Zd) est le
taux de naissance critique pour la survie du processus de contact usuel sur Zd. Dans
toute la suite, on se limitera à l’étude du processus de contact en environnement
aléatoire avec des taux de naissance λ = (λe)e∈Ed appartenant à l’ensemble des
environnements Λ = [λmin, λmax]
E
d
. Un environnement est donc une collection λ =
(λe)e∈Ed ∈ Λ.
Soit λ ∈ Λ un environnement fixé. Le processus de contact (ξt)t≥0 dans l’en-
vironnement λ est un processus de Markov homogène qui prend ses valeurs dans
l’ensemble P(Zd) des parties de Zd, que l’on identifiera parfois à l’ensemble {0, 1}Zd.
Ainsi, on s’autorisera les deux écritures
z ∈ ξt ou ξt(z) = 1.
Si ξt(z) = 1, on dit que le site z est occupé, tandis que si ξt(z) = 0, on dit que le
site z est vide. Le processus évolue de la façon suivante :
– un site occupé devient vide à taux 1,





ces différentes évolutions étant indépendantes les unes des autres. Dans la suite,
on notera D l’ensemble des fonctions càdlàg de R+ dans P(Zd) : c’est l’espace
canonique pour les processus de Markov admettant P(Zd) comme espace d’état.
Pour définir le processus de contact en environnement λ ∈ Λ, on utilise la
construction de Harris [21] des processus de Markov additifs à valeurs dans les
parties de Zd. Elle permet de coupler des processus de contact partant de configu-
rations différentes, en les construisant à partir d’une même collection de mesures
de Poisson sur R+.
2.2. Construction de la famille de mesures de Poisson. Sur R+ muni de sa
tribu borélienne B(R+), on considère l’ensemble M constitué des mesures ponc-
tuelles m =
∑+∞
i=0 δti localement finies dont tous les atomes sont de masse 1. On
munit cet ensemble de la tribu M engendrée par les applications m 7→ m(B), où
B décrit l’ensemble des boréliens de R+.
On définit alors l’espace mesurable (Ω,F) par
Ω = ME
d ×MZd et F = M⊗Ed ⊗M⊗Zd .
Sur cet espace, on considère la famille de probabilités (Pλ)λ∈Λ définies comme suit :









où, pour chaque λ ∈ R+, Pλ est la loi d’un processus ponctuel de Poisson sur R+
d’intensité λ. Si λ ∈ R+, on écrit plutôt Pλ (au lieu de P(λ)
e∈Ed
) pour la loi en
environnement déterministe avec taux de naissance λ en chaque arête.
Pour tout t ≥ 0, on note Ft la tribu engendrée par les applications ω 7→ ωe(B)
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2.3. La construction graphique du processus de contact. Cette construction
est très détaillée dans l’article de Harris [21] ; nous ne donnons ici qu’une description
informelle. Soit ω = ((ωe)e∈Ed , (ωz)z∈Zd) ∈ Ω. Au dessus de chaque site z ∈ Zd,
on trace un axe temporel R+, et on marque une croix aux instants donnés par
ωz. Au dessus de chaque arête e ∈ Ed, on trace aux instants donnés par ωe un
segment horizontal entre les deux extrémités de l’arête. Un chemin ouvert suit les
axes temporels au dessus des sites sans pouvoir traverser les croix, et emprunte
les segments horizontaux pour passer d’un axe dessiné au dessus d’un site à l’axe
dessiné au dessus d’un site voisin. Si on pense le processus de contact en termes de
propagation d’une infection, un chemin ouvert est un trajet possible de l’infection
d’un site par un autre. Pour x, y ∈ Zd et t ≥ 0, on dit alors que ξxt (y) = 1 si et
seulement si il existe un chemin ouvert de (x, 0) à (y, t), puis on définit :
ξxt = {y ∈ Zd : ξxt (y) = 1},




En particulier, on a immédiatement (A ⊂ B) ⇒ (∀t ≥ 0 ξAt ⊂ ξBt ).
Quand λ ∈ R∗+, Harris prouve que sous Pλ, le processus (ξAt )t≥0 est le processus
de contact avec taux de naissance constant λ, partant de la configuration initiale A.
Il n’est pas difficile d’adapter la preuve pour voir que, si λ ∈ Λ, sous Pλ, le processus
(ξAt )t≥0 est ce que nous avons appelé le processus de contact en environnement λ,
partant de la configuration initiale A. Ce processus est fellérien, et jouit donc de la
propriété de Markov forte.
2.4. Translations temporelles. Pour t ≥ 0, on définit l’opérateur de translation
θt sur une mesure ponctuelle m =
∑+∞






La translation θt induit de manière naturelle une opération sur Ω, que l’on note
encore θt : pour tout ω ∈ Ω, on pose
θtω = ((θtωe)e∈Ed , (θtωz)z∈Zd).
Les mesures ponctuelles de Poisson étant toutes invariantes par translation, l’opérateur θt
laisse toutes les probabilités Pλ invariantes. La propriété de semi-groupe du proces-
sus de contact a ici une version plus forte trajectorielle : pour tout A ⊂ Zd, pour
tous s, t ≥ 0, pour tout ω ∈ Ω, on a l’identité
(2) ξAt+s(ω) = ξ
ξAt (ω)
s (θtω) = ξ

s(θtω) ◦ ξAt (ω),
qui peut s’exprimer sous la forme markovienne classique
∀B ∈ B(D) P((ξAt+s)s≥0 ∈ B|Ft) = P((ξs)s≥0 ∈ B) ◦ ξAt .
On a l’analogue pour la propriété de Markov forte : si T est un temps d’arrêt
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Rappelons que FT désigne la tribu des événements déterminés au temps T définie
par
FT = {B ∈ F : ∀t ≥ 0 B ∩ {T ≤ t} ∈ Ft}.
2.5. Translations spatiales. On peut faire agir Zd à la fois sur le processus et
sur l’environnement. L’action sur le processus consiste à changer le point de vue de
l’observateur de l’évolution du processus : pour x ∈ Zd, on définit l’opérateur de
translation Tx par
∀ω ∈ Ω Txω = ((ωx+e)e∈Ed , (ωx+z)z∈Zd),
où l’on a convenu que x+ e était la translatée de vecteur x de l’arête e.
Par ailleurs, pour tout environnement λ ∈ Λ, on considérera l’environnement
translaté x.λ défini par (x.λ)e = λx+e. Ces deux actions sont duales au sens suivant :
pour tout λ ∈ Λ, pour tout x ∈ Zd, on a
∀A ∈ F Pλ(Txω ∈ A) = Px.λ(ω ∈ A);(3)
en particulier, la loi de ξx sous Pλ est égale à la loi de ξ
0 sous Px.λ.
2.6. Temps d’atteinte essentiels et transformations associées. Pour A ⊂
Zd, on définit le temps de vie τA du processus issu de A,
τA = inf{t ≥ 0 : ξAt = ∅}.
Pour A ⊂ Zd et x ∈ Zd, on définit également l’instant tA(x) de première infection
du point x en partant de A :
tA(x) = inf{t ≥ 0 : x ∈ ξAt }.
Si y ∈ Zd, on note ty(x) pour t{y}(x). De même, on écrira simplement t(x) pour
t0(x).
On introduit alors la quantité σ(x) qui s’avèrera primordiale dans la suite : il
s’agit d’un instant où nâıt au site x, dans le processus issu de 0, un point dont la
descendance ne s’éteint pas. On le définit par une famille de temps d’arrêts comme
suit : on pose u0(x) = v0(x) = 0 et on définit par récurrence deux suites croissantes
de temps d’arrêt (un(x))n≥0 et (vn(x))n≥0 avec u0(x) = v0(x) ≤ u1(x) ≤ v1(x) ≤
u2(x) . . . de la façon suivante :
– Supposons avoir construit vk(x). On pose uk+1(x) = inf{t ≥ vk(x) : x ∈ ξ0t }.
Si vk(x) < +∞, alors uk+1(x) représente le premier instant après vk(x) où le
point x est à nouveau occupé ; sinon uk+1(x) = +∞.
– Supposons avoir construit uk(x), avec k ≥ 1. On pose vk(x) = uk(x) + τx ◦
θuk(x).
Si uk(x) < +∞, le temps τx ◦ θuk(x) représente la durée de vie du processus
de contact démarrant en x à l’instant uk(x) ; sinon vk(x) = +∞.
On pose alors
(4) K(x) = min{n ≥ 0 : vn(x) = +∞ ou un+1(x) = +∞}.
Cette quantité représente le nombre d’étapes avant que l’on arrête le procédé : on
s’arrête soit parce qu’on trouve un vn(x) infini, ce qui correspond à trouver un
instant un(x) où le point x est à la fois occupé et départ d’une descendance infinie,
soit parce qu’on trouve un un+1(x) infini, ce qui correspond au fait qu’après vn(x),
le point x n’est plus jamais occupé.
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Nous l’appellerons le temps d’atteinte essentiel de x. Il est bien sûr plus grand
que le temps d’atteinte t(x). On verra que la quantité K(x) est presque sûrement
finie, ce qui fait que σ(x) est bien défini. Conjointement, on définit la transformation
θ̃x de Ω dans lui-même par :
θ̃x =
{
Tx ◦ θσ(x) si σ(x) < +∞,
Tx sinon,
ou, si l’on se veut plus explicite :
(θ̃x)(ω) =
{
Tx(θσ(x)(ω)ω) si σ(x)(ω) < +∞,
Tx(ω) sinon.
Nous allons travailler principalement avec le temps d’atteinte essentiel σ(x) qui
possède, contrairement à t(x), de bonnes propriétés d’invariance en environnement
conditionné à survivre. Nous verrons qu’on peut aussi contrôler la différence entre
σ(x) et t(x), ce qui permettra de transposer les résultats obtenus pour σ(x) à t(x).
2.7. Processus de contact en environnement aléatoire conditionné à sur-
vivre. Nous allons maintenant nous placer en environnement aléatoire. Pour toute
la suite, on fixe une mesure de probabilité ν sur l’ensemble des environnements
Λ = [λmin, λmax]
E
d
. On suppose que ν est stationnaire et ergodique sous l’action de
Zd. Bien évidemment, cela contient le cas d’un environnement déterministe clas-
sique avec un taux de naissance constant λ > λc(Z
d) : il suffit de prendre pour ν
la masse de Dirac (δλ)
⊗Ed .
Pour λ ∈ Λ, on définit la probabilité Pλ sur (Ω,F) par
∀E ∈ F Pλ(E) = Pλ(E|τ0 = +∞).
C’est la loi de la famille des processus ponctuels de Poisson, conditionnés à ce que
le processus de contact issu de 0 survive. Sur le même espace (Ω,F), on définit
alors la probabilité moyennée (annealed) P par




Autrement dit, l’environnement λ = (λe)e∈Ed dans lequel le processus de contact
évolue est une variable aléatoire de loi ν, et c’est sous cette dernière probabilité P
que l’on va chercher à établir le théorème de forme asymptotique.
Il aurait pu sembler plus naturel de travailler avec la probabilité suivante :







Notre choix de ne considérer que des environnements uniformément surcritiques
assure cependant que P et P̂ sont équivalentes. Le théorème de forme asymptotique
que nous énonçons presque sûrement sous P peut ainsi être énoncé presque sûrement
sous P̂.
2.8. Organisation de l’article et résultats. Dans la section 3, on établit les
propriétés d’invariance et d’ergodicité. On montre en particulier le théorème sui-
vant :
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Dans la section 4, on étudie les propriétés d’intégrabilité des (σ(x))x∈Zd ; on
contrôle l’écart entre σ(x) et t(x) ainsi que le défaut de sous-additivité de σ :
Théorème 2.2. Il existe des constantes positives A5, B5 telles que pour tout λ ∈ Λ,
pour tous x, y ∈ Zd,
(5) ∀t > 0 Pλ(σ(x + y) − (σ(x) + σ(y) ◦ θ̃x) ≥ t) ≤ A5 exp(−B5
√
t).
Ainsi, le défaut de sous-additivité de σ est très faible ; en particulier il ne dépend
pas des points considérés. Alors, s’inspirant des méthodes de Kingman [26] et Lig-
gett [28], on montre dans la section 5 que pour tout x dans Zd, le rapport σ(nx)n
converge P presque sûrement vers un réel µ(x). La fonctionnelle x 7→ µ(x) se pro-
longe en une norme sur Rd, qui va caractériser la forme asymptotique. Dans la
suite, on notera Aµ la boule unité pour µ. On définit
Ht = {x ∈ Zd : t(x) ≤ t},
Gt = {x ∈ Zd : σ(x) ≤ t},
K ′t = {x ∈ Zd : ∀s ≥ t ξ0s(x) = ξZ
d
s (x)},
et on désigne par H̃t, G̃t, K̃
′
t les versions grossies des ensembles Ht, Gt,K
′
t :
H̃t = Ht + [0, 1]
d, G̃t = Gt + [0, 1]
d et K̃ ′t = K
′
t + [0, 1]
d.
On peut alors démontrer les résultats suivants :
Théorème 2.3 (Théorème de forme asymptotique). Pour tout ε > 0, avec proba-
bilité 1 sous P, pour tout t suffisamment grand,
(6) (1 − ε)Aµ ⊂






⊂ (1 + ε)Aµ.
L’ensemble K ′t ∩ Gt est la zone couplée du processus. Notons que comme la
littérature existante n’a pas fait jouer de rôle particulier à σ(x), les théorèmes de
forme asymptotique considèrent plutôt la quantité Kt ∩Ht, avec
Kt = {x ∈ Zd : ξ0t (x) = ξZ
d
t (x)}.
Notre résultat implique également le théorème de forme asymptotique pour Kt∩Ht,
car K ′t ∩Gt ⊂ Kt ∩Ht ⊂ Ht.
Remarquons que le théorème de forme asymptotique peut se reformuler sous la
forme ”quenched” suivante : pour ν presque tout environnement, on sait que sur
l’événement “le processus de contact survit”, sa croissance est presque sûrement
gouvernée par (6) pour tout t suffisamment grand. Dans le même ordre d’idées, on
peut retrouver pour ν presque tout environnement le résultat de convergence en loi
suivant :
Théorème 2.4 (Théorème de convergence complète). Pour tout λ ∈ Λ, le processus
de contact dans l’environnement Λ admet une mesure invariante maximale mλ qui
est caractérisée par






Alors, pour toute partie finie A de Zd et pour ν presque tout λ, on a
PAλ,t =⇒ Pλ(τA < +∞)δ∅ + Pλ(τA = ∞)mλ,
où PAλ,t est la loi de ξ
A
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La preuve de ce théorème ne demandant pas d’idées nouvelles, on se contentera
d’en donner l’ingrédient principal à la fin de la section 6.
Pour démontrer le théorème de forme asymptotique, on aura besoin de quelques
contrôles exponentiels. Dans toute la suite, on note
Bxr = {y ∈ Zd : ‖y − x‖∞ ≤ r},
et on note plus simplement Br au lieu de B
0
r .
Proposition 2.5. Il existe des constantes strictement positives A,B,M, c, ρ telles
que pour tout λ ∈ Λ, pour tout y ∈ Zd, pour tout t ≥ 0
Pλ(τ
0 = +∞) ≥ ρ,(7)
Pλ(H
0
t 6⊂ BMt) ≤ A exp(−Bt),(8)
Pλ(t < τ





+ t, τ0 = +∞
)
≤ A exp(−Bt),(10)
Pλ(0 6∈ K ′t, τ0 = +∞) ≤ A exp(−Bt).(11)
On dispose déjà des estimées de la proposition 2.5 en environnement déterministe
homogène λ, pour λ > λc(Z
d). Le résultat pour les grands λ est dû à Durrett et Grif-
feath [16]. L’extension à tout le régime surcritique est rendue possible grâce au tra-
vail de Bezuidenhout et Grimmett [4]. Pour les détails de la preuve de l’inégalité (9),
qui en est le point essentiel, voir par exemple l’article de revue de Durrett [17] ou
la monographie de Liggett [30].
Nous avons choisi de mettre l’accent sur la preuve du théorème de forme asymp-
totique et des propriétés de stationnarité de de sous-additivité du temps d’atteinte
essentiel σ. Nous admettons dans les parties 3, 4 et 5 les contrôles uniformes de
la proposition 2.5 : ils seront établis par des arguments de redémarrage dans la
section 6, qui est totalement indépendante du reste de l’article. Un appendice est
consacré à la preuve d’un théorème ergodique presque sous-additif adapté à nos
besoins.
3. Propriétés des transformations θ̃x
3.1. Premières propriétés. On commence par vérifier que K(x) est presque
sûrement fini, et donc que le temps d’atteinte essentiel σ(x) correctement défini.
Pour cela, on montre que sous Pλ, la loi de K(x) est sous-géométrique :
Lemme 3.1. ∀A ⊂ Zd ∀x ∈ Zd ∀λ ∈ Λ ∀n ∈ N Pλ(K(x) > n) ≤ (1 − ρ)n.
Démonstration. Rappelons que ρ est la constante apparaissant dans (7). Soit λ ∈ Λ
et n ∈ N. En utilisant la propriété de Markov forte au temps un+1, on obtient :
Pλ(K(x) > n+ 1) = Pλ(un+2(x) < +∞)
≤ Pλ(un+1(x) < +∞, vn+1(x) < +∞)
≤ Pλ(un+1(x) < +∞, τx ◦ θun+1(x) < +∞)
≤ Pλ(un+1(x) < +∞)Pλ(τx < +∞)
≤ Pλ(un+1(x) < +∞)(1 − ρ) = Pλ(K(x) > n)(1 − ρ),
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Lemme 3.2. Soit λ ∈ Λ. Sous Pλ, on a, presque sûrement, pour tout x dans Zd,
(12) (K(x) = k) et (τ0 = +∞) ⇐⇒ (uk(x) < +∞ et vk(x) = +∞),
Démonstration. Fixons λ ∈ Λ. Le lemme 3.1 assure que K(x) est Pλ presque
sûrement fini. Plaçons-nous dans le cas où le processus de contact issu de 0 survit,
c’est à dire sur {τ0 = +∞}. Soit k ∈ N : en appliquant la propriété de Markov forte
au temps d’arrêt vk(x), on obtient
Pλ(τ
0 = +∞, vk(x) < +∞, uk+1(x) = +∞|Fvk(x))
= 1 {vk(x)<+∞}Pλ(τ
 = +∞, t(x) = +∞) ◦ ξ0vk(x).
Maintenant, soit B une partie finie non vide de Zd : avec l’estimée (10), on obtient
Pλ(τ









0 = +∞, t0(x− y) = +∞) = 0.
Donc Pλ(τ
0 = +∞, vk(x) < +∞, uk+1(x) = +∞) = 0, ce qui implique que sous
Pλ,
(13) (K(x) = k) et (τ0 = +∞) =⇒ (uk(x) < +∞ et vk(x) = +∞),
autrement dit le procédé de redémarrage s’arrête parce qu’on a trouvé un instant
– uK(x) – où la descendance de x est infinie.
La réciproque vient alors de la propriété trajectorielle (2). 
La construction que nous avons présentée ici est très semblable au procédé de
redémarrage de Durrett et Griffeath [16]. La différence essentielle est que, dans leur
article, il s’agit de trouver un point proche de x qui a une descendance infinie, alors
qu’ici il faut toucher exactement x. Ainsi, dès lors que l’on sait que le processus
partant de x redémarre, on pourra décrire précisément la loi après redémarrage et
ainsi mettre en place des transformations laissant P invariante.
Lemme 3.3. Soit x ∈ Zd\{0}, A dans la tribu engendrée par σ(x), et B ∈ F .
Alors
∀λ ∈ Λ Pλ(A ∩ (θ̃x)−1(B)) = Pλ(A)Px.λ(B).
Démonstration. Il suffit de montrer que pour tout k ∈ N∗, on a
Pλ(A ∩ (θ̃x)−1(B) ∩ {K(x) = k}) = Pλ(A ∩ {K(x) = k})Px.λ(B).
Comme A est dans la tribu engendrée par σ(x), il existe un borélien A′ de R tel
que A = {σ(x) ∈ A′}. Le temps d’attente essentiel σ(x) n’est pas un temps d’arrêt,
mais on peut utiliser les temps d’arrêt de la construction séquentielle.
Pλ({τ0 = +∞} ∩A ∩ (θ̃x)−1(B) ∩ {K(x) = k})
= Pλ(τ
0 = +∞, σ(x) ∈ A′, Tx ◦ θσ(x) ∈ B, uk(x) < +∞, vk = +∞)(14)
= Pλ(uk(x) < +∞, uk(x) ∈ A′, τx ◦ θuk(x) = +∞, Tx ◦ θuk(x) ∈ B)(15)
= Pλ(uk(x) ∈ A′, uk(x) < +∞)Pλ(τx = +∞, Tx ∈ B)(16)
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Pour (14), on utilise l’équivalence (12). Pour l’égalité (15), on remarque que pour
tout temps d’arrêt T ,
(18) {T < +∞, x ∈ ξ0T , τ0 ◦ Tx ◦ θT = +∞} ⊂ {τ0 = +∞}.
L’égalité (16) résulte de la propriété de Markov forte appliquée au temps d’arrêt
uk, tandis que (17) découle de la propriété de translation spatiale (3). En divisant
l’identité par Pλ(τ
0 = +∞), on obtient une identité de la forme
Pλ(A ∩ (θ̃x)−1(B) ∩ {K(x) = k}) = ψ(x, λ, k, A)Px.λ(B),
et on identifie la valeur de ψ(x, λ, k, A) en prenant B = Ω. 
Corollaire 3.4. Soient x et y dans Zd et λ ∈ Λ. On suppose que x 6= 0.
– La translation θ̃x laisse P invariante.
– Sous Pλ, σ(y) ◦ θ̃x est indépendant de σ(x). De plus, la loi de σ(y) ◦ θ̃x sous
Pλ est la même que la loi de σ(y) sous Px.λ.
– Les variables (σ(x) ◦ (θ̃x)j)j≥0 sont indépendantes sous Pλ.
Démonstration. Pour montrer le premier point, il suffit d’appliquer le lemme précédent
avec A = Ω, puis d’intégrer en λ en utilisant la stationnarité de ν.
Pour le second point, on considère A′, B′ deux boréliens de R et on applique le
lemme 3.3 avec A = {σ(x) ∈ A′} et B = {σ(y) ◦ θ̃x ∈ B′}.
Soit enfin n ≥ 1 et A0, A1, . . . , An des boréliens de R. On a :
Pλ(σ(x) ∈ A0, σ(x) ◦ θ̃x ∈ A1, . . . , σ(x) ◦ (θ̃x)n ∈ An)
= Pλ(σ(x) ∈ A0, (σ(x), . . . , σ(x) ◦ (θ̃x)n−1) ◦ θ̃x ∈ A1 × · · · ×An)
= Pλ(σ(x) ∈ A0)Px.λ(σ(x) ∈ A1, σ(x) ◦ θ̃x ∈ A2, . . . , σ(x) ◦ (θ̃x)n−1 ∈ An),











Pjx.λ (σ(x) ∈ Aj) ,
ce qui conclut la preuve du lemme. 
3.2. Ergodicité des transformations θ̃x. Pour montrer le théorème 2.1, il est
naturel de chercher à estimer, pour des événements A et B, comment évolue avec m
la dépendance entre les événements A et θ̃−mx (B). Si m ≥ 1, l’opérateur θ̃mx réalise
globalement une translation spatiale de vecteur mx et une translation temporelle
de vecteur Sm(x) :






On commence par établir un lemme dans l’esprit du lemme 3.3 :
Lemme 3.5. Soit t > 0, soit A ∈ Ft et soit B ∈ F . Alors pour tout x ∈ Zd, pour
tout λ ∈ λ, pour tout m ≥ 1,
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Démonstration. Posons Km(x) = (K(x),K(x) ◦ θ̃x, . . . ,K(x) ◦ θ̃m−1x ). Il suffit de
montrer que pour tout k = (k0, . . . , km−1) ∈ (N∗)m, on a
Pλ(A, t ≤ Sm(x), θ̃−mx (B), Km(x) = k)
= Pλ(A, t ≤ Sm(x), Km(x) = k)Pmx.λ(B).
0 x 2x 3x
uk1(x)
R1(x)
uk2(x) ◦ θ̃x = uk2(x) ◦ Tx ◦ θR1(x)
R2(x)
uk3(x) ◦ θ̃2x = uk3(x) ◦ T2x ◦ θR2(x)
R3(x)
∞
Fig. 1. Un exemple avec k1 = 3, k2 = 2 et k3 = 4.
Soit k ∈ (N∗)m. On pose R0(x) = 0 et, pour l ≤ m− 2, Rl+1(x) = Rl + ukl(x) ◦









uk1(x) < +∞, uk2(x) ◦ Tx ◦ θR1(x) < +∞, . . . ,
ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞,








τ0 = +∞, A,
t ≤ Sm(x),











A, uk1(x) < +∞,
uk2(x) ◦ Tx ◦ θR1(x) < +∞, . . . ,
ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞,
t ≤ Rm(x), τ0 ◦ Tmx ◦ θRm(x) = +∞,








Par construction, Rm(x) est un temps d’arrêt et l’événement
A ∩ {uk1(x) < +∞} ∩ · · · ∩ {ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞}∩ {t ≤ Rm(x)}
est dans FRm(x). En utilisant la propriété de Markov forte et la propriété de trans-




τ0 = +∞, A,
t ≤ Sm(x),









A, uk1(x) < +∞,
uk2(x) ◦ Tx ◦ θuk1 (x) < +∞, . . .






×Pmx.λ({τ = +∞} ∩B).
En divisant l’identité par Pλ(τ = +∞), on obtient une identité de la forme
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et on identifie la valeur de ψ(x, λ, k,m,A) en prenant B = Ω. 
Ainsi, on peut maintenant énoncer une propriété de mélange.
Lemme 3.6. Soit t > 0 et q > 1. Il existe une constante A(t, q) telle que pour tout
x ∈ Zd\{0}, pour tout A ∈ Ft, pour tout B ∈ F , λ ∈ Λ et tout ℓ ≥ 1, on a
|Pλ(A ∩ (θ̃ℓx)−1(B)) − Pλ(A)Pℓx.λ(B)| ≤ A(t, q)q−ℓ.
Démonstration. Soit ℓ ≥ 1 quelconque. Avec le lemme 3.5, on a
|Pλ(A ∩ θ̃−ℓx (B)) − Pλ(A)Pλ(θ̃−ℓx (B))|
≤ |Pλ(t ≤ Sℓ(x), A ∩ θ̃−ℓx (B)) − Pλ(t ≤ Sℓ(x), A)Pλ(θ̃−ℓx (B))|
+2Pλ(t > Sℓ(x))
= 2Pλ(t > Sℓ(x)).
Maintenant, fixons nous α > 0.
Avec l’inégalité de Markov, on a Pλ(Sℓ(x) ≤ t) ≤ exp(αt)Eλ(exp(−αSℓ(x))). En



























Il nous reste donc à prouver l’existence d’un α > 0 tel que pour tout λ ∈ Λ,
Eλ(exp(−ασ(x)) ≤ q−1.













car σ(x) ≥ t(x), qui lui-même domine stochastiquement une variable exmonentielle
de paramètre 2dλmax. Ceci donne bien l’inégalité voulue si l’on prend α assez grand.

On a maintenant le matériel nécessaire pour passer à la preuve de l’ergodicité
des systèmes (Ω,F ,P, θ̃x).
Démonstration du théorème 2.1. On a déjà vu dans le corollaire 3.4 que, pour tout
x ∈ Zd, la probabilité P est invariante sous θ̃x. Pour la preuve de l’ergodicité,
on a besoin de complexifier l’espace afin de pouvoir regarder conjointement un
environnement aléatoire et un processus de contact aléatoire.
On pose ainsi Ω̃ = Λ×Ω, que l’on munit de la tribu F̃ = B(Λ)⊗F et on définit
une mesure de probabilité Q sur F̃ par




Définissons la transformation Θ̃x sur Ω̃ en posant Θ̃x(λ, ω) = (x.λ, θ̃x(ω)). Il est
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B(Λ)×F , en utilisant le lemme 3.3, on a












1A(λ)Pλ(B) dν(λ) = Q(A×B).










Comme A = ∪
t≥0
Ft est une algèbre qui engendre F , il suffit, pour montrer que









x) converge dans L
2(P) vers P(A).
On peut voir la quantité ci-dessus comme une fonction des deux variables (λ, ω).







converge vers P(A) dans L2(Q).
Soit A ∈ A et t > 0 tel que A ∈ Ft. On décompose, pour tout (ω, λ) ∈ Ω̃, la







































Comme ν est ergodique, le théorème ergodique L2 de Von Neumann dit que cette
quantité converge dans L2(ν) vers
∫
fdν = P(A). En la regardant comme une
fonction des deux variables (λ, ω), cela dit aussi que la quantité converge dans
L2(Q) vers P(A).
Posons, pour k ≥ 0,
Yk = 1A(θ̃
k
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et Ln = Y0 + Y1 + · · · + Yn−1. Il reste donc à montrer que Ln/n converge vers 0





























































grâce au lemme 3.6. Ceci termine la preuve de la convergence (19) et du théorème 2.1.

4. Contrôle de l’écart σ(x) − t(x) à environnement fixé
Dans cette section, nous allons contrôler le défaut de sous-additivité de σ, c’est-à-
dire les quantités du type σ(x+y)−σ(x)−σ(y)◦θ̃x d’une part, et la différence σ(x)−
t(x) d’autre part. Ces résultats seront utilisés pour appliquer un théorème ergodique
presque sous-additif dans la section 5. Dans les deux cas, on va appliquer une
procédure de redémarrage, argument fréquemment utilisé dans l’étude des systèmes
de particules : ici, vu la définition de σ on devra contrôler des sommes de variables
aléatoires de type vi − ui et ui+1 − vi, qui sont de nature assez différente :
– La durée de vie vi(x) − ui(x) de la descendance de x peut être majorée de
manière indépendante de la valeur précise de la configuration au temps ui(x)
puisqu’on ne regarde qu’une descendance issue d’un unique point. Le contrôle
de ces contributions est donc assez simple.
– En revanche, le temps ui+1(x) − vi(x) nécessaire à la réinfection du point
x dépend évidemment de la configuration au temps vi(x), que l’on peine à
contrôler précisément et surtout uniformément en x. Cela explique que l’ar-
gument de redémarrage utilisé ici soit plus complexe et les estimées obtenues
moins bonnes que dans des situations plus classiques où on peut avoir des
contrôles exponentiels, comme ce sera le cas dans la section 6.
Comme illustration du premier point, on obtient facilement :
Lemme 4.1. Il existe des constantes A,B > 0 telles que pour tout λ ∈ Λ,
(20) ∀x ∈ Zd ∀t > 0 Pλ(∃i < K(x) : vi(x) − ui(x) > t) ≤ A exp(−Bt).
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la dernière inégalité provenant du lemme 3.1. On choisit F = 1 {t<ui(x)−vi(x)<+∞},
et avec l’inégalité (7), il vient :
Pλ(∃i < K(x) : vi(x) − ui(x) > t) ≤
1
ρ
Pλ(∃i < K(x) : vi(x) − ui(x) > t)
≤ 1
ρ













On conclut alors avec l’inégalité (9). 
Pour traiter les temps de réinfection de type ui+1(x)−vi(x), l’idée est de chercher,
proche du point (x, ui(x)) – en coordonnées spatio-temporelles –, un point (y, t),
infecté depuis (0, 0), de temps de vie infini : on pourra alors, avec l’estimée de
croissance au moins linéaire, qu’on peut réinfecter x, pas trop longtemps après
vi(x), en partant de ce nouveau point source (y, t). Toute la difficulté consiste à bien
contrôler la distance entre (x, ui(x)) et un point source (y, t). Si la configuration
autour de (x, ui(x)) est ”raisonnable”, ce point sera proche de (x, ui(x)), ce qui
donnera le contrôle souhaité entre ui+1(x) et ui(x).
On rappelle que pour tout x ∈ Zd, ωx est la mesure ponctuelle dont le support
est formé par les temps des morts possibles au site x, et que M (qu’on peut supposer
supérieur ou égal à 1) et c sont donnés dans les estimées (8) et (10). On note
(21) γ = 3M(1 + 1/c) > 3.
Pour x, y ∈ Zd et t > 0, on dit que le point y a une mauvaise croissance par rapport
à x si l’événement suivant est réalisé :
Ey(x, t) = {ωy[0, t/2] = 0} ∪ {Hyt 6⊂ y +BMt}
∪ {t/2 < τy < +∞}∪ {τy = +∞, inf{s ≥ 2t : x ∈ ξys } > γt},
Dans notre cadre, on travaille avec le formalisme des mesures ponctuelles de Poisson
pour calculer le nombre de points à croissance mauvaise par rapport à x dans une
bôıte spatio-temporelle autour de (x, 0) : pour tout x ∈ Zd, tout L > 0 et tout















Autrement dit, on compte le nombre de couple (y, s) dans la bôıte spatio-temporelle
(x+BMt+1) × [0, L] tels que
– il se passe quelque chose pour y au temps s, soit une mort possible, soit une
infection possible (et on rajoute l’instant 0 pour des raisons techniques) ;
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Nous allons tout de suite voir que si la bôıte spatio-temporelle ne contient que des
points avec une bonne croissance, et que ui(x) est dans la fenêtre temporelle, alors
on contrôle le délai avant la prochaine réinfection ui+1(x) :
Lemme 4.2. Si NL(x, t) ◦ θs = 0 et s+ t ≤ ui(x) ≤ s + L, alors vi(x) = +∞ ou
ui+1(x) − ui(x) ≤ γt.
Démonstration. Par définition de ui(x), le point x est infecté depuis (0, 0) au temps
ui(x). Comme s+t ≤ ui(x) ≤ s+L et que c’est un temps d’infection possible pour x,
la non-réalisation de Ex(x, t)◦θui(x) assure que τx◦θui(x) = +∞ ou τx◦θui(x) ≤ t/2.
Si τx ◦ θui(x) = +∞, c’est terminé car alors vi(x) = +∞. Sinon, on peut déjà noter
que vi(x) − ui(x) ≤ t/2.
Par définition, il existe un chemin d’infection γi : [0, ui(x)] → Zd entre (0, 0) et
(x, ui(x)), c’est-à-dire tel que γi(0) = 0 et γi(ui(x)) = x. Considérons la portion
du chemin d’infection γi comprise entre les instants de ui(x) − t et ui(x). Notons
x0 = γi(ui(x)) : nous allons voir que x0 ∈ x+BMt+2. En effet, si x0 /∈ x+BMt+2,
on regarde le prochain instant t1 où γi entre dans x + BMt+2 au point, disons,
x1 (remarquons que comme x1 est à la frontière intérieure de x + BMt+2, alors
‖x − x1‖∞ ≥ Mt + 1) : c’est un instant de possible infection pour x1, et la non-
réalisation de Ex1(x, t) ◦ θt1 assure que x ne pourra être atteint avant un délai t
depuis (x1, t1), ce qui contredit le fait que ui(x) − t ≥ 0.
Donc x0 ∈ x + BMt+2 : comme NL(x, t) ◦ θs = 0, tout intervalle de temps
de longueur supérieure à t/2 inclus dans [s, s + L] au dessus de x0 contient une
guérison possible ; on en déduit que le premier instant t2 où le chemin γi partant de
(x0, ui(x)− t) saute en un autre point x2 vérifie t2 ≤ ui(x)− t+ t/2 = ui(x)− t/2.
Ainsi, au moment où (x2, t2) infecte (x, ui(x)), il a vécu un temps au moins t/2, et
la non-réalisation de Ex2(x, t) ◦ θt2 assure alors qu’il vit infiniment et que
inf{u ≥ 2t : x ∈ ξx2u } ◦ θt2 ≤ γt.
Ainsi il existe t3 ∈ [t2 + 2t, t2 + γt], avec x ∈ ξ0t3 . Comme vi(x)− ui(x) ≤ t/2, On a
t3 ≥ t2 + 2t ≥ (ui(x) − t) + 2t = ui(x) + t ≥ vi(x).
Finalement, ui+1(x) − ui(x) ≤ t3 − ui(x) ≤ t2 − ui(x) + γt ≤ γt. 
Il faut maintenant vérifier qu’il est très probable qu’une bôıte spatio-temporelle
ne contienne que des points ayant une bonne croissance vis-à-vis de x :
Lemme 4.3. Il existe des constantes A22, B22 > 0 telles que pour tout λ ∈ Λ,
(22) ∀L > 0 ∀x ∈ Zd ∀t > 0 Pλ(NL(x, t) ≥ 1) ≤ A22(1 + L) exp(−B22t).
Démonstration. Montrons qu’il existe des constantes positives A23, B23 telles que
pour tout λ ∈ Λ,
(23) ∀x ∈ Zd ∀t > 0 ∀y ∈ x+BMt+2 Pλ(Ey(x, t)) ≤ A23 exp(−B23t).
Soit x ∈ Zd, t > 0 et y ∈ x+BMt+2. Si τy = +∞, il existe z ∈ ξy2t avec τz◦θ2t = +∞.
Ainsi, avec la définition (21) de γ,
{τy = +∞, inf{s ≥ 2t : x ∈ ξys } > γt}
⊂ {ξy2t 6⊂ y +B2Mt} ∪
⋃
z∈y+B2Mt
{tz(x) ◦ θ2t > (γ − 2M)t}
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D’où, avec les inégalités (8) et (10),
Pλ(τ
y = +∞, inf{s ≥ 2t : x ∈ ξys } > γt)
≤ A exp(−2BMt) + (1 + 4Mt)dA exp(−B(Mt− 3/c)).
Le nombre ωy([0, t/2]) de morts possibles sur le site y entre l’instant 0 et l’instant
t/2 suit une loi de Poisson de paramètre t/2, donc pour chacune des 2d arêtes
touchant y, on a
Pλ(ωy([0, t/2]) = 0) = exp(−t/2).
Les deux autres termes se contrôlent avec les estimées (8) et (9), ce qui prouve (23).
Fixons maintenant y ∈ x + BMt+2.Notons βy = ωy +
∑
e∈Ed:y∈e
ωe. Sous Pλ, la
mesure βy est une réalisation d’un processus ponctuel d’intensité 2dλe + 1. Soit
S0 = 0 et (Sn)n≥1 la suite croissante des instants donnés par ce processus.
∫ L
0




1 {Sn≤L}1Ey(x,t) ◦ θSn ,

























= (1 + Eλ[βy([0, L])]) Pλ(E
y(x, t)) = (1 + L(2dλe + 1))Pλ(E
y(x, t)).
En utilisant (23) et en remarquant que Pλ(NL(x, t) ≥ 1) ≤ Eλ[NL(x, t)], on termine
la preuve. 
Afin de pouvoir contrôler les ui+1(x) − ui(x) de proche en proche à l’aide du
lemme 4.2, on doit amorcer le procédé. On va supposer pour cela qu’il existe un
point (u, T ), atteint depuis 0, de descendance infinie et proche en espace de x :















{vi(x) − ui(x) < t}(27)
⊂ {τ0 = +∞}∩ {σ(x) ≤ T +K(x)γt} .(28)
Démonstration. Si tous les ui(x) finis sont plus petits que T + t, il n’y a rien à
démontrer puisqu’alors σ(x) ≤ T + t ≤ T +K(x)γt. Soit donc
i0 = max{i : ui(x) ≤ T + t}.
Comme vi0 (x) < +∞, l’événement (27) assure que vi0 (x) − ui0(x) < t, et donc
vi0(x) ≤ T + 2t. Maintenant, comme τu = +∞, la non-réalisation de Eu(x, t) ◦ θT
impliquée par (26) assure que
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ce qui implique que ui0+1(x) ≤ T + γt. En remarquant que, par définition de i0,
pour tout j ≥ 1,
ui0+j(x + y) ≥ T + t,
on montre alors, par récurrence sur j ≤ K(x)− i0, en appliquant le lemme 4.2 avec
l’événement {NK(x)γt(x, t) ◦ θT = 0}, que
∀j ∈ {1, . . . ,K(x) − i0} ui0+j ≤ T + jγt;
ceci permet d’obtenir, pour j = K(x) − i0,
σ(x) = ui0+j(x) ≤ T + (K(x) − i0)γt ≤ T +K(x)γt,
et achève de prouver l’inclusion (28). 
4.1. Contrôle du défaut de sous-additivité. On utilise la stratégie que l’on
vient d’expliquer, autour du point x+ y. Ici, on bénéficie de l’existence d’un départ
infini en un point bien précis (x+ y, σ(x) + σ(y) ◦ θ̃y) pour appliquer le lemme 4.4.
Démonstration du théorème 2.2. Soit x, y ∈ Zd, λ ∈ Λ et t > 0. On pose T =
σ(x) + σ(y) ◦ θ̃x.



















Le comportement sous-géométrique de la queue de distribution de K donnée par
le lemme 3.1 et le contrôle uniforme de la probabilité de survie (7) permettent de
contrôler le premier terme. Remarquons que si K(x+y) ≤
√
t
γ , alors K(x+y)γ
√
t ≤
t, et donc que
{NK(x+y)γ√t(x+ y,
√
t) ≥ 1} ⊂ {Nt(x+ y,
√
t) ≥ 1}.
On applique alors le lemme 4.4 autour de x+ y, avec une échelle
√
t, un temps de
départ T = σ(x) + σ(y) ◦ θ̃x et un point-source u = x+ y :
Pλ
(





















t) ◦ θT = Nt(0,
√
t) ◦ θ̃y ◦ θ̃x.
Ainsi, Pλ(Nt(x+y,
√
t)◦θT ≥ 1) =≤ P(x+y).λ(Nt(0,
√
t) ≥ 1), et le lemme 4.3 permet
de contrôler ce terme. Finalement, le terme Pλ(∃i < K(x+y) : vi(x+y)−ui(x+y) >√
t) est traité l’aide du lemme 4.1. 
Corollaire 4.5. On pose r(x, y) = (σ(x + y) − (σ(x) + σ(y) ◦ θ̃x))+.
Pour tout p ≥ 1, il existe une constante Mp telle que
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pup−1Pλ(r(x, y) > u) du, d’après la









pour terminer la preuve. 
4.2. Contrôle de σ(x) − t(x). Ici encore, on voudrait appliquer un procédé ana-
logue à partir de (x, t(x)) mais on n’a pas a priori de départ infini proche de ce
point. Nous allons, pour trouver un tel point source, le chercher le long du chemin
d’infection entre (0, 0) et (x, t(x)), ce qui nécessitera des contrôles sur une boite
spatio-temporelle de hauteur t(x), c’est-à-dire de l’ordre de ‖x‖. Nous allons donc
perdre à la fois dans la précision des estimées et dans leur uniformité en ‖x‖.
Proposition 4.6. Il existe des constantes A30, B30, α30 strictement positives telles
que pour tout z > 0, tout x ∈ Zd, pour tout λ ∈ Λ :
Pλ
(
τ0 = +∞, σ(x) ≥ t(x) +K(x)(α30 ln(1 + ‖x‖) + z)
)
≤ A30 exp(−B30z).(30)
Démonstration. Pour x, y ∈ Zd et t, L > 0, on note
















A l’aide des estimées (7), (8) et (9), on voit facilement qu’il existe des constantes
A,B > 0 telles que
(31) ∀λ ∈ Λ ∀x ∈ Zd ∀t > 0 Pλ(ÑL(x, t) ≥ 1) ≤ A(1 + L) exp(−Bt).
Maintenant, on choisit (u, T ) sur le chemin d’infection entre (0, 0) et (x, t(x)), de
sorte que τu ◦ θT = +∞ et que T soit le dernier instant satisfaisant ces propriétés
(comme on se place sur l’événement {τ0 = +∞}, un tel T existe toujours).
Montrons maintenant que si Ñt(x)(x, t) = 0, alors u ∈ x + BMt+2. En effet, si
‖u−x‖ > Mt+2, considérons le premier point (u′, T ′) du chemin d’infection (après
(u, T )) qui est dans x + BMt : par définition de T , la descendance de (u
′, T ′) est
finie, mais, pour contenir x, de diamètre supérieur ou égal à Mt, ce qui implique
Ñt(x)(x, t) ≥ 1, et donne l’implication souhaitée.
Sur l’événement {Ñt(x)(x, t) = 0}, on pourra donc appliquer le lemme 4.4 autour
du point x, avec une échelle
t =





le point (u, T ) comme point-source et une fenêtre temporelle de hauteur L =



















PROCESSUS DE CONTACT EN ENVIRONNEMENT ALÉATOIRE 21
la suite. Comme T ≤ t(x),
Pλ (σ(x) ≥ t(x) +K(x)(α ln(1 + ‖x‖) + z)) = Pλ (σ(x) ≥ t(x) +K(x)γt)
≤ Pλ (σ(x) ≥ T +K(x)γt)
≤ Pλ
(




Ñt(x)(x, t) ≥ 1
)
≤ Pλ(NK(x)γt(x, t) ◦ θT ≥ 1) + Pλ(∃i < K(x) : vi(x) − ui(x) > t)
+Pλ(Ñt(x)(x, t) ≥ 1).(32)
















































dès que α est choisie suffisamment grande.
Pour traiter le premier terme de (32), on remarque que NK(x)γt(x, t) ◦ θT ≤
Nt(x)+K(x)γt(x, t). Ainsi














Comme précédemment, le second terme est contrôlé à l’aide de (10), tandis que, en







































(1 + k)Pλ(K(x) = k).
Le contrôle sous-géométrique (3.1)de la queue de distribution de K(x) assure que la
série est finie, et quitte à augmenter α si besoin, on peut trouver A′′, B′′ > 0 telles
que le préfacteur soit majoré par A′′ exp(−B′′z), ce qui termine la preuve. 
Lemme 4.7. Pour tout p ≥ 1, il existe une constante C33(p) telle que, pour tout
x ∈ Zd,
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Démonstration. Posons Vx =
σ(x)−t(x)
K(x) −α ln(1+‖x‖). D’après la proposition 4.6, on
peut trouver une variable aléatoire W avec des moments exponentiels telle que W
domine stochastiquement la loi de Vx sous Pλ pour tout x et pour tout λ. De même,
d’après le lemme 3.1, la variable aléatoire K(x) est stochastiquement dominée par
une variable aléatoire K ′ géométrique de paramètre ρ.
Posons v(x) = σ(x) − t(x) = K(x) − (α ln(1 + ‖x‖) + Vx). Soit p ≥ 1. D’après
l’inégalité de Minkowski,
(Eλv(x)




















ce qui termine la preuve. 
On montre ensuite que la différence entre σ(x) et t(x) est asymptotiquement
négligeable devant ‖x‖ :













(1 + ‖x‖)p < +∞.
Ainsi, presque sûrement, ( |σ(x)−t(x)|(1+‖x‖) )x∈Zd est dans ℓ
p(Zd), donc en particulier tend
vers zéro. 
Corollaire 4.9. Il existe des constantes positives A34, B34, C34 telles que pour tout
λ ∈ Λ, pour tout x ∈ Zd,
(34) ∀t > 0 Pλ (σ(x) ≥ C34‖x‖ + t) ≤ A34 exp(−B34
√
t).
Démonstration. On considère la constante α = α30 donnée dans la proposition 4.6,
et on remarque que siK(x) ≤ 12α
√
‖x‖ + t/2 et z = α
√
‖x‖ + t/2, alors, en utilisant
que ln(1 + u) ≤ √u, on obtient que
K(x)[α ln(1 + ‖x‖) + z] ≤ 2zK(x) ≤ ‖x‖ + t/2.




















































Le premier terme est contrôlé par l’inégalité (10). Le deuxième terme est contrôlé
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On peut alors donner les conditions d’intégrabilité pour σ évoquées dans l’intro-
duction de cette section.
Corollaire 4.10. Pour tout p ≥ 1, il existe une constante C35(p) telle que
(35) ∀λ ∈ Λ ∀x ∈ Zd Eλ[σ(x)p] ≤ C35(p)(1 + ‖x‖)p.
Démonstration. Avec l’inégalité de Minkowski, on a
(Eλ[σ(x)
p])1/p ≤ C34‖x‖ + (Eλ[((σ(x) − C34‖x‖)+)p])1/p.
Cependant
Eλ[((σ(x) − C34‖x‖)+)p] =
∫ +∞
0







d’après le corollaire 4.9, ce qui achève la preuve. 
Remarque. Dans les arguments de redémarrage classique, on cherche à obtenir
l’existence de moments exponentiels pour une variable aléatoire en se basant sur le
lemme suivant : si les (Xn)n∈N sont des variables aléatoires indépendantes identique-
ment distribuées avec des moments exponentiels, si K est indépendant des (Xn)n∈N
et admet lui-aussi des moments exponentiels, alors
∑K
n=0Xn admet des moments
exponentiels. Ici, la difficulté à contrôler précisément les temps de réinfection du
type ui+1−vi nous empêche d’intégrer ce cadre : on doit donc utiliser des arguments
ad hoc donnant des contrôles plus faibles.
5. Théorèmes de forme asymptotique
On peut maintenant passer à la preuve du théorème 2.3. Le premier pas consiste
à prouver l’existence de limites pour les quantités σ(nx)n .
Grâce au corollaire 4.5, on a quels que soient les entiers n et p :
E[σ((n+ p)x)] ≤ E[σ(nx)] + E[σ(px)] +M1.
Alors, d’après le lemme de Fekete, 1nE[σ(nx)] admet une limite finie lorsque n tend
















Cette convergence a de plus lieu dans tous les Lp(P), p ≥ 1.
Pour cela, on va avoir besoin d’établir deux théorèmes ergodiques presque sous-
additifs :
Théorème 5.2. Soit (Ω,F ,P) un espace probabilisé, (θn)n≥1 une famille de trans-
formations laissant P invariante. Sur cet espace sont définies une famille (fn)n≥1
de fonctions intégrables, une famille (gn)n≥1 de fonctions positives ou nulles, et
une famille (rn,p)n,p≥1 telles que
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On fait les hypothèses suivantes :
– c = infn≥1
Efn
n > −∞
– g1 est intégrable, gn/n converge presque sûrement et dans L
1 vers 0
– il existe α > 1 et une suite (Cp)p≥1 telles que E[(r+n,p)














Si l’on pose f = lim
n→+∞
fn
n , alors f est invariante par tous les θn.
Théorème 5.3. On se place sous les hypothèses du théorème 5.2. On suppose en










→ 0 P p.s.
Alors fn/n converge presque sûrement vers f .
Démonstration. La preuve de ces résultats, inspirée de celle de Liggett [28], sera
donnée dans une annexe, où on trouvera également un certain nombre de commen-
taires. 
Démonstration du théorème 5.1. On commence par appliquer le théorème 5.2 en
posant fn = σ(nx), θn = θ̃nx, gp = 0, et rn,k = r(nx, kx) et en travaillant avec
la probabilité P. On peut prendre α > 1 quelconque. Le corollaire 4.10 assure
l’intégrabilité de σ(x) sous P et le corollaire 4.5 donne les contrôles de moments
nécessaires.














≤ σ(nkx) − t(nkx),
qui est bien négligeable devant n en l’infini, d’après le corollaire 4.8.
Ainsi σ(nx)/n converge bien vers une variable aléatoire µ(x), qui est invariante
par θ̃x. D’après le théorème 2.1, cette variable est en fait une constante, ce qui achève
la preuve de la convergence presque sûre. Pour montrer qu’une suite converge dans
Lp, il suffit de montrer qu’elle converge presque sûrement et qu’elle est bornée dans
Lq pour un q > p. Or, le corollaire 4.10 montre que fn/n est bornée dans tous les
Lq, ce qui permet de conclure. 
Nous allons maintenant prouver le théorème 2.3 de forme asymptotique. On
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essentiel σ, en procédant selon les étapes décrites ci-dessous, comme dans le schéma
classique :
– On prolonge µ en une norme sur Rd dans le lemme 5.4.
– On montre que la convergence directionnelle du théorème 5.1 est en fait une
convergence uniforme en la direction dans le lemme 5.6.
– Ce lemme implique facilement le résultat de forme asymptotique du lemme 5.7.
Pour montrer les résultats du même type pour le temps d’atteinte classique t
(lemme 5.8), il suffit alors de contrôler la différence entre t et σ, ce que nous avons
fait dans le lemme 4.8. Finalement, le résultat de forme asymptotique pour la zone
couplée est démontré dans le lemme 5.9, en introduisant un temps de couplage t′
et en contrôlant la différence entre ce temps t′ et le temps d’atteinte essentiel σ.
Lemme 5.4. La fonctionnelle µ se prolonge en une norme sur Rd.
Démonstration. Homogénéité en entiers On sait que µ(x) = lim Eσ(nx)n , et que
σ(nx) et σ(−nx) ont même loi sous P, donc µ(x) = µ(−x). À l’aide de suites
extraites, on prouve alors la propriété d’homogénéité en entiers :
∀k ∈ Z ∀x ∈ Zd µ(kx) = |k|µ(x).
Sous-additivité On a
σ(nx+ ny) ≤ σ(nx) + σ(ny) ◦ θ̃nx + r(nx, ny).
Comme θ̃nx laisse invariant P, il vient
Eσ(nx+ ny) ≤ Eσ(nx) + Eσ(ny) + Er(nx, ny)
Eσ(nx) + Eσ(ny) +M1,
d’après le corollaire 4.5, ce qui entrâıne que
∀x ∈ Zd ∀y ∈ Zd µ(x+ y) ≤ µ(x) + µ(y).




µ(x) ≤ Eσ(x). Le corollaire 4.10 donne l’existence de L > 0 tel que Eσ(x) ≤
L‖x‖ pour tout x. Finalement, µ(x) ≤ L‖x‖ pour tout x dans Zd, ce qui entrâıne
|µ(x)− µ(y)| ≤ L‖x− y‖ : on peut alors prolonger µ sur Qd par homogénéité, puis
sur Rd par uniforme continuité.







































On en déduit, avec le lemme de Borel-Cantelli, que µ(x) ≥ 12M ‖x‖. L’inégalité,
établie pour tout x ∈ Zd, se prolonge par homogénéité et continuité à Rd tout
entier, ce qui entrâıne que µ est une norme. 
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Lemme 5.5. Pour tout ε > 0, P presque sûrement, il existe R tel que
∀x, y ∈ Zd (‖x‖ ≥ R et ‖x− y‖ ≤ ε‖x‖) =⇒ (|σ(x) − σ(y)| ≤ Cε‖x‖).
Démonstration. Pour m ∈ N et ε > 0, on définit l’événement
Am(ε) =
{









σ(y − x) ◦ θ̃x + r(x, y − x) > Cεm
}
,











+ Pλ(r(x, y − x) > Cεm/3)






grâce au corollaire 4.9 et au théorème 2.2. On intègre alors cette inégalité par
rapport à l’environnement λ, et le lemme de Borel-Cantelli permet de conclure. 
On peut maintenant montrer que la convergence du théorème 5.1 est uniforme
par rapport à la direction.




Démonstration. On raisonne par l’absurde et on suppose qu’il existe ε > 0 tel que
l’événement “|σ(x) − µ(x)| > ε‖x‖ pour un ensemble infini de valeurs de x” a une
probabilité strictement positive. Plaçons nous sur cet événement. Alors, il existe
une suite aléatoire (yn)n≥0 de sommets de Zd telle que ‖yn‖1 → +∞ et, pour tout




Approchons z par un point rationnel : considérant ε1 > 0 (qui sera choisi plus tard),














On peut trouver, pour chaque yn, un point entier sur la ligne Rz
′ qui est suffisam-
ment près de yn : soit hn la partie entière de
‖yn‖1
‖z′‖1 . On a
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‖ yn‖yn‖1 − z‖1 ≤ ε1
)
.























et par conséquent, ‖yn − hn.z′‖1 ≤ 2ε1‖yn‖1 + ‖z′‖1. Ainsi, quitte à augmenter N
si besoin, on a pour tout n ≥ N , ‖yn −hn.z′‖1 ≤ 3ε1‖yn‖1. Cependant, si on prend
N suffisamment grand, le lemme 5.5 implique alors que l’on a
∀n ≥ N |σ(yn) − σ(hn.z′)| ≤ 3Cε1‖yn‖1.
Finalement, pour tout n assez grand, on a
|σ(yn) − µ(yn)| ≤ |σ(yn) − σ(hn.z′)| + |σ(hn.z′) − µ(hn.z′)| + |µ(hn.z′) − µ(yn)|













+ L‖hn.z′ − yn‖1































Si l’on prend ε1 assez petit, on obtient que pour n assez grand |σ(yn) − µ(yn)| <
ε‖yn‖1, ce qui amène la contradiction. 
On déduit alors de la convergence uniforme du lemme 5.6 le théorème de forme
asymptotique pour la version grossie G̃t de Gt = {x ∈ Zd : σ(x) ≤ t} ; on rappelle
que Aµ désigne la boule unité pour la norme µ.
Lemme 5.7. Pour tout ε > 0, avec probabilité 1 sous P, pour tout t suffisamment
grand, (1 − ε)Aµ ⊂ G̃tt ⊂ (1 + ε)Aµ.
Démonstration. Montrons par l’absurde que pour t assez grand, on a bien Gtt ⊂ (1+
ε)Aµ. Supposons qu’il existe une suite (tn)n≥1, avec tn → +∞ et Gtntn 6⊂ (1+ε)Aµ :
il existe donc xn avec σ(xn) ≤ tn et µ(xn)/tn > 1 + ε. Ainsi µ(xn)/σ(xn) > 1 + ε,
ce qui contredit la convergence uniforme puisque, comme µ(xn) > tn(1+ε), la suite
(‖xn‖)n≥1 tend vers l’infini.
Passons à l’inclusion inverse. En raisonnant toujours par l’absurde, on a une suite
(tn)n≥1, avec tn → +∞ et (1− ε)Aµ 6⊂ G̃tntn , ce qui veut dire qu’on peut trouver xn
avec µ(xn) ≤ (1− ε)tn, mais σ(xn) > tn. La suite (xn)n≥1 ne peut pas être bornée
(c’est à dire ne prendre qu’un nombre fini de valeur) car tn tend vers l’infini. Ainsi
on a µ(xn)σ(xn) < 1 − ε, ce qui contredit encore une fois la convergence uniforme. 
Grâce au lemme 4.8, on récupère alors immédiatement la convergence uniforme
pour le temps d’atteinte t et, par un argument identique à celui du lemme 5.7, le
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et pour tout ε > 0, avec probabilité 1 sous P, pour tout t suffisamment grand,
(1 − ε)Aµ ⊂
H̃t
t
⊂ (1 + ε)Aµ.
Il nous reste maintenant à prouver le théorème de forme asymptotique pour la
zone couplée K̃ ′t, version grossie de K
′
t = {x ∈ Zd : ∀s ≥ t ξ0s(x) = ξZ
d
s (x)} :
Lemme 5.9. Pour tout ε > 0, avec probabilité 1 sous P, pour tout t suffisamment




Démonstration. Comme t 7→ K ′t ∩ Gt est croissant, on se retrouve dans le même
schéma de preuve que dans le lemme 5.7. On pose, pour x ∈ Zd,
t′(x) = inf{t ≥ 0 : x ∈ K ′t ∩Gt}.
Il suffit alors de montrer que P presque sûrement, lim
‖x‖→+∞
|t′(x)−σ(x)|
‖x‖ = 0. Par
définition, t′(x) ≥ σ(x) ; ainsi il suffit de montrer qu’il existe deux constantes
A′, B′ > 0 telles que
(37) ∀x ∈ Zd ∀s ≥ 0 P(t′(x) − σ(x) ≥ s) ≤ A′e−B′s.
• On commence par remarquer que, pour tout t ≥ 0, Kσ(x)+t ⊃ x+Kt ◦ θ̃x.
En effet, soit z ∈ x +Kt ◦ θ̃x. Considérons d’abord le cas où z 6∈ ξZ
d
σ(x)+t. Comme,
par additivité (1), ξ0σ(x)+t ⊂ ξZ
d
σ(x)+t, alors z 6∈ ξ0σ(x)+t, et donc z ∈ Kσ(x)+t.




0 ◦ θ̃x par
additivité, on a y = z − x ∈ ξZdt ◦ θ̃x. Mais comme y ∈ Kt ◦ θ̃x, il s’ensuit, par
définition de Kt, que ξ
0
t (y) ◦ θ̃x = ξZ
d
t (y) ◦ θ̃x = 1. Comme x ∈ ξ0σ(x) et que
y ∈ ξ0t ◦ θ̃x, on a z = x+ y ∈ ξ0σ(x)+t, d’où z ∈ Kσ(x)+t.














 , et donc K ′σ(x)+s ⊃
(
x+ (K ′s ◦ θ̃x)
)
.
Ainsi, en utilisant l’invariance de P sous l’action de θ̃x, on obtient :
P(t′(x) > σ(x) + s) = P(x /∈ K ′σ(x)+s ∩Gσ(x)+s)
= P(x /∈ K ′σ(x)+s)
≤ P
(
x /∈ (x+K ′s ◦ θ̃x)
)
≤ P(0 /∈ K ′s ◦ θ̃x) = P(0 /∈ K ′s).
L’estimée (11) permet alors de conclure. 
6. Contrôle uniforme de la croissance en environnement λ
Le but de cette section est d’établir les contrôles uniformes en λ annoncés dans
la proposition 2.5. Afin de contrôler la croissance du processus de contact, on a
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6.1. Quelques lemmes sur le modèle de Richardson. On appelle modèle de
Richardson de paramètre λ le processus de Markov (ηt)t≥0, homogène en temps, qui
prend ses valeurs dans P(Zd) et dont l’évolution est définie comme suit : les sites z




′), ces différentes évolutions étant
indépendantes les unes des autres. Grâce à la construction graphique, on peut, pour
tout λ ∈ Λ, coupler le processus de contact en environnement λ avec le modèle de
Richardson de paramètre λmax, de telle manière que l’espace occupé au temps t par
le processus de contact est toujours contenu dans l’espace occupé par le modèle de
Richardson.
Le premier lemme, dont nous omettons la preuve, découle aisément de la représentation
du modèle de Richardson en terme de percolation de premier passage et d’un comp-
tage de chemins.
Lemme 6.1. Pour tout λ > 0, il existe des constantes A,B > 0 telles que
∀t ≥ 0 P(η1 6⊂ Bt) ≤ A exp(−Bt).
Lemme 6.2. Pour tout λ > 0, il existe des constantes A,B,M > 0 telles que
∀s ≥ 0 P(∃t ≥ 0 : ηt 6⊂ BMt+s) ≤ A exp(−Bs).
Démonstration. La représentation en termes de percolation de premier passage du
modèle de Richardson assure l’existence de A′, B′,M ′ > 0 tels que pour tout t ≥ 0,
(38) P(ηt 6⊂ BM ′t) ≤ A′ exp(−B′t).
Pour plus de détails, on pourra se reporter à Kesten [24].
On commence par contrôler le processus aux temps entiers grâce à cette estimée :





P(ηk+s/(2M ′) 6⊂ BM ′k+s/2)
≤ A
′







Contrôlons maintenant les fluctuations entre les temps entiers. Soit M > M ′ :





P(∃t ∈ [k, k + 1] : ηk ⊂ BM ′k+s/2 et ηt 6⊂ BMt+s).(40)
Mais alors, si C′ > 0 est une constante telle que |Bt| ≤ C′(1 + t)d et si A,B sont
les constantes du lemme 6.1,
P(∃t ∈ [k, k + 1] : ηk ⊂ BM ′k+s/2 et ηt 6⊂ BMt+s)
≤ P(ηk ⊂ BM ′k+s/2 et ηk+1 6⊂ BMk+s)
≤ |BM ′k+s/2|P(η1 6⊂ Bk(M−M ′)+s/2)(41)
≤ C′(1 +M ′k + s/2)dA exp(−B(k(M −M ′) + s/2))
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L’inégalité (41) vient de la propriété de Markov et de l’additivité du processus de
contact. Comme la série de terme général (1+M ′k)d exp(−B(k(M−M ′)) converge,
le résultat souhaité découle de (39) et (40). 
6.2. Un procédé de redémarrage. On va utiliser ici un argument dit de redémarrage,
que l’on peut résumer comme suit. On couple le système que l’on souhaite étudier
(système fort) avec un système qu’il domine stochastiquement (système faible) et
que l’on connâıt mieux. On peut alors transporter un certain nombre de propriétés
du système connu à celui que l’on doit étudier : on laisse évoluer les deux systèmes
conjointement, et à chaque fois que le plus faible meurt et que le plus fort est vivant,
on fait repartir une copie du plus faible toujours couplée au plus fort. Ainsi, soit
les deux processus meurent avant qu’on ait pu trouver un processus faible capable
de survivre, et dans ce cas le contrôle des grands temps de survie du faible peut se
transposer sur le fort, soit le plus fort survit indéfiniment et on finit par le coupler
avec un faible qui survit. Dans ce cas, un contrôle du temps nécessaire pour un
redémarrage réussi permet de transférer des propriétés du processus faible lorsqu’il
survit sur le processus fort.
Cette technique est déjà ancienne ; on la trouve par exemple chez Durrett [14],
section 12, sous une forme très pure. Elle est aussi utilisée par Durrett et Grif-
feath [16], afin de transporter des contrôles connus pour le processus de contact
en dimension 1 au processus de contact en dimension supérieure. Nous allons ici
l’utiliser en couplant le processus de contact en environnement inhomogène λ ∈ Λ
avec le processus de contact avec taux de naissance constant λmin. C’est ici que
l’hypothèse λmin > λc(Z
d) est importante.
Pour ce faire, nous allons coupler des familles de processus ponctuels de Poisson.
Fixons λ ∈ Λ. On peut construire une mesure de probabilité P̃λ sur Ω × Ω sous
laquelle
– La première coordonnée ω est une famille ((ωe)e∈Ed , (ωz)z∈Zd) de processus
ponctuels de Poisson , d’intensités respectives (λe)e∈Ed pour les processus in-
dexés par les arêtes, et d’intensité 1 pour les processus indexés par les sites.
– La seconde coordonnée η est une famille ((ηe)e∈Ed , (ηz)z∈Zd) de processus ponc-
tuels de Poisson , d’intensité λmin pour les processus indexés par les arêtes, et
d’intensité 1 pour les processus indexés par les sites.
– Les processus ponctuels de Poisson indexés par les sites (les temps de mort)
cöıncident : pour tout z ∈ Zd, ηz = ωz.
– Les processus ponctuels de Poisson indexés par les arêtes (les temps des
éventuelles naissances) sont couplés : pour tout e ∈ Ed, le support de ηe est
inclus dans celui de ωe.
On note ξA = ξA(ω, η) le processus de contact dans l’environnement λ partant de
A construit avec la famille de processus de Poisson ω, et ζB = ζB(ω, η) le processus
de contact dans l’environnement λmin partant de B construit avec la famille de
processus de Poisson η. Si B ⊂ A, alors on a P̃λ presque sûrement ζBt ⊂ ξAt pour
tout t ≥ 0. On peut remarquer que le processus (ξA, ζB) est un processus de Markov.
On introduit les temps de vie de ces deux processus :
τ = inf{t ≥ 0 : ξ0t = ∅} et, pour x ∈ Zd, τ ′x = inf{t ≥ 0 : ζxt = ∅}.
Remarquons que la loi de τ ′x sous P̃λ est la loi de τx sous Pλmin ; cette loi est en
fait indépendante du point de départ du processus, puisque le modèle à taux de
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On définit par récurrence une suite de temps d’arrêt (uk)k≥0 et une suite de
points (zk)k≥0 en posant u0 = 0, z0 = 0, et pour tout k ≥ 0 :
– si uk < +∞ et ξuk 6= ∅, alors uk+1 = τ ′zk ◦ θuk ;
– si uk = +∞ ou si ξuk = ∅, alors uk+1 = +∞ ;
– si uk+1 < +∞ et ξuk+1 6= ∅, alors zk+1 est le plus petit point pour l’ordre
lexicographique de ξuk+1 ;
– si uk+1 = +∞ ou si ξuk+1 = ∅, alors zk+1 = +∞.
Autrement dit, tant que uk < +∞ et ξuk 6= ∅, on prend dans ξuk le point zk le plus
petit pour l’ordre lexicographique, et on regarde le temps de vie du processus le plus
faible, c’est à dire ζ, partant de zk au temps uk. Le procédé de redémarrage peut
s’arrêter pour deux raisons : soit on trouve un k tel que uk < +∞ et ξuk = ∅, ce
qui implique que le processus le plus fort (qui contient le faible) meurt exactement
au temps uk ; soit on trouve un k tel que uk < +∞, ξuk 6= ∅, et uk+1 = +∞. Dans
ce deuxième cas, on a trouvé un point zk tel que le processus faible, partant de
zk au temps uk, survit, ce qui implique en particulier que le fort, qui le contient,
survit. On pose alors
K = inf{n ≥ 0 : un+1 = +∞}.
Le nom de la variable K est choisi par analogie avec la section 3. Cette section
étant indépendante du reste de l’article, la confusion ne devrait cependant pas être
possible. Il ressort de la discussion précédente que
(42) (τ = +∞ ⇐⇒ ξ0uK 6= ∅) et si τ < +∞, alors uK = τ.
On regroupe dans le lemme suivant les estimées sur le procédé de redémarrage
nécessaires pour démontrer la proposition 2.5. On rappelle que ρ est introduit dans
l’équation (7).
Lemme 6.3. On se place dans le cadre précédent. Alors
– ∀λ ∈ Λ ∀n ∈ N P̃λ(K > n) ≤ (1 − ρ)n.
– ∀B ∈ B(D) P̃λ(τ = +∞, ζzK ◦ θuK ∈ B) = Pλ(τ = +∞)Pλmin(ξ0 ∈ B).
– Il existe α, β > 0 tel que pour tout λ ∈ Λ, Ẽλ(exp(αuK)) < β.
Démonstration. D’après la propriété de Markov forte, on a
P̃λ(K ≥ n+ 1) = P̃λ(un+1 < +∞)
= P̃λ(un < +∞, ξun 6= ∅, τ ′zn ◦ θun) < +∞)
≤ P̃λ(un < +∞)(1 − ρ) = P̃λ(K ≥ n)(1 − ρ).
Ainsi, K a une queue sous-géométrique, ce qui montre le premier point. En parti-
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En utilisant (42) et la propriété de Markov forte, on a encore







P̃λ(K = k, ξ
0
uk







P̃λ(uk < +∞, ξ0uk 6= ∅, zk = z, τ
′
zK ◦ θuk = +∞, ζ







P̃λ(uk < +∞, ξ0uk 6= ∅, zk = z)Pλmin(τ = +∞, ξ
0 ∈ B)




P̃λ(uk < +∞, ξ0uK 6= ∅).
En prenant pour B l’ensemble des trajectoires, on identifie :




P̃λ(uk < +∞, ξ0uK 6= ∅),
ce qui nous donne le deuxième point
Comme λmin > λc(Z
d), les résultats de Durrett et Griffeath [16] pour les grands λ,
étendus à tout le régime surcritique par Bezuidenhout et Grimmett [4], assurent
l’existence de A,B > 0 telles que
∀t ≥ 0 Pλmin(t ≤ τ < +∞) ≤ A exp(−Bt),
ce qui donne l’existence de moments exponentiels pour τ1 {τ<+∞}. Comme Pλmin(τ =
+∞) > 0, on peut choisir (en utilisant par exemple le théorème de convergence do-
minée) un α > 0 tel que Eλmin(exp(ατ)1 {τ<+∞}) = r < 1.







τ ′zi ◦ θui
)
1 {uk<+∞}.
On remarque que Sk est Fuk -mesurable. Soit k ≥ 0. On a
exp(αuK)1 {K=k} ≤ Sk.
Ainsi, en appliquant la propriété de Markov forte au temps uk−1 < +∞, on obtient,
pour k ≥ 1
Ẽλ[exp(αuK)1 {K=k}] ≤ Ẽλ(Sk) = Ẽλ(Sk−1)Eλmin(exp(ατ)1 {τ<+∞})
≤ rẼλ(Sk−1).
Comme r < 1, on en déduit que Ẽλ[exp(αuK)] ≤ r1−r < +∞. 
6.3. Preuve de la proposition 2.5. Les estimées (8) et (7) découlent d’une simple
comparaison stochastique :
Démonstration de (7). Il suffit de remarquer que pour tout environnement λ ∈ Λ
et tout z ∈ Zd, on a
Pλ(τ
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Démonstration de (8). On utilise la domination stochastique du processus de contact
en environnement λ par le modèle de Richardson de paramètre λmax. Pour ce
modèle, la croissance au plus linéaire est assurée par (38). 
Il nous reste donc à démontrer (9), (10) et (11) par le procédé de redémarrage.
Démonstration de (9). Soit α, β > 0 données dans le troisième point du lemme 6.3.
Rappelons que, sur {τ < +∞}, uK = τ . On a, pour tout λ ∈ Λ, pour tout t > 0,
Pλ(t < τ < +∞) = Pλ(eαt < eατ , τ < +∞) = P̃λ(eαt < eαuK , τ < +∞)
≤ P̃λ(eαt < eαuK ) ≤ e−αtẼλeαuK ≤ βe−αt,
ce qui termine la preuve. 
Démonstration de (10). Comme λmin > λc(Z
d), les résultats de Durrett et Grif-
feath [16] pour les grands λ, étendus à tout le régime surcritique par Bezuidenhout
et Grimmett [4], assurent l’existence de constantes A,B, c > 0 telles que, pour tout








D’autre part, le contrôle par le modèle de Richardson du lemme 6.2 avec λmax
assure l’existence de A,B,M tels que pour tout λ ∈ Λ, pour tout s ≥ 0,
(44) Pλ(∃t ≥ 0, ξ0t 6⊂ BMt+s) ≤ A exp(−Bs).























τ = +∞, uK ≤
tc
6M






Le premier terme est bien contrôlé par l’existence de moments exponentiels pour
uK donnée par le troisième point du lemme 6.3 de redémarrage : il existe C,α > 0



















, ξ0uK 6⊂ Btc/3
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Il reste à contrôler le dernier terme. On note ici
t′(y) = inf{t ≥ 0 : y ∈ ζ0t }.
Rappelons que si τ = +∞, alors ξuK 6= ∅ et zK est bien défini. Comme t(y) est un
temps d’entrée et que ξ0t ⊃ ζ0t pour tout t, on a, sur {τ = +∞},
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Si uK ≤ tc6M ≤ t6 , alors t(y) ≤ t6 + t′(y − zK) ◦ TzK ◦ θuK . Si, de plus, ξ0uK ⊂ Btc/3,
on a ‖y‖ ≥ ‖y − zK‖ − tc3 , ce qui donne, avec deuxième point du lemme 6.3,
P̃λ
(
τ = +∞, uK ≤
ct
6M

























où la dernière égalité provient de (43). Ceci termine la preuve. 
Démonstration de (11). Soit s ≥ 0, et notons n la partie entière de s. Soit γ > 0
fixé, dont la valeur sera précisée ultérieurement.









P(Bγk ⊂ Kk, ∃t ∈ [k, k + 1) tel que 0 6∈ Kt).
Commençons par contrôler la deuxième somme. Fixons k ≥ n. Supposons que
Bγk ⊂ Kk et considérons t ∈ [k, k+ 1) tel que 0 6∈ Kt. Il existe donc x ∈ Zd tel que
0 ∈ ξxt \ξ0t . Comme 0 ∈ ξxt et t ≥ k, il existe y ∈ Zd tel que y ∈ ξxk et 0 ∈ ξ
y
t−k ◦ θk.
Si y ∈ Bγk ⊂ Kk, alors ξ0k(y) = ξZ
d
k (y) = 1, ce qui implique que y ∈ ξ0k, ce qui à
son tour, vu que 0 ∈ ξyt−k ◦ θk, implique que 0 ∈ ξ0t , et contredit l’hypothèse 0 6∈ ξ0t .
Ainsi, nécessairement, y 6∈ Bγk, et donc :







































Comme le modèle de Richardson de paramètre λmax domine stochastiquement le
processus de contact en environnement λ, on contrôle ce dernier terme à l’aide du
lemme 6.1.
Pour contrôler la première somme, il suffit de montrer qu’il existe des constantes
strictement positives A,B, γ telles que pour tout λ ∈ Λ, pour tout t ≥ 0
(45) Pλ(Bγt 6⊂ Kt, τ0 = +∞) ≤ A exp(−Bt).
La constante γ dont nous avions reporté la définition est ainsi déterminée.
Le nombre de points contenus dans une boule étant polynomial en le rayon de
la boule, il suffit de montrer qu’il existe des constantes A,B, c′ > 0 telles que pour
tout t ≥ 0, pour tout x ∈ Zd,
(46) ‖x‖ ≤ c′t =⇒ P̃λ(ξ0(t) 6= ∅, x ∈ ξZ
d
(t)\ξ0(t)) ≤ A exp(−Bt).
Pour démontrer (46), on va s’appuyer sur le résultat suivant, obtenu par Durrett [17]
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ξ̃x sont deux processus de contact indépendants de paramètre λ > λc(Z
d), par-
tant respectivement de 0 et de x, alors il existe des constantes A,B, α strictement
positives telles que pour tout t ≥ 0, pour tout x ∈ Zd,
(47) ‖x‖ ≤ αt =⇒ P(ξ0t ∩ ξ̃xt = ∅, ξ̃xt 6= ∅, ξ0t 6= ∅) ≤ A exp(−Bt).
Soient α et M les constantes respectivement données par les équations (47) et (8).
On pose c′ = α/2 et on choisit ε > 0 tel que c′ + 2εM ≤ α.
Soient a ∈ B0αt/4 et b ∈ Bxαt/4. On pose
αa,s = ζ
a
s ◦ θεt/2 et βb,s = {y ∈ Zd : b ∈ ζys ◦ θt(1−ε/2)−s}.
Alors (αa,s)0≤s≤t/2(1−ε) et (βa,s)0≤s≤t/2(1−ε) sont deux processus de contact indépendants
de taux de naissance λmin constant, partant respectivement de a et b. Le processus
(βa,s)0≤s≤t/2(1−ε) est un processus de contact, mais pour lequel on a retourné l’axe
temporel dans la construction avec les processus de Poisson. De manière analogue,
on pose
ξ̂xs = {y ∈ Zd : x ∈ ξys ◦ θt−s}.
La loi de (ξ̂xs )0≤s≤t/2 cöıncide avec la loi de (ξ
x
s )0≤s≤t/2. On s’appuie sur les re-
marques suivantes :
– Si a ∈ ξ0εt/2, que αa,(1−ε)t/2 ∩ βb,(1−ε)t/2 6= ∅ et que b ∈ ξ̂xεt/2, alors x ∈ ξ0t .
– Si x ∈ ξZdt , alors ξ̂xt/2 est non-vide.
























t 6= ∅, x ∈ ξZ
d
t \ξ0t ) ≤ P̃λ(ξ0t/2 6= ∅, ξ̂xt/2 6= ∅, ξ0t/2 ∩ ξ̂xt/2 = ∅)(48)




















Pour chaque couple (a, b) apparaissant dans S, on a ‖a−b‖ ≤ ‖a‖+‖b−x‖+‖x‖ ≤
αt/4 + αt/4 + αt/2 = αt, ce qui permet d’utiliser (47), et donne l’existence de
constantes A,B,C′ > 0 telles que
S ≤ C′(1 + αt/4)2dA exp(−B(1 − ε)t/2).
En retournant à nouveau le temps, on voit que P̃λ(Ê
x) = P̃x.λ(E
0) ; il suffit donc
de contrôler P̃λ(E
0) uniformément en λ. Posons
E1 = {ξ0t/2 6= ∅}\{∃a ∈ Zd : a ∈ ξ0εt/2, αa,(1−ε)t/2 6= ∅}.
On a P̃λ(E
0) ≤ P̃λ(E1) + P̃λ(ξ0εt/2 6⊂ B0αt/4). D’après le choix de ε et l’inégalité (8),
on a
∀λ ∈ Λ ∀t ≥ 0 P̃λ(ξ0εt/2 6⊂ B(0, αt/4)) ≤ A exp(−Bεt/2).
À l’aide du lemme 6.3 de redémarrage, on voit que
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Supposons donc que uK ≤ εt/2 et que ξ0t/2 6= ∅ : zK est donc bien défini et on a
τ ′zK ◦ θuK = +∞. Ainsi, il existe une branche d’infection infinie dans le processus
couplé en environnement λmin partant de ξ
0
uK . Cette branche contient au moins un
point a ∈ ξ0(1−ε)t/2. Par construction a ∈ ξ0(1−ε)t/2 et αa,(1−ε)t/2 6= ∅, ce qui achève
la preuve de (45). 





t 6= ∅, ξ̂xt 6= ∅, ξ0t ∩ ξ̂xt = ∅) = 0,
ce qui est l’ingrédient essentiel de la preuve du théorème 2.4 de convergence complète.
On pourra se reporter à l’article de Durrett [17] pour les détails de la preuve dans
le cas du processus de contact classique.
Appendice : preuve des théorèmes ergodiques presque
sous-additifs 5.2 et 5.3
Démonstration du théorème 5.2. Posons ap = C
1/α
p et un = E[fn] : on a pour tous
n, p ∈ N E[r+n,p] ≤ (E[(r+n,p)α])1/α ≤ C
1/α
p = ap, d’où
un+p ≤ un + up + E[gp] − E[rn,p] ≤ un + up + E[gp] + ap.
Le terme général d’une série convergente tend vers 0, donc Cp = o(p
α), soit ap =
o(p). Comme an+E[gn]n tend vers 0, la convergence de un/n est classique (voir par
exemple Derriennic [11]). La limite µ est finie car un ≥ cn pour tout n.
On va montrer que f = lim
n→+∞
fn
n domine stochastiquement une variable
aléatoire dont l’espérance dépasse µ.
Pour toute variable aléatoireX , on note L(X) sa loi sous P. On note K l’ensemble
des mesures de probabilités sur RN
∗
+ dont toutes les lois marginales m vérifient :
∀t > 0 m(]t,+∞[) ≤ P(f1 + g1 > t/2) + C1(2/t)α.
On définit, pour tout k ≥ 1,
∆k = fk+1 − fk,
et on note ∆ le processus ∆ = (∆k)k≥1. Pour tout k ∈ N, la sous-additivité assure
que ∆k ≤ (f1 + g1) ◦ θk + rk,1, donc, pour tout t > 0,
P(∆k > t) ≤ P((f1 + g1) ◦ θk > t/2) + P(r+k,1 > t/2)
≤ P(f1 + g1 > t/2) + C1(2/t)α.
Ceci assure que ∆ ∈ K.
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Comme K est convexe et invariant par s, la suite (Ln)n≥1 prend ses valeurs dans




















Posons Mk = sup
n≥1
1
n |E[fn+k+1] − E[fk+1]|. La convergence de un/n entrâıne que
Mk est fini. De même, par presque sous-additivité,
∫



















2π+k (x) dLn(x) + |
∫
πk(x) dLn(x)|
≤ Mk + 2E[f+1 ] + 2E[g+1 ] + 2a1.
Soit K′ l’ensemble des loism sur RN∗ tel que pour tout k,
∫
|πk| dm ≤ 2Mk+E[f+1 ]+
E[g+1 ] + a1. L’ensemble K′ est compact pour la topologie de la convergence en loi
et la suite (Ln)n≥1 prend ses valeurs dans K′. Soit donc γ un point d’accumulation
de (Ln)n≥1 et (nk)k≥1 une suite d’indices telle que Lnk =⇒ γ. Par construction, γ
est invariante par le shift s.
Maintenant, la suite des lois de la première coordonnée π1(x) sous (Lnk)k≥0
converge faiblement vers la loi de la première coordonnée sous γ. Par ailleurs, par
définition de K, cette famille de lois a une partie positive uniformément intégrable,
donc
∫
π+1 dγ = lim
∫
π+1 dLnk . Cependant, le lemme de Fatou nous dit que
∫
π−1 dγ ≤ lim
k→+∞
Eπ−1 dLnk , d’où finalement
∫
π1 dγ ≥ lim
k→+∞
∫
π1 dLnk = µ.
Soit Y = (Yk)k≥1 un processus de loi γ. Comme γ est invariante par le shift s, le
théorème de Birkhoff nous dit que la suite ( 1n
∑n
k=1 Yk)n≥1 converge p.s. vers une
variable aléatoire réelle Y∞, qui vérifie donc E(Y∞) =
∫
π1 dγ ≥ µ.




nfn. On va montrer que pour tout a ∈ R, P(Y∞ > a) ≤ P(f > a). Par
continuité à droite, il suffit d’obtenir l’inégalité pour a dans une partie dense de R.
On supposera donc que a est un point de continuité de la loi de f .
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D’où
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Enfin














































étant donné que gi/i tend presque sûrement vers 0. Faisant alors tendre ε vers zéro,
on obtient








= P(f > a).































p tend presque sûrement vers 0 lorsque p tend vers l’infini. Comme
fn+p ≤ fn + fp ◦ θn + gp ◦ θn + r+n,p, en divisant par n + p et en faisant tendre p
vers +∞, il vient que
f ≤ f ◦ θn p.s.
Comme θn laisse P invariante, on en déduit classiquement que f est invariante par
θn. 
Remarques Dans le présent article, il n’est pas fait usage de la possibilité de
prendre gp non nul. Dans le cas où les (gp) ne sont pas nuls mais où les rn,p sont,
en revanche, nuls, on obtient un résultat qui ressemble beaucoup au théorème 3 de
Schürger [34]. Comme Schürger [33], nous reprenons le procédé de couplage avec un
processus “stationnarisé” initié par Durrett [13] et popularisé par Liggett [28]. Ici, le
raisonnement est raffiné en établissant directectement une comparaison stochastique
de la variable aléatoire Y , et non du processus (Yn)n≥1 dont elle est la limite
inférieure.
Dans la plupart des théorèmes ergodiques presque sous-additifs existants, la
convergence presque sûre requiert des conditions assez fortes (du type stationnarité
en loi) du défaut de sous-additivité. Ici, en revanche, on obtient un comportement
presque sûr en considérant une condition sur les moments (d’ordre supérieur à 1) du
défaut de sous-additivité. A contrario, on sait qu’un contrôle du moment d’ordre
1 du défaut de sous-additivité n’est pas suffisant pour obtenir un comportement
presque sûr (voir la remarque de Derriennic [11] et le contre-exemple de Derriennic
et Hachem [12]).
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0 ≤ r ≤ k − 1 :
















+ (fr + gr) ◦ θnk + r+nk,r
Comme θk laisse P invariante, le théorème de Birkhoff nous donne la convergence














où Ik est la tribu des invariants par θk. Contrôlons maintenant les termes résiduels.
Comme la famille finie ((fr + gr))0≤r≤k−1 est équi-intégrable et que θk laisse P
invariant, la famille ( sup
0≤r≤k−1
(fr + gr) ◦ θnk )n≥1 est équi-intégrable, ce qui assure





















< +∞, ce qui entrâıne, comme précédemment, que
r+nk,r/n tend presque sûrement vers 0. Finalement,













. On achève la preuve en faisant tendre k vers +∞.

Remarque Dans le cas où il n’y a pas de défaut de sous-additivité, les hypothèses
du théorème 5.3 sont évidemment vérifiées ; on obtient ainsi un théorème ergodique
sous-addititif qui ressemble beaucoup à celui de Liggett [28] sans toutefois lui être
strictement comparable, au sens où aucun des deux n’entrâıne l’autre.
En effet, prolongeant une remarque faite par Kingman dans son cours de Saint-
Flour [26] (page 178), on peut noter que l’hypothèse de l’article original de Kingman,
à savoir la stationnarité du processus doublement indexé (Xs,t)s≥0,t≥0, peut être
affaiblie de deux manières :
– Soit en supposant que pour tout k, le processus (X(r−1)k,rk)r≥1 est stationnaire
– c’est l’hypothèse qui sera utilisée par Liggett [28].
– Soit en supposant que la loi de Xn,n+p ne dépend que de p. Cette hypothèse,
suggérée par Hammersley et Welsh, est celle que nous faisons ici, ou que fait
Schürger dans [34].
Il faut noter toutefois que dans la preuve de Liggett [28], l’hypothèse spéciale de
stationnarité n’intervient que dans la partie réputée facile du contrôle de la limite
supérieure.
A l’époque, Kingman semble penser que le premier jeu d’hypothèses l’a emporté
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progrès des théorèmes ergodiques sous-additifs – en particulier s’agissant du contrôle
de la limite inférieure – amènent à nuancer cette affirmation.
Les auteurs tiennent à remercier le rapporteur anonyme qui a décelé une erreur
dans une première version de cet article.
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