Existence of global classical solutions of a class of reaction-diffusion systems with chemotactic terms is demonstrated. This class contains a system of equations derived recently as a continuous limit of the stochastic discrete cellular Potts model. This provides mathematical justification for using numerical solutions of this system for modeling cellular motion in a chemotactic field.
Introduction
Continuous limits of microscopic models of biological systems based on point-wise cell representations were extensively studied over the past 30 years. In particular, classical Keller-Segel PDE model has been derived from a discrete model with point-wise cells undergoing random walk in chemotactic field. This model was studied among others in [1, 2] . It is known that in this model, under certain conditions, a blow up of a solution may occur in finite time [3, 4] . To avoid this, various modifications of the Keller-Segel model have been introduced (see, e.g. [5] [6] [7] and the references therein). A new system of macroscopic nonlinear reaction-diffusion equations has been derived recently in [8] from the stochastic discrete cellular Potts model (CPM) with extended cell representation. This system can be written in the form:
(1)
Here u is the fraction of volume occupied by cells and v denotes the concentration of the chemical, whereas
The constants χ 0 , d, a and γ have the obvious physical interpretation. This system is considered in a bounded domain Ω ⊂ R 2 with ∂Ω ∈ C 2+η , η ∈ (0, 1), subject to the initial and boundary conditions
where ν = ν(x) denotes the outward unit normal to ∂Ω. Let us note that the coefficient Γ (u) ∞ as u 1. We will show that this prevents the blow up of solutions. A very good agreement was shown in [8] between Monte Carlo simulations of the microscopic CPM and numerical solutions of Eqs. (1)- (2) . Combination of microscopic and macroscopic models like system (1)-(2) can be used to simulate growth of structures similar to early vascular networks [8] . In this paper we show the global in time existence of classical solutions to a generalization of system (1)- (2). This provides a mathematical justification for using numerical solutions of system (1)- (2) for biological modeling. The proof is based (modulo slight modifications) on the method described in [9] .
Global existence of solutions
In this section we show the existence of a global in time solution for the following system
where Ω is a bounded domain in R n , with the initial-boundary conditions
H0
As one can see from assumptions H1-H4, system (5)- (6) is more general than the system considered in the paper [9] . Among others, it includes a nonlinear term g(u, v) describing cell proliferation. 4 , ε 2 } then the thesis of the lemma holds. (5)- (6), (7).
Lemma 1. Assume H4. Then there exists a constant K
> 0 such that, for all u ∈ [0, 1), Γ (u) ≥ K 1 (1−u) α . Proof. Let ε 4 = inf u∈(0,1−ε 3 ) Γ (u)(1 − u) α . If K = min{ε
Lemma 2 (See Lemma 3.1 in [9]). Let hypotheses
Proof. Let ω = (u, v). Then system (5)- (6), (7) can be written as
T . We can extend all the considered functions to the set
Thus the local existence and conditions for the global existence of solutions to this system follow e.g. from Theorem 7.3 and Corollary 9.3 in [10] , Theorem 5.2 in [11] or Theorem 14.6 in [12] . The solution exists globally, if (u(t, x), v(t, x) ), x ∈ Ω, does not reach the boundary of G for any finite t > 0. According to H1-H3 we can prove that, as long as the solution exists, u(t, x) ≥ 0 and v(t, x) ≥ 0 for all x ∈ Ω. To do this, we can either use the comparison principle for diagonal parabolic systems (if we treat the function v in the equation for u as given, due to the fact that χ ,v (0, v) = 0) or use Theorem 15.1 of [12] as in [7] . Moreover, according to H2, v(t, x) is bounded from above, as long as u L ∞ ≤ 1, by a constant c v = max{sup x∈Ω v 0 (x), V }. Thus the sufficient condition for the existence of the global classical solution is that u is bounded away from 1. Proof. It is easy to note that by appropriate scaling we can obtain a system in a region Ω satisfying |Ω| = 1 and such that Γ (u) ≥ (1 − u) −α for u ∈ [0, 1). The proof of the theorem is based on the proof of Theorem 1.1 from [9] . Let us consider the auxiliary scalar equation
where b ∈ L ∞ ((0, ∞) × Ω) is a given function. Below, we will use the following lemma. 
