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Fachbereich Mathematik-Informatik, Universitat Paderborn, D-33095 Paderborn, Germany
Abstract
Subresultants and polynomial remainder sequences are an important tool in polynomial com-
puter algebra. In this survey, we sketch the history, formalize a uni.ed framework for the various
notions, derive a number of results from the early 1970s within our framework, and report on
implementations.
c© 2002 Published by Elsevier Science B.V.
1. Introduction
1.1. Historical context
The Euclidean Algorithm was .rst documented in Euclid’s Elements around 300
BC, but is presumably quite a bit older. According to Knuth [27, Section 4.5.2], we
might call Euclid’s method the granddaddy of all algorithms, because it is the oldest
nontrivial algorithm that has survived to the present day. It executes division with
remainder of integers repeatedly until the remainder becomes zero. With inputs 13 and
9 it performs the following:
13 = 1×9 + 4,
4 = 4×1 + 0.
9 = 2×4 + 1 ,
This allows us to compute the greatest common divisor (gcd) of two integers as the
last nonvanishing remainder. In the example, the gcd of 13 and 9 is computed as 1.
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When the concept of polynomials started to evolve, geometers wanted a method
to .nd the common roots of two polynomials. In 1567, Pedro Nunes (or Nun˜ez)
described the division with remainder of polynomials, of course limited by the con-
temporary concepts to speci.c degrees, 3 and 1 in his case, and positive coeBcients.
Simon Stevin was the .rst to apply the Euclidean Algorithm to polynomials, in 1585.
In 1707, Newton showed that the method always works in Q[x].
In this example f= x3 + 2x2 − x − 2 and g=2x2 − 2x − 4 have a greatest common
divisor 4x + 4, and therefore the only common root is −1. The Euclidean Algorithm
computes all common roots (in an algebraically closed extension such as C). Is there a
simpler way of telling whether f and g have at least one common root? Thus the goal
is to .nd an indicator for common roots without using any division with remainder.
The key was found in 1748 by Euler, and later by BGezout. They were looking for
a resultant of f and g as a polynomial in the coeBcients of f and g that vanishes
if and only if f and g have a common root. In his 1764 paper, BGezout coined the
word 8equation r8esultante and was the .rst to .nd a matrix whose determinant is the
resultant. The entries of this B8ezout matrix are bilinear functions of the coeBcients of
f and g. Today one often uses the matrix discovered by Sylvester in 1840, known as
the Sylvester matrix. Its entries are simply coeBcients of the polynomials f and g.
Sylvester generalized his de.nition and introduced what we now call subresultants as
determinants of certain submatrices of his Sylvester matrix. They are nonzero if and
only if the corresponding degree appears as a degree of a remainder of the Euclidean
Algorithm.
These indicators, in particular the resultant, also work for polynomials in Z[x]. But it
is in general not possible to apply the Euclidean Algorithm to f and g in Z[x] without
leaving Z[x], as illustrated in the example above, since division with remainder is not
always de.ned in Z[x], although the gcd is. In the example it is x + 1.
However, in 1836 Jacobi found a way out. He introduced pseudo-division: he mul-
tiplied f with a certain power of the leading coeBcient of g before performing the
division with remainder. This is always possible in Z[x]. So using pseudo-division in-
stead of division with remainder in every step in the Euclidean Algorithm yields an
algorithm with all intermediate results in Z[x].
About 40 years later Kronecker investigated the Laurent series in x−1 of g=f for
two polynomials f and g. He considered the determinants of a matrix whose entries are
the coeBcients of the Laurent series of g=f. He obtained the same results as Sylvester,
namely that these determinants are nonzero if and only if the corresponding degree
appears in the degree sequence of the Euclidean Algorithm. Furthermore, Kronecker
gave a direct way to compute low degree polynomials s, t and r with sf+ t g= r via
determinants of matrices derived again from the Laurant series of g=f, and showed that
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these polynomials are essentially the only ones. He also proved that the polynomial
r, if nonzero, agrees with a remainder in the Euclidean Algorithm, up to a constant
multiple. This was the .rst occurrence of polynomial subresultants.
Starting in the 1960s, people built early computer algebra systems like PM and
ALPAK, and gcd computations were an important test problem, indispensable for sim-
pli.cation of rational functions. However, using pseudo-division in every step of the
Euclidean Algorithm causes exponential coeBcient growth. This was suspected in the
late 1960s. Collins [8, p. 139], explains that the ith intermediate coeBcients are ap-
proximately longer by a factor of (1 +
√
2)i than the input coeBcients, and writes:
Thus, for the Euclidean algorithm, the lengths of the coe;cients increases exponen-
tially. In Brown and Traub [6] we .nd: Although the Euclidean polynomial remainder
sequences (PRS) algorithm is easy to state, it is thoroughly impractical since the co-
e;cients grow exponentially. An exponential upper bound is in Knuth [27, Eq. (27) in
4.6.1]: Thus the upper bound [: : :] would be approximately N 0:5(2:414)
n
and experiments
show that the simple algorithm does in fact have this behavior; the number of digits
in the coe;cients grows exponentially at each step! An exponential lower bound is
in Yap [48, 3.3.3] and we provide in Theorem 7.3 a more precise lower bound that
essentially matches Collins’ and Knuth’s upper bound.
One way out of this exponential trap is to make every intermediate result primitive,
that is, to divide the remainders by the greatest common divisors of their coeBcients,
the so-called content. However, computing the content was considered to be quite
expensive, especially for multivariate polynomials, and one would like to .nd divisors
of the content without any gcd computation. Around 1970, .rst Collins and then Brown
and Traub reinvented the polynomial subresultants as determinants of a certain variant
of the Sylvester matrix; Habicht had considered them in 1948. Collins and Brown &
Traub showed that they agree with the remainders of the Euclidean Algorithm up to
constant factors. They gave simple formulas to compute these factors and introduced
the concept of polynomial remainder sequences (PRS), generalizing the concept of
Jacobi. The .nal result is the subresultant PRS that features linear coeBcient growth
with intermediate results in Z[x]. Collins’ motivation for introducing these variants of
Euclid’s algorithm was the unsatisfactory performance of the primitive PRS in practice.
An unexpected observation in our experiments is that, with current computer algebra
software and on our examples, the primitive PRS is the fastest.
It is interesting to note that in a single division, say with random inputs, one cannot
do much better that Jacobi’s pseudo-division in trying to keep the remainder integral.
But the results in Euclid’s algorithm are so highly dependent that there are always
large factors that can be extracted. This is drastically illustrated in the examples of
Section 4.
Since then four further concepts have come up. On the one hand the fast EEA allows
the direct computation of an arbitrary intermediate result in the Euclidean Algorithm,
for example the gcd. Using the fast O(n log n log log n) multiplication algorithm of
Sch&onhage and Strassen, we can reduce the time to compute such a result from O(n2)
to O(n log2 n log log n) .eld operations (see Strassen [42]). On the other hand, the mod-
ular EEA, introduced by Collins and Brown, is very eBcient. These two topics are not
considered in this survey; for further information we refer to [15, Chaps. 6 and 11].
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Fig. 1. Historical evolution.
A third question concerns the numerical stability of Euclid’s algorithm, and .nally a
fairly recent topic is that of the “approximate gcd” of two polynomials whose coef-
.cients are only given approximately. We do not discuss these areas either. Fig. 1
illustrates the historical evolution.
1.2. Outline
After introducing the notation and some well-known facts in Section 2, we start
with an overview and comparison of various de.nitions of subresultants in Section 3.
Mulders [35] describes an error in software implementations of an integration algorithm
which was due to a confusion caused by these various de.nitions. It turns out that there
are essentially two diSerent notions: The scalar and the polynomial subresultants. We
determine how they are related to each other. In the remainder of this work we will
mainly consider the scalar subresultants.
In Section 4 we give a formal de.nition of polynomial remainder sequences and de-
rive the most famous ones as special cases of our general notion. The relation between
polynomial remainder sequences and subresultants is exhibited in the Fundamental The-
orem 5.3 in Section 5. It uni.es many results in the literature on various types of PRSs.
In Section 6 we apply it to the various types of polynomial remainder sequences. This
yields a collection of results from [7–10,4–6,31,15], often with simpli.cation in the
statements and proofs.
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Finally, we report on implementations of the various polynomial remainder se-
quences. We analyze the coeBcient growth and the running time of the various PRS
in Section 7, and compare their running times in Section 8. It turns out that computing
the content is quite fast for random inputs, and that the primitive PRS behaves much
better than expected. However, this is not meant to suggest these algorithms as a prac-
tical alternative. In most situations, the modular algorithms will outperform the PRSs
discussed in this survey. Experimental data can be found in [15, Section 6.13].
All examples in this paper are from Z[x], but the methods apply equally well to
multivariate polyomials, and are even more useful there. We choose integer examples
because they are more concise to specify.
2. Foundations
We refer to [24,15, Sections 3.1 and 25.5] for the notation and fundamental facts
about greatest common divisors and determinants.
2.1. Polynomials
Let R be a ring. Throughout this paper, this always means a commutative ring
with 1. A basic tool in computer algebra is division with remainder. For given poly-
nomials f and g in R[x] the task is to .nd polynomials q and r in R[x] with
f= qg+ r and deg r ¡ deg g: (1)
Unfortunately, such q and r do not always exist.
Example 2.2. It is not possible to divide x2 by 2x+3 with remainder in Z[x] because
x2 = (ux + v)(2x + 3) + r with u; v; r ∈Q has the unique solution u= 12 , v=0 and
r= − 32 , which is not in Z.
If de.ned and unique we call q=f quo g the quotient and r=f rem g the remainder.
A ring with a length function (like the degree of polynomials) and where division with
remainder is always de.ned is a Euclidean domain. R[x] is a Euclidean domain if and
only if R is a .eld. A solution of (1) is not necessarily unique if the leading coeBcient
lc(g) of g is a zero divisor.
Example 2.3. Let R=Z8 and consider f=4x2 + 2x and g=2x + 1. With
q1 = 2x; r1 = 0;
q2 = 2x + 4; r2 = 4;
we have two distinct solutions (q1; r1) and (q2; r2) of (1).
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A way to get solutions for all commutative rings is the general pseudo division
which allows multiplication of f by a nonzero ring element :
f = qg+ r; deg r ¡ deg g: (2)
If n=degf, m=deg g, and = lc(g)n−m+1, then this is the (classical) pseudo division
as proposed in Jacobi [25]. If lc(g) is not a zero divisor, then (2) with = lc(g)n−m+1
always has a unique solution in R[x]. We call q=f pquo g the pseudo quotient and
r=f prem g the pseudo remainder.
Example 2.2 (Continued). For x2 and 2x + 3 we get the pseudo division
22 · x2 = (2x − 3)(2x + 3) + 9:
A simple computation shows that we cannot choose =2.
Lemma 2.4. Let f; g∈R[x] have degrees n; m, respectively, and g =0.
(i) Pseudo division always yields a solution of (2) in R[x].
(ii) If lc(g) is not a zero divisor, then any solution of (2) has deg q= n− m.
(iii) Let ∈R be such that (2) has a solution (q; r). Then (2) has exactly one solution
if and only if lc(g) is not a zero divisor.
Proof. (i) We prove the claim by induction on n=degf. For n¡m=deg g we have
the solution q=0 and r=f. Now assume that n¿m, and let f∗= gmf − fnxn−mg
where fn and gm are the leading coeBcients of f and g, respectively. Then
gn−m+1m f = (fng
n−m
m x
n−m)g+ gn−mm f
∗:
Now degf∗¡degf, and by the induction hypothesis there exist q∗ and r∗ in R[x]
with
g(n−1)−m+1m f
∗ = q∗g+ r∗ and deg r∗ ¡ deg g:
Therefore q=fngn−mm x
n−m + q∗ and r= r∗ give a solution of (2).
(ii) Let (q; r) be a solution of (2). Since deg r¡deg g and lc(g) is not a zero divisor,
we have
n = degf = deg qg = deg q+ deg g = deg q+ m:
(iii) Let ∈R and (q; r) be a solution of (2). For “⇐”, we suppose that lc(g)= gm
is not a zero divisor, and that (q1; r1) is also a solution of (2). We have
f = q1g+ r1 = q2g+ r2;
and claim that (q1; r1)= (q; r). Since q1 = q implies r1 = r, we may assume that q1 = q.
Then lc(q1 − q) is nonzero, and hence also lc(q1 − q) · gm. Thus
m = deg g6 deg(q1 − q) + deg g = deg((q1 − q)g) = deg(r − r1) ¡ m:
This contradiction proves our claim.
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For “⇒”, we assume lc(g)= gm to be a zero divisor, and let ∈R be nonzero with
gm=0. Then for q1 = q+  and r1 = r − g we have
q1g+ r1 = (q+ )g− g+ r = qg+ r = f
and deg r1¡deg g. Thus (q1; r1) is another solution of (2).
2.2. Extended Euclidean Algorithm (EEA)
We use the notation for the EEA from [15, Chap. 3], with remainders ri, quotients
qi and BGezout coeBcients si and ti, for 06i6l.
Example 2.5. The (classical) Extended Euclidean Scheme of the two polynomials f=
9x6 − 27x4 − 27x3 + 72x2 + 18x − 45 and g=3x4 − 4x2 − 9x + 21 in Q[x] is:
i ri qi
0 9x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3x4 − 4x2 − 9x + 21 3x2 − 5
2 −11x2 − 27x + 60 − 311x2 + 81121x − 36831331
3 −164 8801331 x +
248 931
1331
14 641
164 880x +
1063 321 259
3 010 601 600
4 −1 959 126 851335 622 400
55 337 421 312 000
2 607 597 838 681 x +
83 546 819 654 400
2 607 597 838 681
5 0
i si ti
0 1 0
1 0 1
2 1 −3x2 + 5
3 11331 (363x
2 − 891x + 3683) 91331 (−121x4 + 297x3 − 1026x2
−495x + 2194)
4 13313 020 601 600 (−54 960x3 1331335 622 400 (18 320x5 + 27 659x4 − 22 923x3
−82 977x2 − 22 831x + 58 823) −65 706x2 − 35 075x − 56 086)
5 335 622 4001 959 126 851 · g −335 622 4001 959 126 851 · f
So the Euclidean length of (f; g) is l=4. Since r4 ∈Q is a unit, the gcd of f and
g is 1.
In general, (deg r0; : : : ; deg rl) is the degree sequence; in the example it is (6; 4; 2;
1; 0).
We have deg ri+deg ti¡degf, and thus ri = sif+ti g is a “small” linear combination
of f and g with “small” coeBcients. The following theorem, basically due to Kronecker
206 J. von zur Gathen, T. Lucking / Theoretical Computer Science 297 (2003) 199–239
[29], says that the entries of the EEA are essentially the only way to get such a small
linear combination. It was already textbook material early last century, as in Boˆcher
[3, Chap. XV, Theorem 4]. See also Knuth [26, Exercise 4.6.1–26], and the uniqueness
Lemma 5.15 in [15].
Unique Representation Theorem 2.6. Let F be a ?eld, f; g; r; s; t ∈F[x] with r= sf+
t g and t =0, and suppose that
deg r + deg t ¡ n = degf:
Moreover, let ri; si; ti for 06i6l + 1 be the rows of the EEA for the pair (f; g).
If we de?ne 16j6l + 1 by
deg rj6deg r ¡ deg rj−1;
then there exists a nonzero ∈F[x] such that
r = rj; s = sj; t = tj:
3. Various notions of subresultants
Throughout the following we have a commutative ring R and two polynomials
f =
∑
06j6n
fjxj; g =
∑
06j6m
gjxj ∈ R[x]
of degrees n, m, respectively.
3.1. The Sylvester matrix
The various de.nitions of the subresultant are based on the Sylvester matrix. We
.rst take a look at the historical motivation for this special matrix. Our goal is to
decide whether two polynomials f and g have a nontrivial common factor. To .nd an
answer to this question, Euler [13] and BGezout [1] introduced the (classical) resultant
that vanishes if (and only if) this is true. BGezout also succeeded in .nding a matrix
whose determinant is equal to the resultant, today called the B8ezout matrix, but we
will follow the elegant derivation in Sylvester [44]. The two linear equations
fnxn + fn−1xn−1 + · · ·+ f1x1 + f0x0 = 0;
gmxm + gm−1xm−1 + · · ·+ g1x1 + g0x0 = 0
in the indeterminates x0; : : : ; xn are satis.ed if xj = j for all j, where  is a common root
of f and g. For n ¿ 1 there are many more solutions of these two linear equations
in many variables, but Sylvester eliminates those unwanted solutions by adding the
(m−1)+(n−1) linear equations that correspond to the following additional conditions,
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which clearly hold for actual roots:
xf(x) = 0; : : : ; xm−1f(x) = 0;
xg(x) = 0; : : : ; xn−1g(x) = 0:
These equations give a total of n+m linear relations among the variables xm+n−1; : : : ; x0:
fnxm+n−1 + · · · + f0xm−1 = 0;
...
fnxn + fn−1xn−1 + · · · + f0x0 = 0;
gmxm+n−1 + · · · + g0xn−1 = 0;
...
gmxm + gm−1xm−1 + · · · + g0x0 = 0:
Clearly xj = j gives a solution for any common root  of f and g, but the point is
that (essentially) the converse also holds: a solution of the linear equations gives a
common root (or factor). The (n + m)× (n + m) matrix, consisting of coeBcients of
f and g, that belongs to this system of linear equations is often called the Sylvester
matrix. We follow [15, Section 6.3], and take its transpose.
De&nition 3.1. The (n+ m)× (n+ m) matrix
Syl(f; g) =


fn
fn−1 fn
...
...
. . .
...
... fn
...
... fn−1
...
...
...
f0
...
...
f0
...
. . .
...
f0︸ ︷︷ ︸
m
gm
gm−1 gm
...
...
. . .
g1
...
. . .
g0
...
. . .
g0 gm
. . .
...
. . .
...
. . .
...
g0︸ ︷︷ ︸


n
is the Sylvester matrix of f and g.
Remark 3.2. Multiplying the (n+m− j)th row by xj and adding it to the last row for
16j¡n+ m, we get the (n+ m)× (n+ m) matrix
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Syl∗(f; g) =


fn
fn−1 fn
...
...
. . .
...
... fn
...
... fn−1
...
...
...
f0
...
...
f0
...
. . . f1
xm−1f · · · · · · f︸ ︷︷ ︸
m
gm
gm−1 gm
...
...
. . .
g1
...
. . .
g0
...
. . .
g0 gm
. . .
...
. . .
...
. . . g1
xn−1g · · · · · · · · · · · · g︸ ︷︷ ︸


n
By the linearity of the determinant, det(Syl(f; g))= det(Syl∗(f; g)).
Resultants occur in Biermann [2], Gordan [18], and Haskell [20]. Computations for
both the univariate and multivariate case are discussed in Collins [9].
3.2. The scalar subresultant
We want to determine which numbers appear in the degree sequence of the EEA.
Scalar subresultants provide a solution.
De&nition 3.3. For 06k¡n, the determinant k(f; g)∈R of the (m+ n− 2k)× (m+
n− 2k) matrix
Sk(f; g) =


fn
fn−1 fn
...
. . .
fn−m+k+1 · · · · · · fn
...
...
fk+1 · · · · · · fm
...
...
...
...
f2k−m+1 · · · · · · fk︸ ︷︷ ︸
m−k
gm
gm−1 gm
...
. . .
gk+1 · · · · · · gm
...
. . .
gm−n+k+1 · · · · · · · · · · · · gm
...
...
...
...
g2k−n+1 · · · · · · · · · · · · gk︸ ︷︷ ︸


n−k
is called the kth (scalar) subresultant of f and g. By convention an fj or gj with
j¡0 is zero. If f and g are clear from the context, then we write Sk and k instead
of Sk(f; g) and k(f; g).
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Sylvester [44] already contains an explicit description of the (scalar) subresultants.
They occur in Trudi [45], and Kronecker [29] gives a diSerent but equivalent de.ni-
tion; see also Netto [36,37]. Householder [23] calls them bigradients and uses them
in the Routh–Hurwitz problem of determining whether each complex root of a given
polynomial has negative real part. This problem is intimately connected with stable
dynamic systems. In Habicht [19, p. 104], k is called Nebenresultante (minor resul-
tant) for polynomials f and g of degrees n and n − 1. The de.nition is also in von
zur Gathen [14] and is used in [15, Section 6.10].
Remark 3.4. (i) S0 =Syl(f; g) and therefore 0 = det(S0) is the resultant.
(ii) m = gn−mm .
(iii) Sk is the matrix obtained from the Sylvester matrix by deleting the last 2k rows
and the last k columns with coeBcients of f, and the last k columns with coeBcients
of g.
(iv) Sk is a submatrix of Si if k¿i.
3.3. The polynomial subresultant
Two slightly diSerent descriptions of polynomial subresultants are in the literature.
The .rst one is from Collins [8, p. 129], and the second one is from Brown and Traub
[6, p. 507], and also in Zippel [49, Chap. 9.3]. They yield polynomials that are related
to the intermediate results in the EEA. We compare the two de.nitions and show their
relation to scalar subresultants. In the remainder of this text we then focus on scalar
subresultants.
De&nition 3.5. Let Mik =Mik(f; g) be the (n + m − 2k)× (n + m − 2k) submatrix of
Syl(f; g) obtained by deleting the last k of the m columns of coeBcients of f, the
last k of the n columns of coeBcients of g and the last 2k + 1 rows except row
(n+ m− i − k), for 06k6m and 06i6n:
Mik =


fn gm
fn−1 fn gm−1 gm
...
. . .
...
. . .
... fn
...
. . .
...
...
... gm
...
...
...
...
f2k−m+2 fk+1 g2k−n+2 gk+1
fi+k−m+1 · · · · · · fi gi+k−n+1 · · · · · · · · · gi


:
The polynomial Rk(f; g)=
∑
06i6n det(Mik)x
i ∈R[x] is called the kth polynomial sub-
resultant of f and g.
Actually, Collins [8] de.ned it via the transposed matrix. If f and g are clear
from the context, then we write Rk instead of Rk(f; g). We note that det(Mik)= 0 if
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i¿k, since then the last row of Mik is identical to the (n + m − i − k)th row. Thus
Rk =
∑
06i6k det(Mik)x
i.
Remark 3.6. (i) M00 =Syl(f; g) and therefore R0 = det(M00) is the resultant.
(ii) Remark 3.4(i) implies that 0 =R0.
De&nition 3.7. We consider the determinant Zk(f; g)= det(M∗k )∈R[x] of the (n+m−
2k)× (n+ m− 2k) matrix
M∗k =


fn gm
fn−1 fn gm−1 gm
...
. . .
...
. . .
... fn
...
. . .
...
...
... gm
...
...
...
...
f2k−m+2 fk+1 g2k−n+2 gk+1
xm−k−1f · · · · · · f xn−k−1g · · · · · · · · · g


:
If f and g are clear from the context, then we write Zk for short instead of Zk(f; g).
We note that M∗k is a submatrix of Syl
∗(f; g).
Table 1 indicates some of the literature concerning these notions. Of course, there
is a much larger body of work about the special case of the resultant, which we do
not quote here.
3.4. Comparison of the various de?nitions
As in Brown and Traub [6, p. 508] and Geddes et al. [17, Section 7.3], we .rst
prove the following theorem which shows that the de.nitions in Collins [8] and Brown
and Traub [6] describe the same polynomial.
Theorem 3.8. Let 16k6l.
(i) If k =0, then k is the leading coe;cient of Rk . Otherwise, degRk¡k.
(ii) Rk =Zk .
Proof. (i) Since the coeBcient of xk in Rk is det(Mkk)= det(Sk)= k , the .rst claim
follows.
(ii) By linearity of the determinant, the claim follows from∑
06i6n
xi(fi+k−m+1; : : : ; fi; gi+k−n+1; : : : ; gi)T
= (xm−k−1f(x); : : : ; f(x); xn−k−1g(x); : : : ; g(x))T:
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Table 1
The various subresultants
Notion References
k(f; g)= det(Sk)∈R Sylvester [44], Trudi [45], Kronecker [29],
Gordan [18], Habicht [19],
Householder [23], von zur Gathen [14],
Uteshev and Cherkasov [46],
von zur Gathen and Gerhard [15]
Rk(f; g)=
∑
06i6n det(Mik)x
i Jacobi [25], Collins [7,8], Loos [33],
Geddes et al. [17], Ho and Yap [21],
Winkler [47], Hong [22],
Ducos [12], Lombardi et al. [32],
Yap [18]
Zk(f; g)= det(M∗k )∈R[x] Brown [4], Brown and Traub [6],
Zippel [49], Lickteig and Roy [30,31],
Reischert [40]
Remark 3.9. Laplace expansion of Zk along the last column of M∗k yields two poly-
nomials s, t ∈R[x] with deg s¡m− k, deg t¡n− k and sf + tg=Zk =Rk .
This observation is due to Brown and Traub [6, p. 507f]; see also Zippel
[49, Chap. 9.3].
The essential property of the subresultants is that they characterize the degree se-
quence; for a proof, see e.g. [15, Section 6.10].
Theorem 3.10. Let f and g be polynomials over a ?eld F of degrees n0¿n1¿0,
respectively, let ni =deg ri for 06i6l be the degrees in the Euclidean Scheme, and
let 06k¡n1. Then
k = 0⇐⇒ ∃i6l k = ni:
The following result is already in Trudi [45]; see Householder [23, Theorem 1].
Proposition 3.11. Let F be a ?eld, f and g in F[x] be polynomials of degree n¿m¿0,
respectively, and let ri, si and ti be the entries in the ith row of the extended Euclidean
scheme, for some i with 16i6l. Moreover, let i = lc(ri) and ni =deg ri. Then
ni
i
· ri = Rni :
Proof. Let 16i6l. Remark 3.9 shows that there exist polynomials s and t of degrees
less than m− ni and n− ni, respectively, with sf + tg=Rni . Furthermore, we have
degRni + deg t6ni + n− ni − 1 ¡ n:
From Theorem 3.10 we know that the leading coeBcient ni of Rni is nonzero. Since F
is a .eld and degRni = ni¡n=degf, we have t =0. Hence, by the Unique
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Representation Theorem 2.6, there exists an ∈F[x] with
s = si; t = ti; Rni = ri; (si)f + (ti)g = ri = Rni :
Furthermore, ni =deg ri =degRni . Comparing leading coeBcients we .nd = ni =i.
Remark 3.12. Let f and g be polynomials over an integral domain R, let F be the
.eld of fractions of R, and consider the Extended Euclidean Scheme of f and g in
F[x]. Then the scalar and the polynomial subresultants are in R and R[x], respectively,
and Proposition 3.11 also holds:
ni
i
· ri = Rni ∈ R[x]:
Note that ri is not necessarily in R[x], and i not necessarily in R.
A careful reading of the proof of Proposition 3.11 also shows the relation between
s; t from Remark 3.9 and the entries of the extended Euclidean scheme.
Remark 3.13. Let 16i6l. Then
s =
ni
i
· si ∈ R[x] and t = nii · ti ∈ R[x]
in the notation of the proof of Proposition 3.11.
The advantage of the scalar subresultants is conceptional: they are simpler than the
polynomial subresultants because they live in R rather than in R[x], but still provide
enough information to build up the required theory.
4. Division rules and polynomial remainder sequences (PRS)
We cannot directly apply the Euclidean Algorithm to polynomials f and g over an
integral domain R since polynomial division with remainder in R[x], which is used in
every step of the Euclidean Algorithm, is not always de.ned. Hence our goal now are
variants of the Euclidean Algorithm that work over an integral domain. We introduce a
generalization of the usual pseudo division, the concept of division rules, which leads
to intermediate results in R[x].
De&nition 4.1. Let R be an integral domain. A one-step division rule is a partial
mapping
R:R[x]2 R2
such that for all (f; g)∈ def (R) there exist q; r ∈R[x] satisfying
(i) R(f; g)= (; ),
(ii) f= qg+ r and deg r¡deg g.
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Recall that def (R)⊆R[x]2 is the domain of de?nition of R, that is, the set of
(f; g)∈R[x]2 at which R is de.ned. In particular, R : def (R)→ R2 is a total map. In
the examples below, we will usually de.ne one-step division rules by starting with a
(total or partial) map R0:R[x]2→—R2 and then taking R to be the maximal one-step
division rule consistent with R0. Thus
def (R) = {(f; g) ∈ R[x]2 : ∃;  ∈ R; ∃q; r ∈ R[x]
(; ) = R0(f; g) and (ii) holds}
and R is R0 restricted to def (R).
Lemma 2.4(iii) says that for all (f; g)∈ def (R), q and r are unique. Furthermore
(f; 0) is never in def (R) (“you can’t divide by zero”), so that
def (R) ⊆ Dmax = R[x]× (R[x]\{0}):
We are particularly interested in one-step division rules R with def (R)=Dmax. In our
examples, (0; g) will always be in def (R) if g =0.
We may consider the usual remainder as a partial function rem :R[x]2→—R[x] with
rem(f; g)= r if there exist q; r ∈R[x] with f= qg+ r and deg r¡deg g, and def (rem)
maximal. Recall from Section 2 the de.nitions of rem, prem and cont.
Example 4.2. Let f and g be polynomials over an integral domain R of degrees n and
m, respectively, and let fn = lc(f), gm = lc(g) =0 be their leading coeBcients. Then
the three most famous types of division rules are as follows:
• classical division rule: R(f; g)= (1; 1),
• monic division rule: R(f; g)= (1; lc(rem(f; g))),
• Sturmian division rule: R(f; g)= (1;−1).
Examples are given below. When R is a .eld, these three division rules have the
largest possible domain of de.nition def (R)=Dmax, but otherwise, it may be smaller;
we will illustrate this in Example 4.7. Hence they do not help us in achieving our goal
of .nding rules with maximal domain Dmax. But there exist two division rules which,
in contrast to the .rst examples, always yield solutions in R[x]:
• pseudo-division rule: R(f; g)= (gn−m+1m ; 1).
In case R is a unique factorization domain, we have the
• primitive division rule: R(f; g)= (gn−m+1m ; cont(prem(f; g))).
For algorithmic purposes, it is then useful for R to be a Euclidean domain.
The disadvantage of the pseudo division rule, however, is that in the Euclidean Al-
gorithm it leads to exponential coeBcient growth; the coeBcients of the intermediate
results are usually enormous, their bit length may be exponential in the bit length of
the input polynomials f and g; see Theorem 7.3 below. If R is a UFD, we get the
smallest intermediate results if we use the primitive division rule, but the computation
of the content in every step of the Euclidean Algorithm seems to be expensive. Collins
[8] already observed this in his experiments. Thus he tries to avoid the computation
of the content and to keep the intermediate results “small” at the same time by us-
ing information from all intermediate results in the EEA, not only the two previous
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remainders. Our concept of one-step division rules does not cover his method. So we
now extend our previous de.nition, and will actually capture all the “recursive” division
rules from [8–10,6,4] under one umbrella.
De&nition 4.3. Let R be an integral domain. A division rule is a partial mapping
R :R[x]2 (R2)∗
associating to (f; g)∈ def (R) a sequence ((2; 2); : : : ; (l+1; l+1)) of arbitrary length
l¿0 such that for all (f; g)∈ def (R) there exist l∈N¿0, q1; : : : ; ql ∈R[x] and r0; : : : ;
rl+1 ∈R[x] satisfying for 26i6l + 1
(i) r0 =f; r1 = g,
(ii) Ri(f; g)= (R(f; g))i =(i; i),
(iii) iri−2 = qi−1ri−1 + iri and deg ri¡deg ri−1.
A division rule where l=1 for all values is the same as a one-step division rule, and
from an arbitrary division rule we can obtain a one-step division rule by projecting
to the .rst coordinate (2; 2) if l¿2. Using Lemma 2.4(iii), we .nd that for all
(f; g)∈ def (R), qi−1 and ri are unique for 26i6l+1. If we have a one-step division
rule R∗ which is de.ned at all (ri−2; ri−1) for 26i6l+ 1 (de.ned recursively), then
we obtain a division rule R by using R∗ in every step:
Ri(f; g) = R∗(ri−2; ri−1) = (; ):
If we truncate R at the .rst coordinate, we get R∗ back. But the notion of division
rules is strictly richer than that of one-step division rules; for example the .rst step in
the reduced division rule below is just the pseudo-division rule, but using the pseudo-
division rule repeatedly does not yield the reduced division rule.
Example 4.2 (Continued). Let f= r0; g= r1 ∈R[x] be polynomials of degrees n0¿n1,
respectively, and let 0 = lc(r0) and 1 = lc(r1) be their leading coeBcients. We now
present three diSerent types of recursive division rules. They are based on polynomial
subresultants. It is not obvious that they have domain of de.nition Dmax, since divisions
occur in their de.nitions. We will show that this is indeed the case in Remarks 6.10
and 6.14.
• Reduced division rule: Ri(f; g)= (i; i) for 26i6l + 1,
where we set 1 = 1 and for 26i6l + 1 recursively de.ne
(i; i) = (
di−2+1
i−1 ; i−1);
then ri by De.nition 4.3(iii), i = lc(ri), ni =deg ri, and di−1 = ni−1 − ni.
• Subresultant division rule: Ri(f; g)= (i; i) for 26i6l + 1,
where we set 0 = 1 and for 26i6l + 1 recursively de.ne
(i; i) = (
di−2+1
i−1 ;−i−2 di−2i );
 i =
{−1 for i = 2;
(−i−2)di−3 1−di−3i−1 ; otherwise;
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then ri by De.nition 4.3(iii), i = lc(ri), ni =deg ri, and di−1 = ni−1 − ni.
The subresultant division rule can be improved if we can somehow determine divisors
i of the content of the intermediate results.
• Improved division rule: Ri(f; g)= (i; i) for 26i6l + 1,
where we set 0 = 1, 1 = 1 and for 26i6l + 1 recursively de.ne
(i; i) = (
di−2+1
i−1 ;−i−2 di−2i −(di−2+1)i−1 ) · i;
 i =
{−1; for i = 2
(−i−2i−2)di−3 1−di−3i−1 ; otherwise;
where i is chosen such that ri given by De.nition 4.3(iii) is in R[x], i = lc(ri),
ni =deg ri, and di−1 = ni−1 − ni.
The subresultant division rule was invented by Collins [8, p. 130]. He tried to .nd
a rule such that the ri’s agree with the polynomial subresultants up to a small constant
factor. Brown [4, p. 486], then provided a recursive de.nition of the i and i as given
above.
The exponents in the recursive de.nition of the  i’s in the subresultant division rule
and in the improved division rule may be negative. Hence it is not clear that the i’s
are in R. But Brown [5, Remark on p. 241], showed that this is indeed the case; see
also Corollary 6.16.
A division rule R yields a unique sequence (r0; : : : ; rl) of remainders. Since it is
more convenient to work with these “polynomial remainder sequences”, we .x this
notion in the following de.nition, following Collins [8, pp. 128f].
De&nition 4.4. Let R be a division rule. A sequence (r0; : : : ; rl) of nonzero polynomials
r0; : : : ; rl ∈R[x]\{0} is called the polynomial remainder sequence (PRS) for (f; g)
according to R if
(i) r0 =f; r1 = g,
(ii) Ri(f; g)= (i; i),
(iii) iri−2 = qi−1ri−1 + iri
for 26i6l + 1, where l is the length of R(f; g). The PRS is complete if (iii) is
satis.ed for i= l + 1 with rl+1 =0. It is called normal if deg ri − deg ri+1 =1 for
16i6l − 1.
In fact the remainders for PRS according to arbitrary division rules over an integral
domain only diSer by a nonzero constant factor.
Proposition 4.5. Let R be an integral domain, f; g∈R[x] and let r=(r0; : : : ; rl) and
r∗=(r∗0 ; : : : ; r
∗
l∗) be PRS for (f; g) according to two division rules R and R
∗, re-
spectively, none of whose results i; i; ∗i ; 
∗
i is zero. Then r
∗
i = iri with
i =
∏
06k6i=2−1
∗i−2ki−2k
i−2k∗i−2k
∈ F\{0}
for 06i6min{l; l∗}, where F is the ?eld of fractions of R.
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Proof. We show the proposition by induction on i. It is clear for i61, and we assume
that i¿2. Then with Ri(f; g)= (i; i) and R∗i (f; g)= (
∗
i ; 
∗
i ) we have
iri−2 = qi−1ri−1 + iri;
∗i r
∗
i−2 = q
∗
i−1r
∗
i−1 + 
∗
i r
∗
i :
The induction hypothesis plugged into the second equation and multiplication by i
yields
(i∗i i−2) · ri−2 = (ii−1q∗i−1) · ri−1 + (i∗i ) · r∗i :
Multiplying the .rst equation above by ∗i i−2 we obtain
(i∗i i−2) · ri−2 = (∗i i−2qi−1) · ri−1 + (∗i i−2i) · ri:
From Lemma 2.4(iii) we obtain (i∗i ) · r∗i =(∗i i−2i) · ri and r∗i = iri with
i =
∗i i
i∗i
· i−2 ∈ F\{0}:
By induction this completes the proof of the proposition.
The proposition yields a direct way to compute the PRS for (f; g) according to
R∗ from the PRS for (f; g) according to R and the i; i; ∗i ; 
∗
i . In particular, the
degrees of the remainders in any two PRSs are identical, and we have the following
generalization of Theorem 3.10.
Corollary 4.6. Let R be a division rule and (r0; : : : ; rl) be the PRS for (f; g) accord-
ing to R, let ni =deg ri for 06i6l be the degrees in the PRS, and let 06k6n1.
Then
k = 0⇐⇒ ∃i6l k = ni:
In Example 4.2 we have seen eight diSerent division rules, and now illustrate the
corresponding PRSs in the following example.
Example 4.7. We perform the computations on the polynomials
f = r0 = 9x6 − 27x4 − 27x3 + 72x2 + 18x − 45
and
g = r1 = 3x4 − 4x2 − 9x + 21
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from Example 2.5 over R=Q and, wherever possible, also over R=Z. We begin with
the following table of the subresultants of f and g, given in reverse order to make it
easier to compare them with the intermediate results of the diSerent PRS.
i i(f; g)
4=deg r1 9= 32
3 0
2=deg r2 9801=34× 112
1=deg r3 13 355 280=24× 36× 5× 229
0=deg r4 9 657 273 681=38× 11× 133811
In the tables below, we write the factorizations of the i, i and the leading co-
eBcients of the ri in small print just below the corresponding entries. All the prime
factors occur already as factor of some subresultant.
4.1. Classical PRS
The most familiar PRS for (f; g) is obtained according to the classical division rule.
Collins [10, p. 736], calls this the natural Euclidean PRS (algorithm). The intermediate
results of the classical PRS and of the Euclidean Algorithm coincide.
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 1 1 −11
−11
x2 − 27x + 60
3 1 1 − 164 8801331
−24×32×5×229=113
x + 248 9311331
4 1 1 − 1 959 126 851335 622 400
−114×133811=28×52×2292
The .rst division works over Z, but not the subsequent ones. In our formalism,
this means the following. If we take R0 :R[x]2 → Z2 with R0(h; k)= (1; 1) for all
(h; k)∈Z[x]2, then we obtain a division rule R on Z[x]2 with R(f; g)= ((1; 1)) of
length l=1.
4.2. Monic PRS
In Collins [10, p. 736], the PRS for (f; g) according to the monic division rule is
called monic PRS (algorithm). The ri are monic for 26i6l, and we get the same
intermediate results as in the monic Euclidean Algorithm in [15, Section 3.2].
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Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 1 −11
−11
x2
1
+2711x − 6011
3 1 − 164 8801331
−24×32×5×229=113
x
1
− 27 65918 320
4 1 178 102 441335 622 400
113×133811=28×52×2292
1
1
4.3. Sturmian PRS
We choose the PRS for (f; g) according to the Sturmian division rule as introduced
in Sturm [43]. Kronecker [28, p. 117], Habicht [19, p. 102] and Loos [33, p. 119] deal
with this generalized Sturmian PRS (algorithm). Kronecker [28] calls it Sturmsche
Reihe (Sturmian sequence), and in Habicht [19] it is the verallgemeinerte Sturmsche
Kette (generalized Sturmian chain). If g= @f=@x as in Sturm [43] and in Habicht [19,
p. 99], then this is the classical Sturmian PRS (algorithm). The Sturmian PRS agrees
with the classical PRS up to sign.
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 1 −1 11
11
x2 − 27x + 60
3 1 −1 164 8801331
24×32×5×229=113
x + 248 9311331
4 1 −1 − 1 959 126 851335 622 400
−114×133811=28×52×2292
Over Z, the .rst three types of PRS do not have Dmax as their domain of de.nition.
In the example they are only of length 1. But fortunately there are division rules that
have this property.
4.4. Pseudo PRS
If we choose the PRS according to the pseudo division rule, then we get the pseudo
PRS. Collins [8, p. 138], calls this the Euclidean PRS (algorithm) because it is the
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most obvious generalization—based on Jacobi’s pseudo division rule—of the Euclidean
Algorithm to polynomials over an integral domain R that is not a .eld. In Collins [10, p.
737], it is called the pseudo remainder PRS. Its intermediate results grow exponentially
fast (Theorem 7.3).
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 27
33
1 −297
−33×11
x2 − 729x + 1620
3 −26 198 073
(−33×11)3
1 3 245 333 040
24×311×5×229
x − 4 899 708 873
4 10 532 186 540 515 641 600
(24×311×5×229)2
1 −1 659 945 865 306 233 453 993
−325×114×133811
4.5. Primitive PRS
To obtain a PRS over R with minimal coeBcient growth, we choose the PRS accord-
ing to the primitive division rule which yields primitive intermediate results. Brown
[4, p. 484], calls this the primitive PRS (algorithm).
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 27
33
3
3
−11
−11
x2 − 27x + 60
3 −1331
(−11)3
9
32
18 320
24×5×229
x − 27 659
4 335 622 400
(24×5×229)2
1 959 126 851
114×133811
−1
−1
4.6. Reduced PRS
A perceived drawback of the primitive PRS is the (seemingly) costly computation
of the content. With probabilistic methods, this can in fact be done with an expected
number of about one pairwise gcd calculation for multivariate polynomials (see [15,
Section 6.9]) and less than two pairwise gcds for integers (Cooperman et al. [11]). In
our experiments in Section 8, the primitive PRS sometimes turns out to be most eBcient
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among those discussed here. But Collins [8] introduced his reduced PRS (algorithm)
in order to avoid the computation of the content completely. His algorithm uses the
reduced division rule and keeps the intermediate coeBcients reasonably small but not
necessarily as small as with the primitive PRS.
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 27
33
1
1
−297
−33×11
x2 − 729x + 1620
3 −26 198 073
(−33×11)3
27
33
120 197 520
24×38×5×229
x − 181 470 699
4 14 447 443 814 150 400
(24×38×5×229)2
−26 198 073
−39×113
86 915 463 129
310×11×133811
4.7. Subresultant PRS
The reduced PRS is not the only way to keep the coeBcients small without com-
puting contents. We can also use the subresultant division rule. Following Collins [8,
p. 130], we call this the subresultant PRS (algorithm).
Example 4.7 (Continued).
i i i ri
0 9
32
x6 − 27x4 − 27x3 + 72x2 + 18x − 45
1 3
3
x4 − 4x2 − 9x + 21
2 27
33
−1
−1
297
33×11
x2 + 729x − 1620
3 26 198 073
(33×11)3
−243
−35
13 355 280
24×36×5×229
x − 20 163 411
4 178 363 503 878 400
(24×36×5×229)2
2 910 897
37×113
9 657 273 681
38×11×133811
Ducos [12] indicates some improvements, partially due to Lazard, for this algorithm.
They do not aSect the asymptotic running time.
In the last three examples one can observe the “inverse” eSects of the i and i:
larger ’s increase and larger ’s decrease the intermediate results. We see particularly
the bene.cial eSect of extracting powers of 3 as early as possible in the primitive
PRS.
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4.8. Improved PRS
It is possible to improve the subresultant PRS (algorithm) if we can determine
divisors i of the content of the intermediate results. Then we can use the PRS according
to the improved division rule. In [4, p. 487; 5, pp. 243S] this is called improved
PRS (algorithm). We clearly have ri ∈R[x] for 26i6l. Brown [5] suggests to use
i =gcd(lc(r0); lc(r1)), which indeed divides any subresultant.
5. Fundamental theorem on subresultants
The fundamental theorem on subresultants was discovered independently in 1968 by
Brown and by Collins; see [9, footnote on p. 519]. It expresses an arbitrary subresultant
as a power product of certain data in the PRS, namely the multipliers  and  and
the leading coeBcients of the remainders in the Euclidean Algorithm. In this section
our .rst goal is to prove the Fundamental Theorem on subresultants for polynomial
remainder sequences according to an arbitrary division rule R. From this theorem we
then derive results for the various PRSs according to the division rules in Example
4.2. We start with two technical lemmas. The .rst one gives a relation between the
subresultants of (f; g) and (g; r) when r=f rem g. Proofs can be found in [17, Lemma
7.1; 15, Lemma 11.12], and in [6, Lemma 1] for polynomial subresultants.
Lemma 5.1. Let f and g∈R[x] be polynomials of degrees n¿m¿0, respectively,
over an integral domain R, and let q; r ∈R[x] with f= qg+ r and deg r= k¡m. Then
j(f; g) =
{
(−1)(n−j)(m−j)lc(g)n−kj(g; r) for 06 j 6 k;
0 for k ¡ j ¡ m:
Applied to polynomial remainder sequences, this gives the following result, which
is in Brown and Traub [6, Lemma 2], and for reduced PRSs in Collins [8, Lemma 1].
Lemma 5.2. Let f and g∈R[x] be polynomials of degrees n¿m¿0, respectively,
over an integral domain R, let R be a division rule, (f; g)∈ def (R) and (r0; : : : ; rl)
be the PRS for (f; g) according to R; (i; i) = Ri(f; g) the constant multipliers,
ni = deg ri and i = lc(ri) for 06i6l. Then
j(ri−2; ri−1) = (−1)(ni−2−j)(ni−1−j)
(
i
i
)ni−1−j
ni−2−nii−1 j(ri−1; ri)
if 06j6ni, and j(ri−2; ri−1) = 0 if ni¡j¡ni−1.
In particular, this implies that ni−1−ji divides in R the numerator of the right-hand
side.
The following result is shown for polynomial resultants in Brown and Traub [6,
p. 511], Fundamental theorem, and for reduced PRSs in Collins [8, Lemma 2 and
Theorem 1].
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Fundamental Theorem 5.3. Let f and g∈R[x] be polynomials of degrees n¿m¿0,
respectively, over an integral domain R, let R be a division rule and (r0; : : : ; rl) be the
PRS for (f; g) according to R; (i; i)=Ri(f; g) the constant multipliers, ni =deg ri
and i = lc(ri) for 06i6l, and di = ni − ni+1 for 06i6l − 1.
(i) For 06j6n1, the jth subresultant of (f; g) is
j(f; g) = (−1)bini−1−nii
∏
26k6i
(
k
k
)nk−1−ni
nk−2−nkk−1
if j= ni for some 16i6l, and otherwise j(f; g)= 0, where
bi =
∑
26k6i(nk−2 − ni)(nk−1 − ni).
(ii) The subresultants satisfy for 16i¡l the recursive formulas
n1 (f; g) = 
d0
1 ;
ni+1(f; g) = ni(f; g) · (−1)di(n0−ni+1+i+1)(i+1i)di
∏
26k6i+1
(
k
k
)di
:
Proof. (i) We de.ne i by the conditions that 16i6l and ni+1¡j6ni. Such an i
exists since nl+1 =−∞. By induction on i, we .nd from Lemma 5.2
j(f; g) = j(ri−1; ri)
∏
26k6i
(−1)(nk−2−j)(nk−1−j)
(
k
k
)nk−1−j
nk−2−nkk−1
if j= ni, and j(f; g)= 0 if ni+1¡j¡ni. Furthermore, if j= ni, then
ni(ri−1; ri)= det


i
...
. . .
... i

 = ni−1−nii :
(ii) Firstly, (i) implies that n1 (f; g)= 
d0
1 . Now assume i¿1. Then from (i) we
obtain
ni+1(f; g)
= dii+1
∏
26k6i+1
(−1)(nk−2−ni+1)(nk−1−ni+1)
(
k
k
)nk−1−ni+1
nk−2−nkk−1
= dii+1
∏
26k6i
(−1)(nk−2−ni+1)(nk−1−ni+1)
(
k
k
)nk−1−ni+1
nk−2−nkk−1
×
∏
26k6i
(−1)di(nk−2+nk−1+1)
(
k
k
)ni−ni+1
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×(−1)(ni−1−ni)(ni−ni+1)
(
i+1
i+1
)ni−ni+1
ni−1−ni+1i
= dii+1
−di−1+ni−1−ni
i · ni(f; g) · (−1)di(n0−ni+1+i+1)
∏
26k6i+1
(
k
k
)di
:
This completes the proof of the fundamental theorem.
6. Applications of the fundamental theorem
We now express the subresultants k = k(f; g) in terms of the quantities i = lc(ri);
ni =deg ri, and di = ni−ni+1, and others in the various PRSs for polynomials f; g∈R[x]
of degrees n= n0¿m= n1¿0, respectively, over an integral domain R, according to
the division rules in Example 4.2. The formulas simplify considerably in the normal
case. We start with a technical lemma.
Lemma 6.1. Let bi =
∑
26k6i(nk−2−ni)(nk−1−ni) be as in Fundamental Theorem 5.3.
If the PRS is normal, then
bi ≡ (d0 + 1)(i + 1)mod 2 for 26 i 6 l:
Proof. Since the PRS is normal, we have dj =1 for 16j6l, and get
bi =
∑
26k6i
(nk−2 − ni)(nk−1 − ni)
= (d0 + i − 1)(i − 1) +
∑
36k6i
(i − k + 2)(i − k + 1)
≡ (d0 + 1)(i + 1)mod 2:
6.1. Classical PRS
The following claims for the classical PRS are proved by substituting (i; i)= (1; 1)
for 26i6l in the Fundamental Theorem 5.3.
Corollary 6.2. Let (r0; : : : ; rl) be a classical PRS and 16i6l. Then
(i) ni = (−1)bidi−1i
∏
26k6i
nk−2−nkk−1 :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ; ni+1 = ni · (−1)di(n0−ni+1+i+1)(i+1i)di :
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If the PRS is normal, then this simpli?es to:
(iii) ni = (−1)(d0+1)(i+1)d0+11 i
∏
36k6i
2k−1; for i ¿ 2:
(iv) n1 = 
d0
1 ; ni+1 = ni · (−1)d0+1i+1i:
6.2. Monic PRS
For the monic PRS, the Fundamental Theorem 5.3 yields the following corollary
(see Fundamental Theorem 11.13 in [15]).
Corollary 6.3. Let (r0; : : : ; rl) be a monic PRS, and 26i6l. Then
(i) n1 = 
d0
1 ; ni = (−1)bin0−n21
∏
26k6i
nk−1−nik :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ;
n2 = n1 · (−1)d1(n0−n2+2)(12)d1 ;
ni+1 = ni · (−1)di(n0−ni+1+i+1)
∏
26k6i+1
dik :
If the PRS is normal, then this simpli?es to:
(iii) n1 = 
d0
1 ; ni = (−1)(d0+1)(i+1)d0+11
∏
26k6i
i−(k−1)k :
(iv) n1 = 
d0
1 ; n2 = n1 · (−1)(d0+1)212;
ni+1 = ni · (−1)(d0+1)(i+1)
∏
26k6i+1
k :
6.3. Sturmian PRS
For the Sturmian PRS, the results read as follows. Some of these equations can be
found in Kronecker [28, p. 131; 29, p. 567].
Corollary 6.4. Let (r0; : : : ; rl) be a Sturmian PRS, and 16i6l. Then
(i) ni = (−1)bi+
∑
26k6i(nk−1−ni)di−1i
∏
26k6i
nk−2−nkk−1 :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ; ni+1 = ni · (−1)di(n0−ni+1+1)(i+1i)di :
If the PRS is normal, then this simpli?es to:
(iii) ni = (−1)(d0+1)(i+1)d0+11 i
∏
36k6i
2k−1 for i ¿ 2:
(iv) n1 = 
d0
1 ; ni+1 = ni · (−1)d0+i+1i+1i:
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6.4. Pseudo PRS
Again the Fundamental Theorem 5.3, after substituting (i; i)= (
di−2+1
i−1 ; 1) for 26
i6l, provides the following corollary for the pseudo PRS. It can also be found in
Collins [7, Theorem 1], for polynomial subresultants.
Corollary 6.5. Let (r0; : : : ; rl) be a pseudo PRS, and 16i6l. Then
(i) ni = (−1)bidi−1i
∏
26k6i
nk−2−nk−(nk−1−ni)(dk−2+1)k−1 :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ;
ni+1 = ni · (−1)di(n0−ni+1+i+1)(i+1i)di
∏
26k6i+1
−(dk−2+1)dik−1 :
If the PRS is normal, then this simpli?es to:
(iii) ni = (−1)(d0+1)(i+1)(d0+1)(2−i)1 i
∏
36k6i−1
2(k−i)k−1 for i ¿ 2:
(iv) n1 = 
d0
1 ; ni+1 = ni · (−1)d0+1−(d0+1)1 i+1i
∏
36k6i+1
−2k−1:
Remark 6.6. If the PRS is normal, then Corollary 6.5(iii) implies that
i = ni(−1)(d0+1)(i+1)(d0+1)(i−2)1
∏
36k6i−1
2(i−k)k−1 :
Thus ni divides i. This result is also shown for polynomial subresultants in Collins
[7, Corollary 1].
6.5. Primitive PRS
Since the content of two polynomials cannot be expressed in terms of our parameters
i and ni, we do not consider the Fundamental Theorem for this type of PRS. We only
make the following remark.
Remark 6.7. Let (r0; : : : ; rl) be a primitive PRS. Then i divides ni for 26i6l since
ni · rii ∈R[x] according to Proposition 3.11 and ri is primitive.
If R=Z, then the required gcd calculations can become quite expensive, but see
Cooperman et al. [11] for an eBcient proposal.
6.6. Reduced PRS
For reduced PRS the Fundamental Theorem 5.3 yields the following corollary.
The .rst two claims are shown for polynomial subresultants Collins [8, Corollaries
1.2 and 1.4].
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Corollary 6.8. Let (r0; : : : ; rl) be a reduced PRS, and 16i6l. Then
(i) ni = (−1)bidi−1i
∏
26k6i
dk−2(1−dk−1)k−1 :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ; ni+1 = ni · (−1)di(n0−ni+1+i+1)dii+1−di−1dii :
If the PRS is normal, then this simpli?es to:
(iii) ni = (−1)(d0+1)(i+1)i for i ¿ 2:
(iv) n1 = 
d0
1 ; ni+1 = ni · (−1)d0+1i+1−1i :
Proof. Since (i; i)= (
di−2+1
i−1 ; i−1) for i¿2, with 1 = 1, we get
∏
26k6i
(
k
k
)nk−1−ni
=
∏
36k6i
nk−1−nik−1
∏
26k6i
−(nk−1−ni)k
= −(ni−1−ni)i
∏
26k6i−1
−(nk−1−nk )k
=
∏
26k6i
−dk−1k =
∏
26k6i
−(dk−2+1)dk−1k−1 :
Together with Fundamental Theorem 5.3 this yields the claims.
Remark 6.9. We obtain from Corollary 6.8(i)
di−1i = ni
∏
26k6i
(−1)(nk−2−ni)(nk−1−ni)dk−2(dk−1−1)k−1
and the exponent of each k−1 is nonnegative. Thus ni divides 
di−1
i . This result can
also be found in Collins [8, Corollary 1.2].
Remark 6.10. For every reduced PRS, we claim that ri is in R[x] for 16i6l. Corol-
lary 6.8(iii) implies that ri =(−1)(d0+1)(i+1)Ri(f; g), and the normal case is clear. A
proof for the general case based on polynomial subresultants is in [8, Corollary 1.1; 4,
p. 485f].
6.7. Subresultant PRS
We now derive some results for subresultant PRS with the help of the Fundamental
Theorem 5.3. To simplify our formulas, we abbreviate
ei;j = dj−1
∏
j6k6i
(1− dk):
Our .rst goal is to solve the recurrence for the i and eliminate the  i. This is done
in the following two technical lemmas.
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Lemma 6.11. Let  i be de?ned recursively as in Example 4.2 by  2 =−1 and  i =
(−i−2)di−3 1−di−3i−1 for 36i6l. Then
 i = −
∏
16j6i−2
ei−3;jj for 26 i 6 l:
Proof. For a proof by induction, we .rst verify the claim for i=2:
−1 =  2 = −
∏
16j60
e−1;jj :
Now we assume that i¿2. Then
 i+1 = (−1)di−2di−2i−1  1−di−2i = (−1)di−2di−2i−1

− ∏
16j6i−2
ei−3;jj

1−di−2
=−di−2i−1
∏
16j6i−2
(1−di−2)ei−3;jj = −
∏
16j6(i+1)−2
e(i+1)−3;jj :
By induction, this completes the proof of the lemma.
Lemma 6.12. Let  i be as above, i = 
di−2+1
i−1 for 26i6l; 2 = (−1)d0+1, and i =
−i−2 di−2i for 36i6l. Then∏
26k6i
k
k
= (−1)n0−ni−1+i−1−(di−2+1)i−1
∏
16k6i−2
−ei−2;kk for 26 i 6 l:
Proof. Since
2
2
= (−1)d0+1(d0+11 )−1 = (−1)n0−n1+1−(d0+1)1
∏
16k60
−e0;kk ;
the claim is true for i=2. Inductively, we may assume that i¿3 and have, using
Lemma 6.11,
∏
26k6i
k
k
=
i
i
∏
26k6i−1
k
k
= −i−2 di−2i −(di−2+1)i−1
∏
26k6i−1
k
k
=−i−2
(
−
∏
16k6i−2
ei−3;kk
)di−2
−(di−2+1)i−1
∏
26k6i−1
k
k
= (−1)di−2+1i−2
( ∏
16k6i−2
ei−3;kk
)di−2
−(di−2+1)i−1
×(−1)n0−ni−2+i−2−(di−3+1)i−2
∏
16k6i−3
−ei−3;kk
228 J. von zur Gathen, T. Lucking / Theoretical Computer Science 297 (2003) 199–239
= (−1)n0−ni−1+i−1−(di−2+1)i−1 di−3(di−2−1)i−2
( ∏
16k6i−3
ei−3;kk
)di−2−1
= (−1)n0−ni−1+i−1−(di−2+1)i−1
∏
16k6i−2
−ei−2;kk :
By induction, this completes the proof of the lemma.
Corollary 6.13. Let (r0; : : : ; rl) be a subresultant PRS, and 16i6l. Then
(i) ni =
∏
16k6i
ei−1;kk :
(ii) The subresultants satisfy the recursive formulas
n1 = 
d0
1 ; ni+1 = ni · dii+1
∏
16k6i
−di·ei−1;kk :
If the PRS is normal, then this simpli?es to:
(iii) ni = i for i ¿ 2:
(iv) n1 = 
d0
1 ; ni+1 = ni · i+1−1i :
Proof. We .rst prove (ii) and use it to show (i).
(ii) From the Fundamental Theorem 5.3(ii) and Lemma 6.12 we .nd
ni+1 = ni · (−1)di(n0−ni+1+i+1)(i+1i)di
∏
26k6i+1
(
k
k
)di
= ni · (−1)di(n0−ni+1+i+1)(i+1i)di
×(−1)di(i+n0−ni)−di(di−1+1)i
∏
16k6i−1
−di·ei−1;kk
= ni · (−1)di(di+1)dii+1
∏
16k6i
−di·ei−1;kk :
The claim now follows since di(di + 1) is even.
(i) The claim for i=1 is clear from Fundamental Theorem 5.3(i). Now assume that
the claim holds for some i∈N. Then (ii) yields
ni+1 = 
di
i+1
∏
16j6i
−diei−1;jj ni ;
and by induction we have
ni+1 = 
di
i+1
∏
16k6i
−diei−1;kk 
di−1
i
∏
16k6i−1
ei−1;kk =
∏
16k6i+1
ei;kk :
Remark 6.14. For every subresultant PRS, we claim that the polynomials ri are in
R[x] for 16i6l. Corollary 6.13(iii) implies that ri =Ri(f; g), and the normal case is
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clear. Proofs for the general case based on polynomial subresultants are in [8, p. 130;
4, p. 486].
Another recursive formula for subresultants was shown in Lickteig and Roy [30,
p. 12], and Reischert [40, p. 238], for polynomial subresultants. It follows directly
from Corollary 6.13.
Corollary 6.15. Let (r0; : : : ; rl) be a subresultant PRS. Then the subresultants satisfy
for 16i¡l the recursive formulas
n1 = 
d0
1 ; ni+1 = 
1−di
ni · dii+1:
These results also show that the subresultant PRS does take place in R[x], as proven
by Brown [5].
Corollary 6.16. Let  2 =−1 and  i =(−i−2)di−3 1−di−3i−1 for 36i6l.
(i)  i = −ni−2 for 36 i 6 l:
(ii) The coe;cients  i and i of the subresultant PRS are always in R.
Proof. By Lemma 6.11 and Corollary 6.15, we have  3 =−d01 =−n1 . This proves
the claim for i=3. For i¿3, Lemma 6.11, Corollary 6.15, and the induction hypothesis
yield
 i = (−i−2)di−3 1−di−3i−1 = −ni−2 · di−3ni−3 · 1−di−3ni−3 = −ni−2 :
6.8. Comparison of reduced and subresultant PRSs
We conclude this section with a comparison of the reduced PRS and the subresultant
PRS. To this end we .rst prove a formula for di−1i in the reduced PRS only involving
subresultants, thus solving the recursion in Remark 6.9.
Theorem 6.17. Let (r0; : : : ; rl) be a reduced PRS, and 16i6l. Then
di−1i = ni · (−1)ai
∏
16k6i−1

(dk−1)
∏
k6j6i−1 dj
nk ;
where ai =
∑
26k6i (n0 − nk + k) ·
∏
k−16j6i−1 dj.
Proof. For i=1, we have 1 = gm, d0 = n − m, n1 = gn−mm , a1 = 0, and the empty
product, which equals 1. The claim follows for i=1. For i¿2, Corollary 6.8(ii) and
the induction hypothesis yield
dii+1 = ni+1 · −1ni · (−1)d1(n0−ni+1+i+1)
di−1di
i
= ni+1 · −1ni · (−1)di(n0−ni+1+i+1)
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×
(
ni · (−1)ai
∏
16k6i−1

(dk−1)·
∏
k6j6i−1 dj
nk
)di
= ni+1 · (−1)ai+1
∏
16k6i

(dk−1)·
∏
k6j6i dj
nk :
We can now prove the relation between reduced and subresultant PRS. The normal
case can be found in Collins [8, Corollary 1.3; 10, p. 738]. Since we now deal with
two diSerent PRS, we use lc(ri); lc(r∗i ) instead of the unspeci.c notation i here.
Corollary 6.18. Let (r0; : : : ; rl) be a reduced PRS and (r∗0 ; : : : ; r
∗
l ) a subresultant PRS
for the polynomials r0 = r∗0 =f and r1 = r
∗
1 = g. Then the following holds for 26i6l:
lc(ri)di = (−1)ai
∏
16k6i−2

(dk−1)·
∏
k6j6i−1 dj
nk · lc(r∗i )di ;
where ai =
∑
26k6i(n0−nk+k)·
∏
k−16j6i−1 dj. If the PRS are normal, this simpli?es
to
lc(ri) = (−1)(n0−ni)(n1−ni) · lc(r∗i ):
Proof. This follows from Theorem 6.17 and Corollary 6.15.
Since the exponent of nk is nonnegative, this means that the entries in the reduced
PRS are at least as large in absolute value as those in the subresultant PRS.
7. Analysis of coe2cient growth and running time
This section presents two types of results. We .rst show an exponential lower bound
on the size of the entries of the pseudo PRS that matches the upper bound from Knuth
[27, 4.6.1]. A slightly diSerent lower bound is in Yap [48, 3.3.3]. On the other hand,
we show polynomial upper bounds for all other PRSs.
Lemma 7.1. Let e2 = 0; e3 = 1, and ei+1 =2ei + ei−1 for i¿3. Then
(i)
∑
26k6i−1 2ek = ei + ei−1 − 1.
(ii) ei = 2+
√
2
4 · (1 +
√
2)i−3 + 2−
√
2
4 · (1−
√
2)i−3 ≈ 0:85 · 2:41i−3.
Proof. The .rst claim is proved by induction, and for the second one, we solve the
recursion by a standard method, .nd the two eigenvalues (±=1±
√
2, and get(
2 1
1 0
)k
=
(
1 1
−(− −(+
)
·
(
(k+ 0
0 (k−
)
·
(
1 1
−(− −(+
)−1
:
The claim follows.
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Lemma 7.2. Suppose that (f; g)∈Z[x]2 have a normal pseudo PRS. Then
i = ni · (−1)(d0+1)(i+1)(1n1 )ei
∏
26j6i−2
2ei−j+1nj
with e2 = 0; e3 = 1 and ei+1 =2ei + ei−1 for 36i6l − 1.
Proof. Since Remark 6.6 shows the claim for i=2, we may assume i¿3. From Corol-
lary 6.5(iv) and the induction hypothesis we get
i+1 = ni+1
−1
ni · (−1)d0+1(1n1 )i
∏
26k6i−1
2k
= ni+1
−1
ni · (−1)d0+1(1n1 )ni · (−1)(d0+1)(i+1)(1n1 )ei
×
∏
26j6i−2
2ei−j+1nj ·
∏
26k6i−1

nk (1n1 )ek ∏
26j6k−2
2ek−j+1nj

2
= ni+1 · (−1)(d0+1)(i+2)(1n1 )1+ei+
∑
26k6i−1 2ek
∏
26j6i−2
2ei−j+1nj
×
∏
26k6i−1
2nk ·
∏
j+26k6i−1
26j6i−3
4ek−j+1nj
= ni+1 · (−1)(d0+1)(i+2)(1n1 )1+ei+
∑
26k6i−1 2ek
∏
26j6i−2
2ei−j+1nj
×
∏
26j6i−1

2+2
∑
j+26k6i−1 2ek−j+1
nj :
From Lemma 7.1, we get
i+1 = ni+1 · (−1)(d0+1)(i+2)(1n1 )ei+1
∏
26j6i−2
2ei−j+1nj
∏
26j6i−1
2ei−j+1+2ei−jnj
= ni+1 · (−1)(d0+1)(i+2)(1n1 )ei+1
∏
26j6i−1
2ei−j+2nj :
By induction, this proves the lemma.
Theorem 7.3. The ?nal remainder l in the pseudo-PRS is at least 22
n
in some
cases with input polynomials of degrees at most n and integer coe;cients absolutely
bounded by 2.
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Proof. Let f; g∈Z[x] have degrees n and n−1, respectively, and have a normal degree
sequence and |1|= |lc(g)|=2. Then d0 = 1; l= n and by Lemma 7.2,
|n|¿|1|en¿22n
for n¿13.
Thus the pseudo PRS produces exponentially long outputs. The algorithm writes
down the .nal result l, and takes at least as many bit operations as the (exponential)
length of |l|.
After this “negative” result, saying that the pseudo PRS is decidedly impractical, we
turn to “positive” upper bounds for the other PRS. We assume f=
∑
06j6n fjx
j and
g=
∑
06j6m gjx
j ∈Z[x] to be polynomials of degrees n¿m¿0, respectively. For the
estimates we will use the max-norm of f which is de.ned as
‖f‖∞ = max{|fj| : 06 j 6 n}
and the following famous result.
Hadamard’s inequality 7.4. Let A∈Zn×n, with row vectors f1; : : : ; fn ∈Zn, and B∈Z
such that all entries of A are at most B in absolute value. Then
|det A|6nn=2Bn:
We now seek an upper bound for the running time of both the reduced PRS and
the subresultant PRS in the normal case. We .rst state an estimate for the coeBcients
of q and r in the pseudo division from [15, Exercise 6.44].
Lemma 7.5. Let ‖f‖∞6A; ‖g‖∞6B and |gm|=C. Furthermore let q=
∑
06j6n−m
qjxj; r=
∑
06j6k rj x
j be such that gn−m+1m f= qg+ r and deg r= k¡m=deg g. Then
(i) |qn−m−i|6A(B+ C)iCn−m−i for 06i6n− m,
(ii) ‖r‖∞6A(B+ C)n−m+1.
We now have the following time bound for the normal reduced PRS algorithm.
Theorem 7.6. Let ‖f‖∞; ‖g‖∞6A; B=(n+1)nAn+m, and let (r0; : : : ; rl) be the nor-
mal reduced PRS for f; g. Then the max-norm of the ri is at most 4B3, and the
algorithm uses O(n3m log2 (nA)) word operations.
Proof. Consider one step in the computation of the reduced PRS:
iri−2 = qi−1ri−1 + i−1ri:
For 26i6l we get with Corollary 6.8(iii) that ni(f; g) is the leading coeBcient of
ri. Thus Remark 3.12 and Hadamard’s inequality 7.4 yield
‖ri‖∞ = ‖Rni(f; g)‖∞ 6 B:
J. von zur Gathen, T. Lucking / Theoretical Computer Science 297 (2003) 199–239 233
Table 2
Comparison of various normal PRS
PRS Time Reference
Classical/Sturmian n8
Monic n6
Pseudo (1 +
√
2)n Theorem 7.3
Primitive n6
Reduced/subresultant n6 Theorem 7.6
The time (=word operations) is for polynomials of degree at most n in x and with coeBcients of length
at most n and ignores logarithmic factors.
Since the PRS is normal, it follows that i = 2i−1 for 36i6l. Hence
‖iri‖∞ = |ni−1 (f; g)2| · ‖Rni(f; g)‖6 B3:
Furthermore, Lemma 7.5 implies
‖i−1ri‖∞ 6 B(2B)2 = 4B3;
‖qn−m−i‖∞ 6 B(2B)iBk−i 6 2kBk+1 = 2B2:
So the max-norm of all intermediate results is at most 4B3. The number of operations
in R is O(nm), and the estimate follows from logB∈O(n log(nA)).
Since Corollary 6.18 shows that normal reduced PRS and normal subresultant PRS
agree up to sign, the estimates in Theorem 7.6 are also true for normal subresultant
PRS.
We conclude the theoretical part of our comparison with an overview of all worst-
case running times for the various normal PRS in Table 2. The length of the coeBcients
of f and g are assumed to be at most n. The estimates that are not proven here can
be found in [15, Table 6.4].
8. Experiments
We have implemented six of the PRS for polynomials with integral coeBcients
in C++, using Victor Shoup’s “Number Theory Library” NTL 3.5a for integer and
polynomial arithmetic. Since the Sturmian PRS agrees with the classical PRS up to sign,
it is not mentioned here. The contents of the intermediate results in the primitive PRS
are simply computed by successive gcd computations. Cooperman et al. [11] propose
a new algorithm that uses only an expected number of two gcd computations, but on
random inputs it is often slower than the na&Zve approach. All timings are the average
over 10 pseudo-random inputs. The software ran on a Sun Sparc Ultra 1 clocked at
167 MHz.
In the .rst experiment, we pseudo-randomly and independently chose three polyno-
mials f; g; h∈Z[x] of degree (n−2)=2 with nonnegative coeBcients of length less than
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Fig. 2. Computation of polynomial remainder sequences for polynomials of degree n − 2 with coeBcients
of bit length less than n for 26n664.
Fig. 3. Computation of polynomial remainder sequences for polynomials of degree n−2 with a gcd of degree
about n=2 and coeBcients of bit length less than n for 646n6192. Time is now measured in minutes.
n=2, for various values of n. Then we used the various PRS algorithms to compute the
gcd of fh and gh. Thus the degree of the gcd was at least (n − 2)=2; in fact, it was
equal to (n − 2)=2 in all cases when n¿6. The running times are shown in Figs. 2
and 3.
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As seen in Table 2 the pseudo PRS turns out to be the slowest algorithm. The reason
is that for random inputs with coeBcients of length at most n the second polynomial
is almost never monic, and then its running time is exponential. An unexpected re-
sult is that the primitive PRS, even implemented in a straightforward manner, turns
out to be the fastest PRS. Ho and Yap [21] write that it is not considered e;cient
because content computation is relatively expensive, and Brown and Traub invented
the subresultant PRS in order to avoid the primitive PRS. Our tests show that this was
unnecessary, at least in the case of large gcds.
Polynomial remainder sequences of random polynomials tend to be normal. Since
Corollary 6.18 shows that reduced and subresultant PRS agree up to signs in the normal
case, their running times also diSer by little.
We are also interested in comparing the reduced and subresultant PRS, so we con-
struct PRS which are not normal. To this end, we pseudo randomly and independently
choose six polynomials f;f1; g; g1; h; h1 for various n as follows:
F = ( f · h · xn=6 +f1 ) h1
G = ( g · h · xn=6 + g1 ) h1
degree bound: n n12
n
4
n
6
n
2
coeBcient length: n n8
3n
8
n
2
n
2 .
So F and G have degrees less than n − 2 and coeBcient length about n, and every
polynomial remainder sequence of F and G has a degree jump of n=6 at degree n−n=12.
Then we used the various PRS algorithms to compute the gcd of F and G. The running
times are illustrated in Figs. 4 and 5.
As in the .rst test series the pseudo-PRS turns out to be the slowest, and the primitive
PRS is the fastest. Here the monic PRS is faster than the reduced PRS. Since the PRS
is nonnormal, the coeBcients become quite large, as seen in Theorem 6.17.
We already .nd running times for reduced and primitive PRS in Collins [8, p. 140].
He used an IBM 7094 computer to calculate the gcd of two polynomials of degrees 5k
with random integer coeBcients of two decimal digits for various k. His results are in
Table 3. He found the reduced PRS to be faster than the primitive PRS. This diSerence
is presumably due to the fact that two pseudo random polynomials are usually coprime.
Thus the PRS is longer and the coeBcient growth in[uences the running times more
than in our tests, where a half degree gcd was built in. Collins writes: For a nonnormal
p.r.s. [· · ·] we have no theory to indicate that the reduced p.r.s. algorithm would still
be more e;cient than the primitive p.r.s. algorithm. He also reports that for larger
gcds, the primitive PRS may even be slightly faster in extreme cases than the reduced
one, but that this does not seem to compensate for its relative ineBciency in the other
cases.
In order to illustrate the dependency of the running times and the degree of the
gcd’s, we implemented one more test. We pseudo randomly and independently chose
two polynomials f and g of degrees 63 − k with bit length less than 64 − k, and a
polynomial h of degree k and with bit length less than k. Then we used the various PRS
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Fig. 4. Computation of nonnormal polynomial remainder sequences for polynomials of degree n − 2 with
coeBcient length less than n and a degree jump of n=6 at degree n− n=12, for 26n664.
Fig. 5. Computation of nonnormal polynomial remainder sequences for polynomials of degree n − 2 with
coeBcient length less than n and a degree jump of n=6 at degree n − n=12, for 646n6192. Time is now
measured in minutes.
to compute the gcd of fh and gh. So the running times of the PRS only depended on
the size of the gcd. The result is in Fig. 6. For small gcds the reduced PRS is faster
than the primitive PRS, but this changes for growing gcds. Thus the choice of the
optimal PRS is output-driven: it depends on the degree of the gcd. In practice, one has
to make this decision beforehand, however. For “random” inputs, the expected degree
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Table 3
Running times from Collins [8, p. 140], in minutes
Degree Primitive Reduced
5 0.009 0.0043
10 0.064 0.023
15 0.22 0.077
20 0.51 0.21
25 1.06 0.43
30 1.79 0.78
35 3.25 1.48
Fig. 6. Computation of polynomial remainder sequences for polynomials of degree 63 with coeBcients of
bit length less than 64 and gcd of degree k with coeBcients of bit length less than k for 06k663.
of the gcd is small, and one will favor the reduced PRS. If one has reason to expect
the degree of the gcd to be large, one will choose the primitive PRS; this may be the
case, e.g., in recursive (primitive) PRS computations for multivariate polynomials.
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