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ABSTRACT 
Application of Machine Learning and Functional Data Analysis in Classification 
and Clustering of Functional Near Infrared Spectroscopy Signal in Response to 
Noxious Stimuli 
Ahmad Pourshoghi 
 
 
 
 
The main objective of this PhD research has been to utilize machine learning techniques 
on near infrared spectroscopy (NIRS) signals, for the development of highly accurate and 
clinically practical biomarkers for the objective assessment of pain perception. 
While advances in medical imaging technology have significantly improved the scientific 
knowledge in regards to the brain’s response to noxious stimuli, there remains an unmet 
clinical need for a practical, inexpensive tool for the reliable and objective assessment of 
pain perception. Even though functional imaging modalities such as fMRI and PET scans 
deliver superior spatial information, they are not readily accessible for routine clinical 
use. On the other hand NIRS is non-invasive, safe, portable and affordable with a short 
setup time. These features make NIRS ideal for clinical applications.   
In this thesis we used the cold pressor test to induce different levels of pain in healthy 
subjects while the NIRS signal was recorded from the frontal regions of the brain. We 
extracted 54 features from each dataset and used machine learning techniques, logistic 
regression and support vector machine, to classify the signals based on the self-reported 
pain scores. 
To select the model for machine learning, we developed our feature selection algorithm 
based on a RFE-SVM (recursive feature elimination – support vector machine) method to 
find subsets of feature space with the highest classification capability. Through this 
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process we identified a subset of 10 features which could distinguish high-pain from low-
pain stimuli with an accuracy of 85% (Leave-one-out cross validation). 
Moreover we applied functional data analysis on the collected NIRS data and converted 
discrete samples to continuous curves. This time we used the same RFE-SVM method on 
the coefficients of fDA bases (as opposed to extracted features) and we achieved 94% of 
accuracy to classify low-pain high-pain signals. Then using machine learning techniques 
(k-means and hierarchical clustering) we found clusters in the data which covered low 
pain and high pain groups with an accuracy of 91.2%. The center of these clusters can 
represent the prototype NIRS response of that pain level. 
Our approaches provided trial-by-trial predictions of pain level from NIRS measurement 
for each individual (as opposed to methods based on responses averaged across many 
trials and subjects), and thus, represent a step towards the goal of establishing an 
objective clinical bio marker of pain perception. 
Further refinement of proposed methods, including incorporating more datasets and 
employing other noxious stimuli, is required to make the NIRS technique a powerful 
clinical tool for pain assessment. 
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CHAPTER 1: INTRODUCTION 
Background 
Pain is the most frequently encountered symptom in daily medical practice. In the 
United States, the incidence of pain is more than diabetes, heart diseases, and cancer, 
combined [1]. According to the Institute of Medicine of the National Academies Report, 
the prevalence of chronic pain in the adult Americans was, at least, 100 million, in 2011 
[2]. The total cost of healthcare, lost wages, and other expenses associated with pain, 
ranges from $560 billion to $635 billion in the United States [1]. 
Despite the technological and pharmaceutical advancements, the effective measurement 
of pain is poorly addressed.  
An important aspect of pain measurement comes from its effect on the physicians’ 
decision-making process. For example, the judgment to perform a surgery is frequently 
dependent particularly upon the patient’s narrative of their pain [1]. Self-reporting 
questionnaires are widely used as gold standard in the clinics for evaluating the presence, 
intensity, quality, and location of the pain. However self-reporting has obvious 
limitations. Even if the patient is capable of reliable communication, self-reports are 
highly subjective, and may be affected by secondary gain [1, 3]. Furthermore, physicians 
commonly encounter clinical scenarios, in which the patients are unable to report pain, 
due to head trauma or sedation. In these situations, they cannot determine, with any 
certainty, whether they have treated their pain inadequately or excessively [1]. The 
unreliability of such an important variable in the physicians’ decision-making process 
creates an urgent need for complementary methods of objective pain assessment. 
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In conventional pain practice, as an alternative to self-report, physiological 
parameters, (such as heart rate, blood pressure, respiratory rate, galvanic skin response, 
and cutaneous blood flow), as well as behavioral measures (such as facial grimacing and 
guarding of the painful area), have been used to monitor the response to a noxious 
stimulus. Generally, physiological parameters are unstable and nonspecific, and 
behavioral measures may change due to many factors, other than pain, such as distress. 
Thus, clinical experience has proven that they are not practically reliable for pain 
assessment, and should be interpreted cautiously [4].  
Pain is a complex and multifaceted process, and can be best examined through the 
assessment and integration of multiple physiological, cortical, and behavioral measures, 
that, most closely, describe the pain experience.  
During the past two decades, neurophysiological techniques, that measure 
cerebral metabolism and circulation changes, have been widely employed, to open a 
window into the human cerebral response to pain, with the long-term goal of obtaining a 
more objective measurement of pain perception.  
The early pain imaging studies used positron emission tomography (PET), and 
reported on the pain responses to noxious heat [5]. Since then, different functional 
modalities, and brain imaging techniques have been used to study brain reactivity to pain, 
in both normal subjects and patients with clinical pain conditions. Functional magnetic 
resonance imaging (fMRI), positron emission tomography (PET), 
magnetoencephalography (MEG), and scalp electroencephalography (EEG), are 
commonly used to study the neural bases of pain. Researchers are also increasingly using 
other magnetic resonance-based measures (e.g. diffusion tensor imaging, spectroscopy, 
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and volumetric imaging) to assess pain-related changes in the brain’s wiring, chemistry, 
and structure, in order to gain further insights into the neurobiology of pain, particularly, 
chronic pain [6]. These modalities have advanced our understanding of the underlying 
mechanisms in nociception, and have had a great impact on basic science. 
Noninvasive neuroimaging imaging modalities, such as fMRI, have also revealed 
the brain regions that are activated during a physical or psychological experience of pain 
[7-11]. A relation between the subjects’ report of an ongoing pain, and BOLD (blood 
oxygen level dependent) signal, acquired by fMRI [9], has been shown. 
Neuroimaging, and, in particular, fMRI, provide significant objective information 
about how the brain processes various inputs, including nociceptive stimuli. However, 
methods, such as PET and fMRI, need large, heavy, and expensive instruments, and a 
dedicated building, to eliminate the effects of the external magnetic fields. Further, both 
systems require that the subject remains motionless during the measurement  [12].  
On the other hand, functional Near Infrared Spectroscopy (NIRS) is a novel 
optical imaging modality, for noninvasive, continuous monitoring of tissue oxygenation, 
and regional blood flow [13]. NIRS is not only non-invasive and safe, but also portable, 
affordable, and with a short setup time, which makes it more clinic-friendly, for the 
applications such as pain measurement or pain management. Even a wireless NIRS 
system is also available, which enables the monitoring of brain activity in moving 
subjects, such as walking or running people. Moreover, it is particularly suited for a 
group of subjects, that are hard to monitor by other techniques, such as newborns, infants, 
and young children, who would have difficulty remaining motionless in an fMRI, 
magnet, or a PET scanner, people with attention deficits, patients with dementia, and 
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patients who are bed-ridden. Furthermore, NIRS technology is ideal for the locations, 
such as operating room, intensive care unit, or bedside monitoring of the cerebral 
activities of the patients, for several hours. It can also be an alternative method in the 
cases where electrical or magnetic fields cannot be picked up from the head. NIRS, 
unlike the PET scan, can provide continuous monitoring of oxy and deoxyhemoglobin, 
and cerebral blood flow. A disadvantage, however, is the spatial resolution, which 
decreases with an increasing depth below the surface.  NIRS can be used as a partial 
replacement for fMRI, but, it cannot fully replace it, because of its lower penetration 
depth (0.5-2 cm), which makes the measurements limited to the cortex only, as compared 
to fMRI, which has access to the white matter too. However, while fMRI is a powerful 
research tool, its utility in a typical clinical setting is limited, due to its cost, motion 
constraints, and complexity. 
NIRS application, for the assessment of pain, is recent, but literature shows a fast-
growing interest in such a novel solution. The correlation between hemodynamic 
response, measured by NIRS, and pain, has been demonstrated in many studies [14, 15]. 
Several studies have suggested the use of NIRS for monitoring the cortical activation, in 
response to the noxious stimuli in new-born infants [15-19] and adults [4, 20-28] (more 
details in Chapter 2). 
Preliminary studies on pain assessment, using NIRS, in the “CONQUER 
CollabOrative” laboratory, indicated that NIRS technology provides robust and 
meaningful signals of the hemodynamic changes that accompany the sympathetic nerve 
responses to the ice water hand immersion test [14].  
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Recent studies [19, 29-31] have used machine learning techniques, to classify the 
individuals with and without pain, solely based on neuroimaging data. Furthermore, using 
a real-time biofeedback signal to control the activation of the cortical areas involved in 
pain, might provide a different approach for pain management. Real time fMRI (rtfMRI) 
has been used for neuro-feedback studies, in which, subjects are trained to regulate the 
activations in identified brain regions, using feedback information extracted by the real-
time processing of the ongoing fMRI [32]. In [33], subjects successfully learned to 
control the activation of the anterior cingulate cortex, and, this process led to significant 
reductions in the magnitude of experienced chronic pain.  
These studies show that some features from neuroimaging data – such as, blood 
oxygen level dependent (BOLD) signal change in fMRI- are sufficiently consistent 
between the individuals to train a pain classifier, which performs accurately when trained 
on one group of subjects and tested on another. 
Problem Statement 
Despite the advances in medical imaging technology that significantly help basic 
science, there remains an unmet clinical need for a practical, inexpensive tool, for the 
reliable and objective assessment of human response to pain. Although advanced 
functional imaging modalities, such as fMRI and PET scans, deliver superior spatial and 
objective information about how the brain processes pain, these modulations have not yet 
identified an objective biomarker of pain, which may be practically applied in the clinical 
settings. These methods need large, heavy, and expensive instruments, and a dedicated 
building, to eliminate the effects of external magnetic fields, and both systems require 
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that the subject remains motionless during the measurement [12]. Therefore, they are not 
readily accessible for routine clinical use.  
Currently, there is no practical method available for an objective assessment of 
pain, and clinicians rely on the subjective self-report measures, using limited scales. 
Beside the subjective nature of the pain scales, their applicability for explaining different 
types and the origins of pain is questionable. Also, in certain patient populations, self-
report cannot be obtained, due to impaired or primitive communication abilities, such as 
the elderly and infants. Therefore, there is a need for an objective biomarker of pain, 
which can be practically applied in the clinical settings. 
Objectives 
The primary purpose of this PhD research is to identify the features from NIRS 
signal as biomarkers for an objective assessment of pain.  
Due to the ease of NIRS measurements on the frontal region, in this thesis, we 
pursue the feasibility of employing this signal, for the objective assessment of pain. 
Moreover, we investigate features in the signal that correlate to pain and can be used to 
train a machine learning system to classify the signals based on different levels of pain. 
The ultimate goal of this project is to identify robust biomarkers of ongoing pain, through 
hemodynamic parameters, measured by NIRS on the frontal regions. 
Specific Aims 
The specific aims of this research project are as follows: 
Specific aim 1: To identify the meaningful features from NIRS signal, measured 
from frontal regions, in response to noxious stimuli for objective pain assessment.  
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Specific aim 2: Using machine learning techniques, to distinguish the different 
levels of pain, solely from the NIRS measurements. 
Significance 
     This research will provide a new approach in pain assessment. NIR signals, 
collected from the frontal regions, will be used for making an objective assessment of the 
levels of ongoing pain in individuals. Measuring NIRS signal on the forehead is not only 
non-invasive and safe, but also has a short setup time – less than 5 minutes - which makes 
it more clinic-friendly for the applications such as pain measurement, or management, in 
the clinic. Furthermore, our approach provides trial-by-trial predictions, and thus, 
represents a step towards the goal of establishing an objective neuronal marker of pain 
perception. 
With increasing refinement of this technology, the proposed technique would 
become an indispensable adjunct in all pain treatment facilities, for routine diagnostic 
work ups, and treatment efficacy assessments, as well as clinical trials of new 
medications. Therefore, we envision the NIRS technology to have a potentially decisive 
impact upon pain research, and on the acceleration of new pain medication development. 
Outline 
The remainder of this thesis is organized as below. 
In chapter 2 of this dissertation, we have a comprehensive literature review on 
pain measurement. At first, we have a general review of the usage of neuroimaging 
modalities, such as fMRI and PET scan, in pain research. Then, we have a closer look at 
the researches that utilize NIRS to study pain. At the end, we review the researches that 
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apply machine learning methods to neuroimaging data for the purpose of pain 
assessment. 
Chapter 3 explains the research methods, instrument, and the experiments that we 
have used in the course of this thesis. In the research method part, we explain the theory 
and mathematics of two machine learning methods used in this research; logistic 
regression, and support vector machine.  Logistic regression is a classical probabilistic 
linear classifier which assigns the observation to the group which has the largest posterior 
probability. We used logistic regression because of its simplicity and robustness against 
noise and overfitting. However logistic regression uses only linear decision boundaries 
and number of features that can be used in the model is limited by many factors such as 
sample size and correlation between features. On the other hand support vector machine 
is a non-probabilistic nonlinear classifier which uses kernel method to map observations 
into a high-dimensional space in which they can be separated linearly. We used SVM to 
utilize all extracted features, and more likely to improve classification accuracy. 
In the instrument part, we describe the principles of near infrared spectroscopy 
method, in more details. In the experiment part, we describe the device, subjects, and 
protocol, which have been used to collect data for this thesis. 
Chapter 4 of this dissertation reports on the results of using machine learning 
methods on the collected NIRS data. First, we explain the results from a logistic 
regression classifier. Then, we examine the support vector machine classifier, and its 
results on the data.  
Feature selection is an important part of machine learning methods. Here we 
explain different feature selection methods and their effects on our results. Then we 
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utilize a classification guided feature selection method (RFE-SVM) and show how it 
helps to find smaller subsets of effective features in the data which improve the accuracy 
of classifier.  
Chapter 5 explores application of a novel data analysis technique, i.e., functional 
data analysis (FDA) on NIRS data. Using the fDA platform, we assign continuous 
functions to the NIRS data, which enables us to represent each NIRS signal with a set of 
basis functions, and their corresponding weights. Results of this investigation helped us 
in the clustering of NIRS signal, and its characterization in response to painful stimuli.  
Chapter 6 concludes the dissertation, by summarizing the results, and giving some 
suggestions for future work. 
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CHAPTER 2: PAIN MEASUREMENT 
Neuroimaging of Pain 
Early pain imaging studies used PET and reported on cerebral responses to 
noxious heat [5]. Since then, different functional modalities and brain imaging techniques 
have been used to study brain reactivity to pain in both normal subjects and patients with 
clinical pain conditions. A PubMed search on August, 2015 for the terms ‘brain imaging 
AND pain’ identified 9934 human studies. Among them there are large number of studies 
that have shown a consistent brain activity pattern, especially for acute/experimental 
painful stimuli [20, 21, 34]. fMRI, PET, and scalp electroencephalography (EEG) are 
commonly used to study the neural basis of pain. Researchers are also increasingly using 
other magnetic resonance-based measures such as diffusion tensor imaging, 
spectroscopy, and volumetric imaging to assess pain-related changes in the brain’s 
wiring, chemistry, and structure in order to gain further insights into the neurobiology of 
pain, particularly chronic pain [6]. Neuroimaging has challenged the classical theory of 
pain mechanisms by uncovering new brain regions involved in pain processing such as 
nucleus accumbens [35], insula [36], dorsolateral prefrontal cortex [37], basal ganglia, 
and cerebellum that reflect sensory, cognitive, and affective dimensions of pain. 
Positron Emission Tomography (PET) 
PET is an imaging modality that provides information about the regional cerebral 
blood flow (rCBF) and tissue metabolism by detecting emissions from active chemicals 
that have been injected into the blood stream. In the first imaging study of pain [38], 
Talbot and colleagues used PET and reported on activation in several brain regions in 
response to noxious heat, including the contralateral anterior cingulate cortex and primary 
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and secondary somatosensory cortices. Since then, several different studies have 
confirmed activation of the same brain regions among others (often bilateral), including 
the primary and secondary somatosensory cortices [39-42], the posterior, mid and 
anterior insula [43-45], the anterior cingulate [43, 46] and the prefrontal cortices [37, 47, 
48] and thalamus [49].  
Functional Magnetic Resonance Imaging (fMRI) 
Vascular-based neuroimaging techniques such as functional magnetic resonance 
imaging (fMRI) and functional near infrared spectroscopy (NIRS) record hemodynamic 
changes that are indirectly correlated to neural activities. These methods utilize non-
invasive study of neurovascular coupling, i.e. the relationship between local neural 
activity and subsequent changes in cerebral blood flow (CBF). This occurs through a 
complex sequence of coordinated events involving neurons, glia, and vascular cells. In a 
simple model, neural activation demands adenosine triphosphate (ATP) which increases 
oxygen and glucose consumption followed by an increase in CBF [24]. The increase in 
oxygen consumption is relatively lower than increase in CBF which leads to a net 
increase in blood oxygen level. This imbalance between oxygen consumption and CBF 
explains the principle behind the BOLD signal of fMRI. Different studies have validated 
this relationship [2, 50], suggesting that hemodynamic changes could provide a marker 
for assessing neural activity [51]. Therefore fMRI can objectively measure pain-related 
neural activities and provide a valuable tool for studying the mechanisms of pain [31, 52]. 
Most fMRI studies of pain have utilized thermal stimuli (contact Peltier thermodes or 
laser) to activate pain circuits. Other types of stimuli, including electrical and mechanical 
(pressure), have not been as extensively used [53]. fMRI data has been used to decode 
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whether a stimulus was perceived as painful [30]. The results show that during pain 
anticipation, activity in the periaqueductal gray (PAG) and orbitofrontal cortex (OFC) 
afforded the most accurate trial-by-trial discrimination between painful and non-painful 
experiences; whereas during the actual stimulation, primary and secondary 
somatosensory cortex, anterior insula, dorsolateral and ventrolateral prefrontal cortex, 
and OFC were most discriminative. The most accurate prediction of pain perception 
during the stimulation period, however, was made by the combined activity in pain 
regions commonly referred to as the ‘pain matrix’; a name given to an extensive network 
of brain regions activated during pain perception including somatosensory, insular and 
cingulate areas, as well as frontal and parietal areas. 
fMRI has been also used to study the influence of both placebo and nocebo (positive and 
negative expectation) on the human pain process [54]. It has been shown that an 
expectation of decreased pain reduces both the subjective report as well as activation of 
sensory, insula and cingulate (‘pain matrix’) cortices [55]. Another fMRI study [56] has 
shown that nocebo effects are mediated by the hippocampus and regions involved with 
anticipatory anxiety and, as such, are distinct from placebo effects at a neural level.  
Electroencephalography (EEG)  
EEG is a non-invasive technique that detects electrical impulses in the brain due 
to neuronal activity using electrodes placed on the patient’s scalp. It has been used for the 
study of cortical activation during external painful stimulation.  
Earlier EEG studies on healthy subjects using induced tonic pain have shown: (a) 
increase in low frequency delta power; (b) rare change in theta power; (c) decrease in 
alpha power; and (d) increase in high frequency beta power [57]. Also, a general 
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conclusion from event-related potentials (ERPs) and the phasic pain-related (ERPs) 
signals is that the early components (<50 ms) are more related to physical stimulus 
parameters, while the late components (>150 ms) are related to pain perception. Further, 
the late components (150-400 ms) are largely due to the activation of thin myelinated A-
delta fibers, while the very-late components (700-900 ms) and ultra-late components 
(1100-1500 ms) are related to thin non-myelinated C-fibre activation [57]. 
In more recent studies, EEG recordings have been used to study pain network. 
Interactions between cortical modules, such as S1 (primary somatosensory cortex), PS 
(parasylvian cortex including secondary somatosensory and insular cortex), and MF 
(medial frontal cortex including cingulate and supplementary motor cortex), due to a 
painful cutaneous laser stimuli have been demonstrated by measuring functional 
interactions between local field potentials from the cortex using implanted electrodes [58-
62]. Also it has been shown that these interactions change dynamically with tasks, such 
as attention to or distraction from a cutaneous laser stimulus [58, 61]. In another study 
scalp EEG has been used to demonstrate that EEG channels with post stimulus ERC 
interactions were consistently different during the painful laser stimulus versus the non-
painful electric stimulus [63]. 
Other imaging modalities 
fMRI, PET scan and EEG have been dominant techniques in pain researches but 
other methods such as magnetoencephalography (MEG) [64] , magnetic resonance 
spectroscopy (MRS) [65, 66] [67] [68] [5, 69], functional transcranial Doppler 
sonography (fTCD) [70] and Voxel-based morphometry (VBM) [5, 71] [72] have been 
also used in pain studies. Another widely used modality is diffusion tensor imaging (DTI) 
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which is a magnetic resonance technique that enables measuring microstructural changes 
in water diffusion in the brain. It has been used to study the white matter architecture and 
integrity of normal and diseased brains in a number of pain disorders such as migraine 
[73], post stroke central pain [74] and fibromyalgia [75]. 
The above review of imaging studies shows that fMRI is the most dominant and 
probably powerful imaging technique in pain research that can provide superior spatial 
information and significant insight into understanding of the brain response to painful 
stimuli. PET scan is another powerful technique; however, its application in research is 
particularly limited in the United States due to exposure to radioactive materials and the 
need for high level of clinical expertise. Nonetheless, both fMRI and PET have limited 
routine clinical use because of high equipment and maintenance costs. On the other hand, 
while EEG is potentially a powerful and well-understood technique that provides 
excellent temporal information, its usage in pain studies has not been very popular. 
Possible reasons for this may include sensitivity to noise and body movement, lack of 
specificity to pain, and the requirement of many electrodes to provide localized 
information. However, modern EEG systems that benefit from optimized hardware and 
improved signal processing fused with other techniques such as NIRS can play an 
important role in future researches. 
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NIRS for Pain Assessment  
Literature reporting on employing NIRS for pain assessment is very recent but 
fast-growing. Research that uses NIRS for assessment of pain-related cerebral 
hemodynamic changes can be classified into three categories: experimental pain [4, 15, 
20-23, 26, 27], clinical pain [25, 28] [24], and pain in infants [16, 18] [18, 19] [15]. 
Some of these studies [4, 14, 15, 21, 24-26] measured hemodynamic changes in the 
frontal areas only (possibly due to the ease of measurements on this region); whereas 
others [15-19, 27, 28] included sensory cortex area as well. These two regions are 
typically activated in response to pain.  
Experimental pain studies 
Studies with experimental models of pain in healthy adults employed a variety of 
noxious stimuli, including hot plates, pressure, electrical stimulus, and cold water. The 
cold water stimulus is quite different as it evokes a significant autonomic response in 
addition to any cortical activity due to nociception. Most of these studies [4, 20-23, 26, 
27] reported bilateral HbO2 increase in frontal and/or somatosensory areas while a few of 
them [4, 20, 21, 27] reported bilateral decrease in Hb as well. [4, 21-23, 26, 27] included 
innocuous sensory stimuli as negative control experiments to test the specificity of the 
noxious stimulus and were consistent in recruiting right-handed subjects and delivering 
the stimulus to the right hand.  
Clinical pain studies 
These studies reported the hemodynamic response to pain induced as a result of a 
clinical intervention in human adults. Two studies were conducted during migraine 
attacks [25, 28] and one study during cardiac surgeries [24]. One of the migraine studies 
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[28] reported that pain relief after a migraine attack and secondary to injection of 
sumatriptan was consistent with a decrease in HbO2 as a measure of intracerebral blood 
flow; whereas injection of saline in control subjects did not cause any change. The other 
migraine study [25] reported that during prolonged migraine with aura, cerebral tissue 
oxygen saturation (SctO2) increased ipsilateral to the headache side. Gelinas et al. studied 
the adults’ response to painful procedures performed for a cardiac surgery in two 
different periods: 1) awake period during intravenous and arterial line insertions and 2) 
anesthetized period during the sternal bone incision and thorax opening [24]. This study 
that benefited from a relatively large sample size (n=40) found that during painful 
procedures, regional cerebral oxygenation (rSO2) significantly increased in bilateral 
frontal cortex; while no significant activity was seen during tactile stimulus (skin 
disinfection). 
Infant studies 
Infants are better subjects for NIRS studies because of their thinner skull in 
compare to adult subjects. Infants’ studies were the first to propose the use of NIRS for 
pain assessment in human [16, 18]. Two studies with term and pre-term infants during 
heel lance consistently showed contralateral activation in the somatosensory cortex [18, 
19]; while two studies during venipuncture found bilateral activation in the 
somatosensory [16] or prefrontal cortices [15]. One study with critically ill babies during 
chest-drain removal after cardiac surgery found significant increase in Hb in right 
primary somatosensory or fronto-temporal and temporoparietal areas [17].  
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Correlation between NIRS response and self-reports 
Study of correlation between cerebral activation in response to pain and 
behavioral measures or self-reports has recently received special attention. Two studies 
using experimental models of pain in healthy adults examined the correlation between 
subjects’ self-reports and NIRS parameters. Lee et al. reported that as the intensity of the 
noxious pressure stimuli increases, the HbO2 in the frontal cortex increases as well, 
consistent with an increase in the perceived pain [4]. They also observed that in response 
to repeated constant stimuli, subjects report decaying perceived pain consistent with 
decrease in HbO2. Gelinas et al. did not find any association between activation in frontal 
cortex, pain behaviors, and subjective pain scores during painful procedures in awake 
patients. This may be partly explained by low variability of the measures due to pre-
medication in the majority of patients with morphine [24]. 
Correlation between NIRS response and pain behaviors 
Three studies with infants also assessed the linear relationship between pain 
behaviors and NIRS measures. Slater et al. studies the association between the premature 
infant pain profile (PIPP) scores and cortical activity in somatosensory cortex during heel 
lance in 12 infants (aged 25-43 weeks postmenstrual) [19]. They found a moderate 
correlation between the PIPP score and the level of cortical activity in the contralateral 
somatosensory cortex, with the facial expression component of PIPP having the larger 
correlation with cortical activation and the physiological component (heart rate and 
oxygen saturation) having the weaker correlation. In 13/33 test occasions (8 infants) no 
change in facial expression was observed. Despite this observation, a cortical response 
was observed in 10/13 occasions. Ozawa et al. studied the effect of previous exposure to 
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a painful procedure (venipuncture) on the correlation between prefrontal cortical pain 
response and PIPP scores in 80 newborns (aged 37 to 42 weeks of gestational age; 50 
full-term, 30 premature) [15]. For full-term infants with no experience of painful 
procedure, bilateral change in HbO2 in prefrontal cortex was significantly correlated to 
facial expression score on the PIPP and the total PIPP score. Full-term infants with prior 
experience of painful procedure showed no correlation between HbO2 change and 
physiological, facial expression, or total PIPP scores. For pre-term infants with 
experience of painful procedure, they found moderate correlation between HbO2 change 
in both sides of prefrontal cortex and physiological score of PIPP and between HbO2 
change in the left prefrontal area and total PIPP score, but not with the facial expression 
score. Finally, Ranger at al. did not find any association between cerebral Hb changes, 
physiological measures, and behavioral pain scores (Face Leg Activity Cry Consolability; 
FLACC) during chest drain removal in sick infants [17]. 
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Machine learning and Pain 
Applying machine learning techniques on neuroimaging data in the field of pain 
assessment has shown promising results in recent years. In [19] Marquand et. al (2009) 
showed that using fMRI data from an individual, one could train a machine learning 
algorithm to predict the same individual’s pain. In their study, healthy individuals were 
exposed to three different levels of thermal stimuli; heat perception threshold, pain 
perception threshold, and pain tolerance. These stimuli generated three pain levels of no 
pain, low pain and high pain. Collected fMRI data was used to train a model to predict 
self-reported pain for each participant individually. Then each model was used to classify 
subsequent stimuli in that same individual. The SVM model had an accuracy of 68% for 
distinguishing pain perception level (low pain) from pain tolerance level (high pain) and 
an accuracy of 91% for distinguishing heat perception level (no pain) from pain tolerance 
level (high pain).  
Furthermore [29] developed a model that was not individual-based  and therefore 
could be used on different group of subjects. In this study whole-brain patterns of activity 
were used to train a support vector machine to distinguish painful from non-painful 
thermal stimulation. As mentioned before, the generated model was not limited to the 
individual itself and was verified on different group of subjects. They have reported an 
accuracy of 81% at distinguishing painful from non-painful stimuli. 
Brodersen et. al. (2012) used a linear support vector machine on fMRI data which 
resulted in rank order of regions of interest (brain regions) during pain anticipation and 
actual pain stimulation periods. During pain anticipation, activity in the periaqueductal 
gray (PAG) and orbitofrontal cortex (OFC) afforded the most accurate trial-by-trial 
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discrimination between painful and non-painful experiences; whereas during the actual 
stimulation, primary and secondary somatosensory cortex, anterior insula, dorsolateral 
and ventrolateral prefrontal cortex, and OFC were most discriminative. However the 
most accurate prediction of pain perception from the stimulation period was only 62%, 
and involved using  activities in all pain regions commonly referred to as the 'pain matrix' 
[30]. 
In another important fMRI study [31] Wager et. al (2013) used a machine-
learning–based regression technique to identify a pattern of fMRI activity across brain 
regions in response to heat-induced pain. They first identified the brain regions activated 
by painful thermal stimuli as the dorsal posterior insula, the secondary somatosensory 
cortex the anterior insula, the ventrolateral and medial thalamus, the hypothalamus and 
the dorsal anterior cingulate cortex. Using data from these regions a model has been 
developed and then tested on a separate dataset which resulted in an accuracy of %94 to 
discriminate between painful heat and nonpainful warmth. Moreover Remifentanil (a 
potent short acting opioid drug) infusion was associated with a 53% reduction in the 
signature response. This study was a strong demonstration of the existence of a universal 
pain signature in fMRI data. 
These studies show that some features from neuroimaging data – such as blood 
oxygen level dependent (BOLD) signal change in fMRI- are sufficiently consistent 
between individuals to train a pain classifier that performs accurately when trained on 
one group of subjects and tested on another. In other words it might be a universal pattern 
of pain activation (neurological signature) across individuals that could be used to detect 
pain objectively across other subjects[20]. 
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Besides acute pain studies on normal subjects, chronic pain patients have been 
also studied using machine learning methods on neuroimaging data (Mostly MRI and 
fMRI). MRI studies are based on the assumption that chronic pain patients have different 
patterns of brain structure while the main hypothesis in fMRI studies is that individuals 
with chronic pain have different patterns of brain activity in response to induced pain. 
Ung et. al. (2014) applied support vector machine on MRI data to find differences 
between brain gray matter of normal subjects and chronic low back pain patients which 
resulted in an accuracy of 76% [22]. The most useful features for the classification 
included areas of the somatosensory, motor, and prefrontal cortices- all areas implicated 
in the pain experience. Differences in areas of the temporal lobe, including bordering the 
amygdala, medial orbital gyrus, cerebellum, and visual cortex, were also useful for the 
classification.  
Callan et. al (2014) investigated specific neurological markers that could be used 
to diagnose individuals experiencing chronic pain with fMRI data [23]. They hypothesize 
that individuals with chronic pain have different patterns of brain activity in response to 
induced pain and this pattern can be used to classify the presence or absence of chronic 
pain. A sparse logistic regression model was used to train a classifier based on the 
patterns of activity in somatosensory and inferior parietal cortex. The classifier had an 
accuracy of 92.3% to distinguish individuals with and without chronic pain.  
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Functional Data analysis (FDA) and Neuroimaging 
FDA has been applied to neuroimaging studies [76]. Viviani et al. first proposed an FDA 
approach for exploratory analysis of fMRI images for a single subject case [77]. They 
showed that compared to ordinary principal component analysis (PCA), the functional 
version of PCA could better visualize the variability of the data introduced by 
experimental alternations as it takes advantage of smooth functions. Later, Long et al. 
followed an FDA approach for dimension reduction of fMRI data for the estimation of 
noise covariance kernel[78]. Utilizing FDA approach on NIRS data was first introduced 
in [79]. Barati et al. used functional principal component analysis, to decompose 
oxyhemoglobin (HbO2) and deoxyhemoglobin (Hb) curves into several components 
based on variability across the subjects. Each component corresponded to an 
experimental condition and provided qualitative and quantitative information of the shape 
and weight of that component. 
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CHAPTER 3: MATERIALS AND METHODS 
Research method 
Machine Learning 
The problem of classification of pain levels using the features of NIRS 
measurement falls under the general class of supervised machine learning. Statistical and 
machine learning methods are used in the case of complex problems in which one cannot 
precisely find a method which compute the correct output by the input data. Machine 
learning methods attempt to solve this type of problem by using examples. When the 
examples are input/output pairs the learning methodology is called supervised learning. 
The input/output pairing typically reflects a functional relation mapping inputs to outputs. 
In machine learning literature the output or response variable is often called the target 
variable and the input variables are called variables or features. The classification goal is 
to train a model -based on the given examples known as training set- that can predict the 
output (class) of future examples based on their input (features). 
When an underlying function from input to output exists it is referred to as the 
target (decision) function. The estimation of the target function which is learnt is known 
as the solution of the learning problem. The solution is chosen from a set of candidate 
functions which map from the input space to the output domain. Usually we choose a 
particular set or class of candidate functions known as hypotheses before we begin to 
learn (e.g. in support vector machine candidate function set is set of all hyperplanes). 
Machine learning methods are now being applied to a wide variety of clinical processes 
and medical science problems such as image analysis and gene classification. 
24 
 
 
Classification error 
A general classifier can be written as y = f (x, α) in which y, x and α represent 
classes, inputs and parameters respectively. There are two types of error to evaluate 
performance of a classifier.  Empirical error (training error) is defined as: 
     ( )   
 
 
 ∑ ( (    )   )    (   )
 
   
 
N is the number of training samples and  (   ̂) is a zero-one loss function which means 
L = 0 if predicted class is correct and L =1 if predicted class is not correct. This error 
shows the number of misclassified samples in our training set.  
On the other hand we are interested to know the error of the classifier not only on 
the training set but for all possible future datasets. This error is known as generalization 
error, overall error or true error and is defined as: 
 ( )   ∫ ( (   )  )   (   ) 
Which P(x,y) is the joint distribution of x and y. Since P(x,y) is unknown we cannot 
calculate the overall error directly from the formula but there are methods to estimate or 
at least find a bound for it. 
Vladimir Vapnik and Alexey Chervonenkis developed their theory (VC theory) 
during 1960-1990 which attempts to explain the learning process from a statistical point 
of view [25].  One of their important findings is an upper bound for the true error of a 
classifier explained as: 
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With the confidence η (     ),  ( ) = Overall error,      ( ) = Empirical error as 
explained in Eq. 3.1, N is the number of training samples and h is VC dimension of the 
set of functions parameterized by α.  VC dimension of a set of functions is a measure of 
their capacity of complexity and is described by maximum number of points that can be 
separated in all possible ways by that sets of functions.  
We can write the upper bound in a simpler form as: 
     (       )                                                  
According to this formula using simple set of functions (low complexity) reduces the 
complexity term in the overall error but will result in a higher training error. On the other 
hand taking a high capacity set of functions will give low training error but it might 
increase complexity term in overall error and may cause to over fit (Figure 1). 
Minimizing these two sources of error simultaneously results in a bias-variance tradeoff 
problem.  
The problem is to choose a model that both accurately captures the regularities in 
its training data but also generalizes well to unseen data.  
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Figure 1 Complex curve fit (Sine) has smaller training error but larger true error than a simple fit (hyperplane). The 
figure also shows the tradeoff between Bias-Variance tradeoff in minimizing two sources of error 
In terms of mean square error we have: 
   ( )    [ ̂( )   ( )]
 
 
In which  ( ) is the actual output and  ̂( ) is estimated output of the classifier for input 
x. We can rewrite the formula as 
  [ ̂( )    ̂( )    ̂( )   ( )]
 
    ̂( )    ̂( )      ̂( )   ( )   
Which is equal to 
   ( )          ( ̂( ))  (    ( ̂( )))
 
 
The bias error comes from erroneous assumptions in the learning algorithm while 
the variance is the error from sensitivity to small fluctuations in the training set. High-
variance learning methods may be able to represent their training set well, but are at risk 
of over fitting to noisy or unrepresentative training data. In contrast, algorithms with high 
bias typically produce simpler models that do not tend to over fit, but may under fit their 
training data, failing to capture important regularities (Figure 3). 
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Figure 2 Optimum complexity 
 
 
Figure 3 Trade off between Bias and Variance of the model 
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Logistic Regression  
As explained before, the goal in classification is to find a decision function that assigns 
the inputs from feature space into the classes (target space). Different methods use 
different strategies to find these decision functions, boundaries and rules. 
Logistic regression fits a linear model to the feature space. In order to do the regression, 
first we need to map from categorical (binominal) domain (in our case High pain, Low 
pain) into a real number Z.  
                                                       
Here we consider the case of binary classification which means there are 2 target classes. 
Now we can transform the output of this linear regression to be suitable for probabilities 
by using a logit link function as follows which maps Z into the range of      : 
      ( )      
 
   
                   
In the logit model the log odds of the outcome is modeled as a linear combination of the 
predictor variables (features). Inverse of logit function (logistic function) is described by: 
   
  
    
 
Therefore every point in feature space will be mapped into a real value between   ,   . In 
other words we model posterior probability of 2 classes  
  (       |           )       via linear functions in feature space (X). When 
we apply LR to a classification problem, we assign each observation to the group which 
has the largest posterior probability. 
We fit the model with: 
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An advantage of the logistic classifier is that it leads to a simple linear regression for 
classification. We assign an observation to class -1 (Non-painful) if    ∑     
 
       
and assign it to class 1 (Painful) otherwise. Training a logistic regression model means to 
optimize   so the model gives the best possible reproduction of training set labels. 
Logistic regression makes no assumption about distribution of classes in feature 
space, is quick to train, very fast (important for real time applications) and more robust at 
classifying unknown records and resistant to over fitting. Also it gives significance value 
for each feature so model coefficients can be interpreted as indicators of feature 
importance. 
On the other hand in logistic regression it is assumed that each feature has an 
independent eﬀect on the response variable and features do not have any kind of special 
joint eﬀect unless we explicitly put interaction terms into the model; in other words, 
highly correlated features cannot be used in the model at the same time.  
Another issue in logistic regression is complete separation or quasi complete 
separation problem. A complete separation happens when the outcome variable separates 
a predictor variable or a combination of predictor variables completely (or with a few 
exemptions in quasi-complete case). Figure 4 shows an example of this situation in which 
using two features one can separate two classes completely.  In other words there is a 
vector that correctly allocates all observations to their group.  Complete separation or 
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perfect prediction can occur for several reasons. One common example is when using 
several categorical variables whose categories are coded by indicators. For example, if 
one is studying an age-related disease (present/absent) and age is one of the predictors, 
there may be subgroups (e.g., women over 55) all of whom have the disease [80]. 
Another possible scenario for complete separation to happen is when the sample size is 
very small. In this case mathematically the maximum likelihood estimate does not exist. 
In other words the larger the coefficients the larger the likelihood so the coefficients 
should be as large as they can which results in infinite parameters. In these cases the 
algorithm results in very large coefficients and standard deviations. For this reasons 
number of features which can be used in the logistic regression model is limited by 
sample size. 
 
Figure 4 A quasi-complete separation case (Black dots and red dots correspond to high pain and low pain data 
respectively) 
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Support vector machine 
Assume a linear decision boundary (hyperplane in n-dimension) is defined by 
        in the feature space (x). We can define the binary classification problem as 
using training data to find w and b such that the hyperplane can separate the data into two 
groups (classes). 
 In general, if data is linearly separable, there exists infinite possible separating 
hyperplanes i.e. infinitely, many solutions for w and b, all of which classify the training 
data exactly. Clearly it is desirable to try to find the one that will give smallest 
generalization error; that is the one that will lead to a better classification performance on 
test data. Therefore, the problem is to find decision rules that generate such a decision 
boundary that separates the data into two groups and has the best classification 
performance. 
The support vector machine solves this problem by considering the concept of 
margin. Margin is defined as the distance between the decision boundary on the 
separating hyperplane to the closest data point from either class. The optimal separating 
hyperplane (defined by w and b) is chosen to be the one for which margin is maximized 
[25, 28, 81].  
In cases that linear boundaries separation is not possible between classes in the 
same space, SVM uses kernel method to map the observations into a higher dimension in 
which the data can be separated in.  
Here we first explain the separable case in more details. 
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Separable case  
We consider a binary or two-class classification problem and assume that our training or 
learning data   {(     )        } consists of N pairs of input vectors             
   with corresponding target values               {    } for all         in which 
n is the number of features and N is the number of samples. The binary classification 
problem is to use the learning data D to conduct a function        such that  ( )  
    ( ( )) is a classifier. 
    ( ( ))        ( )            ( ( ))         ( )    
New data points (x) are classified according to the sign of f(x).  
In the simplest case we assume that the training data set is linearly separable in feature 
space, so that by definition the set D can be separated exactly by a hyperplane: 
{    ( )         }                                            ( ) 
Where      is a weight vector with Euclidian norm ‖ ‖ and      is the bias, such 
that  
                                           ( ) 
and 
                                           ( ) 
Combining (2) and (3) we have 
  ( 
     )                                  ( ) 
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The hyperplane described by w and b perfectly separates the training data set D into two 
perfectly homogenous groups  {(     )         } and {(     )         }. 
We note that the hyperplane defined by (   ) does not change if we rescale the 
hyperplane by (     )    . Therefore, if the training data from the two classes are 
linearly separable, there exist w and b such that 
                                                        ( ) 
                                                        ( ) 
Combining (5), (6) we have 
  ( 
      )                                                     ( ) 
As explained before SVM tries to find w and b in a way that maximizes the margin 
between the classes. First we find the margin. 
Let   and    denote the data points in training data set D having target values +1 and -1, 
respectively. As it is shown in Figure 5, width of the margin between Class +1 and Class 
-1 is the difference between    and    vectors projected on the normal vector of 
hyperplane. Therefore we can write: 
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Figure 5 Solid line indicates hyperplane while dashed lines show the margins. X+ and X- are two samples on each class 
boundary which are used as support vectors 
The problem is to find the hyperplane that creates the biggest margin and hold the 
conditions that explained before; more formally maximize 
 
‖ ‖
 subject to condition (7).  
For mathematical conveniences we work on the equivalent problem of finding w and b to 
minimize 
 
 
‖ ‖  subject to   ( 
      )              .  
This is a convex quadratic optimization problem subject to linear inequality constraints 
and hence has a global minimum. This is one of the advantages of SVM compare to 
methods such as neural net in which existence of a global extremum is not guaranteed. 
We solve this optimization problem using Lagrangian multiplier method. The Lagrangian 
primal function is given by  
 (     )  
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                           ( ) 
Where             are Lagrangian multipliers. Minimizing (8) results in:  
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Solving equation (9) and (10) yield  
  ∑  
 
   
                                          (  ) 
∑  
 
   
                                               (  ) 
And substituting (11) and (12) into the primal function (8), yields 
 (     )   
 
 
(∑      
 
 
   
)(∑      
 
   
)    ∑      
 
 
   
 (∑      
 
   
)
  ∑     ∑  
 
   
 
   
  
 ∑  
 
   
 
 
 
∑∑          
                                       (  )
 
   
 
   
 
Which is called the dual functional of the optimization. We note that the input vectors xi 
and xj appears in the form of inner product in the decision rule (13), thus the optimization 
problem depends on the data only through inner products   
   .  
The next step is to find the Lagrangian multipliers   (       )
  by maximizing the 
following quadratic optimization problem 
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If  ̂  ( ̂     ̂ )
 solves this optimization problem, then  ̂  ∑  ̂ 
 
           (  ) is 
the optimal weight vector. By the Karush-Kuhn-Tucker complementary conditions 
(which generalizes the method of Lagrange multipliers to inequality constrains as well), 
the optimal solution  ̂  ̂      ̂ must satisfy  
  [  ( ̂
     ̂)   ]                             (  ) 
This implies that  ̂    only for support vectors, and for all other input vectors that are 
not support vectors  ̂   . Let    {     } be the subset of indices that identify the 
support vectors, then the optimal weight vector  ̂ in the expression (15) can be written as  
 ̂  ∑  ̂ 
 
         (17) 
That is the optimal weight vector  ̂ is a linear function of only the support vectors. It is 
for this reason that they are called the support vectors.  
The value of b does not appear in the dual problem, but can be estimated using the 
Karush-Kuhn-Tucker complimentary condition (16) for each support vector and the 
averaging 
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|  | is the cardinality of the set SV. Cardinality of a set is a measure of the "number of 
elements of the set". 
An important condition which can be seen in both optimization rule (13) and 
decision rule (17) is that they depend only on the inner product of input vectors. This is 
the main property which allows SVM to deal with Non-linear cases through an efficient 
method known as kernel trick. Since the optimization problem depends on the data only 
through inner products and can therefore be replaced by a non-linear kernel function 
φ(x). This method known as kernel trick will be discussed with more details in the next 
section. 
Nonlinear Case 
Nonlinear Support vector machine 
Linear classifiers do not provide enough accuracy in some cases and we need to 
use more complex classifiers. But to keep the formulation the same we can map data into 
a richer feature space including nonlinear features, then construct a hyperplane in that 
space so all other equations are the same. 
The main idea here is that non-linear separable cases are not separable in their 
space but can be linearly separable in another space with higher dimension. Therefore we 
need a function  ( ) to transform data into a higher dimensional space. On the other 
hand we know that the optimization problem depends on the data only through inner 
products of the input (  )  (  ). Therefore if we have a function such that  (     )  
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 (  )  (  ) then we do not need to find the transforms values ( ) directly. This 
function  (   )  is known as kernel function. Here we explain the idea in more details. 
It has been shown that for SVM case we can write: 
  ∑   
 
   
    (  ) 
Therefore  
 ( )   ∑   
 
   
    (  )  ( )     
Defining kernel function as   (    )   (  )  ( ) we can write 
 ( )  ∑   
 
   
    (    )    
Therefore here instead of using ф(x) to transfer input x and xi into higher 
dimension which may have a high computational burden, we use kernel inner product 
which is less intense computationally. 
Kernel will do nonlinearity implicitly. In other words using the kernel method, we 
gain access to the high-dimensional feature space through the inner product of the 
features in the original space, thus, bypass the computational burden of finding the image 
of the original input features in the high-dimensional space [27]. Moreover, in the case of 
Gaussian kernel, which is a popular kernel in support vector machine, the feature space of 
the kernel has an infinite number of dimensions. In order to explain this, we need a more 
detailed description of radial basis functions (RBF). 
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Radial functions are a special class of functions. Their characteristic feature is that 
their response decreases (or increases) monotonically with distance from a central point. 
The center, the distance, scale and the precise shape of the radial function are parameters 
of the model all [82]. A typical radial function is the Gaussian which in the case of a 
scalar input is defined as: 
 (    )   
 
‖     ‖
   
 
 
  is known as radius or kernel width. Since the value of the RBF kernel decreases 
with distance and ranges between zero (in the limit) and one (when x = xi), it has a ready 
interpretation as a similarity measure [26].   is the parameter that controls the rate of 
decay.  
Now, assuming   =1, we can write the Taylor expansion of the Gaussian kernel 
as: 
  
‖    ‖
 
 
 ∑
(    )
 
  
 
 
   
  
‖ ‖
 
 
   
‖  ‖
 
 
 
As it can be seen in the formula the kernel contains all the higher power terms of 
the feature space (    ) which means that the Gaussian kernel has an infinite number of 
dimensions. 
There are other options for kernels as well such as: 
                 (    )  (      )
  
              (    )      ( (    )   ) 
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Non-separable case  
To deal with non-separable case, we can modify constrain (7) such that it allows 
some points to stay at the wrong side of the margin (soft boundary) and rewrite the 
problem as: 
         ‖ ‖   ∑  
 
   
             
  (      )                                   
Where C is known as cost parameter (in separable case C = ∞). For smaller values of C 
the margin is larger and involves data further away while larger values of C give more 
weight to the points near the decision boundary.     is slack variable which allows 
individual observations to be on the wrong side of the margin or the hyperplane. If 
      then the ith observation is on the correct side of the margin. If       then the ith 
observation is on the wrong side of the margin, and if       then it is on the wrong side 
of the hyperplane [83] and misclassification has occurred. Therefore bounding   ∑     at a 
value K, bounds the total number of training misclassifications at K. 
Feature selection 
A common problem in machine learning and specifically classification is to find 
ways to reduce the dimensionality of feature space which are known as feature selection 
methods.  
Feature selection is defined as process of selecting a subset out of the feature 
space which minimizes a predefined criterion- usually classification error in case of 
supervised learning and cluster detection error in case of unsupervised learning. Potential 
beneﬁts of feature selection includes: facilitating data visualization and data 
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understanding, reducing the measurement and storage requirements, reducing training 
and utilization times, defying the curse of dimensionality to improve prediction 
performance [84]. 
Among all the benefits of feature selection techniques three of them are of our 
most interest; First of all it improves the prediction performance of our classifier by 
avoiding over fitting; second it will result in a faster and more cost-effective model by 
reducing dimension of predictors. Last but not least it provides a better understanding of 
the underlying process that generated the data. In our case it determines the features of 
NIRS data that relate to the pain level most and may be used as predictors (biomarkers) 
of pain.   
In the context of classification, feature selection methods can be categorized into 
three major groups [84]. Filter methods, wrapper methods and embedded methods.  
Filter methods select subsets of features as a pre-processing step and independent of the 
classifier performance. In these methods features are ranked based on a predefined 
criterion such as correlation coefficients. The advantages for such a method are: 1) It only 
requires the computation of n (n=number of features) scores and ranking them, 2) it is 
robust against over fitting because it introduces bias but it may have considerably less 
variance [8]. However, despite their computational efficiency and statistical robustness, 
there are certain limitations for them. First of all, ranking the variables based on the 
defined criterion is sub optimal and may not necessarily improve prediction performance. 
Another common criticism of filter techniques is that they lead to the selection of a 
redundant subset. The same performance could possibly be achieved with a smaller 
subset of complementary variables. 
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Many feature selection algorithms utilize filter methods as a first choice because 
of its simplicity, scalability, and good empirical success. These methods can also be used 
as a baseline method in the preprocessing step to reduce number of features for next 
steps.  
Wrapper methods (also known as classification-guided feature selection) use the 
classifier as a black box to rank subsets of features based on their predictive performance. 
In its most general formulation, it uses the prediction performance of a given classifier to 
assess the relative usefulness of subsets of features. For developing a wrapper feature 
selection two parts need to be addressed: A method to search the space of possible feature 
subsets; and a method to assess the prediction performance of a classifier to guide the 
search and halt it [84]. Trying all possible subsets is not feasible if number of features is 
higher than 20 and the search becomes quickly computationally intractable. In our case 
with 54 features there are 1.80144x10
16
 possible subsets. Obviously it is not practical to 
try all possible subsets and find the best one. Therefore there is a need for a search 
strategy which reduces the computational cost tremendously while keep improving the 
performance. A wide range of search strategies such as genetic algorithm, simulated 
annealing and hill climbing can be used (see [9] for a review).  
In this thesis we use a backward selection greedy search strategy.  
A greedy search algorithm is a heuristic method that tries to find the global 
optimum by making the locally optimal choice at each stage. Although, a greedy strategy 
does not necessarily produce an optimal solution, but nonetheless it may yield locally 
optimal solutions that approximate a global optimal solution in a reasonable time. 
Besides their computational advantages they also seem to be robust against over fitting in 
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feature selection problems [84]. They can be used in two different approaches; forward 
selection and backward elimination. In forward selection we initially start with an empty 
subset and add features progressively (one by one) to make larger and larger subsets. In 
backward elimination the initial subset includes all the features and least promising 
features are eliminated progressively (one by one). 
Forward selection is computationally more efficient than backward elimination. 
Since the number of possible features that can be added to the model at step k is (n-k) 
therefore we can compute total number of models as: 
∑(   )  
 (   )
 
   
   
 
In our case (n=54) the total number of models will be 1486. 
 However, weaker subsets are found by forward selection and a backward 
selection method may outsmart forward selection because the importance of features is 
not assessed in the context of other features not included yet [84]. 
Embedded methods add an extra term to the cost function to penalize number of 
features. They directly optimize this two-part objective function with a goodness of fit 
term and a penalty for a large number of variables. Giving a penalty for number of 
features will result in finding the smallest possible subset with the highest accuracy. 
Embedded methods incorporate variable selection as part of the training process and does 
not need the validation process. However these methods are more sophisticated and are 
limited to specific classifiers. 
In general filters and embedded methods are faster than wrapper methods. However 
wrappers have higher learning capacity than embedded methods. Filter methods have the 
least learning capacity which makes them less prone to over fitting. 
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Cross Validation 
In cases that sample size is not large enough to have a separate validation set to 
assess the performance of the prediction model cross-validation methods are used. K-fold 
cross-validation splits the data into K parts, uses K-1 parts of it as the training set to fit 
the model and the other 1 part to test the model with. This process is repeated K times 
and each time a different part of data is set aside for testing. The case K = N (number of 
samples) is known as leave-one-out cross- validation.  
The leave-one-out procedure consists of removing one example from the training 
set, constructing the predictor on the basis only of the remaining training data, then 
testing on the removed example. In this fashion one tests all examples of the training data 
and averages the results. It has been proven (known as Luntz and Brailovsky theorem) 
that the leave-one-out error is an almost unbiased estimate of the true error expected on 
an independent test set for the classifier [7]. In other words leave-one-out is an unbiased 
estimator of the generalization performance of a classifier. There exist exact or 
approximate formulas of the leave-one-out error for a number of learning machines ([10], 
[11], [13]).  
In this thesis we use leave-one-out cross-validation method to assess the 
performance of our classifiers. We take one subject’s data (all trials) completely out prior 
to feature selection and training and generate the models based on n-1 subjects (n = 
number of subjects). We repeat this n times so that every subject has been set aside once. 
Functional Data Analysis 
Medical devices measure data from a continuous physiological process as discrete 
samples subject to observational noise. We want a mathematical description of the curve 
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or data distributed over time (In general form it can be any other types of continuum e.g. 
space). Considering only one recorded sample we can write: 
    (  )     
Where    is the observed sample,   (  ) is the actual continuous process that we want to 
measure and    is the measurement error of the sample. Functional data analysis (FDA) 
tries to find a function -or better to say linear combination of basis functions- to represent 
data recorded at discrete times as a continuous function. This falls under the general class 
of approximation theory. The philosophy behind fDA is “to think of observed data 
functions as single entities, rather than merely as a sequence of individual observations 
[85]. The advantages of using such representation is twofold: (1) it provides a 
computational platform to reduce dimension of data especially in cases which there are a 
huge number of measurements on each of small number of subjects, known as large p 
small n problem [86] and (2) smooth functions allow study of the dynamics of the 
underlying processes through their derivatives.  
Basis functions 
In a functional domain, we study functional objects rather than sample points; therefore 
the discrete data need to be converted to a continuous functional object. However before 
we can convert raw discrete samples into a functional data object, we must specify a 
basis. A basis is a system of primitive functions that are combined linearly to 
approximate actual functions. Here we replace observations            (n=number of 
samples) with  (  )  (  )    (  ) which  ( ) is a continuous function formed by a 
combination of basis functions  . 
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 ( )  ∑     ( )
 
   
 
When these basis functions  k are specified, then the conversion of the data into a 
functional data object involves computing the coefficient of the expansion     
Based on the choice of basis functions different methods have been developed; 
Fourier series (suitable for periodic phenomenon), wavelet (suitable for sharp local 
features phenomenon like heart rate) and B-spline (suitable for smoother and slower 
phenomenon like hemodynamic response or body temperature). 
As explained above the choice of basis function depends on the nature of the signal and 
for a physiological signal like hemodynamic response B-spline is the best option. 
B-spline Bases 
Spline functions are formed by joining polynomials together at fixed points called knots. 
The order of the polynomial (m) is defined as the number of coefficients defining the 
polynomial, and degree of polynomial is the highest power of the polynomial which is 
one less than its order (m-1). 
Assume that we want to estimate a curve on the data in the interval of tL to tu. We divide 
this interval into L+  sub intervals separated by L interior boundaries ξi called knots. 
At the interior breakpoints ξi, the two polynomials are required to join smoothly. In the 
most common case, this means that the derivatives match up to the order one less than the 
degree. The first polynomial segment has a full complement of m degrees of freedom, but 
each subsequent segment has only one degree of freedom because of the m - 1 constraints 
on its derivatives. This gives a total of L + m degrees of freedom. For example, choosing 
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polynomial of degree one (straight line), we have one degree of freedom (slope of the 
line) and one constrain (intercept of the line) for each segment. In other words the lines 
simply join with auxiliary slopes but have to have identical values at the break point 
(Figure 7). In case of having only one break point, the first polynomial has two degree of 
freedom (slope and intercept), and the second, having its value already defined at the 
break point, is left with only one degree of freedom (slope), the total polygonal line has 
three degrees of freedom.  
 
Figure 6 Using spline of order 1 as basis (left). A sample of NIRS data estimated by 10 bases (Right) 
 
Figure 7 Using spline of order 2 as basis (left). A sample of NIRS data estimated by 10 bases (Right)  
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Correspondingly, if both polynomials are quadratics, then they match both in terms of 
values and in terms of slope (first derivative) at ξ  (Figure 8). The first polynomial has 
three degrees of freedom, but the second loses two because of the constraint on its value 
and slope at ξi, and thus retains only one. This leaves a total of four degrees of freedom 
for the spline function formed in this way, as opposed to three for a quadratic polynomial 
over the entire interval. 
 
Figure 8 Using spline of order 3 as basis (left). A sample of NIRS data estimated by 10 bases (Right) 
The most common type of spline is the cubic spline in which each polynomial is a cubic, 
or of order 4. Because the segments join with matching derivatives up to order 2, they 
appear to the eye to be finely smooth. This is because the second derivative measures 
the curvature of a curve, and the curvatures match at the breakpoints, so that the 
curvature appears to change smoothly [87] (Figure 9). 
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Figure 9 Using spline of order 3 as basis (left). A sample of NIRS data estimated by 10 bases (Right) 
As explained above B-spline system can be defined by (1) the order m of the polynomial 
and (2) the location and number of the knots [88]. Number of bases is one less than 
number of knots. Location of knots can be distributed equally over the data or more knots 
can be assigned to the parts of data which have more variability.   
fDA framework 
Back to our model we have: 
    (  )     
And we want to estimate  ( ) as: 
 ( )  ∑     ( )
 
   
 
The goodness of fit is measured by the least squares criterion as: 
    ∑(    (  ))
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In a regular regression we try to minimize this cost function. However here we add an 
extra term to the least-square criterion to measure roughness of  ( ). This term is defined 
as: 
     ∫(
   ( )
   
)  
     shows the curvature and smoothness of the function. A smaller PEN2 implies a 
less variable function, whereas a larger PEN2 indicates a rougher curve.  
The new penalized squared error cost function can be written as: 
       ∑(    (  ))
    ∫(
   ( )
   
) 
 
 
Where   is smoothing parameter that controls the trade-off between the closeness to the 
observed values and the smoothness of the function. If   is close to zero, we obtain an 
estimate too close to the data and if is too large, we obtain an estimate equivalent to the 
linear regression estimate of the data.  
An appropriate smoothing parameter may be chosen subjectively by visual judgment and 
prior knowledge of the process generating the data. An objective, data-driven method is 
also developed using the generalized cross validation (GCV) measure [89]. 
   ( )  [
 
    ( )
] [
   
    ( )
] 
Where n is the number of observations, SSE is the mean square error, and   ( ) is the 
trace of the smoothing matrix [90]. 
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Figure 10 it is important to select a reasonably good smoothing parameter [87] 
The smoothing spline theorem has shown that the function which minimizes the 
penalized squared error (PENSSE) is a spline function of order 4 (piecewise cubic) with a 
knot at each sample point. 
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Instrument 
Near infrared Spectroscopy 
NIR works based on the fact that brain activity is associated with changes in 
optical properties of brain tissue in near infrared range. Propagated light in a substance 
can either be absorbed or scattered. For tissues in near infrared range (600-1000 nm), 
scattering predominates over absorption. This highly scattered light, reflects back to the 
tissue surface mostly within a banana shaped optical path length (Figure 11). By putting a 
photo detector on the surface of the skin one can sample the amount of absorption 
changes within this volume.  
In the near-infrared range (NIR), 600 nm – 1000 nm optical window, the major 
absorbing components –chromophores- in the soft tissues are water, oxyhemoglobin and 
deoxyhemoglobin. There are also minor contributions from other tissue chromophores, 
such as melanin, lipids, etc. Each one has different level of absorption at each 
wavelength. Also scattering is dominant over absorption in this optical window. 
Components such as water, lipids, CFS, melanin can be assumed to keep a constant 
concentration during the test period (static absorbers) and have a little contribution to the 
overall attenuation in the specific window. On the other hand concentration of dynamic 
absorbers –oxygenated and deoxygenated hemoglobin- changes during the experiment 
according to the function and metabolism of the tissue. 
When light strikes a blood vessel, it is absorbed by oxyhemoglobin and 
deoxyhemoglobin in the blood. This absorption changes the intensity of the light which 
scatter back to the surface. So there is a direct relationship between concentration of 
oxyhemoglobin and deoxyhemoglobin in the blood and changes in the intensity of light 
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measured on the surface. The equation that governs this relationship is known as 
Modified Beer-Lambert law. 
NIRS signal has shown to be strongly correlated with PET measures of changes in 
regional cerebral blood flow (rCBF) and the fMRI BOLD signal [91-97]. 
 
Figure 11 Volume of tissue sampled by an NIRS measurement [87] 
Modified Beer-Lambert Law (MBLL)  
The modiﬁed Beer–Lambert law states that changes in the concentration of light 
absorbing components are proportional to changes in light attenuation divided by mean 
optical pathlength and extinction coefﬁcients of the chromophores in the tissue. The 
mean optical pathlength is a measure of the average distance that light travels between 
the source and detector after several episodes of scattering and absorption. 
Scattering increases the probability of photon absorption in a medium because deviated 
photons travel longer distances. The extended optical pathlength (DP) is defined as  
         (Eq. 1) 
Where d is the geometrical distance between the source and detector and DPF is 
differential pathlength factor which estimates how many times farther than d the detected 
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light has traveled [98] and can be considered approximately constant for a given tissue.  
Modified Beer- Lambert law models light transportation through tissue by: 
 ( )    ( ) 
   ( )  ( )  ( ) (Eq. 2) 
Where I( ) is the measured wavelength-dependent light intensity, I0( ) is the incident 
light intensity,   ( ) is the absorption coefficient of the tissue, DP is the optical 
pathlength given in Eq. 1, and G( ) is a wavelength, medium and geometry-dependent 
constant reflecting scattering losses [98].  
Absorbance (A) represents the loss in light intensity and is usually measured in units of 
optical density (OD). 
A (  ) =   (
  ( )
 ( )⁄ )=   ( )  ( )   ( ) (Eq. 3) 
Continuous wave NIRS measures changes in absorption rather than absolute values. 
Assuming that G ( ) and DP ( ) are constant during the measurement, changes in 
absorbance between time 1 and 2 at a given   can be written by:  
∆A ( )  =   ( )     ( ) =     ( )    ( )  (Eq. 4) 
Beer determined that absorption coefficient for an absorbing compound, dissolved in a 
non-absorbing medium, is linearly proportional to its concentration in the solution [C].  
                    (    ) 
Rewriting equation 4 using equation 5 gives: 
  ( )     ( )     ( )          ( ) (    ) 
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Choosing two wavelengths in the NIR spectrum and measuring the absorbance change at 
two different time points results in: 
  (  ) = (     (  )              (  )      )    (  )  (    ) 
  (  ) = (     (  )              (  )      )    (  ) (    ) 
The relative change in the concentration of Hb and HbO2 molecules can be calculated by: 
         
     (  ) 
  (  )
  (  )
      (  ) 
  (  )
  (  )
 
   (  )      (  )     (  )      (  )
 
       
   (  ) 
  (  )
  (  )
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   (  )      (  )     (  )      (  )
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Experiment 
Participants 
Twenty healthy, right-handed individuals (10 females) from the Drexel University 
community participated in this study after giving the informed consent form approved by 
the Institutional Review Board (IRB). Subjects were instructed to avoid smoking and 
drinking any caffeinated or alcoholic beverages for at least 3 hours prior to the 
experiment. Subjects claimed to have no history of neurological or psychological 
disorders. Due to technical problems during one of the experiments, very noisy signal 
was collected for a subject therefore her data was discarded from the dataset. 
Protocol 
Cold pressor test (CPT) is a conventional test performed by immersing a limb into 
a cold water (usually freezing water) container for a specific period of time. A CPT 
evokes a generalized sympathetic activation and induces a tonic pain. It was first used by 
Hines and Brown in 1932 to experimentally raise blood pressure for the study of 
hypertension [99] and since then, it has been widely used in research involving 
psychological, cardiovascular, and neurological disorders. The application of CPT for 
inducing experimental pain in healthy adults was initially introduced by Wolf and Hardy 
in 1941 [16].  The collected data in this thesis includes four trials of hand immersion in 
cold water in different temperatures of 1, 5, 10 and 15 degree Celsius for each subject (80 
dataset in total). These temperatures have been chosen to generate low, moderate and 
high pain levels. For each subject, the order of temperatures was randomized and the data 
was collected in separate days. In each trial subjects were asked to immerse their hand in 
the room temperature water (23 degree Celsius) for 2 minutes for adaptation. Then, an 
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experimenter asked them to put their hand in a constant temperature bath which was kept 
at the above temperatures for as long as they could tolerate the stimulated pain but no 
more than 5 min. The data from the first 90 seconds of hand immersion in cold water is 
used in this study and 20 seconds before the stimuli has been used to calculate the local 
baseline. During each experiment numeric pain rating scores from a 0 to 10 scale (NRS-
11 [17]) -where zero means no pain and ten means an intolerable pain- was reported by 
the subject every 15 seconds. Block diagram of the protocol has been shown in Figure 12. 
 
Figure 12 The block diagram of tolerance test protocol 
Measurements 
A continuous wave NIRS system designed and developed at Drexel University 
was used in this study. The principle and instrumentation of the NIRS device is described 
elsewhere [100-102]. The NIRS sensors consisted of one multi-wavelength light emitting 
diodes (LED)
1
 and three photo detectors
2
. There have been several theoretical and 
experimental studies to detect depth-dependent changes in absorption using different 
source detector (S-D) separations [103-105]. The choice of the S-D distance in our 
research was made based on previous phantom experiments in our laboratory and Monte 
Carlo simulations by other groups. Okada et al. reported that for an S-D separation of 15 
                                                 
1
 Manufactured by Epitex Inc. Type: L4*730/4*850 - 40Q96-I (TO-5 package). 730 nm and 850 nm 
wavelengths with an output power of 5 to 15 mW.  
2
 Manufactured by Burr-Brown Corporation type OPT101 (8-pin DIP package). 
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mm and less, the mean optical path length at the deep layers is small and thus, the tissue 
volume being interrogated is confined to the surface layer [106]. They also described that 
for an S-D spacing of 30 mm, the near infrared light penetrates into the grey matter. In 
our approach (Figure 13) in using two S-D separations to investigate the hemodynamic 
response at multiple layers, two detectors are placed at 2.8 cm distance from the light 
source (far channels), and one detector is located at 1 cm from the light source (near 
channel). This selection leads to a nominal penetration depth of up to  .5 cm at the ‘near 
channel’ and up to  .4 cm at the ‘far channels’ for measuring the hemodynamic changes 
within superficial tissues including the skin and deep layers encompassing the muscles 
and cortex, respectively [107]. 
 
Figure 13 A schematic of the fNIRS probe configuration. 
Throughout the procedure two NIRS sensors with the same configuration were 
positioned symmetrically on the left and right sides of a subject’s forehead proximate to 
the anterior median line (Figure 14) and were secured using a headband and a Velcro 
strap. 
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Figure 14 Placement of NIRS probes on a subject’s forehead 
The sampling rate of raw measurements was 2Hz. The collected data were converted to 
changes in oxyhemoglobin (HbO2) and deoxyhemoglobin (Hb) concentrations using the 
modified Beer-Lambert law (Figure 15). 
To remove environmental and physiological irrelevant data (such as patient’s slight 
movement, respiration and heart pulsation effects), a low-pass filter with a cut-off 
frequency of 0.14Hz is applied to the raw data. Signal processing and statistical analyses 
procedures are performed in MATLAB and R. 
 
Figure 15 Using Modified Beer-Lambert Law HbO2 and Hb Signals are calculated from raw data. (Black line indicates 
beginning of nociceptive stimulus) 
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Reported Pain Scores 
The experiment was designed in 4 different temperatures (0, 5, 10 and 15 degree 
centigrade) to generate different levels of pain. Subjects were asked to report their pain in 
a numeric 0-10 scale (NRS-11 [17]) every 15 seconds. In this study reported pain scores 
in the first 9  seconds of the experiment are averaged and assigned as subject’s self-
reported pain for that trial. Figure 16 shows the boxplot of these self-reported pain scores 
for different temperatures.  
 
Figure 16 boxplots of subjects self-reported pain scores in four different temperatures. 
 In order to reduce subjective nature of self-reported pain scores and minimize 
ambiguity between painful and non-painful data we decided to group pain scores equal 
and higher than 8 as high-pain and equal and lower 6.5 as low-pain. Using these criteria 
14 datasets that were in the gray area in between high-pain and low-pain were excluded 
from the dataset. The final dataset that has been used includes 61 trials. 
Extracted features 
For each experiment, we define two specific segments: 
1. 15 Second period before application of a nociceptive stimulus 
2. 90 Second period of application of a nociceptive stimulus 
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For each period oxy-hemoglobin concentration (HbO2) and deoxy-hemoglobin 
concentration (Hb) are calculated using the modified Beer-Lambert law. Besides Hb and 
HbO2, we defined ratio of HbO2 over Hb as our third signal. Figure 17 shows a sample 
of our data in response to painful stimuli.  
 
Figure 17 A sample of HbO2, Hb and ratio signals on far channel (Black line indicates beginning of nociceptive 
stimulus) 
At first the following properties and points have been extracted for each signal to 
be used in feature extraction part (Figure 18). 
1) Mean: Mean value of the signal across the time period 
2) Peak: Peak value of the signal within the time period  
3) Latency: The time at which the peak value occurs  
4) Slope: The slope of the fitted line for the increasing or decreasing trends.  
 
Figure 18 Extracted points from the signal to be used for feature definition 
Based on the extracted points here we identify following features from these signals. 
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1. Δ is defined as the difference between signal value before the hand immersion in cold 
water and at the end of hand immersion in cold water (ΔA13).  
2. Slope of the signal after the hand immersion in cold water (ΔA23/ Δt23). 
3. SD is defined as the ratio of standard deviation of the signal after stimulus over the 
standard deviation of the signal before stimulus. 
Therefore we have 9 features for each channel as shown in Table x and total 54 features 
for all six channels. 
Table 1 Nine extracted features for each channel 
Features Description 
Δ_HBO2 Changes in Oxy hemoglobin During the stimuli 
Δ_HB Changes in De-Oxy hemoglobin During the stimuli 
Δ_Ratio Changes in the ratio of Oxy/Deoxy Hemoglobin During the stimuli 
Slope_HBO2 Slope of the Oxy hemoglobin signal During the stimuli 
Slope_HB Slope of the De-Oxy hemoglobin signal During the stimuli 
Slope_Ratio Slope of the ratio of Oxy/Deoxy Hemoglobin  signal During the stimuli 
SD_HBO2 the ratio of Standard Deviation of the Oxy hemoglobin signal after and before stimuli 
SD_HB the ratio of Standard Deviation of the De-Oxy hemoglobin signal after and before stimuli 
SD_Ratio the ratio of Standard Deviation of the Oxy/Deoxy Hemoglobin signal after and before stimuli 
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CHAPTER 4: RESULTS 
As explained before given our previous studies and related reports for each 
channel we selected changes and slopes of Hb and Hbo2 as possible feature candidates. 
In addition we defined the ratio of Hbo2/Hb as a new parameter and found its change and 
slope as another possible feature. Also standard deviation of the data before and after 
hand immersion was calculated for Hb, Hbo2 and the ratio and added to the feature set. 
Thus a total number of 54 features (9 features for each channel) are produced for each 
trial of data. Total number of trials is 65 datasets. 
 
Logistic Regression Results 
In logistic regression, it is assumed that each feature has an independent effect on 
the response variable and features do not have any kind of special joint effect unless we 
explicitly put interaction terms into the model. Due to this nature of logistic regression 
we only used independent variables (Hb and HbO2) and 6 features (Changes, Slope and 
Standard Deviation) were extracted for each channel. Another issue in logistic regression 
is complete separation or quasi complete separation problem. A complete separation 
happens when the outcome variable separates a predictor variable or a combination of 
predictor variables completely (or with a few exemptions in quasi-complete case). In 
other words there is a vector that correctly allocates all observations to their group. 
Complete separation or perfect prediction can occur for several reasons. A possible 
scenario for complete separation to happen is when the sample size is very small. In this 
case mathematically the maximum likelihood estimate does not exist. In other words the 
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larger the coefficients the larger the likelihood so the coefficients should be as large as 
they can which results in infinite parameters. 
Due to these limitations on the features, at first we ran LR on the data channel by 
channel and found significant features (features with coefficient p-values less than 0.01) 
in each channel. There were 4 features that met this criterion. The selected model for 
logistic regression uses these 4 features (shown in Table 1) as predictor variables and 
form a feature vector which was used to classify the data. Leave-one-out cross validation 
method was used to obtain the accuracy of the classifier which resulted in an accuracy of 
77% in distinguishing painful from non-painful data. Sensitivity, specificity, false 
positive and false negative are defined based on the fact that the goal is to determine 
painful signal (Table 3). For each feature, Z-score is calculated as feature coefficient 
divided by its standard error. It measures the effect of dropping that feature from the 
model. 
Table 2 Selected features for Logistic Regression Model 
Predictor Coefficient Standard error Z value P value Significance 
Slope_HB_Ch3 1.34 0.50 2.70 0.007 ** 
Slope_HB_Ch6 1.27 0.47 2.69 0.007 ** 
SD_HBO2_Ch6 1.83 0.67 2.73 0.006 ** 
Delta_HB_Ch5 1.85 0.70 2.63 0.009 ** 
Significance code: ‘***’=  .            ‘**’=  .           ‘*’=  . 5         ‘.’ =   .          ‘ ’ =              
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Table 3 Logistic Regression Results 
 Predicted 
Percentage Correct 
High-Pain Low-Pain 
O
b
se
rv
ed
 
High-Pain 
16 
(69.6%) 
7 
(27.2%) 
69.6 % 
Low-Pain 
6 
(17.9%) 
32 
(84.2%) 
84.2 % 
Overall % correct   77 % 
Sensitivity = 69.6 %  
Specificity = 84.2 % 
False Positive = 27.2 % 
False Negative = 17.9 % 
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Feature Selection Results 
As explained before the number of features that can be used in logistic regression 
is limited by many factors such as sample size, correlation between features and complete 
separation problem. In order to be able to use more of extracted features, and improve 
classification accuracy, we use a support vector machine with Gaussian kernel as our 
classifier.  
Using all the 54 features to train SVM model we obtained a result of 75.4% 
accuracy in a leave one out process (Table 4).  
Table 4 SVM results using all 54 features 
 Predicted 
Percentage Correct 
High-Pain Low-Pain 
O
b
se
rv
ed
 
High-Pain 
13 
(56.5%) 
10 
(43.5%) 
56.5 % 
Low-Pain 
5 
(13.2%) 
33 
(86.8%) 
86.8 % 
Overall % correct   75.4 % 
Sensitivity = 56.5 %  
Specificity = 86.8 % 
False Positive = 43.5 % 
False Negative = 13.2 % 
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Since we have too many features (54) relative to number of observations (61), 
overfitting is very probable. In this situation the classifier model describes random error 
or noise instead of the underlying relationship and exaggerates minor fluctuations in the 
data. Hence feature selection methods are needed to reduce space dimensionally and 
overcome over fitting.  
First we tried to reduce number of features by using each channel or parameter 
separately. The results (Table 5) showed that more sophisticated feature selection 
techniques are needed to find a subset of the features with a higher accuracy.  
Table 5 Reducing number of features by using channels and parameters separately 
Features Number of 
Features 
Accuracy (%) 
Channel 1 features only 9 62 
Channel 2 features only 9 62 
Channel 3 features only 9 63 
Channel 4 features only 9 67 
Channel 5 features only 9 72 
Channel 6 features only 9 75 
Near Channels only 18 72 
Far Channels only 36 73 
Right Channels only 27 68 
Left Channels only 27 75 
HB only 18 80 
HBO2 only 18 65 
Ratio only 18 62 
SD only 18 57.4 
Hb and Ratio 36 78 
In order to increase the accuracy we utilized feature selection techniques. Fixing 
our classifier to support vector machine we followed two steps as recommended in the 
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literature [84] by selecting features in two alternate ways: 1) with some filter (variable 
ranking) methods using correlation coefficient or mutual information; 2) with a wrapper 
subset selection method performing forward or backward. At the end we use field expert 
experiences to fine tune the subset of selected features to give the highest accuracy and 
most meaningful features. 
Step 1) Filter methods 
Here we first use a method which ranks our features based on their correlation 
with the target.  The Pearson’s correlation coefficient for feature i can be estimated as: 
 ( )  
∑ (      ̅ )(    ̅)
 
   
√∑ (      ̅ )
  
   ∑ (    ̅)
  
   
 
where      is the value of feature (i) for training sample k,  ̅  is the average of the 
feature over all the samples,    is the target value of sample k,  ̅ is the average of target 
values over all samples and N is the number of samples (in our case N=65). Using Ri
2
 as 
a variable ranking criterion enforces a ranking according to goodness of linear fit of 
individual variables.  
Here we first used reported pain scores as the target value. We ranked features 
based on their correlation with reported pain scores in each trial. The result is shown in 
Figure 19. 
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Figure 19 Accuracy Vs Number of features ranked by their Correlation coefficient with pain scores 
The use of Ri
2
 can be extended to the case of two-class classification, for which 
each class label is mapped to a given value of y, e.g., ±1. The key idea is to choose 
features that are highly correlated with target classes. Correlation criteria such as Ri can 
only detect linear dependencies between variable and target. 
Figure 20 shows the accuracy of classifier plotted against the number of features that 
have been used where features are ranked by correlation coefficient criterion. The highest 
accuracy is %86 and achieved by using first 16 features. 
 
Figure 20 Accuracy Vs Number of features ranked by their Correlation coefficient with classes 
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The second filter method that we used utilized p-value of t-test between each 
feature and target as a ranking score for that feature. Based on this criterion features 
which have higher significance (smaller p-value) to discriminate painful from non-painful 
samples are ranked higher. Figure 21 shows the result of using this method. The highest 
accuracy achieved by this method is %85.25 and uses 19 features.  
 
Figure 21 Accuracy Vs Number of features ranked by T-test criterion 
Although filter methods that we used here were fast, computationally easy to 
implement and increased our accuracy up to 86% however their results are sub optimal 
from two points of view. First they only consider direct impact of each feature on the 
target and effects of interaction between features are not taken into account. It has been 
shown that a feature which by itself is not useful for separating two groups can provide a 
significant performance improvement when taken with other features. Furthermore two 
features that are not useful by themselves can be useful when are used together (See [84] 
for more examples). Second they lead to the selection of a redundant subset which means 
that the same performance could possibly be achieved with a smaller subset of 
complementary variables. 
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Step 2) Wrapper methods (RFE-SVM) 
We developed our feature selection process based on a RFE-SVM (recursive 
feature elimination – support vector machine) method initially proposed in [108] for 
selecting genes that are relevant for a cancer classification problem. 
The goal is to find a subset of size r among n variables (r < n) which maximizes 
the performance of the classifier. The method is based on a backward elimination 
selection. Hence, the algorithm starts with all features and repeatedly removes a feature 
until r features are left or all variables have been ranked. Backward sequential selection 
has a lower computational complexity compared to randomized or exponential algorithms 
[18] and better optimality compare to forward selection methods in the subset selection 
problem.  
The algorithm 
It has been suggested to use the change in objective function when one feature is 
removed as a ranking criterion in many literatures (for example see [9]). For 
classification problems, the ideal objective function is the expected value of the error- the 
error rate computed on an infinite number of examples. For the purpose of training, this 
ideal objective is replaced by a cost function J computed on training examples only. Such 
a cost function is usually a bound or an approximation of the ideal objective, chosen for 
convenience and efficiency reasons.  
In SVM cost function is defined as   (  ⁄ )‖  ‖ under constrains. This 
justifies the use of ‖  ‖ as a feature ranking criterion. One starts with all the features and 
removes one feature at a time. The removed feature is the one whose removal minimizes 
the variation of ‖  ‖. In other words the removed variable is the one which has the least 
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influence on the weight vector norm. The feature selection procedure can be summarized 
as: 
1) Train the classifier (optimize the weights wi with respect to J). 
2) Compute the ranking criterion for all features (  
 ). 
3) Remove the feature with smallest ranking criterion. 
SVM Results 
For computational reasons, it may be more efficient to remove several features at 
a time, at the expense of possible classification performance degradation. In our case 
because number of features were not a lot, we used removing only one feature at each 
step to get the best performance).  
Support vector machine parts were conducted in R using e1071 package. Selected 
features were used to train a SVM model with Gaussian kernel to classify NIRS data into 
painful and non-painful.   
Figure 22 shows the result of classification accuracy plotted against number of 
used features where features are ranked by RFE-SVM algorithm. The highest accuracy is 
86.2% which is achieved by 38 features. Moreover an accuracy of 85% is achieved by 
using only 10 features (Table 6). These features include slope of HBO2, HB and ratio on 
far channels, change of HB in near and far channels and standard deviation of HB in near 
channel. The lists of all the features ranked and ordered by different methods are 
presented in the appendix 1. Details of the result are shown in Table 7. 
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Table 6 Ten selected features by RFE-SVM method which result in an accuracy of 85% 
Feature Name Description 
Slope_HBO2_5 Slope of the Oxy hemoglobin signal During the stimuli on Ch.5 (Far) 
Δ_Ratio_5 Changes in the ratio of Oxy/Deoxy Hemoglobin During the stimuli on Ch.5 (Far) 
Slope_Ratio_5 Slope of the ratio of Oxy/Deoxy Hemoglobin During the stimuli on Ch.5 (Far) 
Slope_HB_3 Slope of the De-Oxy hemoglobin signal During the stimuli on Ch.3 (Far) 
Δ_HB_3 Changes in De-Oxy hemoglobin During the stimuli on Ch.3 (Far) 
Δ_HB_4 Changes in De-Oxy hemoglobin During the stimuli on Ch.4 (Near) 
Δ_HB_1 Changes in De-Oxy hemoglobin During the stimuli on Ch.1 (Near) 
Δ_HB_2 Changes in De-Oxy hemoglobin During the stimuli on Ch.2 (Far) 
Slope_HB_6 Slope of the De-Oxy hemoglobin signal During the stimuli on Ch.6 (Far) 
SD_HB_4 The ratio of Standard Deviation of the De-Oxy hemoglobin signal after and before stimuli on Ch.4 (Near) 
 
 
Figure 22 Accuracy plotted against number of used features where features are ranked by RFE-SVM algorithm 
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Table 7 SVM results using 8 features selected by RFE-SVM method 
 Predicted 
Percentage Correct 
High-Pain Low-Pain 
O
b
se
rv
ed
 
High-Pain 
19 
(80.5%) 
4 
(19.5%) 
80.5 % 
Low-Pain 
4 
(10.5%) 
34 
(89.5%) 
89.5 % 
Overall % correct   85 % 
Sensitivity = 80.5 %  
Specificity = 89.5 % 
False Positive = 19.5 % 
False Negative = 10.5 % 
At each step we tune the cost parameter (C) and the kernel parameter gamma(
 
  
 ) 
to minimize the test error which was calculated using leave one out cross validation. As 
explained before smaller value of C (e.g. C=0.01) allows larger margins. Although a 
larger margin may increases training error but it is less prone to overfit. On the other 
hand larger value of C (e.g. C=10,000) makes the margin narrower decreases training 
error however it leads to an overfit classifier. Figure 23 shows optimization process of the 
cost parameter, C, and gamma parameter of the kernel. In this example best performance 
occurs at C=5 and gamma= 0.0625. 
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Figure 23 The optimization process of the cost parameter (C) and gamma parameter of the kernel 
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FDA Results 
In this study we use FDA methodology to convert Hb and HbO2 data collected by NIRS 
during the cold pressor test into continuous functions estimated by spline function of 
order 4. The advantage is that we use the shape of the signal itself (as opposed to 
extracted features from the signal) to classify and cluster the data. In other words here we 
do not need to define some features from the signal and we use coefficients of FDA 
curves instead. We do both classification and clustering on the FDA data. In the 
classification part our main goal is to explore the possibility of classifying high pain and 
low pain signals based on their shapes and curvatures using FDA coefficients. FDA 
provides us a statistical tool to answer questions like, "What are the main ways in which 
the curves vary from one signal to another?” 
In the clustering part we specifically would like to answer: (1) How many different types 
of curves exists in the data? (2) Is there a relation between reported pain levels and the 
clusters in any of Hb or HbO2 curves? (3) Is it possible to find curves of Hb or HbO2 
responses as prototypes that represent corresponding pain levels? 
Data processing 
Raw NIRS data for 730 nm and 850 nm wavelengths were first filtered using a finite 
impulse response low pass filter with a cut-off frequency of 0.14 Hz to remove high 
frequency noise, respiration and heart pulsation artifacts. The filtered raw data were 
converted to changes in Hb and HbO2 concentrations relative to the baseline.  
All functional data analyses were conducted in MATLAB (R2015a, MathWorks) using 
the fDA package for MATLAB [90]. Hb and HbO2 were smoothed by imposing a 
penalty on the roughness of the second derivative of the data (PEN2) as described in 
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previous section. The smoothing parameter was chosen using the GCV method for each 
dataset (Figure 24).  
 
Figure 24 GCV method was used to find the optimum smoothing parameter for each trial 
We used piecewise cubic spline function (order 4) as our basis function. Figure 25 shows 
a sample of non-smooth and smooth Hb and HbO2 data with 30 bases and     . 
 
  
 
 
 
  
 
 
 Figure 25 Sample of FDA curves for HbO2 (right) and Hb (left). Raw data and FDA data are shown in blue and 
orange respectively  
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Classification of NIRS data using FDA  
Since there are 6 channels of measurements, by converting Hb and Hbo2 into functional 
objects, each dataset will have a coefficient matrix of size n x 12 in which n is the number 
of bases. Number of basis can be optimized using the GCV method. However since it 
resulted in different number of basis for each trial of data we decided to use a fix number 
for all the trials. Figure 26 shows a sample Hb data which is estimated with different 
number of bases. We found out that 10 bases are enough to represent the data correctly. 
 
a 
 
b 
 
c 
 
d 
Figure 26. The effect of choosing different number of basis. a) 7 bases, b) 10 bases, c) 15 bases and d) 20 bases 
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The goal here is to classify the data into high pain and low pain using these coefficients. 
We utilize support vector machine as the classifier here. Using 10 bases we will have 120 
coefficients for each dataset which is a large number relative to number of observations 
(65). Therefore we need to apply dimension reduction techniques first. We used the same 
RFE-SVM method as explained in chapter 4 ( (RFE-SVM section) to sort the coefficients 
based on their classification capability.  Figure 27 shows the result. Maximum accuracy 
of 94.73% reaches using 15 coefficients (cost:  8, gamma:  0.0078125).  
 
Figure 27 RFE_SVM feature selection Classification accuracy with FDA data. (Basis = 10) 
Here we achieved a higher accuracy compared to the previous results from chapter 4 
(SVM Results section). Moreover it does not depend on the extracted features. In other 
words there is no need for an expert opinion to define features prior to the classification. 
However it can be a disadvantage of the method as well because having meaningful 
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features in the classifier would give a higher insight into the underlying relations in the 
data. 
 Clustering of NIRS curves using FDA  
As opposed to classification which is a supervised learning method, here we want to use 
clustering as an unsupervised technique. 
In machine learning, the problem of unsupervised learning is that of trying to find hidden 
structure in unlabeled data meaning that the examples given to the learner are unlabeled. 
The clustering is the task of grouping a set of objects in such a way that objects in the 
same group (called a cluster) are more similar (in some sense or another) to each other 
than to those in other groups (clusters). Here we want to cluster the data based on their 
curves similarity estimated by FDA coefficients. 
We selected the subjects from two ends of the spectrum. The ones who reported pain 
scores less than 5 (real low pain) and the ones who could not tolerate the test for whole 5 
minutes (real high pain). Figure 28 shows a sample of FDA curves for channel 5 and 
channel 6 using 30 bases. First 30 numbers are coefficients for Channel 5 HbO2 signal, 
31 to 60 are coefficients for Channel 5 Hb signal, 61 to 90 are coefficients for Channel 6 
HbO2 signal, and 91 to 120 are coefficients for Channel 6 Hb signal. Painful and not-
painful signals are shown in red and blue respectively. 
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Figure 28 HBO2 and HB curves for channel 5 and channel 6 using 30 bases. Not-painful and Painful signals are shown 
in blue and red respectively. 
Results of using a hierarchical clustering approach on the channel 6 HbO2 curves is 
shown in Figure 29.  
 
Figure 29 Clustering of Painful and not-painful signals based on their HBO2 FDA curves 
It can be seen in Figure 29 that there are three clusters in the data. One cluster overlaps 
with not-painful data completely while two other clusters cover the painful signals with 
82 
 
 
an accuracy of 91.6%. In other words it seems that there are two types of HbO2 painful 
curves and one type of HbO2 not-painful curve in the data.   
Figure 30, 31, 32 show mean of each cluster which can be seen as a prototype curve for 
that cluster. In other words if HbO2 curve of a new subject is more similar to Figure 30 
or Figure 32 it can be considered as painful and if it is more similar to Figure 31 it can be 
considered as non-painful.  
 
Figure 30 HbO2 prototype curve for painful stimuli (cluster 1)  
 
Figure 31 HbO2 prototype curve for non-painful stimuli  
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Figure 32 HbO2 prototype curve for painful stimuli (cluster 2) 
 
Figure 33Three different prototype curves found in NIRS HbO2 response. (Blue: non painful, Red: Painful) 
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CHAPTER 5: CONCLUSION, DISCUSSION AND FUTURE WORKS 
Summary 
This PhD Thesis suggests combining machine learning techniques and NIRS modality to 
develop a clinical tool for objective assessment of pain. We defined features from NIRS 
pre frontal region measurements and explored their discrimination ability to distinguish 
different levels of pain in healthy subjects. Among these features we found a subset of 10 
features which was able to discriminate two levels of pain – low pain and high pain- with 
a high accuracy (85%). 
We tested both logistic regression (LR) and support vector machine (SVM) classifiers 
and compared the results. As expected, logistic regression was simpler to implement and 
fast to train. However, the maximum accuracy that logistic regression could reach was 
78%. This was due to inability of logistic regression to use all the feature set for 
classification. On the other hand, support vector machine –as a nonlinear classifier- was 
more complex and needed more computational cost (time and power) but also more 
accurate. Especially, when combined with a suitable feature selection method (RFE-
SVM), it was able to reach an accuracy of 86.2% using 38 features and an accuracy of 
85% using only 10 features.  The importance of the latter result is not only in its accuracy 
(85%) but in its remarkably small subset of features (10) which are used. Studying this 
small subset of features, that are correlated to pain and able to accurately distinguish 
different levels of pain, can provide further insights into the finding of a clinical 
biomarker for pain assessment. 
We found changes in de-oxy hemoglobin (ΔHB) in both left and right sides and near and 
far channels as one of the markers of pain in NIRS signal. Bilateral changes in Hb in 
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frontal and/or somatosensory areas during painful stimuli have been reported in [4, 20, 
21, 27] as well. Moreover we found slope of the oxy hemoglobin signal during the 
stimuli as another useful feature. Barati et. al [14] observed that slope of HBO2 was 
highly variable between subjects during the painful stimuli and suggested that as a 
correlated feature to pain. We also observed that both near and far channels are involved 
in the selected features. This suggests that there are both superficial skin responses as 
well as cortex responses to painful stimuli.  
Explained methods above can be categorized as feature-based approaches meaning that 
they all needed some features to be defined and extracted from the data prior to 
classification. Obviously, the accuracy and results depend on how well the features are 
defined and extracted. 
As opposed to them we aimed another approach which tried to classify and cluster the 
data based on the shape of the data itself. We used functional data analysis (FDA) to 
convert discrete measured samples of data into continuous functions explained by a linear 
combination of some basis functions. This method reaches an accuracy of 94% using the 
same RFE-SVM model selection algorithm in a support vector machine classifier. 
Moreover we were able to cluster very high pain and very low pain signals correctly 
based on the shape of their HBO2 signals only. We observed two different clusters of 
high pain signal and one cluster of low pain signal. 
Limitations 
Ideally if we had enough data, we would divide it into three separate parts and use one 
part for feature selection, another part (training set) for training the model and the last 
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part as validation set to assess the performance of the models. However due to limitation 
on our data sample size we had to use cross-validation methods both in feature selection 
process and to estimate the classifiers error. We used subject-level leave-one out cross 
validation meaning that we set aside all trials of a subject prior to feature selection and 
training and we repeat this process for all the subjects. Although the leave-one out cross 
validation is known to have the least bias in estimating the true error of the model, 
however its effect on the generalizability of the results should be considered for new 
datasets. 
Clinical application 
We believe that our proposed approaches here are one step toward the goal of 
establishing a clinical method for objective assessment of pain because:  
1) Our approach provided trial-by-trial predictions of pain level from NIRS measurement 
meaning that each data was collected only once from the subject as opposed to averaging 
trials over repeated measurements. Moreover all the subjects’ data are used individually 
to evaluate the classifier accuracy through leave-one out cross validation.  
2) Identifying a small set of features that is indeed capable of providing complete 
discrimination, inexpensive pain measurement tool might be widely deployed in clinical 
settings.  
3) Besides inherent advantages of NIRS for clinical applications, we used NIRS 
measurements only from the forehead which makes the process of data collection very 
fast, easy and clinical friendly. 
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Future works 
These are the refinements that we suggest for the present work to make it closer to a 
reliable clinical tool of pain assessment. 
 Since the hemodynamic response to cold water immersion is mainly confounded 
by the ANS response, using other noxious stimuli that would evoke a less 
generalized systemic response such as hot plates, pressure algometry and 
electrical stimuli would help in discriminating the central processing and 
autonomic reactivity. 
 Gender-specific response to pain has been observed in some studies [14]. This 
may suggest that developing two separate models for males and females would 
increase the accuracy of classifier and may suggest different features for each 
gender. 
 Presented pain model here was based on the data from healthy subjects. It would 
be interesting to use the same method and develop a pain model based on data 
from chronic pain patients. Comparing these two models may reveal 
physiological differences of chronic pain patients in pain processing. 
 Using a combination of selected features to create a real-time biofeedback signal 
to control activation of prefrontal areas involved in pain for the purpose of pain 
management. Subjects can be trained to regulate prefrontal brain activations 
related to pain using feedback information extracted by the real-time processing 
of the ongoing NIRS. This process may help reductions in the magnitude of 
experienced pain. 
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Appendix 1 – Features ranks in different methods (See table 1 for definition of 
features. The number at the end of feature names indicates the channel) 
Table 8- Feature selection using Filter method 1 (Correlation Coefficients) 
 
Feature Number Accuracy Feature Name 
1 23 78.68852 Slope_HB_3 
2 50 77.04918 Slope_HB_6 
3 41 77.04918 Slope_HB_5 
4 14 75.40984 Slope_HB_2 
5 38 75.40984 Δ_HB_5 
6 30 75.40984 Δ_Ratio_4 
7 26 73.77049 SD_HB_3 
8 42 72.13115 Slope_Ratio_5 
9 39 72.13115 Δ_Ratio_5 
10 31 73.77049 Slope_HBO2_4 
11 29 75.40984 Δ_HB_4 
12 44 77.04918 SD_HB_5 
13 32 77.04918 Slope_HB_4 
14 8 77.04918 SD_HB_1 
15 52 81.96721 SD_HBO2_6 
16 35 86.88525 SD_HB_4 
17 27 86.88525 SD_Ratio_3 
18 43 85.2459 SD_HBO2_5 
19 28 85.2459 Δ_HBO2_4 
20 5 83.60656 Slope_HB_1 
21 16 83.60656 SD_HBO2_2 
22 33 83.60656 Slope_Ratio_4 
23 34 83.60656 SD_HBO2_4 
24 22 83.60656 Slope_HBO2_3 
25 7 81.96721 SD_HBO2_1 
26 40 81.96721 Slope_HBO2_5 
27 51 81.96721 Slope_Ratio_6 
28 24 83.60656 Slope_Ratio_3 
29 37 81.96721 Δ_HBO2_5 
30 45 81.96721 SD_Ratio_5 
31 15 81.96721 Slope_Ratio_2 
32 25 81.96721 SD_HBO2_3 
33 21 81.96721 Δ_Ratio_3 
34 47 81.96721 Δ_HB_6 
35 46 80.32787 Δ_HBO2_6 
36 10 80.32787 Δ_HBO2_2 
37 12 80.32787 Δ_Ratio_2 
38 49 80.32787 Slope_HBO2_6 
39 9 80.32787 SD_Ratio_1 
40 13 80.32787 Slope_HBO2_2 
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 Feature Number Accuracy Feature Name 
41 19 78.68852 Δ_HBO2_3 
42 17 80.32787 SD_HB_2 
43 2 78.68852 Δ_HB_1 
44 1 81.96721 Δ_HBO2_1 
45 48 80.32787 Δ_Ratio_6 
46 4 78.68852 Slope_HBO2_1 
47 20 80.32787 Δ_HB_3 
48 11 80.32787 Δ_HB_2 
49 36 80.32787 SD_Ratio_4 
50 6 77.04918 Slope_Ratio_1 
51 3 77.04918 Δ_Ratio_1 
52 53 78.68852 SD_HB_6 
53 18 80.32787 SD_Ratio_2 
 
Table 9- Feature selection using Filter method 2 (T-test criterion) 
 
Feature Number Accuracy Feature Name 
1 23 78.68852 Slope_HB_3 
2 50 77.04918 Slope_HB_6 
3 41 77.04918 Slope_HB_5 
4 26 77.04918 SD_HB_3 
5 38 77.04918 Δ_HB_5 
6 30 75.40984 Δ_Ratio_4 
7 14 73.77049 Slope_HB_2 
8 42 73.77049 Slope_Ratio_5 
9 31 72.13115 Slope_HBO2_4 
10 29 75.40984 Δ_HB_4 
11 32 75.40984 Slope_HB_4 
12 39 73.77049 Δ_Ratio_5 
13 44 77.04918 SD_HB_5 
14 8 77.04918 SD_HB_1 
15 27 81.96721 SD_Ratio_3 
16 28 80.32787 Δ_HBO2_4 
17 43 80.32787 SD_HBO2_5 
18 52 83.60656 SD_HBO2_6 
19 35 85.2459 SD_HB_4 
20 16 85.2459 SD_HBO2_2 
21 5 83.60656 Slope_HB_1 
22 33 83.60656 Slope_Ratio_4 
23 34 81.96721 SD_HBO2_4 
24 7 83.60656 SD_HBO2_1 
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 Feature Number Accuracy Feature Name 
25 22 81.96721 Slope_HBO2_3 
26 51 81.96721 Slope_Ratio_6 
27 40 81.96721 Slope_HBO2_5 
28 24 83.60656 Slope_Ratio_3 
29 15 81.96721 Slope_Ratio_2 
30 45 81.96721 SD_Ratio_5 
31 37 81.96721 Δ_HBO2_5 
32 25 81.96721 SD_HBO2_3 
33 47 81.96721 Δ_HB_6 
34 21 81.96721 Δ_Ratio_3 
35 10 80.32787 Δ_HBO2_2 
36 9 80.32787 SD_Ratio_1 
37 12 80.32787 Δ_Ratio_2 
38 46 80.32787 Δ_HBO2_6 
39 49 78.68852 Slope_HBO2_6 
40 19 78.68852 Δ_HBO2_3 
41 13 81.96721 Slope_HBO2_2 
42 17 80.32787 SD_HB_2 
43 1 78.68852 Δ_HBO2_1 
44 2 81.96721 Δ_HB_1 
45 48 80.32787 Δ_Ratio_6 
46 4 78.68852 Slope_HBO2_1 
47 36 77.04918 SD_Ratio_4 
48 20 77.04918 Δ_HB_3 
49 11 80.32787 Δ_HB_2 
50 6 77.04918 Slope_Ratio_1 
51 3 78.68852 Δ_Ratio_1 
52 53 78.68852 SD_HB_6 
53 18 80.32787 SD_Ratio_2 
 
Table 10- Feature selection using wrapper method (RFE-SVM) 
  Feature Number Accuracy Feature Name 
1 40 75.2344 Slope_HBO2_5 
2 39 79.4139 Δ_Ratio_5 
3 42 80.1464 Slope_Ratio_5 
4 23 82.2415 Slope_HB_3 
5 20 82.7031 Δ_HB_3 
6 29 83.2432 Δ_HB_4 
7 2 83.8735 Δ_HB_  
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  Feature Number Accuracy Feature Name 
8 11 82.955 Δ_HB_2 
9 50 82.4231 Slope_HB_6 
10 35 84.9642 SD_HB_4 
11 52 83.5215 SD_HBO2_6 
12 27 83.2539 SD_Ratio_3 
13 15 83.0725 Slope_Ratio_2 
14 18 83.2463 SD_Ratio_2 
15 37 83.5171 Δ_HBO2_5 
16 32 83.3372 Slope_HB_4 
17 34 83.334 SD_HBO2_4 
18 44 84.0633 SD_HB_5 
19 38 83.2214 Δ_HB_5 
20 45 82.8647 SD_Ratio_5 
21 30 83.78 Δ_Ratio_4 
22 51 84.2383 Slope_Ratio_6 
23 26 84.603 SD_HB_3 
24 41 83.7814 Slope_HB_5 
25 5 82.7831 Slope_HB_1 
26 31 83.2369 Slope_HBO2_4 
27 12 82.8738 Δ_Ratio_2 
28 8 83.4168 SD_HB_1 
29 48 84.5999 Δ_Ratio_6 
30 22 84.5966 Slope_HBO2_3 
31 7 85.1442 SD_HBO2_1 
32 4 85.2461 Slope_HBO2_1 
33 16 85.0567 SD_HBO2_2 
34 19 84.9659 Δ_HBO2_3 
35 33 85.2445 Slope_Ratio_4 
36 17 85.6059 SD_HB_2 
37 53 85.6012 SD_HB_6 
38 3 86.2365 Δ_Ratio_  
39 10 85.8672 Δ_HBO2_2 
40 46 85.6857 Δ_HBO2_6 
41 13 85.3244 Slope_HBO2_2 
42 1 85.7798 Δ_HBO2_  
43 9 85.689 SD_Ratio_1 
44 49 85.2352 Slope_HBO2_6 
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  Feature Number Accuracy Feature Name 
45 43 84.4263 SD_HBO2_5 
46 24 83.974 Slope_Ratio_3 
47 6 83.6985 Slope_Ratio_1 
48 21 82.791 Δ_Ratio_3 
49 14 82.5093 Slope_HB_2 
50 28 82.2323 Δ_HBO2_4 
51 54 81.6862 SD_Ratio_6 
52 25 80.8646 SD_HBO2_3 
53 36 80.8693 SD_Ratio_4 
54 47 80.5 Δ_HB_6 
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