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We study the thermodynamic properties of binary Bose mixtures, by developing a beyond mean-
field Popov theory which properly includes the effects of quantum and thermal fluctuations in both
the density and spin channels. Results for key thermodynamic quantities, such as the isothermal
compressibility and the magnetic susceptibility, are derived from a perturbative calculation of the
grand-canonical potential. We find that thermal fluctuations can play a crucial role on the miscibility
condition of a binary mixture, favoring phase separation at finite temperature even if the mixture
is soluble at zero temperature, as already anticipated in a previous work [Ota et al., Phys. Rev.
Lett. 123, 075301 (2019)]. We further investigate the miscibility condition for binary mixtures
in the presence of asymmetry in the intra-species interactions, as well as in the masses of the two
components. Furthermore, we discuss the superfluid behavior of the mixture and the temperature
dependence of the Andreev-Bashkin effect.
I. INTRODUCTION
The equation of state (EOS) of classical or quantum
fluids characterizes completely the thermodynamic be-
havior of the system, by providing unique informations
about the fundamental properties of the fluids at finite
temperature [1, 2], such as their behavior at the phase
transition, the role of quantum statistics and the ef-
fects of the interatomic forces. For instance, in liquid
4He, the observation of the celebrated superfluid lambda
point was achieved from the measurement of the specific
heat [3]. Half century later, the same lambda transi-
tion was observed in the context of the unitary Fermi
gas [4], by extracting the EOS of the homogeneous gas
from a measurement carried out on a trapped system.
This methodology, based on the local density approxi-
mation, has been successfully used in obtaining the EOS
of two-dimensional Bose [5, 6] and Fermi gases [7–9]. As
for the three-dimensional Bose gas, the zero-temperature
EOS has been probed experimentally in Ref. [10], and
the role of quantum fluctuations giving rise to beyond
mean-field effects has been verified. However, a com-
plete determination of the EOS at finte temperature for
the homogeneous gas is still lacking, the main difficulties
arising from the absence of universal description, and the
sharp change in the density profile of the trapped gas as
one crosses the transition point, requiring therefore high
precision measurements [11, 12].
On the theoretical side, the simplest mean-field
Hartree-Fock (HF) theory has been widely used to de-
scribe the equilibrium properties of dilute Bose gases at
finite temperature [1], and shown to describe experimen-
tal data with reasonably good accuracy [12–15]. The
satisfactory description of thermodynamics provided by
HF theory relies on the weakness of interactions in these
systems as well as on the relatively more marginal role
∗ miki.ota@unitn.it
played by beyond mean-field effects at finite temper-
ature, including on the thermodynamic behavior near
the transition between the superfluid and the normal
phase. However, in the last few years, novel experi-
mental techniques allowing for a more precise determi-
nation of the EOS have become available. These in-
clude the box-like trapping potential [16–19], which al-
lows to probe a homogeneous gas, as well as the devel-
opment of high resolution imaging techniques [20, 21].
Besides, since the experimental realization of coherent
coupling [22, 23] and the observation of self-bound quan-
tum droplets [24, 25], there has been a growing interest
for mixtures of Bose-Einstein condensates (BECs), for
which the finite-temperature behavior still remains an
open question. These recent developments all indicate
the need for a reliable finite-temperature theory, which
allows one to study the thermodynamics of Bose gases in
diverse configurations, with the same accuracy up to the
critical temperature.
The fundamental elements of HF theory are single-
particle excitations. Further improvements accounting
for pair excitations are brought about by the Hartree-
Fock-Bogoliubov (HFB) theory [26, 27], which is based on
non-interacting quasi-particles. The HFB theory takes
into account effects of quantum fluctuations including
the quantum depletion of the condensate. However, the
HFB approach suffers from the presence of an unphysical
gap in the excitation spectrum, and many studies have
been devoted to the understanding of its origin and ways
to overcome it [28–30]. In particular, the pathology of
the HFB theory arises from the incorrect treatment of
second-order terms in the interaction strength [30], and
an improvement of the theory, referred to as the finite-
temperature Belieav technique (or Popov theory [31]) has
been put forward (see e.g Ref. [32]). Although Popov
theory is known to be the proper theory accounting for
leading corrections to the thermodynamic quantities of a
weakly interacting Bose gas, only a few works have used
this approach to investigate the equilibrium properties of
Bose gases at finite temperature [33].
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2The main purpose of this paper is therefore to pro-
vide with a straightforward methodology to construct the
finite-temperature Popov theory for weakly-interacting
Bose gases, which properly takes into account the ef-
fects of thermal and quantum fluctuations. We give a
derivation of the Popov theory based on the diagonal-
ization of the Hamiltonian in terms of Bogoliubov quasi-
particles and of its perturbative solution. An equivalent
derivation can be carried out using diagrammatic tech-
niques [32, 33]. For a single-component gas we present
our calculations for the condensate density and several
thermodynamic quantities, including the isothermal com-
pressibility, which is particularly sensitive to interaction
effects. Furthermore, the method can be applied to more
complex Bose systems and in this paper we extend the
formalism to binary mixtures of BECs. We point out
the improvements of the Popov approach with respect to
the predictions of Hartree-Fock theory, which turn out
to be particularly important in the study of the misci-
bility of a quantum mixture at finite temperature. For
binary condensates, we find that the inclusion of beyond
mean-field terms change drastically the thermodynamic
behavior, eventually leading to the emergence of new
phases, such as the self-bound quantum droplets [24, 34]
and non-trivial phase-separated states [35] as well as the
occurrence of collisionless spin drag [36, 37].
The structure of the paper is as follows. First, in
Sec. II, we derive the thermodynamic potential for a uni-
form single-component dilute Bose gas, starting from the
grand-canonical Hamiltonian, which we diagonalize by
means of the Bogoliubov transformation. We present
our numerical results for the single-component conden-
sate density, as well as the chemical potential and the
isothermal compressibility. We extend the formalism of
Popov theory to the case of two-component mixtures in
Sec. III and show our numerical results for the main ther-
modynamic quantities. We discuss in Sec. IV the free
energy of the mixture and the miscibility condition also
for interaction and mass imbalanced systems, extending
the findings of a recent work [35]. Finally in Sec. V we
discuss the Andreev-Bashkin effect at finite temperature
by calculating explicitly the superfluid densities for the
mixture.
II. SINGLE-COMPONENT BOSE GAS:
FORMALISM OF POPOV THEORY
A. Diagonalization of the Hamiltonian
Our starting point is the grand-canonical Hamiltonian
for a single component homogeneous Bose gas, in the
absence of external potentials. In terms of the single-
particle creation and annihilation operators, aˆ†k and aˆk,
the Hamiltonian including all two-body collisions takes
the form:
Hˆ =
∑
k
εkaˆ
†
kaˆk +
g
2V
∑
k,k′,q
aˆ†kaˆ
†
k′+qaˆk′ aˆk+q (1)
where εk = ~2k2/(2m) is the single-particle kinetic en-
ergy. In the above equation we have assumed a point-like
interaction between particles Vint(r−r′) = gδ(r−r′), with
g the interaction coupling constant related to the s-wave
scattering length as by g = 4pi~2as/m.
After applying the usual Bogoliubov prescription,
which consists in replacing the operators aˆ0 and aˆ
†
0 with
the macroscopic number of particles in the condensate√
N0, one obtains for the grand-canonical Hamiltonian
Kˆ = Hˆ − µNˆ , where Nˆ = N0 +
∑
k aˆ
†
kaˆk, the result:
Kˆ =
g
2V
N20 −
g
V
N˜2 − µN0 +
∑
k 6=0
(εk + 2gn− µ) aˆ†kaˆk
+
g
2V
N0
∑
k6=0
(
aˆ†kaˆ
†
−k + aˆkaˆ−k
)
, (2)
where we have introduced the number of non-condensed
atoms, N˜ = 〈Nˆ〉 − N0 =
∑
k6=0〈aˆ†kaˆk〉, and the total
atom number density n = 〈Nˆ〉/V = n0 + n˜. In ob-
taining Eq. (2), we have applied a mean-field treatment
on the interaction terms involving non-condensate oper-
ators aˆk 6=0, aˆ
†
k6=0 and we neglected higher order contri-
butions. In particular, discarded terms include: cubic
products of non-condensate operators and terms of the
form gm˜aˆ†kaˆ
†
−k and gm˜
2, where m˜ = V −1
∑
k6=0〈aˆkaˆ−k〉
is the anomalous density. As one shall see below, the
leading order of the anomalous density is linear in g
and these terms correspond therefore to contributions
beyond second-order. We briefly note that these higher
order terms are included in the Hartree-Fock-Bogoliubov
(HFB) theory, making a key difference with the present
approach, since they yield a gapped excitation spectrum.
One should also notice that the last term of Eq. (2) is
of order g2, leading to the well-known problem of ul-
traviolet divergence. This issue, which arises from the
approximated treatment of inter-atomic interactions, is
conveniently solved by a proper renormalization of the
coupling constant [38]: g → g[1 + gV −1∑k 1/(2εk)].
One can diagonalize Eq. (2) by means of the canonical
Bogoliubov transformation:
aˆk = ukαˆk + v
∗
−kαˆ
†
−k ,
aˆ†k = u
∗
kαˆ
†
k + v−kαˆ−k .
(3)
In the above equations, αˆk and αˆ
†
k are the quasi-particle
annihilation and creation operators obeying Bose com-
mutation relations. This involves the normalization
|uk|2 − |v−k|2 = 1 for the quasi-particle amplitudes and,
after substituting (3) in Eq. (2), one finds that the off-
diagonal terms vanish for the following values of the func-
tions uk and vk:
uk, v−k = ±
(
εk + Λ
2E˜k
± 1
2
)1/2
, (4)
where we have introduced the quantity Λ = 2gn −
µ ≥ 0 for future convenience [33], while E˜k =
3√
(εk + Λ)2 − (gn0)2 is the Bogoliubov quasi-particle
spectrum. Notice that Λ corresponds to the shift δµ =
µc−µ of the chemical potential with respect to its value
µc = 2gn, holding at the critical point according to mean-
field theory. By means of Eq. (4), the Hamiltonian (2)
reduces to a pseudo-Hamiltonian describing a gas of non-
interacting quasi-particles:
Kˆ = Ω0 +
∑
k6=0
E˜kαˆ
†
kαˆk , (5)
with Ω0 the thermodynamic potential of the vacuum of
quasi-particles:
Ω0 = g
N20
2V
−g N˜
2
V
−µN0+1
2
∑
k 6=0
(
E˜k − εk − Λ + (gn0)
2
2εk
)
.
(6)
The thermodynamic potential is obtained according to
Ω = 1β lnZ, where Z = Tr(e
−βKˆ) is the grand-partition
function with inverse thermal energy β = (kBT )
−1. The
trace is taken over the quasi-particle states and one finds:
Ω = Ω0 +
1
β
∑
k
ln
(
1− e−βE˜k
)
. (7)
B. Equation of state
Let us now calculate the chemical potential. In the
BEC phase, this is achieved from the saddle point equa-
tion ∂(Ω/V )/∂n0|n˜,µ,T = 0 which provides the following
result:
µ = gn0
+
g
2V
∑
k
{
2(εk + Λ)− gn0
E˜k
(2f(E˜k) + 1)− 2 + gn0
εk
}
,
(8)
where f(E˜k) = 〈αˆ†kαˆk〉 = (eβE˜k −1)−1 is the Bose distri-
bution function of quasi-particles. In principle, the above
equation has to be solved self-consistently together with
the equation for the non-condensate density:
n˜ =
1
2V
∑
k
[
εk + Λ
E˜k
(2f(E˜k) + 1)− 1
]
(9)
obtained from the extremal condition
∂(Ω/V )/∂n˜|n0,µ,T = 0. However, such procedure is
known to exhibit an unphysical gap in the quasi-particle
energies [27]. In this work, we follow the methodology of
Ref. [39] and solve perturbatively the coupled equations.
This allows one to avoid the problem of the gap and pro-
vides the correct leading order correction to the chemical
potential. Indeed, Eq. (8), together with Eq. (9), can be
expressed as gn0 = Λ + (higher order terms). Thus, to
the lowest order in the coupling constant, gn0 ' Λ and
consequently the Bogoliubov spectrum becomes gapless:
Ek =
√
ε2k + 2Λεk . (10)
Inserting this expression in Eq. (9), one finds the leading
correction for the non-condensed density:
n˜ = n0T +
(
mΛ
2pi~2
)3/2
G(τ) (11)
where n0T = ζ(3/2)/λ
3
T is the density of thermal atoms
in an ideal Bose gas, with ζ(s) the Riemann zeta func-
tion, and G(τ) is a dimensionless function of the reduced
temperature τ = kBT/Λ given by
G(τ) =
2
√
2
3
√
pi
+
2√
pi
τ
∫ ∞
0
dxf(x)
[√
u− 1−√τx] , (12)
with u =
√
1 + (τx)2. The corresponding correction to
µ is calculated from Eq. (8) by replacing E˜k → Ek and
gn0 → Λ in the terms in brackets:
µ = gn+ gn0T + g
(
mΛ
2pi~2
)3/2
H(τ) , (13)
with the dimensionless function defined as:
H(τ) =
8
√
2
3
√
pi
+
2√
pi
τ
∫ ∞
0
dxf(x)
[
(u− 1)3/2
u
−√τx
]
,
(14)
where we have used Eq. (11) to express n0 = n− n˜ as a
function of Λ. Equation (13) provides the proper leading
order beyond mean-field correction to the chemical po-
tential, as a function of the total density n and tempera-
ture T . This result was first derived by Popov [31] in the
high-temperature regime (see Eq. (22) below), and the
same expression (13) was found in Refs. [27, 33] within
the finite-temperature extension of the Beliaev diagram-
matic techniques, as well as in Ref. [39] starting from the
time-dependent HFB equations. In our work, we there-
fore refer to this approach as Popov theory.
Equation (13) can be solved either perturbatively, the
second-order expression being obtained by inserting the
lowest order expression Λ ' Λ0 = g(n − n0T ) in the last
term, or self-consistently, from the definition Λ = 2gn−µ.
Although the latter procedure would allow for the cal-
culation of higher order corrections, the validity of these
new terms is questionable. Indeed, Eq. (10) assumes Λ =
gn0 to hold, which is true only at the lowest order in the
interaction, while it is an approximation when higher or-
der contributions are included. Solving self-consistently
Eq. (13) is therefore an ad-hoc procedure which assumes
a gapless spectrum (10). It is nonetheless insightful to
compare the two approaches, and in what follows we will
investigate both the self-consistent Popov theory where
Λ is obtained by solving self-consistently Eq. (13), and
the second-order Popov theory where Λ0 = g(n − n0T )
is used. Actually, within the same accuracy one can also
replace Λ by gn0 and solve Eq. (11) self-consistently. The
choice of the perturbation parameter is only a matter of
convenience, since it gives the same second-order results
and differences arise only for higher order terms (which
4are, a priori, unreliable) [33]. In our work, we have cho-
sen to solve self-consistently in Λ since, by construction,
it has the same beyond leading order corrections as the
chemical potential. As we shall see below, this correspon-
dence provides the correct low-temperature expansion of
the chemical potential, as well as the correct lowest or-
der expression for the free energy (see Appendix A). The
beyond mean-field theory developed in this work is there-
fore valid as far as the following inequalities are satisfied:
1 Λ
kBTBEC
 (na3)2/3 , (15)
with kBTBEC = 2pi~2/m [n/ζ(3/2)]2/3 the BEC critical
temperature for a non-interacting Bose gas. The first
inequality in Eq. (15) corresponds to the weakness of
the interaction strength (diluteness condition), whereas
the second inequality ensures that corrections to ther-
modynamics arising from critical fluctuations close to the
phase transition are sufficiently small [1]. In other words,
our approach fails in describing the region in the close
vicinity of the BEC transition, |T−TBEC|/TBEC . n1/3a.
Here Λ becomes very small as the chemical potential ap-
proaches the value µc = 2gn at the critical point.
As for the anomalous density, the expression m˜ =
(1/V )
∑
k 6=0〈aˆ†kaˆ†−k〉 yields together with the gapless
spectrum (10):
m˜ = − 1
V
∑
k
Λ
Ek
(
f(Ek) +
1
2
)
. (16)
We notice that, as already mentioned previously, the sec-
ond term in the right-hand side of Eq. (16) is ultravio-
let divergent, and needs to be treated carefully, with a
proper renormalization of the coupling constant. Finally,
using the two densities Eqs. (11) and (16), the chemical
potential can be rewritten as:
µ = gn0 + 2gn˜+ gm˜ . (17)
One can verify that the above expression coincides with
Eq. (13) upon applying the renormalization of the cou-
pling constant gn0 + gm˜→ gn0[1 + gV −1
∑
k 1/(2εk)] +
gm˜.
We now discuss the behavior of µ in different tem-
perature regimes. First, at zero temperature H(τ) =
8
√
2/(3
√
pi), and one obtains
µ(T = 0) = gn
(
1 +
32
3
√
pi
√
na3
)
, (18)
corresponding to the chemical potential calculated by
Lee, Huang and Yang [40] and accounting for the effects
of quantum fluctuations through the second term in the
parenthesis.
At low temperature, τ  1, one can expand the di-
mensionless function H(τ) in Eq. (14) according to:
H(τ) '
√
2
pi
(
8
3
−
√
pi
2
ζ(3/2)τ3/2 +
pi4
30
τ4
)
. (19)
By inserting this expression in Eq. (13), one obtains the
low-temperature behavior of the chemical potential:
µ ' gn+ g
(
mΛ
2pi~2
)3/2√
2
pi
(
8
3
+
pi4
30
τ4
)
, (20)
where Λ is evaluated at T = 0 and the (kBT )
4 contribu-
tion arises from phonon excitations which are dominant
at low temperatures. Similarly, in the same temperature
regime Eq. (11) provides the result
n0 = n−
(
mΛ
2pi~2
)3/2
2√
pi
[√
2
3
+
pi2
6
√
2
τ2
]
, (21)
for the condensate density [41].
At high temperature instead, one can neglect in
Eqs. (11) and (13) the contribution from quantum fluc-
tuations, independent of the reduced temperature τ , and
expand the Bose distribution function as f(E) ' (βE)−1.
This gives the following results [31]:
µ ' g(n+ n0T )− g
2
√
2pi
λ3T
√
βΛ , (22)
n0 ' n− n0T +
√
2pi
λ3T
√
βΛ , (23)
as a function of the parameter Λ. By choosing the lead-
ing order result Λ0 = g(n− n0T ), Eq. (22) reduces to the
expression µ = g(n + n0T ) − g3/22
√
2pi
√
β(n− n0T )/λ3T ,
showing that at high temperature the leading correc-
tion to the mean-field value µ0 = g(n + n0T ) scales like
g3/2, differently from the g5/2 correction accounting for
the effects of quantum fluctuations at zero temperature
(see Eq. (18)). It is insightful to compare the above re-
sult with the prediction of HF theory. The HF theory
is obtained from the model Hamiltonian Eq. (2) by ne-
glecting the last terms in which annihilation and cre-
ation operators appear in pairs [1]. Then, proceeding
in the same way as previously, one finds for the ther-
mal density n˜HF = g3/2(e
−βΛHF)/λ3T , where gp(z) is
the Bose special function, and for the chemical poten-
tial µHF = g(n + n˜HF). As for the Popov theory, the
HF equations can be solved either self-consistently by
using ΛHF = 2gn − µHF, or up to second-order with
Λ0 = g(n−n0T ). In the high-temperature limit one finds:
µHF ' gn+ gn0T − g
2
√
pi
λ3T
√
βΛHF . (24)
Therefore the HF approach provides a qualitatively sim-
ilar result to Eq. (22), though it underestimates the ef-
fects of thermal fluctuations by a factor
√
2. This can be
understood by the fact that at high temperatures, large
momentum modes ~k ∼ √2mkBT contribute the most
to the excitations and one can therefore approximate the
excitation spectrum Eq. (10) by the single-particle ex-
pression Ek ' εk + Λ. Let us however notice that while
5in the HF approach the superfluid density is found to co-
incide with the condensate fraction ns = n0, such iden-
tity does not hold anymore within the Popov theory (see
Appendix B).
Finally, in the absence of Bose-Einstein condensation
(n0 = 0), the Popov approach reduces to the HF the-
ory, in which µ = µIBG + 2gn, with µIBG the ideal Bose
gas chemical potential. Consequently, within the second-
order Popov theory the BEC phase transition is predicted
to occur at the ideal gas phase transition temperature,
TBEC.
C. Results
We now discuss the numerical results obtained for some
key thermodynamic quantities. Figure 1 shows the con-
densate density evaluated from Eq. (11) for the inter-
action parameter gn/(kBTBEC) = 0.05. This choice
corresponds to the typical value of the gas parameter
na3 ∼ 10−6. In the upper panel, we compare the re-
sults from the self-consistent Popov and Hartree-Fock
theories, together with the predictions from the univer-
sal relations. This last approach describes the region
in the vicinity of the phase transition, where perturba-
tive theory fails due to strong fluctuations, but a uni-
versal description of the weakly interacting Bose gas ex-
ists [42]. In this region, the equation of state depends on
a single variable X = β2(µ−µc)/(~6m3g2), according to
n − nc = f(X), with µc and nc the chemical potential
and density at the critical point, respectively. Explicit
results for the universal function f in 3D were calculated
from classical Monte-Carlo simulations in Ref. [43]. Our
calculations show that Popov theory agrees well with the
predictions of the universal theory. We briefly note that
the unphysical jump of the condensate density in both
the self-consistent Popov and HF theories arises from the
inclusion of higher order terms [30], and is absent in the
second-order Popov approach (see lower panel of Fig. 1).
We also notice that the universal relations of Ref. [43]
are consistent with a small upward shift of the critical
temperature arising from many-body effects [44] which is
not captured by our perturbative treatment. In the lower
panel of Fig. 1 we compare the results of Popov theory in
the vicinity of the phase transition. In particular, we see
that the second-order Popov result (green dotted line),
in which we have used the lowest order expression for the
effective chemical potential Λ0 = g(n− n0T ), agrees with
the self-consistent calculation up to the close vicinity of
TBEC. The inset of Fig. 1 also shows that Popov theory
predicts correctly the depletion of the condensate at zero
temperature. In Figure 2 we make a similar comparison
for the chemical potential. In the lowest order mean-field
description, where µ0 = g(n + n0T ) the chemical poten-
tial is predicted to evolve monotonically from gn at zero
temperature to 2gn at the critical temperature. The self-
consistent Popov theory confirms this picture, although
predicting a shift of µ at T = 0 due to quantum fluctua-
FIG. 1. Condensate density n0 = n− n˜ as a function of tem-
perature, calculated for gn/(kBTBEC) = 0.05. Upper panel:
comparison of different theories. The red solid line is the
Popov theory prediction in which Eqs. (11) and (13) have
been solved self-consistently. The blue dashed line shows the
result of the HF theory and the black dots are the predic-
tions from the universal relations of Ref. [43]. Lower panel:
comparison of Popov theory in different limits. Red solid
and blue dashed lines: same as upper panel. Green dotted
line: Popov theory calculated up to second-order (by using
Λ0 = g(n − n0T ) in Eq. (11)). The black dot-dashed line in
the main figure is the high-temperature expression (23). The
inset shows Popov and HF theory as in the upper and lower
panel, whereas the purple dot-dashed line corresponds to the
low-temperature expansion (21).
tions and an unphysical jump at TBEC.
For an ideal Bose gas, the isothermal compressibility
κT = ∂P/∂n|T is predicted to diverge in the BEC phase,
and therefore the quantity is expected to be sensitive
to the way interaction is treated in the theory. This is
shown in Fig. 3, where one finds that all approaches pre-
dict a finite compressibility in the BEC phase, increas-
ing with the temperature. In particular, one finds that
the second-order Popov theory (green dotted line) shows
a worse agreement with the prediction from the uni-
versal relations, compared to self-consistent approaches.
This is understood from the fact that in the vicinity of
TBEC, thermal fluctuations become important and be-
yond second-order terms have non-negligible contribu-
tions to the thermodynamic quantities. Although the
correctness of the self-consistent Popov theory is ques-
6FIG. 2. Chemical potential as a function of temperature for
gn/(kBTBEC) = 0.05. Line guides are the same as in Fig. 1.
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)
FIG. 3. Isothermal compressibility as a function of tempera-
ture for gn/(kBTBEC) = 0.05. Red solid line: self-consistent
Popov theory. Blue dashed line: HF theory. Green dotted
line: Popov theory calculated up to second-order. Black dots:
prediction from the universal relations of Ref. [43].
tionable in this regime, its solution automatically cap-
tures higher order terms. One should point out, however,
that our numerical extraction of the isothermal compress-
ibility from the universal relations of Ref. [43] results in a
set of quite scattered values which make the comparison
with other theories rather difficult. More precise results
for κT from exact approaches would be useful in order to
carry out quantitative comparisons.
III. TWO-COMPONENT BOSE MIXTURES:
EQUATION OF STATE
A. Diagonalization
We consider now a uniform mixture of two-component
Bose gases, and extend the Popov theory using the same
methodology as for the single-component gas. We con-
sider a regime of temperatures and densities where both
components are in the condensed phase and we aim to
determine thermodynamic quantities of the mixture in-
cluding beyond mean-field corrections in both the intra-
species and the inter-species coupling strength. The
Hamiltonian including all point-like interactions takes
the form,
Hˆ =
∑
i=1,2
{∑
k
εi,kaˆ
†
i,kaˆi,k
+
gii
2V
∑
k,k′,q
aˆ†i,kaˆ
†
i,k′+qaˆi,k′ aˆi,k+q

+
g12
V
∑
k,k′,q
aˆ†1,kaˆ1,k+qaˆ
†
2,k′+qaˆ2,k′ , (25)
where the subscript i = {1, 2} refers to the ith com-
ponent of the mixture. We have further introduced
the coupling constants for the intra-species interactions
gii = 4pi~2aii/mi in terms of the scattering length aii
and mass mi, as well as for the inter-species interac-
tion g12 = 4pi~2a12/mR, with reduced mass mR =
2m1m2/(m1 + m2). By applying the Bogoliubov pre-
scription and replacing aˆi,0 and aˆ
†
i,0 with the number of
particles in the condensate
√
Ni,0, one obtains for the
grand-canonical Hamiltonian Kˆ = Hˆ −∑i µiNˆi:
7Kˆ =
∑
i,j=1,2
i 6=j
{
gii
2V
(
N2i,0 − 2N˜2i
)
− µiNi,0 +
∑
k6=0
(εi,k + 2giini + g12nj − µi) aˆ†i,kaˆi,k +
gii
2V
Ni,0
∑
k6=0
(
aˆ†i,kaˆ
†
i,−k + aˆi,kaˆi,−k
)
+
g12
V
N1,0N2,0 − g12
V
N˜1N˜2 +
g12
V
√
N1,0N2,0
∑
k6=0
(
aˆ†1,k + aˆ1,−k
)(
aˆ†2,−k + aˆ2,k
)
, (26)
with εi,k = ~2k2/(2mi). In the above equation, we
have again kept quadratic terms in aˆk6=0, aˆ
†
k6=0 up to
second-order in the coupling constants, and we neglected
quadratic terms in the fluctuations of the non-condensate
densities around their mean value, as well as terms pro-
portional to the anomalous densities. The terms in
the bracket of Eq. (26) correspond to the single-species
Hamiltonian (2) for each component, whereas the last
terms contain the interspecies interaction terms. The
grand-canonical Hamiltonian Eq. (26) can be diagonal-
ized by means of canonical transformations to uncouple
the two components, followed by Bogoliubov transforma-
tions, as well as proper renormalization of the coupling
constants. The details of the calculation can be found in
Appendix C, and here we show the final result:
Kˆ = Ω0 +
∑
k6=0
(
E+,kαˆ
†
kαˆk + E−,kβˆ
†
kβˆk
)
, (27)
where αˆ†k (resp. βˆ
†
k) is the creation operator for the quasi-
particles in the density (resp. spin) channel, obeying
Bose statistics. The expression for the vacuum energy
of Bogoliubov quasi-particles Ω0 is given by Eq. (C7),
and the gapless excitation spectrum of the system reads
E±,k =
√(
ν21 + ν
2
2
2
)
ε2k + 2εkΛ±,k , (28)
where we have introduced the kinetic energy in terms
of the reduced mass εk = ~2k2/(2mR) and the inverse
mass ratios νi = mR/mi. The effective chemical poten-
tial Λ±,k is therefore associated to the Bogoliubov density
and spin sounds, and takes the following expression:
Λ±,k =
1
2
(ν1Λ1 + ν2Λ2 ± Γk) , (29)
Γk =
√[
(ν21 − ν22)
2
εk + (ν1Λ1 − ν2Λ2)
]2
+ 4g¯2ν1Λ1ν2Λ2
(30)
with Λ1 = 2g11n1 + g12n2 − µ1 and Λ2 is obtained by
inverting the indexes (1 ↔ 2). In the above equation,
we have also introduced the reduced coupling constant
g¯ = g12/
√
g11g22.
B. Equation of state
The chemical potential in each component can be cal-
culated in a similar fashion to the single-component case,
by evaluating the saddle point equation ∂Ω/∂ni,0 = 0
and solving it perturbatively [45]. We give in Appendix C
the derivation of the equation of state in the most gen-
eral case, and here we only show the results for the equal
masses configuration m1 = m2 = M . Then, the func-
tion Γk in Eq. (30) becomes independent of the wave-
vector [46]:
Λ± =
1
2
[
Λ1 + Λ2 ±
√
(Λ1 − Λ2)2 + 4g¯2Λ1Λ2
]
, (31)
and one can write the condensate depletion in a form
similar to the single-component case:
n˜1 = n
0
T +
∑
±
(
mΛ±
2pi~2
)3/2
G±(τ±, l) , (32)
where the dimensionless function depends now on the
reduced temperature τ± = kBT/Λ±, and we have intro-
duced the ratio l = Λ2/Λ1 of effective chemical poten-
tials,
G±(τ±, l) =
1
2
(
1± 1− l√
(1− l)2 + 4g¯2l
)
×
[
2
√
2
3
√
pi
+
2√
pi
τ±
∫ ∞
0
dxf(x)
(√
u± − 1−√τ±x
)]
,
(33)
with u± =
√
1 + τ2±x2. The condensate depletion n˜2 in
the second component is instead obtained from Eq. (32),
replacing l by 1/l = Λ1/Λ2. For the chemical potential
one finds (1↔ 2),
µ1 = g11(n1+n
0
T )+g12n2+g11
∑
±
(
mΛ±
2pi~2
)3/2
H±(τ±, l)
(34)
8where by (1 ↔ 2) we also mean (l ↔ 1/l), and the di-
mensionless function is given by:
H±(τ±, l) =
1
2
(
1± 1 + (2g¯
2 − 1)l√
(1− l)2 + 4g¯2l
)
×
[
8
√
2
3
√
pi
+
2√
pi
τ±
∫ ∞
0
dxf(x)
(
(u± − 1)3/2
u±
−√τ±x
)]
.
(35)
As in the single-component case, the above equations
can be solved either self-consistently or perturbatively,
the second-order expression being obtained by insert-
ing the leading order result Λ0i = gii(ni − n0T ) for the
effective chemical potential. We can verify that from
Eqs. (32) and (34) one retrieves the single-component re-
sult Eqs. (11) and (13) respectively, when putting Λ2 = 0.
In analogy to the single component gas, one can define
anomalous densities involving two creation or annihila-
tions operators. In particular, the binary system pos-
sesses two additional anomalous pair densities,
n˜12 =
1
V
∑
k
〈
aˆ†1,kaˆ2,k
〉
, m˜12 =
1
V
∑
k
〈aˆ1,kaˆ2,−k〉 ,
(36)
describing processes where, due to the presence of the
condensate reservoir, particles are exchanged or pairing
correlations emerge between the two components. Using
the newly introduced densities, the chemical potential in
the equal masses case can be conveniently written in the
form
µ1 = g11(n1+n˜1+m˜1)+g12n2+g12
√
g11Λ2
g22Λ1
(n˜12 + m˜12) .
(37)
For future purpose, it is insightful to compare the above
expression with the HF prediction. Similarly to the
single-component case, the chemical potential within HF
theory is obtained by neglecting the terms in Eq. (26) in
which the annihilation and creation operators appear in
pairs. One readily finds (1↔ 2):
µHF1 = g11(n1 + n˜
HF
1 ) + g12n2 , (38)
where n˜HF1 = g3/2
(
e−βΛ
HF
1
)
/λ31,T is the HF density of
thermal atoms, with ΛHF1 = 2g11n1 +g12n2−µHF1 . Equa-
tion (38) clearly shows that in HF theory, beyond mean-
field effects appear only in the intra-species interaction
terms, the inter-species coupling being considered to the
lowest linear order.
At zero temperature, one finds the following expression
for the quantum depletion
n1,0 =n1
{
1− 4
3
√
pi
√
n1a311
∑
±
(
1± 1− l√
(1− l)2 + 4g¯2l
)
×
[
1
2
(
1 + l ±
√
(1− l)2 + 4g¯2l
)]3/2}
. (39)
As for the chemical potential, one finds instead
µ1(T = 0) = g11n1 + g12n2
+
16
3
√
pi
g11n1
√
n1a311
∑
±
(
1± 1 + (2g¯
2 − 1)l√
(1− l)2 + 4g¯2l
)
×
[
1
2
(
1 + l ±
√
(1− l)2 + 4g¯2l
)]3/2
, (40)
which corresponds to the chemical potential evaluated
from the LHY energy functional in Ref. [34].
At temperature kBT  µi(T = 0), the Bose distribu-
tion function can be expanded in the same way as in the
single-component case, yielding the following expression
for the chemical potential:
µ1 ' g11(n1 + n0T ) + g12n2 − g11
2
√
2pi
λ3T
×
∑
±
1
2
(
1± 1 + (2g¯
2 − 1)l√
(1− l)2 + 4g¯2l
)√
βΛ± . (41)
It is worth noticing that the HF theory in the same tem-
perature regime predicts the chemical potential to behave
like
µHF1 ' g11(n1 + n0T ) + g12n2 − g11
2
√
pi
λ3T
√
βΛHF1 , (42)
as one can easily verify using Eq. (38). In the next sec-
tion, we study how the difference in the last terms of
Eqs. (41), (42) affects the calculation of the thermody-
namic quantities.
C. Results
We now discuss the numerical results for the mixture
of two weakly interacting Bose gases, obtained within
the second-order Popov theory (using Λ0i = gii(ni − n0T )
for the perturbation parameter). Let us first consider
the symmetric configuration in which n1 = n2, m1 =
m2 = M and g11 = g22 = g. We further consider
the system to be near the miscible-unmiscible transi-
tion, with (g − g12)/g = 0.07. Such situation can for
instance be found in mixtures of sodium atoms [47, 48].
Figure 4 shows the isothermal compressibility κT and
the spin susceptibility κM , as a function of temperature
T/TBEC with kBTBEC = 2pi~2/M [n/(2ζ(3/2))]2/3, where
n = (N1 +N2)/V is the total atom density. These quan-
tities are defined from the chemical potential (34) as:
κT (M) =
(
∂(µ1 ± µ2)
∂(n1 ± n2)
)−1
T
. (43)
In the upper panel of Fig. 4, one can see that both the
second-order Popov theory and the HF theory predict es-
sentially the same behavior for the compressibility, sim-
ilar to the single-component gas (see Fig. 3). Remark-
9FIG. 4. Isothermal compressibility (a) and spin susceptibil-
ity (b) in Eq. (43) for binary mixtures of Bose gases, with
interaction parameters gn/(kBTBEC) = 0.1 and δg/g = 0.07.
The blue dashed and the red solid lines are the predictions
of HF theory and second-order Popov theory, respectively.
Both quantities are normalized to the mean-field T = 0 val-
ues, κT,M (T = 0) = 2/(g ± g12).
ably, the susceptibility predicted by the HF theory shown
in the lower panel of Fig. 4 exhibits a divergent behav-
ior at T ' 0.5TBEC, thereby signalling the onset of a
magnetic dynamical instability [35]. The origin of this
instability can be understood if one writes the analyti-
cal expression for the spin susceptibility, obtained from
the high-temperature expression (42) for the HF chemical
potential:
2
(
κHFM
)−1 ' δg − g3/2√pi
λ3T
√
β
n− 2n0T
. (44)
The onset of the dynamical instability in the HF descrip-
tion is due to the last g3/2-term in Eq. (44), arising from
interaction driven thermal fluctuations. As the temper-
ature increases, beyond mean-field effects are enhanced,
eventually leading to a divergent behavior of κHFM at finite
temperature. However, as shown by the red solid line in
the lower panel of Fig. 4, we find that the spin suscep-
tibility predicted by the Popov theory deviates strongly
from the HF calculation. In order to understand the ma-
jor differences provided by the two approaches, we derive
the high-temperature analytical expression of the spin
susceptibility, now calculated within the Popov approach
Eq. (41). We find:
2 (κM )
−1 ' δg − g3/2 δg
g12
2
√
pi
λ3T
√
β
n− 2n0T
×
[(
1 +
g12
g
)3/2
−
(
1 +
g12
g
)√
δg
g
]
.
(45)
In contrast to the HF prediction Eq. (44), the Popov
approach gives rise to contributions proportional to δg
also for the beyond mean-field terms (second term in the
right-hand side of Eq. (45)). A careful comparison be-
tween Eqs. (37) and (41) reveals that the emergence of
such beyond mean-field terms in g12 is due to the in-
clusion in Popov theory of effects involving the mixed
anomalous densities n˜12 and m˜12.
IV. PHASE-SEPARATION IN
TWO-COMPONENT MIXTURES
We now discuss the phenomenon of phase-separation
in the mixture of weakly interacting BECs [49, 50]. Re-
cently, it has been found in Ref. [35] that a mixture ini-
tially miscible at zero-temperature can undergo a phase-
separation as one increases the temperature, as a result
of interaction driven thermal fluctuations. In what fol-
lows, we analyze the onset of phase-separation for the
Bose mixtures in diverse configurations.
A. Homogeneous symmetric mixtures
Let us first consider the case of a uniform and sym-
metric mixture in a box of volume V . The onset of such
phase transition can be conveniently assessed from an
analysis of the Helmoltz free energy F = Ω +
∑
i µini.
Proceeding in the same way as for the single-component
gas (see Appendix A), one finds the following second-
order expression for the free energy of the mixture in the
mixed state:
F
V
=
g
2
(
n21 + n
2
2
)
+ g12n1n2
+ g
ζ(3/2)2
λ6T
+
1
βV
∑
±
∑
k
ln
(
1− e−βE0±,k
)
+
(
M
2pi~2
)3/2
4
15
√
pi
∑
±
(
2Λ0±
)5/2
, (46)
where E0±,k and Λ
0
± are the lowest order expressions, eval-
uated from Eq. (31) using Λ0i . As for the phase-separated
state, since we consider a uniform system, the mixture is
prone to separate into two domains (A,B) of equal vol-
ume V/2, conserving the total density nA = nB = n,
but with opposite magnetization mA = −mB = m. The
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FIG. 5. Difference of free energies between the miscible state
(m = 0) and the phase-separated state described in the main
text, calculated within the Popov theory for gn/(kBTBEC) =
0.1 and δg/g = 0.07. Blue solid line: T < T ∗, red dashed line:
T ∗ < T < TM , green dotted line T > TM . The brown dot-
dashed line is the HF theory result for T > TM . The vertical
lines indicate the critical magnetization m = n− 2ζ(3/2)/λ3T
above which the minority component is purely thermal.
two domains are in equilibrium when both the pressure
(PA = PB) and the chemical potential (µAi = µ
B
i ) equi-
librium conditions are satisfied. While the equilibrium
condition for the pressure is automatically satisfied for
the symmetric configuration, the chemical potential equi-
librium is found to be fulfilled only if, in each domain one
of the two components is in the normal phase. For such
a configuration the Popov free energy in each domain is
given by:
F
V
=
g
2
(
n21 + 2n
2
2 +
ζ(3/2)2
λ6T
)
+ g12n1n2 + µ
IBG
2 n2
+
(
M
2pi~2
)3/2
4
15
√
pi
(
2Λ01
)5/2
+
1
βV
∑
k
ln
(
1− e−βE0k
)
+
1
βV
∑
k
ln
(
1− e−β(εk−µIBG2 )
)
, (47)
where we have chosen n2 to be the minority compo-
nent in the normal phase. The ideal Bose gas chem-
ical potential µIBG2 is defined through the relationship
n2 = g3/2(e
βµIBG2 )/λ3T , with gp(z) the usual Bose special
function [1]. As for the majority component in the con-
densed phase, it is now described by the quasi-particle
energy E0k =
√
ε2k + 2εkΛ
0
1.
Figure 5 shows the calculated free energy as a func-
tion of the magnetization density, for different values of
temperature. At low temperature, the free energy is a
monotonously increasing function (see blue solid line),
with a unique minimum at zero magnetization, corre-
sponding to the mixed state. At a given temperature
hereafter called T ∗, a second minimum starts to develop
in the region where the minority component is purely
thermal, m > n − 2ζ(3/2)/λ3T (red dashed line). As al-
ready stressed, the emergence of such metastable state
corresponds to the fulfillment of the chemical potential
equilibrium between the two domains. An analytical ex-
pression for the temperature T ∗ can be obtained from
Eq. (46), by employing the high temperature kBT  gn
expansion for the Bose distribution function:
T ∗
TBEC
' δg
g
ζ(3/2)√
2pi
√
kBTBEC
gn
. (48)
By further increasing the temperature, the energy of the
metastable state decreases, eventually reaching the same
energy as the unpolarized state, therefore signaling the
onset of a first order phase transition. Hereafter we use
the notation TM to denote this magnetic phase transition
temperature, above which the mixed state is energetically
unstable with respect to the phase-separated state (green
dotted line in Fig. 5). The new equilibrium phase pre-
dicted by Popov theory is hence characterized by a full
space separation of the Bose-Einstein condensed compo-
nents of the two atomic species, their thermal compo-
nents remaining instead mixed, with a finite magnetiza-
tion. We briefly note that HF theory predicts a similar
behavior for the free energy [51], but with a dynamical in-
stability, associated to the divergence of the spin suscep-
tibility Eq. (44). This is shown as the brown dot-dashed
line in Fig. 5, where the curvature of the free energy at
m = 0 becomes negative above TM .
To summarize, we show in Fig. 6 the phase diagram of
the two-component Bose mixture, by plotting the char-
acteristic temperature T ∗, providing the onset of a min-
imum in the free energy with m 6= 0, and the phase
transition temperature TM , as a function of δg/g. For
the sodium mixture where δg/g = 0.07, we find that
the phase-separated state appears as a metastable state
at T ∗ = 0.36TBEC, while the phase transition occurs at
TM = 0.71TBEC. We briefly note that as δg/g → 0, T ∗
tends to a finite value (' 0.1TBEC), as a consequence of
quantum fluctuations, in contrast to Eq. (48) which only
holds if T ∗  gn/kB . We also find that the phase sep-
arated state disappears slightly above the critical tem-
perature TBEC. At this temperature, the mixture be-
comes again miscible with both components in the nor-
mal phase. We notice that phase separation is the mecha-
nism through which BEC occurs in a symmetric mixture
of Bose gases. In fact, instead of being realized simul-
taneously at the same temperature in both components,
the conditions for BEC are attained separately in the
two domains of the phase separated state. Only below
the temperature TM , the homogeneous and symmetric
Bose condensed phase of the mixture emerges as the true
equilibrium state. The situation is best understood in
terms of the symmetries of the Hamiltonian. In fact, the
symmetric mixture enjoys a U(1)×U(1)×Z2 symmetry
and the homogeneous phase with BEC would correspond
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FIG. 6. Phase diagram for binary condensates with
gn/(kBTBEC) = 0.1. The blue solid and the red dashed lines
are the phase transition temperature TM , and characteristic
temperature T ∗, respectively. The gray area corresponds to
the regime of phase-separation.
to the breaking of the U(1) × U(1) symmetry while the
state remains Z2 symmetric. Instead of this picture, the
actual scenario is that U(1) × Z2 is broken in the phase
separated state, while each domain remains U(1) sym-
metric with respect to the minority component. Finally,
below TM the Z2 symmetry is restored.
So far, we have restricted our discussion to mixtures
satisfying the miscibility criterion at zero-temperature:
g12 ≤ g. However, the free energy analysis used above
suggests that a similar phase-separation mechanism can
take place even when the gas is phase-separated at T = 0.
Indeed, let us consider the situation in which g12 > g.
Then, the spin susceptibility Eq. (45) as well as the
square of the spin sound speed Eq. (31) is negative,
implying an imaginary Bogoliubov excitation spectrum
in the long wave-length limit. These are signatures of
dynamical instability, associated to the occurrence of a
phase-separation. Now, in the particular case discussed
so far, where the two condensates are phase-separated,
the spin channel in the Bogoliubov excitation (31) van-
ishes, and the system is well described by Eq. (47), re-
gardless the values of g and g12. In Fig. 7 we show the
behavior of the free energy as a function of the magnetiza-
tion density, for δg/g = −0.07, at T = 0.6TBEC. Actually
in the regime where δg < 0, we find that for any small but
finite temperature, a minimum of the free energy appears
at m < n. Although one can not evaluate the free energy
in the region where m < n− 2ζ(3/2)/λ3T (shaded region
in Fig. 7) because of the complex excitation spectrum, we
expect that a complete phase-separation of the two gases
(m = n) is made possible only at zero-temperature, and
any small but finite temperature is responsible for the
mixing of the non-condensed parts. Furthermore, the
mixture might be phase-separated in the absence of BEC
too, provided that g12  g.
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FIG. 7. Difference of free energies between the fully polarized
state (m = n) and the phase-separated state described in
the main text, for gn/(kBTBEC) = 0.1 and δg/g = −0.07,
calculated at T = 0.6TBEC. The gray shaded region m <
n−2ζ(3/2)/λ3T corresponds to the region in which the system
is dynamically unstable, with a complex excitation spectrum.
Inset: emphasis on the minimum of free energy.
B. Trapped symmetric mixtures
In the previous section, we have considered the ho-
mogeneous mixture in a uniform potential. However,
for the experimental purpose, it is important to assess
how the physics of phase-separation is modified in pres-
ence of a confining trap. This can be conveniently as-
sessed if we work in the grand-canonical ensemble, and
use the local density approximation (LDA) [4, 13]. For
fixed chemical potentials (µ1, µ2), four possible configu-
rations arise, according to our previous discussion: both
components can be in the BEC phase (BEC1-BEC2), or
in the normal phase (N1-N2), and the majority compo-
nent is in the BEC phase while the minority one is in
the normal phase (BEC1-N2 and BEC2-N1). In Fig. 8,
we show the grand-canonical phase diagram for the sym-
metric mixture as a function of chemical potentials, ob-
tained by comparing the thermodynamic energy Ω/V of
these four configurations and searching for the energet-
ically favourable state. The diagram is obtained within
the second-order Popov theory, for a fixed value of tem-
perature gn0T /(kBT ) = 0.05 and δg/g = 0.07. Within
LDA, the inhomogeneous gas is described as a set of lo-
cally homogeneous subsystems, with local chemical po-
tential µi(r) = µi − Vext,i(r). For an isotropic harmonic
trap, Vext,i(r) = miω
2
i r
2/2, and in the symmetric case
where both components feel the same potential, the den-
sity profile in the trap is obtained by following the linear
curve µ1 = µ2 − (µ01 − µ02), with µ0i = µi(r = 0), on the
phase diagram. Looking closely to Fig. 8, one finds that
the mixture is miscible at every position of the trap for
µ01 = µ
0
2 only, and an imbalance in the chemical poten-
tials leads to the appearance of a region in which the two
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FIG. 8. Grand-canonical phase diagram for binary conden-
sates, with gn0T /(kBT ) = 0.05 and δg/g = 0.07. The four
regions correspond to: both components in the BEC phase
(BEC), both in the normal phase (N), component 1 in the
BEC phase and component 2 in the normal phase (BEC1-
N2), and vice-versa (BEC2-N1).
BECs do not coexist. We briefly note that a similar phase
diagram has been obtained within the HF framework in
Ref. [51], although predicting the existence of a tricrit-
ical point, arising from the divergence of the magnetic
susceptibility.
C. Homogeneous asymmetric mixtures
Finally, let us address the problem of mass and inter-
action imbalance. For this purpose, we restrict ourselves
to the HF framework, since we have seen that this ap-
proach provides qualitatively similar results to the Popov
theory and is numerically less demanding. In the case of
imbalanced mixtures, the system does not separate into
two domains of same volume anymore, and one needs to
properly solve the pressure and chemical potential equi-
librium conditions. The pressure in a given domain A is
given within the HF theory by:
PA =
∑
i=1,2
[
1
βλ3i,T
g5/2(z
A
i ) + gii(n
A
i )
2 − gii
2
(nAi,0)
2
]
+ g12n
A
1 n
A
2 , (49)
with zA1 = e
µA1 −2g11nA1 −g12nA2 (1 ↔ 2). As for the chem-
ical potential, its expression is given in Eq. (38). Solv-
ing these equilibrium equations, together with the overall
condition N1 = N2 for the total numbers of particles, one
obtains at a given temperature the equilibrium densities
for each component in each domain. In the same way
as for the symmetric case, the comparison of free en-
ergy at equilibrium with the one of the miscible mixture
allows for the determination of the critical temperature
TM where the phase-separated state becomes energeti-
cally favourable.
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FIG. 9. Magnetic phase transition temperatures for the im-
balanced mixture of Bose gases, with g11n/(kBTBEC) = 0.1
and g¯ = 1.07. Upper panel: as a function of interaction imbal-
ance g22/g11, with equal masses m1 = m2. Lower panel: as a
function of mass imbalance m2/m1, with equal intra-species
interaction g11 = g22.
In the upper panel of Fig. 9, we show the calcu-
lated TM , as a function of the coupling constant ratio
g22/g11, with m1 = m2 and g¯ = 1.07. We find that
the phase-separation is not very sensitive to the interac-
tion imbalance, with a phase-separated region (shown as
gray shaded area) practically independent of the value
of g22/g11. The lower panel of Fig. 9 shows instead
the dependence of TM on the mass imbalance m2/m1
for g11 = g22 and g¯ = 1.07. The temperature on this
plot is normalized to the critical temperature of the light
component TBEC,1 = 2pi~2/m1(n/2ζ(3/2))2/3. In con-
trast to the previous case, the region in which the phase-
separated state is favorable is found to shrink as one in-
creases m2/m1. This is understood from the fact that the
BEC critical temperature for the heavy component scales
as 1/m2, thus lowering the upper bound for the phase-
separation (blue solid line in Fig. 9), which corresponds
essentially to the BEC critical temperature.
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V. SUPERFLUID DENSITY OF TWO
COMPONENT MIXTURES
We finally discuss the superfluid densities in binary
Bose gases. As a peculiarity of superfluid mixtures,
the coupling between the two atomic components will
be responsible for an entrainment effect, known as the
Andreev-Bashkin effect [36]. The superfluid current in
each component is coupled through a drag term (1 ↔
2) [37]:
m1j1 = ρ1,nvn + ρ1,sv1,s + ρ12v2,s , (50)
where we have introduced the normal component velocity
vn as well as the superfluid velocities vi,s. The normal
component ρi,n and superfluid component ρi,s in each
atomic species is normalized according to
ρi = mini = ρi,n + ρi,s + ρ12 , (51)
with ρ12 = ρ21 the ”drag” density. In this work, we
use the methodology developed in Ref. [52], which ex-
tends the linear response formalism used for the single-
component gas to atomic mixtures (see Appendix B). In
this framework, the normal densities as well as the drag
density are given by:
ρi,n =
m2i
V
lim
q→0
χ⊥jiji(q)− ρ12 , (52)
ρ12 = −m1m2
V
lim
q→0
χ⊥j1j2(q) , (53)
where χ⊥jijj is the transverse component of the current
density response function for the mixtures
χjijj (q) =
1
Q
∑
m,n
e−βEm
[
〈n|ˆj†i (q)|m〉〈m|ˆjj(q)|n〉
En − Em + iη
− 〈n|ˆji(q)|m〉〈m|ˆj
†
j(q)|n〉
Em − En + iη
]
, (54)
whereas the current density operator in each component
jˆi is given by Eq. (B3), with the proper corresponding
creation and annihilation operators aˆ†i,k and aˆi,k. The
calculation of the transverse response function follows es-
sentially the same steps as the single-component case.
Let us focus primarily on the collisionless drag ρ12.
After expressing the single-particle creation and anni-
hilation operators in the quasi-particle basis by means
of Eqs. (C1) and (C3), one finds that the matrix ele-
ments product in Eq. (54) has three categories of non-
vanishing contributions in the limit of long wavelengths
(q → 0). The first one corresponds to quasiparticle
excitation-annihilation matrix elements in the single spin
or density channel (e.g. 〈n|αˆ†αˆ|m〉〈m|αˆ†αˆ|n〉), and is
analogous to the single-component result Eq. (B4):
χ⊥j1j2
∣∣∣
Single
= −1
3
~2
m1m2
∑
k
k2λ2k(z
2
k − w2k)
∑
±
∂f±,k
∂E±,k
(55)
where λk, wk and zk are given by Eq. (C2), and
we have introduced the short-hand notation f±,k =
f(E±,k). The second contribution arises from multi-
channel quasiparticle excitation-annihilation matrix el-
ements (e.g. 〈n|αˆ†βˆ|m〉〈m|βˆ†αˆ|n〉):
χ⊥j1j2
∣∣∣
Multi,1
=
2
3
~2
m1m2
∑
k
k2
λ2k(z
2
k − w2k)
4E+,kE−,k
× (E+,k + E−,k)
2
E+,k − E−,k [f+,k − f−,k] . (56)
Finally, the last contribution comes from anomalous
multi-channel excitations (e.g. 〈n|αˆ†βˆ†|m〉〈m|αˆβˆ|n〉):
χ⊥j1j2
∣∣∣
Multi,2
=− 2
3
~2
m1m2
∑
k
k2
λ2k(z
2
k − w2k)
4E+,kE−,k
× (E+,k − E−,k)
2
E+,k + E−,k
[1 + f+,k + f−,k] (57)
which remains finite also at T = 0 [52]. Summing up the
three contributions we find from Eq. (53):
ρ12 =
4
3
√
m1m2
V
∑
k
g¯2Λ1Λ2(ε1,kε2,k)
3/2
E+,kE−,k
{
1 + f+,k + f−,k
(E+,k + E−,k)3
− f+,k − f−,k
(E+,k − E−,k)3 +
2E+,kE−,k
(E2+,k − E2−,k)2
∑
±
∂f±,k
∂E±,k
}
.
(58)
The above result is valid for any temperature up to the
close vicinity of the critical point. In particular, in the
low-temperature regime where kBT  µi(T = 0), one
can safely replace Λi by the zero-temperature expression
giini. In this way, we retrieve the result of Ref. [53], ob-
tained by calculating the lowest order change in the free
energy of the mixture due to a finite superfluid velocity.
As for the normal density, one can carry out a similar
development starting from Eq. (52), and find (1↔ 2)
ρ1,n =− 1
3
m1
V
∑
k
ε1,k
[(
∂f+,k
∂E+,k
+
∂f−,k
∂E−,k
)
+
E21,k − E22,k
(E2+,k − E2−,k)
(
∂f+,k
∂E+,k
− ∂f−,k
∂E−,k
)]
. (59)
Figure 10 shows the temperature dependence of the su-
perfluid drag, calculated for a symmetric mixture, such as
23Na, with g11 = g22 = g and m1 = m2 = m. Our results
extend to finite temperature the calculations of Ref. [52]
and generalize the findings of Ref. [53] which were re-
stricted to the regime kBT  µ. We also notice that
according to what we have discussed in Sec. IV, the mix-
ture becomes unstable with respect to phase-separation
for T > TM , leading to a vanishing collisionless drag.
This is shown by the shaded region in Fig. 10. In the par-
ticular case of equal masses, the zero-temperature value
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for the drag can be evaluated analytically by turning the
momentum sum in Eq. (58) into an integral, and one
finds [53]
ρ12(T = 0) = mn1
√
n1a311F (g¯, l) , (60)
with g¯ = g12/
√
g11g22 and l = g22n2/(g11n1). The di-
mensionless function on the right hand side of the above
equation is given by
F (g¯, l) =
128
√
2
45
√
pi
g¯2l
(
1 + l + 3
√
l(1− g¯2)
)
(√
1 + l +
√
(1− l)2 + 4g¯2l +
√
1 + l −√(1− l)2 + 4g¯2l)3 . (61)
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FIG. 10. Temperature dependence of the collisionless drag
ρ12, normalized to the zero-temperature value Eq. (60). The
drag is calculated for the 23Na symmetric mixture, with
gn/(kBTBEC) = 0.1 and δg/g = 0.07. The shaded re-
gion corresponds to the temperature regime where the mis-
cible mixture is energetically unstable with respect to phase-
separation.
As discussed in Ref. [53], this function displays a weak
dependence on the parameters g¯ and l yielding values in
the range 0.7 ≤ F ≤ 0.8 .
VI. CONCLUSION
In conclusion, we have developed the beyond mean-
field Popov theory for the systems of weakly interacting
Bose gases. Our derivation is based on simple theoret-
ical tools, and can be applied to a variety of problems
involving BEC. We have illustrated the approach by de-
riving the Popov theory for the mixtures of BECs, which
includes the effects of thermal and quantum fluctuations
in both the density and spin channels. As a result, we
have extended our previous study on the magnetic phase
transition at finite temperature [35] to the case of trapped
systems, as well as in presence of interaction and mass
imbalances. Our numerical results show that, in experi-
ments with trapped systems, a miscible mixture can ex-
hibit a spatial region in which the two BECs do not co-
exist. On the other hand, we found that in general, the
presence of an asymmetry reduces the temperature win-
dow in which the phase-separated state is energetically
favorable. Finally, we have calculated the temperature-
dependence of the collisionless drag, by means of linear
response theory combined to the Popov approach. Im-
portant open issues concern the propagation of sound in
these polarized domains, the possible emergence of a sim-
ilar magnetic phase transition in two dimensions, and the
structure of the interface between different domains.
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Appendix A: Free energy
For the study of the phase diagram of Bose mixtures,
it is useful to evaluate the leading order beyond mean-
field corrections to the Helmoltz free energy. Since the
calculation is essentially the same between the single-
component gas and the binary mixture, we focus in what
follows to the single-component case. Let us assume for
this purpose a gapless spectrum, as given by Eq. (10).
Then, the Helmoltz free energy in the BEC phase is given
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from Eq. (7) according to F = Ω + µN :
F
V
=
g
2
n20 − gn˜2 + µn˜+
1
βV
∑
k
ln
(
1− e−βEk)
+
1
2V
∑
k6=0
(
Ek − εk − Λ + Λ
2
2εk
)
. (A1)
Using the results in Eqs. (11) and (13) respectively for n˜
and µ the free energy can also be expressed as
F
V
=
g
2
n2 +
g
2
n0T
2
+ gn0T
(
mΛ
2pi~2
)3/2
H(τ)
+
1
βV
∑
k
ln
(
1− e−βEk)+ 16√2
15
√
pi
( m
2pi~2
)3/2
Λ5/2 ,
(A2)
where contributions of order higher than Λ5/2 have been
neglected. The last sum over thermal excitations requires
a careful expansion in terms of the parameter Λ = Λ0 −
g
(
mΛ
2pi~2
)3/2
H(τ). One finds
1
βV
∑
k
ln
(
1− e−βEk) ' 1
βV
∑
k
ln
(
1− e−βE0k
)
− gn0T
(
mΛ
2pi~2
)3/2
H(τ) ,
(A3)
so that the last term cancels with the corresponding one
in Eq. (A2). In the above expression E0k =
√
ε2k + 2Λ
0εk
denotes the quasi-particle spectrum (10) to the lowest or-
der in Λ. It is worth noticing that such cancellation would
not happen, if one chooses gn0 = Λ
0−g5/2 (mn02pi~2 )3/2G(τ)
instead of Λ for the perturbation parameter, leading to
an incorrect expression for the free energy.
Finally, the full expression of the free energy including
the leading order corrections in the interaction coupling
reads:
F
V
'g
2
(n2 + n0T
2
) +
1
βV
∑
k
ln
(
1− e−βE0k
)
+
16
√
2
15
√
pi
( m
2pi~2
)3/2
(Λ0)5/2 . (A4)
One can verify that by taking the derivative of Eq. (A4)
with respect to n, we recover the expression for the chem-
ical potential Eq. (13), when evaluated using Λ0. The
derivation of the free energy for the mixtures follow the
same line of calculations.
Appendix B: Superfluid density
The calculation of the superfluid density for both the
single-component and binary mixtures of Bose gases can
be achieved in a convenient way by means of linear re-
sponse theory. For a single-component Bose gas, the nor-
mal component mass density ρn = mnn = m(n − ns) is
calculated according to [1]
ρn =
m2
V
lim
q→0
χ⊥j (q) (B1)
which relates ρn to the transverse component (denoted
by ⊥, with q · j = 0) of the current response function,
defined as
χj(q) =
1
Q
∑
m,n
e−βEm
[
〈n|ˆj†(q)|m〉〈m|ˆj(q)|n〉
En − Em + iη
− 〈n|ˆj(q)|m〉〈m|ˆj
†(q)|n〉
Em − En + iη
]
, (B2)
where Q =
∑
m e
−βEm is the canonical partition func-
tion, |n〉 and En are the eigenstates and eigenvalues of
the Hamiltonian (1) and η a small positive value. The
current density operator reads
jˆ(q) =
~
2m
∑
k
(2k + q) aˆ†kaˆk+q . (B3)
The matrix elements of the current density operator in
Eq. (B2) can be calculated straightforwardly if one ex-
presses aˆk and aˆ
†
k in terms of the quasi-particle creation
and annihilation operators in Eq. (3). Indeed, the ma-
trix element 〈m|αˆ†kαˆk′ |n〉 yields non-vanishing contribu-
tion only for En−Em = Ek′−Ek. Choosing the vector q
along the z-direction, the transverse response is provided
by the x-component of the current density, and one finds
evaluating the trace:
χ⊥jx(q) =−
~2
m2
∑
k
k2x (ukuk+q − vkvk+q)2
× f(Ek+q)− f(Ek)
Ek+q − Ek . (B4)
Taking the limit q → 0 as well as making use of the
isotropy of the system, one finally obtains from Eqs. (B1)
and (B4):
ρn = − ~
2
3V
∑
k
k2
∂f(Ek)
∂Ek
, (B5)
retrieving the well-known Landau formula. Using the
Popov excitation spectrum Eq. (10), one gets the expres-
sion
ρn =
1
mλ3T
4
3
√
pi
1√
τ
∫ ∞
0
dxx
(u− 1)3/2
u
f(x)
1− e−x , (B6)
where u =
√
1 + (τx)2 and τ = kBT/Λ as in Eqs. (12)
and (14). The present approach is extended to the two-
component mixtures in Sec. V, allowing for the calcula-
tion of the collisionless drag.
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Appendix C: Two component Bose mixtures:
General case
In order to diagonalize the grans-canonical Hamilto-
nian of the binary mixture Eq. (26), one first applies the
following canonical transformations:
aˆ′1,k = λkaˆ1,k + zkaˆ2,k + wkaˆ
†
2,−k ,
aˆ′2,k = λkaˆ2,k − zkaˆ1,k + wkaˆ†1,−k .
(C1)
The new operators must obey the Bose commutation re-
lation, and one finds that this is satisfied if λ2k+z
2
k−w2k =
1. Then the terms involving the coupling of both compo-
nents, in which the operators aˆ′1 and aˆ
′
2 appear in pairs,
vanish if the weight functions take the expressions:
λ2k =
1
2
1 + E˜21,k − E˜22,k√
(E˜21,k − E˜22,k)2 + 16g212ε˜1,kε˜2,kn1,0n2,0

z2k(w
2
k) =
(ε˜1,k ± ε˜2,k)2
8ε˜1,kε˜2,k
×
1− E˜21,k − E˜22,k√
(E˜21,k − E˜22,k)2 + 16g212ε˜1,kε˜2,kn1,0n2,0

(C2)
where we have introduced the ”gapped” kinetic energy
ε˜1,k = ε1,k + Λ1 − g11n1,0 with effective chemical po-
tential Λ1 = 2g11n1 + g12n2 − µ1 and (1 ↔ 2), as
well as the single-component excitation spectrum E˜i,k =√
(εi,k + Λi)2 − (giini,0)2. Henceforth, Eq. (26) reduces
to the sum of two uncoupled Hamiltonian, which can
be diagonalized by means of the Bogoliubov transforma-
tion Eq. (3) applied to (aˆ
′†
1,k, aˆ
′
1,k) and (aˆ
′†
2,k, aˆ
′
2,k), re-
spectively:
aˆ′1,k = u+,kαˆk + v
∗
+,−kαˆ
†
−k ,
aˆ′2,k = u−,kβˆk + v
∗
−,−kβˆ
†
−k .
(C3)
The off-diagonal terms are found to vanish for the follow-
ing values of the quasi-particle amplitudes:
u+,k, v+,k = ±1
2
(√
ε1,k
E+,k
±
√
E+,k
ε1,k
)
,
u−,k, v−,k = ±1
2
(√
ε2,k
E−,k
±
√
E−,k
ε2,k
)
.
(C4)
Finally, the grand-canonical Hamiltonian in the diag-
onalized form is expressed as:
Kˆ = Ω0 +
∑
k6=0
(
E˜+,kαˆ
†
kαˆk + E˜−,kβˆ
†
kβˆk
)
(C5)
where αˆ†k (resp. βˆ
†
k) is the creation operator for the quasi-
particles in the density (resp. spin) channel, obeying
Bose statistics. The excitation spectrum of the system
reads
E˜±,k =
1√
2
[
E˜21,k + E˜
2
2,k
±
√
(E˜21,k − E˜22,k)2 + 16g212ε˜1,kε˜2,kn1,0n2,0
]1/2
(C6)
and the vacuum energy of Bogoliubov quasi-particles is
given by
Ω0 =
∑
i=1,2
[ gii
2V
(
N2i,0 − 2N˜2i
)
− µiNi,0
]
+
g12
V
N1,0N2,0 − g12
V
N˜1N˜2
+
1
2
∑
k 6=0
(
E˜+,k − ε1,k − Λ1
)
+
(
E˜−,k − ε2,k − Λ2
)
+
1
~2k2
∑
i=1,2
[
mi(giini,0)
2 + 2mRg
2
12n1,0n2,0
]
. (C7)
In the above expression, the first terms correspond
to the mean-field contribution, whereas the terms
summed over the wave-vector account for the quan-
tum fluctuations. In particular, the last terms arise
from the renormalization of the coupling constants
gii → gii[1 + gii/V
∑
kmi/(~k)2] and g12 → g12[1 +
g12/V
∑
kmR/(~k)2] [54].
The chemical potential in each component can be cal-
culated in a similar fashion to the single-component case,
by evaluating the saddle point equation ∂Ω/∂ni,0 = 0
and solving it perturbatively. We naturally find that
giini,0 = Λi + (higher order terms), providing the gap-
less excitation spectrum Ei,k =
√
ε2i,k + 2Λiεi,k and
ε˜i,k → εi,k upon replacing giini,0 by Λi in Eq. (C6). It
is worth noticing that the excitation spectrum Eq. (C6)
can also be written as [55]
E±,k =
√(
ν21 + ν
2
2
2
)
ε2k + 2εkΛ±,k , (C8)
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where we have introduced the kinetic energy in terms
of the reduced mass εk = ~2k2/(2mR) and the inverse
mass ratios νi = mR/mi. The effective chemical poten-
tial Λ±,k is therefore associated to the Bogoliubov density
and spin sounds, and takes the following expression:
Λ±,k =
1
2
(ν1Λ1 + ν2Λ2 ± Γk) , (C9)
Γk =
√[
(ν21 − ν22)
2
εk + (ν1Λ1 − ν2Λ2)
]2
+ 4g¯2ν1Λ1ν2Λ2
(C10)
where we have introduced the reduced coupling constant
g¯ = g12/
√
g11g22. Finally, the condensate density ni,0 =
ni − V −1
∑
k 6=0〈aˆ†i,kaˆi,k〉 is given by (1↔ 2):
n1,0 = n1− 1
4V
∑
k
∑
±
(
1± E
2
1,k − E22,k
2εkΓk
)
×
[
ε21,k + E
2
±,k
2ε1,kE±,k
(2f(E±,k) + 1)− 1
]
(C11)
and the chemical potential:
µ1 =g11n1 + g12n2 +
g11
2V
∑
k
1
εk
[
1
ν1
Λ1 + g¯Λ2
]
+
g11
4V
∑
k
∑
±
(
1± E
2
1,k − E22,k + 4g¯2Λ2ε2,k
2εkΓk
)
×
[
ε1,k
E±,k
(2f(E±,k) + 1)− 1
]
. (C12)
As in the single-component case, the above equation can
be solved either self-consistently or perturbatively, the
second-order expression being obtained by inserting the
leading order result Λ0i = gii(ni − n0i,T ) for the effective
chemical potential, where n0i,T = ζ(3/2)/λ
3
i,T is the ideal
gas thermal density with species dependent thermal de
Broglie wavelength λi,T =
√
2pi~2/(mikBT ).
The equation of state for the equal mass case Eqs. (32)-
(35) in the main text are obtained from Eqs. (C11)
and (C12) by putting m1 = m2 = M
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