This document gives a generalization on the alphabet size of the method that is described in Nicaud's thesis for randomly generating complete DFAs. First, we recall some properties of m-ary trees and we give a bijection between the set of m-ary trees and the set K (m,n) of generalized tuples. We show that this bijection can be built on any total prefix order on . Then we give the relations that exist between the elements of K (m,n) and complete DFAs built on an alphabet of size greater than 2. We give algorithms that allow us to randomly generate accessible complete DFAs. Finally, we provide experimental results that show that most of the accessible complete DFAs built on an alphabet of size greater than 2 are minimal. © 2004 Elsevier B.V. All rights reserved.
Introduction
The random generation of DFAs allows us to get some empirical observations that lead to theoretical results in the average case on the classical algorithms that are applied on DFAs. Although the random generation of unary DFAs is trivial, Nicaud has used their natural structure to give the average state complexity of the classical operations on unary DFAs [12] . Moreover, he describes in his thesis [13] a method for randomly generating complete accessible DFAs on an alphabet of size 2. We show in this paper how this method can be extended to the case of DFAs built on an alphabet of an arbitrary size.
Nicaud's method deals with binary trees and another Catalan family: the n-tuples. The n-tuples allow one to count the number of deterministic structures that can be produced from a given binary tree (a deterministic structure is a DFA without final states). In this paper these two Catalan families are extended to an alphabet of an arbitrary size. And we thus restate the algorithms presented in [13] in this case. With these algorithms, we carry out some experiments that throw light on the fact that most of the DFAs are minimal as far as the size of the alphabet is greater than 2.
Let us mention that this work is part of a more general study on the random generation of finite automata [3] .
Section 1 introduces definitions and notations that are necessary to the comprehension of this document. Section 2 gives some properties of m-ary trees and generalizes the bijection that exists between the set of binary trees, the set of prefix subsets of , with of size 2, and the set K n of n-tuples to a bijection between the set of m-ary trees, with m 2, the set of prefix subsets of , with | | 2, and the set K (m,n) of generalized tuples. Section 3 makes explicit the relation between the elements of K (m,n) and the deterministic transition structures of size n on an alphabet of size m. Finally, Section 4 describes the algorithms for constructing random transition structures, and reports a set of experimental results based on this random generation method.
Definitions and notation
Readers who are not familiar with automata theory are referred to [16] . We denote by [[i, j ] ] ∀(i, j ) ∈ N 2 , the set [i, j ] ∩ N. A finite non-deterministic automaton is a 5-tuple A =< Q, , , I, F >, where Q = {q 1 , q 2 , . . . , q n } is the finite set of states, is the alphabet on which the automaton is defined, is the transition function ( : Q × → 2 Q ) (where 2 Q denotes the set of all subsets of Q) that associates a subset of Q to each element of Q × , I is a non-empty subset of Q whose elements are the initial states and F is a subset of Q whose elements are the final states. In this paper the size of an automaton is the number of its states.
An automaton is said to be accessible if and only if for all states q ∈ Q, there exists a path from one of the initial states to state q. An automaton is said to be co-accessible if and only if there exists a path from state q to one of the final states. An automaton that is both accessible and co-accessible is a trim automaton.
An automaton D is deterministic if it has a unique initial state and if
In what follows, D (m,n) will denote the set of accessible complete deterministic automata of size n on an alphabet of size m. We will write D =< Q, , , i, F > for a deterministic automaton (DFA) with a unique initial state i.
A deterministic transition structure is a 4-tuple S =< Q, , , i >, that is, a DFA without final states. Thus, 2 n DFAs can be produced from a transition structure since there exist 2 n possible sets of final states.
An m-ary tree is an acyclic directed graph T =< V, E > where V = {v 1 , v 2 , . . . , v t } is the set of vertices of the tree and E ⊆ V × V is the set of edges of the tree. We recall that the out-degree (resp. in-degree) of a vertex is the number of edges that are incident from (resp. to) this vertex. We let d + (v) (resp. d − (v)) be the out-degree (resp. in-degree) of a vertex v. The in-degree of each vertex of an m-ary tree is equal to 1, except for one vertex called the root and denoted by v 1 that has a zero in-degree. The out-degree of each vertex of an m-ary tree is less than or equal to m. An extended m-ary tree of order n is a tree with a partitioning of its vertices V = N L,
. . , r n } is the set of nodes, and L = { 1 , 2 , . . . , s } is the set of leaves. There exists a bijection between m-ary trees with n vertices and extended m-ary trees of order n. Indeed it suffices to attach to each vertex v of an m-ary tree m − d + (v) leaves in order to obtain an extended m-ary tree of order n (Fig. 1) .
A set of words X of is prefix if it contains all words u ∈ such that there exists w ∈ such that uw ∈ X.
Let be an alphabet of size m. A symbol of can be attached to each edge of an m-ary tree such that for all vertices v and all symbols x, there is at most one edge outgoing from v that is labeled by x. Thus, each vertex of an m-ary tree can be labeled by a word w, as is done for tRIes or within prefix codes [2, 9] . The label of each vertex v is the label of the path that leads from the root to this vertex. The set of these labels is denoted by P (T). We can show easily that the set P (T) is prefix. There exists a well-known bijection between the set of prefix subsets of of cardinality n and the set of m-ary trees of order n. In the following, T (m,n) will denote either one of these two sets.
We assume that is equipped with a total order <. Let be the free monoid over and ≺ be a total order on induced by <. Let P be a prefix subset of , and T be the m-ary tree associated with P. Let P ≺ be the list of words of P ordered by the relation ≺. Since the elements of P ≺ are in bijection with the vertices of T, the order ≺ defines a traversal of the vertices of the tree T. The order in which the words appear in P ≺ corresponds to the order in which the vertices appear throughout the traversal.
Let u = u 1 u 2 · · · u m and w = w 1 w 2 · · · w n be words of and T a | |-ary tree. We define u ≺ w for the lexicographic order if one of the two following conditions holds: (i) there exists an integer 1 k min(m, n) such that (∀i, 1 i < k, u i = w i ) and u k < w k , (ii) m < n, and (∀i, 1 i m, u i = w i ).
The lexicographic order induces a depth-first traversal of T. u ≺ w for the graded lexicographic order if one of the two following conditions holds: (i) m < n, (ii) n = m and there exists k n such that (∀i, 1 i < k, u i = w i ) and u k < w k .
The graded lexicographic order induces a breadth-first traversal of T. An order ≺ on is a prefix order if
The lexicographic order and the graded lexicographic order are prefix orders. We call prefix traversal of a tree a traversal induced by a total prefix order.
In what follows, we assume that is an alphabet of size greater than or equal to 2 and that is equipped with a total prefix order ≺. By convention an extended m-ary tree of order n is such that m 2 and n 1.
Complete m-ary trees and generalized tuples
We first present some properties of extended m-ary trees. We will then follow the generalization of the classical n-tuples that permits us to deduce a bijection between the set K (m,n) of generalized tuples and the set T (m,n) of extended m-ary trees.
Proposition 1. An extended m-ary tree of order n has
The proof of this proposition can be found in [1] .
Lemma 2.
We consider a prefix traversal of an extended m-ary tree T of order n. Let k (resp. r) be the number of nodes (resp. leaves) visited at a step of the prefix traversal. The following properties hold:
Proof. In the subgraph of T induced by the prefix traversal the sum of the in-degrees is r + k − 1. Moreover, the out-degree of each of the k nodes is not greater than m. Thus, the sum of the out-degrees is not greater than mk, and we get
We assume that at the current step we have k < n and r = (m − 1)k + 1. Let v be the vertex visited next. We let k (resp. r ) be the new number of visited nodes (resp. leaves).
We distinguish two cases: v is a leaf : We get k = k and r = r + 1. Since by hypothesis r = (m − 1)k + 1, we have r > (m − 1)k + 1, which is in contradiction with (1) .
v is a node: We get k = k + 1 and r = r. Since no successor of v has been visited before v itself, the number of edges is less than or equal to mk and the sum of the in-degrees is equal to k + r − 1. Thus, we obtain k + r − 1 mk, and r (m − 1)k, which is in contradiction with the assumptions.
Let T be a tree and L be its set of leaves. Let L ≺ be the list of leaves met during the prefix traversal of T induced by ≺. Let : L → N be the function that associates with each leaf of T the number of nodes visited before it during this traversal. We have
Proposition 3. Let T be an extended m-ary tree of order n. The number of nodes visited before the ith leaf (except for the last one) during a prefix traversal is greater than or equal to i/(m − 1) . More precisely we have
Proof. The proof of (i) is by induction on the number of nodes visited before a leaf during the prefix traversal. Let |L| = (m − 1)n + 1 be the number of leaves.
Basis i = 1: The number of nodes that are visited before the first leaf is strictly positive, otherwise the order of T is zero.
Induction step |L| − 2 i 1: We assume that the property is true for the ith leaf. We get
We then distinguish two cases:
, and the property is true for the (i + 1)th leaf.
i mod (m − 1) = 0: if at least one of the inequalities of assumption (2) is strict, we get
. Thus, the property holds for the (i + 1)th leaf. Otherwise, we get
According to Lemma 2(ii), we obtain ( i+1 ) = n and thus i + 1 = |L|. But by assumption i + 1 < |L|. Therefore the contradiction. Thus, the property holds for all leaves except for the last one.
On the other hand, (ii) is a direct consequence of Lemma 2(ii).
The set K n of the n-tuples of elements of [ [1, n] ] is defined as
This set can be generalized to the set K (m,n) of the generalized tuples of elements of [ [1, n] ] defined as
where s = n(m − 1). In the following K will denote an element of K (m,n) . We consider the function : T (m,n) → K (m,n) that associates with an extended m-ary tree T of order n the element of K (m,n) defined by
Note that is defined w.r.t. the same order ≺ as . Furthermore, ( s+1 ) is not inserted in since it is always equal to n according to Proposition 3(ii).
Proposition 4. For all n 1, m 2 the function is a bijection from
Proof. According to Proposition 3 and definition of K (m,n) , has its values in K (m,n) . On the other hand, let us consider T and T two distinct trees (on the same alphabet) of T (m,n) , and L and L the sets of words that label the leaves of these two trees. Let u be the smallest word according to
. By definition, there exists r such that r is the leaf labeled by u, and such that for all i < r, ( i ) = ( i ). Thus, ( r ) < ( r ) and is injective.
Let us consider a generalized tuple K = (k 1 , k 2 , . . . , k s ) . We have to show that we can build an m-ary tree T associated with it. We consider a prefix order ≺. We first give some general consideration on construction of a tree T according to an order ≺ and then we will follow the construction of T according to K.
Let P and L be the sets of words that label, respectively, the nodes and the leaves of the tree T during its construction. Moreover, let G be the set defined such that G = ux ∈ u ∈ N and x ∈ . By the completeness property, we have |G| = |N |m. For more convenience, we let C = G\((L ∪ N)\{ }). Intuitively, C denotes the set of the labels of the paths that are not ended by a leaf. It is clear that if C = {∅}, the tree T is extended. If C = {∅}, we can add to it a new vertex according to the order ≺. That is, if we add a node, the set N becomes: N = N ∪ {min ≺ (C)}, and the sets G and C are redefined from this new set. And if we add a leaf, the set L becomes L = L ∪ {min ≺ (C)}, and the set C is redefined from this new set.
We can now describe how a tree T is built from the generalized tuple K. We consider that k 0 = 1 and that initially N = { }, G = {x| x ∈ }, and L = ∅. We build the tree T according to K such that at each step t ∈ [ [1, s] ] of the construction, we add consecutively k t − k t−1 nodes and one leaf according to the order ≺. In order to show the correctness of this construction, at each step t the set C must be different from {∅}. It is clear that initially C = G = {∅}. At the end of each step t, |N | and |L| are, respectively, equal to k t and t. We have today a good knowledge of the different objects in bijection with m-ary trees; these objects are called Catalan families. In addition to the generalized tuples we close this section with some of the known Catalan families extended to the case of an alphabet of an arbitrary size m. We define for all (m, n) ∈ N 2 the generalized Catalan numbers [8, 15] as
These numbers describe the number of m-ary trees of order n. On the other hand, the bijection that exists between binary trees and Dyck words, can be generalized to wellbalanced bracketed words that contain m − 1 right brackets for one left bracket (Fig. 3d) . The grammar of these words for an alphabet of size m is
These words can also be viewed as sequences u = x 1 x 2 · · · x n(m−1)+n of 0s and 1s called well m-balanced sequences that satisfy the following properties [15] : (i) u contains n(m − 1) 1s for n 0s, (ii) for all i, such that 1 i n(m − 1) + n we have
These sequences have been studied in probabilistic mathematics in the general case, and in combinatorics in the case of binary trees ("ballot problem" [5] , "Dyck word" [11] ). They are in bijection with the walks above the sea level that have increasing slopes m − 1 times greater than the decreasing ones (Fig. 3b) . Computer scientists also call them Dyck paths. Finally, the graphical representation of the generalized tuples (Fig. 3e) gives rise to the player sequence which is a set of blocks that is contained in a rectangle and that contains the negative slope diagonal of this rectangle (Fig. 3c) . 
Relation between complete deterministic automata and extended m-ary trees
Nicaud's study shows that the classical n-tuples allow us to build and to count the DFAs on an alphabet of size 2. We show that the notion of canonical labeling extends naturally to the case of an alphabet of size m 2. This permits us to establish the relations that exist between the elements of K (m,n) and those of D (m,n) , and to give some bounds of
be an accessible complete deterministic automaton. We recall that is equipped with a total prefix order ≺. We associate with each state q of this automaton the word
Since the automaton is accessible, this word exists. Since the automaton is deterministic and the order is total, this word is unique. The labeling induced by the application of w is canonical. Two distinct complete accessible deterministic automata that are canonically labeled cannot be isomorphic (if the labelings of their states are identical, their transition tables are necessarily different). We denote by P (D) the set of labels of the states of D by w,
Proof. We assume that there exists a word uv ∈ P (D) such that u / ∈ P (D). Since the automaton is complete, w ( (q 0 , u) ) exists, and w( (q 0 , u)) ≺ u. Since the order ≺ is prefix, w( (q 0 , u))v ≺ uv. This leads to a contradiction.
Prefix sets are in bijection with extended m-ary trees. Thus, the transition structures reduced to the set of the smallest paths from the initial state to each one of the DFA states are in bijection with extended m-ary trees. 
Thus, we have
Proof. Let K be an element of K (m,n) , and T = (V , E) be its unique associated extended tree. We denote by N and L, respectively, the sets of nodes and of leaves of T. The transition structure defined by S =< N, , E ∩ (N × N), v 1 > contains n − 1 transitions and is accessible. In order to obtain a complete deterministic transition structure, we add to this structure the (m − 1)n + 1 transitions corresponding to the edges that lead from a node to a leaf.
Let be a leaf of the tree, and u be its label. Let p be the parent of . We consider the edge (p, ) that is labeled by x. The addition of the transition (p, x, r), with r = (p, x) and r ∈ N to the transition structure S does not change the labeling of the states of S if w(r) ≺ u. The number of different transitions (p, x, r) that can be added is thus equal to the number of nodes r whose labels are smaller than u. This number is equal to k i for the leaf i , i ∈ [[1, (m − 1)n]]. The product of these numbers is multiplied by n, since the last implicit component k (m−1)n+1 is equal to n, hence, the expression of the number of transition structures that can be built from a generalized tuple.
Finally, there exist 2 n different sets of final states, and hence the number of complete deterministic automata of size n on an alphabet of size m.
This result permits to define some bounds on the number of automata of a given size. These bounds are quite different from those obtained by Harrison [7] by considering that two DFAs are isomorphic if by relabeling their alphabet one can make them identical.
Proposition 7.
We have the following inequalities:
Proof. The product of the components of a tuple K of K (m,n) is bounded by
Thus, by using the fact that the generalized Catalan numbers describe the number of elements of K (m,n) , we get the following inequalities:
Owing to some simplifications and using Stirling approximation we get bounds (i) by using the following approximation of the generalized Catalan numbers:
In the case of a binary alphabet, the above expression can be approximated and we get bounds (ii) given by Nicaud [13] . Finally, (i) can be improved, since the number of accessible transition structures is smaller than the number n nm of sets of m deterministic but not necessarily accessible transition functions. And since there exist (n − 1)! different ways to label these structures, we deduce inequality (iii) [4] . Notice that a better upper bound, based on accessible DFAs, is presented in [4, 10, 14] .
Algorithms for the construction of transition structures
We give first a recurrence relation that expresses the number of deterministic complete transition structures of size n on an alphabet of size m. We deduce from this relation an algorithm that computes this class of numbers; this allows us to give an algorithm that randomly generates a generalized tuple according to the number of different transition structures that can be deduced from this tuple.
Construction of the elements of K (m,n)
In [13] , it is shown that n-tuples can be computed via recursive formulae. Following this approach, we define the following generalization of K (m,n) :
Notice that for all m and n, an element of For the recurrence relation, it is sufficient to remark that an element of K (m,t,p) not ending with p is in K (m,t,p−1) . If it ends with p, then it has the form (k 1 
The elements c (m,t,p) allow us to compute the number of complete accessible deterministic transition structures on an alphabet of size m and to generate these structures. The algorithm that builds the c (m,t,p) elements is described in Fig. 4 .
The array built by this algorithm can be viewed as a Pascal-like triangle. It avoids computing the same values many times, due to the recursive definition of c (m,t,p) . Table 1 represents c (m,t,p) for m = 3, 1 t 16 and 1 p 8. It shows, for example, that there exist c (3, 4, 2) × 2 = 28 × 2 = 56 complete deterministic structures of transition of size 2 on an alphabet of size 3.
From the bounds given in Proposition 7 the growth of the numbers c (m,(m−1)n,n) is in the worst case of order n (m−1)n+(n−1)/ log(n) , and thus their size is of order ((m − 1)n + (n − 1)/ log(n)) log(n). The size of these numbers gives rise to some implementation problems, since the memory space used to store the table becomes quickly huge; for example, the table necessary to randomly generate DFAs of size 1000 on an alphabet of size 2 needs around 250 MB with the GMP mathematics library [6] .
The algorithm that generates a random generalized tuple K uses the array built by the previous algorithm, and produces a random element of K (m,n) according to a probability (m,t,p) (third equality of Proposition 8). Moreover, by assumption each element J of K (m,t−1,p) is chosen with a probability equal to J /c (m,t−1,p) . Thus, each element K that has such a form is chosen with a probability equal to p × c (m,t−1,p) c ( (m,t,p) and the property holds.
In order to generate a random K of K (m,n) we call this recursive function as follows: randomElementOfK(m, n(m − 1), n). Once an element K is randomly generated and its associated tree is built according to Proposition 4, one of the DFAs associated with this tree can be built according to Theorem 6. This DFA is equally likely generated. 
Experimental results
The tests have been performed with a program written in C++ that uses the library GMP. The generated DFAs are of size 100, and for each test and each possible number of final states, 10 000 DFAs have been randomly generated.
For an alphabet of size 2, it appears (Fig. 6 ) that accessible complete DFAs are minimal with a probability of 0.8. This is consonant with Nicaud's results.
For an alphabet of size greater than 2, we have observed that almost all accessible complete DFAs are minimal (except for those whose final state set is empty or contains all states). This observation is illustrated by Fig. 7, for DFAs of size 100; notice that it is still valid for DFAs of smaller size.
Conclusion
The extension from binary trees to m-ary trees gives rise to a natural generalization of the Catalan families. This generalization allows us to give an algorithm that builds random DFAs on an alphabet of an arbitrary size. Experimental results show that the use of such a generation method allows us to build random minimal complete automata. Indeed, as observed by Nicaud, automata generated on a binary alphabet are minimal with an empirical probability of 0.8. Moreover, as pointed out by our experiments, almost all automata generated on an alphabet of a larger size are minimal. Thus a random generation method with rejection can be used to randomly generate minimal DFAs. The two empirical observations on the minimality of DFAs are given as conjectures.
