Many online social networks feature restrictive web interfaces that only allow the query of a user's local neighborhood. To enable analytics over such an online social network through its web interface, many recent efforts use Markov Chain Monte Carlo (MCMC) methods such as random walks to sample users in the social network and thereby support analytics based on the samples. The problem with such an approach, however, is the large amount of queries often required for a random walk to converge to a desired (stationary) sampling distribution. In this article, we consider a novel problem of enabling a faster random walk over online social networks by "rewiring" the social network on-the-fly. Specifically, we develop a Modified TOpology Sampling (MTO-Sampling) scheme that, by using only information exposed by the restrictive web interface, constructs a "virtual" random-walk-friendly overlay topology of the social network while performing a random walk and ensures that the random walk follows the modified overlay topology rather than the original one. We describe in this article instantiations of MTO-Sampling for various types of random walks, such as Simple Random Walk (MTO-SRW), Metropolis-Hastings Random Walk (MTO-MHRW), and General Random Walk (MTO-GRW). We not only rigidly prove that MTO-Sampling improves the efficiency of sampling, but we also demonstrate the significance of such improvement through experiments on real-world online social networks such as Google Plus, Epinion, Facebook, etc.
INTRODUCTION

Aggregate Estimation over Online Social Networks
Online social networks allow users to publish contents and form connections with other users. To retrieve information from a social network, one generally needs to issue an individual-user query (through the social network's web interface) by specifying a user of interest, and the web interface returns contents published by that user as well as a list of other users connected with the user. 1 1 For the purpose of this article, we consider undirected relationship between users.
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On-The-Fly Topology Modification: First, by topology modification we do not actually modify the original topology of the social network graph. What we modify is the topology of an overlay graph on which we perform the random walks. Figure 1 depicts an example: If we can decide that not considering a particular edge in the random walk process can make the random walk converge shorter to its stationary distribution (i.e., increase the conductance), then we are essentially performing random walks over an overlay graph on which this edge is removed. By doing so, we can sample with lower query cost. One can see that, with traditional random walk techniques, the overlay graph is exactly the same as the original social network graph. Our objective here is to manipulate edges in the overlay graph so as to maximize the graph conductance.
It is important to note that the technical challenge here is not how edge manipulations can boost graph conductance-a simple method to reach theoretical maximum on conductance is to repeatedly insert edges to the graph until it becomes a complete graph. Unfortunately, this requires the knowledge of all nodes in the social network, which a third party does not have. Thus, the key challenge here is how to perform edge manipulations only based on the knowledge of local neighborhoods that a random walk has passed by and yet increase the conductance of the entire graph in a significant manner. In the following, we provide an intuitive explanation of our main ideas for topology modification.
Key Ideas: To understand the main ideas, we first introduce the concepts of crosscutting and non-cross-cutting edges intuitively with an example in Figure 1 . We formally define these concepts in each section of the SRW, MHRW, and GRW, respectively (because they vary for different types of random walk). Using SRW as an example, if we consider a social network graph consisting of multiple densely connected components (e.g., S andS in Figure 1 ), then the edges connecting them are likely to be cross-cutting edges, whereas edges inside each densely connected component are likely non-crosscutting ones. A key intuition here is that the more cross-cutting edges and/or the fewer non-cross-cutting edges a graph has, the higher its conductance is. For example, Graph G in Figure 1 has a low conductance (i.e., long mixing time) because a random walk is likely to get "stuck" in one of the two dense components, which are difficult to escape given that there is only one cross-cutting edge (u, v) . On the other hand, with far fewer non-cross-cutting edges and a few additional cross-cutting edges, G * has a much higher conductance because it is much easier for a random walk to move from one component to the other.
With the concepts of cross-cutting and non-cross-cutting edges, we develop the Modify TOpology Sampling scheme (i.e., MTO-Sampling) , which can be applied to SRW, MHRW, and GRW. MTO-Sampling first determines whether a given edge in the graph is a cross-cutting edge based solely on knowledge of the local neighborhood topology and then removes the edge if it is non-cross-cutting. 6 MTO-Sampling may also "move" an edge by changing a node connected to the edge if it determines that, by doing so, the new edge is more likely to be a cross-cutting edge. We show in this article that MTO-Sampling is capable of significantly improving the efficiency of random walks: For the example in Figure 1 , MTO-Sampling is capable of reducing the mixing time (i.e., query cost of a random walk) by 97%. We also demonstrate through experimental results the significant improvement of efficiency achieved by MTO-Sampling for real-world social networks such as Epinions, Google Plus, etc.
The main contributions of our approach include: -Problem novelty. We consider a novel problem of modifying the graph topology onthe-fly (during the random walk process) for the efficient third-party sampling of online social networks. -Solution novelty. We develop a novel MTO-Sampling scheme that determines whether an edge is (non-)cross-cutting based solely on local neighborhood knowledge retrieved by the random walk and then manipulates the graph topology to significantly improve sampling efficiency. -Our contributions also include extensive theoretical analysis (on various social network models) and experimental evaluation on synthetic and real-world social networks, as well as online at Google+, which demonstrate the superiority of our MTO-Sampling over traditional sampling techniques.
PRELIMINARIES
Model of Online Social Networks
In this article, we consider an online social network that allows input queries of the form q(v): SELECT * FROM D WHERE USER-ID = v, and responds with the information about user v (e.g., user name, self-description, userpublished contents) as well as the list of all other users connected with v (e.g., v's friends in the network). This is a model followed by many online social networks (e.g., Google Plus, Facebook, etc.) with the interface provided as either an end-user-friendly web page or a developer-specific API call. Consider the social-network topology as an undirected graph G : V, E , where each node in V is corresponding to a user in the social network, 7 and each edge in E represents the connection between two users. One can see that the answer to query
We henceforth refer to N(v) as the neighborhood of v, and we use k v to denote the degree of v (i.e., k v = |N(v)|). For abbreviation, we also write e : (u, v) as e uv . 26:6 Z. Zhou et al.
Running Example:
We use, throughout Sections 2 and 3, the 22-node, 111-edge, barbell graph shown (as the original graph G) in Figure 1 as a running example.
Performance Measures for Sampling
In the following, we discuss two key objectives for sampling: (i) minimizing bias such that the retrieved samples can be used to accurately estimate aggregate query answers and (ii) reducing the number of queries required for sampling given the stringent requirement often put in place by real-world social networks on the number of queries one can issue per day.
Bias:
In general, sampling bias is the "distance" between the target (i.e., ideal) distribution of samples and the actual sampling distribution (i.e., the probability for each tuple to be retrieved as a sample). We further discuss a concrete bias measure in the next subsection and an experimental measure in Section 7.1.3.
Query Cost:
To this end, we consider the number of unique queries one has to issue for the sampling process because any duplicate query can be answered from local cache without consuming the query limit enforced by the social network provider.
Definitions of Random Walks
A random walk is a Markov Chain Monte Carlo (MCMC) method that takes successive random steps on the above-described graph G according to a transition matrix P = [ p uv ], u, v ∈ V , where p uv represents the probability for the random walk to transit from node u to v. The premise here is that, after performing a random walk for a sufficient number of steps, the probability distribution for the walk to land on each node in G converges to a stationary distribution π (a function of P), which then becomes the sampling distribution. There are many different types of random walks corresponding to the different designs of P and therefore different stationary distributions. In this article, we consider the SRW, MHRW, and GRW. The SRW has a stationary distribution of π (v) = k v /(2|E|) for all v ∈ V ; the MHRW is often used to achieve a uniform stationary distribution of π (v) = 1/|V | for all v ∈ V ; and the stationary distribution of a GRW depends on its transition matrix. Formally, we have the following definitions for SRW and MHRW.
Definition 2.1 (Simple Random Walk). Given a current node v, an SRW chooses uniformly at random a neighboring node u ∈ N(v) and transits to u in the next step:
One can see that each step of an SRW requires exactly one query (i.e., q(v) to identify the neighborhood of v and select the next stop u).
Definition 2.2 (Metropolis-Hastings Random Walk) . The Metropolis-Hastings algorithm can achieve every expected stationary distribution as we wish. Simply, if the expected stationary distribution is uniform, then
The performance of sampling (i.e., the tradeoff between bias and query cost) is determined by how fast the random walk converges to the stationary distribution. Formally, we measure the convergence speed as the mixing time defined as follows: Definition 2.3 (Mixing Time). Given G : V, E , after t steps of random walk, the relative point-wise distance between the current sampling distribution and the stationary distribution is
where P t uv is the element of P t with indices u and v, and π is the stationary distribution. The mixing time of the random walk is the minimum value of t such that (t) ≤ where is a predetermined threshold on relative point-wise distance.
According to the definition, the relative point-wise distance (t) measures the bias of the random walk after t steps. Mixing time, on the other hand, captures the number of steps required for a random walk to have bias below a predetermined threshold . One can see from the definition that the mixing time is determined by the transition matrix P. The following theorem shows how the mixing time is determined by the eigenvalues of P. THEOREM 2.4 (SLEM MIXING TIME [BOYD ET AL. 2005]). Given transition matrix P of the random walk, we denote as the Second Largest Eigenvalue Modulus (SLEM) μ = max{|λ 2 |, |λ n−1 |}, where 1 = λ 1 > λ 2 ≥ · · · ≥ λ n−1 ≥ λ n > −1 are the eigenvalues of P. The mixing time of the random walk is proportional to 1/ log(1/μ).
SLEM directly measures the scale of mixing time if we have the transition matrix of the random walk. Nonetheless, computing SLEM is time-consuming [Boyd et al. 2005] and thus is only feasible for small graphs as opposed to real-world social networks with millions of users.
Intuition tells us that if there are a lot of edges and we cannot separate the graph into two groups with very few intergroup edges (i.e. no "bottlenecks" in the graph), then the random walk should spread out quickly and mix rapidly. For example, Figure 2 depicts examples in which the random walk may stay in one group for a long time and will hardly spread to the other group. We formally discuss the connection between mixing time and the topology of a graph in Section 3.
KEY IDEAS FOR REWIRING A SIMPLE RANDOM WALK ON-THE-FLY
In this section, we introduce our main ideas for rewriting a simple random walk onthe-fly. Specifically, we start by introducing the concept of graph conductance-a key efficiency indicator-for SRWs in Section 3.1. Then, in Section 3.2, we explain that conductance for an SRW is mainly determined by the number of cross-cutting and noncross-cutting edges in the graph. Thus, to increase graph conductance and enable a more efficient random walk, we should aim to increase the number of cross-cutting edges and reduce the number of non-cross-cutting ones in the overlay graph we follow for conducting the random walk. In Section 3.3, we present negative results showing that it is impossible to deterministically identify an edge as a cross-cutting edge. Nonetheless, as we show in Sections 3.4 and 3.5, there are two things we can do to achieve a higher conductance: Section 3.4 explains how we can deterministically identify an edge as non-cross-cutting and therefore remove it from the overlay graph (to reach a higher conductance), whereas Section 3.5 explains how we can conditionally identify an edge as cross-cutting and therefore insert it into the overlay graph (i.e., we can determine that edge e 1 is definitely cross-cutting if e 2 is cross-cutting, but e 2 might not be crosscutting when e 1 is cross-cutting; thus, replacing e 2 with e 1 in the overlay graph can potentially increase the conductance). Finally, we discuss extensions in Section 3.6.
Conductance of Simple Random Walk: An Efficiency Indicator
Recall from the introduction that graph conductance is a key efficiency indicator for random walks. We formally define the conductance of SRWs as follows:
Intuitively, to understand the concept of conductance, consider a partition of all vertices in the graph into two sets S andS. For an SRW, the conductance is defined as the minimum ratio between the number of edges crossing the two partitions (i.e., |{e uv |u ∈ S, v ∈S}|) and the lesser number of edges associated with either partition (i.e., the lesser value of |{e uv |u ∈ S, v ∈ V }| and |{e uv |u ∈S, v ∈ V }|), taken over all possible partitions (i.e., all possible values of S andS).
The relationship between the graph conductance and the mixing time of an SRW is illustrated by the following inequality [Alon 1986 ]:
One can see that the graph conductance (G) ranges between 0 and 1, and the larger (G) is, the smaller the mixing time will be (for a fixed threshold ). Note from Equation (4) the log scale relationship between (G) and the mixing time. Specifically,
where c = 2|E|/ min v∈V k v . This indicates that a small change on (G) may lead to a significant change of the mixing time. For example, increasing conductance from 0.010 to 0.012 will reduce the mixing time from 46050.5 · log(c/ ) to 31979.1 · log(c/ ).
Running Example:
The conductance of the barbell graph in the running example is (G) = 1/( 11 2 +1) = 0.018. The corresponding (and unique) S andS are shown in Figure 1 . According to Equation (7), the mixing time to reach a relative point-wise distance of (t) ≤ is bounded from above by 14212.3·log(22.2/ ). We show throughout the article how our on-the-fly topology modification techniques can significantly increase conductance and reduce the mixing time for this running example.
Key for Conductance: Cross-Cutting Edges
A key observation from Definition 3.1 is that the graph conductance critically depends on the number of edges that "cross-cut" S andS (i.e., |{e uv |u ∈ S, v ∈S}|). The more such cross-cutting edges there are, the higher the graph conductance is likely to be. On the other hand, since a non-cross-cutting edge is only counted in the denominator, the more non-cross-cutting edges there are in the graph, the lower the conductance is likely to be. Formally, we define cross-cutting edges as follows. 
takes the minimum value among all possible S ⊆ V .
One can see that our objective of on-the-fly topology modification is then to increase the number of cross-cutting edges and reduce the number of non-cross-cutting edges as much as possible. We describe our main ideas for doing so later in this section.
Running Example: For the barbell graph, adding any edge between the two halves of the graph produces a new cross-cutting edge and increases the graph conductance from (G) = 0.018 to 0.035 (i.e., the mixing-time will be reduced by a factor of 14212.3/3758.1 ≈ 3.79-a significant reduction of about 74%).
Technical Challenges: Negative Results
One can see from Section 3.2 that the key for increasing the conductance of a social network (and thereby reducing the query cost of sampling) through topology modification is to determine whether an edge is a cross-cutting edge or not. Unfortunately, the deterministic identification of a cross-cutting edge is a hard problem (in the worst case) even if the entire graph topology is given as prior knowledge, as shown in the following theorem.
THEOREM 3.3. The problem of determining whether an edge is cross-cutting or not is NP-Complete.
PROOF. The problem of finding all the cross-cutting edges is equivalent to finding the optimum cut of the graph (Cheeger constant), a problem proved to be NP-hard [Chung 2007 ].
Given the worst-case hardness result, we now consider the best-case scenario: Is there any graph topology (which is not the worst-case input, of course) for which it is possible to efficiently identify cross-cutting edges? It is easy to see that, if the entire graph topology is given, then there certainly exist such graphs-with the original graph in Figure 1 being an example-for which the cross-cutting edge(s) can be straightforwardly identified. Nonetheless, our interest lies on making such identifications based solely on local neighborhood knowledge because of the aforementioned restrictions of online social-network interfaces. The following theorem, unfortunately, shows that it is impossible for one to deterministically confirm the cross-cutting nature of an edge unless the entire graph topology has been crawled. THEOREM 3.4. Given the vertices accessed by a third-party sampler,
is not a cross-cutting edge for G , and (ii) G and G are indistinguishable from the view of the sampler (i.e., there exists {v 1 , . . . , v k } ⊂ V which have the exactly same local graph topology as {v 1 , . . . , v k }).
PROOF. The construction of G can be stated as follows: First, insert n extra vertices v 0 1 , . . . , v 0 k and e extra edges into the graph, such that ∀e :
Note that, at this moment, there is no edge between any v i and v 0 j . Then, in the second step, identify from G a vertex w that has not been accessed by the sampler (i.e., w ⊆ {v 1 , . . . , v k }) and insert into the graph an edge e : (w, w 0 ). One can see that the only cross-cutting edge in the output graph G is (w, w 0 ); that is, e : (v i , v j ) cannot be a cross-cutting edge for G . An intuitive demonstration of the proof is shown in Figure 3 .
It is important to note from the theorem, however, that it still leaves two possible ways for one to increase the conductance of a social network based on only the local neighborhood knowledge: (i) Although the theorem indicates that it is impossible to deterministically confirm the cross-cutting nature of an edge, it may still be possible to deterministically disprove an edge from being cross-cutting (i.e., we may prove that an edge is definitely non-cross-cutting based on just local neighborhood knowledge and therefore remove it to increase the conductance deterministically). (ii) It is still possible to conditionally or probabilistically evaluate the likelihood of an edge being cross-cutting; for example, we may determine that an edge absent from the original graph is more likely to be a cross-cutting edge (if added) than an existing edge and thereby replace the existing edge with the new one to increase the conductance in a probabilistic fashion. We consider the removal and replacement strategies, respectively, in the next two subsections.
Deterministic Identification of Non-Cross-Cutting Edges
3.4.1. Edge Removal Criteria. To illustrate the main idea of our deterministic identification of non-cross-cutting edges (for removals), we start with an example in Figure 4 to show why we can determine, based solely on the local neighborhoods of u and v as shown in the graph, that e : (u, v) (henceforth denoted by e uv ) in Figure 4 is not a cross-cutting edge. The intuition behind this is fairly simple: When u and v share a large number of common neighbors (e.g., five in Figure 4 ) but have relatively few other edges (e.g., one each in Figure 4 ), it is highly unlikely for the partition to cut through e uv rather than the other edges of u and v (e.g., (u, u 0 ) in Figure 4 ) if it cuts through any edges associated with u and v at all.
The rigid (dis-)proof can be constructed with contradiction. Suppose e uv is a crosscutting edge between two partitions of the graph, S andS. One can see that since u and v belong to different partitions, there must be at least six cross-cutting edges in the subgraph (Figure 4 (a) depicts an example). We show in the following discussion that this is actually impossible because one can always construct another partition S andS (by "dragging" u and v into the same part) and reduce the number of crosscutting edges to at most five. Note that this contradicts the definition of S andS being a configuration that minimizes the number of cross-cutting edges. Thus, e uv cannot be a cross-cutting edge.
To understand how the construction of S andS works, consider Figure 4 (b) as an example. For the partition illustrated in Figure 4 (a), we can "drag" u intoS to form the new configuration, such that the number of cross-cutting edges associated with u and v is now at most five, as shown in Figure 4 (b). Note that the other edges not shown in the subgraph (whether cross-cutting or not) are not affected by the reconfiguration because all vertices associated with u are already known in the local neighborhood of u (shown in Figure 4 ).
More generally, for the other possible settings of S andS (such as Figure 4 (c)), one can construct the reconfiguration in analogy with the following general principle: First, find the "more popular" partition (i.e., either S orS) among the five common neighbors of u and v (e.g.,S in Figure 4 (a) or Figure 4(c)). Then, drag one of u and v to ensure that both of them are in this more popular partition under the new configuration. One can see that, since at most two common neighbors of u and v are in the less popular partition, the number of cross-cutting edges under the new configuration is at most 2 * 2 + 1, where 2 * 2 is the number of cross-cutting edges associated with the two common neighbors in the less popular partition (at most two for each), and 1 is the number of cross-cutting edge associated with the other (non-common) neighbor of the node being dragged (i.e., u 0 in Figure 4 (a)).
The following theorem depicts the general case for which we can remove an edge on the fly to increase graph conductance. Recall that N(u) and k u represent the set of neighbors and the degree of a node u, respectively.
be the eigenvalues of the laplacian matrix of the graph), and
then e uv is not a cross-cutting edge.
PROOF. Let n = |N(u) ∩ N(v)|, assuming e uv is an cross-cutting edge (e.g., u ∈ S, v ∈S), then there must be n cross-cutting edges in these n disjoint paths of length 2 between u and v. We denote n u , n v as the number of cross-cutting edges in these n paths connected with u and v, so n u + n v = n. One can see that if we try to "drag" u from u ∈ S to u ∈S, all the edges connected with u would be modified (e.g., flip the edges linked to u), which means the old cross-cutting edges will be the new non-cross-cutting edges and vice versa. As the assumption from inequality (9)
Without losing generality, assuming for vertex u the inequality holds; if we move u from set S toS, we will show that the number of cross-cutting edges must be strictly decreasing, thus leading to a contradiction to the assumption that e uv is a cross-cutting edge.
Recall the definition of conductance in SRW conductance in Equation (3): Dragging node u from S toS will change the graph conductance from c/ min{|S|, |S|} to at most (c − 1)/(min{|S|, |S|} − k u /2), where c is the number of cross-cutting edges. In other words if k u < 2 min{|S|, |S|}/c, then (c − 1)/(min{|S|, |S|} − k u /2) < c/ min{|S|, |S|}.
Therefore, we only need to show k u < 2 min{|S|,|S|} c = 2 . According to Cheeger inequality [Chung 1996 
which we refer to as the Dragging Nodes Condition, is an interesting one because it guarantees that dragging a node from one side to another (i.e., make another configuration of the partition of the graph) will not change other cross-cutting or non-crosscutting edges. One might wonder how this condition can be tested in practice because we do not have access to the entire graph topology, let alone the spectrum information (λ 2 ).
In order for a misclassification to happen on an edge (u, v), there are two necessary conditions: (i) At least one of the vertices must violate the dragging node condition by having a degree at least 2/λ 2 (i.e., max{k u , k v } > 2/λ 2 ), and (ii) the edge must satisfy the removal criteria specified in Theorem 3.5. Even when both conditions are satisfied, the edge still might not be a misclassification.
Practically, in experiments over all 11 real-world graphs (including DBLP, YouTube, etc., with size ranging from 4,158 to more than 1 million vertices) listed in Table I , we did not find a single case of misclassification. Indeed, as shown in the right-most column of the table, even cases satisfying both necessary conditions are extremely rare. Specifically, there is not a single edge that satisfies both conditions in 10 out of the 11 graphs. In the only one with edges satisfying both conditions (i.e., Wiki-vote) only 0.3% of all vertices are connected with such edges, and none of them is an actual misclassification.
Theoretically, we would like to demonstrate why the probability of incorrectly removing a cross-cutting edge is extremely small over real-world graphs. We start with a discussion on why we made the dragging node condition in the first place. Dragging a node u from S toS will change the graph conductance
where c is the number of cross-cutting edges. Figure 4 shows a concrete example of how the conductance changes. Dragging node u from S toS will change the graph conductance
where c 0 is the number of cross-cutting edges outside this local topology (i.e., c = c 0 + 6). Obviously, to guarantee that the right-hand side is smaller (thus leading to a contradiction necessary for the proof), we need to ensure that the reduction of the numerator (by 1) is not offset by the reduction of the denominator (by 4). This is almost always true in practice because otherwise the graph would have an extremely large conductance (>0.25) in the first place (i.e., the original graph would be extremely efficient for sampling, close to a complete graph), inconsistent with what have observed for real-world social networks all along [Mohaisen et al. 2010] . Despite this, to formally prove that (u, v) is not a cross-cutting edge, we need to make certain assumptions on the relationship between the numerator and denominator of (12). One can see that, if min{|S|, |S|} 4, then obviously,
Generally speaking, if min{|S|, |S|} k u , we can safely drag a node. While one might argue that this seems a more "reasonable" assumption than k u < 2/λ 2 because the graph size is obviously going to be orders of magnitude larger than the maximum degree of a node, we felt that the assumption uses the complex definition of S andS and thus is not easily explainable to someone without knowledge of the graph conductance definition. Thus, we derived another inequality k u < 2/λ 2 as the dragging node condition so as to tie the condition with a well-known graph spectral property (i.e., the second largest eigenvalue).
In addition, we would like to note that, even if there were a misclassification (again, never happens in all experiments we conducted), the oscillation issue could still be easily avoided by recording all removed edges and ensuring that none of them is added back. Indeed, the recording of removed edges is a necessary procedure to save processing time (repeatedly testing whether an edge can be removed). When this extra safeguard is in place, one can see that the modified topology has its total number of edges monotonically decreasing and will always converge to a stationary graph (because the reduction cannot continue forever without making the graph disconnected, a scenario that is guaranteed not to happen with the design of MTO-SRW). Because of this extra safeguard and the above-described results on the nonexistence of misclassifications, we believe that incorrect removal is not a source of concern over real-world social networks.
3.4.3. Tightness of Edge Removal Criteria. Intuitively, Theorem 3.5 states that if two nodes have enough common neighbors and their degrees are not too large, then we can deterministically say that the edge between them is non-cross-cutting. Moreover, Theorem 3.5 is tight: If Inequality (9) does not hold, we can always construct a counterexample that e uv is cross-cutting, which is shown in the following theorem. COROLLARY 3.6. For all N(u) 
then there always exists a graph G(V, E) in which e uv is cross-cutting.
We only need to construct a counter-example for each case that satisfies Equation (14), but e uv is a cross-cutting edge. Assume we have a graph like that in Figure 5 , which shows the whole view of it. We let the number of common neighbors of node u and v be n. Assuming k u ≥ k v , from Equation (14) we get:
which denotes the outer edges of u which is not linked to the node v and their common neighbors. We can carefully construct a graph like that in Figure 5 : Each neighbor of node u and v only has 1-degree neighbors (other than u and v). So we need to prove that after assigning the degree for each node, e uv will be a cross-cutting edge. If we simply let
then we divide these nodes into two sets S andS. Suppose n is even. In order to achieve the minimum in the definition of conductance, there must exist the case such that we only need to decide whether node u is in S or inS
If |O u | > 1, we can easily assert that e uv is a cross-cutting edge. If |O u | = 1, we can let |a(S)| = |a(S)| when u ∈ S to minimize min{|a(S)|, |a(S)|}. So e uv is a cross-cutting edge under this circumstance. Also, suppose n is odd. Similarly, we have
Since |O u | ≥ 2, in the same way, we know that e uv is a cross-cutting edge.
Running Example: With our on-the-fly edge removals, any random walk is essentially following an overlay topology G * , which can be constructed by applying Theorem 3.5 to every edge in the original graph G. For the running example (the barbell graph), the solid lines in Figure 1 depicts G * . The conductance is now (G * ) = 0.053. Compared with the original conductance of 0.018, the corresponding lower bound on mixing time is reduced to 1638.3/14212.3 = 0.115 of the original value, a reduction of 89%.
Conditional Identification of Cross-Cutting Edges
We now describe our second idea: conditional identification of cross-cutting edges. We start with an example in Figure 6 to show why we can replace an existing edge with a new one such that (i) the new edge is more likely to be crosscutting, and (ii) the replacement is guaranteed to not decrease the conductance. Specifically, consider the replacement of e uv by e uw given the neighborhoods of u and v. A key observation here is that e uv and e vw cannot be both cross-cutting edges. The reason is that otherwise we could always "drag" v into the same partition as u and w to reduce the number of cross-cutting edges by at least 1. Given this key observation, one can see that the replacement of e uv by e uw will only have two possible outcomes:
-If e uv is a cross-cutting edge, then e uw must also be a cross-cutting edge because, due to the observation, e vw cannot be a cross-cutting edge. Thus, the replacement leads to no change on the graph conductance. Fig. 7 . When replacing e uv with e uw from a node v whose degree is larger than 3, it may decrease the conductance if both e uv and e wv are cross-cutting edges.
-If e uv is not a cross-cutting edge, then replacing it with e uw will either keep the same conductance or increase the conductance if e uw is cross-cutting.
As such, the replacement operation never reduces the conductance and might increase it when e uw is cross-cutting. More generally, we have the following theorem:
, then replacing edge e uv with e uw will not decrease the conductance, whereas it also has positive possibility to increase the conductance.
PROOF. First, no matter whether e uv is a cross-cutting edge or not, replacing it with e uw should at least obtain the same conductance. If e uv is not a cross-cutting edge, then obviously we are not going to decrease the conductance because a(S) or a(S) will not change. If e uv is a cross-cutting edge, we only need to prove that e uw is also a crosscutting edge. Let's assume e uw is not a cross-cutting edge; then, we can infer that e vw is a cross-cutting edge. But v only has degree of 3, so it is obvious that letting u, v, and w be the same side will achieve less conductance, which contradicts the definition of conductance.
But if e vw is a cross-cutting edge and we replace e uv with e uw , then e uw has the positive probability to become one more cross-cutting edge in this local view of u, v, and w, which results in higher conductance.
Next, we are going to prove that k v = 3 is actually the only case when replacement is guaranteed not to reduce the conductance, as shown by the following corollary:
, such that replacing e uv with e uw will decrease the conductance or have no effect.
PROOF. If k v = 1, then we cannot cut it to disconnect the graph. If k v = 2, we need to check some possible situations. If none of these edges linked to v is a cross-cutting edge, then replacing should not has any effect on the conductance. If either e uv or e wv is a cross-cutting edge, then replacing one of them with e uw will not generate another cross-cutting edge because now k v = 1, and v and its single neighbor should both belong to one side of the separation, S orS; therefore, we will not make things better if k v = 2.
So we only need to consider the situation when k v ≥ 4 (see Figure 7 ). There exists the case when both e uv and e wv are cross-cutting edges. Then, replacing e uv with e wv would decrease the number of cross-cutting edges from 2 to 1 locally, which may lead to a dramatic decrease of the conductance of the graph. Therefore, we will possibly make things worse if k v >= 4.
Thus, k v = 3 is tight.
Faster Random Walks by Rewiring Online Social Networks On-the-Fly 26:17 Fig. 8 . We already know the the white nodes' degree information, and all the white nodes in set N * are of degree 2 and 3. We do not know the blue nodes' degree information.
Running Example: With Theorem 5.3, an example of replacement operations is shown in Figure 1 . Compared with the original conductance of (G) = 0.018 and the post-removal conductance of (G * ) = 0.053, the conductance is now further increased to (G * * ) = 0.105. The corresponding lower bound on mixing time is reduced to 416.6/1638.3 = 0.25 of the postremoval bound-a further reduction of 75%-and 416.6/14212.3 = 0.029 of the original bound, an overall reduction of 97%.
Extension
We now consider an extension of on-the-fly topology modification: If we have the history records of some of the current node's neighbors, we can increase the probability of identifying non-cross-cutting edges.
we can assert that e uv is not a cross-cutting edge. Here, we denote N *
PROOF. We note that if we do not know any degree information about the common neighbors of u and v, then N * = ∅, and Theorem 3.9 is equivalent to Theorem 3.5.
We are going to prove this theorem by contradiction. Assume e uv is a cross-cutting edge; we can find another configuration of the partition -S andS -such that e uv is not a cross-cutting edge while we reduce the number of cross-cutting edges at the same time. Let n = |N(u) ∩ N(v)|; according to the assumption that the number of common neighbors of u and v is n, then there must be at least n + 1 cross-cutting edges in this local view of the graph (see Figure 8) .
Given a node w ∈ N(u) ∩ N(v), if k w ≥ 4 then it makes no sense to consider the reconfiguration because dragging it from S toS will probably increase cross-cutting edges (which is impossible). Therefore, we only need to consider N * , which is the set of all the nodes belonging to common neighbors of degree 2 and 3.
Imagine if we try to drag the whole set of N * ∪ {u} from S toS; then, we need to "rearrange" all the edges linked to the set (i.e., those cross-cutting edges and non-crosscutting edges linked N * will be "flipped").
Let
And we know that the number of cross-cutting edges we can manipulate is at least n−|N * | 2 + 1 + |N * |. A one-line calculation of Equation (19) indicates,
Therefore, moving N * ∪ {u} from S toS will always result in a lower conductance.
APPLICATION AND IMPLEMENTATION OF MTO-SRW
In this section, we develop MTO-SRW, our MTO-Sampling algorithm for an SRW. We start with the application discussion in Section 4.1, algorithm description in Section 4.2, followed by theoretical analysis in Section 4.3.
Applications
4.1.1. Typical Applications of SRW and MTO-SRW Samples. Sample nodes taken from online social networks (e.g., through sampling algorithms such as SRW) are typically used for estimating aggregate query answers over all nodes in the graph (e.g., average age, number of friends, number of posts, etc., of all users).
To clarify, consider a simple objective of estimating the average age of all users in the graph. To achieve this objective with MTO-SRW, one simply needs to record two parameters for each sampled node x i : (i) the node's age, denoted by f (x i ), and (ii) the node's degree on the modified topology, denoted by k * (x i ). With these two parameters, one can use a standard importance sampling technique [Hammersley and Morton 1954] to generate an average estimation from sample nodes {x 1 , . . . , x m } as
which is an asymptotically unbiased estimation when m → ∞. Algorithm 1 depicts a more generic form of this importance sampling process, where AVG(π (x i ) · f (x i )) is the aggregate of interest (in the average age case,π (x i ) takes the uniform distribution), andτ (x i ) is a parameter proportional to the probability for a node to be sampled (in the example,τ (x i ) = k * (x i )). One can see from this importance sampling process that, for the typical application scenario of SRW (i.e., aggregate estimation), one can apply the same importance sampling procedure over MTO-SRW for estimating aggregates. The results of such estimations produced by MTO-SRW, as we have shown through extensive experimental results in this article (see Section 7), significantly outperform those produced by SRW in terms of the tradeoff between estimation accuracy and query cost.
One may argue that the MTO-SRW algorithm and the traditional SRW feature different stationary distributions, and in addition to aggregates using importance sampling, how can we directly compare these distribution? We will show in the following subsection that we can convert MTO-SRW's stationary distribution to SRW's. To directly compare two different stationary distributions, we can convert MTO-SRW's stationary distribution to SRW's through rejection sampling (although it's not efficient as importance sampling). The stationary distribution of SRW is known to be π (v) = k v /2|E|; that is, the probability of sampling a node v is its degree k v divided by twice the total edge count 2|E|. For MTO-SRW, the stationary distribution is π * (v) = k * v /2|E * |, where k * v and |E * | are the degree of v and the total edge count in the modified topology, respectively. As such, the objective of rejection sampling here is to convert π * (v) to π (v), so each node is sampled with probability proportional to its original (rather than modified) degree (i.e., exactly the same sampling distribution as SRW).
At first sight, this seems to be a difficult task because we have no knowledge of either |E| or |E * | because of our lack of global topology knowledge. Nonetheless, note that as long as we know a lower bound, say μ, on min v k * v /k v , we can easily apply a rejection sampling process that accepts each node sampled by MTO-SRW with probability μ · k v /k * v , such that, on one hand, the acceptance probability is always between 0 and 1:
whereas, on the other hand,
Pr{v is taken as a sample after rejection}
Since μ/2|E * | is a constant for all nodes, one can see that, after rejection sampling, each node v is sampled with probability proportional to its original degree k v . That is, the sample now follows the exact same distribution as one produced by SRW.
In terms of the computation of μ, one can see that a naive way is to compute it as 1/ max v (k v ) because MTO-SRW keeps the graph connected and therefore has min v k * v ≥ 1. Nonetheless, this method leads to a small acceptance probability and therefore a significant waste of queries. The following theorem shows that the design of MTO-SRW indeed guarantees μ ≥ 1/3 in the worst-case scenario; in practice, this value is often much higher, as we found through experimental results. THEOREM 4.1. Given graph G, SRW's stationary distribution π (v) = k v /2|E|, MTO-SRW's stationary distribution π * (v) = k * v /2|E * |, and reject sampling bound as μ = min v k * v /k v , then μ ≥ 1/3. PROOF. First we will show that k * v ≥ k v − 2 when k v ≥ 3. Recall the edge removal criteria, and, without losing generality, let's assume k u ≥ k v .
Thus, there must be less than or equal to 2 nodes that are not the common neighbors of u and v. Each time we remove an edge according to the edge removal criteria, it will increase a node that is not among the common neighbors; thus, k * v ≥ k v − 2. Also, if 26:20 Z. Zhou et al. Fig. 9 . Reject sampling from MTO-SRW to SRW.
k v < 3, the edge removal criteria does not hold, so k *
4.1.3. Experimental Results on Converting MTO-SRW Samples to SRW Samples. Although, as we discussed in Section 4.1.2, samples produced by MTO-SRW do not have to go through rejection sampling in order to be used for aggregate estimations, we nevertheless tested the performance of MTO-SRW when the samples it produces first undergo a rejection sampling process to reach the exact same sampling distribution as SRW. Even though doing so places MTO-SRW at an (arguably unfairly) disadvantaged situation, we found from the results that, with the same query cost, even after rejection sampling, MTO-SRW indeed produces more SRW samples than the SRW algorithm itself. Specifically, Figure 9 shows the performance of three algorithms on producing samples for an average degree of Datasets Slashdot A and B: (1) SRW, (2) MTO-SRW, and (3) MTO-SRW undergo a rejection sampling process to produce SRW samples. One can see from the figure that, although MTO-Reject-to-SRW is not as effective as MTO-SRW itself (expected because of the unnecessary rejection sampling process), it still significantly outperforms the SRW algorithm.
Algorithm Implementation
Algorithm 2 depicts the detailed procedure of MTO-SRW, and the stopping rule (which indicates that the random walk should stop and output samples) can be any convergence monitor used in a Markov Chain. To demonstrate how Algorithm 1 works, we depict an example in Figure 10 . Figure 10(a) is an overlay graph G * that has been modified according to former theorems, in which edges A, C, and D are removed, and edge B is replaced. Figure 10(b) shows one possible track of how our MTO-SRW algorithm changes the SRW. For instance, when the random walk reaches a node u, and k u = 3 (it satisfies the condition of replacement), then it replace an edge as we described in Theorem 5.3. The colored area covers all the nodes that the random walk visits.
We use Importance Sampling (Algorithm 1) to estimate aggregate information from the samples collected by MTO-SRW. The key challenge for the estimation is to estimate the stationary distribution of MTO-SRW τ , and obviously τ may not be equal to the 
where k * u is the degree of u in the overlay graph G * of MTO-SRW, and |E * | is the total number of edges in G * . k * u is unknown in overlay graph G * , but we can draw simple random sample from u's neighbors in G * to get an unbiased estimation of k * u .
Theoretical Analysis
For theoretical analysis, we consider a well-known synthetic graph generation model, the latent space model, and we analyze the efficiency improvement of MTO-SRW.
Latent Space Model. Latent space graph models [Sarkar et al. 2010 ] connect two nodes with a probability associated with their distance in the latent space:
where d ij is the distance between the nodes i and j, r is the level of sociability of a node in this graph, and α is the sharpness of the function. We will show that if two nodes' distance is smaller than a threshold d 0 , then it is a non-cross-cutting edge because they will have many common neighbors in a very short distance. Thus, we can remove it to increase the conductance of random walk on the graph. After finding the expected number of edges that can be safely removed, we can calculate the improvement of the conductance. THEOREM 4.2. Given a latent space graph model G(V, E), assume α = +∞; then, the expected number of edges we can remove is
where V(r) is the volume of a hyper-sphere with radius r in D dimensional latent space.
PROOF. According to Sarkar et al. [2010] , we have
where V (r) is the volume of a D dimensional hyper-sphere of radius r. If we have a small enough d ij , then we can remove the edge e ij . From Theorem 3.5, if |N(i) ∩ N( j)| ≥ |N(i) ∪ N( j)| − 2, then the edge e ij is a non-cross-cutting edge. Therefore, when
we can remove e ij to increase the conductance of the random walk. Now we have transformed the probability of removing a non-cross-cutting edge to the probability of two node's distance within a threshold. Since |N(i) ∪ N( j)| ≥ 3, Equation (32) holds.
Given more assumptions of dimension and the distribution of nodes, let's say the nodes are uniformly distributed on a bounded 2-D Euclidean space (e.g., a rectangular with width a and length b). We can calculate the probability that two nodes' euclidean distance is within a threshold d 0 :
Also, since |N(u) ∩ N(v)| ≥ 3, the change of conductance can be calculated as
(38)
One can get empirical distributions of the point-wise distance from experiments. For example, we set r = 0.7, a = 4 and b = 5, D = 2, then
We compared the SLEM mixing time of MTO-SRW with this theoretical bound of a latent space model in Section 7.2.
KEY IDEAS FOR REWIRING A METROPOLIS-HASTINGS RANDOM WALK (MHRW)
In this section, we introduce our main ideas for rewiring an MHRW on-the-fly. Specifically, we start by introducing the concept of graph conductance-a key efficiency indicator-for MHRW in Section 5.1. Then, in Section 2, we explain that conductance for an MHRW is mainly determined by the number of cross-cutting and margin non-cross-cutting (defined in Section 5.1) edges in the graph. Thus, to increase graph conductance and enable a more efficient random walk, we should aim to increase the number of cross-cutting edges and reduce the number of margin non-cross-cutting ones in the overlay graph.
Conductance of MHRW
Recall from the introduction that graph conductance is a key efficiency indicator for random walks. We formally define the conductance of MHRW as follows:
Definition 5.1 (MHRW Conductance). The conductance of a MHRW on the graph
Noted that the definition of conductance in Equation (40) is different from that of the SRW: MHRW chooses the next edge in a non-uniform manner. This makes the MTO-Sampling over MHRW (MTO-MHRW) a more complicated problem for two reasons. First, it is harder to identify non-cross-cutting edges in MHRW since the probability of choosing the next edge among the candidates is not the same. Second, we cannot guarantee that removing the non-cross-cutting edges will definitely improve the conductance in MHRW. A key observation from Definition 5.1 is that MHRW conductance critically depends on the degree of the nodes that are at the margin of S orS. In order to increase the conductance of MHRW, we will first introduce three types of edges in MHRW and then discuss the strategy of rewiring these edges.
We define three types of edges in MHRW: cross-cutting edges, margin non-crosscutting edges, and inner non-cross-cutting edges. Cross-cutting edges are those edges that are crossed by the optimum cut (optimum partition S andS in Equation (40)). Others are non-cross-cutting edges, including margin non-cross-cutting edges and inner non-cross-cutting edges. An edge is a margin non-cross-cutting edge when it is connected to a cross-cutting edge, and inner non-cross-cutting edges have no connections with any of the cross-cutting edges. For instance, in Figure 11 , edges e uv , e wv are cross-cutting edges, edges A and C are inner non-cross-cutting edges, and edge B is a margin non-cross-cutting edge.
When we identify a non-cross-cutting edge and remove it from the graph, chances are the conductance will increase if it is a margin non-cross-cutting edge; otherwise, the Fig. 11 . An example of the edge categories in rewiring an MHRW. Edge e uv , e wv are cross-cutting edges. Edge B is a margin non-cross-cutting edge that is associated with an end of a cross-cutting edge. Edge A and edge C are inner non-cross-cutting edges that are not connected to any end of the cross-cutting edges. conductance remains the same. By definition (e.g., Equation (40)), removing a margin non-cross-cutting edge will improve the conductance by increasing the weight of crosscutting edges in the graph. However, removing inner non-cross-cutting edges like A and C will not change the conductance of the MHRW because |S| and |S| in the denominator of Equation (40) will not change when we modify the topology of the graph.
Deterministic Identification of Non-Cross-Cutting Edges in MHRW
We illustrate how the deterministic identification works (see Figure 12 ) by showing that it will lead to contradiction if we assume that e uv is a cross-cutting edge.
Applying the same idea we discussed in SWR, for every cut that separates u and v, if we modify the cut (i.e., make another configuration of S andS), this modification reduces the conductance and thus contradicts the definition of conductance. For example, in Figure 12 , e uv is a cross-cutting edge, and C1 and C2 are two possible cuts. If we can construct another configuration of S andS that has lower conductance and e uv are not separated, we can guarantee that e uv is not a cross-cutting edge.
Let N = N(u) ∩ N(v); then, the problem can be described as "for every subset P ⊆ N, can we guarantee that one of the following inequalities holds?":
It is trivial to notice that for every subset P, if one of the two inequalities holds, we can simply "drag" u or v from one side to the other, which will generate lower conductance and contradict the definition of cross-cutting edge because we are "flipping" the edge around to change a cross-cutting edge into a non-cross-cutting edge and vice versa. This is similar to the techniques we discussed for the SRW. One observation is that if ∀w ∈ N, ω wu = ω wv , then the inequality can be transformed to:
This is similar to the balanced partition problem. Given a set of weights of the edges connecting u and v: = {ω uw 1 , ω uw 2 , . . . , ω uw n } (0 ≤ ω uw i ≤ 1, ∀i ∈ {1 . . . n}), we can find a subset 0 ⊆ to minimize
then we can always assert that e uv is a non-cross-cutting edge.
For every possible cut that separates S andS, we can "drag" u or v, which flips the cross-cutting edges connected to u or v to non-cross-cutting edges and vice versa. Therefore, for every configuration (e.g., every subset P ⊆ N(u) ∩ N(v)) we construct a new configuration with lower conductance. We summarize the former discussion as a theorem:
THEOREM 5.2. Given a uniform stationary distribution MHRW and an edge e uv , for all subsets P ⊂ N(u) ∩ N(v), if either p∈P ω pu > 1 2 r∈N(u) ω ru (46) or q∈(N−P)
holds, then e uv is not a cross-cutting-edge. Here, ω uv = min{ 1 k u , 1 k v }. Figure 13 : With our on-the-fly edge removals, a MHRW is essentially following an overlay topology G * that can be constructed by applying Theorem 5.2 to every edge in the original graph G. For a multiple-bridges barbell graph, the solid lines in Figure 13 depict G * . Recall that using the mixing time derived from Equation (7), we calculated that (G) = 1.0. And after applying Theorem 5.2, we got (G) = 1.4, which yielded a 98% speedup of the mixing time from 35.497 to 17.862.
MHRW Example in
However, there are two challenges when we remove edges. First, solving the balanced partition problem for an arbitrary real number is NP-complete. It is almost impossible Fig. 13 . Example of modified graph for MHRW. Graph G is a graph with multiple edges crossing two complete graphs (multiple bridges barbell graph), and each of them has six nodes. Graph G * is a graph modified by Theorem 5.2. to determine whether an edge can be removed in MHRW if the number of common neighbors is large. The trivial solution is to set a threshold and only to consider those two nodes with the number of common neighbors less than the threshold. Although we leave some pairs of nodes untouched, the point is that if we do not modify the topology, we are not going to reduce the conductance, but removing edges will possibly increase the conductance.
(1) Only a part of the removed edges have impact on the conductance of MHRW. One can dramatically improve the performance if margin non-cross-cutting edges are found early in the MTO-MHRW. By definition (i.e., Equation (40)), removing margin non-cross-cutting edges will increase the conductance by increasing the weight of crosscutting edges in the graph whereas removing inner non-cross-cutting edges will not change the conductance of MHRW. Practically, the improvement of the conductance highly depends on the percentage of edges associated with cross-cutting edges and the selection of the initial nodes. If the percentage is small or the initial node is far from the cross-cutting edges, then it is hard for the MHRW to increase the conductance. We will discuss the experimental results in Section 7.3.
(2) Once MTO-MHRW finds a margin cross-cutting edge, it has a higher probability of finding another when compared with MTO-SRW. This will improve the performance even more if one starts with a node near margin cross-cutting edges. To illustrate this idea, we start with a barbell graph example (see Figure 14 ). If we start with node u, we can easily verify that every edge associated with u in the left cluster S is a margin non-cross-cutting edge. Without losing generality, we assume that the next step of the MTO-MHRW will not cross edge e uv because S andS are symmetric and node v is equivalent to u. Therefore, any attempt to check edge e pu (∀ p ∈ S) will lead to the conclusion that e pu is removable (according to Theorem 5.2). This removing process can be repeated k times (until it fails to pass the condition in Theorem 5.2) because we are still at the node u; moreover, each time we remove an edge associated with u, we are increasing the probability of staying at node u. Thus, we have a higher probability of finding another margin non-cross-cutting edge. 
Conditional Identification of Non-Cross-Cutting Edge in MHRW
Inspired by the idea of conditional identification of non-cross-cutting edge in SRW, the goal in MHRW is similar: (i) The new edge being replaced is more likely to be crosscutting, and (ii) the replacement is guaranteed not to not decrease the conductance.
We demonstrate the idea using the example in Figure 15 . The difference between SRW and MHRW is that each edge of MHRW is assigned with a "weight" ω uv ; thus, we may not only consider how many edges are connected to node v (like the constraint k v = 3 in theorem), but also the ergodic flow of it. Assume the MHRW encounters with node v, and we want to replace edge e uv with e up . Also if
holds, here ω uv = min{ 1 k u , 1 k v }; then we have the following observations:
(1) Edge e uv and e vp cannot be cross-cutting edges at the same time. Simply, if we assume they are both cross-cutting edges, then we can easily "drag" v to the other side to make a less ergodic flow between the new configuration S andS to reduce the conductance, thus contradicting the definition of conductance. (2) If e uv is a cross-cutting edge, then after replacing e uv with e up , e up must be the new cross-cutting edge. Since we have the knowledge of ω uv and ω up , and when
we will replace the edge e uv with e up . (3) If e vp is a cross-cutting edge, then after the replacement we will add another crosscutting edge e up , which definitely increases the conductance. (4) If e uv and e vp are both non-cross-cutting edges, we don't need to worry about decreasing the conductance since, in MHRW, we can never change the conductance by manipulating the edges completely within (the edge's nodes are not associated with cross-cutting edges) S orS.
Therefore, we can safely replace edge e uv with e up under the condition of Equations (48) and (49) without decreasing the conductance. The benefit is that when e uv or e up is a cross-cutting-edge, we can increase the conductance conditionally. We summarize the former discussion as a theorem: THEOREM 5.3. Given a uniform stationary distribution MHRW on graph G(V, E), for three nodes u, v, p ∈ V and e uv , e vp ∈ E, and if x∈(N(v)−{u, p}) ω vx < ω uv + ω vp and ω up > ω uv , then replacing e uv with e up will not decrease the conductance, but it also has the positive possibility of increasing the conductance.
KEY IDEAS FOR REWIRING A GENERAL RANDOM WALK (GRW)
In this section, we introduce our main ideas for rewiring a GRW on-the-fly. Specifically, we start by introducing the concept of graph conductance-a key efficiency indicatorfor GRW in Section 6.1. In Section 6.1, we also explain that conductance for a GRW is mainly determined by the ergodic flow between the partitions of the graph. As we show in Section 6.2, there are two things we can do to achieve a higher conductance in GRW: We can deterministically identify an edge as non-cross-cutting and therefore remove it from the overlay graph, thus potentially removing margin non-cross-cutting edges to increase the conductance, and we can conditionally identify an edge as cross-cutting and therefore insert it into the overlay graph to increase the conductance.
Conductance of GRW
We consider GRWs that are time-reversible random walks. A random walk is timereversible if and only if:
This is equivalent to the time-reversible Markov Chain. Obviously, for time-reversible random walks,
We also denote the ergodic flow between two sets as
Definition 6.1 (General Random Walk Conductance). Given a graph G(V, E), and a GRW's transition matrix P, the conductance of the GRW on this graph is
The general conductance is determined by both the graph topology and the transition matrix of the random walk. Intuitively, the conductance , which indicates how fast the SRW converges to its stationary distribution, measures how "well-knit" a graph is. Specifically, the conductance is mainly determined by a optimum ergodic flow of the graph G-that is, a minimum ergodic flow Q(S,S) in Equation (53)-which indicates the probability for the random walk to move from one partition to the other. One can expect that the minimum occurs when π (S) ≈ π (S).
Deterministic and Conditional Identification of Non-Cross-Cutting Edges in General Random Walks
To illustrate the general extension of the MTO-SRW and MTO-MHRW, we demonstrate the deterministic and conditional identification using the ergodic flow of the GRW, and we show that one can still rewire the topology of the graph to get speed-ups on mixing time. 
or Q(v, N(u) 
holds, then edge e uv is not a cross-cutting-edge. Here, Q u = i∈N(u) Q(u, i) .
PROOF. Suppose e uv is a cross-cutting-edge. We know that for any subset R of u and v's common neighbors, if either of these two inequalities holds, we can drag either u or v to the other side (e.g., from S toS and vice versa) to get a smaller ergodic flow between S andS; then we can claim that e uv is not a cross-cutting edge, which contradicts the assumption.
By the definition of conductance of SRW and MHRW, we are sure that removing non-cross-cutting edges will definitely reduce the number of edges in S orS (see Definition (8)) in SRW and increase the probability of MHRW moving from S toS (and vice versa; see Definition (40)). Therefore, removing non-cross-cutting edges in SRW and MHRW will meet our goal of improving the conductance. However, this is not the case when it comes to GRW. Intuitively, we want to remove the non-cross-cutting edges once we have deterministically identified them to reduce the probability of them staying in S orS. But we are not sure that removing a non-cross-cutting will improve the conductance of GRW. The problem with removing an edge in GRW is that we don't even know how the edge removal procedure will affect the conductance without any knowledge of the detailed algorithm of the random walk.
The problem can be solved by assuming that the random walk designer gave out the details of the conductance so that MTO-Sampling could decide whether it's appropriate to remove certain non-cross-cutting edges. In other words, MTO-Sampling can work as expected as long as the GRW designer can answer the question "Will removing this non-cross-cutting edge increase (G, P)?" whenever MTO-Sampling identifies a non-cross-cutting edge.
The conditional identification here is also similar to MHRW. We can set the weight of the edge ω uv as the ergodic flow Q uv . THEOREM 6.3. Given a general random walk on graph G(V, E), for three nodes u, v, p ∈ V and e uv , e vp ∈ E, and if x∈(N(v)−{u, p}) Q vx < Q uv + Q vp and Q up > Q uv , then replacing e uv with e up will not reduce the conductance, although it also has a positive possibility of increasing the conductance. 7. EXPERIMENTS 7.1. Experimental Setup 7.1.1. Hardware and Platform. We conducted all experiments on a computer with Intel Core i3 2.27GHz CPU, 4GB RAM, and 64bit Ubuntu operating system. All algorithms were implemented in Python 2.7. Our local, synthetic, and online datasets are stored in the in-memory Redis database and the MongoDB database. 7.1.2. Datasets. We tested three types of datasets in the experiments: local real-world social networks, Google Plus online social networks, and synthetic social networks, which we describe respectively as follows.
Local Datasets: The local social networks are real-world social networks for which the entire topology is downloaded and stored locally in our server. For these datasets, we simulated the individual-user-query-only web interface strictly according to the definition in Section 1 and ran our algorithms over the simulated interface. The rationale behind using such local datasets is to have the ground truth (e.g., real aggregate query answers over the entire network) to compare against for evaluating the performance of our algorithms. Table II shows the list of local social networks we tested (collected from Leskovec and Krevl [2014] ). All four datasets are previously captured topological snapshots of Epinions, Slashdot, and Facebook, three real-world online social networks. Since we focus on sampling undirected graphs in this article, for a real-world directed graph (e.g., Epinions), we first convert it to an undirected one by only keeping edges that appear in both directions in the original directed graph. Note that by following this conversion strategy, we guarantee that a random walk over the undirected graph can also be performed over the original directed graph with an additional step of verifying the inverse edge (respectively, v → u) before committing to an edge (respectively, u → v) in the random walk. The number of edges and the 90% effective diameter reported in Table II represent values after conversion. Also, the Facebook-small dataset is from the "0.edges" file in the McAuley and Leskovec [2012] Facebook package, and the reason for using such a small dataset is that it is impossible to calculate the SLEM mixing time (see Theorem 2.4) of SRW and MHRW over a large dataset.
Google Plus Online Social Graph:
We also tested a second type of dataset: remote, online, social networks for which we have no access to the ground truth. In particular, we chose the Google Plus 8 network because its API 9 is the most generous among those we tested in terms of the number of accesses allowed per IP address per day. Using random walk and MTO-SRW random walk, we accessed 240,276 users in Google Plus. We observed that the interface provided by Google Social Graph API strictly adheres to our model of an individual-user-query-only web interface in that each API request returns the local neighborhood of one user. We also collected the data of users' selfdescription.
Synthetic Social Networks:
One can see that, for the real-world social network just described, we cannot change graph parameters such as size, connectivity, and the like and observe the corresponding performance change of our algorithms. To do so, we also tested synthetic social networks that were generated according to theoretical models. In particular, we tested the latent space model. We note that, since the effectiveness of these theoretical models is still under research/debate, we tested these synthetic social networks for the sole purpose of observing the potential change of performance for social networks with different characteristics. The superiority of our algorithm over SRW, on the other hand, is tested by our experiments on the two types of real-world social networks.
Algorithms Implementation and Evaluation.
Algorithms: We tested the algorithms SRW, MTO-SRW MHRW, MTO-MHRW, and RJ, and we compared their performance over all of the above-described datasets.
Input Parameters: Random walk algorithms are parameterless with one exception: They need a convergence indicator to determine when the random walk has reached (or become sufficiently close to) the stationary distribution so a sample can be retrieved from it. In the experiments, we used the Geweke indicator [Geweke 1992 ], one of the most popularly used methods in the literature, which we briefly explain as follows.
Given a sequence of nodes retrieved by a random walk, the Geweke method determines whether the random walk reaches the stationary distribution after a "burn-in" of k random-walk steps by first constructing two "windows" of nodes: Window A is formed by the first 10% of nodes retrieved by the random walk after the k-step burn-in period, and Window B is formed by the last 50%. One can see that if the random walk indeed converges to the stationary distribution after burn-in, then the two windows should be statistically indistinguishable. This is exactly how the Geweke indicator tests convergence. In particular, consider any attribute θ that can be retrieved for each node in the network (a commonly used one is degree that applies to every graph). Let
whereθ A andθ B are means of θ for all nodes in Windows A and B, respectively, and S A θ and S B θ are their corresponding variances. One can see that Z → 0 when the random walk converges to the stationary distribution. Thus, the Geweke indicator confirms convergence if Z falls below a threshold. In the experiments, we set the threshold to Z ≤ 0.1 by default while also performing tests with the threshold ranging from 0.01 to 1.
Performance Measures for Sampling:
As mentioned in Section 2.2, a sampling technique for online social networks should be measured by query cost and bias; that is, the distance between the (ideal) stationary distribution (i.e., p(v) 
for a SRW) and the actual probability distribution for each node to be sampled. To measure the query cost, we simply used the number of unique queries issued by the sampler. Bias, on the other hand, is more difficult to measure, as shown in the following discussions.
For a small graph, we measured bias by running the sampler for an extremely long time (long enough so that each node is sampled multiple times). We then estimated the sampling distribution by counting the number of times each node is retrieved and compared this distribution with the ideal one to derive the bias. In particular, we measured bias as the KL-divergence between the two distributions, specifically D KL (P||P sam ) + D KL (P sam ||P), where P and P sam are the ideal distribution and the (measured) sampling distribution, respectively.
For a larger graph, one may need a prohibitively large number of queries to sample each node multiple times. To measure bias in this case, we use the collected samples to estimate aggregate query answers over all nodes in the graph and then compare the estimation with the ground truth. One can see that a sampler with a smaller bias tends to produce an estimation with lower relative error. Specifically, for the local social networks, we used the average degree as the aggregate query (because only topological information is available for these networks). For the Google Social Graph experiment, we tested various aggregate queries including the average degree and the average length of user self-description.
Finally, to verify the theoretical results derived in this article, we also tested a theoretical measure: SLEM mixing time of the graph. In particular, we continuously ran our MTO-SRW until it hit each node at least once so we could actually obtain the topology of the overlay graph (e.g., as in Figure 1 ). Then, we computed the SLEM mixing time. We would like to caution that although we used it to verify our theoretical results of MTO-SRW never decreasing the conductance of a graph, this theoretically computed measure does not replace the above-described bias versus query cost tests because it is often sensitive to a small number of "badly connected" nodes (which may not cause significant bias for practical purposes). Fig. 16 . Bias versus query cost tests for local datasets' average degree.
Performance Comparison Between Simple Random Walk and MTO-Sampling
We started by comparing the performance of MTO-Sampling over real-world social networks using all three performance measures just described: KL-divergence, relative error versus query cost, and SLEM mixing time.
Local Datasets:
We started by testing the relative error versus query cost tradeoff of SRW, MTO-SRW, MHRW, MTO-MHRW, and RJ for estimating aggregate query answers. Since only topological information is available for local datasets, we used the average degree as the aggregate query. Figure 16 depicts the performance comparison for the three real-world social networks. Here, each point represents the average of 20 runs of each algorithm, and the query cost (i.e., y-axis) represents the maximum query cost for a random walk to generate an estimation with relative error above a given value (i.e., x-axis). For RJ in the experiments, we set the probability of jumping as 0.5. One can see that, for all three datasets, our MTO-SRW and MTO-MHRW achieves a significant reduction of query cost compared with the SRW and MHRW, respectively. And MTO-MHRW is even better than the RJ when it is running long enough.
We also tested the KL-divergence measured by performing an extremely long execution of SRW and MTO-SRW in Figure 17 (with each producing 20,000 samples) to estimate the sampling probability for each node. The Geweke threshold was set to 0.1 for the test. One can see that our MTO-SRW not only requires fewer queries to generate each sample (i.e., converges to the stationary distribution faster), but also produces less bias than SRW.
To further test the bias of samples generated by our MTO-SRW, we also conducted the test while varying the Geweke threshold from 0.1 to 0.8 on the dataset Slashdot B. Figure 18 depicts the change of measured bias for SRW and MTO-SRW, respectively. One can see from the figure that our MTO-SRW achieves smaller bias than SRW for all cases being tested. In addition, a smaller threshold leads to a smaller bias and larger query cost, as indicated by the definition of the Geweke convergence monitor.
Google Plus Online Social Network:
For Google Plus, we do not have the ground truth because the entire social network is too large (about 85.2 million users in February 2012 10 ) to be crawled. Thus, we performed the tests in two steps. First, we continuously ran each sampler until its Geweke convergence monitor indicated that it had reached its stationary distribution. We then used the final estimation as the presumptive ground truth, which we refer to as the converged value. In the second step, we used the converged value to compute the relative error versus query cost tradeoff as previously described. Figure 20(a) shows the estimated average degree when running SRW and MTO-SRW random walks on Google Plus. It clearly shows that MTO-SRW's variance is smaller Faster Random Walks by Rewiring Online Social Networks On-the-Fly 26:33 Fig. 17 . Comparison between SRW and MTO-SRW on query cost and the Kullback-Leibler divergence measure defined in Section 7.1.3 over all three datasets. Fig. 18 . In MTO-SRW, varying Geweke Thresholds to get different KL divergences on dataset Slashdot B. KL and QC stand for KL divergence and query cost. and converges faster than the SRW. Figures 20(b) and 20(c) illustrate the comparison between SRW and MTO-SRW of the relative error versus query cost of multiple attributes. We note that the self-description length is the number of characters in users' self-description. One can see that our MTO-SRW significantly outperforms SRW. Synthetic Social Networks: Finally, we conducted further analysis of our MTO-SRW, in particular the individual effects of edge removals (RM) and edge replacements (RP), using the synthetic latent space model described in Section 7.1.2. Figure 19 depicts the results when the number of nodes in the graph varies from 50 to 100 (with the latent space model, we distributed these nodes in an area of [0, 4] × [0, 5] and set r = 0.7). We derived the theoretical mixing time from the SLEM of the transition matrix. Note that Figure 19 also includes the theoretical bound derived in Section 4.2. One can see from the figure that our final MTO-SRW achieves better efficiency than the individual applications of edge removal and replacement. In addition, the theoretical model represents a conservation estimation that is outperformed by the real efficiency of MTO-SRW, consistent with our results in Section 4.2.
Mixing Time Comparison Between MHRW and MTO-MHRW
To test the impact of initial nodes selection for MTO-MHRW, we use the Facebook-small dataset described in Table II. We start MHRW and MTO-MHRW from a node (i.e., the initial node for MHRW and MTO-MHRW) and record their SLEM mixing time. The speedup is calculated as: where T is the SLEM mixing time 1/ log(1/μ). Figure 21 depicts the speedup distribution of arbitrary chosen starting points (same initial nodes set for MHRW and MTO-MHRW) from the Facebook-small dataset. Starting with about 20% of them, we got over 10% speedup of SLEM mixing time. And, if we are lucky to start from a node like the first one in Figure 21 , then we gain a speedup of greater than 40%. Others don't make significant improvement due to the constraints arising from the intrinsic property of MHRW: Few removal edges are capable of affecting the conductance, whereas almost all the removal edges can do so for MTO-SRW. When compared with the performance of SRW, the selection of the initial node has much less impact on the performance gain of the MTO-SRW algorithm. Leskovec and Faloutsos [2006] discussed sampling techniques like random node, random edge, and random subgraph in large graphs. Jin et al. [2011] introduced Albatross sampling, which combines RJ and MHRW. Gjoka et al. [2010] also demonstrated true uniform sampling method among users' id as "ground-truth."
Without global topology, Gjoka et al. [2010] and Leskovec and Faloutsos [2006] compared sampling techniques such as SRW, MHRW, and traditional Breadth First Search (BFS) and Depth First Search (DFS). Also Gjoka et al. [2010] and Alon et al. [2008] considered many parallel random walks at the same time, and MTO-Sampling can be
