We study nonlinear n-term approximation in L p (R 2 ) (0 < p < ∞) from Courant elements or (discontinuous) piecewise polynomials generated by multilevel nested triangulations of R 2 which allow arbitrarily sharp angles. To characterize the rate of approximation we introduce and develop three families of smoothness spaces generated by multilevel nested triangulations. We call them B-spaces because they can be viewed as generalizations of Besov spaces. We use the B-spaces to prove Jackson and Bernstein estimates for n-term piecewise polynomial approximation and consequently characterize the corresponding approximation spaces by interpolation. We also develop methods for n-term piecewise polynomial approximation which capture the rates of the best approximation.
Introduction
Nonlinear approximation from piecewise polynomials and splines is a central theme in nonlinear approximation theory. The ultimate problem is to characterize the rate of approximation in terms of certain smoothness conditions. In the univariate case and in the regular case in d dimensions (d > 1), this problem has found a completely satisfactory solution involving a certain class of Besov spaces and the machinery of Jackson-Bernstein estimates and interpolation (see [11] , [6] , [9] , and also [2] and [5] ).
Our goal in this article is to study nonlinear approximation from piecewise polynomials over triangulations consisting of n pieces. The difficulty of this problem stems from the highly nonlinear nature of piecewise polynomials in dimensions d > 1. For instance, if S 1 and S 2 are two piecewise polynomials over two distinct triangulations of [0, 1] 2 consisting of n pieces each, then, in general, S 1 + S 2 is a piecewise polynomial over more than n 2 triangles (in the univariate case, the number of pieces is at most 2n). This makes the idea of using a single smoothness space scale (like Besov spaces) and the recipe of proving Jackson and Bernstein estimates, and interpolation (like in the univariate case) hopeless.
In this article, we take a different approach to this problem. First of all, we modify the problem by considering nonlinear n-term approximation from piecewise polynomials generated by multilevel nested triangulations of R 2 . We consider two types of such nterm approximation: (a) from Courant elements (continuous piecewise linear elements) and (b) from (discontinuous) piecewise polynomials over triangles. More precisely, we consider nested triangulations {T m } m∈Z such that each level T m is a partition of R
2 and a refinement of the previous level T m−1 , and define T := m∈Z T m . Each nested triangulation T generates a ladder of spaces · · · ⊂ S −1 ⊂ S 0 ⊂ S 1 ⊂ · · · (Multiresolution Analysis) consisting of piecewise polynomials of a certain degree over the corresponding levels. In the case of continuous piecewise linear functions, S m (m ∈ Z) is spanned by Courant elements ϕ θ supported on cells θ at the m-th level T m . We impose some natural mild conditions on the triangulations in order to prevent them from possible deterioration. At the same time, these conditions allow the triangles from T to have arbitrarily sharp angles and a lot of flexibility. After this preliminary structuring, we consider nonlinear approximation from n-term piecewise linear functions of the form S = n j=1 a θ j ϕ θ j or piecewise polynomials of degree < k of the form S = n j=1 1 ∆ j · P ∆ j , where θ j and ∆ j may come from different levels and locations (1 ∆ denotes the characteristic function of ∆). Note that in both cases we have n-term nonlinear approximation from redundant systems. So, by introducing such a multilevel structure, we make the problem somewhat more accessible and simultaneously preserve a great deal of flexibility.
Although the approximation problem has been tamed to some extent, it still remains highly nonlinear. It is crystal clear to us that such highly nonlinear approximation cannot be governed by a single (super) space scale like the Besov spaces in the univariate case. For instance, it is well-known that in presence of functions supported on very "skinny" triangles or long and narrow regions the Besov spaces are completely unsuitable and hence useless (see §2.5 below). Thus the second important concept is to quantify the approximation process by using a family of smoothness spaces, say, B α (T ) depending on the triangulations. We called them B-spaces. So, the idea is to measure the smoothness of the functions from a family (library) of space scales {B α (T )} T instead of a single smoothness space scale. The third important issue in our theory is the way we represent the functions. On the one hand, all Courant elements as well as all polynomials restricted to triangles generated by a nested triangulation form redundant systems. On the other hand, there are no good bases available which consist of piecewise polynomials over general triangulations. On top of this, we want to approximate in L p (R 2 ), 0 < p < ∞. There is, however, a good and well-known means of representing functions by using suitable linear or nonlinear projectors onto the spaces {S m } (see §2. 3 and §2.4) . This is our way of representing the functions.
Our approximation scheme is the following:
(i) For a given function f , find the "right" B-space B α (T f ) (that means the "right" triangulation T f ) in which f exhibits the highest smoothness (equivalently, in which f has the sparsest representation).
(ii) Find an optimal (or near optimal) representation of f by Courant elements (or piecewise polynomials) generated by T f .
(iii) Using this representation of f , run an algorithm for n-term approximation that is capable of achieving the rate of the best n-term approximation.
The first step in this scheme is the hardest one and we still do not have a satisfactory algorithm for it. There is, however, an effective scalable algorithm for this step in the case of nonlinear approximation from piecewise polynomials over dyadic partitions, see [12] . Once the triangulation T is determined, the machinery of Jackson and Bernstein estimates combined with interpolation spaces works perfectly well. As we advance through the implementation of the above program, we shall see that all technological means exist or can be created so that a coherent theory can be developed. The lack of good bases for our spaces is the main obstacle that makes some proofs nonstandard. In particular, the Bernstein inequalities are the most troublesome and require fine analysis. We borrowed a few ideas from [12] , where similar results have been obtained in the much simpler setting of nonlinear approximation from piecewise polynomials over dyadic boxes.
The B-spaces from this article can be considered as a generalization of Besov spaces (see §2.5 below). They are also a generalization of the approximation spaces from §3.4 in [10] (see the references therein).
There are several aspects of our theory that we do not even touch in this article, including nonlinear piecewise polynomial approximation in the uniform norm (p = ∞), interpolation of B-spaces and other aspects of the harmonic analysis of B-spaces, n-term approximation from smooth piecewise polynomials, and numerical algorithms for nonlinear piecewise polynomial approximation and their implementation in practice. Some of them will be tackled in a forthcoming article.
The outline of the paper is the following. Section 2 is devoted to the definition and development of B-spaces. In §2.1, we introduce and study three types of nested triangulations of R 2 , which later serve three different purposes. In §2.2, we give all necessary facts about local polynomial and piecewise linear approximation. In §2.3, we introduce and develop the first family of B-spaces, the slim B-spaces, which are later utilized for nonlinear n-term Courant element approximation. In §2.4, we introduce the skinny B-spaces that are needed for nonlinear n-term approximation from (discontinuous) piecewise polynomial. In §2.5, we introduce the fat B-spaces which are the most immediate generalization of Besov spaces. Section 3 contains our main results about nonlinear piecewise polynomial approximation. In §3.1, we give some general guiding principles and results for nonlinear n-term approximation. In §3.2, we state and prove our main results concerning n-term Courant element approximation except for the proof of the Bernstein inequality. In §3.3, we give our results on n-term piecewise polynomial approximation. Subsection 3.4 is devoted to discussion of some aspects of our theory and open problems. Section 4 is an appendix. In §4.1, we prove the Bernstein estimates we need. Subsection 4.2 contains the proofs of some auxiliary results. Throughout the article, the constants are denoted by c, c 1 , . . . and they may vary at every occurrence. The constants usually depend on some parameters that will be sometimes indicated explicitly. The notation A ≈ B means that A and B are equivalent, i.e., there are two constants c 1 , c 2 > 0 such that c 1 A ≤ B ≤ c 2 A. For G ⊂ R 2 , |G| denotes the Lebesgue measure of G and 1 G denotes the characteristic (indicator) function of G. We also use the following notation:
B-spaces over triangulations
In this section, we introduce and explore three collections of smoothness spaces (B-spaces), which will be needed in §3-4 for the characterization of the rates of nonlinear piecewise polynomial approximation. The B-spaces can be defined on R 2 or on any polygonal domain in R 2 as well as in R d (d = 2). We shall restrict our attention to the case of B-spaces on R 2 . The B-spaces are defined using multilevel nested triangulations which we discuss below.
Multilevel triangulations
Here we introduce several types of multilevel nested triangulations.
Weak locally regular (WLR) triangulations. We call T = m∈Z T m a weak locally regular (WLR) triangulation of R 2 with levels {T m } m∈Z if the following conditions are fulfilled: (a) Every level T m defines a partition of R 2 , that is, R 2 = ∆∈Tm ∆ and T m consists of closed triangles with disjoint interiors.
(b) The levels {T m } m∈Z of T are nested, i.e., T m+1 is a refinement of T m . (c) Each triangle ∆ ∈ T m (m ∈ Z) has at least two and at most M 0 children (subtriangles) in T m+1 , where M 0 ≥ 2 is a constant.
(d) For any compact K ⊂ R 2 and any fixed m ∈ Z, there is a finite collection of triangles from T m which covers K.
(e) There exist constants 0 < r < ρ < 1 (r ≤ ) such that for each ∆ ∈ T m (m ∈ Z) and any child ∆ ∈ T m+1 of ∆ r|∆| ≤ |∆ | ≤ ρ|∆|.
We denote by V m and E m the sets of all vertices and edges of triangles in T m , respectively. We also set V := V(T ) := m∈Z V m and E := E(T ) := m∈Z E m .
Locally regular (LR) triangulations. We call T = m∈Z T m a locally regular (LR) triangulation of R 2 if T is a WLR-triangulation of R 2 and satisfies the following additional conditions:
(f) No hanging vertices (NHV) condition: No vertex of any triangle ∆ ∈ T m lies in the interior of an edge of another triangle from T m .
(g) The valence N v of each vertex v of any triangle ∆ ∈ T m (the number of the triangles from T m which share v as a vertex) is at most N 0 , where N 0 is a constant.
(h) There exists a constant 0 < δ ≤ 1 independent of m such that for any ∆ , ∆ ∈ T m (m ∈ Z) with a common edge
For v ∈ V m (m ∈ Z), we denote by θ v := θ v (T ) the cell associated with v, i.e., θ v is the union of all triangles ∆ ∈ T m which have v as a common vertex. We denote by Θ m := Θ m (T ) the set of all cells generated by T m and set Θ := Θ(T ) := m∈Z Θ m .
Strong locally regular (SLR) triangulations. We call T = m∈Z T m a strong locally regular (SLR) triangulation of R 2 if T is an LR-triangulation of R 2 and satisfies the following additional condition:
(i) Affine transform angle condition (ATA-condition): There exists a constant β = β(T ), 0 < β ≤ π/3, such that if ∆ 0 ∈ T m , m ∈ Z, and A : R 2 → R 2 is an affine transform that maps ∆ 0 one-to-one onto an equilateral reference triangle, then for every ∆ ∈ T m which has at least one common vertex with ∆ 0 and for every child ∆ ∈ T m+1 of ∆ 0 , we have
where A(∆) is the image of ∆ by the affine transform A, and min angle (∆ ) denotes the magnitude of the minimal angle of ∆ . Obviously, (i) implies (2.2) with some δ = δ(β).
Regular (R) triangulations. By definition, T = m∈Z T m is a regular (R) triangulation if T is an LR-triangulation and T satisfies the following condition: (j) There exists a constant β = β(T ) > 0 such that the minimal angle of each triangle ∆ ∈ T is ≥ β.
Evidently, every regular triangulation is an SLR-triangulation.
Triangulations on compact polygonal domains in R 2 . A set E ⊂ R 2 is said to be a compact polygonal domain if E can be represented as the union of a finite set T 0 of closed triangles with disjoint interiors: E = ∆∈T 0 ∆. Weak locally regular, locally regular, etc.,
2 are defined similarly as when E = R 2 . The only essential distinctions are that the levels {T m } m≥0 now are consecutive refinements of an initial (coarse) level T 0 and, if a vertex v ∈ V m is on the boundary, we should include in V m as many copies of v as its multiplicity.
Remarks. It is a key observation that the collection of all SLR-triangulations with given (fixed) parameters is invariant under affine transforms. The same is true for similar classes of LR-triangulations or WLR-triangulations.
Each type of triangulation depends on several parameters which are not completely independent. For instance, the parameters of an LR-triangulation are M 0 , N 0 , r, ρ, and δ. We could set, e.g., M 0 = 1 r and ρ = 1 − r, and eliminate these as parameters, but this would tend to obscure the actual dependence of the estimates upon given triangulations.
We shall need to know what happens with the levels T m of a triangulation T as m → −∞. The next lemma answers this question.
Lemma 2.1. For each WLR-triangulation T there exists a finite cover T −∞ of R 2 consisting of sets with disjoint interiors such that each triangle ∆ ∈ T and all its ancestors are contained in a set ∆ ∞ ∈ T −∞ . If ∆ ∞ ∈ T −∞ , then ∆ ∞ must be one of the following: the all of R 2 , a half-plane, or an infinite triangle (all points on and between two rays that are not collinear and have a common beginning). The only possible configurations for T −∞ are the following:
(a) R 2 only; (b) finitely many infinite triangles with a common vertex; (c) two half-planes; (d) a half-plane and finitely many infinite triangles which cover the other half-plane and have a common vertex lying on the boundary between the two half-planes; (e) two finite families of infinite triangles, each family covering one of two complimentary half-planes, and such that all triangles from the same family have a common vertex lying on the boundary between the two half-planes.
Moreover, if T satisfies the NHV-condition, then (a) and (b) are the only possible configurations for T −∞ .
Proof. Let ∆ ∈ T m for some m ∈ Z. Then there exist unique triangles {∆ j } j≤m , ∆ j ∈ T j , such that ∆ =: ∆ m ⊂ ∆ m−1 ⊂ · · ·. We let ∆ ∞ := j≤m ∆ j . Clearly, if ∆ , ∆ ∈ T then either ∆ ∞ = ∆ ∞ or ∆ ∞ and ∆ ∞ have disjoint interiors. To find out which subsets of R 2 can be realized as ∆ ∞ , we order the vertices of the triangles {∆ j } j≤m in a sequence {v k }. If {v k } does not have limit points we consider two cases. First, if for every ∆ j there exists i < j such that ∆ j ⊂ ∆ • i , then using condition (d) from the definition of WLR-triangulations one can easily see that ∆ ∞ is all of R 2 . Alternatively, if there exists a ∆ j 0 which is not contained in ∆
• j for any j < j 0 , then each ∆ j , j ≤ j 0 , has an edge lying on a given line l. Since {v k } does not have limit points, those edges grow infinitely in both directions, and therefore the whole line l must be contained in ∆ ∞ . Hence, since ∆ ∞ is always convex, it must be either a half-plane or a strip. Using that {v k } does not have limit points and condition (d), one can prove that sup x∈∆∞ dist(x, l) = ∞, which shows that ∆ ∞ cannot be a strip.
If the sequence {v k } has a limit point, say x 0 , then using condition (d) we obtain that there exists j 0 ≤ m such that x 0 is a vertex of all ∆ j with j ≤ j 0 . From condition (d), it follows that a vertex can have only finite valence at any given level. This fact readily implies that {v k } cannot have more than one limit point and also that if {v k } has exactly one limit point then ∆ ∞ is an infinite triangle.
Simple arguments utilizing condition (d) limit the possible configurations for T −∞ to those described in the lemma. There are straightforward examples showing that each of those configurations can be realized.
Examples of triangulations and refinement schemes. We begin with the description of a standard refinement scheme that can be used to refine a given triangle ∆ infinitely many times. In the first step, we select a point on each edge of ∆ and then join each pair of new points by a line segment. This first step gives us four disjoint triangles, say, ∆ 1 , ∆ 2 , ∆ 3 , ∆ 4 which become the first generation of triangles (the children of ∆). In the second step, we subdivide each ∆ j in the way described in step one and obtain the second generation of triangles. Proceeding inductively, we subdivide each triangle from a given generation in the fashion of step one, thus producing the next generation of triangles. Let T m (∆) denote the set of all triangles from the m-th generation. Then
Now, we describe a standard procedure for constructing triangulations of R 2 . We first cover R 2 by a sequence of growing triangles ∆ 0 ⊂ ∆ 1 ⊂ ∆ 2 ⊂ . . ., where every ∆ j is a child of ∆ j+1 , and then refine all children of all {∆ j } using the standard refinement scheme described above. More precisely, let ∆ 0 be any initial triangle. We select a triangle ∆ 1 so that ∆ 0 is a child of ∆ 1 . We similarly define ∆ 2 ⊃ ∆ 1 so that ∆ 1 is a child of ∆ 2 , etc. In this way we obtain a growing sequence of triangles. The only additional condition that we impose on {∆ j }, so far, is that R 2 = ∞ j=0 ∆ j . After having constructed the sequence {∆ j }, we subdivide the children of each ∆ j (j = 1, 2, . . .) as it was described above. We denote by {T m } m∈Z the sets of triangles from each level and by T := m∈Z T m the whole triangulation of R 2 .
Variety of other refinement schemes can be utilized.
How fast can the elements of triangles change? We investigate how the elements (|∆ |, min angle (∆ ), and max (∆ ), the longest edge of ∆ ) of a triangle ∆ ∈ T m (m ∈ Z) can change as ∆ moves away from a fixed triangle ∆ ∈ T m , for different types of triangulations T . First, we consider the case of an arbitrary weak locally regular triangulation T . Clearly, even if T satisfies the NHV-condition of the LR-triangulations, it may happen that ∆ , ∆ ∈ T m (m ∈ Z) are two adjacent triangles and at the same time each of the ratios
, and
is arbitrarily large (or small) independently of the other two. This is possible because the first common ancestor of ∆ and ∆ may be at an extremely distant level, or even ∆ and ∆ may not have a common ancestor at all (see Lemma 2.1). This fact makes the WLR-triangulations unsuitable for continuous piecewise polynomial approximation. are uncontrollably large (or small), see Figure 1 . To show that this situation is possible we shall need the following simple lemma. Lemma 2.2. Let n m=−∞ T m , n ∈ Z, satisfy the conditions of the WLR-triangulations or LRtriangulations or SLR-triangulations with some fixed parameters. Assume also that level T n is refined uniformly by introducing the midpoints on the edges of each ∆ ∈ T n and connecting them by line segments (see the standard refinement scheme described above). Denote by T n+1 the set of all triangles obtained from the refinement of T n . Then Proof. This lemma is fairly obvious and its proof will be omitted.
Armed with this lemma, one can easily construct the claimed example. We shall give only a sketch of it. We start from a uniform triangulation T of R 2 generated by an equilateral triangle ∆ 0 (see the examples of triangulations above). Let T m denote the levels of T for m ≤ 0. The incomplete triangulation 0 m=−∞ T m obviously satisfies the conditions of the LR-triangulations with any parameters 0 < r < ρ < 1, r < 1 4 , ρ > 1 4 . We fix such r and ρ. We now refine T 0 . We choose any two triangles ∆ , ∆ ∈ T 0 with a common edge, say e. We may assume that e is horizontal. It is not very hard to see (but it is not obvious) that T 0 can be refined twice so that 2 m=−∞ T m satisfies the conditions of the LR-triangulations with the already selected parameters r and ρ, and that there are two grandchildren, say, ∆ 2 and ∆ 2 of ∆ and ∆ , respectively, with the following properties: (a) ∆ 2 and ∆ 2 have a common edge, say, e 2 ⊂ e of length (e 2 ) = |∆ |); (c) ∆ 2 is equilateral and ∆ 2 is skewed to the right (or left) at ε · (e 2 ) with ε = ε(r, ρ) > 0. More precisely, the vertex of ∆ 2 , which does not belong to e 2 , is shifted to the right from the midpoint of e 2 at distance ε · (e 2 ). We shall call the above an angle sharpening procedure. We next refine T 2 sufficiently many times, by using only midpoints, until we reach a level, say, T s 1 at which there exist two great-grandchildren, say, ∆ s 1 and ∆ m=−∞ T m satisfies the conditions of the LR-triangulations with the already fixed parameters ρ and r. Since, in T s 1 , ∆ s 1 and ∆ s 1 are surrounded by triangles that are equivalent to ∆ s 1 or ∆ s 1 , we can again apply our angle sharpening procedure, followed by sufficiently many midpoint refinements, and keep going on in the same fashion. We use induction to complete the construction of the claimed example. We shall utilize the idea of the construction from the previous example. As above, we assume that T = 0 m=−∞ T m is an incomplete uniform triangulation generated by an equilateral triangle ∆ 0 . Clearly, T satisfies the conditions of the SLR-triangulations for M 0 = 4 and an arbitrary 0 < β < π/3. We fix β and M 0 . Choose ∆ ∈ T 0 . It is readily seen that T 0 can be refined so that 1 m=−∞ T m satisfies the conditions of the SLR-triangulations with the fixed parameters β and M 0 , and there exists at least one child, say, ∆ 1 ∈ T 1 of ∆ such that min angle (∆ 1 ) < q · min angle (∆) with q = q(β) < 1. The next step is to refine T 1 several times by using only midpoints until we obtain a great-grandchild, say, ∆ s 1 ∈ T s 1 of ∆ 1 which is sufficiently far from the boundary of ∆ 1 (in terms of number of edges from V s 1 needed to connect it with the boundary). By Lemma 2.2,
m=−∞ T m satisfies the conditions of the SLR-triangulation with the fixed parameters β and M 0 . After that, we apply the above angle sharpening procedure to ∆ s 1 and then we again refine by midpoints for sufficiently many levels, etc. Inductively, we obtain the needed triangulation.
We now introduce one more natural condition on triangulations:
Minimal angle condition (MA-condition): There exists a constant ϑ = ϑ(T ), 0 < ϑ < 1, such that if ∆ 0 ∈ T m , m ∈ Z, then for every ∆ ∈ T m which has at least one common vertex with ∆ 0 and for every ∆ ∈ T m+1 which is a child of ∆ 0 ,
If T is an SLR-triangulation, then T satisfies the MA-condition above with ϑ = ϑ(β). However, the MA-condition is weaker than the ATA-condition.
Proof. Suppose T is an SLR-triangulation and let ∆ 0 ∈ T m , m ∈ Z. We may assume that the largest edge of ∆ 0 is of length one. We introduce a coordinate system Ox 1 x 2 so that the origin O is at the vertex of the sharpest angle of ∆ 0 and the largest edge of ∆ 0 lies on the positive half of the x 1 -axis. Without loss of generality, we can assume that ∆ 0 is in the upper right quadrant of Ox 1 x 2 . We select the equilateral reference triangle ∆ 0 to be in the upper right quadrant of Ox 1 x 2 and have one edge coinciding with the longest edge of ∆ 0 . Evidently, both the affine (linear in this case) transform A which maps ∆ 0 one-to-one onto ∆ 0 and its inverse A −1 have matrices of the form
Suppose that the angle of ∆ 0 with vertex at the origin and magnitude of π/3 is transformed by A −1 into an angle of magnitude γ, 0 < γ < π/3. In this setting, routine (but not trivial) calculations show that A −1 transforms any angle of magnitude ≥ β into an angle of magnitude ≥ cγ, where c = c(β) is a positive constant. We skip all details and only note that it suffices to prove the above fact only for angles with vertex at the origin because the affine transforms map parallel lines into parallel lines. This result implies that T satisfies the MA-condition.
The MA-condition does not imply the ATA-condition because the following configuration of triangles is possible:
, where ε > 0 is sufficiently small. Denote by ∆ 2 the triangle symmetric to ∆ 1 with respect to the x 1 -axis. Further, let ∆ 3 and ∆ 4 be the images of ∆ 1 and ∆ 2 after rotation of −2π/3 about the origin, and let ∆ 5 , and ∆ 6 be the images of ∆ 1 and ∆ 2 after rotation of 2π/3 about the origin. A triangulation containing this kind of configuration on one level can be constructed for an arbitrary small ε by starting from some level of a uniform triangulation consisting of equilateral triangles and "sharpening" the angles near a given node in three equiangular directions while refining the rest of the triangulations uniformly, as in the previous example. Obviously, this configuration does not violate the MA-condition but due to the presence of sharp angles in different directions the ATA-condition fails.
Our next theorem provides estimates for the rate of change of the elements of triangles from a given level of a triangulation when moving away from a fixed triangle. For these estimates, we need the following simple lemma. Proof. From conditions (c) and (g) on LR-triangualtions ( §2.1), it follows that every edge of a triangle from T m is subdivided at least once after 2N 0 steps of refinement. From this, we
• denotes the interior of θ). Applying this fact ν times, we obtain that ∆ ⊂ Ω m−2N 0 ν ({v}), where v is an appropriate vertex of ∆ . Then the existence of ∆ 1 and ∆ 2 follows readily. ] and ϑ = ϑ(β) is the constant from the MA-condition whose existence is established by Lemma 2.3.
Combining the above estimates, we obtain (2.5).
(b) The proof of (2.6) is quite similar to the proof of (2.5) and uses Lemma 2.3. We omit it.
Local polynomial and piecewise linear approximation
We let Π k denote the set of all algebraic polynomials in two variables of total degree < k.
Also, we denote by ω k (f, G) q the k-th modulus of smoothness of f on G:
For an LR-triangulation T and ∆ ∈ T m (m ∈ Z), we denote by Ω ∆ the union of all triangles ∆ ∈ T m which have a common vertex with ∆, i.e.,
Also, we define Ω
with c = c(q, k) or c = c(q, k, β), where β is the parameter of T from (2.3).
For the proof of this lemma, see the appendix ( §4.2). We shall often use the following lemma, which establishes relations between different norms of polynomials over different sets.
with constants depending only on p, q, k, and ρ.
(c) If T is an LR-triangulation and ∆ ∈ T , then
with constants of equivalence depending only on p, q, k, N 0 , and δ.
with constants of equivalence depending only on q.
Proof. Estimates (2.12)-(2.15) are invariant under affine transforms and hence they follow from the case when ∆ is an equilateral triangle with |∆| = 1 by change of variables. The details will be omitted.
We find useful the concept of near best approximation which we borrowed from [DP].
Note that if q ≥ 1, then a near best L q (∆)-approximation P ∆ = P ∆ (f ) can be easily realized by a linear projector.
Proof. See Lemma 3.2 from [DP] and also the proof of Lemma 2.12 in the appendix ( §4.2).
We next introduce some necessary notation. Let T = m∈Z T m be a WLR-triangulation. For m ∈ Z and k ≥ 1, we let S Throughout the rest of this section, we assume that T is an LR-triangulation of R 2 with parameters M 0 , N 0 , r, ρ, and δ (see §2.1).
Lemma 2.9. Suppose {a θ } θ∈Θm , m ∈ Z, is a sequence of real numbers and S := θ∈Θm a θ ϕ θ . Let also 0 < q ≤ ∞. Then, for every ∆ ∈ T m , we have
and, hence,
with constants of equivalence depending only on q, N 0 , and δ. In the case q = ∞, the q -norm above is replaced by the sup-norm.
Proof. Clearly, S(v θ ) = a θ (v θ is the "central point" of θ) and ϕ θ q ≈ |θ| 1/q . Therefore, using Lemma 2.7, (d) and the regularity of T , we have, for ∆ ∈ T m ,
Quasi-interpolant. We shall utilize the following well-known quasi-interpolant for constructing projectors into spaces of continuous piecewise linear functions:
where f, g := R 2 f g and {φ θ } are duals of {ϕ θ } defined bỹ
withλ ∆,θ the linear polynomial which assumes values
at the other two vertices of ∆ (here N v θ is the valence of v θ ). Evidently,
It is easily seen that the quasi-interpolant Q m satisfies the following:
Other properties will be given in the following.
Proof. It is readily seen that
and ϕ θ η ≤ c|θ| 1/η , where 1/η := 1 − 1/η. Therefore, for every ∆ ∈ T m ,
with c = c(η, N 0 , δ).
Proof. If η ≥ 1, then the estimate follows by Lemma 2.10. Let 0 < η < 1. We use the estimate ϕ θ η ≤ c|θ| 1/η , properties of LR-triangulations ( §2.1), and Lemma 2.7, (b), to obtain
Similarly as in the polynomial case, we say thatS ∈S m is a near best L η -approximation to f on Ω ∆ fromS m with a constant A if
The proof of this lemma is similar to the proof of Lemma 3.2 of [8] (see also Lemma 2.8 above). For completeness, we give it in the appendix ( §4.2).
The quasi-interpolant (defined above) is a simple and useful tool for constructing projectors intoS m with good localization properties. For η > 0 and f ∈ L loc η , let P ∆,η = P ∆,η (f ) be a near best L η (∆)-approximation to f from Π 2 . Note that if η ≥ 1, then P ∆,η (·) can be realized as a linear projector into the space of linear polynomials restricted on ∆. However,
Clearly, S m,η (f ) ∈ S 2 m and S m,η (S) = S for every S ∈ S 2 m . We set
This construction is well-known and is needed when working in L η with 0 < η < 1. Evidently,
The next lemma establishes the good local approximation properties of the operators Q m and T m .
The constants above depend only on η and the parameters of T .
Proof. To show that (2.23) holds, we chooseS ∆ ∈S m for which
where we used that Q m (S ∆ ) =S ∆ on ∆, Lemma 2.11, and the obvious inequality f −
The proof of (2.22) is similar and will be omitted.
Proof. Using (2.1) and simple geometric arguments, one can show that if e is an edge of a descendant of ∆, and e does not emanate from a vertex of ∆, then |e| ≤ (1 − r)diam(∆). By condition (g) on LR-triangulations ( §2.1), at any given level there can be at most 3N 0 edges starting from the vertices of ∆. From conditions (c) and (g), it follows that every edge e is subdivided within less than 2N 0 levels after its first appearance, and by (2.1) each of the pieces of e has length ≤ (1 − r)diam(∆). Combining the above observations, we conclude that after less than 6N 2 0 levels of refinement all edges of descendants of ∆ will have lengths
as m → ∞, where we used that Q m (S ∆ ) =S ∆ on ∆ and Lemma 2.11. Thus (2.25) is proved. The proof of (2.24) is similar.
Slim B-spaces
In this section, we introduce a collection of smoothness spaces (B-spaces) which we later used for characterization of nonlinear n-term Courant element approximation. Throughout the section, we assume that T is an arbitrary locally regular triangulation of R 2 (see §2.1). The B-spaces will depend on T . This dependence may or may not be indicated explicitly.
Definition of slim B-spaces via local approximation. We define the slim B-space
where
, and the q -norm is replaced by the sup-norm if q = ∞. We shall further study only a specific class of slim B-spaces which are exactly the smoothness spaces needed for nonlinear Courant L p -approximation (see §3.2). We assume that 0 < p < ∞ and α > 0, and define τ by the identity 1/τ := α + 1/p. We shall need the slim B-space B 
Remark. In the above definition, the condition f ∈ L p (R 2 ) is not restrictive since B α τ (T ) is embedded in L p (see Theorems 2.15-2.16 below). Its only role is to eliminate a possible component S ∞ of f , which is a piecewise polynomial on infinite triangles ∆ ∞ ∈ T −∞ (see Lemma 2.1). This condition can be replaced, e.g., by the condition: |{x : |f (x)| > s}| < ∞ for each s > 0 (see Theorem 2.15 below). It also can be replaced by the condition f ∈ L τ (R 2 ) as in the definition of B α τ τ (T ) (see (2.26)), which is a little bit restrictive since the spaces
are not embedded into one another. However, this condition is not too restrictive since our approximation tool in §3.2 consists of compactly supported piecewise polynomials and hence all theorems from §3.2 would hold if it is used.
From this, it readily follows that f coincides with a linear polynomial on each ∆ ∞ ∈ T −∞ . Therefore, using that f ∈ L p , we infer that f = 0 a.e. Thus, for a fixed LR-triangulation T , · B α τ (T ) is a norm if τ ≥ 1 and a quasi-norm if τ < 1. In the following "norm" will stand for "norm" or "quasi-norm".
We next introduce other equivalent norms in B α τ (T ) which will enable us to operate more freely with B-spaces. For f ∈ L loc η (R 2 ), η > 0, we define
where we used that 1/τ = α + 1/p. Clearly,
where the infimum is taken over all representations f = θ∈Θ c θ ϕ θ with convergence in L p (∆) for each ∆ ∈ T . (The existence of such representations of f follows by Lemma 2.14.) As will be seen in the proof of Theorem 2.15 below
and hence θ∈Θ |c θ ϕ θ (·)| converges a.e. and unconditionally in L p (R 2 ). Therefore, the order of the terms in the series above is not essential. By Lemma 2.7, it follows that 
In this case, we define {b θ,η (f )} θ∈Θm by t m,η (f ) =:
Evidently, {b θ (·)} and {b θ,η (·)} with η ≥ 1 are linear functionals, while {b θ,η (·)} are nonlinear if 0 < η < 1. We define 
By Lemma 2.9, we have
and, in both cases,
Our next step is to show that the slim B-space
. To do this, we invoke Theorem 3.3, proved later in §3.1, which is however completely independent of this section, and can therefore safely be used.
and unconditionally in L p (R 2 ), and
with c depending only on α, p, η, and the parameters of T .
Remark. Observe that the condition:
for an arbitrary q < ∞.
Proof. Let us consider the case when N Q,η (f ) is defined via the coefficients b θ,η (f ) from (2.33). We introduce the following abbreviated notation:
, by (2.38). Since T is an LR-triangulation, the sequence {Φ m } := {b θ ϕ θ } θ∈Θ satisfies requirements (i)-(ii) of the general embedding Theorem 3.3 below. Therefore, θ∈Θ |b θ ϕ θ (·)| < ∞ a.e. on R 2 and From this and (2.45), it follows that g = f a.e. and hence (2.44) holds. We shall next prove that for every ∆ ∞ ∈ T −∞ (see Lemma 2.1) there exists a unique linear polynomial P ∆∞ such that
Using Lemma 2.7, we have that for any ∆ ∈ T j (j ∈ Z)
Since T is an LR-regular triangulation, if ∆ ⊂ ∆ , ∆ ∈ T k , and ∆ ∈ T j , then |∆| ≤ ρ k−j |∆ |, where 0 < ρ < 1 is the parameter of T from (2.1). Using this and (2.47), we obtain, for
For ∆ ∈ T k , we set P ∆ := T k − k j=−∞ t j pointwise. By (2.42), the series converges absolutely a.e. and, therefore, P ∆ is well-defined. Clearly, P ∆ = T m − m j=−∞ t j for m ≤ k and, hence, by (2.48),
Since all t j 's, j < k, are linear polynomials on ∆ ∈ T k , so is P ∆ . Moreover, P ∆ is the same polynomial for all ∆ ∈ T contained in a fixed ∆ ∞ ∈ T −∞ . Indeed, let ∆ , ∆ ∈ T , ∆ , ∆ ⊂ ∆ ∞ (∆ and ∆ are possibly from different levels). Since ∆ ∞ is an infinite union of nested triangles, there exists ∆ ∈ T such that ∆ , ∆ ⊂ ∆ ⊂ ∆ ∞ . By (2.49),
Hence P ∆ ≡ P ∆ . Similarly, P ∆ ≡ P ∆ . Therefore, there exists a unique linear polynomial P ∆∞ such that (2.46) holds. Combining (2.44) with (2.46), we obtain
Using that j∈Z t j ∈ L p (R 2 ) and the hypothesis of the theorem, we obtain
for each s > 0. Since ∆ ∞ is an infinite triangle or a half plane or R 2 and P ∆∞ is a polynomial, this is only possible whenever P ∆∞ ≡ 0. Thus (2.39) is established.
The proof of the theorem when N Q,η (f ) is defined via the coefficients b θ,η (f ) := b θ (f ) from (2.32) is the same and will be omitted. T ) , N S,η (f ) (0 < η < p), N Φ (f ), and N Q,η (f ) (0 < η < p), defined in (2.27)-(2.29) and (2.35) are equivalent with constants of equivalence depending only on p, α, η, and the parameters of T .
Proof. By (2.30), (2.38), and Theorem 2.15, it follows that
(2.51)
Clearly, if ∆ ∈ T m and ∆ is the (unique) parent of ∆ in T m−1 , we have
where we used (2.23). A similar estimate holds for q m (f ) Lη(∆) , using (2.22). These imply
We next prove that if
By Hölder's inequality, it follows that
Thus it suffices to prove (2.53) only for τ < µ < p. Suppose f ∈ L p and N Φ (f ) < ∞. Let f = θ∈Θ c θ ϕ θ be an arbitrary representation of f , where the convergence is in L p (∆) for every ∆. Recall that
Using the above properties of S ∆ (g) µ and Theorem 3.3 with
∆ , see (2.10)), we obtain
where for the latter inequality we used that ϕ θ q ≈ |θ| 1/q , 0 < q ≤ ∞. Substituting the above estimate in (2.54), we get
where we once switched the order of summation. By condition (g) on LR-triangulations ( §2.1), we have, for θ ∈ Θ j ,
and by (2.1)
∆ with ∆ ∈ T m−j and θ ∈ Θ m . Hence, for θ ∈ Θ,
where we used that ρ < 1 and µ < p. Finally, combining (2.56) with (2.55), we obtain
which implies (2.53). Evidently, (2.51)-(2.53) imply the theorem.
Remark. The following simple example shows that, in general, Theorem 2.16 is not valid for η ≥ p. Let f := ϕ θ for some θ ∈ Θ. It is not hard to see that
Skinny B-spaces
In this section, we define a second family of B-spaces which we shall use in §3.3 for the characterization of nonlinear (discontinuous) piecewise polynomial approximation generated by nested triangulations. Throughout this section, we assume that T is an arbitrary weak locally regular triangulation of R 2 (see §2.1). We define the skinny B-space
where ω k (f, ∆) p is the local modulus of smoothness of f , defined in (2.8).
As for the slim B-spaces, we shall explore in more details only the skinny B-spaces that are needed in nonlinear piecewise polynomial L p -approximation. Suppose 0 < p < ∞, α > 0, k ≥ 1, and let 1/τ := α + 1/p. We shall need the skinny B-space B αk τ (T ), which is a slight modification of B αk τ τ (T ) from above, and is defined as the set of all f ∈ L p (R 2 ) (in place of f ∈ L τ (R 2 )) such that
Whitney's estimate (Lemma 2.6) implies
From this, it readily follows that f = 1 ∆∞ · P ∆∞ (P ∆∞ ∈ Π k ) on each ∆ ∞ ∈ T −∞ . Therefore, using that f ∈ L p , we infer that f = 0 a.e. Thus, · B αk τ (T ) is a norm if τ ≥ 1 and a quasi-norm if τ < 1. Remark. The only difference between skinny B-spaces and slim B-spaces is that the local approximation from continuous piecewise linear functions on sets Ω ∆ , ∆ ∈ T , is replaced by local polynomial approximation on triangles from T . The key is that the triangles from T form a tree with respect to the inclusion relation, while the sets Ω ∆ , ∆ ∈ T do not form a tree; they overlap more significantly. This fact allows for developing the theory of the skinny B-spaces and their application to nonlinear (discontinuous) piecewise approximation (see §3.3) under less restrictive conditions on the triangulations, namely, for weak locally regular triangulations.
Next, we introduce two other equivalent "norms" in
where we used that 1/τ = α + 1/p. Clearly, N ω,τ (f, T ) = f B αk τ (T ) . For each ∆ ∈ T and η > 0, we let P ∆,η (f ) be a near best L η (∆)-approximation to f from Π k with a constant A which is the same for all ∆ ∈ T (see (2.16)). Note that if η ≥ 1, then P ∆,η (f ) can be realized as a linear projector into the space of polynomials of degree
and set p ∆,η (f ) := 1 ∆ · p m,η (f ) for ∆ ∈ T m . We define
Using Lemma 2.7, we obtain
The following embedding theorem is pivotal for our theory of nonlinear piecewise polynomial approximation.
Theorem 2.17. If |{x : |f (x)| > s}| < ∞ for each s > 0 and
and unconditionally in L p , and
with c depending only on α, k, p, η, and the parameters of T .
Proof. Since T is a WLR-triangulation, the sequence {Φ m } := {p ∆,η (f )} ∆∈T satisfies requirements (i)-(ii) of Theorem 3.3 below. Therefore,
From this, similarly as in the proof of Theorem 2.15, it follows that for every ∆ ∞ ∈ T −∞ (see Lemma 2.1) there exists a polynomial P ∆∞ ∈ Π k such that
Using that |{x : |f (x)| > s}| < ∞ for s > 0 and (2.66), we infer P ∆∞ ≡ 0 and the theorem follows. We next give the equivalence of the skinny B-norms introduced above.
Theorem 2.18. For each f ∈ B αk τ (T ), the norms f B αk τ (T ) , N ω,η (f, T ) (0 < η < p), and N P,η (f, T ) (0 < η < p) are equivalent with constants of equivalence depending only on α, k, p, η, and the parameters of T .
Proof. The proof of this theorem is similar to (but easier than) the one of Theorem 2.16 and will be omitted. The difference is that the role of S ∆ (f ) µ is now played by ω k (f, ∆) µ . See also the proof of Theorem 2.20 below.
Remark. The following simple example shows that, in general, N ω,η (f, T ) is not equivalent to f B αk τ (T ) if η ≥ p. Let f := 1 ∆ for some ∆ ∈ T . It is easily seen that f B αk
Fat B-spaces: The link to Besov spaces
Throughout this section, we assume that T is an arbitrary strong locally regular triangulation of R 2 ( §2.1). We define the fat B-space
where Ω ∆ is defined in (2.9). As in the previous sections, we shall focus our attention only on the scale of fat B-spaces which naturally occur in nonlinear approximation, namely, the spaces B αk τ (T ), where α > 0, k ≥ 1, 0 < p < ∞, and 1/τ := α+1/p. We define the space B αk τ (T ) as the set of all functions f ∈ L p (R 2 ) such that
which is a modification of the space B αk τ τ (T ) from above. By Whitney's inequality (Lemma 2.6), we have
, where
Note that the use of Ω ∆ in the definition of f B αk τ (T ) is not crucial. It is almost obvious that, for instance,
It is critical, however, that the neighboring sets in the collections {Ω ∆ } ∆∈T or {θ} θ∈Θ overlap significantly. This makes the difference between the fat and skinny B-norms. Clearly, for f ∈ L τ (R 2 ) and ∆ ∈ T , we have the inequalities and
.
We next introduce another norm in
To prove the equivalence of f B αk τ (T ) and N ω,η (f, T ) for 0 < η < p, we need to introduce one more norm in B αk τ (T ). For every ∆ ∈ T , we let P ∆,η (f ) be a near best L η -approximation to f on Ω ∆ from Π k with a constant A which is the same for all Ω ∆ , ∆ ∈ T (see (2.16)). We define
The new norm is defined by
Clearly, since T is an SLR-triangulation,
, and N π,η (f, T ) (0 < η < p), defined in (2.67)-(2.69) are equivalent with constants of equivalence depending only on α, p, k, η, and the parameters of T .
Proof. Using Hölder's inequality and the properties of the SLR-triangulations, we readily obtain
As we pointed out earlier, N ω,τ (f, T ) = f B αk τ (T ) . Therefore, it suffices to show that
From the definition of P ∆,η (f ) and π ∆,η (f ), it follows that for any ∆ ∈ T m
Substituting this estimate in the definition of N π,η (f, T ) in (2.69), we easily obtain
We next prove that if N π,η (f, T ) < ∞, η > 0, then
Evidently, (2.70)-(2.72) yield the theorem.
We introduce the following abbreviated notation: P ∆ := P ∆,η (f ), P m := P m,η (f ), and
We also set ρ m := P m+1 − P m and
Evidently, ρ ∆ p ≤ π ∆ p , and, hence,
It is readily seen that the sequence {Φ m } := {ρ ∆ } ∆∈T satisfies conditions (i)-(ii) of Theorem 3.3. Therefore, ∆∈T |ρ ∆ (·)| < ∞ a.e. on R 2 , and
On the other hand, since f ∈ L loc η (R 2 ), f − P m Lη(∆) → 0 as m → ∞ for every ∆ ∈ T . Exactly as in the proof of Theorem 2.15, it follows that f − P m+1 ∈ L p (R 2 ) and
and unconditionally in L p (R 2 ). Now, fix ∆ ∈ T n , n ∈ Z. Since P ∆ is a polynomial of degree < k on Ω ∆ , we have
Using (2.75), (2.74), and Theorem 3.3 with {Φ m } := {ρ ∆ : ∆ ∈ T , ∆ ⊂ Ω ∆ }, we obtain
where we used Lemma 2.7 and the properties of the SLR-triangulations. Substituting the above estimate in the definition of N ω,µ (f, T ), we proceed as in the proof of Theorem 2.16, to obtain (2.72).
Comparison of regular B-spaces with Besov spaces. The
with the L q -norm replaced by the sup-norm if q = ∞, where k := [s] + 1 and
It is well-known that if k in (2.76) is replaced by any other integer > s, then the resulting space would be the same with an equivalent norm. However, the situation is different when p < 1 (see [P1] ). For this reason we introduce k as an independent parameter of the Besov spaces in the next definition. In this article, we are interested in nonlinear piecewise polynomial (spline) approximation in L p (R 2 ) (0 < p < ∞). The Besov spaces B 
Notice that the B-spaces and Besov spaces are normalized differently with respect to the smoothness parameter. Thus, e.g., the fat B-space B αk τ (T ) corresponds to the Besov space
From the properties of ω k (f, t) τ , it readily follows that
Next, we give an equivalent norm for the Besov space B 
with constants of equivalence depending only on p, α, and k.
Proof. This lemma is well-known and fairly easy to prove. Its proof hinges on the following equivalence: Proof. The proof of this obvious lemma will be omitted.
Exactly as in the case of B-spaces, we introduce the following norm in the Besov space B 2α,k τ (L τ ):
which in integral form gives
where B t (x) := {y ∈ R 2 : y − x 2 ≤ t} or B t (x) := {y ∈ R 2 : y − x ∞ ≤ t}. 
Remark. This result is (in essence) well-known, see [15] and the references therein. The equivalence of N η (·) and · B 2α,k τ (Lτ ) clearly shows the intimate relation of B-spaces with Besov spaces.
Our last goal in this section is to find the range for the smoothness parameter α, where the Besov B with constants of equivalence depending only on p, α and β = β(T * ). This equivalence is no longer true if α ≥ 1 + 1/p. Moreover, for every θ ∈ Θ(T * ) and α ≥ 1 + 1/p, we have
with constants of equivalence depending only on k, p, α and β = β(T * ). This equivalence is no longer true if α ≥ 1/p. Moreover, for every ∆ ∈ T * and α ≥ 1/p, we have
Proof. (a) From Theorems 2.19 and 2.22, we have 
where Θ := Θ(T * ). Denote Ξ j := {θ ∈ Θ : 2 −2j ≤ |θ| < 2 −2(j−1) }. Since T * is regular, straightforward calculations show that, for each θ ∈ Θ,
and hence, for θ ∈ Ξ j and t > 0,
where we used that 1/τ = α + 1/p. Denote
From (2.88)-(2.89), we derive that for any fixed m ∈ Z
and
Let λ := min{τ, 1}. Then, using (2.90)-(2.91), we have
Substituting this in (2.78), we obtain
where we used that 2ατ − τ − 1 = τ (α − 1 − 1/p) since 1/τ = α + 1/p. To estimate the above sums, we use the well-known discrete Hardy inequalities. Namely, we apply, e.g., the inequality from Lemma 3.10 of [PP] to estimate the first sum and Lemma 3.4 from [DL] to the second sum. We obtain
which completes the proof of (2.85). Using (2.88), we obtain
which is equivalent to α ≥ 1 + 1/p, using that 1/τ = α + 1/p. It is easily seen that ϕ θ B α τ (T * ) ≈ ϕ θ p , which follows from the Bernstein inequality in Theorem 3.7 as well.
(b) Simple calculations show that ω k (1 ∆ , t) τ τ ≈ min{|∆| 1/2 t, |∆|} for ∆ ∈ T * and t > 0. The rest of the proof is similar to the proof of part (a) and will be omitted.
Comparison between B-spaces over different triangulations and Besov spaces. Suppose T is an arbitrary strong locally regular triangulation of R 2 ( §2.1) and 0 < p < ∞.
It can be proved that there exists α 0 = α 0 (p, β, M 0 ) > 0 such that if 0 < α < α 0 and f ∈ B α τ (T ) with 1/τ := α + 1/p, then
We leave the proof of this result for elsewhere since it is much longer and more involved than the proof of Theorem 2.25. Thus the fat B-norm f B α2 τ (T ) is equivalent to the slim B-norm f B α τ (T ) for some relatively small range 0 < α < α 0 and becomes much larger when α ≥ α 0 . The relationship between fat and skinny B-spaces is quite similar. We skip the details.
It is essential for our theory that the Courant elements ϕ θ , θ ∈ Θ(T ), have infinite smoothness (smoothness of order α > 0 for every α) in the slim B-space scale B α τ (T ). At the same time each ϕ θ has limited smoothness α < α 0 in the corresponding fat B-space scale.
If one compares a B α τ -space over an arbitrary triangulation with the corresponding Besov space B 2α,k τ (L τ ) (or two B-spaces over different triangulations with each other), then everything changes dramatically. As was shown in §2.1, there exist strong locally regular triangulations with extremely skinny Courant elements which cause problems to Besov spaces. More precisely, let ϕ θ be the Courant element associated with a cell θ ∈ Θ which is convex, has length l > 0 and width εl with 0 < ε < 1. Simple calculations show that ω 2 (ϕ θ , t) can be defined and utilized similarly as in the two-dimensional case. We do not consider them in the present article simply to avoid some complications that are unnecessary at this point. Of course, the B-spaces can be defined in the univariate case as well. However, it can be shown that the univariate slim, skinny, and fat B-spaces do not give anything better than the corresponding Besov spaces if 0 < p < ∞ and, therefore, are useless. The point is that in the univariate case the Bernstein inequality holds with no restrictions on α > 0 (see [P1] ). In the case of p = ∞, however, the B-spaces are different from the corresponding Besov spaces.
Nonlinear piecewise polynomial approximation
In this section, we give our main results for nonlinear n-term approximation in L p (R 2 ) (0 < p < ∞) from: (a) Courant elements generated by LR-triangulations and (b) discontinuous piecewise polynomials over WLR-triangulations.
Nonlinear n-term approximation: General principles
We begin with a brief description of the general principles that will be guiding us in developing the theory of nonlinear n-term approximation by piecewise polynomials.
Let X be a normed or quasi-normed function space, where the approximation will take place (in this article, X = L p (R 2 ), 0 < p < ∞). Suppose Φ = {ϕ θ } θ∈Θ is a collection of elements in X which is, in general, redundant, and we are interested in nonlinear n-term approximation from Φ. We let Σ n denote the nonlinear set of all function S of the form
where Λ n ⊂ Θ, #Λ n ≤ n, and Λ n varies with S. The error of n-term approximation to f ∈ X from Φ is defined by
Our main objective in this article is to describe the spaces of functions of given rates of n-term approximation. More precisely, we want to characterize the approximation space A
with the q -norm replaced by the sup-norm if q = ∞. Thus A γ ∞ is the set of all f ∈ X such that σ n (f ) ≤ cn −γ . To achieve our goals, we shall use the machinery of Jackson and Bernstein estimates plus interpolation spaces. Suppose B ⊂ X is a smoothness space with a (quasi-)norm · B , satisfying the λ-triangle inequality:
with 0 < λ ≤ 1 (in our case, B will be some B-space), and let Φ ⊂ B. The K-functional is defined by
The interpolation space (X, B) µ,q (real method of interpolation) is defined as the set of all f ∈ X such that
where the q -norm is replaced by the sup-norm if q = ∞ (see, e.g., [3, 4] ). The well-known machinery of Jackson and Bernstein estimates allows to characterize the rates of n-term approximation from Φ: 
(b) Suppose the following Bernstein inequality holds: There is α > 0 such that
Proof. For the proof of this theorem see, e.g., [13] .
An immediate consequence of Theorem 3.1 is that if the Jackson and Bernstein inequalities ( General embedding theorem and Jackson estimate for nonlinear n-term approximation.
satisfies the following additional properties when 1 < p < ∞ :
(ii) If x ∈ E m , then
where the summation is over all indices j for which E j satisfies the indicated conditions. Denote (formally) f := m Φ m and assume that for some 0 < τ < p
where c = c(α, p, c 1 ). Furthermore, if 1 ≤ p < ∞, condition (3.6) can be replaced by the weaker condition 
The proof of this inequality is given in the appendix ( §4.2). Applying (3.11) with x j := Φ * j p , we obtain
which proves Theorem 3.4 in Case I. Case II: 1 ≤ p < ∞. We need the following lemma:
Lemma 3.5. Let F := j∈Jn |Φ j |, where #J n ≤ n, and Φ j p ≤ L for j ∈ J n . Then
with c = c(p, c 1 ).
Proof. Let 1 < p < ∞ (the case p = 1 is trivial). Using property (i) of the sequence {Φ m }, we have
We define E := j∈Jn E j and E(x) := min{|E j | : j ∈ J n and E j x} for x ∈ E. Property (ii) yields j∈Jn
−µ N (f )} and hence, using (3.6) or (3.8), we derive
We denote M := µ≤m #Ξ µ . By (3.12), M ≤ 2 mτ . Let F µ := j∈Ξµ |Φ j |. Using Lemma 3.5 and (3.13), we obtain
This estimate readily implies (3.10). Evidently, (3.7) is also contained in the above result (take S M := 0). This completes the proofs of Theorems 3.3 and 3.4.
As will be seen in §3.2 and §3.3, Theorem 3.4 easily gives the needed Jackson estimates for piecewise polynomial approximation (see Theorems 3.6 and 3.10). However, there is no simple recipe for proving Bernstein estimates (see §4.1).
Nonlinear n-term Courant element approximation
In this section, we assume that T is a locally regular triangulation of R 2 . We denote by Φ T the collection of all Courant elements ϕ θ generated by T (see §2.1). Notice that Φ T is not a basis; Φ T is redundant. We consider the nonlinear n-term approximation in L p (R 2 ) (0 < p < ∞) from Φ T . Our main goal is to characterize the approximation spaces generated by this approximation. We letΣ n (T ) denote the nonlinear set consisting of all continuous piecewise linear functions S of the form
where Λ n ⊂ Θ(T ), #Λ n ≤ n, and Λ n may vary with S. We denote byσ n (f, T ) p the error of
Throughout this section, we assume that 0 < p < ∞, α > 0, and 1/τ := α + 1/p, and denote by B α τ (T ) the slim B-space introduced in §2.3. We next prove a pair of companion Jackson and Bernstein estimates. 
(3.14)
with c depending only on α, p, and the parameters of T .
Remark. Estimate (3.14) remains valid if f B α τ (T ) is replaced by { b θ ϕ θ p } w τ with {b θ } from (2.32) or (2.33) as in the definition of N Q,τ (f ) (see (2.34)), where · w τ is the weak τ -norm defined in (3.9).
Proof. By Theorem 2.15, it follows that
where {b θ } are from (2.32) or (2.33). We use Theorem 3.4, (2.38), and Theorem 2.16 to obtainσ
The proof of this theorem is more involved than the one of Theorem 3.6. We shall give it in the appendix ( §4.1).
We denote byÃ 
with equivalent norms.
"Algorithm" for nonlinear n-term Courant element approximation. One of our primary motivations for this work was the development of methods for n-term Courant element approximation which capture the rates of the best approximation. The proofs of Theorems 3.3 and 3.6 suggest the following approximation scheme, where we assume that f ∈ L p (R 2 ), 1 < p < ∞, and T is a fixed LR-triangulation of R 2 : Step 1. We use the operators q m (f ) := q m (f, T ) induced by the quasi-interpolant (see (2.31)) to find the following decomposition of f :
where {b θ (f )} are defined by (2.32) and the identity was established by Theorem 2.15.
Step 2. We order the terms
Then we define the n-term approximant bỹ
This procedure becomes practically feasible in the setting of approximation of functions defined on compact polygonal domains.
By Theorem 3.4, it follows that These results imply that the above algorithm achieves the rates of the best n-term Courant element approximation. We shall further elaborate on this in a forthcoming article.
n-term approximation from the library {Φ T }. We denote byσ n (f ) p the error of n-term approximation to f ∈ L p (R 2 ) from the best Courant element collection, i.e.,
where the infimum is taken over all LR-triangulations T with some fixed parameters M 0 , N 0 , r, ρ, and δ. The following result is immediate from Theorem 3.6.
Theorem 3.9. Suppose inf T f B α τ (T ) < ∞, where the infimum is taken over all LRtriangulations with some fixed parameters M 0 , N 0 , r, ρ, and δ, and let f ∈ L p (R 2 ). Theñ
, where c depends on α, p, and the parameters M 0 , N 0 , r, ρ, δ.
It is an open problem to characterize the rates of approximation generated by {σ n (f ) p }. The difficulty stems from the highly nonlinear structure of approximation from the library {Φ T } T .
Nonlinear approximation from (discontinuous) piecewise polynomials
In this section, we assume that T is a weak locally regular triangulation of R 2 ( §2.1). We denote by Σ k n (T ), k ≥ 1, the nonlinear set of all n-term piecewise polynomial function of the form
where P ∆ ∈ Π k , Λ n ⊂ T , #Λ n ≤ n, and Λ n may vary with S. We denote by
We want to characterize the approximation spaces generated by σ n (f, T ) p . To this end we shall proceed according to the recipe from §3.1. We shall first prove Jackson and Bernstein estimates. Throughout the rest of the section, we assume that 0 < p < ∞, k ≥ 1, α > 0, and 1/τ = α + 1/p. Recall that B 
with c depending only on p, α, k, and the parameters of T .
Remark. The conclusion of Theorem 3.10 remains valid if f B αk τ (T ) is replaced by the weak τ -norm {p ∆,η (f )} ∆∈T w τ of the sequence {p ∆,η (f )} ∆∈T , 0 < η < p, defined in (2.61) (see also (3.9) for the definition of · w τ ).
Proof. By Theorem 2.17, we have f = ∆∈T p ∆ absolutely a.e. on R 2 and
1/τ , where p ∆ := p ∆,η (f ) (0 < η < p) are from (2.61). Evidently, the sequence {Φ j } := {p ∆ } ∆∈T satisfies the requirements of Theorem 3.3 and, therefore,
We shall give the proof of this theorem together with the proof of Theorem 3.7 in the appendix ( §4.1). Now, we denote by A γ q := A γ q (L p , T ) the approximation space generated by {σ n (f, T ) p } (see (3.1)). The following characterization of the approximation spaces A γ q follows by Theorems 3.10 and 3.11 (see Theorems 3.1 and 3.2):
Similarly as in the previous section, we set
where the infimum is taken over all WLR-triangulations T with some fixed parameters r and ρ. The following result is immediate from Theorem 3.10.
Conclusions and open problems
We bring forward again the fundamental question of how to measure the smoothness of the functions. There is a close connection between sparsity of representation and smoothness of functions that we also wish to discuss here. As we mentioned in the Introduction, we believe that in highly nonlinear approximation as well as in some other nonlinear problems the smoothness of the functions should not be measured using a single space scale (like Besov spaces) but by a family (library) of suitable space scales. To explain this concept more precisely we return to n-term Courant element approximation considered in §3.2. For this type of approximation, a function f should naturally be considered of smoothness order α > 0 if inf T f B α τ (T ) < ∞, which means that there exists an LR-triangulation T f such that
It is an open problem to develop effective procedures that: (a) determine (or estimate) the maximal smoothness α of a given function f and (b) for a given function f , find an LR-triangulation
. Another related open problem is to determine whether for each function f ∈ L p there exists a single LR-triangulation T f such that the n-term L p -approximation of f from the library {Φ T } can be characterized using the B-spaces B α τ (T f ). An important issue for discussion is the smoothness of the approximating tool Φ T := {ϕ θ } θ∈Θ(T ) . Clearly, in nonlinear approximation, there is no saturation, which means that the corresponding approximation spaces A γ q are nontrivial for all 0 < γ < ∞. Therefore, the smoothness spaces to be used should naturally be designed so that the basis functions {ϕ θ } are infinitely smooth. This was one of the guiding principles to us in constructing the B-spaces. For instance, the Courant elements {ϕ θ } θ∈Θ(T ) are infinitely smooth with respect to the B α τ (T ) space scale, namely, ϕ θ B α τ (T ) ≤ c ϕ θ p for 0 < α < ∞ (see §2.3). This makes it possible that our direct, inverse, and characterization theorems impose no restrictions on the rate of approximation 0 < α < ∞ (see §3.2-3.3). Also, this explains the complete success of Besov spaces in the univariate nonlinear piecewise polynomial (spline) approximation in L p (p < ∞). The important fact is that, any univariate piecewise polynomial (with finitely many pieces) is infinitely smooth with respect to the corresponding Besov spaces. More precisely, for univariate discontinuous piecewise polynomials, the Bernstein inequality holds without any restriction on the smoothness parameter α (0 < α < ∞) if p < ∞ (see Theorem 2.2 from [11] ). In dimensions d > 1, however, the situation is totally different. Even for nonlinear approximation from regular piecewise polynomials (piecewise polynomials generated by regular triangulations, in our terms), the Besov spaces are not exactly the right smoothness spaces. Namely, the Besov spaces coincide with the right smoothness spaces only for some range of the smoothness parameter α. For instance, for nonlinear n-term L papproximation from Courant elements generated by a regular triangulation of R 2 , the Besov spaces B 2α,2 τ (L τ ), 1/τ := α + 1/p, 0 < p < ∞, are the right spaces only for 0 < α < 1 + 1/p. In the case of discontinuous piecewise polynomial approximation, the range is 0 < α < 1/p (see §2.5). For the same reason, the fat B-spaces ( §2.5) are not exactly the right spaces for characterization of n-term Courant element approximation over general triangulations.
In nonlinear n-term approximation, it is natural to work with bases. Except for the simplest case of n-term piecewise constant approximation (see the end of §3.3), we are not aware of good (unconditional) bases for L p (R 2 ) (1 < p < ∞) and the B-spaces over general triangulations. However, as was shown in the previous sections there are equally powerful means to tackle the problems. Namely, using simple projectors into subspaces of piecewise polynomials, one can get sufficiently spars representations of the functions, which allow to capture the rates of the best nonlinear n-term spline approximation. It is an open problem to construct good bases consisting of continuous or smooth compactly supported piecewise polynomials (or other functions) over general triangulations. Methods and algorithms for piecewise polynomial approximation are in demand. This was one of the primary motivations for this work.
Appendix

Appendix 1: Proof of the Bernstein estimates
In this subsection, we prove Theorems 3.7 and 3.11. We recall our assumptions: 0 < p < ∞, α > 0, and τ := (α + 1/p) −1 . Tree structure in T generated by Λ ⊂ T . Suppose T is a multilevel triangulation (WLR or better), and let Λ ⊂ T and #Λ < ∞. The set Λ induces a tree structure in T that we want to bring forward here and utilize in the proof later on. We shall use the parent-child relation in T induced by the inclusion relation: Each triangle ∆ ∈ T m has (contains) ≤ M 0 children in T m+1 and has a single parent in T m−1 .
Let Γ 0 be the set of all ∆ ∈ T such that ∆ ⊃ ∆ for some ∆ ∈ Λ. We denote by Γ b the set of all branching triangles in Γ 0 (triangles with more than one child in Γ 0 ) and by Γ b the set of all children in T of branching triangles (each of them may or may not belong to Γ 0 ). Now, we extend Γ 0 to Γ := Γ 0 ∪ Γ b . We also extend Λ toΛ := Λ ∪ Γ b ∪ Γ b . In addition, we introduce the following subsets of Γ: Γ f the set of all final triangles in Γ (triangles in Γ containing no other triangles in Γ) and Γ ch := Γ \Λ the set of all chain triangles. Note that each triangle ∆ ∈ Γ ch has exactly one child in Γ. Since the final triangles in Γ 0 belong to Λ, then #Γ b ≤ #Λ and hence #Γ b ≤ M 0 #Γ b ≤ c#Λ, #Γ f ≤ #Λ + #Γ b ≤ c#Λ, and #Λ ≤ #Λ + #Γ b + #Γ b ≤ c#Λ. Note that #Γ ch can be uncontrolably larger than #Λ.
We next introduce chains in Γ ch . By definition λ = {∆ 1 , . . . , ∆ } ⊂ Γ ch ( ≥ 1) is a finite chain in Γ ch if ∆ λ ⊃ ∆ 1 ⊃ · · · ⊃ ∆ ⊃ ∆ λ for some ∆ λ , ∆ λ ∈Λ, ∆ 1 is a child of ∆ λ , ∆ j is a child of ∆ j−1 , j = 2, . . . , , and ∆ λ is a child of ∆ . Notice that ∆ λ / ∈ Γ b and hence ∆ 1 is the only child of ∆ λ in Γ. We let L denote the set of all finite chains in Γ ch . Also, by definition λ = {. . . , ∆ −2 , ∆ −1 } ⊂ Γ ch is an infinite chain in Γ ch if we have · · · ⊃ ∆ −2 ⊃ ∆ −1 ⊃ ∆ λ for some ∆ λ ∈Λ, ∆ j is a child of ∆ j−1 , j = −1, −2, . . ., and ∆ λ is a child of ∆ −1 . We let L ∞ denote the set of all infinite chains in Γ ch . Clearly, L ∪ L ∞ consists of disjoint chains of triangles, Γ ch = λ∈L∪L ∞ λ, and #(L ∪ L ∞ ) ≤ #Λ. Finally, we use the above sets to introduce rings generated byΛ. First, for each ∆ ∈ Γ \ (Γ b ∪ Γ f ), we denote by∆ (∆ = ∆) the unique largest triangle fromΛ contained in ∆. We associate with each ∆ ∈ Γ \ (Γ b ∪ Γ f ) a ring K ∆ defined by K ∆ := ∆ \∆. Also, we define K ∆ := ∆ if ∆ ∈ Γ f and K ∆ := ∅ if ∆ ∈ Γ b ∪ (T \ Γ). Notice that if ∆ ∈ λ for some λ ∈ L ∪ L ∞ , then∆ = ∆ λ . It is readily seen that K Proof. We adopt all necessary notation from "Tree structure in T generated by Λ ⊂ T " developed above with T and Λ from the hypotheses of the lemma. We may assume that
It is an important observation that S is a polynomial of degree < k on each ring K ∆ = ∆\∆. Hence, using Lemma 2.7,
We shall also need the obvious estimate (see (2.1)): where we once switched the order of summation and applied Hölder's inequality.
Proof of Theorem 3.7. Let S ∈Σ n (T ) with T an LR-triangulation and suppose that S =: θ∈M c θ ϕ θ , where M ⊂ Θ(T ) and #M ≤ n. Let Λ be the set of all triangles ∆ ∈ T which are involved in all θ ∈ M. Then S = ∆∈Λ S ∆ , where S ∆ =: 1 ∆ · P ∆ , P ∆ ∈ Π 2 .
Evidently, #Λ ≤ N 0 #M ≤ cn. For the rest of the proof, we adopt all the notation from "Tree structure in T generated by Λ ⊂ T ", given in the beginning of this section, with T and Λ from the above. In addition, we denote We shall also use the obvious inequality S ∆ (S) τ ≤ S Lτ (Ω ∆ ) . Next, we estimate S where we applied Lemma 4.1 to S with Λ replaced by X * * which is legitimate since X * * ⊃ Λ and hence S has the required representation.
(ii) Let ∆ ∈ T m \ X * m . Then Ω ∆ =:
n ∆ j=1 ∆ j for some ∆ j ∈ (Γ ch ∩ T m ) ∪ (T m \ Γ), j = 1, . . . , n ∆ , with n ∆ ≤ 3N 0 . We have, using (4.5), For the last inequality in (4.8) we used that
where we applied Lemma 2.7 and used that S| K ∆ j = P ∆ j | K ∆ j . From 
If λ ∈ L ∞ and ∆ ∈ λ, then S| K ∆ = 0 and hence S Lp(K ∆ ) = 0. 
