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1．まえがき
近年，単純な能力を持つエージェントを複数組み合わせ，エージェントの協調行動によって複雑な問題を
解くマルチエージェントシステム(MultiAgentSystem：MAS)が注目されている．ＭＡＳの標準問題とし
て注目されているのがRoboCupサッカーである．
RoboCupサッカーは,“西暦2050年までに，サッカーの世界チャンピオンに勝てる，自律型ロボツトチー
ムを作る”という目標を掲げたランドマークプロジェクトである．サッカーはエージェント個人の能力だ
けでは勝つことができず，味方と協調することが重要となる．また，敵エージェントとの競合も問題となっ
ておりマルチエージェント環境である．しかし，RoboCupサッカーのようなＭＡＳを設計する際，環境に
存在する他のエージェントとの相互作用を考慮しながら設計しなければならず;予め設計者が全ての環境を
想定し，プログラム化することは非常に困難である．そこで，エージェントが自ら環境を認識し，環境と相
互作用しながら行動を獲得する強化学習(ReinfOrcementLeaming)['１などが注目されている．
本論文では，RoboCupサッカーのシミュレーションリーグを対象とし，強化学習を有するRoboCupサッ
カーエージェントの有効性を検討する．
本論文の構成は，２章をRoboCupサッカーについての概要，３．章を強化学習の概要，４．章を強化学習の
適用の詳細と問題設定，５．章を実験結果と考察とし，最後にむすびとする．
zRoboCupサッカー
RoboCupサッカーとは，１９９０年代前半に日本の研究者によって提唱されたランドマークプロジェクトで
ある[21．RoboCupサッカーの目的は，“西暦２０５０年までに，サッカーの世界チャンピオンに勝てる，自律
型ロボットチームを作る，，という目標を掲げ，その達成過程で作り出される様々な技術を，社会的・産業的
に重要な分野に応用することである．
RoboCupサッカーには，以下に示す５種類のリーグが存在する．
・小型ロボットリーグ
卓球台ほどの大きさのフィールドで，直径18ｃｍ以内のロボット５台１チームで規定されたオレンジ
色のゴルフボールを使って対戦するリーグである
・中型ロボットリーグ
直径50ｃｍ以内のロボットが，卓球台９枚ほどの大きさのフィールドで，オレンジ色のボールを追う
競技である．
・四足ロボットリーグ
ソニーのＡＩＢＯをプラットフォームとして使った４台１チームのサツカーリーグである．共通のプ
ラットフォームを採用しているため，各チームのロボットプログラミングによって試合の勝敗が左右
される．
・ヒューマノイドロボットリーグ
このリーグは2002年大会から正式種目となった自律型２足歩行ロボットによるリーグである.「歩く」，
「ボールを蹴る」といった基本動作を試す競技や，独自の機能を披露する「フリースタイル」競技や，
２対２での対戦が行われる．
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・シミュレーションリーグ
ロボットの実機を使うことなく，コンピュータ上の仮想フィールドで，プログラミングされた11対
１１のバーチャルロボットが５分ハーフのサッカーを行うリーグである．各リーグの中で一番最初に提
唱され，最も洗練された動きをする．
本論文では，５種類のリーグの中でサッカーの技術面のみに集中できるシミュレーションリーグを対象とす
る．RoboCupサッカーシミュレーションリーグは，マルチエージェントシステムにおける協調行動のほか，
・変化する環境において決められた時間単位に次の動作計画を行う実時間処理
。一部分，誤差を含んだ入力情報で処理を行う不完全情報処理
・これらを実現するプログラムアーキテクチャ
などの研究分野のテーマを含んでいる[31[41.
3．強化学習
強化学習は最適な行動を人間が学習主体(エージェント)に教えるのではなく，エージェント自身が環境
との試行錯誤を通して得た行動の結果から，自律的に意思決定の方策をより良いものへと構築していく学
習手法である．目的を達成した際にスカラー値の報酬を与える事によってのみ学習を行う．しかし報酬には
ノイズや遅れがある．そのため，行動を実行した直後の報酬をみるだけでは，学習主体はその行動が正し
かったかどうかを判断できないという困難を伴う．強化学習が注目を集めている理由は以下の２つである．
不確実性のある環境
多くの実世界の制御問題では，不確実性の扱いは厄介である．しかし，強化学習はエージェント自身が
環境との試行錯誤を通して学習するので，不確実性を含む環境でも有効に制御することが可能となる．
離散的な状態遷移も含んだ段取り的な制御
設計者が目標状態で報酬を与えるという形で，させたいタスクをエージェントに指示しておけば，ゴー
ルへの到達方法はエージェントの試行錯誤学習によって自動的に獲得される．つまり，設計者が「何をすべ
きか」をエージェントに報酬という形で指示しておけば「どのように実現するか」をエージェントが学習
によって自動的に獲得する枠組である．
3.1強化学習の可能性
強化学習を適用することで，考えられる利点は以下の３つが挙げられる．
制御プログラミングの自動化
環境に不確実性や計測不可能な未知のパラメータが存在すると，タスクの達成方法及び，目標状態への
到達方法は設計者にとって自明でない．よって設計者が予め設計することは非常に困難である．しかし達成
すべき目標を報酬によって明示することは前述に比べ簡単である．そのため，目標達成までのプログラミン
グを強化学習で自動化することで，設計者の負担軽減が期待できる
ハンドコーディングよりも優れた解の検出
強化学習は，試行錯誤を通じて学習するため，人間のエキスパートが得た解よりも優れた解を発見する
可能性がある．特に人間の常識では対処しきれない未知なパラメータが多い場合，強化学習の効果が期待
できる．
自立性と想定外の環境変化への対応
機械故障などの急激な変化など，予め事態を想定しプログラミングしておく事が困難な環境の変化に対
しても自動的に行動を獲得することが期待できる．
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3２強化学習エージェントの構成
強化学習エージェントの構成を図ｌに示す．強化学習エージェントは，状態認識器，学習器，行動選択器
の３つのモジュールから成っている．状態認識器は，現在の状態を認識する．学習器は，各状態での各行
動の重みを蓄えており，状態認識器によって認識した状態での，各行動の重みを行動選択器に渡す．行動選
択器では，その重みにもとづき行動を選択する．行動した結果，環境が目標状態となった時に報酬を与え，
各行動の重みを強化する．
図１強化学習エージェントのモデル図
3.3マルコフ決定過程
多くの場合，エージェントと環境との相互作用は，マルコフ決定過程(MamkovDecisionProcesses：
MDPs)151によってモデル化できる.マルコフ決定過程では,次の状態S',報酬γ,行動α,履歴ａｔ,stハ…,α０，s０，７，
に対し，
Ｂ(sz+,＝s'ハ+,＝γ|ａｔ,st,γ2,…,α0,so,γ,)＝Ｂ(８２+,＝s',γt+,＝γ|ａｔ,st）
が成り立つ．つまりマルコフ決定過程では,「次の状態s'が観測され，かつ報酬γが得られる確率」は直前
の状態と行動のみに依存する．
任意の状態ｓと行動αが与えられたときの，次に遷移可能な状態s'の確率を聡,と定義する．
鴎,＝Ｂ(sz+,＝s''８ｔ＝Ｍｔ＝α）
同様に任意の状態ｓと行動αおよび任意の次状態s'が与えられた時の，次に得られる報酬の期待値をＲ塁，
と表す．
Ｒ塁,＝Ｅ(晩十,|st+,＝s'’８t＝s’＠t＝α）
マルコフ決定過程は，環境が取りうる状態集合Ｓ，エージェントの取りうる行動の集合Ａ，状態遷移確率
蝋,，報酬の期待値Ｒ塁,によって定義される．
3.4強化学習の主な手法
強化学習は主に手法の違いによって「環境同定型学習」，「経験強化型学習」の２種類に分類される[６１．
．環境同定型学習
試行錯誤的に行動を繰り返し，環境を把握することで最適解を導く．しかしなるべく多くの環境状態
を把握する必要があり，環境状態数が増加すると最適解を得るまでに非常に時間がかかり，解を得ら
れないこともある．代表例としてQ-Learningがある．
・経験強化型学習
環境を把握するよりも，いかにして多くの報酬を得るかということを目的とする．毎回の行動に対し
報酬を与えるのではなく，目的達成時に報酬を与え，行動開始から目的達成までの状態行動対に振り
分ける．環境の一部しか把握しないので最適解を得る可能性は低いが，収束が速く穏かな環境変化に
も対応できる．代表例としてProfitSharingがある．
金重徹・片山謙吾・南原英生・成久洋之108
3.5ProfitSharing強化学習
ProfitSharing強化学習は，非ＭＤＰとなるようなマルチエージェント環境において，有用であると期待
されている．また，ProfitShalingは他の強化学習に比べ，学習の立ち上がりが素早く，不完全知覚に対して
も有効であることが示されている[71[81．このことから本論文では，ProfitShamgを学習手法として用いる．
ProfitSharingの合理性定理
ProfitShanngは，報酬を得たときにそれまでに使用された状態行動対（sMLt）をエピソード単位で強
化する手法である．エピソードとは，初期状態あるいは報酬を得た直後から次の報酬までのルールの選択
系列のことである．
次式を用いて重みuﾉ(sMLt)を更新する．ここで，ｕ）(sMLt)はエピソード上のｔ番目の重み，γは報酬値，
ノは強化関数である．
ｕﾉ(st,αz)←u）(sMLt)＋ノ(γ,t）
あるエピソードで，同一の感覚入力（状態）に対して異なるルールが選択されているとき，その間のルール
を迂回系列という．常に迂回系列上にあるルールを無効ルールと呼び，それ以外を有効ルールと呼ぶ．無効
ルールと有効ルールが競合するならば，無効ルールを強化すべきではないと考えられる．そこで本論文で
は，政策の局所的合理性を保証する必要十分条件が証明されている合理性定理にしたがい，無効ルールを
抑制する次の強化関数を使用する[９１．
巾t)=豈叱`-1昨'川jv-」
ここで，Nはエピソードの最大長，Ｓは報酬害Ｉ引率である．なお，報酬割引率はＳ二Ｌ＋ｌとする（Z'は
同一感覚入力下に存在する有効ルールの最大個数である）．
3.6ルーレット選択法
ProfitShamgの学習過程における行動選択法としては，ルーレット選択法が良い性能を示すことが知ら
れている．ルーレット選択法は，ある状態ｓにおいて，各行動の重みu）(Ｍｔ)を全ての行動の重みの合計
Ｅｕ）(Ｍｔ)で割り，確率Ｐ(αtls)を求め，その確率により行動を決定する方法である．
Ｐ(山|s)＝"(Ｍ`)/ｚ"(Ｍ`）
また，ルーレット選択法は，非ＭＤＰ環境における行動選択法として有効である．このような理由から本
論文では行動選択法としてルーレット選択法を使用する．
4．強化学習の適用と実験設定
本章では，本研究での強化学習の構成と実験設定を述べる．
ベースエージェントプログラムは電気通信大学のYbwAI2002のベーシックプログラムとし，本研究で設
計した強化学習を有する２人の味方エージェントに対し，ベースプログラムの敵エージェント（ＤＦ）２人
による２対２の対戦で実験を行う（図２参照)．なお，各エージェントの初期配置は固定とし，ボールの初
期位置は味方エージェントの初期位置とする．
以下に本研究で設計した強化学習エージェントの状態，行動，報酬について述べる．
強化学習の状態
サッカーのフィールドを離散化するために，敵陣ハーフコートを８×８の格子状に分割する．そこで認識
する状態は，自分の位置と他のエージェントを観測した格子の位置とする(図３参照)．
強化学習の行動
本研究では，強化学習を階層的に設計している．図４は，本研究で用いた強化学習の階層構造を示した
ものである．
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図３強化学習の状態実験環境図２
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図４ 強化学習の階層構造図
まず，ボールを所有しているエージェント（PA）について説明する図4(a)は，ＰＡの階層構造を示し
たものである．ＰＡは，ドリブル，ＤＦ突破のパス，シュート，味方へのパス，キープの５種類の行動決定
に関して強化学習を用いる．さらに，行動決定においてドリブルまたは，ＤＦ突破のパスが選択された場合
は，方向決定に関して強化学習を用いる．
次に，ボールを所有していないエージェント（DA）について説明する．図4(b)は，ＤＡの階層構造を示
したものである．ＤＡはポジショニンダＤＦ突破のダッシュの２種類の行動決定に関して，強化学習を用
いる．さらにＰＡと同様に行動決定においてＤＦ突破のダッシュが選択された場合は，方向決定に関して
強化学習を用いる．
強化学習の報酬
行動決定及び，ドリブルの方向決定における報酬は，得点を上げるまでの行動群に与える．ＤＦ突破のパ
スの方向決定における報酬は，パスを味方に渡すことができれば報酬を与え，ＤＦ突破のダッシュの方向決
定における報酬は，ダッシュを行っている間にボールを受け取る事ができれば報酬を与える．
ボールをＤＦに奪われる，もしくはセットプレーになった場合は学習を終了とする．なお，報酬の有無に
関わらずここまでをｌエピソードとする．
5．実験結果と考察
RoboCupサッカーシミュレーションリーグを対象に，強化学習を有するエージェントの有効性を検討す
るために実験を行う．図５は学習回数を１万エピソードとし，強化学習を適用したエージェント及び，ベー
スプログラムのＦＷの得点率を500回ごとに平均し，プロットしたものである．なお，横軸は学習回数，縦
軸は得点率である．図５の結果から，強化学習を適用したエージェントの学習初期の得点率は約９％であ
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るのに対し，学習後期では約２５％で明らかに得点率が向上していることが観測できる．さらに学習回数を
重ねる事で得点率の向上が望める．一方ベースプログラムは，学習を行わないため得点率が約９％のまま
一定である．この結果より，設計者が全ての環境を想定することが困難である場合，エージェント自らが適
応していくことが非常に重要であると考えられる．よってRoboCupサッカーシミュレーションリーグに強
化学習を適用することは有効である．
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図５実験結果
6．むすび
本研究では，RoboCupサッカーシミュレーションリーグを対象とし，強化学習の有効性を検討した.そ
の結果，本研究の実験設定において強化学習は，プログラム化されたエージェントの得点率をはるかに上回
り，有効であることを示した．この結果から，RoboCupサッカーの様に我々設計者が全ての環境を想定す
ることが困難である場合，エージェント自身が学習し，環境に適応することが非常に重要であると考えら
れる．
しかし，RoboCupサッカーの目的でもある現実問題の応用に，強化学習を適用することを考えた場合，
学習速度の遅さが問題である．なぜならば，現実問題では迅速な対応・安全性・確実性が求められるからで
ある．迅速な対応で言えば，実機（ロボット）に強化学習を適用した際，学習する前に壊れてしまうという
可能性が考えられる．そこで，今後の課題は，文献1101で提案されている手法をRoboCupサッカーシミュ
レーションリーグに適用し，その有効性を検討することである．
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