Abstract. Let (X, D) be a projective log canonical pair. We show that for any natural number p, the sheaf Ω p X (log⌊D⌋) * * of reflexive logarithmic pforms does not contain a Weil divisorial subsheaf whose Kodaira-Iitaka dimension exceeds p. This generalizes a classical theorem of Bogomolov and Sommese.
1. Introduction and statement of main result 1.1. Motivation. One way to study algebraic varieties is via positivity properties of vector bundles naturally attached to them. The following well-known result in this direction is the starting point of this paper. The case where D = 0 was proved by Bogomolov in his famous paper [Bog79] . The general case is due to Sommese [SS85] , [EV92, Cor. 6.9 ]. -This result is called a vanishing theorem because it can be rephrased as saying that
(log D) = 0 for any complex projective snc pair (X, D) and any invertible sheaf L ∈ Pic(X) with κ(L ) > p.
Importance. Bogomolov used Theorem 1.1 to prove the inequality c Generalizations. First, note that although Bogomolov's original proof relied on taking hyperplane sections, his argument extends to the case of compact Kähler manifolds. Also in the Kähler setting, Mourougane [Mou98] gave stronger bounds under additional positivity hypotheses on L .
Likewise, it is natural to consider generalizations of Bogomolov-Sommese vanishing to singular pairs. Note, however, that the statement is false if one allows arbitrary singularities. It turns out that the right setup to consider here is that of a log canonical pair (X, D) together with its sheaves of reflexive differential forms
X (log⌊D⌋). Morally speaking, this is due to the fact that Theorem 1.1 follows from the closedness of global logarithmic forms on a projective snc pair [Voi02, Thm. 8.35(b) ], and this closedness still holds for reflexive forms on log canonical pairs by the extension theorem of Greb-Kebekus-Kovács-Peternell [GKKP11, Thm. 1.5].
1 A log canonical pair (X, D) consists of a normal variety X and an effective Q-Weil divisor D on X. For the precise definition, see [KM98, Sec. 2.3] . The sheaf of reflexive differential p-forms is then defined to be the double dual of the p-th exterior power of the sheaf of logarithmic Kähler differentials Ω X (log⌊D⌋).
Langer was the first to study the singular setting. In [Lan01, Cor. 4 .4], he proved a version for reduced log canonical surface pairs (X, D), i.e. pairs where X is a surface and D is a reduced divisor. In [Lan03, Thm. 4 .11], he claimed nearly everything we prove here. Unfortunately, his proof contains a serious gap which could not be filled -see [GKK10, Rem. 1.3].
Greb, Kebekus, Kovács and Peternell [GKKP11, Thm. 7 .2] were the first to give a generalization which works in arbitrary dimensions. Namely, they proved Bogomolov-Sommese vanishing for Q-Cartier sheaves on log canonical pairs (X, D). Here, a Weil divisorial sheaf A is called Q-Cartier if A
[n] , the double dual of the n-th tensor power, is invertible for some n > 0. Kebekus and Kovács [KK10a, Cor. 1.3] applied an earlier version of this result [GKK10, Thm. 8 .3] to bounding the variation of families of canonically polarized manifolds in terms of the Kodaira dimension of the base. The interested reader is also referred to the survey [Keb11] .
In the setting of Campana's theory of orbifoldes géométriques, Jabbusch and Kebekus [JK11, Prop. 7 .1] proved a version of Bogomolov-Sommese vanishing where the Kodaira dimension κ(A ) is replaced by a slightly larger quantity, the orbifold Kodaira dimension κ C (A ). In this theorem, X is even required to be Q-factorial, i.e. any Weil divisorial sheaf has to be Q-Cartier. Jabbusch and Kebekus [JK11, Thm. 1.5] used this to prove a conjecture of Campana in dimension at most three, namely the isotriviality of families of canonically polarized manifolds over bases that are special in the sense of Campana.
The main shortcoming of the theorems [GKKP11, Thm. 7.2] and [JK11, Prop. 7.1] is the Q-Cartier assumption, which is not very natural and often hard to work with. For example, in [KK10a] Weil divisorial subsheaves of Ω X (log⌊D⌋). If X is not Q-factorial, there is no reason why such a sheaf should be Q-Cartier. Since the property of being Q-factorial is not stable under the commonly used operations of taking hyperplane sections, general fibers, and finite covers, this may lead to technical problems. On the other hand, the assumption that A be QCartier is crucial for the proofs of [GKKP11, Thm. 7 .2] and [JK11, Prop. 7.1], as they proceed by taking an index one cover with respect to A .
Main result.
We show that the Q-Cartier assumption is not necessary. This settles the question of how much of Bogomolov-Sommese vanishing still holds in the log canonical setting. The most general version of the result, formulated in the following Theorem 1.2, uses Campana's language of orbifoldes géométriques, also called C-pairs. The relevant definitions from Campana's paper [Cam04] are recalled in Section 5. C Ω p X (log D) is a Weil divisorial subsheaf, then κ C (A ) ≤ p. The following statement about sheaves of differentials on log canonical pairs is an immediate consequence. X (log⌊D⌋) is a Weil divisorial subsheaf, then κ(A ) ≤ p.
In the statement, the Kodaira-Iitaka dimension of a Weil divisorial sheaf appears. This notion is a natural extension of the Kodaira-Iitaka dimension for line bundles. For the reader's convenience, we recall its definition here. Definition 1.4 (Kodaira-Iitaka dimension, see [GKKP11, Def. 2.18]). Let X be a normal projective variety and A a Weil divisorial sheaf on X. If h 0 (X, A
[n] ) = 0 for all n ∈ N, we say that A has Kodaira-Iitaka dimension κ(A ) := −∞. Otherwise, set M := n ∈ N h 0 (X, A [n] ) > 0 , note that the restriction of A to the smooth locus of X is locally free by [OSS80, Lemma 1.1.15], and consider the natural rational mappings
The Kodaira-Iitaka dimension of A is then defined as κ(A ) := max n∈M dim ϕ n (X) .
We say that A is big if κ(A ) = dim X.
1.3.
Outline of the proof. Since the proof of Theorem 1.2 is rather technical, we would like to highlight the main points by considering a simple case first.
1.3.1. Proof in a simple setting. Let X be a projective cone over an elliptic curve and D = D ′ = 0. Blowing up the vertex gives a log resolution f : Z → X, whose exceptional divisor E is isomorphic to the elliptic curve we started with. An elementary calculation shows that K X is Q-Cartier, and that the discrepancy a(E, X, 0) = −1. So (X, ∅) is log canonical, but not dlt. Now let A ⊂ Ω X be an arbitrary Weil divisorial subsheaf. We want to show that κ(A ) ≤ 1. X → Ω 1 Z (log E) which over the smooth locus of X coincides with the usual pullback map of differential forms. This gives rise to an embedding
A ) and we are done by BogomolovSommese vanishing for the snc pair (Z, E). However, it is well-known that taking reflexive powers in general does not commute with reflexive pullback, cf. [HK04] . There always is an inclusion (f
), but it might be strict. Thus we only have the inequality κ(A ) ≥ κ(f [ * ] A ), which is of no use in this situation.
2
To remedy this problem, we will enlarge the sheaf f [ * ] A by taking its saturation in Ω 1 Z (log E). This is a line bundle B ⊂ Ω 1 Z (log E). For its definition, let Q 2 For a simple example where κ(A ) > κ(f [ * ] A ), take X to be the quadric cone in P 3 , A the Weil divisorial sheaf associated to a ruling of X, and f the blowup of the vertex.
A . Then B is defined as the kernel of the composed map Ω 1 Z (log E) → Q → Q tor Q. If we can show that κ(A ) ≤ κ(B), then we are done, since κ(B) ≤ p. So consider a section σ ∈ H 0 (X, A [k] ). We want to show that f
) as a rational section of B ⊗k , possibly with a pole along E. We want to show that in fact there is no such pole. Arguing by contradiction, we assume that f * σ does have a pole, say of order n > 0. Then
This induces inclusions of sheaves O Z ֒→ B ⊗k (nE) and, twisting and restricting,
The restricted map stays injective because n is exactly the pole order of f * σ and no bigger.
The line bundle on the left-hand side has degree −n · E 2 > 0, hence is ample, and so is B E . On the other hand, since B ⊂ Ω 1 Z (log E) is saturated by definition, restricting this inclusion to E gives
and the vector bundle on the right-hand side sits in the residue sequence
So the ample line bundle B E injects into either Ω 1 E or O E . However, since E is an elliptic curve, this is impossible. This is the required contradiction.
1.3.2. Proof in the general case. For the general proof, the argument outlined above has to be modified and extended. Several issues arise. -The philosophy behind the fact that O E (−nE) is ample is of course that a nonzero effective exceptional divisor E is negative in a certain sense. The usual lemma to this end [BCHM10, Lem. 3.6.2] says that some component of E is covered by curves intersecting E negatively. This is however not enough for our purposes. We prove the stronger statement that −E is big when restricted to one of the components of E, see Proposition 1.7. -In general, one cannot assume that X has a log resolution with just a single exceptional divisor, whose discrepancy is exactly −1. It turns out that the problem is not the number of exceptional divisors, but the fact that some of them might have discrepancy > −1. Therefore we will pass to a minimal dlt model of X. This is a "log crepant" partial resolution Z → X, i.e. it only extracts divisors of discrepancy −1. The existence of minimal dlt models is due to [BCHM10] . However, although Z is Q-factorial and dlt, things are more complicated than if Z were smooth. For example, the equality B E * * = (B| * * E ) [k] does not hold anymore. We need an analysis of the codimension-two structure of dlt pairs along the reduced boundary, close in spirit to [GKKP11, Sec. 9] and showing that basically we are dealing here with finite quotient singularities. This allows us to apply Campana's theory of orbifoldes géométriques, called C-pairs by Jabbusch and Kebekus. So C-pairs appear not only in the statement of the main result, but also as a technical tool in its proof.
-Generalizing the last step of the simple proof given in 1.3.1, we need to know that for a klt variety E with numerically trivial canonical divisor, Ω
[p]
E does not contain a big subsheaf for any p. Since dim E = dim X − 1, this suggests an approach by induction on the dimension of X. However, this is not exactly what we will do. Rather, we will show that we may assume E to be Q-factorial, and then we will apply Bogomolov-Sommese vanishing for Q-factorial varieties [GKKP11, Thm. 7.3] to E.
Further results.
In the course of the proof, we show the following generalization of the Negativity lemma, which we feel might be of independent interest. Proposition 1.7 (Negativity lemma for bigness, see Proposition 4.1). Let π : Y → X be a proper birational morphism between normal quasi-projective varieties. Then for any nonzero effective π-exceptional Q-Cartier divisor E, there is a component
Furthermore, we prove that a residue map exists for symmetric differential forms on dlt pairs. [GKKP11, Thm. 11.7] essentially is the special case k = 1 of this. Note that we do not use [GKKP11, Thm. 11.7] in the proof. is also a dlt C-pair, and for any integer p ≥ 1, there is a map
which on the snc locus of (X, ⌈D⌉) coincides with the k-th symmetric power of the usual residue map for snc pairs.
In Theorem 1.8, the divisor Diff D0 (D − D 0 ) is the different divisor, whose definition is recalled in Proposition/Definition 6.3. The symbol Sym
C Ω p X (log D) denotes the sheaf of orbifold pluri-differentials. Its definition is recalled in Definition 5.6. 1.5. Applications of Theorem 1.2. We prove the following corollary, which is related to a conjecture of Campana -see Section 12.
Corollary 1.9 (see Corollary 12.3). Let (X, D) be a complex projective log canonical pair. Set
Using Serre duality, we prove a Kodaira-Akizuki-Nakano-type vanishing result for the top cohomology groups of certain sheaves of twisted reflexive differentials. Due to dimension reasons, this also holds for Kähler differentials.
Corollary 1.10 (KAN-type vanishing, see Corollaries 13.1 and 13.2). Let (X, D) be a complex projective log canonical pair of dimension n and A a Weil divisorial sheaf on X. Then
X (log⌊D⌋) ⊗ A * * = 0 and
for all p > n − κ(A ).
1.6. Outline of the paper. This paper is divided into four parts.
In Part I, we fix notation and recall some technical results concerning reflexive sheaves. Furthermore we prove the Negativity lemma for bigness, as mentioned above in Proposition 1.7.
Part II is devoted to a discussion of dlt pairs and their C-differentials. In particular, we prove Theorem 1.8 and a weak version of Bogomolov-Sommese vanishing on dlt C-pairs, which is applied in the main proof.
Part III contains the proof of the Main Theorem 1.2, as well as an example showing that it fails as soon as one relaxes the assumption on log canonicity to X having Du Bois singularities.
Finally, in Part IV we prove Corollaries 1.9 and 1.10. Let f : Y → X be a proper birational morphism between normal varieties. The exceptional locus of f is denoted by Exc(f ). Let D be a divisor on X. Then f 
Reflexive sheaves
In this section, we gather some technical results concerning reflexive sheaves and their saturated subsheaves. All of this is well-known. The reader familiar with this topic can go directly to Section 4. Throughout this section, X denotes a normal variety, and all sheaves occurring are tacitly assumed to be quasi-coherent.
Lemma 3.1 (Singular loci of torsion-free sheaves). Let F be a torsion-free sheaf on X. Then there is a big open subset U ⊂ X such that F U is locally free.
Proof. Removing the singular locus of X, which is a small subset, we may assume that X is smooth. Then the assertion follows from [OSS80, Cor. on p. 148]. 
is an isomorphism. Proof. For smooth X, this is [OSS80, Lem. 1.1.12]. If X is only normal, the proof still applies verbatim.
Lemma 3.5 (Reflexivity of saturation). Let A ⊂ E be sheaves on X, with E reflexive and A saturated in E . Then A is reflexive, too.
Proof. By Lemma 3.4, E is torsion-free. Hence so is A , since it is a subsheaf of E . In addition, by [OSS80, Lem. 1.1.16] A is normal 3 . Now apply Lemma 3.4 to A .
Lemma 3.6 (Subbundle property). Let A ⊂ E be reflexive sheaves on X, with A saturated in E . Then there is a big open subset U ⊂ X such that both A U and E U are locally free, and A U is a sub-vector bundle of E U .
Proof. By Lemma 3.1, there is a big open set U ⊂ X such that the sheaves A U , E U and (E /A ) U are locally free. Then the short exact sequence
is locally split. The claim follows. Remark 3.9. If X is a normal variety, F a reflexive sheaf on X, and U ⊂ X a big open set, then the restriction map Γ (X, F ) → Γ (U, F ) is bijective. If U is not big and D denotes the codimension-one part of X\U , then any section s ∈ Γ (U, F ) extends uniquely to a sections ∈ Γ (X, F ( * D)).
Lemma 3.10 (Invariance of pole orders). Let E be a reflexive sheaf on X, with a saturated subsheaf A ⊂ E . Let s be a rational section of A . If s is regular as a section of E , then s is also regular as a section of A .
Proof. Let s be the restriction of somes ∈ H 0 (X, E ), and let s ′ be the image of
Lemma 3.11 (Generically equal subsheaves). Let E be a reflexive sheaf on X, with two subsheaves A , B ⊂ E , where B is saturated in E . Suppose that for some dense open subset U ⊂ X, we have that A | U and B| U are equal as subsheaves of
Proof. Let s be a section of A . Then s is a rational section of B, which is regular as a section of E . By Lemma 3.10, we conclude that s is a regular section of B.
Lemma 3.12 (Restriction to a divisor). Let A ⊂ E be reflexive sheaves on X. If A is saturated in E and D ⊂ X is a prime divisor such that supp D is normal, then the induced map α : A Proof. By Lemma 3.6, the map α is generically injective. But then it is already injective, since A * * D is torsion-free by Lemma 3.4.
Lemma 3.13 (Extending morphisms). Let A , B be reflexive sheaves on X. Then: (3.13.1) Any sheaf morphism α : A U → B U on some big open subset U ⊂ X extends uniquely to a sheaf morphism α : A → B. (3.13.2) If α is an isomorphism, then so is α. Ditto for α injective.
Proof. Let V ⊂ X be any open set. Denoting by ρ ·,· the restriction maps, we must have ρ
V,V ∩U is an isomorphism, hence there is a unique way of defining α(V ).
As for the second part, if α is an isomorphism, then the inverse of α is given by α −1 . And if α is injective, then α is generically injective, hence injective by the torsion-freeness of A .
Lemma 3.14 (Reduction lemma). Let A , E , F , G be reflexive sheaves on X, with A of rank 1. Assume that on some big open set U ⊂ X where E , F and G are locally free, there is a short exact sequence
If there exists an inclusion
Proof. Applying [Har77, Ch. II, Ex. 5.16(d)] to the sequence (3.14.1), we see that r E U has a filtration with quotients
Clearly there is a nonzero map A U → j F ⊗ r−j G U for some j. Since the sheaf on the right-hand side is locally free, this map is even generically injective. Extending it to all of X by Lemma 3.13(1), we get the desired map
It is injective because it is generically so and A is torsion-free.
Remark 3.15 (Passing to a power of a section). Let f : Z → X be a proper birational morphism of normal varieties, with exceptional locus E. Let A be a Weil divisorial sheaf on X and B a Weil divisorial sheaf on Z such that
) be a section, and choose a natural number ℓ.
) as a rational section of B [k] . Raising it to the ℓ-th power, (f * σ) ℓ is a rational section of
. We claim that
as rational sections of B [k·ℓ] . But this is clear since they agree on Z\E.
A Negativity lemma for bigness
4.1. Statement of result. In this section, we prove a lemma about the negativity of exceptional divisors which extends the well-known statement of [BCHM10, Lem. 3.6.2(1)] and [KM98, Lem. 3.39]. Since our lemma deals with bigness instead of nefness, it is much better suited for discussing big subsheaves of the cotangent bundle. It also allows to give alternative proofs of the aforementioned lemmas which do not rely on deep results like Serre duality and Riemann-Roch for surfaces.
Proposition 4.1 (Negativity lemma for bigness). Let π : Y → X be a proper birational morphism between normal quasi-projective varieties such that the π-exceptional set is of (not necessarily pure) codimension one. Then for any nonzero
Remark 4.2. Recall that in the relative setting, a divisor is called f -big if its restriction to a general fiber of f is big. See [BCHM10, Def. 3.1.1 (7)]. In particular, if f is birational then any divisor is f -big.
Before we can give the proof of Proposition 4.1, we need a little preparation. Proof. We may assume that X ⊂ P n is projective. Write D = a i D i , where the D i are distinct prime divisors. Let π be a finite surjective map from X to a smooth space such that D is not contained in the ramification locus of π and π(D i ) = π(D j ) for i = j. Here π(D i ) denotes the reduced divisor associated with supp π * D i . For example, one may take π to be a projection to a general linear subspace
4.2. Proof of Proposition 4.1. Let a map π and a divisor E be given as in the statement of Proposition 4.1. Let H ⊂ Y be a general hyperplane section, and let π * H denote its cycle-theoretic pushforward. By Lemma 4.3, we may choose a Cartier divisor H X ≥ π * H on X. We claim that there is a decomposition
• the divisor G is effective and contains no exceptional components, and • the divisor F is effective π-exceptional and supp F = E 1 ∪ · · · ∪ E k , where E 1 , . . . , E k denote the codimension-one components of the π-exceptional set. To get the decomposition (4.4), set G to be the strict transform π −1 * (H X − π * H), and set F := π * H X − H − G. It is clear that with these choices, the first point holds. The latter point holds because π * H contains the images of all the E i , hence so does H X .
Since supp E ⊂ supp F , we have tF ≥ E for sufficiently large t ≫ 0. Therefore, we may define the following number: Clearly t 0 F − E ≥ 0, and by the choice of t 0 , there is a component
and restricting to E i , we see that −E Ei is π Ei -big, as it is the sum of a π Ei -ample, an effective and a π Ei -trivial divisor. So the proposition holds with the choice of E 0 := E i .
PART II. DIFFERENTIAL FORMS ON DLT PAIRS
5. C-pairs and C-differentials C-pairs, first introduced by Campana [Cam04] under the name of orbifoldes géométriques, are a certain kind of pairs, which for example arise in the context of quotients by finite groups. Here we will merely collect some definitions related to C-pairs which we use later. 
We use the convention that 
is any form, and γ : Y → X is a surjective morphism from a normal variety, then we denote by
on the level of presheaves as follows: if U ⊂ X is open and σ ∈ Γ U, B any form, then σ is a section of A if and only if for any open subset U ′ ⊂ U and any adapted morphism γ : V → U ′ , the pull-back has at most logarithmic poles along D γ := supp γ * ⌊D⌋, and no other poles elsewhere, i.e.
Remark 5.7 (see [JK11, Cor. 3.13, 3.14]). The sheaves Sym
[m]
C Ω p X (log D) are reflexive, and we have inclusions
. For m = 1, the first inclusion is an equality. For p = n = dim X, the definition boils down to
Next we define the C-Kodaira-Iitaka dimension of a sheaf of differentials. This notion makes sense on a C-pair (X, D). It is a version of the usual Kodaira-Iitaka dimension which takes into account the fractional part of D.
C Ω p X (log D). Similarly to Definition 1.4, the sheaves Sym C A determine rational maps ϕ m from X to projective spaces if they have nonzero global sections. In this case, the C-Kodaira-Iitaka dimension κ C (A ) is defined to be max dim ϕ m (X) . Otherwise, we set κ C (A ) = −∞.
Remark 5.10. In the situation of Definition 5.9, we always have the obvious inequality κ C (A ) ≥ κ(A ).
Remark 5.11. Unlike the usual Kodaira dimension, κ C (A ) does not only depend on the sheaf A , but also on the embedding of A as a subsheaf of Sym
and on the fractional part of D. In order to emphasize the dependence on the fractional part of D, we often write Sym
X (log⌊D⌋), although technically there is no difference.
6. Adjunction and residues on dlt C-pairs 6.1. The residue map for snc pairs. One of the most important features of logarithmic differential forms on snc pairs (X, D) is the existence of the residue sequence
Residues have manifold applications in Algebraic Geometry. Here we list just a few.
• The adjunction formula (K X + D 0 ) D0 = K D0 for a smooth divisor D 0 in a smooth variety X can be proven by restricting sequence (6.1) to D 0 for the special values D = D 0 and p = dim X. In fact, it is precisely this connection between adjunction and residues which we will pursue in this section.
• In favorable cases, the residue sequence allows for induction on the dimension.
For example, Esnault and Viehweg [EV92, Cor. 6.4] employed this scheme to deduce Kodaira-Akizuki-Nakano vanishing from Deligne's Hodge theory and the topological Andreotti-Frankel vanishing theorem.
• 
6.3. Main result of this section. One cannot expect to have sequences like (6.1) and (6.2) for reflexive differentials on singular pairs in general. However, in [GKKP11, Thm. 11.7] it was shown that as long as (X, D) is dlt, a threeterm residue sequence for Ω X (log⌊D⌋) exists and is exact in codimension two. In Theorem 6.9 we will extend this result by showing that in the setting of dlt C-pairs, residue and restriction maps even exist for symmetric C-differentials, if one endows the boundary divisor D 0 with a suitable C-pair structure using the different. 
If (X, S+D) is log canonical, then Diff S (D) is an effective divisor on S. If (X, S+D) is dlt, then the assumption on K X +S+D being Q-Cartier at every codimension-one point of S is automatically satisfied.
Remark 6.5. Note that the different is an honest divisor, even though (6.4) only determines it up to Q-linear equivalence.
We give some examples of differents.
Example 6.6 (SNC pairs). In the setting of Proposition/Definition 6.3, suppose that (X, S) is snc (or more generally, that S is Cartier in codimension two). Then
Example 6.7 (Quadric cone). Let X ⊂ P 3 be the projective quadric cone with vertex P , and L a ruling of X. Then
Hence Diff L (0) = Note that Example 6.7 is a special case of Example 6.8.
6.3.2. Statement of main result of this section. Using Proposition/Definition 6.3, we can formulate the theorem announced above. 
(6.9.2) For any integer p ≥ 0, there is a map
0 ) which, in the same sense as above, generically coincides with the k-th symmetric power of the restriction map (6.2).
We will prove Theorem 6.9 in Section 6.6, after some auxiliary results.
6.4. The codimension-two structure of dlt pairs. The proof of Theorem 6.9 draws on an analysis of the local structure of dlt pairs. Proposition 6.12 asserts that along the reduced boundary, dlt pairs have quotient singularities in codimension two. Before we can state this proposition, we need an auxiliary definition.
Definition 6.10 (Index). Let X be a normal variety and D an integral Weil divisor on X. For any point P ∈ X, we denote by i D (P ) or by i(P, D) the index of D in P , i.e.
Lemma 6.11 (Semicontinuity of index). In the setting of Definition 6.10, the function
, is upper semicontinuous. Proof. If i D (P ) = n < ∞, then nD is Cartier in a neighborhood U of P , hence
Proposition 6.12 (Codimension-two structure of dlt pairs along the reduced boundary). Let (X, D) be a dlt pair with ⌊D⌋ = 0. Then there exists a closed subset Z ⊂ X with codim X Z ≥ 3 such that X\Z is Q-factorial, and a covering of supp⌊D⌋\Z by finitely many Zariski-open subsets (U α ) α∈I of X\Z which admit finite cyclic Galois covering maps
satisfying the following properties for all α ∈ I. (6.12.1) The pair V α , γ * α ⌊D⌋ is quasi-projective, reduced, and snc. (6.12.2) If P ∈ U α is any point such that i(P, K X + ⌊D⌋) = 1, then γ α isétale over P . In particular, γ α isétale in codimension one. (6.12.3) If P ∈ U α is any point such that i(P, K X + ⌊D⌋) > 1, then deg γ α = i(P, K X + ⌊D⌋) and γ α is totally branched over P . (6.12.4) The branch locus of γ α is contained in supp⌊D⌋.
For a visualization of the statement of Proposition 6.12, see Figure 1 .
Remark 6.13. Given any index α, items (6.12.1)-(6.12.3) together imply that the branch locus of each γ α is exactly the singular locus U α,sg . Furthermore, the index of K X + ⌊D⌋ is constant along each of the sets U α,sg . Item (6.12.4) then implies that U α,sg ⊂ supp⌊D⌋.
Warning 6.14. In Proposition 6.12, we only claim that supp⌊D⌋\Z ⊂ α∈I U α . We do not claim that the U α cover X or X\Z.
6.4.1. Proof of Proposition 6.12. We start by removing some codimension-three subsets from X. This allows us to make additional simplifying assumptions. First of all, by [GKKP11, Prop. 9.1] a dlt pair is always Q-factorial in codimension two, so we may make the following assumption.
Additional Assumption 6.15. X is Q-factorial. In particular i(P, K X + ⌊D⌋) < ∞ for all P ∈ X.
Next, we may remove the irreducible components of X sg which have codimension ≥ 3 in X, as well as those that are not contained in supp⌊D⌋. Furthermore, removing the singular locus of X sg , we may assume that X sg itself is smooth. Covering the remaining components of X sg one at a time, we may thus assume the following.
Additional Assumption 6.16. X sg is irreducible, of codimension two, and contained in supp⌊D⌋.
Consider i 0 , the minimum of the function P → i(P, K X + ⌊D⌋) along X sg , and the set
which is open by Lemma 6.11. It is clear that on X sg ∩U , the function i(·, K X +⌊D⌋) is constant with value i 0 . Note that X sg \U , being a proper closed subset of X sg , has codimension ≥ 3 in X. Hence removing it, we may additionally assume the following.
Additional Assumption 6.17. The index of K X + ⌊D⌋ is constant along X sg .
Now we apply [GKKP11, Cor. 9.14] to the pair (X, D), which gives us the desired maps γ α . It remains to check that these have the required properties. For this, note that the γ α are constructed as local index one covers for K X + ⌊D⌋. So it is immediate that they are cyclic Galois and that (6.12.2) holds. Claim (6.12.1), as well as the finiteness of the index set I, is then a consequence of [GKKP11, Cor. 9.14.1].
To obtain (6.12.3), note that by the additional assumption (6.17) on the index of K X + ⌊D⌋, a local index one cover γ α : V α → U α for K X + ⌊D⌋ with respect to a point P ∈ X sg is also an index one cover with respect to any other point Q ∈ X sg ∩ U α . It follows by [Rei87, Prop. in (3.6) on p. 362] that the γ α -preimage of any point in X sg ∩ U α consists of a single point.
As for (6.12.4), the branch locus of γ α is contained in X sg , and X sg ⊂ supp⌊D⌋ by Assumption (6.16).
6.5. Adjunction on dlt C-pairs. We show that the class of dlt C-pairs is "stable under adjunction", and that along the reduced boundary, a dlt C-pair can be covered by adapted morphisms in a way compatible with the adjunction formula.
The following two propositions will be shown in Sections 6.5.2 and 6.5.3, respectively. An instance of (6.18.3) is given by Example 6.7, where the set W is exactly the vertex of the cone. 
6.5.1. Preparations for the proofs of Propositions 6.18 and 6.19. We will prove three auxiliary lemmas. The first two of them concern the question of how the boundary components of a C-pair intersect, if the pair is additionally assumed to be dlt. The argument relies on the trivial observation that the coefficients of the boundary divisor cannot be very small: they are at least 1/2. -The last lemma is about the existence of adapted morphisms.
Lemma 6.20. Let (X, D) be a dlt C-pair, and let D 0 , D 1 , D 2 be three components of D, one of which is reduced. Then codim Proceeding by contradiction, assume that D 0 , D 1 , D 2 intersect in a point P . In a neighborhood P ∈ U ⊂ X, take an index one cover p : Y → U at P with respect to K X + D 0 , and let Q be the unique point lying over P . In particular, (X, D) is plt. Let P be a point of intersection of D 0 and D 1 . We will first show that D 0 and D 1 are both smooth at P . Secondly, we will show that they intersect transversely.
Being the reduced boundary of a plt pair, D 0 is normal [KM98, Prop. 5.51]. Since it is a curve, it is even smooth. Now proceeding by contradiction, we assume that D 1 is singular at P . Blowing up at P , we see that discrep(X, D) = 1−mult P (D) ≤ −1, a contradiction to (X, D) being plt. Hence D 0 and D 1 are both smooth.
If D 0 and D 1 intersect non-transversely in P , we first blow up at P . Denote the strict transforms of D 0 and D 1 byD 0 andD 1 , respectively, and let E be the exceptional divisor. Blowing up the pointD 0 ∩D 1 ∩ E, we again obtain a contradiction to (X, D) being plt. 6.5.3. Proof of Proposition 6.19. The proof is divided into five steps. First, we explain the general idea. Then we make some simplifying assumptions, without loss of generality. Finally, we construct the required covering maps in two steps, and we prove that they satisfy the required properties.
Step 0: Outline of proof. Fix any point x ∈ X. Since we only want to cover D 0 by the images of adapted morphisms, we may assume x ∈ D 0 . Assuming x is not contained in a "bad" set of codimension three, Proposition 6.12 allows to find a neighborhood x ∈ U α and a finite map γ α : V α → U α ⊂ X satisfying (6.12.1)-(6.12.4). Since this map isétale in codimension one, it clearly cannot be adapted for (X, D). Therefore, after shrinking U α to a smaller neighborhood x ∈ U and setting V := γ −1 α (U ), γ := γ α | V , we use Lemma 6.22 to construct an adapted morphism β : W → V for the C-pair (V, γ * D). The desired map δ : W → U is then given as γ • β. Since the point x was chosen arbitrarily, this ends the proof. -The diagram in Figure 2 summarizes the construction.
Step 1: Simplifying assumptions. Removing finitely many closed subsets S ⊂ X with the property that codim X (S ∩ D 0 ) ≥ 3, we can make additional simplifying assumptions. First, by [GKKP11, Prop. 9.12], we may assume the following. Let α ∈ I be any index and x ∈ D 0 ∩ U α any point. We consider the dichotomy given by Assumption 6.23. If (6.23.1) holds at x, then γ α isétale over x by (6.12.2). Hence (V α , ⌈γ * α D⌉) is snc at all points of γ −1 α (x). If (6.23.2) holds at x, then since γ α isétale in codimension one by (6.12.2), we have that (V α , γ * α D) is a plt C-pair. Now since V α is smooth by (6.12.1), Lemma 6.21 together with the finiteness of the index set I leads to the following extra assumption.
Additional Assumption
Additional Assumption 6.27. For any index α, the pair (V α , ⌈γ * α D⌉) is snc. Under Assumption 6.27, the set where at least three components of ⌈γ * α D⌉ meet has codimension ≥ 3 in V α . Removing the closure of its image in X, we can make the following assumption.
Case (6.23.1) in the dichotomy 6.23 -A Case (6.23.2) in the dichotomy 6.23 Step 2: Construction of U and γ. We formulate the content of this step in the following claim. We prove Claim 6.29 in the remaining part of Step 2. The proof is by a distinction of five cases A-E, which are defined in Figure 3 . Fix an index α such that x ∈ U α .
Proof of Claim 6.29 in case A. If we are in case A, then the pair (X, D) is snc and reduced at x, and there are exactly two components of D passing through x. So we may find a smaller neighborhood x ∈ U ⊂ U α such that D| U has exactly two components. Shrinking U ∋ x further, we can also assume that (D − D 0 )| U is principal. Now setting V = U and γ = id : V → U , we are done.
Note that in all remaining cases B-E, the pair (X, D) is plt at x, and ⌊D⌋ is smooth at x.
Proof of Claim 6.29 in case B. In this case, there is a smaller neighborhood x ∈ U ⊂ U α such that D| U = D 0 | U . Since γ α : V α → U α isétale over x and V α is smooth, x ∈ U is also smooth. Then by Assumption 6.24, (U, D| U ) is snc, so we may set V = U and γ = id : V → U . We have proven Claim 6.29 in cases A-E, and these are all the cases.
Step 2 is thus finished.
Step 3: Construction of β. Again, we formulate the statement of Step 3 in a separate claim. 
Proof. If the divisor D V defined in Claim 6.29 is zero or reduced, then we may simply set W = V and β = id : W → V . Otherwise, we can apply Lemma 6.22 to obtain an adapted morphism β : W → V for the pair (V, γ * D). By (6.22.1), it satisfies (6.31.2) and (6.31.3). By (6.22.2) and (6.22.3), it satisfies (6.31.1).
Step 4: Definition of δ, end of proof. In order to construct the covering (U j ) j∈J and the maps δ j : W j → U j whose existence is claimed in Proposition 6.19, we need to show that for every point x ∈ D 0 , there exists a neighborhood x ∈ U and a map δ : W → U satisfying (6.19.1)-(6.19.4).
Given any point x ∈ D 0 , let γ : V → U be as in Claim 6.29, and let β : W → V be as in Claim 6.31. Set δ = γ • β : W → U . We show that δ satisfies properties (6.19.1)-(6.19.4). Property (6.31.2) translates to (6.19.1). Since γ iś etale in codimension one, (6.31.1) implies (6.19.2). And (6.31.2) combined with (6.31.3) yields (6.19.3).
We turn to (6.19.4), which says that δ| E0 :
0 } of C-multiplicity ℓ < ∞, and T ⊂ E 0 is an irreducible divisor in E 0 which surjects onto R, then T appears in (δ| E0 ) * R with multiplicity exactly ℓ.
Let m be the index of K X + D 0 at the general point of R. Let n be the Cmultiplicity of the unique component of D − D 0 passing through R, or set n = 1 if there is no such component. Then by Example 6.8, we have ℓ = m·n. In particular, n < ∞.
We will calculate the multiplicity of T in (δ| E0 ) * R. We use that D 0 is smooth at the general point of R, and that δ| E0 decomposes as
• By (6.29.2) and (6.29.3), every component of γ| γ −1 (D0) * R has multiplicity m.
• If n = 1, then β| E0 is unramified at the general point of T , because β branches only over D V by (6.31.1).
• If 1 < n < ∞, then by (6.31.1) we get that β| E0 is ramified along T of order n. Hence the multiplicity of T in (δ| E0 ) * R is m · n = ℓ. Claim (6.19.4) is thus shown. This finishes the proof of Proposition 6.19.
6.6. Proof of Theorem 6.9. We will only prove the existence of the residue map as asserted in (6.9.1). The proof for the restriction map, (6.9.2), is analogous. So let U ⊂ X be an open set, and let σ ∈ Γ U, Sym
C Ω p X (log D) be any differential form. To simplify notation, we may shrink X and assume that σ is globally defined.
Recall from Proposition 6.18.3 that if W is any component of the non-snc locus of (X, ⌈D⌉) such that W ∩ D 0 is a divisor in D 0 , then W = W ∩ D 0 and W appears in supp⌈D c 0 ⌉. Hence considering the k-th symmetric power of the residue map on the snc locus of (X, ⌈D⌉), we obtain a section
0 ⌉) with possibly arbitrarily high order poles along supp⌈D c 0 ⌉, cf. Definition 3.8. We need to show that in fact σ only has orbifold poles, that is Since the sheaf Sym
is reflexive, we may remove a small subset from D 0 and assume that D 0 is covered by maps δ j : W j → U j as in Proposition 6.19. For any index j ∈ J, write E j = δ * j ⌊D⌋, and set E 0,j = δ 
To see (6.33), note that by (6.19.1), the pair (W j , E j ) is snc, hence there is a residue map
And by (6.19.2), δ j is adapted for the pair (U j , D| Uj ), so by the definition of Cdifferentials, we have
Recall that the standard residue map (6.1) commutes withétale pullback, and that δ j isétale over the general point of D 0,j by (6.19.1). Hence we see that the two forms 
For Ω p X with p > 1, there is no analogous sequence, but (7.1) induces a filtration Ω
with successive quotients , we obtain embeddings
F . These embeddings are not canonical, but the number q is.
7.2. Main result of this section. We will generalize the construction described above in three different directions. Firstly, we allow singular varieties, and accordingly we consider Weil divisorial rather than invertible sheaves. Secondly, we also deal with symmetric differential forms. Lastly, everything is formulated in the setting of C-pairs. Proposition 7.3. Let (X, D) be a C-pair, with X irreducible, and let f : X → Y be a surjective morphism to a variety Y , with general fiber F . Then F is normal and (F, D| F ) is a C-pair. Let A ⊂ Sym C Ω p X (log D) be a Weil divisorial subsheaf. Then there exists a number 0 ≤ q ≤ p and a sequence of embeddings
• , and that A | X • is invertible, the following compatibility properties (7.3.1-2) hold.
(7.3.1) The map α 1 | F • is one of the maps constructed in Section 7.1. (7.3.2) For any k, the sheaves im(α k ) and (im α 1 ) [k] generically agree as subsheaves of Sym
we have a commutative diagram
Proof. The proof is divided into four steps.
Simplifying assumptions. By Lemma 3.13, it suffices to construct the maps α k outside a small subset of F . An easy dimension count shows that if Z ⊂ X is any small subset, then Z ∩ F is a small subset of F . Hence we may remove the non-snc locus of (X, ⌈D⌉) from X, as well as the intersection of any two distinct components of supp D. Furthermore, we may apply generic smoothness [GKKP11, Rem. 2.11] to f . Put together, we are free to make the following simplifying assumptions.
Additional Assumption 7.4. The pair (X, ⌈D⌉) is snc, supp D is locally irreducible, Y is smooth, and ⌈D⌉ is relatively snc over Y .
In particular, all the sheaves occurring will be locally free, so we do not need to take double duals, allowing us to drop the usual square brackets [·] .
Construction of an embedding as in Section 7.1. Let B be the saturation of A in Ω p X (log⌈D⌉). Consider the relative log differential sequence [GKKP11, (10.
4, all the sheaves in this sequence are locally free. Hence by Lemma 3.14, B injects into
Restricting to F , we see that
Note that this q is the same number as in Section 7.1. Choose a summand of the sheaf on the right-hand side such that the projection to this summand, restricted to B| F , is nonzero. This way, we obtain an embedding
Construction of the maps α k . Now let k be any natural number. By Lemma 3.11, we have an inclusion
. Taking symmetric powers of β, we also get embeddings
We will show that the restriction of β k to the subsheaf (Sym
It is then clear that the maps α k defined by the above diagram are embeddings and satisfy the compatibility conditions (7.3.1)-(7.3.2).
Calculation in local coordinates. The existence of diagram (7.5) is a statement about pole orders, which can be checked by an elementary calculation in local analytic coordinates. So from now on, we will assume the following, additionally to Assumption 7.4:
Additional Assumption 7.6. The following hold. Assumption (7.6.7) is justified by the observation that if D is reduced, we can simply set α k = β k .
First we introduce some notation. By an r-ℓ-multi-index we mean an element I = (i 1 , . . . , i r ) ∈ {1, . . . , ℓ} r with i 1 < · · · < i r . The set I ℓ r of r-ℓ-multi-indices is endowed with the lexicographical ordering "≤". Set δx 1 = dx 1 /x 1 and δx i = dx i for i ≥ 2. Analogously for δz i . For any multi-index I ∈ I n+m r , we define dx I = dx i1 ∧ · · · ∧ dx ir and δx I = δx i1 ∧ · · · ∧ δx ir . Analogously for δz I , where I ∈ I 
The induced maps β
k , which in local coordinates reads
Let n 1 < ∞ be the C-multiplicity of D. A calculation in the spirit of [JK11, Sec. 3.C] shows that Sym
is freely generated by
From (7.7)-(7.9), it is immediate that if σ is a local section of Sym
Minimal dlt models
In this section, we consider certain partial resolutions of log canonical pairs, called minimal dlt models. We will use these in the proof of Theorem 1.2.
Definition 8.1 (Minimal dlt model). Let (X, D) be a log canonical pair, and let f : Z → X be a proper birational morphism from a normal variety Z. Let E denote the divisorial part of Exc(f ) with its reduced structure. We say that f : Z → X is a minimal dlt model of (X, D) if the following properties hold.
(8.1.1) The variety Z is Q-factorial. 
The first thing we need to know about minimal dlt models is that they exist. This is due to Hacon and ultimately to [BCHM10] . For a reference, see [KK10b, Thm. 3 .1].
Theorem 8.2 (Existence of minimal dlt models). Let (X, D) be a log canonical pair. Then (X, D) has a minimal dlt model.
We will state and prove the properties of minimal dlt models f : Z → X which are relevant to us in two lemmas. The first one concerns the absolute properties of Z, while the latter deals with the fibers of f . Lemma 8.3 (Minimal dlt models I). Let (X, D ′ ) be a log canonical pair, and let f : Z → X be a minimal dlt model of (X, D ′ ). Denote by E 1 , . . . , E k the codimension-one components of Exc(f ), and let 
Since Z is Q-factorial, (8. 
Weak Bogomolov-Sommese vanishing on dlt C-pairs
The most general known C-pair version of Bogomolov-Sommese vanishing, which is [GKKP11, Thm. 7.3], works for Q-factorial log canonical pairs. Here we would like to make the point that if we restrict ourselves to dlt pairs, we can easily dispose of the Q-factoriality assumption. Due to the existence of Q-factorializations, this is much easier than our main result, yet we will use it in the proof of the latter.
Definition 9.1 (Q-factorialization). Let (X, D) be a dlt pair. A Q-factorialization of (X, D) is a proper birational morphism f : Z → X from a normal variety Z such that the following holds.
(9.1.1) The variety Z is Q-factorial. Proof. By Theorem 8.2, (X, D) has a minimal dlt model f : Z → X. We will show that f is a Q-factorialization of (X, D). Property (8.1.1) directly translates to (9.1.1). The definition of a dlt pair [KM98, Def. 2.37] and (8.1.3) imply that f only extracts divisors of discrepancy strictly greater than −1. On the other hand, by (8.1.4), f only extracts divisors whose discrepancy is exactly −1. So f does not extract any divisors at all. This is (9.1.2). Finally, (9.1.3) follows immediately from (8.1.2).
Lemma 9.3 (Invariance of κ C under small morphisms). Let (X, D) be a C-pair, with a Weil divisorial subsheaf A ⊂ Sym C Ω p Z (log f −1 * D). With respect to this embedding, we have
is given by the pullback of differential forms along f . The sheaves
C A ) and Sym
A ) agree outside the exceptional locus of f . Since they are both reflexive, they are in fact isomorphic by Lemma 3.13(2). So
The lemma follows, because κ C (A ) and κ C (f [ * ] A ) are determined by the spaces of global sections appearing on the left-and right-hand side of the above equation, respectively.
Proposition 9.4 (Weak Bogomolov-Sommese vanishing on dlt C-pairs not of log general type). Let (X, D) be a projective dlt C-pair of dimension n such that K X +D is not big. If A ⊂ Sym
Proof. By Theorem 9.2 and Lemma 9.3, we may pass to a Q-factorialization of (X, D) and assume that A is Q-Cartier. If p ≤ n − 1, the claim was proven in [GKKP11, Theorem 7.3]
4
. Thus we only need to deal with the case p = n. We argue by contradiction and assume that there is A ⊂ Sym C Ω n X (log D) with κ C (A ) = n. By Equation (5.8), this means that mK X + ⌊mD⌋ is big for some m. But then also K X + D is big, contrary to our assumption.
PART III. PROOF AND SHARPNESS OF MAIN RESULT

Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. For reasons of clarity, the proof is divided into three separate steps. Figure 4 summarizes the notation used.
10.1.
Step 1: Passing to a minimal dlt model. Let f : Z → X be a minimal dlt model of (X, D ′ ), with E = E 1 + · · · + E ℓ the divisorial part of Exc(f ) and 
4 Note that the cited theorem erroneously contains the extra assumption that dim X ≤ 3.
However, the proof works in all dimensions. Z (log⌊D Z ⌋). By Lemma 3.5, B is reflexive. Then it is even Q-Cartier, since Z is Q-factorial. To prove Theorem 1.2, it is sufficient to show the following claim.
Claim 10.1. We have κ C (B) = κ C (A ).
For then κ C (A ) ≤ p by Bogomolov-Sommese vanishing for the sheaf B on the Q-factorial dlt C-pair (Z, D Z ), as stated in [GKKP11, Thm. 7.3]. We will prove Claim 10.1 in Step 3, after discussing the properties of B in Step 2. But before, we make two observations which simplify notation. First, if E = 0, then Claim 10.1 directly follows from Lemma 9.3. Second, if p = 0, then the assertion of Theorem 1.2 itself is trivial, because Sym
Hence, we will assume the following for the rest of the proof.
Additional Assumption 10.2. The divisor E is nonzero, and p > 0.
10.2.
Step 2: Properties of the sheaf B. Let 1 ≤ i ≤ ℓ be any number. We set up some notation. 
C Ω q Fi (log E c i | Fi ) for some number 0 ≤ q ≤ r and all k ≥ 0. The α k 's satisfy the compatibility condition (7.3.2). Since B i ⊂ Sym
, from α 1 we obtain an embedding
Proof. We start by considering the inclusion B ⊂ Ω Z (log⌊D Z ⌋). First, we restrict to E i . By [GKKP11, Theorem 11.7.2] and by Proposition 6.18(4), we have the residue sequence
(log⌊E c i ⌋) → 0, which is exact off a small subset of E i . By Lemma 3.12, the sheaf B| * * Ei injects into the middle term of this sequence. Applying the Reduction Lemma 3.14 and using that Ω C Ω r Ei (log E c i ), we obtain (10.5). Next, we restrict to F i . Applying Proposition 7.3 to the subsheaf in (10.5), we obtain the embeddings α k in (10.6).
Finally, we prove the statement about the C-Kodaira dimension of B i . By Lemma 8.4, the pair (F i , E Recall from the discussion in Section 1.3 that for Weil divisorial sheaves, reflexive pull-back does not commute with taking reflexive tensor powers. The following claim tells us that in our situation, where pull-back is restriction to F i and tensor powers are replaced by Sym C ( · ), we have at least an inclusion one way. Claim 10.8 (Remedy for non-commutativity). For any number k, there is an injection (10.9) (Sym
where Sym
C B i is defined with respect to the embedding (10.7). Proof. Let k be any number. By Theorem 6.9, there is a map (10.10) (Sym
C Ω r Ei (log E c i ) for the same r as in (10.5). We use Theorem 6.9(1) or Theorem 6.9(2), according to whether r = p−1 or r = p. As explained in Theorem 6.9, the map (10.10) generically coincides with the k-th power of the embedding (10.5), hence it is injective too. By Lemma 3.11 there is an inclusion (10.11) (Sym
because the sheaves generically agree as subsheaves of Sym
C Ω r Ei (log E c i ), and the latter is saturated. Restricting this inclusion to F i , we obtain (Sym
The embedding (10.7) induces a saturated subsheaf
In order to prove Claim 10.8, it suffices to show that the image of α k is contained in this subsheaf, because then the injection (10.9) is given as (Sym
C B i . But since the maps α k satisfy the compatibility condition (7.3.2) and B i is the image of α ′ 1 , Lemma 3.11 applies to show that im α k is contained in Sym
Step 3: Pulling back sections. Recall that we need to show Claim 10.1. We start with an observation.
Observation 10.12. Fix any number k > 0. Under the isomorphism induced by f , we have Sym For the last map, we used that f (Exc f ) has codimension ≥ 2 in X and Sym
C A is reflexive.
To prove Claim 10.1, it suffices to show the surjectivity of f * , for all values of k. To this end, let σ ∈ H 0 (X, Sym C B, possibly with poles along E.
Claim 10.14. In fact, there are no such poles, i.e. f * (σ) ∈ H 0 (Z, Sym
[k]
C B). Assuming Claim 10.14, f * (σ) is an f * -preimage of σ. -To prove Claim 10.14, let G be the pole divisor of f * (σ) as a rational section of Sym
C B, i.e. the minimal effective divisor on Z such that
Clearly G is supported on E, and we aim to show that G = 0.
We proceed by contradiction. Suppose that G = 0. Then by the Negativity Lemma 4.1, there is an index 1 ≤ i ≤ ℓ such that −G| Fi is big. By Remark 3.15, passing to a suitable power of σ we may assume that G is Cartier. Then O Fi (−G| Fi ) is a big line bundle. Note that f * (σ), as a section of
C B , does not vanish along F i , by the minimality of G. Restricting to E i and then to F i , we get a morphism C B i is big too. But this contradicts the non-bigness Claim 10.4. We conclude that G = 0, which proves Claim 10.14.
Sharpness of Theorem 1.2
In this section, we show that the assumptions of our main result, Theorem 1.2, cannot be weakened. To be more precise, in Example 11.1 we will exhibit normal projective Q-Gorenstein threefolds X that have Du Bois singularities (but are not log canonical), such that Ω
[2]
X admits a Q-ample Q-Cartier subsheaf. For an introduction to Du Bois singularities, see [KS09] . Note that for X to be Du Bois, it is not required that K X be Q-Cartier. It is a basic fact that the underlying space of a log canonical pair has Du Bois singularities, cf. [KK10b, Thm. 1.4]. So Du Bois singularities can be seen as a generalization of log canonicity to the non-Q-Gorenstein case. However, a Q-Gorenstein Du Bois singularity is not necessarily log canonical.
Since the proof of the Extension Theorem [GKKP11, Thm. 16.1] heavily relies on vanishing theorems for spaces with Du Bois singularities, it is natural to ask whether Theorem 1.2 also carries over to this more general setting. The following example shows that this is not the case. Philosophically speaking, this tells us that Theorem 1.2 is not a consequence of the closedness of holomorphic forms alone.
Example 11.1. Let S be a smooth projective surface such that K S is ample, but the Hodge numbers h 0,1 (S) and h 0,2 (S) are zero. For example, let S be any Catanese surface [Cat81] . Choose a number n ≫ 0 such that nK S is very ample and defines a projectively normal embedding S ֒→ P N . Let X ⊂ P N +1 be the projective cone over S with respect to this embedding. Then X is normal, because the embedding of S is projectively normal. Moreover, using [HK10, Ex. 3.5] it can be checked that K X is Q-Cartier.
Next, we show that X has Du Bois singularities. For this, let f :X → X be the blowup of the vertex P ∈ X. The map f is a resolution of X, and the sheaves R i f * OX , i > 0, are skyscraper sheaves supported at P . A Leray spectral sequence computation shows that the stalk (R i f * OX ) P is equal to (R i f * OX ) P = m≥0 H i (S, mnK S ) for all i > 0.
By Kodaira vanishing and the assumption on the Hodge numbers of S, all the summands vanish, hence the natural map O X → Rf * OX is a quasi-isomorphism, and X has rational singularities. In particular, X is Du Bois [Kov99, Cor. 2.6]. On the other hand, an elementary discrepancy calculation shows that (X, ∅) is not log canonical.
In order to see that X fails Bogomolov-Sommese vanishing, let ι : X\{P } ֒→ X be the inclusion of the smooth locus, and let p : X\{P } → S be the natural projection map. Then
is a Q-ample Q-Cartier subsheaf, because its n-th reflexive power A [n] is exactly the hyperplane bundle associated to the given embedding X ⊂ P N +1 . This ends the construction of our counterexample.
In Example 11.1, it is important that the sheaf A is not invertible: A close examination of the proof of [GKKP11, Thm. 16 .1] yields the following statement, which we state without proof for completeness' sake. It follows immediately from classical Bogomolov-Sommese vanishing (Theorem 1.1) that if κ ++ (X) = dim X, then X is of general type. This is a special case of Conjecture 12.2. Here we would like to remark that by the same argument, Theorem 1.2 leads to the following corollary. If κ ++ (X, D) = dim X, then (X, D) is of log general type.
A Kodaira-Akizuki-Nakano-type vanishing result
In [GKP12, Proposition 4.5.2], the authors obtained a Kodaira-Akizuki-Nakanotype vanishing result for reflexive differentials twisted by an ample line bundle. Arguing along the same lines, we show that this vanishing also holds for twists by Weil divisorial sheaves. Furthermore, we observe that the sheaves of reflexive differentials may be replaced by Kähler differentials.
Corollary 13.1 (KAN-type vanishing for top cohomology). Let (X, D) be a complex projective log canonical pair of dimension n and A a Weil divisorial sheaf on X. Then H n X, (Ω X (log⌊D⌋) = 0 for q < κ(A ). So
