Introduction
Let E = Q( ) be an algebraic number eld of degree n, where is a root of a monic irreducible polynomial f 2 Z t]. In this article a method is developed for determining all sub elds L = Q( ) of E of xed degree m over Q. We describe each sub eld L by the minimal polynomial g of and and the embedding of into E, which is given by a polynomial h 2 Q t] with h( ) = . Lemma 1. 1. Each sub eld L of E has a representation as a pair (g; h) 2 Z t]
Q t], such that g h 0 mod fZ t].
A pair (g; h) 2 Z t] Q t] such that g h 0 mod fZ t] and g irreducible describes a sub eld L of E.
Note that the coe cients of the embedding polynomial h are not necessarily integral because the equation order Z ] is in general not integrally closed. W.l.o.g. we assume that the degree of h is less than n, otherwise we replace h by its remainder modulo f. The lemma is used to check if a pair (g; h) presents a sub eld L of E. Such a sub eld L is represented in the form Q ) . In all cases the minimal polynomial of is the same; however, we are able to distinguish the three isomorphic sub elds by their embedding polynomials.
There are several other algorithms 1, 3, 8, 9, 12, 14, 15] for calculating sub elds. In this article we improve the methods described in 12]. The generating polynomials are constructed by factorizations of polynomials over nite elds and Hensel lifting over p-adic elds. We give improved algorithms for the computations in p-adic elds. In the combinatorial part of the algorithm we can reduce the number of possibilities dramatically.
Three other methods 9, 14, 15] need factorizations of polynomials over number elds, respectively factorizations of polynomials over the rational integers of much higher degree than the degree of the given eld. The method presented in 1] needs hard numerical computations and lattice reduction algorithms. Although the algorithm in 3] computes sub elds it is not guaranteed that all sub elds will be found. A comparison of running times is given in section 8. This paper is organized as follows. In the next section we focus on algorithms for computations in p-adic elds. The block systems of a Galois group and their relation to sub elds is presented in section 3. In section 4 and 5 we develop methods to compute generating polynomials resp. the embedding of a sub eld via its block system. In the last section we discuss the e ciency of the algorithm and give some examples. This paper contains the results concerning the sub eld computation of the dissertation 11] of the author.
Unramified p-adic extensions
The sub eld computation is based on p-adic methods. Therefore we give a detailed description of the algorithms we are going to use for computation in the p-adic elds.
2.1. Introduction. In the following we recall some fundamental properties of unrami ed p-adic extensions. The proofs can be found e.g. The following lemma gives a method to reduce elements of o E modulo P k .
Lemma 5. Let E=F be an unrami ed extension with integral basis 1; ; : : : ; s?1 .
Let x = P s?1 i=0 x i i 2 o E (x i 2 o F ) and k 2 N. Then we have x 2 P k if and only if x i 2 p k (1 i s).
Proof. Since P = po E it follows that P k = p k o E and the assertion is an easy consequence.
2.2. Arithmetic in unrami ed p-adic extensions. Using Lemmata 4 and 5 we are able to generate p-adic extensions, such that their equation orders are maximal. Now we explain how to compute the sum and the product of p-adic numbers. This will be done in the same way as the arithmetic in algebraic number elds. In the following let x = P s?1 i=0 x i i and y = P s?1 i=0 y i i be elements of o E (x i ; y i 2 o F (0 i < s)). Then we have:
The product of x and y can be easily described via polynomial operations. Let P x (t) := P s?1 i=0 x i t i 2 o F t] and P y (t) := P s?1 i=0 y i t i 2 o F t]. It follows that xy = P x ( )P y ( ). We have to solve the problem to nd a basis representation of xy. We de ne P xy := P x P y mod !. Since !( ) = 0 it follows that P xy ( ) = xy and deg(P xy ) < s. From P xy (t) = Step 1:
Compute the factorization of f f 0;1 f 0;s0 mod p k .
Step 2: In the following we use the notation mod p k instead of mod p k R. We denote with d(f) the principal ideal in R generated by disc(f). We choose a prime p such that It is better to rst compute 1; k ; : : : ; m k which can be done using m ? 1 multiplications in E. After this we need m + (m ? 1) multiplications of elements of F with elements of E to compute the evaluations. Altogether we need (m ? 1)(2n 2 ? n) + n(2m ? 1) = (2m ? 2)n 2 + mn multiplications in R. Using this approach we save about half of the multiplications. We have not looked at the size of the coe cients. Practical experience shows that the second approach is about 50% faster than the rst one.
Algorithm 13. (Newton lifting)
Input: p 2 P; k 2 N; f; g 2 R t]; 0 2 E with g( 0 ) 0 mod p.
Output:
k 2 E with g( k ) 0 mod p 2 k and k 0 mod p.
Step 1:
Compute ! 0 2 E with ! 0 g 0 ( 0 ) 1 mod p.
Step 2:
Step 3:
For i = 1; : : : ; k ? 1 do: Step 4:
Print k and terminate.
In the following we give a variant of this algorithm. In our application of the Newton lifting we want to nd an element 2 E with g( ) = 0. We know estimates for the numerators and denominators of the coe cients of . In this case the following lemma is very useful. The proof and the algorithm can be found in 5]. We remark that algebraic numbers are reconstructed by applying the lemma to all coe cients.
If we know estimations for the numerators and denominators we are able to compute from k . Since the a priori estimates we use are usually not sharp, we want to use a smaller k in the Newton lifting process to compute . One idea is to compute an element~ from k using Lemma 14. Now it can be checked if g(~ ) = 0. Unfortunately it turns out that an evaluation with a "wrong" is very expensive. Therefore we need a good test which is likely to detect~ = at an early stage. This is used in the following algorithm.
Algorithm 15. (Newton lifting)
Output:
2 E with g( ) = 0 or "false".
Set old := 0. Step 6:
Terminate with the message "false".
Blocks of imprimitivity
In this section we develop some properties about blocks of imprimitivity. We recall a correspondence between blocks and sub elds, which is very useful for the computation. In the following let f 2 Z t] be an irreducible monic polynomial with roots f = 1 ; : : : ; n g in a suitable extension. The Galois group G = Gal(f) operates transitively on := f 1 ; : : : ; n g. If is a block it is easy to see that is a block, too. It follows that each block is contained in exactly one block system. The number of elements in a block or the number of elements of a block of a block system is called the size of a block or a block system.
The proof of the following theorem can be found in 20, Theorem 2.3]. Combined with the main theorem of Galois theory we get a correspondence between block systems and sub elds.
Theorem 17. The correspondence 7 ! G := f 2 G j = g is a bijection between the set of blocks which contain and the set of subgroups of G containing the isotropy subgroup G of .
The following diagram illustrates our situation:
Q ( This lemma is very useful if some sub elds are already known. This will be discussed later.
Suppose that we know a complete block system 1 ; : : : ; m which corresponds to a sub eld L. (10) is the characteristic polynomial of 1 2 L over Q. This polynomial is of the form g(t) =ĝ j with j 2 N andĝ irreducible. In the case that g is irreducible we have found a primitive element of L. Otherwise the polynomial g has multiple roots which can be easily checked. In this case we make a linear transformation f(t) f(t ? a) with a 2 Zand compute a new g. Later we will prove that at most n substitutions leads to multiple roots for g.
3.2. The Dedekind criterion. We have reduced the problem of computing subelds to the problem of computing block systems of the Galois group of G. This reduction is only theoretical since the Galois group computation is a very di cult problem for higher degrees. We want to use the knowledge of cyclic subgroups of the Galois group which we get from the following theorem. The Dedekind criterion allows us to determine cyclic subgroups of G which are generated by a permutation 2 G. Let = 1 u be the decomposition of into disjoint cycles and n i = j i j the number of zeros permuted by i (1 i u).
We say that is of cycle type n 1 ; : : : ; n u ] and w.l.o.g. we can assume n 1 : : : n u . In our situation we choose a prime p -disc(f) to obtain a congruence factorization f f 1 : : : f u mod pZ t]. It follows that n i (i = 1; : : : ; u) coincides with the degree of the polynomial f i . The cycles i permute the roots of f i .
Example 20. Let f(t) = t 4 + 2 be a generating polynomial of K and G = Gal(f).
1. f(t) t 4 mod 2. 2. f(t) (t + 2)(t + 1)(t 2 + 1) mod 3. 3. f(t) t 4 + 2 mod 5. 4. f(t) (t 2 + 6t + 4)(t 2 + t + 4) mod 7.
Let p denote the modulus. In the rst case p divides the discriminant and the Dedekind criterion is of no use. In the other cases we get cycles of cycle type 1; 1; 2], 4] and 2; 2]. In all of these cases the roots can only be identi ed modulo p in a suitable nite eld.
3.3. Potential block systems. In the algorithm we are trying to enumerate all block systems without knowing the Galois group G. So we enumerate a larger set of potential block systems that can be de ned with the knowledge of a cyclic subgroup of G. This subgroup can be obtained with theorem 19. . A block is always a potential block and a block system is always a potential block system.
Our goal is to determine all potential block systems (for one ). In the following we give some useful properties of potential block systems. We say that a cycle i contains an element if this element is not xed under this cycle or i = ( ).
Theorem 23. Let A system of subsets A 1 ; : : : ; A m is a potential block system if and only if it has the above properties. These properties are su cient to give an e cient algorithm to compute all potential block systems and therefore all block systems.
To compute the minimal polynomial g of a primitive element of a sub eld L we need a method to compute the zeros which are contained in a potential block.
Let p 2 P with p -disc(f) and f 2 F p t] be the image of f under the canonical mapping from Zto F p . We denote the zeros of f in a suitable extension F q of F p with 1 ; : : : ; n . Furthermore let f = f 1 f u 2 F p t] be a complete factorization.
Suppose that = 1 u is computed using Dedekind's criterion 19. We know that i permutes the zeros of f i .
Let A 1 ; : : : ; A k be a potential block cluster of inertia degree k. W.l.o.g. we assume that it contains the zeros of 1 ; : : : ; v that means the potential blocks contain the zeros of f 1 ; : : : ; f v . Let f i = f i;1 f i;k in F p k t] and k i = i;1 i;k (1 i v): Then i;j permutes the zeros of f i;j (1 j k; 1 i v). Therefore all these zeros are contained in one potential block. We want to compute equation (9) . Therefore we are only interested in the product of the zeros of f i;j which is equal to (?1) deg( fi;j) f i;j (0). That means that there is no reason to factor f over a larger nite eld.
De nition 27. (Polynomial representation of potential blocks and block systems)
Let A be a set of polynomials. We say that A is a potential block in polynomial representation if the set of zeros of the polynomials in A is a potential block. We say that a potential block system is given in polynomial representation if all potential blocks are given in polynomial representation. A potential block cluster is given in polynomial representation if all its blocks are given in polynomial representation.
The polynomials of a polynomial representation are not necessarily linear. Now we can formulate our algorithm to compute potential block systems.
Algorithm 28. (ComputePotentialBlockSystems)
Input: Generating polynomial f of E, the block size d and a prime p -disc(f). Output: A list of all potential block systems of size d in polynomial representation.
Compute f(t) f 1 (t) f u (t) mod pZ t]. Step 1: Set k := 1 and n i := deg( f i ) (1 i r).
Determine all B f2; : : : ; rg (including ;) with dk ? n 1 = P b2B n b and k j n b for all b 2 B.
For all computed B do:
1. Set Step 1:
Set A := ;.
Step Step 4:
Q si j=2 ei;j i;j j 1 i r; 2 j s i ; 0 e i;j < k i g.
Step 5:
For all 2 M print the potential block system A := fA 1 ; : : : ; A m g.
The above algorithm computes all potential block systems A 1 ; : : : ; A m . Each A i contains irreducible polynomials f i;j;l which are given over an extension of F p . The block consists exactly of the zeros of these polynomials. We have remarked that we are only interested in the product of the zeros. It is possible that polynomials in di erent blocks are given over di erent extension elds, but in a block cluster all polynomials are given over the same extension eld. Let A 1 ; : : : ; A k be a block cluster. Then we have (compare (10)):
(1 i k):
3.4. The intersection of block systems. For the computation of potential block systems we have used the knowledge of a 2 G. If we do not nd a "good" , we have to consider a lot of potential block systems which are not block systems.
We have seen in Lemma 18 that the intersection of two blocks is a block. We want to use this in two ways. Firstly we are able to compute new block systems from existing ones. Secondly we want to reduce the number of potential block systems to consider. That means, we need one (or more) criteria to distinguish "wrong" potential block systems from block systems.
De nition 31. The intersection of two (potential) block systems 1 ; : : : ; m and 1 ; : : : ;^ m are the (potential) blocks which are contained in the set f i \^ j j 1 i m; 1 j mg n f;g. Lemma 32. The intersection of two block systems 1 ; : : : ; m and^ 1 ; : : : ;^ m is a block system of size c 2 N. The intersection of two blocks i and^ j is the empty set or contains c elements (1 i m; 1 j m).
Proof. The assertion follows from the fact that a block is contained in exactly one block system.
In the following let 1 ; : : : ; m be a block system and A 1 ; : : : ; A r a potential block system. W.l.o.g. we assume that 2 1 \ A 1 and c = j 1 \ A 1 j. In the sequel we will give some more necessary conditions for potential block systems to be block systems. We will use this to reduce the number of wrongly computed generating polynomials and embeddings. The following lemma is an immediate consequence of the last lemma.
Lemma 33. Let Let us consider the intersection 1 ; : : : ; m of two block systems 1 ; : : : ; m and 1 ; : : : ;^ m . We know that the intersection is a block system, too. Let A 1 ; : : : ; A r be a potential block system. We want to test if A 1 ; : : : ; A m can be a block system. A natural question to ask if it is necessary to intersect A 1 ; : : : ; A m with all known block systems to get maximal information.
Example 35. To simplify we consider only the indices of the zeros. Let = f1; : : : ; 12g. Suppose we know two block systems f1; 2; 7; 8g; f3; 4; 9; 10g; f5; 6; 11; 12g and f1; 2; 3; 4; 5; 6g; f7; 8; 9; 10; 11; 12g. The intersection of these block systems is f1; 2; g; f3;4g;f5;6g;f7;8g;f9;10g; f11;12g. We consider the potential block system f1; 2; 3; 10;11;12g;f4;5;6;7; 8; 9g. Looking at the intersection with the rst two block systems we get no contradiction. But we have f1; 2; 3; 10; 11; 12g \ f1; 2g = f1; 2g and f1; 2; 3; 10; 11; 12g \ f3; 4g = f3g. This proves that A 1 ; : : : ; A r is not a potential block system. This example shows that it is useful to consider all known block systems. With this method we can decide for most potential block systems that they are not block systems. We summarize what we have done up to now. Let L 1 ; : : : ; L w be the known sub elds and B be a set of potential block systems.
Print T.
The block systems which are computed in steps 1 and 2 are known in most cases. Now we give a method how to compute a block system if we know a sub eld and the zeros of f in some representation. This algorithm is useful if some sub elds are known or if we want to change the prime p. The following lemma can be easily proved.
Lemma 36. Let 1 ; : : : ; n be the zeros of f and 1 ; : : : ; m be the zeros of g given in the same completion. If the i are pairwise distinct, then 1 ; : : : ; m with i := f j j h( j ) = i ; 1 j ng (1 i m) is the corresponding block system.
The intersection method allows us easily to detect many potential block systems which are not block systems. In the following we give conditions to exclude a lot of block systems with one intersection. If we look at algorithm 30 we see that potential block systems consist of r potential block clusters. We want to give conditions that a potential block cluster cannot be a part of a block system. We denote the inertia degrees of the block clusters with The algorithm generates jV 1 j jV r j potential block systems. Suppose we are able to show that a potential block cluster v 1 2 V 1 cannot be part of a block system. In this case we have decreased the number of possibilities by jV 2 j jV r j. Furthermore we only combine block clusters with the same intersection number (De nition 34). We want to use all known block systems to get maximal information. We denote with (c 1 ; : : : ; cŵ) t the intersection numbers of a potential block cluster withŵ block systems, where c i is the intersection number with the ith block system. Output: Set of potential block systems, such that there is no contradiction with the known block systems.
For i = 1; : : : ; r do:
1. For j = 1; : : : ; jV i j do:
(a) Set W i;j to the intersection number of v i;j with the known block systems.
(b) If one of the components of W i;j equals 0, set V i := V i nfv i;j g.
Compute all potential block systems v 1;j1 ; : : : ; v r;jr with W 1;j1 = = W r;jr and v i;ji 2 V i (1 i r) and print the computed ones.
Terminate the algorithm.
The computation of generating polynomials
We call a minimal polynomial of a primitive element of an extension a generating polynomial. As in the last sections let E = Q( ), f be the minimal polynomial of , and f = 1 ; : : : ; n g be the roots of f. The Galois group G operates transitively on the roots of f. In the last section we have seen how to compute potential block systems corresponding to a permutation . In this section we will explain how to get generating polynomials from a block system. As a byproduct, we get more necessary conditions for potential block systems to be block systems. Nevertheless, we will not get su cient conditions. Wrong systems remaining after this step will nally be removed in the concluding step, the computation of the embedding. Theorem 38. Let 1 ; : : : ; m be a block system and g andg as de ned in (11) and (12) , then (g) =g.
Supposing that 1 ; : : : ; m is only a potential block system corresponding to we still getg 2 Z p t], where p corresponds to . We remark that we have no method to compute explicitly. We know that for each extension F q =F p there exists a unique unrami ed p-adic extension E=Q p such that the residue class eld equals F q . In the last section we have developed an algorithm to compute potential block systems A 1 ; : : : ; A m . We have identi ed the zeros resp. the i in a suitable nite eld. Using the p-adic methods presented in section 2 it is possible to compute these values modulo p k . The following lemma is an immediate consequence.
Lemma 39. Let g;g and~ i 2 E (1 i m) be as de ned in (11) and (12) . It remains to discuss the case when g is not irreducible, i.e. g has multiple roots.
As remarked above, we use linear transforms on f: f(t) f(t + a). The next lemma shows that this procedure will yield irreducible polynomials g.
Lemma 42. There are at most n linear substitutions to f such that the constructed polynomial g (12) has multiple roots. This lemma remains valid if the ground eld is a nite eld. We need the additional assumption that the nite eld contains enough elements. The following lemma is an immediate consequence.
Lemma 43. Let p > n and suppose that p -disc(f). Then there are at most n linear substitutions for f such that p j disc(g).
For our embedding algorithm it is important to have p -disc(g). Therefore we choose primes p > n in our algorithm.
Now we give an algorithm to compute generating polynomials for the sub elds corresponding to a block system.
Algorithm 44. (ComputeGeneratingPolynomial)
Input: A generating polynomial f of a number eld E. A prime p > n and a potential block system 1 ; : : : ; m in polynomial representation. Output: A generating polynomial g of a potential sub eld L, or the message, that 1 ; : : : ; m is not a block system.
Step 1: Compute the inertia degrees k i (1 i m) of the blocks 1 ; : : : ; m .
Set l := lcm(k 1 ; : : : ; k m ).
Compute with Lemma 40 a bound M for the absolute size of the coefcients of g.
Step 4: Factorize f f 1 f r mod p k over an unrami ed p-adic extension of degree l of Q p , where p k > 2M.
Step 5: Set~ j := ff i j 1 i r, it exists a f 2 j with (f i mod p) j fg (1 j m).
Step 6:
For i = 1; : : : ; m compute the product i of the zeros, which are contained in i .
Step 7:
Compute P m i=1 i (modulo p k ). If the absolute value of this sum is larger than M, go to step 12.
Step 8:
Compute g(t) := Q m i=1 (t ? i ) (modulo p k ).
Step 9:
If the absolute value of one of the coe cients of g is larger than M, go to step 12.
Step 10: If g modulo p has multiple factors, set f(t) := f(t + 1) and go to step 3.
Step 11: Computef(t) := f(t + 1),
and a boundM for the coe cients ofĝ. Test, if the absolute size of coe cients ofĝ are smaller thanM. In this case print potential generating polynomial g and terminate.
Step 12: Print, that 1 ; : : : ; m is not a block system and terminate.
The correctness of the algorithm follows from the above considerations. We remark that it is advisable to store a lot of values. The inertia degrees of the potential block systems are already known. The bound M in step 3 only depends on f and the degree of the sub eld.
The most critical part of the algorithm is the factorization of f over an unrami ed p-adic extension of degree l. It is important to compute this factorization only once and store the result for further use. An other question is how to choose k in step 4. Since we use quadratic lifting it is useful to choose k of the form 2~k. It is necessary to choose k in a way that p 2 k > 2M. But practical experience shows that it is better to choose k such that p k M 4 holds. The reason is that we have a better chance to detect in step 7 or 9 that 1 ; : : : ; m is not a block system. We already remarked that it is possible to detect a \wrong" block system during the embedding algorithm, but it turns out that this is very expensive. To avoid this we have inserted step 11 in the algorithm. This is another necessary condition which must hold if 1 ; : : : ; m is a block system. We know no example that passes all these tests but it is not a block system. We use these tests only to get better running times. The results will be proved if we compute the embedding.
Computation of the embedding of the subfields
In this section we give an algorithm to compute an embedding of the computed potential sub elds L in the given eld E. As in the preceding sections let E = Q( ), f be the minimal polynomial of , and f = 1 ; : : : ; n g be the roots of f.
Furthermore let L = Q( ) and g be the minimal polynomial of . This is not a general algorithm to test if a number eld L is contained in a number eld E. We use the known potential block system 1 ; : : :; m to compute the embedding. If we are able to compute an embedding we have a proof that L is indeed a sub eld of E. Otherwise we get a proof that the potential sub eld L is no sub eld. We want to compute a polynomial h 2 Q t] such that h( ) = . The coe cients of h are not necessarily in Zsince in general a equation order is not integrally closed.
To simplify the notation we suppose that g has been computed without substitution of f. Then we know the following equations for the zeros 1 ; : : : ; m of g:
(1 j m):
Therefore the polynomial h has the following property:
h( i ) = j for i 2 j : We know the value of h at n distinct points. Since h is of degree at most n ? 1, it is uniquely de ned this way. We have computed the zeros of the blocks in an unrami ed p-adic extension. In a rst step we want to compute a modulo p approximation which can be done in the residue class eld. Let f 1 ; : : : ; n g be the zeros of f in a suitable nite eldFq. Now we can compute a modulo p approximation of h by solving a linear system of equations or by using the formula of Lagrange. Both methods have the disadvantage that it is necessary to compute all roots of f inFq. In the above algorithms we have worked in extensions F q =F p of degree l = lcm(k i ) which is in general less than the degree ofFq=F p . Now we give a method to compute a modulo p approximation for h which only needs a factorization of f in where j j 1 and j j 1 denote the biggest absolute value of a zero of g resp. f. The absolute value of the denominators of h is bounded by p j disc(f)j.
Now we are able to give the algorithm.
To generate all potential block systems in Step 2 it is not a good idea. In order to avoid memory problems it is better to divide the computation of potential block systems in packages. First we apply Steps 3-5 to the potential block systems of the rst package, then to the second package and so on. In our implementation we use the output of Algorithm 29 as a package. This has the advantage that the intersection algorithm can easily be applied to such a package.
Connections between block systems and prime ideal decomposition
In this section we give a connection between the prime ideal decomposition of a prime ideal in o L and the corresponding block system. This is not used in the presented sub eld algorithm. It gives a deeper insight in the properties of sub elds. Furthermore it explains the name inertia degree for the k i corresponding to a block. The following connection is very useful if we want to compute special sub elds. For instance if we only want to compute normal sub elds the following shows that all inertia degrees of a block system must be the same. is irreducible. From the supposition we know that the~ i are pairwise distinct. Let be the Frobenius automorphism of an unrami ed extension of degree k over Q p . Then we get (if we sort the roots), that~ i = i?1 (~ 1 ) for 1 i s holds. This proves thatg 1 2 Z p t] is irreducible and the corresponding prime ideal has inertia degree k.
Examples
In this section we give several examples demonstrating the e ciency of our algorithm. These algorithms were implemented in the computer algebra system KASH 6] . All computations were done on HP 9000/735 under HP-UX 9.05.
First we compare the running times with the algorithms presented in 10, 12] . This demonstrates the development of the sub eld algorithm. Other methods 9, 1, 15] were compared in 12] resp. 9]. It turned out that the methods in 12] are much more e cient than the other ones.
First we compare this algorithm with the algorithm developed by the author in his master thesis 10]. We have computed the sub elds of 1112 imprimitive elds of degree 9. These elds have been taken from a A list of generating polynomials can be found in 12]. The running time there was 3641 sec. Now we are able to compute all sub elds within 105 sec. Now we look at an example with a huge number of potential block systems. The following eld E of degree 60 was computed as splitting eld of a eld of degree 5 with Galois group A 5 . The main problem is neither the degree nor the size of the coe cients. There are only cycle decompositions with small cycles. We have the following factorization shapes:
1. 60 factors of degree 1, 2. 30 factors of degree 2, 3. 20 factors of degree 3, 4. 12 factors of degree 5.
There are no sub elds of degree 2,3, and 4, which can be gured out easily. If we choose a prime corresponding to 12 factors of degree 5, we have to consider 5 11 potential block systems to compute sub elds of degree 5. Without any additional information this would take about half a year computing time. We are able to complete this example if we know some sub elds. With this information we can compute block systems and use the intersection algorithm 37.
To compute the splitting eld of degree 60 we started with a eld of degree 5 generated by a zero of t 5 +t 4 ?2t 3 +t 2 +t+1. If we factor this polynomial over the number eld generated by a root of it, we get a degree 4 factor. Now we computed a primitive element for the degree 20 extension. After this we used the OrderShort function of KASH 6] As a last step we computed the degree 60 polynomial. An important fact is that we are able to compute the embeddings of the degree 5 and 20 elds into E. The eld E is generated by a zero of To save space we do not give the sub elds here. In the following table we give a statistic about the number of sub elds and the running times.
The running time for the sub elds increases if the degree of the sub elds becomes larger. The reason is that the embedding algorithm becomes more expensive. The exception is the degree 5 case. At this point only two sub elds are known which means that many potential block systems must be tested. The computation of the eld E including the embeddings of the two known sub elds took about one hour. 
