Abstract-Contingency screening for transient stability of large scale, strongly nonlinear, interconnected power systems is one of the most computationally challenging parts of Dynamic Security Assessment and requires huge resources to perform time-domain simulations-based assessment. To reduce computational cost of time-domain simulations, direct energy methods have been extensively developed. However, these methods, as well as other existing methods, still rely on time-consuming numerical integration of the fault-on dynamics. This task is computationally hard, since possibly thousands of contingencies need to be scanned and thousands of accompanied fault-on dynamics simulations need to be performed and stored on a regular basis. In this paper, we introduce a way to eliminate the need for fault-on dynamics simulations in contingency screening. This technique is based on bounding the fault-on dynamics and applying the recently introduced Lyapunov Function Family approach for transient stability. In turn, a lower bound of the critical clearing time is obtained without restoring to simulations. A comprehensive analysis is carried out to validate this novel technique on a number of IEEE test cases.
I. INTRODUCTION
Transient stability assessment, concerned with power systems stability/instability after contingencies, is a core element of the Dynamic Security Assessment Systems that monitor and allow the reliable operation of power systems around the world. The most straightforward and dominant approach in industry to this problem is based on the direct timedomain simulations of transient post-fault dynamics following possible contingencies. Rapid advances in computational hardware made it possible to perform accurate simulations of large scale systems possibly faster than real-time [1] , [2] . However, in practice there are usually thousands to millions of contingencies that need to be screened on a regular basis. As such, the computational cost for time-domain simulationsbased transient stability assessment is huge. At the same time, most of these contingencies are not critical, and thus most of computational resources are spent for assessment of contingencies that do not contribute to overall system risk.
To avoid time-consuming numerical integration of post-fault dynamics and save the computational resources, the smarter way nowadays is to use a combination of the direct energy approaches and time-domain simulation [3] - [5] , in which the non-critical contingencies will be screened by the energy method and the remaining critical contingencies are checked by time-domain simulations. The advantage of direct energy methods is that it allows fast screening of the contingencies while providing mathematically rigorous certificates of stability. After decades of research and development, the controlling unstable equilibrium point (UEP) method [6] has been widely accepted as the most successful method among other energy function based direct screening methods, and is being applied in industry. This method is based on comparing the postfault energy with the energy at the controlling UEP to certify transient stability.
The noticeable drawback of the controlling UEP method is the inherent difficulty of direct identification of the controlling UEP [7] . The controlling UEP is defined as the first UEP whose stable manifold is hit by the fault-on trajectory at the exit point, i.e. the point where the fault-on trajectory meets the actual stability boundary of the post-fault Stable Equilibrium Point (SEP). Note that the actual stability boundary of the SEP is generally unknown, and thus the computation of the exit point is very complicated and usually necessitates iterative time-domain simulations. For a given fault-on trajectory, the controlling UEP computation requires solving a large set of nonlinear differential algebraic equations which is done by numerical methods. However, with respect to these methods, e.g. Newton method, the convergence region of the controlling UEP can be very small and irregular compared to that of the SEP. If an initial guess for the numerical iteration was chosen outside the convergence region of the controlling UEP, then the computational algorithm will result in wrong controlling UEP, leading to unreliable stability assessment. Unfortunately, it is extremely hard to find an initial guess sufficiently close to the controlling UEP. Until now, the unique way to directly compute the controlling UEP reliably is to simulate and store the fault-on trajectory. As a consequence, the UEP controllingbased method for contingency screening still requires fault-on dynamics simulations for each contingency.
To the best of our knowledge, there are only a few works on contingency screening without relying on fault-on dynamics simulations. Particularly, in [8] the closest UEP method is exploited and an algebraic formulation of the critical clearing time is obtained based on polynomial approximation of the swing equations. However it is assumed that the dynamics of the rotor angles during the fault is a constant positive acceleration, which is unrealistic.
The objective of this paper is to develop novel numerical approach that can potentially alleviate the computational burden of finding the controlling UEP. We aim to achieve this objective by developing a completely simulation-free technique for estimation of critical clearing time. This technique is based on the extension of the recently introduced Lyapunov Functions Family (LFF) approach [9] constructing a family of Lyapunov functions and then finding the best suited function in the family for given initial states. Basically, this method certifies that the post-fault dynamics is stable if the fault-cleared state stays within a polytope surrounding the post-fault equilibrium point and the Lyapunov function at the fault-cleared state is smaller than the minimum value of Lyapunov function over the flow-out boundary of that polytope. Therefore, to screen the contingencies for transient stability, this method only requires the knowledge the faultcleared state, instead of the whole fault-on trajectory.
Exploiting this advantage of LFF method, a technique is introduced to bound the fault-on dynamics and thereby the fault-cleared state. This bound leads to a transient stability certificate that only relies on checking the clearing time, i.e. if the clearing time is under certain threshold then the faultcleared state is still in the region of attraction of the original SEP and the post-fault dynamics is determined stable. By this new method, a fast transient stability assessment for a large number of contingencies can be obtained without using any simulations. Such approach can be utilized in several power system applications, such as optimal power flow and resources allocation problems [11] , [12] , where the proposed transient stability certificate can help reduce the search space by eliminating less critical contingencies in studies.
The structure of this paper is as follows. In Section II the contingency screening problem addressed in this paper is introduced, together with the extension of the LFF approach for transient stability. Section III presents the main result of this paper regarding the simulation-free algebraic estimation of the critical clearing time, and explains how this new stability certificate can be used in practice to screen contingency for transient stability without time-domain simulations of faulton dynamics. Finally, in Section IV results of contingency screening on several IEEE test systems is presented and analyzed. Section V provides the conclusion by discussing the advantages of different approaches and possible ways to improve the algorithms.
II. LYAPUNOV FUNCTION FAMILY APPROACH FOR TRANSIENT STABILITY
In this section, we describe the Lyapunov function family approach to transient stability analysis [9] , and then extend this family to a broader set of Lyapunov functions family, that will be instrumental to establish the lower bound of critical clearing time in the next section. In normal conditions, power grids operate at a stable equilibrium point. Under some fault or contingency scenarios, the system evolves subject to the faulton dynamics and moves away from the pre-fault equilibrium point. After the fault is cleared, the system experiences the post-fault transient dynamics. In this paper, the normal type of contingencies is considered where a three phase fault occurs in a transmission line causing a tripping to the respective line. If the line is reclosed again, typically the pre-fault dynamics and equilibrium will be the same as the post-fault dynamics and equilibrium, respectively.
To describe the pre-fault and post-fault dynamics, we utilize the differential structure-preserving model [13] . This model naturally incorporates the dynamics of rotor angle as well as response of dynamic load power output to frequency deviation. Though it does not model the dynamics of voltage in the system, in comparison to the Kron-reduction models with constant impedance loads [14] the structure of power systems and the impact of load dynamics are preserved in this approach. When the losses in the power grid are ignored, the model can be expressed as:
where the first m equations represent the dynamics of generators and the remaining (n − m) equations represent the dynamics of frequency-dependent loads. With k = 1, ..., m, then m k is the dimensionless moment of inertia of the k th generator, d k is the term representing primary frequency controller action on the governor, and P m k is the effective dimensionless mechanical power acting on the rotor.
] {k,j}∈E is the susceptance matrix and V k represents the voltage magnitude at the k th bus, which is assumed to be constant. The stationary operating condition is given by
T where δ k is solution of the power flowlike equations
where P k = P m k , k = 1, . . . , m, and
. . , n. We assume that there exists a stable operating condition where δ * kj < π/2 for all {k, j} ∈ E. In the LFF approach, the nonlinear couplings and the linear model are separated. To do that, the state vector
T is introduced which is composed of the vector of generator's angle deviations from equilibrium
T , their angular velocities
T , and vector of load's angle deviation from equilibrium
T . Let E be the incidence matrix of the corresponding graph, so that
T . Consider the nonlinear transformation F in this representation is a simple trigonometric function
T . In state space representation the system can be expressed in the following compact form:
where 
with the matrices A, B given by the following expression:
and
Here, |E| is the number of edges in the graph defined by the susceptance matrix, or equivalently the number of non-zero non-diagonal entries in B kj . For the system defined by (5), the LFF approach proposes to use the Lyapunov functions family given by:
in which the diagonal matrices K, H of size |E| × |E| and symmetric, positive matrix Q of size (n + m) × (n + m) satisfy the LMI:
with R = QB −C T H −(KCA) T . Then, it can be proved that the Lyapunov function is decreasing in the polytope P defined by inequalities |δ kj +δ * kj | ≤ π, ∀{k, j} ∈ E. In order to ensure that the system will not escape the polytope P during transient dynamics one condition will be added to restrict the set of initial states inside P. Accordingly, we define the minimization of the function V (x) over the union ∂P out of the flow-out boundary segments ∂P out kj as follows:
where ∂P out kj is the flow-out boundary segment of polytope P that is defined by |δ kj + δ * kj | = π and δ kjδkj ≥ 0. Given the value of V min the invariant set of the Lyapunov function V (x) where the convergence to equilibrium is certified is given by
Finally, to check if the post-fault dynamics is stable, we check if the fault-cleared state x 0 is inside the stability region estimate R P , i.e. if x 0 is in the polytope P and V (x 0 ) < V min . Therefore, to certify transient stability of each contingency, the LFF approach only need to know the fault-cleared state x 0 (i.e. the state of fault-on trajectory at the clearing time), rather than the whole fault-on trajectory.
In this paper, the proposed approach is only concerned with voltage phase angles staying inside the polytope Q defined by inequalities |δ kj | ≤ π/2, ∀{k, j} ∈ E. An advantage of considering this polypote of voltage phasor angles is that inside this polytope the Lyapunov function V (x) defined in (6) is convex. As such, the minimum value V min can be calculated in polynomial time. In addition, a inside this polytope, stricter bounding can be established for the nonlinear flow vector F as follows
where
and f {k,j} = sin δ kj − sin δ * kj is an element of the vector F. Exploiting this strict bound of the nonlinear flow vector F, the LMI (7) can be replaced by the following less restrictive LMI:
while all the above results for the stability certificate still hold true. In particular, the estimate for region of attraction is given by
with
The proof of this fact is given in Appendix VI-A. With the less restrictive LMI (11), a broader family of Lyapunov functions can be obtained, which will be exploited to establish the lower bound of the critical clearing time in the next section.
III. CONTINGENCY SCREENING WITHOUT TIME-DOMAIN SIMULATIONS
In this section, the contingency screening for transient stability is described by combining the LFF approach and the bounding of the fault-on dynamics, which will completely remove any time-domain simulations of both the post-fault dynamics and fault-on dynamics. The resulting stability certificate will only rely on checking the clearing time.
A. Bounding of The Fault-on Dynamics
If the time-domain simulation for fault-on dynamics is used, the fault-cleared state x 0 can be determined by directly integrating the fault-on dynamics. Then, the value of V 0 = V (x 0 ) computed from (6) is compared to the value of V min to certify transient stability.
Now, assume that time-domain simulations are not used to integrate the fault-on dynamics. Then the fault-cleared state x 0 will not be known precisely. To guarantee that x 0 ∈ Q and V (x 0 ) < V min , we will bound the fault-on dynamics. Consider the normal condition when the pre-fault system is in the stable operating condition defined by the SEP x * , and then a fault occurs to trip the line {u, v}. Furthermore, assume that during the fault the parameters P k are unchanged. Then, if the fault is cleared and the line {u, v} is reclosed, the post-fault dynamics will have the stable equilibrium point exactly at the same as the pre-fault equilibrium point x * . The fault-on dynamics is described bẏ
where the fault-on trajectory is denoted as x F (t) to differentiate it from the post-fault trajectory x(t) in (5), and D {u,v} is the unit vector to extract the nonlinear function (sin δ uv − sin δ * uv ) from the nonlinear vector F . In Appendix VI-B, the following center result regarding the bounding of the fault-on dynamics is proven, which will be instrumental to the introduction of stability certificate in the next section. If there exist matrices Q, K, H, H ≥ 0 and a positive number γ such that
T , then along the fault-on dynamics (14) we havė
Note that the Lyapunov function's derivativeV (x) along the pre-fault dynamics (5) is non-positive in the polytope Q. Basically, the above result provides a certificate to make sure that the fault-on dynamics does not deviate too much from the pre-fault dynamics. As such, if the clearing time is under some threshold, then the fault-cleared state (i.e. the state of fault-on system at the clearing time) is not very far from the considered working condition. The above result as such is essential to establish a lower bound of the critical clearing time in the next section.
To solve the inequality (15), we note that for a fixed value of γ, the inequality (15) can be transformed to the following LMI of the matrices Q, K, H via Schur complement:
. The matrices Q, K, H can be found quickly from the LMI (16) by convex optimization. Therefore, a heuristic algorithm can be used to find solution of (15), in which γ is varied and the LMI (16) is solved to obtain the matrices Q, K, H accordingly.
B. Estimation of The Critical Clearing Time
Let the clearing time be τ clearing . In Appendix VI-C, the following stability certificate which only relies on checking the clearing time is proven. If the inequality (15) holds and the clearing time τ clearing satisfies τ clearing < 2γ(V min −V (x * )), then, the fault-cleared state x F (τ clearing ) is still inside the region of attraction of the post-fault SEP x * and the post-fault dynamics following the considered contingency leads to the stable operating condition x * . Therefore, this stability certificate provides us with a lower bound of the critical clearing time as 2γ(V min − V (x * )) obtained by solving the inequality (15) and calculating the minimum value V min . This estimation of the critical clearing time is totally simulation-free, distinguishing it from other methods in the literature to find the critical clearing time.
We note that the pre-fault dynamics and post-fault dynamics are not necessary the same. The proposed technique is easy to extend to the case when these dynamics as well as the pre-fault SEP and post-fault SEP are different. Particularly, the lower bound of the critical clearing time 2γ(V min − V (x * )) will be replaced by the new bound 2γ(V min − V (SEP pre−f ault )). The proof is straightforward and omitted here.
It is also possible to extend this stability certificate to the case when several contingencies co-exist. This case is of practical interest. Indeed, the large-area blackout in practice is usually a result of multiple contingencies happening at short time interval. Though large-area blackout is rare, its effect is severe, both economically and humanly. Therefore, it is critical to check if the power grids stand when several contingencies are happening, or leading to large-area blackout. The technique presented in this paper provides a framework to certify the safety of power grids.
C. Contingency Screening without Simulations
The stability certificate in the previous section provides us with a way to directly screen contingencies for transient stability assessment without any time-domain simulations, as described by the algorithm in Fig. 2 . Basically, for the contingency manifested by the tripping of line {u, v}, one can check if the inequality (15) is solvable. In case it is solvable to find the matrices Q, K, H, and the positive number γ, then the Lyapunov function V (x) can be derived as in (6) , and the minimum value V min defined in (13) can be calculated. Finally, if the clearing time satisfies that τ clearing < 2γ(V min −V (x * )), then we conclude that the post-fault dynamics following the considered contingency leads to a stable operating condition. If this inequality is not true, or if there is no solution for the inequality (15) , then nothing can be concluded about the stability or instability of the post-fault dynamics. The contingency in this case should be screened by other method or by direct time-domain simulations.
Note that the large family of possible Lyapunov functions, given by the matrices Q, K, H satisfying the inequality (15), gives us the flexibility in contingency screening. Accordingly, an efficient adaptation algorithm for finding the Lyapunov functions can be developed to a given contingency in the same spirit with the adaptation algorithm proposed in [9] . Then, with the contingency scenario presented as a fault on the line {u, v}, the most suitable Lyapunov functions can be found in the family defined by the inequality (15) , that will give us the estimation 2γ(V min − V (x * )) of the critical clearing time as large as possible, as showed in Table I for the simple case of two buses system.
D. Robust Contingency Screening
In contingency screening, it is greatly advantageous if we have a certificate to screen any possible contingency associated with the tripping of any line in E. Let D be a matrix larger than or equal to D {u,v} D T {u,v} for all the lines {u, v} ∈ E. We have the following result for the robust screening of contingencies. If the inequality (15) V (x * )), then, for any contingency associated with the tripping of any line {u, v} ∈ E, the fault-cleared state x F (τ clearing ) is still inside the region of attraction of the post-fault SEP x * , and the post-fault dynamics following the considered contingency leads to the stable operating condition x * . This result is a straightforward corollary of the stability certificate in Section III-B, and thus its proof is omitted here.
IV. NUMERICAL ILLUSTRATIONS

A. Classical 2 bus system
For illustrating the presented concepts, this section presents the simulation results on the most simple 2-bus power system, described by the single 2-nd order differential equation
For numerical simulations, we choose m = 0.1 p.u., d = 0.15 p.u., a = 0.2 p.u., and p = 0.06 p.u. Then the stable equilibrium point is given by [δ
T . Choose β = 0.3. By varying γ and solving the LMI (16), we obtain the corresponding lower bounds for the critical clearing time as in the table I.
Therefore, in these values of γ, with γ = 3 we obtain the largest lower bound for the critical clearing time as 1.3189. The corresponding matrices Q, K, H are Q = 0.0037 0.0108 0.0108 0.1939 ; K = 0.3778; H = 0.0285, (18) while the corresponding minimum value V min is 0.2089. In Fig. 3 we show the dynamics of the system trajectory in the fault-on and post-fault-stage in which the clearing time is taken as τ clearing = 1.3189s. It can be seen that when the line is tripped the system evolves according to the faulton dynamics and the system trajectory deviates from the prefault equilibrium point to the fault-cleared state δ F (τ clearing ).
When the fault is cleared and the line is re-closed, the system trajectory recovers from the fault-cleared state to the postfault equilibrium point which is the same with the pre-fault equilibrium. 
B. Three generator system
Consider the system of three generators with the timeinvariant terminal voltages and mechanical torques given in Tab. II. T . Choose β = 0.3. For simplicity we just take m k = 2, d k = 1, k = 1, 2, 3. Assume that the fault trips the line between generators 1 and 2 and when the fault is cleared the line is re-closed. Also, during that time the mechanical inputs are assumed to be unchanged. Taking γ = 3 and using CVX software we can solve the LMI (16) we obtain 
C. Kundur 9 bus 3 generator system
Consider the Kundur 9 bus 3 machine system depicted in Assume that the fault trips the line between buses 6 and 4 and when the fault is cleared this line is re-closed. With β = 0.3, γ = 10 −5 , using the CVX software, we can solve the LMI (16) . Accordingly, we can calculate the minimum value of the Lyapunov function and obtain the lower bound for the critical clearing time as 2γ(V min − V (x * )) = 0.1049s. In this paper, we introduced techniques to screen contingencies for transient stability without relying on any timedomain simulations. This is based on extending the recently introduced LFF transient stability certificate in the combination with bounding of the fault-on dynamics. Basically, the LFF approach can certify the post-fault dynamics's stability when the fault-cleared state is in some polytope surrounding the post-fault stable operating point and the Lyapunov function at the fault-cleared state is under some threshold. We observed that the LFF certificate only needs to know the fault-cleared state, instead of the fault-on trajectory. Therefore, with the introduced bounding technique we can bound the Lyapunov function at the fault-cleared state, by which we certify stability for a given contingency scenario without involving any simulations for the fault-on trajectory and post-fault trajectory. In turns, we obtain an algebraic formulation for the lower bound of the critical clearing time, and the stability assessment now only involves checking if the clearing time is smaller than that lower bound to assure the stability of the post-fault dynamics. Remarkably, the proposed stability certificate only relies on solving LMI and convex optimization problems, and it is therefore scalable to stability assessment of large scale power systems, especially when combined with recent advances in semi-definite programming exploiting the relatively low treewidth of the grids' graph [15] .
Toward the practical applications of the proposed simulation-free approach to contingency screening, further extensions should be made in the future where more complicated models of power systems are considered, e.g. the dynamics of generators' voltage or effects of buses' reactive power is incorporated in the model. Since the LFF method is applicable to lossy power grid [10] , it is straightforward to extend the proposed method in this paper to incorporating reactive power, which will introduce the cosine term in the model (5) . This can be done by extending the state vector x and combining the technique in this paper with the LFF transient stability techniques for lossy power grids (without reactive power considered) [10] . Also, we can see that, in order to make sure the Lyapunov function is decreasing in the polytope Q, it is not necessary to restrict the nonlinear terms F (Cx) to be univariate. As such, we can extend the proposed method to power systems with generators' voltage dynamics in which the voltage variable is incorporated in a multivariable nonlinear function F.
Furthermore, the proposed simulation-free contingency screening method could be developed to robustly assess the stability of power systems for a set of faults co-happening. This can be applied when there are significant changes in the power gird topology such as in load shedding [16] , [17] and controlled islanding schemes [18] , [19] . For this end, a more restrictive bounding of the fault-on dynamics should be employed to alleviate the conservativeness of the proposed method, which is expected when multiple faults are considered.
VI. APPENDIX
A. Proof of the Transient Stability Certificate
From the inequality (11), there exist matrices X |E|×(n+m) , Y |E|×|E| such that
The derivative of V (x) along (5) is hence given by:
V (x) = 0.5ẋ T Qx + 0.5x T Qẋ − K {k,j} (− sin δ kj + sin δ * kj )δ kj = 0.5x
Noting that CB = 0 and Y T Y = 2H yieldṡ
where g {k,j} = (f {k,j} −(δ kj −δ * kj ))(f {k,j} −β(δ kj −δ * kj )) ≤ 0, ∀x ∈ Q. As such, the Lyapunov function V (x) is decaying inside the polytope Q. The other results immediately follow those in [9] . where g {k,j} F = (f {k,j} − (δ kj F − δ * kj ))(f {k,j} − β(δ kj F − δ * kj )).
Note that g {k,j} F ≤0, ∀x F ∈ Q, 
Hence,V (x F ) ≤ 1 2γ whenever x F ∈ Q.
C. Proof of The Clearing Time-based Stability Certificate
We will prove that with τ clearing < 2γ(V min − V (x * )), the fault-cleared state x F (τ clearing ) is still in the set R Q .
Note that the boundary of the set R Q is composed of segments which belong to sublevel set of the Lyapunov function V (x) and segments which belong to the flow-in boundaries ∂Q in kj with respect to the post-fault dynamics x(t). ∂Q in kj is defined by |δ kj | = π/2 and δ kjδkj < 0. It is easy to see that the flow-in boundaries ∂Q in kj also prevent the fault-on dynamics (14) from escaping R.
Assume that x F (τ clearing ) is not in the set R Q . Then the fault-on trajectory can only escape R Q through the segments which belong to sublevel set of the Lyapunov function V (x). Denote τ be the first time at which the fault-on trajectory meets one of the boundary segments which belong to sublevel set of the Lyapunov function V (x). Hence x F (t) ∈ R Q for all 0 ≤ t ≤ τ. SinceV (x F ) ≤ 1 2γ whenever x F ∈ Q, and the fact that R Q ⊂ Q, we have
Hence τ ≥ 2γ(V (x F (τ )) − V (x * )). By definition of τ , we have V (x F (τ )) = V min . Therefore, τ ≥ 2γ(V min − V (x * )) and thus τ clearing ≥ 2γ(V min − V (x * )), which is a contradiction.
