Given a set of n real numbers, if the sum of elements of every subset of size larger than k is negative, what is the maximum number of subsets of nonnegative sum? In this note we show that the answer is
Introduction
Let {x 1 , · · · , x n } be a sequence of n real numbers whose sum is negative. It is natural to ask the following question: What is the maximum possible number of subsets of nonnegative sum it can have? One can set x 1 = n − 2 and x 2 = · · · = x n = −1. This gives n i=1 x i = −1 < 0 and 2 n−1 nonnegative subsets, since all the proper subsets containing x 1 , together with the empty set, have a nonnegative sum. It is also not hard to see that this is best possible, since for every subset A, either A or its complement {x 1 , · · · , x n }\A must have a negative sum. Now a new question arises: suppose it is known that every subset of size larger than k has a negative sum, what is the maximum number of nonnegative subsets? This question was raised recently by Emmanuel Tsukerman [6] . The previous problem is the special case when k = n − 1. A similar construction x 1 = k − 1, x 2 = · · · = x n = −1 yields a lower bound n−1 k−1 + · · · + n−1 0 + 1. In this note we prove that this is also tight. Theorem 1.1. Suppose that every subset of {x 1 , · · · , x n } of size larger than k has a negative sum, then there are at most One can further ask whether the extremal configuration x 1 = k − 1, x 2 = · · · = x n = −1 is unique, in the sense that the family F = {U : i∈U x i ≥ 0} is unique up to isomorphism. Note that when k = n − 1, an alternative construction x 1 = −n, x 2 = · · · , x n = 1 also gives 2 n−1 nonnegative subsets, while the family F it defines is non-isomorphic to the previous one. More generally, for k = n − 1 any sequence X = {x 1 , . . . , x n } of n integers whose sum is −1 contains exactly 2 n−1 nonnegative subsets, as for any subset A of X, exactly one of the two sets A and X − A has a nonnegative sum. However, for every k < n − 1, we can prove the uniqueness by the following result in which the number of nonnegative elements in the set is also taken into account. Theorem 1.2. Let 1 ≤ t ≤ k < n be integers, and let X be a set of real numbers {x 1 , · · · , x n }, in which there are exactly t nonnegative numbers. Suppose that the sum of elements of every subset of size greater than k is negative, then the number of nonnegative subsets is at most 2 t−1 (
. This is tight for all admissible values of t, k and n.
For every fixed k and n with k < n − 1, the expression in Theorem 1.2 is strictly decreasing in t. Indeed, if 1 ≤ t < t + 1 ≤ k ≤ n, then, using Pascal's identity:
The last quantity is strictly positive for all t < k < n − 1 (and is zero if k = n − 1). Therefore, the above theorem implies Theorem 1.1 as a corollary and shows that it is tight for k < n − 1 only when there is exactly one nonnegative number. The bound is Theorem 1.2 is also tight by taking x 1 = k − t, x 2 = · · · = x t = 0, x t+1 = · · · = x n = −1. In this example, the sum of any k + 1 elements is negative, and a subset is nonnegative if and only if it is either of the form {x 1 } ∪ S ∪ T , where S is an arbitrary subset of {x 2 , · · · , x t } and T is a subset of {x t+1 , · · · , x n } having size at most k − t, or when it is a subset of {x 2 , · · · , x t }.
The rest of this short paper is organized as follows. In Section 2 we prove a Hall-type theorem and deduce from it the existence of perfect matchings in certain bipartite graphs. This enables us to obtain Theorem 1.2 as a corollary. Section 3 includes a strengthening of the non-uniform version of the Erdős-Ko-Rado theorem, which leads to an alternative proof of Theorem 1.1. In the last section, we discuss some further research directions.
The Main result
The following lemma can be regarded as a strengthening of the fundamental theorem of Hall [3] . Proof. The "only if" part is obvious since G is a subgraph of H. In order to prove the "if" part, note first that if H contains a perfect matching, then
We will verify that the graph G satisfies the conditions in Hall's Theorem: for any subset X ⊂ A, its neighborhood has size |N G (X)| ≥ |X|. Put Y = N G (X), and
and define two sequences of numbers {x i }, {y j } so that
Consider the pairs (i, j) such that G[A i , B j ] is nonempty. In this induced bipartite subgraph suppose every vertex in A i has degree d 1 , and every vertex in B j has degree d 2 . Double counting the number of edges gives
On the other hand, we also have 
To prove the claim it suffices to find d i,j ≥ 0 defined on every pair (i, j) with nonempty
In other words, the conditions for Hall's Theorem would be satisfied if the following system has a solution:
The standard way to prove that there is a solution is by considering an appropriate flow problem. Construct a network with a source s, a sink t, and vertices a 1 , · · · , a k and b 1 , · · · , b l . The source s is connected to every a i with capacity |A i |, and every b j is connected to the sink t with capacity |B j |. For every pair (i, j), there is an edge from a i to b j . Its capacity is +∞ if G[A i , B j ] is nonempty and 0 otherwise. Then (2) is feasible if and only if there exists a flow of value i |A i | = j |B j |. Now we consider an arbitrary cut in this network:
Its capacity is finite only when for every 
Therefore the minimum cut in this network has capacity at least k i=1 |A i |, and there is a cut of exactly this capacity, namely the cut consisting of all edges emanating from the source s. By the max-flow min-cut theorem, we obtain a maximum flow of the same size and this provides us with a solution d i,j to (2), which verifies the Hall's condition (1) for the graph G.
Remark. Lemma 2.1 can also be reformulated in the following way: given G with the properties stated, define the reduced auxiliary graph H ′ on the vertex set A ′ ∪ B ′ , where . Therefore by Lemma 2.1, it suffices to check that the reduced auxiliary graph H ′ satisfies the conditions in the above remark. We discuss the following two cases.
First suppose m ≥ 2r, note that in the reduced graph H ′ , A ′ = B ′ = [r], every vertex i in A ′ is adjacent to the vertices {r + 1 − i, · · · , r} in B ′ . The only inequalities we need to verify are: for every 1 ≤ t ≤ r,
The last inequality holds because the function m k is increasing in k when k ≤ m/2. Now we consider the case r + 1 ≤ m ≤ 2r − 1. In this case every vertex i in A ′ is adjacent to vertices from r + 1 − i to min{r, m − i}. More precisely, if 1 ≤ i ≤ m − r, then i is adjacent to {r + 1 − i, . . . , r} in B ′ , and if m − r + 1 ≤ i ≤ r, then i is adjacent to {r + 1 − i . . . , m − i} in B ′ . It suffices to verify the conditions for X = {1, · · · , t} when t ≤ r, and for X = {s, · · · , t} when m − r ≤ s ≤ t ≤ r. In the first case N H ′ (X) = {r + 1 − t, · · · , r}, and the desired inequality holds since This concludes the proof of the corollary.
We are now ready to deduce Theorem 1.2 from Corollary 2.2.
Proof. of Theorem 1.2: Without loss of generality, we may assume that x 1 ≥ x 2 ≥ · · · ≥ x n , and x 1 + · · · + x k+1 < 0. Suppose there are t ≤ k nonnegative numbers, i.e. x 1 ≥ · · · ≥ x t ≥ 0 and x t+1 , · · · , x n < 0. If t = 1, then every nonempty subset of nonnegative sum must contain x 1 , which gives at most 
Note that if a nonempty subset with index set U has a nonnegative sum, then |U ∩ {t + 1, · · · , n}| ≤ k − t, otherwise U ∪ {1, · · · , t} gives a nonnegative subset with more than k elements. Therefore every nonnegative subset is a vertex of one of the graphs G i . Moreover, we can define the edges of G i in a way that A i ∪ S is adjacent to B i ∪ T if and only if S, T ⊂ {t + 1, · · · , n}, S ∩ T = ∅ and |S| + |T | ≥ k − t + 1. Note that by this definition, two adjacent vertices cannot both correspond to nonnegative subsets, otherwise S ∪ T ∪ {1, · · · , t} gives a nonnegative subset of size larger than k. Applying Corollary 2.2 with m = n − t, r = k − t, we conclude that there is a matching saturating all the vertices in G i except A i and B i . Therefore the number of nonnegative subsets in G i is at most n−t k−t + · · · + n−t 0 + 1. Note that this number remains the same for different choices of (A i , B i ), so the total number of nonnegative subsets is at most 2 t−1 (
A strengthening of the non-uniform EKR theorem
A conjecture of Manickam, Miklós, and Singhi (see [4] , [5] ) asserts that for any integers n, k satisfying n ≥ 4k, every set of n real numbers with a nonnegative sum has at least n−1 k−1 k-element subsets whose sum is also nonnegative. The study of this problem (see, e.g., [1] and the references therein) reveals a tight connection between questions about nonnegative sums and problems in extremal finite set theory. A connection of the same flavor exists for the problem studied in this note, as explained in what follows.
The Erdős-Ko-Rado theorem [2] has the following non-uniform version: for integers 1 ≤ k ≤ n, the maximum size of an intersecting family of subsets of sizes up to k is equal to
0 . The extremal example is the family of all the subsets of size at most k containing a fixed element. This result is a direct corollary of the uniform Erdős-Ko-Rado theorem, together with the obvious fact that each such family cannot contain a set and its complement. In this section we show that the following strengthening is also true. It also provides an alternative proof of Theorem 1.1. ≤k (that is A ∈ F implies that {B ∈
[n] ≤k : B ⊇ A} ⊂ F) then F is an intersecting family, and hence the bound for |F| holds. Suppose there exist A, B ∈ F, such that A ∩ B = ∅, thus |A| + |B| ≤ k. Since k ≤ n − 1 and F is an upset, there exists a C ∈ F such that A ⊂ C, C ∩ B = ∅, and |C| + |B| > k which is a contradiction.
Next let us show that applying so called "pushing up" operations S i (F), we can transform F to an upset F * ⊂
[n]
≤k of the same size, without violating the property of F. This, together with the observation above, will complete the proof. For i ∈ [n] we define S i (F) = {S i (A) : A ∈ F}, where
It is clear that |S i (F)| = |F| and applying finitely many operations S i (F), i ∈ [n] we come to an upset F * ⊂
≤k . To see that S i (F) does not violate the property of F let F = F 0 ∪ F 1 , where
What we have to show is that for each pair A, B ∈ F the pair S i (A), S i (B) satisfies the condition in the theorem as well. In fact, the only doubtful case is when A, B ∈ F 0 , A ∩ B = ∅, |A| + |B| = k. The subcase when S i (A) = A ∪ {i}, S i (B) = B ∪ {i} is also clear. Thus, it remains to consider the situation when S i (A) = A (or S i (B) = B). In this case (A ∪ {i}) ∈ F, since |A|, |B| ≤ k − 1. Moreover, (A ∪ {i}) ∩ B = ∅ and |A ∪ {i}| + |B| = k + 1, a contradiction.
To see that Theorem 3.1 implies Theorem 1.1, take F = {F : ∅ = F ⊂ {1, · · · , n}, i∈F x i ≥ 0}. The family F satisfies the conditions in Theorem 3.1 since if A, B ∈ F, then i∈A x i ≥ 0, i∈B x i ≥ 0. If moreover A ∩ B = ∅, then i∈A∪B x i ≥ 0 and it follows that |A ∪ B| ≤ k.
Concluding remarks
We have given two different proofs of the following result: for a set of n real numbers, if the sum of elements of every subset of size larger than k is negative, then the number of subsets of nonnegative sum is at most n−1 k−1 + · · · + n−1 0 + 1. The connection between questions of this type and extremal problems for hypergraphs that appears here as well as in [1] and some of its references is interesting and deserves further study.
Another intriguing question motivated by the first proof is the problem of finding an explicit perfect matching for Corollary 2.2 without resorting to Hall's Theorem. When r is small or r = m − 1, one can construct such a perfect matchings, but it seems that things get more complicated when r is closer to m/2.
