In a recent paper [4] , Li et al. gave a generalized successive overrelaxation (GSOR) method for the least squares problems. In this paper, the connection between the GSOR method and the preconditioned conjugate gradient (PCG) method for the normal equations is investigated. It is shown that the PCG method is at least as fast as the GSOR method. Numerical examples demonstrates that the PCG method is much faster than the GSOR method.
INTRODUCTION
The least squares problem, defined by Min x 2 R n k Ax À b k 2 ð1Þ
and the least 2-norm solution of a consistent underdetermined system defined by Min y 2 R m k y k 2 s:t:
where A 2 R mÂn with m > n; x; c 2 R n and y; b 2 R m , are frequently found in Statistics, Geodetics, Photogrammetry, Signal Processing and Control [1] . In recent years, the above problems of ever increasing size have occurred with growing frequency. One reason for this is that the modern acquisition technology allows the collection of massive amounts of data. Another factor is the tendency of scientists to formulate more and more realistic details in describing physical systems.
Storage requirements and the preservation of sparsity greatly affect the choice of numerical methods for solving such problems. Therefore, iterative methods are certainly a useful and attractive alternative to the existing direct methods.
Since both problems (1) and (2) are special cases of the augmented system of m þ n equations
see, e.g. [1] , therefore one approach is to apply iterative methods to the above augmented system. This avoids forming the normal equations, whilst the many standard iterative methods, such as GS, SOR and AOR methods [3, 7] , cannot be applied since the above linear system is symmetric indefinite. Note that the system (3) has a unique solution y Ã and x Ã if A has a full rank. In this paper, it is assumed that the matrix A has a full rank. Note also that
Recently in [4] , a generalized SOR method (GSOR) was introduced for the above augmented system (3). The GSOR method has an acceleration parameter r and a preconditioning matrix P. It was shown in [4] that if
where Q is a symmetric positive definite matrix, and if
then the GSOR method is convergent. Here SðM Þ denote the spectral radius of the square matrix M. The determination of the optimum parameter r was discussed in [5] . The full GSOR algorithm from [4] is given by the following: One main property of the GSOR method is that it can be combined with preconditioning techniques, therefore, can be expected to be more effective. On the other hand, if the preconditioning matrix P is properly chosen, the GSOR algorithm not only has a fast convergence, but is also suitable for parallel computation. Besides, the GSOR method can also cover some well known methods, such as GS, SOR, SSOR [7] , AOR [3] , SAOR [2] methods, applied to the normal equation
For more details see [5] .
In this paper, the connection between the GSOR method and the preconditioned conjugate gradient (PCG) method applied to the normal equation (6) is studied. Let Q be a symmetric and positive definite matrix and be a preconditioner for the above normal equation (6) 
, where M is a symmetric positive definite matrix. In order to obtain an approximate to y Ã by algorithm 2, we define: 
Here,
Proof: We prove the lemma by induction on index k. Firstly, when k ¼ 1, by the conditions of the lemma and by algorithm 1,
Thus, when k ¼ 1 the lemma is true. Secondly, we assume that the above lemma holds for index k. Thus finally, by algorithm 1,
Similarly, by algorithm 1,
by assumption and (13)
A T AÞ; n 2 2 AK k ðu; P À1 A T AÞ:
Thus, by the principle of induction, the lemma is proved. Now we can prove one of our main results. Proof: By the conditions of the theorem lemma 1 holds and by properties (8) and (9) of the PCG method, we have:
therefore,
concluding the proof of the theorem.
From the above theorem, the PCG method is preferable over the GSOR method in the A T A-norm without considering the computational work per iteration and the memory occupation. For each algorithm, computations of Ax and A T y, and solver of Py ¼ f or Qy ¼ f are needed per iteration. For algorithm 1, constants times vectors involve 2m multiplications per iteration. While for algorithm 2, constants times vectors and inner products need 5n multiplications per iterations. Therefore, from a computational point of view the two algorithms are similar. However, the PCG algorithm takes more memory than the GSOR method. Besides, the inner products per iteration make the PCG less favorable over the GSOR method from the parallel computing point of view. On the other hand, the GSOR method involves some additional work, since one need a good estimate for the acceleration parameter r.
Since the linear system is related to the least squares problem (1) and the least 2-norm solution of a consistent underdetermined system (2), it is better to do some direct comparisons related to them. In order to achieve these, we consider the two cases separately.
First we consider the least squares problem. In this case, c ¼ 0 in the linear system of (3). THEOREM 2: Under the conditions of theorem 1, we have:
Proof: Let x Ã be the unique least squares solution, and let b ¼ b 1 þ b 2 , where, b 1 is in RðAÞ, the linear span of the columns of A and b 2 is in KerðA T Þ, the null space of A T . Then we have
Now for any x 2 R n , we have
If we replace x by x ðkÞ GSOR and x ðkÞ PCG we have
Thus, by theorem 1,
Thus, the theorem is proved. For the least 2-norm solution of the consistent underdetermined problem (2), we first note that b ¼ 0 in the linear system (3 
PCG be the approximates to y*, obtained by using algorithm 1 and algorithm 2 respectively. Under the assumptions of theorem 1, we have:
Proof: Let w 2 K k ðu; P À1 A T AÞ and define y by y ¼ ÀAw. Then by (4) and b ¼ 0 we have
Since, y 
concluding the proof of the theorem. Find: y* so that:
Let B 1 to be the first 10 rows of the matrix B. Thus, B 1 is a 10-by-10 matrix. Let A ¼ BB À1 1 , the above problem is equivalent to the problem:
Find: x* so that:
y* and x* have the relationship:
Note that problem (18) and problem (19) are equivalent, but normally the later one has a good condition. The GSOR method (algorithm 1) and PCG method (algorithm 2) are applied to the problem (19). For this example, it is found that k Ax Ã À b k ¼ 1:14424. The preconditioner Q for PCG method is the diagonal part of A T A and the preconditioner P for the GSOR method is ÀQ. The optimum parameter for the GSOR method is found using MATLAB first. If we let x ðkÞ be the kth iterate of either the algorithm 1 or algorithm 2, then the corresponding residual r ðkÞ ¼ b À Ax ðkÞ . The 2-norms of the residual against number of iterations for the two methods are drawn in Figure 1 . From this Figure, it can be seen that the 2-norm of the residual of the PCG method is always less than that of the GSOR method and that the 2-norm of the residual of the PCG method reaches rapidly its minimum. In fact, if we use eps ¼ 10 À4 , the PCG method converges after 10 iterations, while the GSOR method takes 69 iterations for the convergence. This example confirms our analysis and demonstrates the PCG method is much faster than the GSOR method.
