We consider Garsia-Haiman modules for the symmetric groups, a doubly graded generalization of Springer modules. Our main interest lies in singly graded submodules of a Garsia-Haiman module. We show that these submodules satisfy a certain combinatorial property, and verify that this property is implied by a behavior of Macdonald polynomials at roots of unity.
Introduction
The Garsia-Haiman modules are doubly graded modules for the symmetric groups, introduced by A. Garsia and M. Haiman [GH] to prove Macdonald's positivity conjecture [M1] . These modules are defined for partitions of positive integers n, denoted by D µ . The dimension of D µ is given by n! whenever µ is a partition of n [H2] . As this fact implies, the Garsia-Haiman modules D µ are isomorphic to the coinvariant algebra R n of S n , the left regular representation of S n .
Let be the direct sum of homogeneous components of D µ whose second coordinates of degrees are s. When s = 0, a fundamental fact of the Kostka-Macdonald coefficients [M, VI, (8.12)] implies that D * ,0 µ is isomorphic to the Springer module R µ [Sp1, Sp2] corresponding to µ. In [Mt2] , the author considers a certain combinatorial property of the Springer modules, and give an interpretation for the property in terms of representation theory of the symmetric groups. For related works, see [BLM, KW, Mt1, MN1, MN2, Sh, St] . The aim of this paper is to show a similar result for the Garsia-Haiman module D µ where Dμ is the Garsia-Haiman module corresponding toμ = (h, 1 k ). To show (1.2), we consider a behavior of a Green polynomialX µ ρ (q, t) with two variables at roots of unity. Let ζ be an l-th root of unity with ζ = 1. Then (1.2) is equivalent to a recursive formula which shows that the Green polynomialX µ ρ (q, t) at t = ζ is a scalar multiple of the Green polynomialXμ ρ (q, t) at t = ζ. Moreover, the scalar factor is a non-gegative integer, which coincides with the cardinality of a set of permutations. The proof of the recursive formula is based on a behavior of modified Macdonald polynomials at roots of unity.
Thorough out this paper, we mainly follow [M] for notation on partitions and symmetric functions. The ground field is the complex number field C.
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Preliminaries
Let µ = (µ i ) be a partition, and µ its conjugate. The length of λ is written by l(λ). We set |µ| to be the total sum of the components of µ. In this case, we call µ a partition of n, and write µ n. The integer n is called the size of µ. Let m i (µ) be the multiplicity of i in the partition µ, and M µ the maximum multiplicity of µ.
We identify a partition with its Young diagram. In this point of view, a partition of the form (h, 1 m ) is called a hook. The leg length of a hook (h, 1 m ) is defined to be m (if h > 1). It is clear that M µ gives the leg length when µ is a hook (h, 1 m ) (h > 1). Let q, t be indeterminates and Q the rational number field. Let Λ denote the ring of symmetric functions over Z, and let Λ q,t := Λ⊗ Z Q(q, t). The homogeneous decomposition of Λ is denoted by Λ = n≥0 Λ n , and the space Λ n q,t = Λ n ⊗ Z Q(q, t) gives the n-th homogeneous component of Λ n q,t . Let p λ (x) denotes the power-sum function corresponding to a partition λ. Then the set {p λ (x)||λ| = n} gives a (homogeneous) basis of Λ n . We define an inner product on Λ q,t by
where δ λµ denotes the Kronecker delta. When q = t = 0, this gives the usual inner product 
Let h r (x) denote the r-th complete symmetric function, and p l (x) the l-th power-sum function as usual. We denote by (p l • h r )(x) the plethysm [M, I, 8] of h r (x) by p l (x). It is known [M, I, (2,14)' and (8.4) 
where
Let n be a positive integer, and S n the symmetric group of n letters. For each partition µ n, we can define a doubly graded S n -module, called the Garsia-Haiman module [GH] corresponding to µ. We denote its (doubly) grading by
where each homogeneous component D r,s µ is S n -stable. The dimension of D µ is known to be n! [H2] . As an S n -module, D µ is isomorphic to the left regular representation C[S n ] of S n for each µ n. We can see [H2, 2.2, 3.7] that the highest degrees in r and s of D µ are n(µ) and n(µ ) respectively. For each s = 0, 1, . . . , n(µ ), we define
which is a singly graded submodule of D µ .
Let µ be a partition of n. Let char q,t D µ be the graded character of D µ , i.e., for a partition ρ n, we define
where charD 
Modified Macdonald polynomials at roots of unity
Let n be a positive integer and λ n. Let P λ (x; q, t) be the Macdonald polynomial corresponding to λ and J λ (x; q, t) its integral form. We define
for each partition λ, which is also called a Macdonald polynomial. By the definition, it is easy to see that {P λ (x; q, t)} and {Q λ (x; q, t)} are dual to each other with respect to ·, · q,t , i.e., λ P λ (x; q, t)Q λ (y; q, t) = π (x, y; q, t) .
We now consider the following modification of symmetric functions. Let f (x) be a symmetric function with a parameter t. Since the ring of symmetric functions is generated by power-sum functions {p r (x)|r ≥ 1} as an algebra, f (x) is written in the form
We then introduce an automorphism of the ring of symmetric functions as follows:
which coincides with a substitution of variablesf ( [M, p. 234, ex. 7] ). Clearly, the inverse of f →f is given bŷ
In λ-ring notation, these two automorphisms are written byf (
Now it is possible to prove [DM] that
This shows that {Q λ ((1 − q)x/(1 − t); q, t)} is the dual of {P λ (x; q, t)} with respect to the usual inner product ·, · . We denote
Proposition 2 P λ (x; q, t), Q µ (x; q, t) = δ λµ for any two partitions λ, µ.
Let l be a positive integer which satisfies l ≤ M µ , and suppose that
is a partition whose Young diagram is obtained by subtracting a i × l rectangle from the Young diagram of µ. The following two results are fundamental to our argument. LetH
be the transformed Macdonald polynomials introduced by Haglund, Haiman and Loehr.
Proposition 3 (Descouens-Morita-Thibon) If m r (µ) ≥ l for some r, then it follows that :
These identities are called the factorization formula, and the plethystic formula, respectively. The proof of these formulas will be found in [DM] .
Green polynomials with two variables
Let µ, ρ be partitions of the same size. As in [M, VI, 8] , we define the Green polynomials X µ ρ (q, t) with two variables q, t by
Lemma 4 For two partitions µ, ρ, we have
where ·, · is the usual inner product.
Proof. We haveJ
The remaining part of the proof follows from the orthogonality of {p λ (x)} [M, I, (4.7)]. For any two partitions µ, ρ of the same size, we definẽ
which is also called a Green polynomial. It follows immediately from (3.1) that
Let K λµ (q, t) be the Kostka-Macdonald coefficient (λ, µ n) [M, VI, (8.11 )], and let
Then it follows [M, VI, (8.20) ] that 
At the end of this section, we consider a behavior of Green polynomialsX µ ρ (q, t) at roots of unity for µ is a hook. Let µ = (h, 1 m ) be a hook (h > 1), and let l be an integer such that 2 ≤ l ≤ m. We may assume that l > 1, since the case l = 1 is trivial for our aim.
Suppose that m = lq + k for non-negative integers q, k with k ≤ l − 1, and letμ = (h, 1 k ) r (r = h + k). Let ζ be a primitive l-th root of unity. Recall [M, p. 75, ex.3 
(4.4)
For any two partition λ, µ, we denote the partition (i
Theorem 5 Let j be an integer with 1 ≤ j ≤ l − 1, and suppose that ζ j is a primitive k-th root of unity (k|l). IfX µ ρ (q, ζ j ) = 0, then ρ should be of the form (k e ) ∪ ν for some ν r and e = ql/k. Moreover, for ρ = (k e ) ∪ ν (ν r), we havẽ
Proof. It follows from Proposition 3 that
H µ (x; q, ζ j ) =Hμ(x; q, ζ j ) H (1 k ) (x; q, ζ j ) lq/k , andH (1 k ) (x; q, ζ j ) = (1 − q k )(p k • h 1 ) x 1 − q .
From (2.1), we have (p
By (4.4), (4.5) equals
Hence the conditionX
where e = lq/k. In this section, we show that these submodules D * ,s µ (k; l) are induced from modules of equal dimension for some subgroup W µ (l) of S n , and consequently they have the same dimension.
Let ζ be a primitive l-th root of unity. Set r = n − lq andμ = (h, 1 k ) which is a hook partition of r. Let S {lq+1,lq+2,. ..,n} be the symmetric group of the last r letters. This is a subgroup of S n isomorphic to S r . Let W µ (l) be a subgroup C l × S r of S n , where C l is a cyclic group of order l generated by the cyclic permutation a = (1, 2, . . . , l). For each integer
be the irreducible representation of C l , which maps the generator
Note that the dimension of Z * ,s
l 's are all one. The following theorem is the main result of this paper. 
Theorem 6 For each
k = 0, 1, . . . , l − 1, we have D * ,s µ (k; l) ∼ = Sn Ind Sn Wµ(l) Z * ,s µ (k; l).
Corollary 7 For each fixed
s ∈ {0, 1, . . . , n(µ )}, we have dim D * ,s µ (k; l) = (dim D * ,s µ )/l for each k = 0, 1, . . . , l − 1. Since we haveK λµ (q, t) =K λµ (q, t) [H1,
. , n(µ).

Proposition 8 Let µ be a hook, m a positive integer with l ≤ M µ , and r
In what follows, we shall see that Thorem 6 is equivalent to the existence of an S n × C lmodule isomorphism between D * ,s µ and Ind 
If we define b
Thus we identify Cb k with the representation space of ϕ
and it is clear from the definition of S n × C l -action that the ζ k -eigenspace of a coincides with Z * ,s µ (k; l). These arguments can be traced back, which proves that Theorem 6 and Theorem 9 are equivalent.
Proof
This section is devoted to the proof of Theorem 9. Since we work on a field of characteristic zero, it is enough to show that charD * ,s
for every (w, a j ) ∈ S n × C l and s = 0, 1, . . . , n(µ ), which is equivalent to show
Here we identify S n /S r with the set of permutations 
Hence (6.4) implies that wσa −j ≡ σ modulo S r , which shows that w is conjugate (in S n ) to an element of the form a j τ for some τ ∈ S r . To summarize:
Lemma 10 If the condition (6.3) holds, then w is conjugate to an element of W µ (l) of the form a j τ (τ ∈ S r ). By Theorem 5, Lemma 10 and Lemma 11, we can see that the right hand side of (6.1) satisfies the same condition for the left hand side of (6.1), which completes the proof.
Factorization of Hilbert polynomials
Let µ n be a partition. Since the dimension of D
