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Graphs with Flexible Labelings
Georg Grasegger∗ Jan Legersky´† Josef Schicho†
For a flexible labeling of a graph, it is possible to construct infinitely many
non-equivalent realizations keeping the distances of connected points con-
stant. We give a combinatorial characterization of graphs that have flexible
labelings, possibly non-generic. The characterization is based on colorings
of the edges with restrictions on the cycles. Furthermore, we give necessary
criteria and sufficient ones for the existence of such colorings.
1 Introduction
Given a graph together with a labeling of its edges by positive real numbers, we are
interested in the set of all functions from the set of vertices to the real plane such that the
distance between any two connected vertices is equal to the label of the edge connecting
them. Apparently, any such “realization” gives rise to infinitely many equivalent ones, by
the action of the group of Euclidean congruence transformations. If the set of equivalence
classes is finite and non-empty, then we say that the labeled graph is rigid; if this set is
infinite, then we say that the labeling is flexible.
The main result in this paper is a combinatorial characterization of graphs that have
a flexible labeling. The characterization of graphs such that a generically chosen assign-
ment of the vertices to the real plane gives a flexible labeling is classical: by a theorem
of Geiringer-Pollaczek [8] which was rediscovered by Laman [6], this is true if the graph
contains no Laman subgraph with the same set of vertices. Here, a graph G = (VG, EG)
is called a Laman graph if and only if |EG| = 2|VG| − 3 and |EH | ≤ 2|VH | − 3 for any
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Figure 1: A flexible labeling of the 3-prism graph: if the edges are labeled by the edge
lengths, then there are infinitely many other realizations where the distances
are equal to these labels.
Figure 2: Two examples of graphs with flexible labeling on 6 vertices and 11 edges (which
is the maximal number). To see that the right graph has a flexible labeling,
one has to consider realizations for which the two vertices connected to the
top vertex are mapped to the the same point in the plane.
subgraph H = (VH , EH) of G. So, if either |EG| < 2|VG| − 3, or if |EG| = 2|VG| − 3 and
there is a subgraph H such that |EH | > 2|VH | − 3, then there exists a flexible labeling.
However, there exist also many Laman graphs that have flexible labelings. These
labelings are necessarily non-generic. An example is the 3-prism with all lengths equal
(see Figure 1). Another example are the bipartite graphs: Dixon [2] has shown that
there are two types of flexible realizations (see also [7, 9, 11]). Flexible instances of
graphs in different context are as well considered in [3, 5, 9].
There are also graphs with more than 2|VG| − 3 edges allowing flexible labelings. The
maximal number of edges for a graph with n vertices that has a flexible labeling is
n2−3n+4
2
(see Section 4 and Figure 2 for examples).
The main part of our paper deals with general graphs, but for some sections we
specifically consider Laman graphs (minimally generically rigid). We refer to [4] for
comparing different notions of rigidity. There are also various notions of genericity
(see [10] for a summary), whereas flexible labelings within this paper are not assumed
to be generic.
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In order to characterize graphs with a flexible labeling, we introduce the concept of
a NAC-coloring (NAC is short for “no almost cycle”). This is a coloring of the edges
by two colors, red and blue, such that there is no cycle with all but one edges in the
same color. We show that any graph with a flexible labeling does have a NAC-coloring.
Conversely, for any graph and any NAC-coloring, we construct a flexible labeling. In
Section 4, we give various necessary and sufficient conditions on a graph for the existence
of a flexible labeling. Section 5 gives a conjecture on the existence of flexible labelings
in the case of a Laman graph, with some partial answers supporting the conjecture. In
contrast to many difficult open problems about three-dimensional rigidity, the question
of existence of a flexible labeling turns out to be rather easy, see Section 6.
2 Labelings of Graphs and their Realizations
In this section, we define labelings of graphs, realizations of labeled graphs, and three
properties of graphs: realizable, rigid, and flexible. We also define NAC-colorings of
graphs and give a lemma providing a convenient way to decide whether a given coloring
is NAC.
In the paper, we consider only undirected graphs without multiple edges or self-loops.
The set of vertices of a graph G is denoted by VG and the set of edges by EG. We
write e = uv for an edge e ∈ EG connecting vertices u and v in VG for shorter notation,
but the fact that the edge can be viewed as the set {u, v} is also used.
An edge labeling by positive real numbers is used to prescribe distances between
vertices connected by an edge. A realization is a drawing of G into the plane satisfying
given constraints. Obviously, we can obtain infinitely many realizations from a given
one by rotations and translations. Let us formalize these concepts.
Definition 2.1. Let G be a graph such that |EG| ≥ 1 and let λ : EG → R+ be an edge
labeling of G. A map ρ = (ρx, ρy) : VG → R2 is a realization of G compatible with λ iff
‖ρ(u)− ρ(v)‖ = λ(uv) for all edges uv ∈ EG. We say that two realizations ρ1 and ρ2
are equivalent iff there exists a direct Euclidean isometry σ of R2 such that ρ1 = σ ◦ ρ2.
We stress that a realization is not required to be injective – nonadjacent vertices can
overlap. Nevertheless, adjacent vertices need to be mapped to different points, since
lengths of edges are positive.
Definition of rigid and flexible labelings are well established though they exist in
various versions. Here we present the one used within this paper.
Definition 2.2. A labeling λ : EG → R+ of a graph G is called
(i) realizable if there is a realization of G compatible with λ,
(ii) rigid if it is realizable and the number of realizations of G compatible with λ up
to equivalence is finite,
(iii) flexible if the number of realizations of G compatible with λ up to equivalence is
infinite.
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The constraints on distances between vertices given by λ can also be expressed in terms
of algebraic equations in variables xu, yu for u ∈ VG, which represent the coordinates
of u. In order to choose only one representative of each equivalence class, we choose one
edge u¯v¯ ∈ EG and we fix its position. The system of equations is
xu¯ = 0 , yu¯ = 0 ,
xv¯ = λ(u¯v¯) , yv¯ = 0 , (1)
(xu − xv)2 + (yu − yv)2 = λ(uv)2 for all uv ∈ EG.
As in the previous definition, the labeling λ is realizable, resp. rigid, resp. flexible, if
the number of solutions (xu, yu)u∈VG ∈ (R2)VG of the system (1) is positive, resp. finite
and positive, resp. infinite. The realization ρ corresponding to a solution (xu, yu)u∈VG is
given by ρ(u) = (xu, yu).
The main result of this paper is that existence of a λ for which (1) has infinitely
many solutions can be characterized by a coloring of G with a certain property that is
introduced now. We remark that there is no requirement on colors of adjacent edges in
contrary to edge colorings often used in graph theory.
Definition 2.3. Let G be a graph and δ : EG → {blue, red} be a coloring of edges.
(i) A path, resp. cycle, in G is a red path, resp. red cycle, if all its edges are red.
(ii) A cycle in G is an almost red cycle, if exactly one of its edges is blue.
(iii) The notions of blue path, blue cycle and almost blue cycle are defined analogously.
A coloring δ is called a NAC-coloring, if it is surjective and there are no almost blue
cycles or almost red cycles in G.
The shortcut NAC stands for ”No Almost Cycles”. We will see later how this
property naturally arises for graphs with a flexible labeling. Lemma 2.4 below pro-
vides a characterization that can be verified easily. Two subgraphs of G induced
by a coloring δ are used, namely, Gδred = (VG, E
δ
red) and G
δ
blue = (VG, E
δ
blue), where
Eδred = {e ∈ EG : δ(e) = red} and Eδblue = {e ∈ EG : δ(e) = blue}.
Lemma 2.4. Let G be a graph. If δ : EG → {blue, red} is a coloring of edges, then
there are no almost blue cycles or almost red cycles in G if and only if the connected
components of Gδred and G
δ
blue are induced subgraphs of G.
Proof. =⇒ : Let M be a connected component of Gδred. Assume that M is not an
induced subgraph of G, i.e., there exists an edge uv ∈ EG such that u, v ∈ VM but uv /∈
EM . Hence, uv is blue and there exists an almost red cycle which is a contradiction.
This works analogously for connected components of Gδblue.
⇐= : Assume that there exists an almost red cycle with a blue edge uv. The vertices u
and v belong to the same connected component of Gδred but uv is blue, i.e., uv /∈ Eδred
which contradicts that all connected components of Gδred are induced subgraphs of G.
Similarly for an almost blue cycle.
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Using Lemma 2.4, there is a straightforward algorithm checking whether a given col-
oring δ is a NAC-coloring: we construct Gδred and G
δ
blue. If G
δ
red or G
δ
blue has no edges,
then δ is not surjective, thus, it is not a NAC-coloring. Otherwise, we decompose Gδred
and Gδblue into connected components and check whether these components are induced
subgraphs of G.
3 Flexibility and NAC-colorings
In this section, we state and prove our main result: a connected graph has a flexible
labeling if and only if it has a NAC-coloring. Both directions of the proof contain a
construction: for a given curve of realizations of a graph with a fixed flexible labeling,
we construct a NAC-coloring of the graph. In the other direction, for a given NAC-
coloring of a graph, we construct a flexible labeling and a curve of realizations.
Theorem 3.1. A connected graph G with at least one edge has a flexible labeling iff it
has a NAC-coloring.
Proof. =⇒ : We recall that if W is an additive ordered Abelian group, then a valuation
of a function field F (a finitely generated extension over C of transcendence degree at
least one) is a nontrivial surjective mapping ν : F ∗ → W such that for all a, b ∈ F ∗:
(i) ν(ab) = ν(a) + ν(b), and
(ii) if a+ b ∈ F ∗, then ν(a+ b) ≥ min(ν(a), ν(b)).
A direct consequence of Chevalley’s Extension Theorem is that if z ∈ F is transcendental
over C, then there exists at least one valuation ν such that ν(z) > 0 and ν(C) = {0}.
See for instance [1].
Let λ : EG → R+ be a flexible labeling of G. Let X ⊂ (R2)VG be the set of solutions
of (1), i.e., the set of all realizations compatible with λ with one edge fixed. Let C ⊆ X
be an irreducible algebraic curve contained in X. Let F be the complex function field
of C, which is defined as the set of all partially defined functions from C to C that
can be locally defined as a quotient of polynomials. For every e = uv ∈ EG, we define
We, Ze ∈ F by
We = (xu − xv) + i(yu − yv) ,
Ze = (xu − xv)− i(yu − yv) .
Hence
WeZe = (xu − xv)2 + (yu − yv)2 = λ(uv)2 ∈ R+ .
There exists an edge e′ ∈ EG such that We′ is transcendental over C. Otherwise, there are
only finitely many complex realizations of G and hence also only finitely many real ones,
which would contradict that λ is flexible. Let ν be a valuation of F such that ν(We′) > 0.
For all edges e ∈ EG, we have ν(We) + ν(Ze) = 0.
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We define a NAC-coloring:
δ(e) =
{
red if ν(We) > 0 ,
blue if ν(We) ≤ 0 .
It is surjective as e′ is red and u¯v¯ is blue, since Wu¯v¯ ∈ C. We consider a cycle
(u1, u2, . . . , un). If we assume that all edges u1u2, . . . , un−1un are red, then
ν(Wu1un) = ν(Wu1u2 +Wu2u3 + . . .+Wun−1un) ≥ min ν(Wuiui+1) > 0 .
Hence, there is no almost red cycle. On the other hand, if u1u2, . . . , un−1un are all blue,
then
ν(Wu1un) = −ν(Zu1un) = −ν(Zu1u2 + . . .+ Zun−1un)
≤ −min ν(Zuiui+1) = max ν(Wuiui+1) ≤ 0 ,
which implies that u1un is also blue.
⇐= : Let δ be a NAC-coloring. Let R1, . . . , Rm be the sets of vertices of connected
components of the graph Gδred and B1, . . . , Bn be the sets of vertices of connected com-
ponents of the graph Gδblue.
For α ∈ [0, 2pi), we define a map ρα : VG → R2 by
ρα(v) = i · (1, 0) + j · (cosα, sinα) ,
where i and j are such that v ∈ Ri ∩ Bj. This means we consider a (slanted) grid of
coordinates for the vertices of the graph.
The map ρα gives a labeling λα : EG → R+, where
λα(uv) = ‖ρα(u)− ρα(v)‖
for all edges uv ∈ EG. We show that λα is actually independent on the choice of α.
Let uv be an edge in EG and i, j, k, l be such that u ∈ Ri ∩Bj and v ∈ Rk ∩Bl. If uv is
red, then i = k and we have
λα(uv) = ‖ρα(u)− ρα(v)‖ = ‖(i− k) · (1, 0) + (j − l) · (cosα, sinα)‖
= |j − l| · ‖(cosα, sinα)‖ = |j − l| .
If uv is blue, then j = l and hence λα(uv) = |k − i|.
Therefore, ρα is a realization of G compatible with λ = λpi
2
for all α ∈ [0, 2pi).
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We also need to show that the codomain of λ is R+. In contrary, assume that λ(uv) = 0
for some uv ∈ EG. This implies that both u and v belong to the same Ri ∩ Bj. This
contradicts that δ is a NAC-coloring since if uv is red, then there is an almost blue cycle
and similarly if uv is blue, then there is an almost red cycle.
The labeling λ is flexible since there are infinitely many realizations ρα which are non
equivalent as δ is surjective, i.e., there are edges in direction (0, 1) and also (cosα, sinα).
We illustrate the proof by examples for both implications. Example 3.2 shows how a
NAC-coloring is obtained from a flexible labeling of C4. Notice that a generic quadri-
lateral is flexible, but there is also a rigid case with non-generic labeling – the lengths
of three edges sum up to the length of the fourth one.
Example 3.2. LetG be a cycle graph with VG = {v1, v2, v3, v4} and EG = {v1v2, v2v3, v3v4, v4v1},
see Figure 3.
1
λ23
λ34
λ14
v1 v2
v3
v4
Figure 3: Quadrilateral
Let v1v2 be the fixed edge. Let λ be a flexible labeling given by:
λ(v1v2) = 1 , λ(v2v3) = λ23 , λ(v3v4) = λ34 , λ(v4v1) = λ41 .
The coordinates of vi are denoted by (xi, yi), so the system (1) has the form
x1 = 0, y1 = 0 ,
x2 = 1, y2 = 0 ,
(x3 − 1)2 + y23 = λ223 ,
(x3 − x4)2 + (y3 − y4)2 = λ234 ,
x24 + y
2
4 = λ
2
41 .
For generic λ23, λ34 and λ41, the solution set X is an irreducible curve. Let F be its
complex function field. We have the following equations for We, Ze ∈ F :
W12 = Z12 = 1 , W23Z23 = λ
2
23 , W34Z34 = λ
2
34 , W41Z41 = λ
2
41 .
Since G is a cycle, we also have
W23 +W34 +W41 + 1 = 0 , Z23 + Z34 + Z41 + 1 = 0 .
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We choose the edge e′ to be v1v4. Let ν be a valuation such that ν(W41) = 1 and ν(c) = 0
for all c ∈ C. In order to compute valuations W23 and W34, we express W34 in terms of
the parameter u = W41, i.e., we solve the system
(u+W34 + 1)
(
λ241
u
+ Z34 + 1
)
= λ223 , W34Z34 = λ
2
34 .
The solutions are
W34 =
−λ241 + (λ223 − λ234 − λ241 − 1)u− u2 ± S
2(λ241 + u)
,
where
S =
√√√√√√λ
4
41 + 2(λ
4
41 − (λ223 + λ234 − 1)λ241)u
+ ((λ223 − 1)2 + λ434 + λ441 − 2(λ223 + 1)λ234 − 2(λ223 + λ234 − 2)λ241)u2
− 2(λ223 + λ234 − λ241 − 1)u3 + u4
.
The square root can be written as a power series by factoring out λ441 and using the
Taylor expansion of
√
1 + t = 1 + t
2
− t2
8
+O(t3). Since the denominator of the solutions
is a power series of order 0, it is invertible and hence the solutions are again power series,
namely
W 134 = −1 +
λ223 − λ241
λ241
u+O(u2) and W 234 = −
λ234
λ241
u+O(u2) .
So for the first solution, we have a NAC-coloring δ1 given by:
δ1(v1v2) = blue ⇐= ν(W12) = 0 , δ1(v2v3) = red ,
δ1(v3v4) = blue ⇐= ν(W 134) = 0 , δ1(v1v4) = red ⇐= ν(W41) = 1 .
We remark that it is not necessary to compute W23 precisely as we know that there are
no almost blue cycles, hence the edge v2v3 must be red. Similarly, the second solution
gives a NAC-coloring δ2:
δ2(v1v2) = blue ⇐= ν(W12) = 0 , δ2(v2v3) = blue ,
δ2(v3v4) = red ⇐= ν(W 234) = 1 , δ2(v1v4) = red ⇐= ν(W41) = 1 .
The following example illustrates the opposite implication of the proof of Theorem 3.1,
i.e., how a flexible labeling is constructed from a NAC-coloring.
Example 3.3. In Figure 5, a graph with its NAC-colorings and realizations compatible
with the constructed flexible labelings are shown. Note that for the first two colorings we
have overlapping vertices in the realizations. For the last coloring this does not happen.
However, there are some non-visible edges. A generalization of ρα can prevent from this
(see below).
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Figure 4: Quadrilateral with NAC-colorings
In order to have more flexibility in the choice of lengths of a flexible labeling, we
modify the “⇐= ” part of the proof of Theorem 3.1 by using a “zigzag” grid instead of
the normal one.
Let R1, . . . , Rm and B1, . . . , Bn be as before. Let a1, . . . , an and b1, . . . , bm be pairwise
distinct vectors in R2. For α ∈ [0, 2pi), we define a map ρ′α : VG → R2 by
ρ′α(v) =
(
cosα sinα
− sinα cosα
)
· aj + bi ,
where i and j are such that v ∈ Ri ∩ Bj. The map ρ′α gives a labeling λ′α : EG → R+,
where
λ′α(uv) = ‖ρ′α(u)− ρ′α(v)‖ =
∥∥∥∥( cosα sinα− sinα cosα
)
· (aj − al) + (bi − bk)
∥∥∥∥
for all edges uv ∈ EG and i, j, k, l such that u ∈ Ri ∩ Bj and v ∈ Rk ∩ Bl. If uv is red,
then i = k and we have
λ′α(uv) =
∥∥∥∥( cosα sinα− sinα cosα
)
· (aj − al)
∥∥∥∥ = ‖aj − al‖ .
If uv is blue, then j = l and hence
λ′α(uv) = ‖(bi − bk)‖ .
Therefore, λ′α is independent on α, let λ
′ = λ′pi
2
. Moreover, the codomain of λ′ is indeed
R+: if λ′(uv) = 0 for some edge uv ∈ EG, then both u and v belong to the same Ri∩Bj,
which leads to a contradiction in the same way as in the previous proof. To conclude,
the labeling λ′ is flexible since there are infinitely many realizations ρ′α which are non
equivalent as δ is surjective.
We apply this construction to the previous example.
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Figure 5: For each NAC-coloring (left side), the proof of the implication ⇐= of The-
orem 3.1 gives a flexible labeling together with a curve of realizations. These
realizations (right side) are often “degenerate” in the sense that vertex points
may coincide or that edge line segments may overlap.
Example 3.4. We consider the last coloring from Example 3.3; we keep the order of
equivalence classes and fix
a1 = (0, 0) , a2 =
(
−3
√
3
8
,−3
8
)
, a3 =
(
0,
3
4
)
, a4 =
(
3
√
3
8
,−3
8
)
,
b1 = (0, 0) , b2 =
(
−1
2
,
√
3
2
)
, b3 =
(
1
2
,
√
3
2
)
.
Then we get the following flexible realization. The flexibility comes from rotating the
outer triangles around the vertices of the inner triangle respectively.
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To conclude this section, we discuss whether all NAC-colorings of a graph are obtained
from some curve of realizations compatible with a flexible labeling, or if all flexible
labelings of a graph can be expressed in terms of “zigzag” grid construction.
We recall that all NAC-colorings of a quadrilateral in which the edge v1v2 is blue were
obtained in Example 3.2. In general, a single flexible labeling does not give all possible
NAC-colorings. But every NAC-coloring comes from some flexible labeling. Namely,
we show that if we start with a NAC-coloring δ of G and apply the construction ⇐=
to get a flexible labeling λ, then the construction =⇒ applied on λ gives back the
NAC-coloring δ.
Let λ be a labeling, ρα some realizations and we use notation as in the ⇐= part of
the proof of Theorem 3.1. The realizations ρα for α ∈ [0, 2pi) give a parametrization of
an irreducible curve C of realizations compatible with λ. If uv ∈ EG is an edge such that
δ(uv) = red, then there are indices j, k, l ∈ N such that u ∈ Rj ∩Bk and v ∈ Rj ∩Bk+l.
Hence
Wuv = j + k cosα− (j + (k + l) cosα) + i(k sinα− (k + l) sinα)
= l(cosα + i sinα) .
Therefore, z = cosα+ i sinα is a transcendental element of the complex function field of
C and there is a valuation ν such that ν(z) = 1 and ν(C) = {0}. Thus, ν(We) = 1 for all
e ∈ EG such that δ(e) = red. On the other hand, if u′v′ ∈ EG is such that δ(u′v′) = blue,
that means u′ ∈ Rj′ ∩Bk′ and v′ ∈ Rj′+l′ ∩Bk′ for some j′, k′, l′ ∈ N, then
Wu′v′ = j
′ + k′ cosα− ((j′ + l′) + k′ cosα) + i(k′ sinα− k′ sinα) = −l′ .
Therefore, ν(We′) = 0 for all e
′ ∈ EG such that δ(e′) = blue. We showed that the
construction from a flexible labeling λ gives the coloring δ, since the valuation of red
edges is positive and the valuation of blue edges is zero.
While every NAC-coloring comes from a flexible labeling, there are flexible labelings
which cannot be obtained by a “zigzag” grid. This can be seen already on the quadri-
lateral – the described construction always assigns same lengths to the opposite edges,
but there are also flexible labelings with different lengths. Another example is K2,3. A
generic labeling of K2,3 is flexible and the realizations are injective, but at least two
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Figure 6: NAC-colorings of K2,3
vertices coincide in the grid construction from any possible NAC-coloring (see Figure 6).
On the other hand, if there is a NAC-coloring such that |Bi ∩ Rj| ≤ 1 for all i, j, then
there is a curve of injective realizations compatible with the obtained flexible labeling.
4 Classes of Graphs with and without Flexible Labelings
In this section, we give two sufficient conditions for the non-existence of a flexible labeling
of a given graph, as well as three sufficient conditions for the existence of a flexible
labeling of a given graph. We also give a sharp upper bound for the number of edges of
a graph on n vertices with a flexible labeling.
The triangle graph C3 is always rigid and it is natural to expect that subgraphs which
“consist of triangles” are also rigid. The notion of4-connected-ness makes this intuition
precise.
Definition 4.1. Let G be a graph. Let ∼′4 be a relation on EG×EG such that e1 ∼′4 e2
iff there exists a triangle subgraph C3 of G such that e1, e2 ∈ EC3 . Let ∼4 be the
reflexive-transitive closure of ∼′4. The graph G is called 4-connected if e1 ∼4 e2 for all
e1, e2 ∈ EG. An edge e ∈ EG is called a connecting edge if it belongs to no triangle
subgraph.
Note that the graph consisting of a single edge is therefore 4-connected. Now we
can justify the fact that 4-connected subgraphs of a graph are indeed rigid, since their
edges are colored by the same color.
Lemma 4.2. Let δ be a coloring of a graph G such that there are no almost red neither
almost blue cycles. If H is a 4-connected subgraph of G, then δ(e) = δ(e′) for all
e, e′ ∈ EH .
Proof. The claim follows from the fact that ∼4 is the reflexive-transitive closure of ∼′4
and all edges of a triangle must have the same color.
An immediate consequence is a necessary condition for the existence of a NAC-
coloring.
Theorem 4.3. If a graph G has a NAC-coloring, then there is no subgraph H of G such
that VG = VH and H is 4-connected.
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Proof. Assume that there is such a subgraph H. By Lemma 4.2, all edges of H must
be colored by the same color, let us say red. Since H spans the whole G, also the edges
in EG \ EH must be red according to Lemma 2.4. This contradicts the surjectivity of
the NAC-coloring.
We remark that the fact that a graph is not spanned by a 4-connected subgraph is a
necessary condition, not sufficient. Some counterexamples, i.e., graphs without a NAC-
coloring which are not spanned by a 4-connected subgraph, are shown in Figure 7.
In Section 5 we discuss a class of graphs for which this might indeed be a sufficient
condition.
Figure 7: Graphs which are not 4-connected and have no NAC-coloring
We focus now on some sufficient conditions for the existence of a NAC-coloring. Obvi-
ously, if a graph is disconnected in a way that at least two components contain an edge,
then a NAC coloring can be obtained by coloring all edges in one of these components
to red and the rest to blue. The coloring is surjective and there might be only red cycles
or blue cycles.
The following two theorems and corollary construct a NAC-coloring for connected
graphs satisfying certain sufficient conditions.
Theorem 4.4. Let G be a connected graph. If there exists an independent set of vertices
Vc which separates G, then G has a NAC-coloring.
Proof. We recall that a set of vertices is independent, if no two vertices of it are connected
by an edge. The assumption that Vc separates G means that the subgraph H of G
induced by V \ Vc is disconnected. Let M be a union of the connected components of
H such that M 6= H. Set
δ(e) =
{
red if e ∩ VM 6= ∅
blue otherwise,
for all e ∈ EG. Now if uv, u′v ∈ EG are edges such that δ(uv) 6= δ(u′v), then v ∈
Vc. Hence, there is no almost red cycle or almost blue cycle since vertices of Vc are
nonadjacent by assumption.
Corollary 4.5. Let G be a connected graph such that |EG| ≥ 2. If there is a vertex v ∈
VG such that it is not contained in any triangle C3 ⊂ G, then the graph G has a NAC-
coloring.
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Proof. If G is a star graph, then it has clearly a NAC-coloring. Otherwise, the neighbors
of v separate G and are nonadjacent by assumption. Thus, there is a NAC-coloring by
Theorem 4.4.
Theorem 4.6. Let G be a connected graph, |EG| ≥ 2. If there is a set Ec of connecting
edges of G such that Ec separates G and the subgraph of G induced by Ec contains no
path of length four, then G has a NAC-coloring.
Proof. Let E ′c be a minimal subset of Ec which separates G, i.e., E
′
c is a minimal subset
of Ec such that G
′ = (VG, EG \ E ′c) is disconnected. Set
δ(e) =
{
red if e ∈ E ′c
blue otherwise,
for all e ∈ EG. The existence of an almost blue cycle with a red edge urvr contradicts
the minimality of E ′c: since ur and vr are connected by a blue path, they belong to the
same connected component in G′. Hence, E ′c \ {uruv} separates G.
On the other hand, assume that there exists an almost red cycle C. Since there is
no path of length four in the subgraph of G induced by Ec, the length of C is three
or four. The length three contradicts the assumption that the red edges are in Ec, i.e.,
they are connecting edges. If C has length four and the red edges are u1u2, u2u3, u3u4,
then G′ has at least three connected components, since there are no almost blue cycles,
i.e., u1 and u4 are in a different component than u2 and u3, and u2 and u3 are not in
the same component. But the minimality of E ′c implies that G
′ has only two connected
components which is a contradiction.
The surjectivity of δ follows from minimality of Ec and the assumption |EG| ≥ 2.
A graph which does not satisfy the assumption of Theorem 4.4 neither Theorem 4.6,
but still has a NAC-coloring is shown in Figure 8.
Figure 8: A graph with a NAC-coloring which has no independent separating set of
vertices or separating set of connecting edges.
In Figure 2 we have shown two graphs with n(n−1)
2
−(n−2) edges. Both have a flexible
labeling according to Corollary 4.5. We show now that this is the maximal number of
edges that allows a flexible labeling.
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Theorem 4.7. Let G be a graph, n = |VG|. If G has a flexible labeling, then |EG| ≤
n(n−1)
2
− (n− 2).
Proof. We can assume that G is connected, since a disconnected graph has at most
n(n−1)
2
− (n− 1) edges. If a graph has a flexible labeling, then it is not 4-connected by
Theorem 4.3. Hence, there are two adjacent edges vu1 and vu2 such that vu1 4 vu2.
Thus, u1u2 /∈ EG. Let u3, . . . , uk be the other neighbors of v. For all i ∈ {3, . . . , k}, we
have uiu1 /∈ EG or uiu2 /∈ EG, otherwise vu1 ∼4 vu2. Since the complete graph on n
vertices has n(n−1)
2
edges and n− 1− k vertices are not neighbors of v, we have
|EG| ≤ n(n− 1)
2
− 1− (k − 2)− (n− 1− k) = n(n− 1)
2
− (n− 2) .
5 A Conjecture on Laman graphs
In this section, we give a a conjectural characterization of the Laman graphs that have a
flexible labeling. By a computer search, we verified that conjecture for all Laman graphs
with at most 12 vertices. In order to prove the conjecture, it would suffice to prove it
for “problematic cases”, to be defined in Definition 5.3.
Conjecture 5.1. Let G be a Laman graph. If G is not 4-connected, then it has a
NAC-coloring, i.e., it has a flexible labeling.
To support the conjecture, we prove it for a large class of Laman graphs in Theo-
rem 5.6.
For the proof, we need the fact that every Laman graph G can be constructed by so
called Henneberg moves (see for instance [6]). This means that there exists a sequence
of graphs G0, G1, . . . , Gn = G such that G0 is a single edge and Gi is obtained from Gi−1
by Henneberg move I or II according to the following definition (see also Figure 9).
Definition 5.2. Let G and G′ be Laman graphs such that VG = {v}∪VG, where v /∈ VG′ .
The graph G is constructed from G′
(i) by a Henneberg move I from vertices u, u′ ∈ VG′ if EG = EG′∪{uv, u′v}. If uu′ ∈ E,
it is a Henneberg move of type Ia, otherwise a Henneberg move of type Ib.
(ii) by a Henneberg move of type II from vertices u, u1, u2 ∈ V ′ if u1u2 ∈ E ′ and
EG = {uv, u1v, u2v} ∪ EG′ \ {u1u2}. If uu1 /∈ E and uu2 /∈ E, it is a Henneberg
move of type IIa. If either uu1 ∈ E or uu2 ∈ E, it is a Henneberg move of type IIb.
If uu1 ∈ E and uu2 ∈ E, it is a Henneberg move of type IIc.
In Theorem 5.6 we state a result that holds for a wide range of Laman graphs. The
following definition classifies those graphs for which it does not apply. However, for all
known examples of such graphs, we can still find a NAC-coloring. One example of such
a graph is given in Figure 10.
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(a) Type I
(b) Type II
Figure 9: Henneberg moves
Definition 5.3. A Laman graph G is called problematic, if the following hold:
(i) deg(v) ≥ 3 for all v ∈ VG,
(ii) if deg(v) = 3, then exactly two neighbors of v are connected by an edge and both
have degree at least 4,
(iii) all vertices are in some triangle C3 ⊂ G.
Figure 10: A problematic graph on 12 vertices with a NAC-coloring
We prove two technical lemmas which are needed in the proof of Theorem 5.6.
Lemma 5.4. Let G be a Laman graph. Let G contain a triangle induced by ver-
tices u, v, u1 ∈ VG such that
(i) degG u = degG v = 3 and degG u1 > 3,
(ii) wu2 ∈ EG, where w ∈ VG \ {v, u1} is the third neighbor of u, and u2 ∈ VG \ {u, u1}
is the third neighbor of v,
(iii) wu1, u1u2 /∈ EG.
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Then there is a Laman graph G′ = (V ′, E ′) such that G is constructed from G′ by a
Henneberg move IIb by linking the vertex v to the vertices u, u1, u2 ∈ V ′ such that uu1 ∈
E ′, uu2 /∈ E ′ and removing the edge u1u2 ∈ E ′, or the situation is symmetric by replac-
ing v by u and w by u2.
G′
w u2
v
u1
or
G′
w u2
u
u1
IIb
G
w u2
vu
u1
Figure 11: Undoing Henneberg move IIb
Proof. See Figure 11 for the sketch of the situation. According to Theorem 6.4 in [6],
we can revert a Henneberg move II by removing the vertex v and adding the edge
between two of its neighbors, namely u1 and u2, if there exists no subgraph M of
G \ v = (VG \ {v}, {e ∈ EG : v /∈ e}) such that u1, u2 ∈ VM and |EM | = 2|VM | − 3.
Or the vertex u can be removed and the edge u1w be added if there is no subgraph L of
G \ u such that u1, w ∈ VL and |EL| = 2|VL| − 3.
Assume on the contrary that such subgraphs M and L exist. Obviously, u /∈ VM ,
resp. v /∈ VL, since otherwise the subgraph (VM ∪ {v}), resp. (VL ∪ {u}), of G has too
many edges. We consider the subgraph H of G induced by VH = VM ∪ VL ∪ {u, v}. If
VM ∩ VL = {u1}, then
|EH | ≥ |EM |+ |EL|+ 6 = 2|VL|+ 2|VM | = 2(|VM ∪ VL|) + 2
= 2(|VM ∪ VL ∪ {u, v}|)− 2 = 2|VH | − 2 ,
which contradicts Laman condition. If |VM ∩ VL| ≥ 2, then the subgraph M ∪ L of G
induced by VM ∪ VL satisfies |EM∪L| = 2|VM∪L| − 3 by Lemma 6.2 in [6] and we have
|EH | = |EM∪L|+ 5 = 2|VM∪L| − 3 + 5 = 2(|VM∪L|+ 2)− 2
= 2(|VM ∪ VL ∪ {u, v}|)− 2 = 2|VH | − 2 ,
which is also a contradiction.
Lemma 5.5. If T is a 4-connected Laman graph, then T has at least two vertices of
degree two.
Proof. The claim is trivial for |VT | ≤ 4. We proceed by induction on the Henneberg
construction. The last Henneberg step in the construction of T can only be of type Ia
or IIc. If it is Ia, then the number of vertices of the degree two obviously remains or
increases, because if |VT | ≥ 4, then there are no adjacent vertices of degree two.
If the step is of type IIc, let T be constructed from T ′ so that a new vertex v is linked
by edges to the vertices u, u1, u2 ∈ TV ′ , uu1, uu2 ∈ ET ′ and the edge u1u2 ∈ ET ′ is
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removed. Only the degree of u increases, so we assume that degT ′ u = 2. But then T
′ is
just a triangle, otherwise T is not 4-connected. Hence, the number of vertices of T of
degree two is still at least two.
Now we have all necessary tools to show that the conjecture holds for all Laman graphs
which are not constructed by Henneberg steps from problematic ones. We prove even
more, namely, the conjecture is true if we could show that all problematic graphs have
a NAC-coloring.
Theorem 5.6. Let G be a Laman graph. If G is not 4-connected, then it has a NAC-
coloring, or there exists a problematic graph G˜ with no NAC-coloring such that G can
be constructed from G˜ by Henneberg steps (possibly G = G˜).
Proof. We proceed by induction on the Henneberg construction. Let G′ be a graph such
that G is obtained from G′ = (V ′, E ′) by adding a vertex v by a Henneberg move. We
distinguish five cases according to Definition 5.2.
Ia: Let v be constructed by a Henneberg move of type Ia from vertices u, u′ and uu′ ∈
EG. The graph G
′ is 4-connected if and only if G is 4-connected. If G′ has a NAC-
coloring δ′, then we define a NAC-coloring δ of G by δ|E′ = δ′ and δ(uv) = δ(u′v) :=
δ′(uu′). Otherwise, we have a problematic graph G˜ from the induction hypothesis.
Ib and IIa: The vertex v is not in any triangle, so there is a NAC-coloring by Corol-
lary 4.5.
IIc: We may assume that there are no vertices of degree two in G, otherwise a previous
case applies. Let v be constructed so that it is linked by edges to the vertices u, u1, u2 ∈
V ′ such that uu1, uu2 ∈ E ′ and the edge u1u2 ∈ E ′ is removed. If G′ is not 4-connected,
then there is a problematic graph G˜ without any NAC-coloring, or G′ has a NAC-
coloring δ′ and we define a NAC-coloring δ of G by δ|E′ = δ′ and δ(uv) = δ(u1v) =
δ(u2v) := δ
′(u1u2). Otherwise, G′ has at least two vertices of degree two by Lemma 5.5.
But the degrees of vertices in G and G′ are the same except for u. Hence, there must
be a vertex of degree two in G, which contradicts our assumption.
IIb: We may assume that there is no G′ from which G can be constructed by Ia,b or
IIa,c, i.e., all vertices of G have degree at least four or can be constructed by IIb. Note
that if t denotes the number of vertices of degree three, then t ≥ 6:
2|VG| − 3 = |EG| = 1
2
∑
w∈VG
degw ≥ 1
2
· 4(|VG| − t) + 1
2
· 3t = 2|VG| − t
2
.
If there are three vertices in a triangle in G such that all of them have degree three,
then there is a NAC-coloring by Theorem 4.6.
Let there be a triangle induced by vertices u, v, u1 ∈ VG such that degG u = degG v = 3
and degG u1 > 3. Let w ∈ VG \ {v, u1} be the third neighbor of u and u2 ∈ VG \ {u, u1}
be the third neighbor of v. We remark that the vertices w and u1, resp. u1 and u2,
are nonadjacent, otherwise u, resp. v, could be constructed by IIc. There are two
possibilities: if wu2 /∈ EG, then {u1, u2, w} separates G and hence, there is a NAC-
coloring by Theorem 4.4.
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If wu2 ∈ EG, then Lemma 5.4 justifies that there is a G′ with the property that the
vertex v is constructed by linking to the vertices u, u1, u2 ∈ V ′ such that uu1 ∈ E ′, uu2 /∈
E ′ and the edge u1u2 ∈ E ′ is removed, or the situation is symmetric by replacing v by u
and w by u2. Assume the former one, see Figure 12. Since the degree of u in G
′ is two,
G′ can be obtained from G′′ by adding the vertex u by Henneberg move Ib.
G′′
w u2
u1
Ib
G′
w u2
u
u1
IIb
G
w u2
vu
u1
Figure 12: Undoing Henneberg move IIb and Ib (dashed edges illustrate the minimal
degrees)
Since degG u1 > 3, degG u2 ≥ 3 and degGw ≥ 3, we have degG′′ u1 ≥ 3, degG′′ u2 ≥ 3
and degG′′ w ≥ 2. Assume that G′′ is 4-connected. There are at least two vertices of
degree two in G′′ by Lemma 5.5. Hence, there is a vertex v′ ∈ VG′′ \{u1, u2, w} of degree
two. But degG′′ v
′ = degG v
′ which contradicts that all vertices of G have degree at least
three. Thus, G′′ is not 4-connected.
By the induction hypothesis, there is a problematic graph G˜ without any NAC-coloring
or G′′ has a NAC-coloring δ′′. If the latter holds, we obtain a NAC-coloring δ of G
from δ′′ in the following way: δ|E′′ = δ′′, δ(uw) := δ′′(wu2) and δ(u1v) = δ(u2v) =
δ(uu1) = δ(uv) := δ
′′(u1u2). There is no almost blue or almost red cycle in G, since its
existence would contradict that δ′′ is a NAC-coloring of G′′.
The remaining graphs are such that all vertices have degree at least three and if v
has degree three, then precisely two neighbors u, u1 of v are adjacent and have degree at
least four. If G has a vertex which is not in any triangle, then there is a NAC-coloring
by Corollary 4.5. Hence, G˜ = G is problematic for the remaining cases.
6 Flexible Labelings in Dimension Three
It turns out that the question of existence of a flexible labeling for a given graph is much
easier when we consider straightforward modification of the definitions replacing R2 by
R3. We get the following result.
Proposition 6.1. If G is a graph that is not complete, then there exists a labeling with
infinitely many non-equivalent compatible realizations in R3.
Proof. Let u and v be two nonadjacent vertices of G. Let α ∈ [0, 2pi]. We define a
realization ρ by ρ(u) = (1, 0, 0), ρ(v) = (cosα, 1, sinα) and ρ(w) = (0, yw, 0) for w ∈ VG\
{u, v}, where yw are pairwise distinct real numbers. The induced labeling is independent
of α and therefore flexible.
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xy
z
u
v
Figure 13: Flexible labeling in R3 of a graph with nonadjacent vertices u and v
7 Conclusion
The main result of our work is the combinatorial characterization of existence of a flexible
labeling using the concept of NAC-coloring. Based on this characterization, we provide
some necessary and sufficient conditions on a graph to have a NAC-coloring. We also
conjectured a characterization of Laman graphs with a flexible labeling and proved the
conjecture for a wide class of graphs. Laman graphs are interesting class to study since
every graph which is not flexible for a generic choice of lengths must have a Laman
graph as a subgraph. We think that NAC-colorings are a good tool for determining
non-generic flexible labelings.
Additionally to the conjecture, we are interested in further research questions: can we
characterize graphs which have a flexible labeling with injective realizations? Can we say
more about a flexible labeling from a NAC-coloring besides existence? For instance, we
observed that for a given NAC-coloring, some algebraic equations for lengths of edges can
be derived. We mentioned that an irreducible curve of realizations might give more than
one NAC-coloring. Having the set of all NAC-colorings of a graph, can we determine
subsets corresponding to an irreducible curve of realizations? Is there any procedure
which yields all possible flexible modes?
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