Can one always reach from a polytope to any ambient polytope by iteratively stacking pyramids onto facets, without loosing convexity at each step? We prove that this is indeed the case for (i) 3-polytopes, (ii) 4-polytopes under a certain infinitesimal quasi-pyramidal relaxation, and (iii) all dimensions asymptotically. The motivation partly comes from our study of K-theory of monoid rings and of certain posets of discrete-convex objects.
Main results
A polytope in this paper means the convex hull of a finite subset of ⊕ N R, where we have the usual notion of convexity, Euclidean norm, angle between two affine spaces that meet in codimension one, topological closure etc.
The topological closure of a subset X ⊂ ⊕ N R will be denoted by X.
The Hausdrorff disctance between two nonempty compact subsets X, Y ⊂ ⊕ N R will be denoted by d H (X, Y ) [9, Ch. 1.2] . For a sequence of polytopes {P i } n i=1 and a polytope Q, we write lim
The set of polytopes of dimension at most d will be denoted by Pol (d) . The set of all polytopes will be denoted by Pol(∞). For a subfield k ⊂ R, the corresponding sets of polytopes with vertices in ⊕ N k will be denoted by Pol k (d) and Pol k (∞).
Let P be a polytope. A pyramid over or with base P is the convex hull Q of P and a point v, not in the affine hull of P . The point v is the apex of Q.
Let k ⊂ R be a subfield, d ≤ ∞, and Pol be one of the sets Pol(d), Pol k (d).
Definition 1.1. (a) A pair of polytopes P ⊂ Q in Pol forms a pyramidal extension if Q \ P is a pyramid, i.e., either Q is a pyramid over P or obtained from P by stacking a pyramid onto a facet. For a pyramidal extension P ⊂ Q we write P ⊂ ∆ Q.
(b) The partial order on Pol, generated by the pyramidal extensions within Pol, will be denoted by ≤ ∆ and called the pyramidal growth. Pyramidal extensions are more general than the extensions, used in the definition of stacked polytopes [2, Ch. 3 .19][9, Ch. 10.6], along with their direct generalization to arbitrary initial polytopes: by only allowing the stackings of pyramids onto facets when none of the codimension 2 faces disappears we get a new partial order on polytopes. Obviously, it does not coincide with the inclusion order. We do not know whether the transfinite completion of this order is the same as ≤ The resulting partial order on Pol will be denoted by ≤ q .
(b) The quasi-pyramidal defect of a pair of polytopes P ≤ q Q in Pol is defined by
where the infimum is taken over the sequences as in the part (a). is the inclusion order on Pol k (d + 1). Moreover, δ(P, Q) = 0 for any two polytopes P ⊂ Q in Pol k (d + 1).
In particular, ≤ q is the inclusion order on Pol k (4) and δ(P, Q) = 0 for any two polytopes P ⊂ Q in Pol k (4). The proof of Theorem C also implies that the same result on quasi-pyramidal growth can be proved unconditionally in all dimensions if a local conical version of the induction step can be worked out; see Remark 6.2.
K-theory. The poset Pol Q , ≤ ∆ is implicit in our K-theoretic works on monoid rings. Informally, a pyramidal extension P ⊂ ∆ Q represents a minimal enlargement of a polytope, allowing to transfer certain information, associated with P , to the polytope Q. More precisely, rational polytopes give rise to submonoids of Z d and, when P ⊂ ∆ Q, certain K-theoretic objects over the monoid ring, associated with Q, are extended from the submonoid ring, associated with P . Results of this type in various K-theoretic scenarios are obtained in [10, 11, 12] . Assume ≤ ∆ coincides with ⊂. Then the K-theoretic objects in question, defined over the monoid ring of Q, extend from polynomial rings because there is a rational simplex P ⊂ Q, defining a free commutative monoid. But K-theory of polynomial rings is one of the best understood topics in algebraic K-theory -the s.c. homotopy invariance properties. Most likely, the relations ⊂ and ≤ ∆ are different; see below. In the mentioned works we used the following substitute, which suffices for the K-theoretic purposes: for two rational polytopes P ⊂ Q, there is a sequence of rational polytopes of the form:
With a small additional work, one can show that Theorem A also suffices for transferring the relevant K-theoretic information from P to Q. This way one can get rid of the non-monotonicity fluctuations P i ⊂ P i−1 above in the process of descending from the larger polytope Q to P .
Quantum jumps and rational cones. In [6, 13] we explored two posets: (i) the poset NPol(d) of normal polytopes -essentially the projectively normal embeddings of toric varieties -whose minimal elements have played crucial role in disproving various covering conjectures in the 1990s [3, 5] , and (ii) the poset Cones(d) of rational cones, as the additive counterpart of NPol(d − 1) via the correspondence P → the homogenization cone of P . The poset of cones is more amenable to arithmetic and topological analysis and can provide a handle on the poset of normal polytopes. The elementary relation in NPol(d), called quantum jumps, are the extensions of normal polytopes by adding one lattice point. The order in Cones(d) is generated by the extensions of the monoids of the form C ∩ Z d , C ⊂ R d a rational cone, by adding one generator. Currently, even the existence of isolated points in NPol(d) is not excluded for d ≥ 4, whereas the order in Cones(d) is conjectured to be the inclusion order for any d. Recently several related minimal changes of polytopes appeared in the literature: extensions of (not necessarily normal) lattice 3-polytopes by adding one lattice point play an important role in a classification of lattice 3-polytopes [1] ; connectivity of the graph on the set of polytopes is studied in [7] , where two polytopes form an edge if their vertex sets differ by adding/deleting one element.
Do the pyramidal growth and inclusion order coincide? If P ⊂ ∆ Q and P is a rational polytope, then Q is combinatorially equivalent to a rational polytope. Whether the same can be said for P ≤ ∆ Q is an interesting question. In view of the existence of polytopes of irrational type (e.g., [9, Ch. 5.4]) , the positive answer would imply that ≤ ∆ and ⊂ are different in the corresponding dimension over the corresponding
Another question of independent interest, in the spirit of approximations by polytopes [8] , is whether there is a sequence 0
Remark 1.3. In the rest of the paper we only consider polytopes in Pol(d). But adjusting the arguments to Pol k (d) for any subfield k ⊂ R is straightforward.
Notation
Our references for basic facts on polytopes are [4, Ch.1] and [9] . The relatively standard notation/terminology we will use is as follows.
A space refers to a finite-dimensional affine subspace of ⊕ N R. A half-space of a space will mean the a closed affine half-space.
The convex and affine hulls of a subset X ⊂ ⊕ N R will be denoted by conv(X) and Aff(X), respectively. For two points x, y ∈ ⊕ N R we will use [x, y] for conv(x, y).
The conical hull of a subset X ⊂ ⊕ N R will be denoted by R + X, i.e.,
For a finite dimensional convex set X, by int(X) we denote the relative interior of X. The boundary of X is ∂X = X \ int(X).
For a polytope P , the set of its vertices and facets will be denoted by vert(P ) and F(P ), respectively.
We also need a more specialized notation.
(i) Let P, Q be polytopes, such that f = P ∩ R is a common face and, moreover, dim(conv(P, Q)) = dim P + dim Q − dim f . Then conv(P ∪ Q) is the colimit in the category of convex polytopes and affine maps of the diagram of face embeddings P տ f ր Q. Correspondingly, instead of conv(P, Q) we will use the more informative notation P ∨ f Q.
(ii) For a full-dimensional polytope P in a space H, a point v ∈ H \ P , and a not necessarily proper face P ′ ⊂ P , we denote by ∂ v (P ′ ) + and F v (P ′ ) + the part of ∂(P ′ ) and the set of facets of P ′ , respectively, whose visibility is not obstructed by P . We skip P from the notation because the polytope P will be clear from the context.
(iii) For a polytope P and a facet f ⊂ P , we denote by Aff f (P ) + ⊂ Aff(P ) the half-space, bounded by Aff(f ) and containing P .
(iv) For a space H and a point w / ∈ H, we denote by H − w the half-space in Aff(H, w), not containing w.
(v) Consider a finite dimensional convex set C, a space H, a polytope p, and a point z, satisfying the conditions:
C ∩ H is contained in exactly one of the half-spaces of H, bounded by Aff(p). Then, for a real number ϑ ≥ 0, denote by: H ϑ (p, C, z) the rotation of H inside Aff(C, H) around Aff(p) by the angle ϑ, moving the half-pace of H, which contains H ∩ C, towards z in such a way that H ∩ C stays nonempty during the rotation;
and not containing z; this half-space exists for every sufficiently small ϑ ≥ 0; this notation is a simplification of H ϑ (p, C, z) − z , which results from (i) above. For the convenience of the reader, we will often reference to the special notation above, using i , ii , iii , iv , v .
Reduction to ∨-polytopes
In this section ≤ denotes any of the inequalities ≤
Proof. We will induct on the number n(Q 1 , Q 2 ) := #(F(Q 1 ) \ F(Q 2 )). If n(Q 1 , Q 2 ) = 0 then Q 1 = Q 2 and there is nothing to prove.
The space Aff(G) cuts Q 2 in two parts. Let Q − 2 the part containing Q 1 and Q + 2 be the other part. Let ϑ > 0 be the smallest angle for which there exists a (d − 1)-dimensional space H ⊂ Aff(Q 2 ), satisfying the conditions:
Aff(G) ∩ H = Aff(g) Q + 2 is between H and Aff(G), The angle between H and Aff(G) equals ϑ.
Pick any element v from the nonempty set (vert(Q) ∩ H) \ {g} and consider the angles
By the assumption,
On the other hand, the pair of polytopes Q 1 ⊂ Q − 2 satisfies the conditions (i,ii) in Lemma 3.1 and, simultaneously, n(Q 1 , Q − 2 ) = n(Q 1 , Q 2 ) − 1. By the induction assumption, Q 1 ≤ Q − 2 . The first reduction in the proof of the main results is provided by the following Proof. Let Q 1 ⊂ Q 2 be polytopes. By iteratively taking pyramids over Q 1 inside Q 2 , we can without loss of generality assume dim Q 1 = dim Q 2 . Let {v 1 , . . . , v n } = vert(Q 2 ) \ Q 1 . Any two consecutive members in the series of inclusions 
∨-growth
Throughout this section, we assume d ≥ 2, dim P = dim Q = d−1, and f = P ∩Q is a common facet. As in Section 3, we let ≤ denote any of the inequalities ≤ (d − 1) . Then, for any sufficiently small number λ > 0, there exists an infinite sequence of
The proof requires a preparation. 4.1. R-and S-constructions. We will need two auxiliary polytopal constructions.
Consider the polytope ii iv
This polytope is determined by the following properties:
of an element of F v (Q) + and a face of P inside ∂ v (P ) + ii , which is not a facet of P , i.e., the point z can not see a facet of P ; R(Q, P ) is the largest polytope with these properties.
Let an intermediate polytope Q ⊂ S ⊂ conv(Q, v) satisfy the condition ii :
In this situation, we have the injective map 
we introduce the following polytope iv v :
In other words, the polytope P ∨ The following lemma is straightforward: 
for some face p ′ ⊂ P , not in F(P ). As a result, the closure of the set
is the pyramid over conv(p ′ , q ′ ) with apex at z. In particular, 
Proof. Assume F v (S) + = {s 1 , . . . , s n }. For every index i ∈ {1, . . . , n}, let γ i be the barycenter of s i . 1 Choose z i in [γ(s i ), v], sufficiently close to but different from γ i , so that the following two conditions are satisfied: 
Proof. To simplify notation, put R := R(Q, P ). By Lemma 4.2, the polytope R satisfies (⋆). We have the maps, mentioned in Section 4.1:
Assume the injective map ρ is not bijective. We will promote ρ to a bijection by inductively constructing a sequence of polytopes
We will use the following notation for the corresponding maps:
In particular, ρ 0 = ρ and σ 0 = σ. Assume, after t steps, we have produced polytopes R 1 , . . . , R t with the desired properties. Assume #F(R t ) < #F(P ) or, equivalently, ρ t is not a bijection. Choose sufficiently small real numbers
and put Θ = {ϑ r }. The polytope R t+1 satisfies (⋆) (Lemma 4.2). By Lemma 4.5,
or, equivalently, Im(ρ t ) Im(ρ t+1 ).
4.3.
Projective transformation Ψ λ . To complete the proof of Proposition 4.1, we need another projective transformation. Let A be a space and H = H ′ be parallel codimension one subspaces of A. Choose a point w ∈ H. Then, for any real number λ = 0, there is a (unique) projective transformation Ψ λ of A, such that the restriction (Ψ λ )| H is the homothety, centered at w with coefficient λ, and the restriction (Ψ λ )| H ′ is the identity map.
Next we give a geometric description of Ψ λ when 0 < λ < 1. This description implies a property of Ψ λ , which will be important in the second use of Ψ λ in Section 6. Let be any 90 • -rotation of A inside ⊕ N R about H ′ and be the 90 • -rotation in the opposite direction. Denote by A, H, and w the corresponding images. Consider the point π ∈ Aff(w, w), such that w is between π and w and π− w w− w = λ. Consider the polar projection proj π : A A from the pole π. Its domain includes the half-space of A, bounded by H ′ and containing H. We have
When λ converges to 0 from the right and A, H, H ′ , w stay fixed, the pole π converges to w by sliding along the line Aff(w, w). In view of the equality above we arrive at the conclusion that, for A, H, H ′ , w fixed and z ∈ A \ H ′ ,
4.4. Proof of Proposition 4.1. Let Q 1 be as in Lemma 4.6. First we observe that, for any number 0 < λ < 1, there is a sequence of polytopes
and a system of real numbers
such that, for every i ≥ 2, we have:
In fact, for the existence of the family {ϑ 2q > 0 | q ∈ F v (Q 1 ) + }, such that Q 1 and the corresponding polytope Q 2 have the desired properties, one only needs to adjust the angles ϑ 2q to fit ∂ v (Q 2 ) + into the homothety condition. Once we determine the ϑ 2q , the existence of the next family of real numbers {ϑ 3q > 0 | q ∈ F v (Q 2 ) + } with the similar properties is obvious for the same reason, and the process can be iterated.
By Lemma 4.5, if λ is a sufficiently small positive number then P ∨
We want to show that, for the same λ, we have
This is done as follows. Let Ψ λ be the projective transformation, introduced in Section 4.3, with the following specializations:
We have
In particular, by pushing forward the chain of elementary order relations along the projective transformation Φ −1 • Ψ • Φ, we arrive at the implication
Consequently, the inequality P ∨ f Q i−1 ≤ P ∨ f Q i propagates from the initial value i = 2 to all values of i.
4.5.
Transfinite pyramidal growth. Here we prove Theorem A. We will induct on dimension, the base one-dimensional case being obvious. Assume the claim has been shown for Pol(d − 1). By Lemmas 3.2, it is enough to show that P ≤ ∞ P ∨ f Q for any two (d − 1)-polytopes P and Q with f = P ∩ Q a common facet.
Assume {v 0 , v 1 , . . . , v n } = vert(Q) \ f and consider the polytopes
In view of Proposition 4.1, we can write
Pyramidal growth of 3-polytopes
Here we prove Theorem B, with the use of an essential part of Proposition 4.1.
The pyramidal growth is obviously the inclusion order on Pol(1). Furthermore, when dim P = dim Q = 1 and f = P ∩Q is a common vertex, we have P ≤ ∆ P ∨ f Q. By Lemma 3.2, Theorem B is true for Pol (2) . By the same lemma, to prove Theorem B for Pol (3), it is enough to show
where:
We will induct on #F v (P ) + ii , where the visibility is with respect of P ∨ f Q.
In the base case, when #F v (P ) + = 1, we pick an intermediate polygon R(P, Q) ⊂ Q 1 ⊂ conv(Q, v) as in Lemma 4.6, and write
where the leftmost inequality is due to Lemma 4.4.
Assume n > 1 and we have shown (2) for #F v (P ) + ≤ n − 1.
Consider the case #F v (P ) + = n. In view of Lemmas 4.4 and 4.6, we can assume that there is bijective correpondence between F v (Q) + and F v (P ) + so that the facets in F v (P ∨ f Q) + are of the form conv(p, q), where the edges p ∈ F v (P ) + and q ∈ F v (Q) + correspond to each other.
By successively enumerating the adjacent vertices in P and Q, visible from v, we can assume:
Consider the family of polytopes Π i and polygons P i and Q i iv :
We have:
Q i+1 for i = 1, . . . , n − 1.
Consequently, to prove (2) it is enough to show
For every index 1 ≤ i ≤ n, the vertices of P i are determined as follows:
). In particular, # vert(P i ) = i + 3. Therefore, (3) follows from the following Lemma 5.1. Assume P ′ and Q ′ are polygons with f ′ = P ′ ∩ Q ′ a common edge. If # vert(P ′ ) ≤ n + 2 then
Proof. Let z 1 , . . . , z k be the vertices of P , enumerated in the cyclic order so that f ′ = [z 1 , z k ]. There exists a plane H ⊂ Aff(P ′ , Q ′ ), such that
To see this, pick a line L ⊂ Aff(P ′ ) with 
It splits up the set
in such a way that, for every vertex w ′ ∈ vert(Q ′ ) \ {z 1 , z k , v ′ }, we have where the visibility is understood with respect to P ′ ∨ f ′ conv(f ′ , v ′ ). In particular, for every vertex w ′ ∈ vert(Q ′ ) \ {z 1 , z k , v ′ }, we can write #F w ′ (P ′ ) + ≤ l ≤ max(1, k − 3) ≤ n − 1, if k = 2l + 1 and l ≥ 1, l − 1 ≤ k − 3 ≤ n − 1, if k = 2l and l ≥ 2.
Since the visibility of facets and vertices of P ′ does not improve when one passes from P ′ ∨ f ′ conv(f ′ , v ′ ) to P ′ ∨ f ′ Q ′′ for any intermediate polytope conv(f ′ , v ′ ) ⊂ Q ′′ ⊂ Q ′ , the induction assumption yields the sequence of inequalities
where {w ′ 1 , . . . , w ′ k } = vert(Q ′ ) \ {z 1 , z k , v ′ }.
Quasi-pyramidal growth
Here we prove Theorem C, with a crucial use of Proposition 4.1. Assume vert(Q ′ ) \ f = {v 1 , . . . , v n }. We will induct on n.
For n = 1, we are done because P ≤
