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Abstract. Let G  V ;E be a graph and P  fV1;V2; . . . ;Vkg be a partition of V . The k-
complement GPk (with respect to P) is de®ned as follows: For all Vi and Vj in P, i 0 j,
remove the edges between Vi and Vj , and add the edges which are not in G. A graph G is k-
self complementary, if there exists a partition P of order k such that GPk GG. For 2U k U p,
characterizations of all k-self complementary trees, forests and connected unicyclic graphs
of order p are obtained.
1.
The motivation for the concept introduced here comes from the following de®-
nition of the complement of a graph G  V ;E of order p. Consider the partition
P  fV1;V2; . . . ;Vpg of V into singleton sets. For each pair Vi and Vj in P, i0 j,
remove the edge between Vi and Vj if it exists and add this edge if it does not exist.
The graph G thus obtained is the complement of G and G is self-complementary if
G GG.
The purpose of this paper is to show that similar operations on G yield graphs
isomorphic to G. While a self-complementary graph must have order 4n or 4n 1
for some positive integer n, a generalized self-complementary graph can have any
order pV 3.
Let P  fV1;V2; . . . ;Vkg be a partition of V of order k V 2. For all Vi and Vj
in P, i 0 j, remove the edges between Vi and Vj in G and add the edges between Vi
and Vj which are not in G. The graph G
P
k thus obtained is called the k-complement
of G with respect to P, and G is k-self complementary (k-s.c.) if G GGPk for some
partition P of order k. Note that GPp GG, the complement of G.
Some other motivations for the study of k-complements are given at the end of
the paper.
Gangopadhyay and Rao Hebbare [9, 10] have investigated the graphs GPk
where each set in P is independent. Here, we investigate the graphs GPk in a more
general setting.
Every complete bipartite graph Km;n is 2-s.c. with respect to the partition
P  fV1;V2g where V1 consists of two vertices corresponding to the end vertices
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of an edge and V2, the other vertices. In particular, every star K1;n, nV 2 is 2-s.c.
A double-star is a tree with exactly two vertices of degree greater than one. Every
double-star is 2-s.c. (V1 is composed of the two vertices of degree greater than one)
as are the cube Q3 (V1 is composed of the vertices on two diagonally opposite
edges), the paths P3 (a star), P4 (a double star), P5 (V1 is the middle vertex), P6 (V1 is
composed of the two middle vertices and the two end vertices), P7 (V1 is composed
of every other vertex), the cycles C4 (V1 is composed of two adjacent vertices), C6
(V1 is composed of two opposite vertices) and C8 (V1 is composed of every other
vertex).
We characterize k-s.c. trees, forests and connected unicyclic graphs of order p,
2U k U p.
2.
To start with, we obtain two results on k-s.c. graphs, one of which gives a lower
bound on the maximum degree, and the other gives bounds for the number of
edges in such graphs.
Proposition 1. If a p; q-graph G is k-s.c., then
(i) G has a vertex of degree at least
pk ÿ 1
2k
(ii)
k ÿ 12pÿ k
4
U qU
2ppÿ k  kk ÿ 1
4
Proof. Let P  fV1;V2; . . . ;Vkg be a partition of VG such that GPk GG.
(i) Suppose v A Vi, where Vi is a set in P with at most p=k vertices. Clearly,
degree of v in G degree of v in GPk V pÿ p=k. This implies that the degree of v is
at least 12 pÿ
p
k
 in G or GPk .
(ii) Let jVij  pi, 1U iU k. The total number of edges between Vi and Vj in P,
i0 j, in both G and GPk is
P
i<j pipj. Since G GG
P
k , half of these edges are not
there in G. Hence qU p
2
 ÿPi<j pipj. Clearly,Pi<j pipj is minimum when pi  1
for k ÿ 1 of the indices. Thus we have
qU
p
2
 
ÿ 1
2
k ÿ 1
2
 
 k ÿ 1pÿ k  1
 
 2ppÿ k  kk ÿ 1
4
To establish the lower bound, G, being k-s.c., has at least
P
i<j pipj edges. So
1
2
k ÿ 1
2
 
 k ÿ 1pÿ k  1
 
U q; or
k ÿ 12pÿ k
4
U q:
There exist several graphs for which the bounds for q in Proposition 1 are
attained.
For example, given pV 5, let G1 be a self-complementary graph on 2r vertices,
where 2r < p. Let f be an isomorphism from G1 to G1. Consider a set U of r
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vertices of G1 such that f U  VG1 ÿU . Such a set U exists since f v0 v for
any v A VG1 as jVG1j is even. We now construct a graph G as follows.
Take the graph G1 together with Kpÿ2r, and join every vertex of Kpÿ2r with
each vertex of U . The graph G thus obtained is k-s.c. on p vertices with minimum
number of edges where k  2r 1, and the lower bound in Proposition 1(ii) is
attained for q.
Similarly, the graph H obtained from G1 and Kpÿ2r by joining every vertex of
Kpÿ2r with each vertex of U is k-s.c. on p vertices with maximum number of edges,
and the upper bound for q is attained.
In Fig. 1, G and H are two 5-s.c. graphs on seven vertices with respect to the
partition P  ffag; fbg; fcg; fdg; fe; f ; ggg and the inequality (ii) gives 9U qU 12.
The lower and upper bounds are attained in G and H respectively.
Some consequences of Proposition 1 are listed below.
Corollary 1.1. The following statements are true.
(i) A 4-s.c. tree has order at most 4.
(ii) There are no k-s.c. trees for k V 5.
(iii) A forest with at least two components is not k-s.c. for k V 3.
(iv) A connected 4-s.c. unicyclic graph has order at most six.
(v) A connected 5-s.c. unicyclic graph has order ®ve.
(vi) There do not exist connected k-s.c. unicyclic graphs for k V 6.
Proof. These follow from the inequality (ii) of Proposition 1 and the fact that a
tree (connected unicyclic graph) on p vertices has pÿ 1 (respectively p) edges.
3. Characterization of k-s.c. Trees
First, we characterize 2-s.c. trees. For this we need
Lemma 2. Let T be a tree such that T P2 is also a tree for some partition
P  fV1;V2g of VT. Then the following hold.
(i) At least one of the sets V1 and V2 is independent.
(ii) If the subgraph hV2i contains at least two edges, then jV1j  1 and every com-
ponent of hV2i is K2.
Fig. 1.
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Proof. (i) Suppose u1u2 is an edge in hV1i and v1v2 is an edge in hV2i. Then, in T
there is at most one edge between fv1; v2g and fu1; u2g. But then there will be a
cycle in T P2 , a contradiction. This proves (i).
(ii) Suppose hV2i has two adjacent edges uv and vw and t A V1. Since T is a
tree, the vertex t in T is adjacent to at most one vertex in fu; v;wg. This implies
that there is a cycle in T P2 , a contradiction. Hence the edges in hV2i are indepen-
dent. Now, suppose u1u2 and v1v2 are two nonadjacent edges in hV2i and
w1;w2 A V1. There are at most three edges between fw1;w2g and fv1; v2; u1; u2g in
T . But then there will be a cycle in T P2 , a contradiction. This proves jV1j  1. No
component in hV2i is K1, for otherwise, T P2 will be disconnected.
Theorem 3. A tree T of order p is 2-s.c. if and only if one of the following holds.
i) p  7 and the tree is either P7 or it consists of a path v1v2v3v4v5v6 together with
another pendant edge v4v7.
ii) The vertex set of T can be partitioned into two sets V1 and V2 such that one of
(a), (b) and (c) is true.
(a) pV 5, jV1j  1 and the subgraph hV2i has exactly pÿ 1=2 components,
each component being K2.
(b) V1 consists of exactly two nonadjacent vertices and exactly one component
of hV2i is K2, and all others, of which there is at least one, are K1's, none of
which is adjacent to both the vertices of V1.
(c) V2  fu; vg where uv is an edge and V1 is independent.
Proof. If T is a tree satisfying any one of the above conditions, then one can easily
verify that T is 2-s.c.
Conversely, let T be a 2-s.c. tree of order p. Then there exists a partition
P  fV1;V2g of V such that T P2 GT . By lemma 2(i), at least one of the sets in P
must be independent. We consider two cases.
Case 1. Suppose both V1 and V2 are independent. If jV1j  k, then jV2j  pÿ k,
and there are altogether kpÿ k edges between V1 and V2 in both T and T P2 .
Since both V1 and V2 are independent, we have kpÿ k  2pÿ 1 and p 
k  2 2=k ÿ 2. This has integral solutions for k  1; 3 and for k  4. If k  1,
p  1 which is absurd. Thus k  3 or k  4 and p  7.
There are exactly two trees on seven vertices which are 2-s.c. with respect to
such a partition, namely, those mentioned in (i). Thus (i) holds.
Case 2.One of the sets, sayV1, is independent and the subgraph hV2i contains edges.
Subcase 2.1. The subgraph hV2i contains at least two edges. By lemma 2(ii),
jV1j  1 and every component in hV2i is K2. So hV2i has pÿ 1=2 edges and 2(a)
holds. In this case, the tree T is the subdivision graph of K1;r where p  2r 1.
Subcase 2.2. Exactly one component of hV2i is K2, and all others, of which there
is at least one, are K1's.
If jV2j  k, then jV1j  pÿ k, and the total number of edges between V1 and
V2 in both T and T
P
2 is kpÿ k. Since T GT P2 , and hV2i has exactly one edge,
we have kpÿ k  2pÿ 2, or p  k  2 since k 0 2. Hence jV2j  pÿ 2 and
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jV1j  2. Now, if any K1 in hV2i is adjacent to both the vertices of V1, then T P2
will be disconnected. Hence in this case, the tree will be one of the following types
and 2(b) holds.
Subcase 2.3. The subgraph hV2iGK2. Then jV1j  pÿ 2, and the tree is either a
star or a double-star and 2(c) holds.
Since all trees satisfying one of the conditions of Theorem 3 have diameter at
most six, we have,
Corollary 3.1. Any 2-s.c. tree has diameter at most six.
Let G1 and G2 be two trees obtained from a path P5 : v1v2v3v4v5 as follows: G1
is P5 plus two pendant edges v3v6 and v3v7 and G2 is P5 plus two pendant edges
v2v6 and v4v7.
G1 and G2 do not satisfy any of the conditions of Theorem 3. Hence they are
not 2-s.c. All other trees on p vertices, 3U pU 7, satisfy one of the conditions of
Theorem 3. Hence
Corollary 3.2. All trees on p vertices, 3U pU 7, except G1 and G2 are 2-s.c.
Lemma 2 and Theorem 3 yield
Corollary 3.3. For a tree T, there exists a partition P  fV1;V2g of VT such that
T P2 is also a tree if and only if T is 2-s.c.
We now investigate k-self complementary trees when 3U k U 4.
Proposition 4. The only 3-s.c. tree is the path P5 and the only 4-s.c. tree is the path P4.
Proof. The path P5 is 3-s.c. with respect to the partition P  fV1;V2;V3g where
V1 consists of the two pendant vertices of P5;V2 consists of the middle vertex and
V3 consists of the remaining two vertices.
Conversely, let T be a 3-s.c. tree with respect to the partition P  fV1;V2;V3g.
Let jV1j  k1, jV2j  k2, jV3j  k3. Then
P
i<j kikj is even and also
P
i<j kikj U
2pÿ 1.
Hence k1k2  k2k3  k1k3 U 2k1  k2  k3 ÿ 1 or k1k2 ÿ 2  k2k3 ÿ 2
k3k1 ÿ 2U ÿ 2.
If each ki is at least 2, then we have a contradiction. Hence at least one of
them, say k1, is 1.
Now, k2 ÿ 2 k2k3 ÿ 2 ÿ k3 Uÿ 2 or ÿk2 ÿ k3  k2k3 U 0.
Fig. 2
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This is possible only when (a) either k2 or k3 is equal to 1 or (b) k2  k3  2. In
the ®rst case,
P
i<j kikj is odd. Hence k2  k3  2, and equality holds throughout.
But this implies that the sets of the partition are independent and also that the
order of the tree is 5. Now, P5 is the only tree on 5 vertices which is 3-s.c. with
respect to such a partition.
Next, P4 is self-complementary and hence is also 4-s.c. Conversely, if T is a
4-s.c. tree, by (i) of Corollary 1.1, it must have at most 4 vertices. Hence T has
exactly 4 vertices. Since K1;3 is not 4-s.c., P4 is the only 4-s.c. tree.
4. Characterization of 2-s.c. Forests
For positive integers r and s, let Trs be de®ned as the tree obtained by identifying a
pendant vertex of K1;r with a pendant vertex of K1;s.
Proposition 5. Let G  T1 UT2 be a forest of order p with two components T1 and
T2. Then G is 2-s.c. if and only if G is one of the following types.
i) T1  K1;r and T2  K1;s for some rV 0; sV 1.
ii) T1  K1 and T2  Trs for some rV 1; sV 1.
iii) T1  K1 and T2 is a tree of order 2s with degree sequence s, 2sÿ1; 1s.
Proof. Let P  fV1;V2g be a partition of VG such that GP2 GG; jV2j  k and
jV1j  pÿ k.
Case 1. Suppose both V1 and V2 are independent. Since G has pÿ 2 edges and the
total number of edges between V1 and V2 in both G and G
P
2 is kpÿ k, we have
kpÿ k  2pÿ 2 which implies k  2 or k  pÿ 2. Thus we can take jV1j  2
and jV2j  pÿ 2.
Subcase 1.1. Suppose both the vertices of V1 belong to T2. If there are two vertices
of T1 in V2, then there would be a 4-cycle in G
P
2 . Hence there must be exactly one
vertex of T1 in V2. This implies T1  K1, and T2  Trs for some r; sV 1 (see Fig. 3).
Subcase 1.2. Suppose V1 contains exactly one vertex of T1 and one vertex of T2. If
V2 contains no vertex of T1, then T1 GK1. Since V2 contains pÿ 2 vertices,
T2 GK1;r where r  pÿ 2. On the other hand, suppose V2 contains r vertices of T1
and s vertices of T2. Then T1 GK1;r and T2 GK1;s.
Case 2. Suppose Case 1 does not hold. Then exactly one of the sets, say V1 is not
independent and V2 is independent. For, if both hV1i and hV2i contain edges,
Fig. 3
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there will be a cycle in GP2 . Now, let x1x2 be an edge in hV1i. If x1x2 A T2 and
y A VT1 is in V2, then there will be a cycle in GP2 . Hence all vertices of T1 are in
V1. Certainly, V2 has vertices of T2. If T1 has an edge, then this edge, together
with a vertex of T2 in V2 will induce a cycle in G
P
2 . This implies T1 GK1. Let u be
the vertex of T1. Suppose now two vertices v1; v2 of T2 are in V2. Then the sub-
graph induced by fu; v1; v2; x1; x2g contains a cycle in GP2 , a contradiction. This
proves that V2 contains just one vertex of T2; jV2j  1, and jV1j  pÿ 1. So there
are pÿ 1=2 edges between V1 and V2 in G and the subgraph hV1i of G contains
pÿ 3=2 edges. These edges in hV1i must be independent. For otherwise, there
will be a cycle in GP2 . This implies that T2 has order 2s with degree sequence s,
2sÿ1, 1s (see Fig. 4).
Conversely, if G is a forest with two components, and has one of the forms
mentioned above, then clearly G is 2-s.c.
The following proposition is a generalization of Proposition 5 and can be
proved along similar lines.
Proposition 6. Let G  T1 UT2 U    UTr be a forest with r components where
rV 3. Then G is 2-s.c. if and only if G has one of the following forms.
i) T1  T2      Trÿ1  K1 and Tr  T1;rÿ1.
ii) T1  T2      Trÿ1  K1 and Tr is the tree on r 2s vertices sV 1, with
degree sequence s rÿ 1, 2s, 1srÿ1.
The tree Tr consists of a vertex v adjacent to exactly s rÿ 1 vertices, out of
which rÿ 1 vertices are pendant vertices and s vertices are of degree two each.
Further, each vertex of degree two is adjacent to a pendant vertex. Figure 5 illus-
trates such a forest with three components.
Fig. 4
Fig. 5
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5. Characterization of k-s.c. Connected Unicyclic Graphs
In this section, by ``a unicyclic graph'', we mean a connected unicyclic graph.
First, we characterize 2-s.c. unicyclic graphs.
Proposition 7. Let G be a unicyclic graph of order p. Then, for some partition
P  fV1;V2g of VG of order two, G GGP2 if and only if G is one of the graphs
C8, G1 ÿ G37 illustrated in ®gures 6±15.
Proof. Suppose P  fV1;V2g is a partition of VG such that GP2 GG. We con-
sider di¨erent cases.
Case 1. One of the subgraphs hV1i and hV2i, say hV1i, contains at least three
edges. In this case we show that
i) jV2j  1, and
ii) Every component in hV1i is a path of length r, 1U rU 3.
If jV2j > 1, then GP2 will have at least two cycles. Hence jV1j  pÿ 1 and
jV1j  1.
Now, the number of edges between V1 and V2 in G as well as in G
P
2 is
pÿ 1=2. Since the total number of edges in G is p, the subgraph hV1i has
p 1=2 edges, and hence the sum of the degrees of the vertices in hV1i is p 1.
If some vertex has degree at least three in hV1i, then, as hV1i does not have iso-
lated vertices (for, if it has, then GP2 will be disconnected), we must have p  5 and
hV1iGK1;3. As no unicyclic graph on 5 vertices is 2-s.c. with respect to such a
partition, we conclude that no vertex has degree greater than two in hV1i. Thus,
there must be exactly two vertices of degree two in hV1i and hence either one
component of hV1i is a path of length three and all other components are K 02s, or
two components of hV1i are paths of length two and all other components are
K 02s. Thus (i) and (ii) hold. This gives rise to two subcases.
Subcase 1.1. Exactly one component of hV1i is P4 and all others, if any, are K 02s.
In this case, the unicyclic graph is one of the types G1 and G2 in Fig. 6.
Note. In each of the graphs G1 and G2, there are s paths of length two attached to
the vertex in V2, where sV 0.
Subcase 1.2. Exactly two components of hV1i are P03s and the rest, if any, are K
0
2s.
In this case, G is one of the types G3 and G4 in Fig. 7.
Fig. 6
384 E. Sampathkumar and L. Pushpalatha
Note. In G3 and G4, there are s paths of length two attached to the vertex in V2,
where sV 0.
Case 2. One of the subgraphs hV1i and hV2i, say hV1i, contains exactly two
edges.
In this case, the set V2 must be independent. For, suppose hV2i has edges and
the total number of edges in both hV1i and V2 is t. Clearly, tV 3. If jV1j  k, then
k V 3 and pÿ k V 2. Since G is unicyclic with G GGP2 , and the total number of
edges between V1 and V2 in both G and G
P
2 is kpÿ k, we have kpÿ k 
2pÿ t or P  k  2ÿ 2tÿ 4=k ÿ 2. This implies pÿ k < 2, a contradiction.
So V2 is independent, t  2 and jV2j  pÿ k  2.
Let u; v be the two vertices in V2.
Subcase 2.1. The two edges in hV1i are adjacent.
In this case, the graph G is one of the following types.
Note. In each of the above graphs, there are s and t pendant edges at u and v
respectively, for some sV 0 and tV 0.
Subcase 2.2. The two edges in hV1i are nonadjacent.
In this case, G is one of the following types.
Fig. 7
Fig. 8
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Note. In graphs G8 ÿ G12, s and t pendant edges are there at u and v respectively,
for some sV 0 and tV 0. G8 includes C6 as a special case and in G9 s  t.
Case 3. One of the subgraphs hV1i and hV2i contains exactly one edge.
By Cases 1 and 2 it follows that the other subgraph may contain at most one
edge.
Subcase 3.1. One of the subgraphs hV1i, hV2i contains one edge and the other
does not contain any edges.
If jV1j  k then, as before, we have the equality kpÿ k  2pÿ 1. Hence
p  k  2ÿ 2=k ÿ 2. Clearly the only possible values for k and p are k  3 or
k  4 and p  7. Thus jV1j  3 and jV2j  4.
Subcase 3.1.1. hV1i contains an edge and V2 is independent.
In this case G is one of the following types.
Subcase 3.1.2. hV2i contains an edge and V1 is independent.
In this case G is one of the following types.
Fig. 9
Fig. 10
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Subcase 3.2. Each of the subgraphs hV1i and hV2i contains exactly one edge.
As in Case 2, we have jV1j  pÿ 2, jV2j  2. In this case, G is one of the fol-
lowing types.
Note. There are s and t pendant edges at u and v respectively, for some sV 0 and
tV 0, and G24 includes C4 as a special case.
Case 4. Both the sets V1 and V2 are independent.
If jV1j  k, then we have the equation kpÿ k  2p or p  k  2 4=k ÿ 2.
The only possible values for k and p are k  4, p  8 and k  3 or 6 and p  9.
Subcase 4.1. Let k  4. Then p  8 and jV1j  jV2j  4.
In this case, the cycle in G may have length 4, 6 or 8.
Subcase 4.1.1. G has a cycle of length 4.
In this case G is one of the following types.
Fig. 11
Fig. 12
Fig. 13
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Subcase 4.1.2. G has a cycle of length 6.
There is exactly one 2-s.c. unicyclic graph of order eight containing a cycle of
length six, as shown in Fig. 14.
Subcase 4.1.3. G is the 8-cycle.
Subcase 4.2. Let k  3 and p  9.
Then jV1j  3 and jV2j  6. The cycle in G may have length 4 or 6.
Subcase 4.2.1. G has a 4-cycle.
All nonisomorphic 2-s.c. unicyclic graphs of order 9 with a 4-cycle are shown
in G33 ÿ G36 in Fig. 15.
Subcase 4.2.2. G has a cycle of length six.
There is exactly one such graph, namely, G37 in Fig. 15.
We now characterize 3-s.c. unicyclic graphs.
Proposition 8. Let G  V ;E be a unicyclic graph of order p. G is 3-s.c. if and only
if G is one of the graphs illustrated in ®gures 16, 17 and 18.
Proof. Let G be 3-s.c. Then there exists a partition P  fV1;V2;V3g of V such that
G GGP3 .
We consider various cases.
Case 1. One of the sets in P, say V1, contains exactly one vertex.
If jV2j  k, then jV3j  pÿ k ÿ 1. Considering the total number of edges
between Vi and Vj, 1U i; j U 3, in both G and GP3 , and observing that G
has p edges, we have k  p ÿ k  1  kp ÿ k ÿ 1 U 2p which gives
Fig. 14
Fig. 15
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pU k  2 3=k ÿ 1. This has integral solutions only for k  2 and k  4 and in
both cases, pU 7.
One can easily verify that there are no 3-s.c. unicyclic graphs on 3 or 4 vertices.
Thus 5U pU 7. When p  5, clearly k  2. Thus jV1j  1, jV2j  jV3j  2. In this
case, the total number of edges in G and GP3 between the sets in P in 8. Hence, in G
there are 4 edges between the sets in P. Since G has 5 edges, hV2i or hV3i, say
hV2i contains an edge and V3 is independent.
There are exactly three 3-s.c. unicyclic graphs on ®ve vertices with such a par-
tition P  ff4g; f1; 2g; f3; 5gg as shown in Fig. 16.
Now let p  6. Since jV1j  1, we must have jV2j  4, jV3j  1 or jV2j  2,
jV3j  3. Let t be the total number of edges between the sets in P. Since G GGP3 ,
t should be even. For the above values of jV1j, jV2j and jV3j we ®nd that t is odd.
So there cannot be a unicyclic graph of order 6 which is 3-s.c. with respect to a
partition of this type.
Let p  7. In order that t, as de®ned above, is even, we must have jV1j  1,
jV2j  2 and jV3j  4. Then t  14. Since G has 7 edges, and in G the number of
edges between the sets in P is also seven, it follows that the sets in P are independent.
The unicyclic graphs on 7 vertices, which are 3-s.c. with respect to a partition P
of this type, speci®cally, P  ff1g; f3; 6g; f2; 4; 5; 7gg are given in Fig. 17.
Case 2. Suppose each set in the partition has at least two vertices.
If one of the sets in P has three or more vertices, then in GP3 , some three vertices
of this set, together with two vertices from each of the other two sets, induce a
subgraph with at least 8 edges, which is a contradiction since GP3 is unicyclic. Thus
each set in P has exactly two vertices and hence p  6. Also, each set in P must be
independent.
The 3-s.c. unicyclic graphs on 6 vertices with such a partition P  ff1; 6g;
f2; 4g; f3; 5gg are shown in Fig. 18.
Fig. 16
Fig. 17
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We now consider 4-s.c. unicyclic graphs for k V 4. As observed in Corollary
1.1, there are no such graphs for k V 6. This is also true for k  4.
Proposition 9. There are no 4-s.c. unicyclic graphs.
Proof. If G  V ;E is a 4-s.c. unicyclic graph of order p, then 4U pU 6 by (iv) of
Corollary 1.1. One can easily verify that there do not exist unicyclic graphs of
orders 4 and 5 which are 4-s.c.
Now let p  6 and G GGP4 where P  fV1;V2;V3;V4g. There are two
possibilities.
i) jV1j  jV2j  jV3j  1, jV4j  3 and
ii) jV1j  jV2j  1, jV3j  jV4j  2.
Partition of type (i) gives six edges in G between the sets in P. So V4 must be
independent. One can easily verify that no unicyclic graph on six vertices with this
type of partition is 4-s.c.
For a partition of type (ii), the total number of edges between the sets of P in G
and GP4 is odd and hence cannot be considered.
However, there exist exactly two 5-s.c. unicyclic graphs.
Proposition 10. The only 5-s.c. unicyclic graphs are the two self-complementary
unicyclic graphs on ®ve vertices.
Proof. Let G be a 5-s.c. unicyclic graph on p vertices. Then, by (v) of Corollary
1.1, p must be equal to 5. This implies that G is also self-complementary. Thus the
two self-complementary graphs on ®ve vertices are the only 5-s.c. unicyclic graphs.
6. Concluding Remarks
The study here motivates further studies in the following directions:
One can study the graph equations of the form GPk GG, G
P
k GG, the comple-
ment of G, GPk GG
n, the n-path (or n-step) graph of G [2 ,4, 8]. Interesting graphs
Fig. 18
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in this direction are the 2-path graphs which are better known as open neighbor-
hood graphs [1, 2, 4, 6, 8].
Given a partition P  fV1;V2; . . . ;Vkg of VG, the partition graph PG of G
with respect to P is de®ned as the graph whose vertex set is P and whose edge set is
EPG  fViVj : i 0 j, and u A Vi and v A Vj such that uv A EGg [13]. We say
that P is switching invariant if PGPk GPG.
Another important motivation to study k-switchings of graphs is to character-
ize switching invariant partitions of a graph since these partitions are expected to
play an important role in the design of `balanced switching networks' [11].
Apart from the aforesaid purely graph theoretical motivation to study k-
switchings of graphs, there are others, viz., due to application of the concept of
switchings to cospectral graphs (e.g., see [7] where disjoint 2-switching has been
called Seidel switching), to `compiler design' for CASE statements in computer
programming [5], to the study of orbits of (0,1)-matrices under `interchanges' [2,
12, 14], to study graphs switching equivalent to graphs with a speci®ed property
[3], etc. In each of these cases, k-switching invariant graphs represent structures/
operations that do not essentially change under k-switching. Therefore, in order to
produce a desired structure/function/operation by k-switching a given graph/data
structure, it is necessary to know exactly which k-switchings do not produce the
desired output, especially when the output is required to be nonisomorphic to the
given graph/data structure.
Acknowledgements. Thanks are due to the referees and Dr. B.D. Acharya for their valuable
comments.
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