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Prévoir l’investissement des entreprises 
Un indicateur des révisions dans l’enquête de conjoncture  
sur les investissements dans l’industrie 
Résumé 
L’enquête trimestrielle sur les investissements dans l’industrie de l’INSEE est une 
source d’information majeure concernant les évolutions conjoncturelles de 
l’investissement productif. Toutefois, la nature annuelle des questions posées rend 
délicate son utilisation pour des prévisions selon un rythme trimestriel. Cet article 
propose un indicateur trimestriel des révisions d’anticipations d’investissement des 
industriels. Cet indicateur mesure les adaptations au cours de l’année des 
investissements en fonction des évolutions conjoncturelles. Il est très bien corrélé aux 
évolutions trimestrielles de l’investissement des entreprises mesurées par la 
comptabilité nationale. De plus, il est disponible environ trois mois avant la publication 
des premiers résultats des comptes trimestriels. 
Les distributions étudiées ne vérifiant pas l’hypothèse classique de normalité (queues 
épaisses et fortes concentrations en zéro), il est nécessaire de mettre en oeuvre une 
méthode d’estimation robuste aux révisions extrêmes. En prenant également en 
compte la présence d’hétéroscédasticité, il a été choisi d’utiliser la méthode dite des 
“M-estimateurs Quasi-Généralisés”. 
Mots-clés : Investissement productif, prévisions conjoncturelles, enquêtes de 
conjoncture, valeurs extrêmes, procédure adaptative, régression par les 
M-estimateurs, méthode des M- estimateurs Quasi-Generalisés. 
 
 
Firm'investment forecast:  
An indicator of changes in expectations in industrial investment survey 
Abstract 
The quarterly industrial investment survey constitutes one of the main sources of 
information for the short-term economic analysis of industrial firms’ investment. 
However, its main questions are annual. Therefore, the use of this survey’s results for 
the forecasting of investment on a quarterly basis requires some specific statistical 
treatment. This paper presents a quarterly indicator based on the changes in industrial 
entrepreneurs’ expectations as regards annual investment. This indicator derives from 
the estimation of the successive adaptations of entrepreneurs’ investment plans as 
times goes by, depending on the evolutions of short-term macroeconomic activity ; it 
proves to be strongly correlated with the fluctuations of the entrepreneurs’ investment 
growth rate (as is measured in the French Quarterly Accounts). Moreover, the 
indicator is available about three months ahead with respect to the first results’ release 
of the quarterly national accounts. 
The probability distributions of changes in expectations are not gaussian (due to 
heavy tails and strong concentrations near zero). Consequently, robust estimation 
methods for extreme observations were performed. Due to the presence of 
heteroskedasticity, we choosed to apply the “Quasi-Generalized M-estimator» 
method. 
Keywords: Firms’ investment, short-term forecasting, business tendency surveys, 
extreme values, adaptive M-regression, Quasi-Generalized M-estimator 
 
Classification JEL : C14, C16, C42, C53, E22 1 Introduction
L’investissement des entreprises constitue une variable tr` es importante de
l’analyse conjoncturelle. S’il ne repr´ esente qu’une part assez modeste du PIB,
entre 10% et 12% selon les ann´ ees2, il sur-r´ eagit aux variations de l’activit´ e
(cf. ﬁgure 1). De ce fait, il contribue particuli` erement aux variations du PIB.
Sur p´ eriode longue (de 1980 ` a 2003), la FBCF des ENF3 a contribu´ e pour
32% aux variations du PIB en glissement annuel4. En plus d’inﬂuer ` a court
terme sur la demande, l’investissement permet le d´ eveloppement des moyens
productifs des entreprises. Les eﬀorts d’investissement engagent l’avenir avec
des cons´ equences ` a moyen terme sur l’oﬀre des entreprises.



































































































Variations de la FBCF des ENF en glissement
annuel (aux prix de 2000)
Variations du PIB en glissement annuel
(aux prix de 2000)
Source : Insee, comptes nationaux trimestriels (base 2000).
2Depuis le d´ ebut des ann´ ees 1990.
3Formation Brute de Capital Fixe des Entreprises Non Financi` eres.
4Les comptes trimestriels utilis´ es dans cet article sont les premiers r´ esultats du premier
trimestre de 2005 en base 2000.
3Les indicateurs conjoncturels concernant l’investissement sont rares5. Du fait
de la forte h´ et´ erog´ en´ eit´ e des comportements individuels, sa pr´ evision s’av` ere
d´ elicate. Ainsi, l’enquˆ ete sur les investissements dans l’industrie (nomm´ e ici
enquˆ ete investissement), men´ ee trimestriellement par l’Insee, est une des
rares sources conjoncturelles relatives aux d´ epenses d’´ equipement des en-
treprises. Elle permet de pr´ evoir l’investissement industriel de mani` ere ﬁable
et avanc´ ee dans le temps. L’investissement industriel est ´ egalement bien cor-
r´ el´ e avec celui des autres secteurs d’activit´ e. L’enquˆ ete investissement oﬀre
donc une information int´ eressante concernant l’investissement productif de
l’ensemble des secteurs d’activit´ e.
Toutefois, la nature annuelle des questions rend relativement d´ elicate son uti-
lisation pour des pr´ evisions trimestrielles. Les r´ evisions entre deux enquˆ etes
successives apportent une information pertinente, mais les taux de croissance
agr´ eg´ es ne se prˆ etent pas ais´ ement ` a la construction d’un indicateur trimes-
triel du fait de leur caract` ere annuel.
En revanche, en ´ etudiant les r´ evisions individuelles des montants d’inves-
tissement anticip´ es, il apparaˆ ıt que l’enquˆ ete apporte, trimestre apr` es tri-
mestre, une information tr` es int´ eressante. Plus pr´ ecis´ ement, il est possible de
construire un indicateur trimestriel des r´ evisions d’anticipations individuelles
des montants d’investissement. Cette s´ erie s’av` ere bien corr´ el´ ee avec l’´ evolu-
tion trimestrielle de la FBCF des ENF disponible ult´ erieurement.
Cet indicateur capte les changements infra-annuels dans les projets d’inves-
tissement des industriels : avant le d´ ebut d’ann´ ee, les entrepreneurs pr´ evoient
le niveau et le rythme de leurs investissements en fonction de leurs projets
de d´ eveloppement interne. Les ´ evolutions conjoncturelles de l’ann´ ee ` a venir
sont alors encore tr` es incertaines. Au cours de l’ann´ ee, le rythme des inves-
tissements est aﬃn´ e et adapt´ e aux al´ eas conjoncturels. Les ´ evolutions des
anticipations sont alors reli´ ees au dynamisme des investissements durant le
restant de l’ann´ ee courante. L’indicateur des r´ evisions se r´ ev` ele ainsi ˆ etre
bien corr´ el´ e aux variations trimestrielles de la FBCF en valeur des ENF. Il
apparaˆ ıt ainsi comme un tr` es bon indicateur pour pr´ evoir les variations de
5A ce sujet, le lecteur pourra se reporter au dossier dans la Note de conjoncture de
l’Insee de mars 2005 [2].
4cette variable.
Les r´ evisions individuelles d’anticipation d’investissement ne suivent pas une
loi al´ eatoire gaussienne. Les queues de distributions, particuli` erement´ epaisses,
n´ ecessitent des m´ ethodes d’estimations robustes aux valeurs aberrantes. Les
r´ evisions sont ´ egalement tr` es concentr´ ees en z´ ero. Pour r´ epondre ` a ces diﬃ-
cult´ es statistiques, les estimateurs de centre de distribution sont choisis dans
la classe des M-estimateurs.
Les r´ evisions pr´ esentent aussi une forte h´ et´ erosc´ edasticit´ e : la variance des
r´ evisions rapport´ ees aux chiﬀres d’aﬀaires diminue signiﬁcativement avec la
taille des entreprises. Pour am´ eliorer l’eﬃcacit´ e des estimateurs, une m´ e-
thode en deux temps est mise en œuvre : elle s’apparente ` a la m´ ethode des
MCQG (Moindres Carr´ es Quasi-G´ en´ eralis´ es) et elle est dite m´ ethode des“M-
estimateurs Quasi-G´ en´ eralis´ es”.
L’indicateur a d´ ej` a ´ et´ e pr´ esent´ e dans la note de conjoncture de l’Insee de mars
2005 avec le dossier“Pr´ evoir l’investissement des entreprises? Un indicateur
des r´ evisions d’anticipations dans l’enquˆ ete Investissement dans l’industrie”
[2]. Cet article a pour objectif de d´ etailler davantage la construction de l’in-
dicateur. En particulier, il insiste sur la proc´ edure adaptative de choix du
M-estimateur et sur la m´ ethode de correction de l’h´ et´ erosc´ edasticit´ e.
Dans un premier temps (partie 2), nous pr´ esentons succinctement l’enquˆ ete
investissement et nous proposons un guide de lecture des r´ esultats publi´ es
pour l’analyse conjoncturelle de l’investissement. Ces r´ esultats apportent une
information annuelle pertinente; mais ils sont en revanche diﬃcilement utili-
sables pour pr´ evoir les ´ evolutions de l’investissement ` a un rythme trimestriel.
En revanche, les anticipations ´ etant r´ evis´ ees tous les trimestres, ces r´ evisions
apparaissent assez naturellementˆ etre une information pertinente ` a un rythme
trimestriel. La construction de l’indicateur des r´ evisions est ensuite expos´ ee
(partie 3). Une attention particuli` ere est port´ ee au choix de la fonction de
score des M-estimateurs ainsi qu’` a la correction de l’h´ et´ erosc´ edasticit´ e. La
partie 4 commente la s´ erie construite et en propose un exemple d’utilisa-
tion pour la pr´ evision de l’investissement des entreprises ` a l’aide d’un mod` ele
VAR. Enﬁn, la partie 5 conclut.
52 Pr´ esentation de l’enquˆ ete investissement
et l’utilisation de ses r´ esultats
2.1 Pr´ esentation de l’enquˆ ete investissement
L’enquˆ ete sur les investissements dans l’industrie est une enquˆ ete trimes-
trielle, r´ ealis´ ee au cours des mois de janvier, avril, juillet6 et octobre. Ses
r´ esultats sont publi´ es une quinzaine de jours apr` es la ﬁn du mois consid´ er´ e.
L’enquˆ ete porte sur un ´ echantillon d’environ 4 000 entreprises repr´ esentatives
de l’ensemble de l’industrie en dehors de la production et de la distribution
d’eau, d’´ electricit´ e et de gaz. Deux types de questions permettent d’´ evaluer
les perspectives d’´ evolution de l’investissement pour les industriels interrog´ es :
– d’une part, les entrepreneurs indiquent les montants annuels d’investisse-
ment r´ ealis´ es ou pr´ evus pour trois ann´ ees civiles cons´ ecutives;
– d’autre part, ils ´ emettent une opinion sur les ´ evolutions pass´ ees et pr´ evues
de leurs d´ epenses semestrielles d’investissement. Ces opinions sont formu-
l´ ees par un choix entre les modalit´ es “en hausse”, “stable” et “en baisse”.
Elles sont agr´ eg´ ees et publi´ ees sous formes de soldes (diﬀ´ erences pond´ er´ ees
entre le nombre de r´ eponses“en hausse”et celui des r´ eponses“en baisse”).
Ces deux types de questions sont pr´ esents ` a chaque enquˆ ete. De plus, d’autres
questions sont ajout´ ees selon le trimestre de l’enquˆ ete aﬁn d’aﬃner la per-
ception de l’investissement. Un premier type de questions (enquˆ etes d’avril
et d’octobre) permet de distinguer les investissements par justiﬁcation ´ eco-
nomique7. D’autres questions concernent les facteurs ´ economiques qui in-
ﬂuencent les d´ epenses d’´ equipement (enquˆ etes d’octobre)8. D’autres encore
sont relatives aux capacit´ es de productions et aux d´ eclassements d’´ equipe-
6Depuis juillet 2003 uniquement.
7On distingue 5 cat´ egories d’investissements : les investissements destin´ es au renouvel-
lement d’´ equipements usag´ es, ` a l’entretien et ` a la maintenance, ceux destin´ es ` a la moder-
nisation et ` a la rationalisation, ceux qui concernent l’extension des capacit´ es de production
sur les produits existants, ceux qui concernent l’introduction de nouveaux produits et enﬁn
les autres destinations.
8Les entrepreneurs ´ emettent une opinion ` a propos du caract` ere stimulant ou limitant
de huit facteurs : la demande int´ erieure, la demande ´ etrang` ere, les perspectives de proﬁt,
l’autoﬁnancement, l’endettement, les taux d’int´ erˆ et, les conditions globales de ﬁnancement,
les facteurs techniques et les autres facteurs.
6ment (enquˆ etes d’avril). Naboulet-Raspiller [9] montrent que ces questions
annexes permettent d’am´ eliorer sensiblement la compr´ ehension des compor-
tements d’investissement des entreprises industrielles.
Le pr´ esent article se rapporte aux seules r´ eponses aux questions quantitatives
annuelles. Pour avoir davantage de renseignements sur l’enquˆ ete investisse-
ment, on pourra se reporter ` a sa ﬁche m´ ethodologique [1] disponible sur le
site Internet de l’Insee et ` a l’ouvrage de la s´ erie Insee-M´ ethode relatif ` a cette
enquˆ ete (Rosenwald [11]).
2.2 Les r´ evisions des entrepreneurs interrog´ es ` a l’enquˆ ete
investissement apportent une information conjonc-
turelle int´ eressante
Les questions relatives aux montants annuels d’investissement permettent de
juger des pr´ evisions de d´ epenses d’´ equipement des industriels. Pour une ann´ ee
donn´ ee, l’enquˆ ete fournit, campagne apr` es campagne, plusieurs estimations
des ´ evolutions - pr´ evues puis r´ ealis´ ees - de l’investissement industriel (cf. ﬁ-
gure 2). La m´ ethode utilis´ ee pour l’agr´ egation est une m´ ethode particuli` ere,
dite “m´ ethode des Grands Investisseurs”. Cette m´ ethode a ´ et´ e expos´ ee et
discut´ ee dans Ravalet [10]. Il s’agit d’une m´ ethode apparent´ ee ` a la m´ ethode
dite“du ratio”˙ Cette m´ ethode est l´ eg` erement modiﬁ´ ee : certaines entreprises
sont sous-pond´ er´ ees lorsque leurs r´ eponses sont atypiques ou trop inﬂuentes.
Graphiquement, les taux estim´ es reﬂ` etent bien le dynamisme des d´ epenses
d’´ equipement. Par exemple, les ann´ ees 1998 ` a 2000 apparaissent comme des
ann´ ees o` u les eﬀorts d’investissement des entreprises ´ etaient particuli` erement
forts. Cette p´ eriode a ´ et´ e suivie d` es 2001 d’une phase de ralentissement ´ eco-
nomique et de rationalisation des projets de d´ eveloppement des entreprises
industrielles.
La lecture de la ﬁgure 2 fait apparaˆ ıtre des r´ evisions importantes des es-
timations successives du taux de croissance des investissements industriels
pour une mˆ eme ann´ ee. Au cours des estimations successives, les r´ esultats
de l’enquˆ ete convergent vers les ´ evolutions r´ eelles des investissements indus-
triels mesur´ es par la comptabilit´ e nationale annuelle. Cette convergence est
un crit` ere important pour juger de la qualit´ e de l’enquˆ ete : les ´ evolutions des




















































































Chaque courbe repésente les estimations
successives pour l’année indiquée à coté. L’axe des
abscisses représente les dates d’enquêtes.
Source : Insee, enquˆ ete investissement.
estimations successives ne sont pas le fait d’un al´ ea statistique mais bien de
modiﬁcations au cours du temps des projets d’investissement des industriels.
Ainsi, pour l’ann´ ee N, en avril de l’ann´ ee N + 1 et environ un an avant la
publication des comptes nationaux annuels dits “semi-d´ eﬁnitifs”, l’enquˆ ete
permet de juger avec pr´ ecision des ´ evolutions pass´ ees de la FBCF du secteur
industriel. Toutefois, bien que cette information soit pr´ ecoce par rapport ` a la
comptabilit´ e nationale, elle reste bien trop tardive dans la perspective d’une
utilisation pour la pr´ evision conjoncturelle. En revanche, les estimations pr´ e-
c´ edentes (` a partir d’octobre N −1) sont publi´ ees assez tˆ ot pour ˆ etre utilis´ ees
dans l’exercice de pr´ evision conjoncturelle de l’ann´ ee N.
La mani` ere la plus naturelle d’utiliser cette information avanc´ ee est de sup-
poser que les pr´ evisions agr´ eg´ ees des industriels correspondent aux ´ evolutions
qui seront eﬀectivement r´ ealis´ ees. Il apparaˆ ıt qu’en moyenne les taux de crois-
8Tab. 1 – Les r´ evisions moyennes des estimations des industriels sur la crois-
sance annuelle de leurs investissement, p´ eriode 1990-2003, industrie manu-
facturi` ere
Dates des enquˆ etes
par rapport ` a l’ann´ ee
N consid´ er´ ee
Taux d’investisse-
ment moyen estim´ e
par l’enquˆ ete
Diﬀ´ erence moyenne par rap-
port aux estimations de
l’enquˆ ete d’avril N + 1
Octobre N − 1 1,1% 1,5 point
Janvier N 5,8% 6,2 points
Avril N 5,4% 5,8 points
Octobre N 1,9% 2,3 points
Janvier N + 1 -0,6% -0,2 point
Avril N + 1 -0,4% 0,0 point
Source : Enquˆ ete investissement. Calculs de l’auteur.
Lecture : Par exemple, de 1990 ` a 2003, lors des enquˆ etes de janvier (ann´ ee N), les indus-
triels ont estim´ es - en moyenne sur cette p´ eriode - que leurs investissements augmente-
raient de 5,8% durant l’ann´ ee courante. Finalement, lors des enquˆ etes d’avril de l’ann´ ee
suivante (ann´ ee N+1), ils estimaient en moyenne que leurs investissements avaient dimi-
nu´ e de 0,4%, soit une r´ evision moyenne de 6,2 points entre l’enquˆ ete de janvier courante
et l’enquˆ ete d’avril de l’ann´ ee suivante.
sance, pr´ evus puis r´ ealis´ es, sont r´ evis´ es selon un proﬁl relativement stable (cf.
ﬁgure 2). Il en r´ esulte ainsi une r´ evision syst´ ematique pour chaque estima-
tion en fonction de la date de l’enquˆ ete par rapport ` a l’ann´ ee consid´ er´ ee. Sur
les ann´ ees 1990 - 2003, les premi` eres estimations des industriels se r´ ev` elent
ˆ etre sur-estim´ ees par rapport ` a la derni` ere estimation de l’enquˆ ete en avril
de l’ann´ ee suivante. En moyenne sur cette p´ eriode, cette sur-estimation est
de 1,5 point pour la premi` ere estimation lors de l’enquˆ etes d’octobre de l’an-
n´ ee pr´ ec´ edente, de 6,2 points, 5,8 points et 2,3 points lors des enquˆ etes de
janvier, avril et octobre de l’ann´ ee consid´ er´ ee. Enﬁn, l’estimation en janvier
de l’ann´ ee suivante se r´ ev` ele tr` es proche de celle d’avril de cette mˆ eme an-
n´ ee, l´ eg` erement plus basse de -0,2 point en moyenne (cf. tableau 1). Il est
donc essentiel de tenir compte de ces r´ evisions syst´ ematiques pour analyser
de mani` ere rigoureuse les estimations successives du taux d’investissement.
Jusqu’` a 1994, cette correction des r´ evisions moyennes ´ etait int´ egr´ ee direc-
tement dans les r´ esultats publi´ es. Cependant, cette correction s’est r´ ev´ el´ ee
probl´ ematique pour l’ann´ ee 1993 : la situation ´ economique s’est tr` es forte-
ment d´ egrad´ ee et la premi` ere anticipation en octobre 1992 n’a pas ´ et´ e r´ evis´ ee
9vers le haut mais vers le bas lors des enquˆ etes suivantes (enquˆ etes de janvier
et d’avril 1993). Alors que la premi` ere estimation d’octobre 1992 donnait une
information relativement neutre, les enquˆ etes successives ont converg´ e en in-
diquant au ﬁnal une chute de 20% de l’investissement industriel en 1993. Il
est alors apparu qu’il ´ etait insuﬃsant de corriger simplement d’une r´ evision
moyenne : les r´ evisions entre les enquˆ etes successives d´ ependent de la posi-
tion dans le cycle conjoncturel. Par exemple, lors de l’enquˆ ete d’octobre de
l’ann´ ee 1999, la pr´ evision de croissance pour l’ann´ ee 2000 ´ etait de 4%. Alors
que l’activit´ e ´ etait en haut de cycle, la derni` ere estimation, lors de l’enquˆ ete
d’avril 2001, a ´ et´ e de 10%. La simple prise en compte du biais moyen aurait
conduit ` a ne pr´ evoir que 5% ou 6% de croissance en 2000 lors de l’enquˆ ete
d’octobre 1999.
En revanche, les r´ evisions entre deux enquˆ etes successives fournissent une in-
formation particuli` erement int´ eressante. Ainsi, pour 1993, la baisse entre les
enquˆ etes d’octobre 1992 et de janvier 1993 du taux de croissance pr´ evu des
investissements indiquait un changement important des perspectives d’inves-
tissement des industriels (cf. ﬁgure 2). Il s’agit donc de consid´ erer en mˆ eme
temps le niveau des anticipations des industriels (relatives ` a la croissance de
leurs d´ epenses d’´ equipement) et les r´ evisions de ces anticipations au cours
des estimations successives. Par exemple, la r´ evision ` a la baisse de seulement
2 points entre les enquˆ etes d’avril et d’octobre 2004 apparaˆ ıt comme faible
par rapport ` a la moyenne (3,5 points ` a la baisse). Il s’agit donc d’une infor-
mation positive, concordante avec le dynamisme de la FBCF des entreprises
au quatri` eme trimestre de 2004. Une telle utilisation des donn´ ees permet
une analyse qualitative tr` es informative mais se prˆ ete mal ` a une utilisation
quantitative comme l’autoriserait un indicateur trimestriel.
3 Un indicateur trimestriel des r´ evisions des
montants annuels
3.1 Les r´ evisions individuelles d’anticipation
La comparaison des r´ evisions des taux de croissance annuels agr´ eg´ es de l’in-
vestissement se r´ ev` ele int´ eressante, mais ces r´ evisions ne peuvent ˆ etre cor-
rectement rapproch´ ees, d’une mani` ere ou d’une autre, des ´ evolutions trimes-
trielles de l’investissement. D’une part, mˆ eme si la m´ ethode d’agr´ egation
10utilis´ ee (dite des “Grands Investisseurs”) permet d’estimer eﬃcacement les
pr´ evisions de taux de croissance annuels, elle est peu adapt´ ee ` a la mesure
sp´ eciﬁque des r´ evisions de taux de croissance. En eﬀet, avec cette m´ ethode,
le poids accord´ e ` a une mˆ eme entreprise peut changer entre deux enquˆ etes
successives. D’autre part, certaines r´ evisions des taux de croissance sont da-
vantage dues ` a des modiﬁcations des montants relatifs aux ann´ ees de r´ ef´ e-
rences qu’aux ann´ ees d’int´ erˆ et. Par exemple, lors de l’enquˆ ete d’avril 2005,
une entreprise r´ evise ` a la hausse son estimation de d´ epenses d’investissement
pour 2004, ceci sans modiﬁer sa pr´ evision relative ` a 2005. Cette entreprise
fait d´ ecroˆ ıtre le taux de croissance des investissements de 2005. Elle n’a pas
pour autant modiﬁ´ e les perspectives de 2005.
Les r´ evisions des anticipations des industriels se r´ ev` elent plus informatives,
ceci en consid´ erant directement les r´ evisions entre deux enquˆ etes successives
des montants d’investissement et non pas les r´ evisions des estimations d’´ evo-
lution annuelle.
A chaque enquˆ ete, on calcule la r´ evision moyenne d’investissement rappor-
t´ ee au chiﬀre d’aﬀaires de l’entreprise. L’ann´ ee consid´ er´ ee est l’ann´ ee la plus
“avanc´ ee”possible : lors de l’enquˆ ete d’octobre N −1, les entreprises sont in-
terrog´ ees pour la premi` ere fois sur leurs anticipations pour l’ann´ ee N. Aussi,
d` es l’enquˆ ete de janvier N, il est possible de calculer la diﬀ´ erence entre le
montant d´ eclar´ e en janvier N et celui d´ eclar´ e en octobre N − 1.
A chacune des enquˆ etes de l’ann´ ee N (janvier, avril, juillet et octobre), on
peut calculer entreprise par entreprise l’´ evolution relative des r´ eponses par
rapport ` a l’enquˆ ete ant´ erieure (cf. tableau 2).
L’enquˆ ete de juillet n’existe que depuis 2003. Jusqu’en 2002, l’indicateur ne
peut donc ˆ etre calcul´ e en juillet. De mˆ eme, jusqu’en 2002, l’indicateur en
octobre ne peut ˆ etre calcul´ e que comme la r´ evision entre l’enquˆ ete d’avril et
l’enquˆ ete d’octobre.
En attendant de disposer de suﬃsamment d’enquˆ etes en juillet et par souci
de coh´ erence dans le temps des s´ eries relatives ` a octobre, on calcule de la
mˆ eme mani` ere les r´ evisions pour les ann´ ees 2003 et 2004. Il n’y a donc pas
d’indicateur des r´ evisions pour les enquˆ etes de juillet et les r´ eponses aux en-
quˆ etes d’octobre sont toutes compar´ ees aux r´ eponses donn´ ees six mois plus
11Tab. 2 – Calendrier th´ eorique de calcul de l’indicateur
Enquˆ etes Montants demand´ es
lors des enquˆ etes
successives
Indicateurs calcul´ es sur la
diﬀ´ erence...
- Ann´ ee N − 2 - entre l’enquˆ ete d’octobre N −1
Janvier N - Ann´ ee N − 1 - et celle de janvier N
- Ann´ ee N - concernant l’ann´ ee N
- Ann´ ee N − 2 - entre l’enquˆ ete de janvier N
Avril N - Ann´ ee N − 1 - et celle d’avril N
- Ann´ ee N - concernant l’ann´ ee N
- Ann´ ee N − 2 - entre l’enquˆ ete d’avril N
Juillet N - Ann´ ee N − 1 - et celle de juillet N
- Ann´ ee N - concernant l’ann´ ee N
- Ann´ ee N − 1 - entre l’enquˆ ete de juillet N
Octobre N - Ann´ ee N - et celle d’octobre N
- Ann´ ee N + 1 - concernant l’ann´ ee N
tˆ ot lors des enquˆ etes d’avril. Ceci est une faiblesse - provisoire - de l’indica-
teur, qui n’est en fait disponible que trois trimestres sur quatre (cf. tableau 3).
Les r´ evisions individuelles sont rapport´ ees ` a la taille de l’entreprise, mesur´ ee
par son chiﬀre d’aﬀaires. Pour toute enquˆ ete t entre l’enquˆ ete d’avril N et
celle de janvier N +1, il s’agit du chiﬀre d’aﬀaires de l’ann´ ee N −1 et celui-
ci est not´ e CAi,t pour l’entreprise i9. En notant Ia
i,t et Ia
i,t−1 les montants
d’investissement pour l’ann´ ee a d´ eclar´ es par l’entreprise i lors des enquˆ etes









On agr` ege ces indicateurs des r´ evisions individuelles de mani` ere ` a calculer
pour chaque date d’enquˆ ete un indicateur de position mt de la distribution
9Autrement dit, CAi,t est constant entre les enquˆ etes d’avril N et de janvier N + 1.
12Tab. 3 – Calendrier provisoire de calcul de l’indicateur
Enquˆ etes Montants demand´ es
lors des enquˆ etes
successives
Indicateurs calcul´ es sur la
diﬀ´ erence...
- Ann´ ee N-2 - entre l’enquˆ ete d’octobre N-1
Janvier N - Ann´ ee N-1 - et celle de janvier N
- Ann´ ee N - concernant l’ann´ ee N
- Ann´ ee N-2 - entre l’enquˆ ete de janvier N
Avril N - Ann´ ee N-1 - et celle d’avril N
- Ann´ ee N - concernant l’ann´ ee N
- Ann´ ee N-1 - entre l’enquˆ ete d’avril N
Octobre N - Ann´ ee N - et celle d’octobre N
- Ann´ ee N+1 - concernant l’ann´ ee N
des r´ evisions individuelles di,t. L’´ echantillon est un ´ echantillon stratiﬁ´ e par
secteur et par taille d’entreprise. Il est donc naturel de calculer tout d’abord
ces param` etres par strate puis de les agr´ eger ` a l’aide de coeﬃcients de re-
dressement. Les coeﬃcients de redressement choisis sont les montants annuels
d’investissement calcul´ es ` a partir de l’Enquˆ ete Annuelle d’Entreprise (EAE)
dans l’industrie de 2002. La m´ ethode d’agr´ egation utilis´ ee au sein de chaque
strate n´ ecessite de disposer d’un nombre suﬃsant d’observations. Le niveau
de stratiﬁcation utilis´ e doit ˆ etre relativement agr´ eg´ e : l’´ echantillon est ainsi
divis´ e par secteur NES 16 (Nomenclature ´ Economique de Synth` ese en 16
postes) et par taille d’eﬀectif salari´ e (3 tranches de taille : moins de 100 sa-
lari´ es, de 100 ` a 499 salari´ es et 500 salari´ es et plus). Jusqu’en octobre 200310,
les secteurs de l’´ energie et des industries agroalimentaires ´ etaient relative-
ment mal couverts par l’enquˆ ete. De ce fait, ils sont exclus de l’estimation.
L’indicateur ne porte donc que sur le secteur de l’industrie manufacturi` ere,
soit quatre secteurs NES 16 : industrie des biens de consommation, industrie
automobile, industrie des biens d’´ equipement et industrie des biens interm´ e-
diaires. Enﬁn, le secteur de l’automobile, trop petit et trop concentr´ e pour
ˆ etre divis´ e en trois tranches de taille avec la m´ ethode d’agr´ egation utilis´ ee,
10L’enquˆ ete investissement est devenue obligatoire en 2004. Ceci a permis de relever
tr` es signiﬁcativement les taux de r´ eponses, en particulier dans les secteurs des industries
agroalimentaires et de l’´ energie.
13est regroup´ e en une seule strate, si bien que le calcul est ﬁnalement r´ ealis´ e
sur dix strates.
3.3 Le choix de la m´ ethode d’agr´ egation : les M-estima-
teurs
Au sein de chaque strate, le calcul de l’indicateur agr´ eg´ e des r´ evisions pose
des diﬃcult´ es techniques. Les distributions des indicateurs des r´ evisions indi-
viduelles sont tr` es ´ etendues. En eﬀet, certaines entreprises peuvent, d’une
enquˆ ete ` a l’autre, fortement r´ eviser leurs montants d’investissement. Par
exemple, une petite entreprise pr´ evoit d’acheter un bˆ atiment. Celui-ci peut
ˆ etre d’une valeur ´ equivalente ` a plusieurs ann´ ees de chiﬀre d’aﬀaires. Si ce
projet n’aboutit pas, la r´ evision aura alors une amplitude de plusieurs fois le
chiﬀre d’aﬀaires. Autre exemple, lors d’une enquˆ ete d’octobre, une tr` es grande
entreprise d´ eclare sa pr´ evision d’investissement pour l’ann´ ee suivante. Cette
anticipation d´ ecoule des d´ ecisions strat´ egiques de l’entreprise. La pr´ evision
n’est pas modiﬁ´ ee dans les r´ eponses successives ` a l’enquˆ ete jusqu’` a ce que
les comptes de l’entreprise soient publi´ es, c’est-` a-dire quelques mois apr` es la
ﬁn de l’ann´ ee consid´ er´ ee. Une r´ evision tr` es importante a alors lieu, d´ ecalage
entre ce qui ´ etait pr´ evu avant le d´ ebut de l’ann´ ee et ce qui est constat´ e dans
les comptes un an et demi apr` es.
Au niveau statistique, ces fortes r´ evisions se concr´ etisent par des r´ eparti-
tions ` a queues tr` es ´ epaisses (cf. ﬁgure 3). Il est alors n´ ecessaire de mener une
agr´ egation ` a l’aide d’estimateurs robustes et non pas ` a l’aide d’une moyenne
arithm´ etique classique.
L’estimateur robuste le plus naturel est la m´ ediane. Toutefois, cet estimateur
ne peut pas non plus convenir. En plus d’ˆ etre ` a queues ´ epaisses, les distri-
butions sont aussi tr` es concentr´ ees autour de z´ ero (cf. ﬁgure 3). En eﬀet, de
nombreuses entreprises ne r´ evisent pas leurs anticipations d’investissement
entre deux enquˆ etes : la m´ ediane est presque syst´ ematiquement nulle.
La m´ ethode choisie est celle des M-estimateurs, due ` a Huber [6]. Cette m´ e-
thode est une g´ en´ eralisation de la m´ ethode dite des MCO (Moindres Carr´ es
Ordinaires). Pour estimer la position du centre de la distribution, au lieu de
minimiser la somme des carr´ es des r´ esidus comme dans le cas des MCO, on
14Fig. 3 – R´ epartition empirique des r´ evisions individuelles d’investissement
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Source : Insee, enquˆ ete investissement. Calculs de l’auteur.
minimise la somme d’une autre fonction objectif appliqu´ ee aux r´ esidus. Cette
fonction est not´ ee ρ.
Plus pr´ ecis´ ement, pour chaque saison d’enquˆ ete S (enquˆ etes de janvier, en-
quˆ etes d’avril et enquˆ etes d’octobre) et pour chaque strate H, on eﬀectue
une r´ egression robuste des indicateurs des r´ evisions sur des indicatrices tem-
porelles. Pour toutes les enquˆ etes t de la saison S, on calcule ainsi les mH,t,
indicateurs agr´ eg´ es des r´ evisions de la strate H. On note 1{x} la fonction in-
dicatrice de x, qui vaut 1 en x et 0 ailleurs. Pour chaque strate H et chaque




mτ1{τ}(t) + ǫi,t (2)
Les perturbations ǫi,t suivent des lois al´ eatoires que nous supposons ind´ epen-
dantes. Dans un premier temps, nous supposons ´ egalement que les perturba-
15tions ǫi,t sont identiquement distribu´ ees (par strate et par saison).
Les M-estimateurs ne sont pas lin´ eraires. Ils ne sont donc pas invariants par
homoth´ etie. Il est alors n´ ecessaire de diviser par un param` etre d’´ echelle σH,S









+ ˜ ǫi,t (3)
Plusieurs statistiques sont possibles pour les param` etres d’´ echelle σH,S. Celle
retenue est la m´ ediane de la valeur absolue de la m´ ediane. Cette statistique,
not´ ee MAD (Median Absolute Deviation), est donn´ ee par la formule (4).
Cette mesure a l’avantage d’ˆ etre robuste aux valeurs extrˆ emes. Le coeﬃcient
1,48 permet ` a la statistique MAD d’ˆ etre ´ egale ` a l’´ ecart-type dans le cas d’une
loi normale.
σ (dH,S) = MAD(dH,S) = 1,48 M´ ediane[dH,S − M´ ediane(dH,S)] (4)
On note nH,S le nombre d’observations dans la strate S pour les enquˆ etes
de la saison S. Le probl` eme de minimisation associ´ e ` a l’estimation pour la
strate H et la saison S s’´ ecrit alors :






















Sous certaines conditions th´ eoriques qui sont suppos´ ees v´ eriﬁ´ ees ici, les (mH,t)t∈S





t∈S lorsque le nombre d’observations
nH,S tend vers l’inﬁni. Le cadre th´ eorique est d´ eﬁni pr´ ecis´ ement dans l’annexe
A.
3.4 Le choix de la fonction objectif
Le choix de la fonction objectif ρ est le point d´ elicat de la m´ ethode des
M-estimateurs. Cette fonction doit ˆ etre adapt´ ee ` a la forme g´ en´ erale de la
distribution des r´ esidus. De plus, une fonction objectif d´ erivable rend plus
facile la r´ esolution num´ erique du probl` eme de minimisation. Lorsqu’elle est
16d´ erivable, la fonction objectif peut alors ˆ etre d´ eﬁnie par sa d´ eriv´ ee, appel´ ee
fonction de score et not´ ee ψ.
Pour des distributions gaussiennes, on choisirait naturellement une fonction
quadratique et l’estimateur de position de la distribution serait la moyenne
arithm´ etique. De mani` ere plus g´ en´ erale, il s’agit de choisir une fonction ob-
jectif telle que le M-estimateur associ´ e se comporte bien dans la famille des
distributions consid´ er´ ees. Plus pr´ ecis´ ement, l’estimateur doit ˆ etre robuste et
proche de l’eﬃcacit´ e. L’eﬃcacit´ e signiﬁe que l’estimateur est sans biais et de
variance minimale. La robustesse assure que retirer une observation modiﬁe
peu l’estimation. Pour une d´ eﬁnition pr´ ecise de la robustesse, on pourra se
reporter par exemple ` a l’ouvrage de Lecoutre et Tassi [7].
Encadr´ e 2 : Choisir une fonction objectif ρ
La fonction objectif ρ doit ˆ etre choisie aﬁn que les estimations soient ` a
la fois robustes et proches de l’eﬃcacit´ e sur les distributions ´ etudi´ ees. La
litt´ erature statistique propose un grand nombre de familles de fonctions.
Nous en pr´ esentons ici quelques exemples. Les premi` eres (MCO, m´ ediane)
sont expos´ ees ` a titre p´ edagogique mais ne poss` edent pas des propri´ et´ es
adapt´ ees aux distributions ´ etudi´ ees ici. En revanche, les autres familles
propos´ ees sont susceptibles de convenir.
Dans chaque cas, l’estimateur est d´ eﬁni par la fonction objectif ρ et/ou par
sa d´ eriv´ ee, c’est-` a-dire par la fonction de score ψ.





2 et ψ(x) = x
L’estimateur des MCO est un cas particulier des M-estimateurs. L’es-
timateur des MCO, extrˆ emement usit´ e, a de nombreuses propri´ et´ es.
En particulier, sous l’hypoth` ese de normalit´ e des distributions, il est
l’estimateur optimal au sens de l’eﬃcacit´ e. (Un estimateur est dit
eﬃcace lorsqu’il est sans biais et que sa variance est minimale.) En
17revanche, le caract` ere quadratique de la fonction objectif le rend tr` es
sensible aux valeurs extrˆ emes.
Les distributions empiriques envisag´ ees ici ne sont pas gaussiennes.
En particulier, les queues tr` es ´ epaisses des distributions rendent
beaucoup trop sensibles aux valeurs extrˆ emes les estimateurs MCO.


















La m´ ediane :





signe(x) = −1 si x < 0
signe(x) = 0 si x = 0
signe(x) = 1 si x > 0
La m´ ediane est un estimateur ´ egalement tr` es classique. Il a l’avantage
d’ˆ etre tr` es robuste aux valeurs extrˆ emes. Cependant, il ne capte
aucune information en dehors du point m´ edian. Ici, la tr` es grande
concentration en z´ ero des distributions empiriques conduit ` a des
m´ edianes la plupart du temps nulles, ce qui n’est absolument pas
informatif.
18Huber :
ψ(x) = x si |x| < c, ψ(x) = c signe(x) si |x| > c
Le M-estimateur propos´ e par Huber [6] est ´ equivalent aux MCO
sur le centre de la distribution et ´ equivalent ` a la m´ ediane sur les
queues de distribution. De plus, il a l’avantage par rapport aux autres
M-estimateurs pr´ esent´ es infra de garantir l’existence et l’unicit´ e de
la solution du probl` eme de minimisation associ´ e. Toutefois, dans
le cas des distributions envisag´ ees ici (queues tr` es ´ epaisses et tr` es
forte concentration en z´ ero), il se r´ ev` ele ˆ etre trop peu robuste. On
lui pr´ ef` ere alors des M-estimateurs avec des fonctions de score dites
“redescendantes”, c’est-` a-dire des fonctions de score qui tendent vers
z´ ero ` a l’inﬁni.
Plusieurs fonctions “redescendantes” :






si |x| < c, 0 sinon











ψ(x) = x si |x| < a
ψ(x) = a signe(x) si a < |x| < b
ψ(x) = a
signe(x) c−x
c−b si b < |x| < c
ψ(x) = 0 si c < |x|
Dans les trois familles de fonctions de score donn´ ees par les formules
ci-dessus, toutes sont ` a valeurs “redescendantes”. Plus pr´ ecis´ ement
elles s’annulent ` a partir d’un certain seuil. Ceci signiﬁe que les points
trop ´ eloign´ es du centre de la distribution sont compl` etement rejet´ es
de l’estimation. Toutes sont proches de la proportionnalit´ e en 0.
Les estimateurs s’apparentent donc aux MCO pour le centre de la
distribution. L’utilisation des fonctions Biweight est due ` a Tukey.
Celle des fonctions Sinus ` a Andrew. Enﬁn, la fonction de score aﬃne
par morceau est due ` a Hampel.












Pour des distributions telles qu’observ´ ees ici, Moberg, Ramberg et
Randles [8] proposent de choisir une fonction de score dans la famille
d´ eﬁnie ci-dessus. Nous donnons ` a cette famille de fonctions les noms
de ces auteurs (MRR en abr´ eg´ e). Ces fonctions ont l’avantage d’ˆ etre
` a valeurs “redescendantes” sans pour autant rejeter totalement des
points de l’estimation : contrairement aux trois familles de fonctions
pr´ ec´ edentes (Biweight, Sinus et Hampel), les fonctions de score ne
s’annulent pas ` a partir d’un certain seuil. Elles sont toujours proches
de la proportionnalit´ e autour de 0, si bien que les M-estimateurs
correspondants s’apparentent toujours aux MCO autour du centre de
la distribution. Ces estimateurs se r´ ev` elent ˆ etre proches de l’eﬃcacit´ e
pour des distributions tr` es concentr´ ees et ` a queues tr` es ´ epaisses. Ce
sont ces estimateurs qui seront retenus par la suite.
La th´ eorie du maximum de vraisemblance indique que, si f est la densit´ e
de la vraie loi des perturbations, la fonction objectif optimale -au sens de
l’eﬃcacit´ e d´ eﬁnie supra - est donn´ ee par ρ = −logf′/f. Toutefois, par souci
de robustesse des r´ esultats et en acceptant en contre-partie une perte d’eﬃ-
cacit´ e, il est possible de choisir une fonction objectif qui croisse moins vite
avec l’amplitude des r´ esidus.
Il faut noter que le choix des M-estimateurs (c’est-` a-dire de la fonction objec-
tif ρ) inﬂue non seulement sur la mani` ere dont les centres des distributions
sont mesur´ es mais aussi sur la d´ eﬁnition mˆ eme de ces centres. Autrement
dit, nous choisissons la fonction objectif ρ aﬁn que les M-estimateurs ˆ mH,t
estiment bien les m0
H,t mais la fonction objectif d´ eﬁnit simultan´ ement m0
H,t
par l’´ equation(13).
Un grand nombre de M-estimateurs existent dans la litt´ erature statistique.
Les plus classiques sont ´ enum´ er´ es dans l’encadr´ e 1.
20Il n’y a pas de choix optimal a priori de la fonction de score. Le choix se fait
au regard de la famille des distributions ´ etudi´ ees. Ici, on choisit la fonction
de score appropri´ ee selon une m´ ethode adaptative qui s’inspire de Ravalet
[10]. La m´ ethode est r´ ealis´ ee en plusieurs ´ etapes :
1. Tout d’abord des statistiques robustes sont calcul´ ees sur les distribu-
tions empiriques aﬁn de mesurer l’´ epaisseur des queues des distributions
et leur concentration autour de z´ ero.
2. Dans un second temps, on construit une loi th´ eorique qui correspond
au mieux, au regard de ces statistiques, aux distributions empiriques.
3. Puis on simule des ´ echantillons ` a l’aide de la loi th´ eorique choisie. Les
param` etres de localisation des ´ echantillons sont estim´ es ` a l’aide des
diﬀ´ erentes familles de fonctions de score envisag´ ees. On retient la famille
pour laquelle les erreurs d’estimations sont les plus faibles.
4. Dans la famille retenue, une fonction de score particuli` ere est choisie
selon le mˆ eme crit` ere (minimisation d’une fonction de coˆ ut des erreurs
d’estimations sur des simulations).
Ces diﬀ´ erentes ´ etapes sont d´ etaill´ ees dans l’annexe B. Nous retenons une










L’algorithme de calcul du probl` eme de minimisation suit la m´ ethode dite de
“re-pond´ eration it´ erative des Moindres Carr´ es Ordinaires”. Cet algorithme
est d´ ecrit dans l’annexe C.
3.5 Les M-estimateurs Quasi-G´ en´ eralis´ es
L’estimateur ainsi d´ ecrit peut toutefois ˆ etre rendu plus proche de l’eﬃca-
cit´ e. En eﬀet, il apparaˆ ıt une forte h´ et´ erosc´ edasticit´ e dans les r´ esidus. Leur
variance diminue lorsque la taille des entreprises augmente. Autrement dit,
rapport´ ee aux chiﬀres d’aﬀaires, l’amplitude des r´ evisions d´ ecroˆ ıt lorsque la
taille de l’entreprise augmente. Deux raisons expliquent cela. D’une part,
les grandes entreprises sont susceptibles d’ˆ etre plus rationnelles dans leurs
projets d’investissement et d’avoir des syst` emes de contrˆ ole de gestion plus
performants que les petites entreprises. D’autre part, la multiplicit´ e des ac-
tivit´ es d’une grande entreprise et la diversit´ e de ses projets d’investissement
21rendent possibles des compensations partielles : la r´ eduction de certains in-
vestissements peut ˆ etre compens´ ee par l’apparition d’autres investissements.
L’´ egalit´ e des lois de r´ epartition des couples (t,di,t) est une condition n´ e-
cessaire pour assurer la convergence des M-estimateurs (cf. annexe A). La
pr´ esence d’h´ et´ erosc´ edasticit´ e invalide cette hypoth` ese. Il est donc n´ ecessaire
de transformer le mod` ele aﬁn de r´ ealiser les estimations sur des distributions
v´ eriﬁant l’´ egalit´ e des lois de distributions.
Aﬁn de corriger l’h´ et´ erosc´ edasticit´ e, une proc´ edure en deux temps est utilis´ ee,
` a l’exemple de la m´ ethode des MCQG (Moindres Carr´ es Quasi-G´ en´ eralis´ es) :
une premi` ere estimation par la m´ ethode des M-estimateurs est r´ ealis´ ee. Elle
permet d’extraire les r´ esidus. La variance de ces derniers varie en amplitude
avec le chiﬀre d’aﬀaires de chaque observation. La d´ ependance de la variance
des r´ esidus Σ2
H,S(·) ` a la taille de l’entreprise est alors estim´ ee pour chaque
strate H et chaque saison S. Dans un deuxi` eme temps, le mod` ele est trans-
form´ e en divisant par la racine carr´ ee de la variance ˆ Σ2
H,S(·) ainsi estim´ ee.
L’´ equation (3) est alors remplac´ ee par l’´ equation (8), o` u les ˜ ǫi,t sont alors de
mˆ eme variance. Il est alors l´ egitime d’accepter l’hypoth` ese d’´ egalit´ e des lois
des couples (t,di,t).
di,t






σH,S · ˆ ΣH,S (CAi,t)
+ ˜ ǫi,t (8)








MAD(dH,S) · ˆ ΣH,S (CAi,t)
 
(9)
L’estimation de la d´ ependance de la dispersion des r´ esidus ` a la taille de l’en-
treprise est r´ ealis´ ee par strate et par saison d’enquˆ ete (enquˆ etes de janvier,
enquˆ etes d’avril et enquˆ etes d’octobre). Pour cela, on r´ e-ordonne les r´ esidus
selon les chiﬀres d’aﬀaires des entreprises. La dispersion des r´ esidus est alors
estim´ ee sur une fenˆ etre glissante de 100 observations ` a l’aide de la m´ ediane
de la valeur absolue des ´ ecarts (fonction MAD, Median Absolute Deviation).
22Le logarithme de la dispersion des r´ esidus ainsi estim´ ee est ensuite r´ egress´ e
sur le logarithme du chiﬀre d’aﬀaires. Pour chaque entreprise i de la strate
H et chaque date t de la saison S, avec les  i,t ind´ ependants, identiquement
distribu´ es et de moyenne nulle, le mod` ele retenu s’´ ecrit alors :
logΣH,S (CAi,t) = αH,S + βH,S logCAi,t +  i,t (10)
Une dispersion th´ eorique est ainsi estim´ ee en fonction de la taille de l’entre-
prise (mesur´ ee par le chiﬀre d’aﬀaires), ceci pour chaque strate H et pour
chacune des saisons S (enquˆ etes de janvier, enquˆ etes d’avril et enquˆ etes d’oc-
tobre) :
log ˆ ΣH,S (CAi,t) = ˆ αH,S + ˆ βH,S logCAi,t (11)
La r´ egression est ´ egalement r´ ealis´ ee par les M-estimateurs. La fonction de
score retenue est alors la fonction de Huber.
Apr` es correction de l’h´ et´ erosc´ edasticit´ e et pour la seconde estimation, la pro-
c´ edure de choix de la fonction de score (d´ ecrite par la partie 3.4 et d´ etaill´ ee
dans l’annexe B) conduit ` a choisir toujours une fonction MMR, mais avec une
constante plus importante : c = 0,12 (cf. annexe B.2 pour plus de pr´ ecisions).
3.6 Construction des s´ eries trimestrielles par strates
et redressement
Pour chaque strate H, on dispose ainsi de trois s´ eries (ˆ mH,t)t∈S, une pour
chaque saison S (enquˆ etes de janvier, enquˆ etes d’avril et enquˆ etes d’octobre).
Pour ˆ etre comparables, ces s´ eries sont centr´ ees en z´ ero et r´ eduites ` a une va-
riance unitaire.
Dans chaque strate H, les trois s´ eries annuelles sont ensuite r´ eunies en une
s´ erie trimestrielle. Les r´ evisions de l’enquˆ ete de janvier N correspondent au
premier trimestre de l’ann´ ee N, celles d’avril au deuxi` eme trimestre, celles
d’octobre aux troisi` eme et quatri` eme trimestres.
Les s´ eries trimestrielles des r´ evisions par strates sont ensuite agr´ eg´ ees en
une unique s´ erie pour l’ensemble de l’industrie manufacturi` ere. Pour cela, on
23applique des coeﬃcients de redressement constants, calcul´ es comme les mon-
tants d’investissement par strate issus de l’Enquˆ ete Annuelle d’Entreprise
(EAE) dans l’industrie de 2002.
4 L’indicateur des r´ evisions dans l’enquˆ ete in-
vestissement am´ eliore sensiblement la qua-
lit´ e de la pr´ evision de l’investissement
4.1 Description de la s´ erie des r´ evisions
La s´ erie ainsi construite apparaˆ ıt assez bien corr´ el´ ee aux variations trimes-
trielles de la FBCF des Entreprises Non Financi` eres en valeur11 (cf. ﬁgure 4).
Sur la p´ eriode qui s’´ etend du troisi` eme trimestre de 1991 au dernier trimestre
de 2003, la corr´ elation s’´ etablit ` a 69%. L’indicateur d’un trimestre donn´ e est
disponible au milieu de ce mˆ eme trimestre. Il permet de pr´ evoir l’investisse-
ment de ce trimestre pour la note de conjoncture de l’Insee qui paraˆ ıt ` a la
ﬁn du trimestre. Ceci n’est pas encore possible pour les troisi` emes trimestres
et les points de conjoncture d’octobre qui leur correspondent. Toutefois, ` a
terme, l’enquˆ ete de juillet permettra de construire un indicateur disponible
aussi ﬁn aoˆ ut et permettant de pr´ evoir le troisi` eme trimestre, ceci en parti-
culier lors du point de conjoncture d’octobre.
La s´ erie apparaˆ ıt comme avanc´ ee par rapport aux comptes. Par exemple,
la reprise de 1997 apparaˆ ıt dans la s´ erie d` es l’enquˆ ete de janvier 1997 alors
qu’elle n’est eﬀective qu’au deuxi` eme trimestre dans les comptes trimestriels.
4.2 Un exemple de mod` ele d’´ etalonnage
Aﬁn d’illustrer l’utilisation possible de l’indicateur des r´ evisions pour la pr´ e-
vision de l’investissement ` a un rythme trimestriel, nous pr´ esentons un mod` ele
d’´ etalonnage multivari´ e (mod` ele VAR). Celui-ci utilise pour unique variable
explicative l’indicateur des r´ evisions pr´ esent´ e dans cet article. En eﬀet, les
11Les comptes trimestriels utilis´ es dans cet article sont les premiers r´ esultats du premier
trimestre de 2005 en base 2000.










































































Série agrégée des révisions d’anticipations des
industriels (centrée−réduite sur les variations de
la FBCF)
Variations trimestrielles de la FBCF des ENF
en valeur (base 2000)
Sources : Insee, enquˆ ete investissement et comptes nationaux trimestriels (base 2000).
Calculs de l’auteur.
autres indicateurs pr´ evoyant l’investissement12 n’apportent pas d’information
suppl´ ementaire signiﬁcative par rapport ` a celle contenue dans l’indicateur et
ses retards.
Le processus vectoriel Xt mod´ elis´ e est form´ e des ´ evolutions trimestrielles de la
FBCF des ENF (Entreprises Non Financi` eres) en volume13 (not´ ees FBCF) et
des indicateurs des r´ evisions (not´ es REV). FBCFt est l’´ evolution de la FBCF
du trimestre t et REVt est l’indicateur des r´ evisions aﬀect´ e au trimestre t.
Par exemple, pour le deuxi` eme trimestre de 2005, il s’agit de l’indicateur
calcul´ e avec l’enquˆ ete investissement d’avril 2005.
12Cf. le dossier dans la note de conjoncture de l’Insee [2].
13Les comptes trimestriels utilis´ es dans l’article sont les premiers r´ esultats du premier






On v´ eriﬁe par des tests de racine unit´ e la stationnarit´ e des deux s´ eries FBCF
et REV : les test ADF (Augmented Dickey-Fuller) rejettent tr` es signiﬁca-
tivement la non-stationnarit´ e des s´ eries FBCF er REV. Il est alors naturel
d’´ ecrire Xt sous la forme d’un processus VAR. En notant L l’op´ erateur re-
tard, on mod´ elise Xt par l’´ equation (12), o` u Φ est un polynˆ ome, c0 un vecteur
constant et νt est un bruit blanc gaussien. L’absence d’autocorr´ elation des
perturbations νt et leur normalit´ e seront test´ ees a posteriori.
Xt = c0 + Φ(L)Xt−1 + νt (12)
Le processus est estim´ e sur la p´ eriode allant du premier trimestre de 1992
au dernier trimestre de 2003. La m´ ethode it´ erative des tests du rapport de
maximum de vraisemblance comme la minimisation du crit` ere Akaike (AIC)
proposent de ne retenir qu’un seul retard. Les deux´ equations de la dynamique




FBCFt = 0,46 + 0,26 FBCFt−1 + 0,15 REVt−1
(2,2) (1,6) (2,9)
avec R2 = 0,45, R
2




REVt = -1,10 + 1,41 FBCFt−1 + 0,24 REVt−1
(-1,7) (2,9) (1,5)
avec R2 = 0,44, R
2
= 0,42, RMSE = 3,89 et Durbin-Watson = 1,96
Nous v´ eriﬁons a posteriori que les r´ esidus suivent bien un bruit blanc15 et
qu’ils sont biens distribu´ es selon une loi gaussienne bivari´ ee16.
14Les variations de FBCF sont exprim´ ees en pourcentage.
15On r´ ealise un test du portmanteau multivari´ e. L’hypoth` ese nulle est l’absence d’auto-
corr´ elation des r´ esidus. La statistique de test vaut 50,5. Elle est ` a comparer ` a un χ2 de 60
degr´ es de libert´ e, soit une p-value de 0,80. Il n’est donc pas possible de rejeter l’absence
d’autocorr´ elation des r´ esidus.
16Appliqu´ es aux r´ esidus, la statistique de Skewness vaut 2,64 et celle de Kurtosis 0,40.
La statistique jointe pour le test de Doornick et Hansen (1994) vaut 3,04, soit une p-value
de 0,21 pour l’hypoth` ese de normalit´ e des r´ esidus.
26L’indicateur REV est disponible un peu plus de trois mois avant la publica-
tion des comptes du trimestre correspondant. De mani` ere ` a pouvoir utiliser
la derni` ere valeur de l’indicateur (REVt) au moment de la pr´ evision du tri-
mestre courant t, il est utile d’´ ecrire le mod` ele sous sa forme dite “bloc r´ e-
cursive”. Cette forme peut-ˆ etre obtenue en transformant le syst` eme des deux
´ equations ci-dessus ` a l’aide d’une d´ ecomposition de Cholesky de la matrice
de variance-covariance. Cependant, une mani` ere plus simple et parfaitement
´ equivalente d’obtenir cette forme est d’eﬀectuer directement la r´ egression de




FBCFt = 0,65 + 0,01 FBCFt−1 + 0,17 REVt + 0,11 REVt−1
(3,4) (0,1) (4,0) (2,4)
avec R2 = 0,59, R
2
= 0,57, RMSE = 1,12 et Durbin-Watson = 1,73
La forme “bloc r´ ecursive” permet alors d’utiliser toute l’information dispo-
nible pour pr´ evoir la FBCF du trimestre concomitante ` a l’indicateur. Pour
les trimestres suivants, la forme canonique est utilis´ ee pour prolonger le pro-
cessus (Xt)t.
Par exemple, au mois de mai 2005, les comptes trimestriels sont disponibles
jusqu’au premier trimestre de 2005. L’indicateur REV est lui disponible jus-
qu’au deuxi` eme trimestre de 2005 (enquˆ ete d’avril 2005). Pour ce mˆ eme tri-
mestre, l’indicateur vaut 3,0. Sur la base de l’information disponible en mai
2005, la forme “bloc r´ ecursive” pr´ evoit alors une ´ evolution de la FBCF des
ENF de 0,7% au deuxi` eme trimestre de 2005. La forme canonique permet de
prolonger la pr´ evision : le taux de croissance de la FBCF des ENF serait de
1,1% au troisi` eme trimestre de 2005 puis de 0,8% au quatri` eme trimestre de
2005.
Sur la p´ eriode de d´ ebut-1992 ` a d´ ebut-2005, l’´ ecart-type des r´ esidus ` a l’hori-
zon d’un trimestre (forme“bloc-r´ ecursive”) vaut 1,10. Prolong´ e par la forme
canonique ` a l’horizon de deux trimestres, l’´ ecart-type s’´ etablit ` a 1,26. Enﬁn,
` a l’horizon de trois trimestres, il est de 1,43. Ces valeurs sont ` a comparer ` a
l’´ ecart-type des variations de FBCF sur cette mˆ eme p´ eriode : 1,66. En terme
de corr´ elation, les pr´ evisions ` a l’horizon d’un trimestre sont corr´ el´ ees ` a 75%
avec les r´ ealisations, celles ` a l’horizon de deux trimestres ` a 65% et celles ` a l’ho-
rizon de trois trimestres ` a 44%. Au regard de ces statistique, il apparaˆ ıt que
l’indicateur est un bon outil pour pr´ evoir les ´ evolutions d’investissement sur
27deux trimestres. Toutefois, comme tous les indicateurs d’enquˆ ete de conjonc-
ture, il devient insuﬃsant pour pr´ evoir les ´ evolutions sur trois trimestres.
Fig. 5 – Pr´ evision des variations trimestrielles de la FBCF des ENF en







































































Prévisions à l’horizon d’un trimestre








































































Sources : Insee, enquˆ ete investissement et comptes nationaux trimestriels (base 2000).
Calculs de l’auteur.
La ﬁgure 5 repr´ esente les pr´ evisions ` a horizon 1 (forme“bloc-r´ ecursive”) ainsi
que les r´ ealisations et les r´ esidus.
Dans le pass´ e, les pr´ evisions du mod` ele VAR captent correctement les points
de retournement dans le cycle conjoncturel de l’investissement. Par exemple,
la reprise en 1997 de la FBCF apparaˆ ıt dans les comptes ` a partir du deuxi` eme
trimestre. Le mod` ele aurait parfaitement pr´ evu cette reprise ` a partir des
r´ esultats de l’enquˆ ete d’avril 1997. De la mˆ eme mani` ere, la nette d´ ec´ el´ eration
des investissements au premier trimestre de 2001, marquant la sortie de la
“bulle internet”, correspond bien ` a la pr´ evision du mod` ele.
285 Conclusion
Alors que les indicateurs d’enquˆ ete pour la pr´ evision de la FBCF des en-
treprises sont rares, il apparaˆ ıt que l’enquˆ ete investissement apporte une
information conjoncturelle pr´ ecieuse pour juger de l’´ evolution future de l’in-
vestissement des entreprises. Les r´ esultats publi´ es sous forme de taux de
croissance sont tr` es utiles pour une approche qualitative mais pr´ esentent cer-
taines limites pour mettre en œuvre des outils quantitatifs de pr´ evision ` a un
rythme trimestriel. Cette limite est d´ epass´ ee par l’indicateur des r´ evisions
d’anticipations : cet indicateur apporte une information pertinente pour la
pr´ evision des variations trimestrielles de l’investissement.
29A Le cadre th´ eorique des M-estimateurs
Le probl` eme limite d´ esigne le probl` eme de minimisation lorsque le nombre
d’observations tend vers l’inﬁni. Le probl` eme limite associ´ e au programme
d’optimisation (5) lorsque nH,S tend vers l’inﬁni est ´ equivalent au probl` eme
de minimisation donn´ e par la formule (13). Dans cette formule, (T,D) est un
couple de variables al´ eatoires d´ esignant respectivement la date d’une obser-
vation et la valeur de la r´ evision associ´ ee ` a cette observation. (T,D) suit la
vraie loi de la distribution des (t,di,t) pour la strate consid´ er´ ee et la saison
consid´ er´ ee. E0 repr´ esente l’esp´ erance sous la vraie loi de D ` a T ﬁx´ e et ET
l’esp´ erance sur T, date de l’observation (T,D).
Arg min
(mt)t∈S
ETE0 ˜ ρ[T,D,(mt)t∈S] (13)
Certaines conditions sont n´ ecessaires pour assurer la convergence des estima-
teurs vers la solution du probl` eme limite. Ces conditions sont donn´ ees dans
Gouri´ eroux-Monfort [3] :
1. les couples (t,di,t) sont ind´ ependants et de mˆ eme loi,
2. l’espace d’optimisation est ouvert (RT convient),
3. la fonction ˜ ρ est continue par rapport ` a (mt)t∈S et est int´ egrable par
rapport ` a la vraie loi de (T,D) pour tout (mt)t∈S. Ceci est ´ equivalant











converge presque sˆ urement uniform´ ement
vers ETE0 ˜ ρ[T,D,(mt)t∈S] lorsque le nombre d’observations nH,S tend
vers l’inﬁni.
5. le probl` eme limite admet une solution unique (m0
t)t.
Sous ces conditions, il existe asymptotiquement une solution aux conditions
du premier ordre du probl` eme de minimisation ` a distance ﬁnie. Cette solution
(ˆ mt)t, appel´ ee M-estimateur, converge presque sˆ urement vers (m0
t)t lorsque
le nombre d’observations nH,S tend vers l’inﬁni.
Sous certaines conditions suppl´ ementaires17 ,
√
n((ˆ mt)t − (m0
t)t) suit asymp-
totiquement la loi normale centr´ ee et de matrice de variance J−1IJ−1 avec :
17Il suﬃt que ˜ ρ soit deux fois continˆ ument d´ erivable par rapport ` a (mt)t, que la matrice



















Le choix de la fonction objectif ρ est contraint par la v´ eriﬁcation des condi-
tions ´ enonc´ ees supra. Concr` etement, cette fonction est choisie parmi les fonc-
tions continues, sym´ etriques, minimales en 0 et croissantes sur ]0,+∞[. On
v´ eriﬁe ex post que l’int´ egrabilit´ e est v´ eriﬁ´ ee, que le probl` eme ` a distance ﬁ-
nie a bien une solution sur les distributions empiriques observ´ ees et que le
probl` eme limite a une solution unique dans les familles de distributions th´ eo-
riques envisag´ ees.
En outre, les distributions doivent v´ eriﬁer la condition 1. L’ind´ ependance ne
pose pas de diﬃcult´ e. Cependant les couples (t,di,t) se r´ ev` elent ne pas ˆ etre
identiquement distribu´ es, la variance de di,t ´ evoluant ` a l’inverse de la taille de
l’entreprise. La partie 3.5 expose comment corriger le mod` ele aﬁn de rentrer
dans le cadre th´ eorique ´ enonc´ e supra.
B Choix du M-estimateur
Un M-estimateur est d´ eﬁni par sa fonction objectif ρ ou par la d´ eriv´ ee de cette
fonction, appel´ ee fonction de score et not´ ee ψ. Il n’y a pas de choix optimal a
priori et le M-estimateur retenu est choisi aﬁn que l’estimation soit robuste et
proche de l’eﬃcacit´ e sur les distributions empiriques. Une proc´ edure de choix
de la fonction de score est dite adaptative lorsque la fonction ψ est ainsi
adapt´ ee aux distributions empiriques. Cette approche est class´ ee parmi le
domaine des statistiques dites“non param´ etriques ”car il n’est pas n´ ecessaire
de faire l’hypoth` ese que la loi des perturbations appartienne ` a une famille
param´ etrique de lois.
B.1 Proc´ edure de choix de la fonction de score
Nous d´ etaillons ici la proc´ edure adaptative retenue pour choisir la fonction de
score. Comme nous l’avons d´ ej` a pr´ ecis´ e dans le corps du texte, cette proc´ edure
peut-ˆ etre divis´ ee en quatre ´ etapes :
311. Tout d’abord des statistiques robustes sont calcul´ ees sur les distribu-
tions empiriques aﬁn de mesurer l’´ epaisseur des queues des distributions
et leur concentration autour de z´ ero.
2. Dans un second temps, on construit une loi th´ eorique qui correspond
au mieux, au regard de ces statistiques, aux distributions empiriques.
3. Puis on simule des ´ echantillons ` a l’aide de la loi th´ eorique choisie. Les
param` etres de localisation des ´ echantillons sont estim´ es ` a l’aide des
diﬀ´ erentes familles de fonctions de score envisag´ ees. On retient la famille
pour laquelle les erreurs d’estimations sont les plus faibles.
4. Dans la famille retenue, une fonction de score particuli` ere est choisie
selon le mˆ eme crit` ere (minimisation d’une fonction des erreurs d’esti-
mations sur des simulations).
Ces diﬀ´ erentes ´ etapes sont d´ etaill´ ees ci-apr` es aﬁn d’exposer le choix de la
fonction de score pour la premi` ere estimation par la m´ ethode des“M-estimateurs
Quasi-G´ en´ eralis´ es”(cf. partie 3.5). Le choix de la fonction de score pour la se-
conde estimation suit la mˆ eme proc´ edure et les r´ esultats interm´ ediaires sont
donn´ es dans la partie B.2 de l’annexe.
1. Les statistiques utilis´ ees aﬁn de mesurer l’´ epaisseur des queues et la
concentration en z´ ero doivent ˆ etre invariantes par translation et par
homoth´ etie de la distribution. Les indicateurs utilis´ es sont ceux rete-
nus par Ravalet [10].
La statistique d’´ epaisseur de queues a ´ et´ e propos´ ee par Hogg [4]. On
note U(p) (respectivement L(p)) la moyenne des np plus grandes (res-
pectivement plus petites) statistiques d’ordre d’une distribution de taille
n. On utilise une interpolation lin´ eaire lorsque np n’est pas entier. On
calcule alors τ, l’indicateur d’´ epaisseur de queue par la formule (14).
Plus les queues d’une distribution sont ´ epaisses, plus τ est grand. Dans





On note X(a,b) la moyenne des statistiques d’ordre entre la na` eme et
la nb` eme (en interpolant si n´ ecessaire). L’indicateur de concentration
32Tab. 4 – Statistiques τ et Pk sur quelques lois sym´ etriques
Lois th´ eoriques consid´ er´ ees τ Pk
Loi normale 2,6 2,7
Loi de Slash 8,5 4,2
Loi double-exponentielle 3,3 3,4
“Loi normale puissance 2” 4,4 5,6
“Loi normale puissance 3” 6,1 10,0
“Loi normale puissance 6” 9,1 44,8
Calculs de l’auteur.
autour de la m´ ediane est donn´ e par Hogg et alii [5] et est not´ e Pk (for-
mule ci-dessous). Plus Pk est grand, plus la distribution est concentr´ ee





Les statistiques calcul´ ees varient peu selon les strates et les saisons.
Nous retenons comme valeurs τ = 5,4 et Pk = 6,0.
2. On recherche alors une loi th´ eorique qui pr´ esente une distribution proche
des distributions empiriques consid´ er´ ees. Cette proximit´ e est mesur´ ee ` a
l’aide des statistiques d´ ej` a d´ eﬁnies : elles doivent ˆ etre ´ egales ` a celles des
distributions empiriques. Il est bien ´ evident que ceci ne constitue en rien
une proximit´ e absolue comme celle qui pourrait-ˆ etre mesur´ ee ` a l’aide
d’une distance dans l’espace des distributions (par exemple la distance
de Kullback). Il est donc n´ ecessaire de conﬁrmer cette proximit´ e par
des repr´ esentations graphiques des distributions ` a l’aide de graphiques
de comparaison quantiles-quantiles. Un tel exemple est donn´ e par la
ﬁgure 6. On cherche une loi sym´ etrique qui pr´ esente des statistiques τ
et Pk ´ egales ` a 5,4 et 6,0. Pour cela, on envisage diﬀ´ erentes lois dont les
statistiques sont donn´ ees par la table 4.
On rappelle que la loi de Slash est d´ eﬁnie par le rapport entre une loi
normale de moyenne nulle et de variance 1 et une loi uniforme sur [0,1].
Par ailleurs, la loi double-exponentielle est d´ eﬁnie par la diﬀ´ erence de
deux distributions exponentielles. Enﬁn, la “loi normale puissance p”
33d´ esigne ici la loi de la distribution donn´ ee par signe(N)|N|p lorsque N
suit une loi normale centr´ ee et de variance unitaire.
Au regard de ces r´ esultats, on cherche une distribution construite ` a
l’aide la formule (16) :
X = αD + (1 − α) signe(N)
       
N
K
       
p
(16)
avec D suivant une loi double-exponentielle et N une loi normale cen-
tr´ ee et de variance 1. Avec α = 0,60, K = 0,61 et p = 2,77 (obtenus par
un algorithme de Newton), la loi th´ eorique ainsi construite a les mˆ emes
statistiques τ et Pk que les lois empiriques des r´ evisions obtenues par
strate.
Des graphiques inter-quantiles permettent de v´ eriﬁer la proximit´ e entre
les distributions empiriques des r´ esidus et cette distribution th´ eorique.
A titre d’exemple, la ﬁgure 6 compare la loi th´ eorique ` a la distribu-
tion des r´ esidus pour la strate des grandes entreprises du secteur des
biens interm´ ediaires et pour les r´ evisions lors des enquˆ etes d’octobre.
La courbe ´ etant proche d’une droite, les deux lois peuvent bien ˆ etre
consid´ er´ ees comme similaires (` a une transformation aﬃne pr` es).
3. Les fonctions de score envisag´ ees (cf. encadr´ e 1 page 17) sont test´ ees
en faisant varier le param` etre de r´ eglage c (ou les param` etres a, b et c
dans le cas des fonctions de Hampel). On simule avec la loi th´ eorique
choisie 1000 ´ echantillons d’une taille de 200 observations. Dans chaque
cas, on estime le param` etre de position de la distribution avec le M-
estimateur correspondant ` a la fonction de score test´ ee. La racine carr´ ee
du moment empirique d’ordre 2 des 1000 param` etres estim´ es est choi-
sie comme crit` ere de manque d’eﬃcacit´ e de l’estimation. Les r´ esultats
sont pr´ esent´ es dans le tableau 5.
Au vu de ces estimations, les M-estimateurs avec les fonctions MRR et
avec une petite constante de r´ eglage c apparaissent ˆ etre les meilleurs.
Seuls les M-estimateurs avec les fonctions de Hampel semblent avoir
une eﬃcacit´ e comparable. Le fait de n’avoir qu’une seule constante de
r´ eglage (ce qui a la vertu de la simplicit´ e) et le fait de ne pas rejeter
34Fig. 6 – Graphique quantile-quantile entre la loi th´ eorique et les r´ esidus
observ´ es

































Source : Insee, Enquˆ ete investissement. Calculs de l’auteur.
totalement de l’estimation les points extrˆ emes incitent ´ egalement ` a pr´ e-
f´ erer les fonctions MRR aux fonctions de Hampel.
4. Il reste ` a choisir pr´ ecis´ ement le param` etre c dans la fonction MRR.
Pour cela, le crit` ere est le mˆ eme que pour le choix de la famille de fonc-
tion. Il conduit ` a choisir c = 0,10. Dans ce cas-l` a, la racine du moment
empirique d’ordre deux de la distribution des erreurs est 0,30.
Cette m´ ethode pr´ esente certaines limites. En particulier, notre d´ eﬁnition de la
proximit´ e ne repose pas sur une distance18. Le choix de la fonction th´ eorique
est donc relativement arbitraire puisqu’elle d´ epend des statistiques d’´ epais-
seur de queues et de concentration retenues. Toutefois, lorsque ces statistiques
sont construites sur des fenˆ etres de quantiles diﬀ´ erentes (cf. les formules (14)
et (15)), cela ne modiﬁe pas signiﬁcativement la loi th´ eorique choisie.
18Il s’agit en fait d’une semi-distance.
35Tab. 5 – R´ esultats des simulations
Racine carr´ e du moment
M-estimateur empirique d’ordre 2
MCO (i.e. la moyenne arithm´ etique) 0,053
M´ ediane 0,037
Huber avec c = 1 0,046
Huber avec c = 3 0,081
Biweight avec c = 1 0,038
Biweight avec c = 5 0,044
Sinus de Andrew avec c = 1 0,036
Sinus de Andrew avec c = 5 0,047
Hampel avec a = 0,5, b = 1, c = 2 0,033
Hampel avec a = 2, b = 4, c = 8 0,054
MRR avec c = 1 0,032
MRR avec c = 4 0,043
MRR avec c = 0,1 0,030
Calculs de l’auteur.
Au total, la fonction de score MRR avec c = 0,10 apparaˆ ıt un choix pertinent
sur l’ensemble des strates et des saisons.
B.2 Choix de la fonction de score pour la seconde es-
timation par les MCQG
Le choix de la fonction de score pour la seconde estimation par les “M-
estimateurs Quasi-G´ en´ eralis´ es” suit la mˆ eme proc´ edure que celle d´ ecrite ci-
dessus (cf. B.1).
Apr` es correction de l’h´ et´ erosc´ edasticit´ e, les param` etres d’´ epaisseur de queues
et de concentration sont d´ esormais proches de τ = 5,3 et Pk = 6,1. La loi
th´ eorique correspondante est donn´ ee par α = 0,60, K = 0,60 et p = 2,70.
Ceci conduit ` a choisir une constante plus importante pour la seconde esti-
mation : c = 0,12.
36C Algorithme de calcul
Les estimations ne sont pas calcul´ ees par la r´ esolution directe des probl` emes
de minimisation associ´ es mais par une m´ ethode it´ erative de re-pond´ eration de
la m´ ethode des MCO (Moindres Carr´ es Ordinaires). Cette proc´ edure s’av` ere
en eﬀet converger plus rapidement. Nous en exposons ici le principe.
On se place dans le cas g´ en´ eral de la r´ egression d’une variable Y sur K
variables explicatives X(k), k compris entre 1 et K. Ces K variables peut
´ eventuellement comprendre une constante unitaire.
Y ≈ Xβ
La variable Y et les vecteurs X = (X(k))k∈[1..K] sont observ´ es N fois et
prennent les valeurs yi et xi = (x
(k)
i )k∈[1..K] avec i variant de 1 ` a N.
On cherche ` a estimer minβ
 
i ρ(yi−xiβ). Si la solution existe, alors elle v´ eriﬁe
n´ ecessairement les conditions du premier ordre du probl` eme de minimisation.




i ψ(yi−xiβ) pour tout k de 1 ` a K.






i (yi − xiβ) w(yi − xiβ)
Ces K ´ equations sont alors exactement semblables ` a celles obtenues par mi-
nimisation des carr´ es des r´ esidus avec les poids individuels wi = w(yi −xiβ).
D’o` u l’id´ ee de r´ esoudre it´ erativement par les MCO pond´ er´ es : ` a l’´ etape n, β(n)







Si la suite β(n) converge vers une limite β(∞), alors β(∞) v´ eriﬁe les conditions
du premier ordre du probl` eme initial et donc β(∞) est un minimum local.
Selon la fonction objectif choisie, l’algorithme peut ne pas converger. L’al-
gorithme peut aussi converger vers une solution qui ne soit pas le minimum
global. L’algorithme doit donc partir d’un point correctement choisi et il faut
v´ eriﬁer que le processus a bien converg´ e. Le point de d´ epart est obtenu par
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