We introduce a novel type of total variation regularizer, T V S 1 , for cyclic structures such as angles or hue values. The method handles the periodicity of values in a simple and consistent way and is invariant to value shifts. The regularizer is integrated in a recent functional lifting framework which allows for arbitrary nonconvex data terms. Results are superior and more natural than with the simple total variation without special care about wrapping interval end points. In addition we propose an equivalent formulation which can be minimized with the same time and memory efficiency as the standard total variation.
Total Variation and Cyclic Structures
Total variation has been widely recognized as an effective and efficient means to regularize variational problems. It has been applied to a great variety of problems, including denoising [14, 17] , superresolution [8] , inpainting [3] , multi-view reconstruction [7] and optical flow [16] . These examples all assume that the function u takes its values in a space of linear structure, e.g. R n for some n ≥ 1. On the contrary, values from the unit circle S 1 , or equivalently the space of planar orientations, such as angles or hue values are periodic in nature. An important area for denoising of cyclical data is SAR phase unwrapping [5] . Representing S 1 as just [0, 1] and applying the usual TV norm leads to artifacts due to neglecting the value wrapping at the boundaries. Jumps from 0 to 1 will be penalized with a nonzero contribution to the energy whereas there is actually no jump at all with the S 1 structure. Also, T V is dependent on the specific representation of S 1 as [0, 1], i.e. a cyclic shift of input data will not result in the corresponding cyclic shift of the output.
To the best of our knowledge, cyclic structures have not yet been accounted for in the regularization previously. Moreover, it turns out that this is by no means straightforward. In this paper we introduce a novel kind of total variation, T V S 1 , for functions u : Ω → S 1 with cyclic or periodic values. The regularizer provides an elegant solution While total variation regularization (center) does not handle wrap-arounds correctly (shrinking the interface with the highest value jump, here from magenta to red) the proposed T V S 1 formulation (right) is designed to provide an optimal solution for cyclic structures at no additional cost. This figure is best viewed in color.
to handle the wrap-around of values and has some desired mathematical properties such as invariance to cyclic shifts and isometries.
Definition of T V S 1
Let Ω ⊂ R n be an open subset, n ≥ 1. Let
be the unit circle. Since there is a one-to-one correspondence between S 1 and the unit interval Γ := [0, 1), any functionû : Ω → S 1 can be conveniently represented as a function u : Ω → Γ. We will use this representation throughout the paper, as it proves to be both convenient and useful for the theoretical treatment of T V S 1 . As one easily checks, the distance function on S 1 transfers to the distance function d S 1 on Γ given by d S 1 (a, b) = min |a−b|, 1−|a−b| . For fixed a this gives a "saw-tooth" shaped curve in b (Fig. 2) .
For special functions of bounded variation, u ∈ SBV (Ω), the distributional derivative Du of u can be decomposed as
into a differentiable part and a jump part. Here, S u is the (n − 1)-dimensional jump set of u where the values jump from u − to u + , ν u is the normal to S u from the u − to the u + side, and ∇u is the gradient of u outside the jump set S u (Fig. 3 ). H n−1 S u denotes the (n − 1)-dimensional Hausdorff measure restricted to the set S u . We refer to [2] for a comprehensive introduction to functions of bounded variation.
Definition 2.1. For u : Ω → Γ we define the total cyclic variation as
A straightforward generalization is the weighted T V S 1 where the contribution to T V S 1 at each point x ∈ Ω is weighted by a function g : Ω → R ≥0 :
.
In the next section, we will introduce a convex representation for efficiently minimizing functionals involving T V S 1 (u).
Convex Representation of T V S 1
In a series of papers [1, 12, 9, 10, 11] it was shown that for functionals of the form
a tight convex relaxation can be found using the method of cartesian currents [6] and that this relaxation can be employed to minimize these functionals. The idea is to restate F (u) in terms of the graph function of u (Fig. 3 ): Figure 3 . Graph of a function u ∈ SBV (Ω). The jump set Su consists here of two points, the second jump being just a wraparound and not an actual jump in S 1 sense. The function 1u is defined as 1 in the shaded area under the graph and 0 otherwise.
Although the functional F (u) is in general highly nonconvex, it turns out [1, Lemma 3.7] that in case where h : Ω × R × R n → R is convex in its third argument (i.e. in ∇u) it can be recast as
with the convex set
Here, h * (x, t, q) is the Legendre-Fenchel conjugate of h(x, t, p) with respect to p. For an introduction to convex analysis we refer to [13] . The main advantage of formulation (2.3) is that F is convex in 1 u . In general, (2.3) holds with ≥, and equality holds for a given u if there is a vector field ϕ ∈ K satisfying certain properties. Since (2.3) is fundamental for our discussion, a proof of the equality for
Thus, the first constraint ϕ
3) can be easily eliminated since 1 u is nonincreasing in the t-direction, i.e. ∂ t 1 u ≤ 0 and ϕ t ∂ t 1 u ≤ 0 with 0 being the maximum possible value. So only the constraint |ϕ x | ≤ 1 remains. Next, the integral constraint in (2.4), using this formulation, must be satisfied for all pairs 0 ≤ t 1 < t 2 < 1.
In practice, the space of cyclical values Γ needs to be discretized at N levels 0 N , . . . ,
N for some N ≥ 1. In the discretization, this means that the number of constraints in (2.4) grows quadratically with the number of levels. Enforcing them quickly becomes unfeasible with respect to both runtime and memory consumption even for a moderate number of levels. Surprisingly, for d = d S 1 there is an equivalent formulation of this constraint which leads to a much more efficient implementation.
From Quadratic to Linear Complexity
The main contribution of this paper is to show that one can efficiently minimize functionals involving the T V S 1 regularizer. This is based on the following equivalent formulation of the integral constraint:
Proof. "⇒": From (2.5) we have
Dividing both sides by t 2 − t 1 for t 1 < t 2 and letting t 1 , t 2 → t for some t ∈ Γ we obtain (2.6). Furthermore, setting t 1 = 0 and t 2 = 1 yields
and therefore (2.7).
"⇐": With (2.6) we have
and using (2.7) also
Combining these two estimates we get
Effectively, this reduces the memory and time complexity of enforcing the constraint from quadratic to just linear. Thus, regularization of general data terms with T V S 1 becomes just as inexpensive as the usual T V regularization [11] where the number of constraints also grows linearly with the number of levels. Based on the proposition above, integrating by parts in (2.3) we obtain a useful dual formulation of T V S 1 which does not require to know the jump set S u explicitly:
Note that for the formulation (2.8) the vector fields ϕ x in (2.9) must be smooth and with compact support with regard to the x variable. One can in fact restrict (2.4) to these vector fields because of their L 1 -density in the set (2.4). This can be easily seen by applying a cut-off operator together with a smoothing convolution, which is a standard procedure in the PDE literature.
Properties of T V S 1
We will now investigate some mathematical properties of T V S 1 . First of all, T V S 1 has the desired property that, whenever u attains two different values a, b ∈ Γ, T V S 1 penalizes the value change by the d S 1 distance of a and b multiplied with the length of the interface:
where Per(A) = T V (χ A ) is the perimeter of A.
Proof. See appendix.
Thus, T V S 1 as defined above is indeed the total cyclic variation of u. As a corollary we obtain T V S 1 (u) = 0 for any constant u : Ω → Γ.
Since the values in S 1 are periodic in nature one expects that T V S 1 (u) does not change if the values of u are cyclically shifted everywhere by the same amount. This is indeed the case as stated in the following proposition. This means that T V S 1 is independent of a concrete representation of S 1 as the unit interval [0, 1), i.e. it does not matter which point of S 1 is taken to be 0. This property is not shared by T V regularization (Fig. 5) . For α ∈ R we define the shift operator T α : Γ → Γ by T α (t) = t + α mod 1. 
Finally, T V S 1 is invariant with respect to rigid transformations of the domain Ω.
Proposition 3.3 (Rigid transformation invariance).
Let Ω ⊂ R m and A : Ω → Ω be an isometry. Then for any u,
Proof. Follows from representation (2.8) by the integral transformation formula and the invariance of the setK in (2.9) with respect to linear isometries.
Regularization with T V S 1
We consider an arbitrary, possibly nonconvex pointwise data term Ω (x, u(x)) and apply T V S 1 regularization to obtain the overall optimization problem
Using the representation (2.3) this can be rewritten as
For the weighted variant T V g S 1 the second constraint |ϕ x | ≤ 1 must be replaced by |ϕ x | ≤ g. The set K is derived similarly as in section 2.1 using the equivalent constraint formulation of proposition 2.2. Since {1 u u ∈ SBV (Ω)} is not convex we relax the problem (4.1) to
The condition on ϕ t in (4.2) ensures that the supremum in (4.3) is finite only if v is nonincreasing in the t-direction. An optimal solution u of the original problem (4.1) can be recovered from a binary solution v of (4.3) by simple thresholding, u(x) = sup{t v(x, t) > 1 2 }. For nonbinary v this still produces an approximate solution u. Though this u is not necessarily optimal, an energy bound holds:
with a true solution u * of (4.1) and F in (2.3). This follows from the simple observation
, where the inequalities hold because v is optimal for F and u * is optimal for F . In all our experiments the deviation from the optimal solution was less than 5%. This is an overestimation of the true deviation obtained by formula (4.5).
Efficient Primal-Dual Minimization
We solve (4.3) by the general algorithm of [10] . This is a fast primal-dual algorithm which consists essentially in a gradient descent in v and a gradient ascent in ϕ, with an orthogonal reprojection onto the sets C and K. Since K includes the non-local constraint Γ ϕ x = 0 there is no simple formula for the projection. Therefore, instead of a direct projection we implement this integral constraint by Lagrange multipliers. For this, we add the term to the energy (4.3). The overall optimization problem becomes
with no constraints on the Lagrange multiplier q : Ω → R n , C as in (4.4) and K without the integral constraint:
The equations for minimization of (4.7) can now be obtained in a straightforward way from the general algorithm in [10] .
Experiments
We now test the potential of T V S 1 regularization on several experiments. To evaluate the results we compare T V S 1 with T V , since no regularizers for S 1 valued functions have yet been investigated and T V S 1 is supposed to behave like T V in regions where u is smooth. With a parallel CUDA implementation on NVIDIA GTX 480 a typical runtime for 256 × 256 images using 64 levels for Γ is about 30 seconds for T V S 1 . T V requires about 12 seconds. For illustration, the T V S 1 runtime without using our efficient formulation in proposition 2.2 is more than 2 hours even for only 32 levels, and still about 40 minutes for 16 levels. The analogon of the famous ROF denoising model of Rudin, Osher and Fatemi [14] for the cyclic case is
We apply this to a one dimensional example in Fig. 4 . The signal f consisting of a monotonous and a constant part has been degraded by adding 10% Gaussian noise producing numerous wrap-arounds. The results show that only T V S 1 is able to reconstruct the signal. Thus cyclic wrap-arounds are handled correctly by T V S 1 . In contrast, for T V there is no choise of λ leading to a reconstruction without heavy fluctuations or large displacements. This example clearly demonstrates the advantage of T V S 1 over noncyclic regularizers. Fig. 1 shows an inpainting experiment for the periodic hue values of the HSV color space. Values 0/9, . . . , 8/9 are circularly arranged starting from the top left red region with value 0 and ending with the top right magenta region with value 8/9. We use model (5.1) with λ = 0 within the inpainting circle area and λ = ∞ otherwise. As Fig. 1 shows, the image prior for cyclic values in regions with no data available is more natural with T V S 1 than with T V .
Many material properties such as deformation behavior can be deduced knowing the structures at atomic scale. In particular one is interested in the segmentation of grains, i.e. regions with homogeneous orientation of the atom lattice. To this end, when smooth transitions between neighboring regions are allowed, Boerdgen et al. [4] used T V regularization with a nonconvex data term. Since orientations are cyclic, the total cyclic variation T V S 1 is a more natural regularizer for this problem. Fig. 5 shows a comparison of segmentations using T V S 1 and T V , applied to an image obtained by the phase field crystal simulation model [15] . This experiment shows the solution behavior if one uses different representations of the orientation space S 1 as [0, 1). The two solutions with T V S 1 are essentially identical due to the cyclic shift invariance in proposition 3.2. On the contrary, with T V they may differ and important structures may not be recognized in the segmentation (Fig. 5, (b) ).
Conclusion
We have introduced a novel kind of total variation for cyclic structures. The regularizer penalizes the value jumps with the S 1 distance instead of linearly. A convex formulation is obtained through a recent theory for general functionals using cartesian currents. We provide an equivalent formulation of the constraint sets which allows to minimize functionals with T V S 1 regularization and arbitrary data terms as efficiently as the usual total variation. Experiments on a variety of imaging problems show the clear advantage of T V S 1 in the correct handling of value wraparounds as opposed to noncyclic regularizers such as T V .
with ϕ t ≡ 0 lemma 2.8 of [1] states that
This is less than or equal to
These constraints are fulfilled, if
for all x ∈ Ω, t, t 1 , t 2 ∈ Γ. This proves (2.3) with ≥ instead of equality. To show equality, we must construct a ϕ x with (A.2) such that equalities hold in (A.1). For x ∈ S u set The last integral is zero by the Gaussian integral formula since ϕ has zero values at the boundary. It is easy to check that ϕ α ∈K if ϕ ∈K and that (ϕ −α ) α = ϕ, hence {ϕ α ϕ ∈K} =K. Taking the sup over ϕ ∈K on both sides we obtain the required identity.
