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Abstract—This paper proposes a spatio-temporal decomposi-
tion for the detection of moving targets in multiantenna SAR.
As a high resolution radar imaging modality, SAR detects and
localizes non-moving targets accurately, giving it an advantage
over lower resolution GMTI radars. Moving target detection
is more challenging due to target smearing and masking by
clutter. Space-time adaptive processing (STAP) is often used to
remove the stationary clutter and enhance the moving targets.
In this work, it is shown that the performance of STAP can
be improved by modeling the clutter covariance as a space
vs. time Kronecker product with low rank factors. Based on
this model, a low-rank Kronecker product covariance estimation
algorithm is proposed, and a novel separable clutter cancelation
filter based on the Kronecker covariance estimate is introduced.
The proposed method provides orders of magnitude reduction in
the required number of training samples, as well as improved
robustness to corruption of the training data. Simulation results
and experiments using the Gotcha SAR GMTI challenge dataset
are presented that confirm the advantages of our approach
relative to existing techniques.
I. INTRODUCTION
THe detection (and tracking) of moving objects is an im-portant task for scene understanding, as motion often in-
dicates human related activity [31]. Radar sensors are uniquely
suited for this task, as object motion can be discriminated
via the Doppler effect. In this work, we propose a spatio-
temporal decomposition method of detecting ground based
moving objects in airborne Synthetic Aperture Radar (SAR)
imagery, also known as SAR GMTI (SAR Ground Moving
Target Indication).
Radar moving target detection modalities include MTI
radars [31], [12], which use a low carrier frequency and
high pulse repetition frequency to directly detect Doppler
shifts. This approach has significant disadvantages, however,
including low spatial resolution, small imaging field of view,
and the inability to detect stationary or slowly moving targets.
The latter deficiency means that objects that move, stop, and
then move are often lost by a tracker.
SAR, on the other hand, typically has extremely high spatial
resolution and can be used to image very large areas, e.g.
multiple square miles in the Gotcha data collection [35]. As a
result, stationary and slowly moving objects are easily detected
and located [12], [31]. Doppler, however, causes smearing
and azimuth displacement of moving objects [26], making
them difficult to detect when surrounded by stationary clutter.
Increasing the number of pulses (integration time) simply
K. Greenewald and A. Hero III are with the Department of Electrical
Engineering and Computer Science, University of Michigan, Ann Arbor, MI,
USA. E. Zelnio is with the Air Force Research Laboratory, Wright Patterson
Air Force Base, OH 45433, USA. This research was partially supported by
the Dept. of Air Force grant FA8650-15-D-1845, AFOSR grant FA8650-07-D-
1220-0006, and ARO MURI grant W911NF-11-1-0391. Approved for public
release, PA Approval #88ABW-2014-6099.
increases the amount of smearing instead of improving de-
tectability [26]. Several methods have thus been developed for
detecting and potentially refocusing [10], [8] moving targets
in clutter. Our goal is to remove the disadvantages of MTI
and SAR by combining their strengths (the ability to detect
Doppler shifts and high spatial resolution) using space time
adaptive processing (STAP) with a novel Kronecker product
spatio-temporal covariance model, as explained below.
SAR systems can either be single channel (standard single
antenna system) or multichannel. Standard approaches for the
single channel scenario include autofocusing [15] and velocity
filters. Autofocusing works only in low clutter, however, since
it may focus the clutter instead of the moving target [15],
[31]. Velocity filterbank approaches used in track-before-
detect processing [26] involve searching over a large veloc-
ity/acceleration space, which often makes computational com-
plexity excessively high. Attempts to reduce the computational
complexity have been proposed, e.g. via compressive sensing
based dictionary approaches [27] and Bayesian inference [31],
but remain computationally intensive.
Multichannel SAR has the potential for greatly improved
moving target detection performance [12], [31]. Standard mul-
tiple channel configurations include spatially separated arrays
of antennas, flying multiple passes (change detection), using
multiple polarizations, or combinations thereof [31].
A. Previous Multichannel Approaches
Several techniques exist for using multiple radar channels
(antennas) to separate the moving targets from the stationary
background. SAR GMTI systems have an antenna configu-
ration such that each antenna transmits and receives from
approximately the same location but at slightly different times
[35], [12], [31], [8]. Along track interferometry (ATI) and dis-
placed phase center array (DPCA) are two classical approaches
[31] for detecting moving targets in SAR GMTI data, both
of which are applicable only to the two channel scenario.
Both ATI and DPCA first form two SAR images, each
image formed using the signal from one of the antennas. To
detect the moving targets, ATI thresholds the phase difference
between the images and DPCA thresholds the magnitude of
the difference. A Bayesian approach using a parametric cross
channel covariance generalizing ATI/DPCA to p channels was
developed in [31], and a unstructured method fusing STAP and
a test statistic in [8]. Space-time Adaptive Processing (STAP)
learns a spatio-temporal covariance from clutter training data,
and uses these correlations to filter out the stationary clutter
while preserving the moving target returns [12], [19], [29].
A second configuration, typically used in classical GMTI,
uses phase coherent processing of the signals output by an an-
tenna array for which each antenna receives spatial reflections
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2of the same transmission at the same time. This contrasts with
the above configuration where each antenna receives signals
from different transmissions at different times. In this second
approach the array is designed such that returns from different
angles create different phase differences across the antennas
[29], [19], [33], [28], [24], [9]. In this case, the covariance-
based STAP approach, described above, can be applied to
cancel the clutter [33], [19], [24].
In this paper, we focus on the first (SAR GMTI) con-
figuration and propose a covariance-based STAP algorithm
with a customized Kronecker product covariance structure.
The SAR GMTI receiver consists of an array of p phase
centers (antennas) processing q pulses in a coherent processing
interval. Define the array X(m) ∈ Cp×q such that X(m)ij is the
radar return from the jth pulse of the ith channel in the mth
range bin. Let xm = vec(X(m)). The target-free radar data
xm is complex valued and is assumed to have zero mean.
Define
Σ = Cov[x] = E[xxH ]. (1)
The training samples, denoted as the set S, used to estimate
the SAR covariance Σ are collected from n representative
range bins. The standard sample covariance matrix (SCM) is
given by
S =
1
n
∑
m∈S
xmx
H
m. (2)
If n is small, S may be rank deficient or ill-conditioned [31],
[19], [21], [22], and it can be shown that using the SCM
directly for STAP requires a number n of training samples
that is at least twice the dimension pq of S [34]. In this
data rich case, STAP performs well [31], [12], [19]. However,
with p antennas and q time samples (pulses), the dimension
pq of the covariance is often very large, making it difficult
to obtain a sufficient number of target-free training samples.
This so-called “small n large pq” problem leads to severe
instability and overfitting errors, compromising STAP tracking
performance.
By introducing structure and/or sparsity into the covariance
matrix, the number of parameters and the number of samples
required to estimate them can be reduced. As the spatiotem-
poral clutter covariance Σ is low rank [6], [19], [33], [12],
Low Rank STAP (LR-STAP) clutter cancelation estimates a
low rank clutter subspace from S and uses it to estimate
and remove the rank r clutter component in the data [2],
[19], reducing the number of parameters from O(p2q2) to
O(rpq). Efficient algorithms, including some involving sub-
space tracking, have been proposed [3], [37]. Other methods
adding structural constraints such as persymmetry [19], [9],
and robustification to outliers either via exploitation of the
SIRV model [18] or adaptive weighting of the training data
[16] have been proposed. Fast approaches based on techniques
such as Krylov subspace methods [20], [25], [32], [36] and
adaptive filtering [13], [14] exist. All of these techniques
remain sensitive to outlier or moving target corruption of the
training data, and generally still require large training sample
sizes [31].
Instead, for SAR GMTI we propose to exploit the explicit
space-time arrangement of the covariance by modeling the
clutter covariance matrix Σc as the Kronecker product of two
smaller matrices
Σc = A⊗B, (3)
where A ∈ Cp×p is rank 1 and B ∈ Cq×q is low rank. In
this setting, the B matrix is the “temporal (pulse) covariance”
and A is the “spatial (antenna) covariance,” both determined
up to a multiplicative constant. We note that this model is not
appropriate for classical GMTI STAP, since that configuration
the covariance has a different spatio-temporal structure that is
not separable.
Both ATI and DPCA in effect attempt to filter deterministic
estimates of A to remove the clutter, and the Bayesian method
[31] uses a form of this model and incorporates the matrix
A in a hierarchical clutter model. Standard SAR GMTI
STAP approaches and the method of [8] do not exploit this
structure when estimating the spatiotemporal covariance. To
our knowledge, this work is the first to exploit spatio-temporal
structure to estimate a full low-rank spatio-temporal clutter
covariance.
Kronecker product covariances arise in a variety of applica-
tions (e.g. see [41], [39], [1], [4], [43]). A rich set of algorithms
and associated guarantees on the reduction in the number of
training samples exist for estimation of covariances in Kro-
necker product form, including iterative maximum likelihood
[40], [39], noniterative L2 based approaches [40], sparsity
promoting methods [39], [44], and robust ML SIRV based
methods [22].
We propose an iterative L2 based algorithm to estimate the
low rank Kronecker factors from the observed sample covari-
ance. Theoretical results indicate significantly fewer training
samples are required, and that the proposed approach improves
robustness to corrupted training data. Critically, robustness
allows significant numbers of moving targets to remain in the
training set. We then introduce the Kron STAP filter, which
projects away both the spatial and temporal clutter subspaces,
thereby achieving improved cancelation.
To summarize, the main contributions of this paper are:
1) the exploitation of the inherent Kronecker product spatio-
temporal structure of the clutter covariance; 2) the introduction
of the low rank Kronecker product based Kron STAP filter;
3) an algorithm for estimating the spatial and temporal clutter
subspaces that is highly robust to outliers due to the additional
Kronecker product structure; and 4) theoretical results demon-
strating improved signal-to-interference-plus-noise-ratio.
The remainder of the paper is organized as follows. Section
II presents the multichannel SIRV radar model. Our low rank
Kronecker product covariance estimation algorithm and our
proposed STAP filter are presented in Section III. Section IV
gives theoretical performance guarantees and Section V gives
simulation results and applies our algorithms to the Gotcha
dataset.
We denote vectors as lower case bold letters, matrices as
upper case bold letters, the complex conjugate as a∗, the
matrix Hermitian as AH , and the Hadamard (elementwise)
product as AB.
3II. SIRV DATA MODEL
Let X ∈ Cp×q be an array of radar returns from an observed
range bin across p channels and q pulses. We model x =
vec(X) as a spherically invariant random vector (SIRV) with
the following decomposition [42], [33], [19], [17]:
x = xtarget + xclutter + xnoise = xtarget + n, (4)
where xnoise is Gaussian sensor noise with Cov[xnoise] =
σ2I ∈ Cpq×pq and we define n = xclutter + xnoise. The
signal of interest xtarget is the sum of the spatio-temporal
returns from all moving objects, modeled as non-random, in
the range bin. The return from the stationary clutter is given
by xclutter = τc where τ is a random positive scalar having
arbitrary distribution, known as the texture, and c ∈ Cpq is
a multivariate complex Gaussian distributed random vector,
known as the speckle. We define Cov[c] = Σc. The means of
the clutter and noise components of x are zero. The resulting
clutter plus noise (xtarget = 0) covariance is given by
Σ = E[nnH ] = E[τ2]Σc + σ
2I. (5)
The ideal (no calibration errors) random speckle c is of the
form [31], [12], [8]
c = 1p ⊗ c˜, (6)
where c˜ ∈ Cq . The representation (6) follows because the an-
tenna configuration in SAR GMTI is such that the kth antenna
receives signals emitted at different times at approximately
(but not necessarily exactly) the same point in space [31], [35].
This is achieved by arranging the p antennas in a line parallel
to the flight path, and delaying the kth antenna’s transmission
until it reaches the point xi in space associated with the ith
pulse. The representation (6) gives a clutter covariance of
Σc = 11
T ⊗B, B = E[c˜c˜H ], (7)
where B depends on the spatial characteristics of the clutter
in the region of interest and the SAR collection geometry
[12]. While in SAR GMTI B is not exactly low rank, it is
approximately low rank in the sense that significant energy
concentration in a few principal components is observed over
small regions [5].
Due to the long integration time and high cross range
resolution associated with SAR, the returns from the general
class of moving targets are more complicated, making simple
Doppler filtering difficult. During short intervals for which
targets have constant Doppler shift f (proportional to the target
radial velocity) within a range bin, the return has the form
x = αd = αa(f)⊗ b(f), (8)
where α is the target’s amplitude, a(f) =
[ 1 ej2piθ1(f) . . . ej2piθp(f) ]T , the θi depend on Doppler
shift f and the platform speed and antenna separation [31],
and b ∈ Cq depends on the target, f , and its cross range
path. The unit norm vector d = a(f)⊗ b(f) is known as the
steering vector. For sufficiently large θi(f), a(f)H1 will be
small and the target will lie outside of the SAR clutter spatial
subspace. The overall target return can be approximated as a
series of constant-Doppler returns, hence the overall return
should lie outside of the clutter spatial subspace. Furthermore,
as observed in [15], for long integration times the return of a
moving target is significantly different from that of uniform
stationary clutter, implying that moving targets generally lie
outside the temporal clutter subspace [15] as well.
In practice, the signals from each antenna have gain and
phase calibration errors that vary slowly across angle and range
[31], but these errors can be accurately modeled as constant
over small regions [31]. Let the calibration error on antenna
i be hiejφi and h = [ h1ejφ1 , . . . , hpejφp ], giving an
observed return x′ = (h⊗ I) x and a clutter covariance of
Σ˜c = (hh
H)⊗B = A⊗B (9)
implying that the A in (3) has rank one.
A. Space Time Adaptive Processing
Let the vector d be a spatio-temporal “steering vector” [19],
that is, a matched filter for a specific target location/motion
profile. For a measured array output vector x define the STAP
filter output y = wTx, where w is a vector of spatio-temporal
filter coefficients. By (4) and (8) we have
y = wHx = αwHd + wHn. (10)
The goal of STAP is to design the filter w such that the
clutter is canceled (wHn is small) and the target signal is
preserved (wHd is large). For a given target with spatio-
temporal steering vector d, an optimal clutter cancellation
filter is defined as the filter w that maximizes the SINR (signal
to interference plus noise ratio), defined as the ratio of the
power of the filtered signal αwHd to the power of the filtered
clutter and noise [19]
SINRout =
|α|2|wHd|2
E[wHnnHw]
=
|α|2|wHd|2
wHΣw
, (11)
where Σ is the clutter plus noise covariance in (5).
It can be shown [12], [19] that, if the clutter covariance is
known, under the SIRV model the optimal filter for targets at
locations and velocities corresponding to the steering vector
d is given by the filter
w = Foptd, Fopt = Σ
−1. (12)
Since the true covariance is unknown, we consider filters of
the form
w = Fd, (13)
and use the measurements to learn an estimate of the best F.
For both classical GMTI radars and SAR GMTI, the clutter
covariance has low rank r [6], [31], [12]. Clutter subspace
processing finds a clutter subspace {ui}ri=1 using the span of
the top r principal components of the clutter sample covariance
[12], [19]. This gives a clutter cancelation filter F that projects
onto the space orthogonal to the estimated clutter subspace:
F = I−
r∑
i=1
uiu
H
i . (14)
Since the sample covariance requires a relatively large
number of training samples, obtaining sufficient numbers of
4target free training samples is difficult in practice [31], [19].
In addition, if low amplitude moving targets are accidentally
included in training, the sample covariance will be corrupted.
In this case the resulting filter will partially cancel moving
targets as well as clutter, which is especially problematic
in online STAP implementations [31], [3]. The proposed
Kronecker STAP approach discussed below mitigates these
problems as it directly takes advantage of the inherent space
vs. time product structure of the clutter covariance Σc.
III. KRONECKER STAP
A. Kronecker Subspace Estimation
In this section we develop a subspace estimation algorithm
that accounts for spatio-temporal covariance structure and has
low computational complexity. In a high-dimensional setting,
performing maximum likelihood on low-rank Kronecker prod-
uct covariance estimation is computationally intensive under
the Gaussian model or its SIRV extensions, and existing
approximations combining Kronecker products with Tyler’s
estimator [22] do not give low rank estimates.
Similarly to the constrained least squares approaches of
[40], [21], [38], [22], we fit a low rank Kronecker product
model to the sample covariance matrix S. Specifically, we
minimize the Frobenius norm of the residual errors in the
approximation of S by the low rank Kronecker model (9),
subject to rank(A) ≤ ra, rank(B) ≤ rb, where the goal is
to estimate E[τ2]Σc. The optimal estimates of the Kronecker
matrix factors A and B in (9) are given by
Aˆ, Bˆ = arg min
rank(A)≤ra,rank(B)≤rb
‖S−A⊗B‖2F . (15)
The minimization (15) will be simplified by using the
patterned block structure of A ⊗ B. In particular, for a
pq×pq matrix M, define {M(i, j)}pi,j=1 to be its q× q block
submatrices, i.e. M(i, j) = [M](i−1)q+1:iq,(j−1)q+1:jq. Also,
let M = KTp,qMKp,q where Kp,q is the pq × pq permutation
operator such that Kp,qvec(N) = vec(NT ) for any p × q
matrix N.
The invertible Pitsianis-VanLoan rearrangement operator
R(·) maps pq×pq matrices to p2×q2 matrices and, as defined
in [38], [40] sets the (i − 1)p + jth row of R(M) equal to
vec(M(i, j))T , i.e.
R(M) = [ m1 . . . mp2 ]T , (16)
m(i−1)p+j = vec(M(i, j)), i, j = 1, . . . , p.
The unconstrained (i.e. ra = p, rb = q) objective in (15) is
shown in [40], [38], [21] to be equivalent to a rearranged rank-
one approximation problem, with a global minimizer given by
Aˆ⊗ Bˆ = R−1(σ1u1vH1 ), (17)
where σ1u1vH1 is the first singular component of R(S). The
operator R−1 is the inverse of R, given by
R−1(M) = N ∈ Cpq×pq, (18)
N(i, j) = vec−1q,q((M(i−1)p+j,1:q2)
T ), i, j = 1, . . . , p,
where vec−1q,q(·) is the inverse of the vectorization operator on
q× q matrices, i.e. if m = vec(M) ∈ Cq×q , M = vec−1q,q(m).
When the low rank constraints are introduced, there is no
closed-form solution of (15). An iterative alternating mini-
mization algorithm is derived in Appendix A and is summa-
rized by Algorithm 1. In Algorithm 1, EIGr(M) denotes the
matrix obtained by truncating the Hermitian matrix M to its
first r principal components, i.e.
EIGr(M) :=
r∑
i=1
σiuiu
H
i , (19)
where
∑
i σiuiu
H
i is the eigendecomposition of M, and the
(real and positive) eigenvalues σi are indexed in order of
decreasing magnitude.
The objective (15) is not convex, but since it is an alternating
minimization algorithm, it can be shown (Appendix A) that
Algorithm 1 will monotonically decrease the objective at each
step, and that convergence of the estimates Ak,Bk to a
stationary point of the objective is guaranteed. We initialize
LR-Kron with either Aˆ, Bˆ from the unconstrained estimate
(17). Monotonic convergence then guarantees that LR-Kron
improves on this simple closed form estimator.
We call Algorithm 1 low rank Kronecker product covariance
estimation, or LR-Kron. In Appendix A it is shown that when
the initialization is positive semidefinite Hermitian the LR-
Kron estimator Aˆ⊗ Bˆ is positive semidefinite Hermitian and
is thus a valid covariance matrix of rank rarb.
Algorithm 1 LR-Kron Covariance Estimation
1: S = ΣSCM , form S(i, j), S(i, j).
2: Initialize A0 (or B0) using (17), with A0 s.t. ‖A0‖F = 1
(correspondingly B0).
3: while Objective ‖S−Ak ⊗Bk‖2F not converged do
4: RB =
∑p
i,j a
∗
k,ijS(i,j)
‖Ak‖2F
5: Bk+1 = EIGrb(RB)
6: RA =
∑q
i,j b
∗
k+1,ijS(i,j)
‖Bk+1‖2F
7: Ak+1 = EIGra(RA)
8: end while
9: return Aˆ = Ak, Bˆ = Bk.
B. Robustness Benefits
Besides reducing the number of parameters, Kronecker
STAP enjoys several other benefits arising from associated
properties of the estimation objective (15).
The clutter covariance model (9) is low rank, motivating the
PCA singular value thresholding approach of classical STAP.
This approach, however, is problematic in the Kronecker case
because of the way low rank Kronecker factors combine.
Specifically, the Kronecker product A⊗B has the SVD [30]
A⊗B = (UB ⊗UB)(SA ⊗ SB)(UHA ⊗UHB ) (20)
where A = UASAUHA and B = UBSBU
H
B are the SVDs of
A and B respectively. The singular values are s(i)A s
(j)
B , ∀i, j.
As a result, a simple thresholding of singular values is not
equivalent to separate thresholding of the singular values of
A and B and hence won’t necessarily adhere to the space vs.
time structure.
5For example, suppose that the set of training data is cor-
rupted by inclusion of a sparse set of w moving targets. By
the model (8), the ith moving target gives a return (in the
appropriate range bin) of the form
zi = αiai ⊗ bi, (21)
where ai,bi are unit norm vectors.
This results in a sample data covariance created from a set
of observations nm with Cov[nm] = Σ, corrupted by the
addition of a set of w rank one terms
S =
(
1
n
n∑
m=1
nmn
H
m
)
+
1
n
w∑
i=1
ziz
H
i . (22)
Let S˜ = 1n
∑n
m=1 nmn
H
m and T˜ =
1
n
∑w
i=1 ziz
H
i . Let λS,k
be the eigenvalues of Σc, λS,min = mink λS,k, and let λT,max
be the maximum eigenvalue of T˜. Assume that moving targets
are indeed in a subspace orthogonal to the clutter subspace.
If λT,max > O(λS,min), performing rank r PCA on S will
result in principal components of the moving target term being
included in the “clutter” covariance estimate.
If the targets are approximately orthogonal to each other
(i.e. not coordinated), then λT,max = O( 1n |αi|2). Since the
smallest eigenvalue of Σc is often small, this is the primary
reason that classical LR-STAP is easily corrupted by moving
targets in the training data [31], [19].
On the other hand, Kron-STAP is significantly more robust
to such corruption. Specifically, consider the rearranged cor-
rupted sample covariance:
R(S) = 1
n
w∑
m=1
vec(aia
H
i )vec(bib
H
i )
H +R(S˜). (23)
This also takes the form of a desired sample covariance plus
a set of rank one terms. For simplicity, we ignore the rank
constraints in the LR-Kron estimator, in which case we have
(17)
Aˆ⊗ Bˆ = R−1(σˆ1u1vH1 ), (24)
where σˆ1u1vH1 is the first singular component of R(S). Let
σ1 be the largest singular value of R(S˜). The largest singular
value σˆ1 will correspond to the moving target term only if the
largest singular value of 1n
∑w
m=1 vec(aia
H
i )vec(bib
H
i )
H is
greater than O(σ1). If the moving targets are uncoordinated,
this holds if for some i, 1n |αi|2 > O(σ1). Since σ1 models
the entire clutter covariance, it is on the order of the total
clutter energy, i.e. σ21 = O(
∑r
k=1 λ
2
S,k)  λ2S,min. In this
sense Kron-STAP is much more robust to moving targets in
training than is LR-STAP.
C. Kronecker STAP Filters
Once the low rank Kronecker clutter covariance has been
estimated using Algorithm 1, it remains to identify a filter
F, analogous to (14), that uses the estimated Kronecker
covariance model. If we restrict ourselves to subspace projec-
tion filters and make the common assumption that the target
component in (4) is orthogonal to the true clutter subspace,
then the optimal approach in terms of SINR is to project away
the clutter subspace, along with any other subspaces in which
targets are not present. If only target orthogonality to the joint
spatio-temporal clutter subspace is assumed, then the classical
low-rank STAP filter is the projection matrix:
Fclassical = I−UAUHA ⊗UBUHB , (25)
where UA,UB are orthogonal bases for the rank ra and rb
subspaces of the low rank estimates Aˆ and Bˆ, respectively,
obtained by applying Algorithm 1. This is the Kronecker
product equivalent of the standard STAP projector (14), though
it should be noted that (25) will require less training data for
equivalent performance due to the assumed structure.
The classical low-rank filter F = I−UUH is, as noted in
section II-A, merely an approximation to the SINR optimal
filter F = Σ−1. We note, however, that this may not be the
only possible approximation. In particular, the inverse of a
Kronecker product is the Kronecker product of the inverses,
i.e. A ⊗ B = A−1 ⊗ B−1. Hence, we consider using the
low rank filter approximation on Aˆ−1 and Bˆ−1 directly. The
resulting approximation to Fopt is
FKSTAP = (I−UAUHA )⊗ (I−UBUHB ) = FA ⊗ FB .
(26)
We denote by Kron-STAP the method using LR-Kron to
estimate the covariance and (26) to filter the data. This
alternative approximation has significant appeal. Note that it
projects away both the spatial and temporal clutter subspaces,
instead of only the joint spatio-temporal subspace. This is
appealing because by (8), no moving target should lie in the
same spatial subspace as the clutter, and, as noted in Section II,
if the dimension of the clutter temporal subspace is sufficiently
small relative to the dimension q of the entire temporal space,
moving targets will have temporal factors (b) whose projection
onto the clutter temporal subspace are small. Note that in the
event rb is very close to q, either truncating rb to a smaller
value (e.g., determined by cross validation) or setting UB = 0
is recommended to avoid canceling both clutter and moving
targets.
Our clutter model has spatial factor rank ra = 1 (9),
implying that the FKSTAP defined in (26) projects the array
signal x onto a (p − 1)(q − rb) dimensional subspace. This
is significantly smaller than the pq− rb dimensional subspace
onto which (25) and unstructured STAP project the data. As
a result, much more of the clutter that “leaks” outside the
primary subspace can be canceled, thus increasing the SINR
and allowing lower amplitude moving targets to be detected.
D. Computational Complexity
Once the filters are learned, the computational complexity
depends on the implementation of the filter and does not
depend on the covariance estimation method that determined
the filter.
The computational complexity of learning the LR-STAP
filter is dominated by the computation of the clutter subspace,
which is O(p3q3). Our LR-Kron estimator (Algorithm 1)
is iterative, with each iteration having O(p2q2) + O(q3) +
O(q2p2) + O(p3) = O(p2q2 + p3 + q3) computations. If the
number of iterations needed is small and p, q are large, there
will be significant computational gains over LR-STAP.
6IV. SINR PERFORMANCE
For a STAP filter matrix F and steering vector d, the data
filter vector is given by (13): w = Fd [19]. With a target
return of the form xtarget = αd, the filter output is given by
(10), and the SINR by (11).
Define SINRmax to be the optimal SINR, achieved at
wopt = Foptd (12).
Suppose that the clutter has covariance of the form (9).
Assume that the target steering vector d lies outside both
the temporal and spatial clutter subspaces as justified in [19].
Suppose that LR-STAP is set to use r principal components.
Suppose further that Kron STAP uses 1 spatial principal
component and r temporal components, so that the total
number of principal components of LR-STAP and Kron STAP
are equivalent. Under these assumptions, if the noise variance
σ2 approaches zero the SINR achieved using LR-STAP, Kron
STAP or spatial Kron STAP with infinite training samples
achieves SINRmax [19].
We analyze the asymptotic convergence rates under the
finite sample regime. Define the SINR Loss ρ as the loss
of performance induced by using the estimated STAP filter
wˆ = Fˆd instead of wopt:
ρ =
SINRout
SINRmax
, (27)
where SINRout is the output signal to interference ratio when
using wˆ.
It is shown in [19] that for large n and small σ, the expected
SINR Loss of LR-STAP under the SIRV model (4) is
E[ρ] = 1− r
n
. (28)
This approximation is obtained specializing the result in [19,
Prop. 3.1] to the case of small σ.
We now turn to Kron STAP. Note that the Kron STAP filter
can be decomposed into a spatial stage (filtering by Fspatial)
and a temporal stage (filtering by Ftemp):
FKSTAP = FA ⊗ FB = FspatialFtemp (29)
where Fspatial = FA ⊗ I and Ftemp = I ⊗ FB (26). When
the clutter covariance fits our SIRV model, either the spatial
or the temporal stage is sufficient to project away the clutter
subspace. Assume one adopts the naive estimator
Aˆ = EIG1
(
1
q
∑
i
S(i, i)
)
= ψˆhˆhˆH (30)
for the spatial subspace h (‖h‖2 = 1). For large n and small
σ, the expected SINR Loss of Kron STAP using the estimator
(30) for the spatial subspace is given by
E[ρ] = 1− 1
n
. (31)
This result is established in [23, Theorem IV.2] for the SIRV
model. The proof is based on applying the LR-STAP result
(28) to an equivalent rank-one estimator. Since by (7) the full
clutter covariance has rank r ∼ q, the gains of using Kron
STAP over LR-STAP (which decays linearly with r) can be
quite significant.
Next we establish the robustness of the proposed Kron
STAP algorithm to estimation errors, for which the SINR loss
(27) can only be empirically estimated from training data.
Specifically, consider the case where the spatial covariance has
estimation errors, either due to subspace estimation error or to
A having a rank greater than one, e.g., due to spatially varying
calibration errors. Specifically, suppose the estimated (rank
one) spatial subspace is h˜, giving a Kron STAP spatial filter
Fspatial = (I−h˜h˜H)⊗I. Suppose further that spatial filtering
of the data is followed by the temporal filter Ftemp based on
the temporal subspace UB estimated from the training data.
Define the resulting SINR loss ρt|h˜ as
ρt|h˜ = SINRout
SINRmax(h˜)
(32)
where SINRmax(h˜) is the maximum achievable SINR given
that the spatial filter is fixed at Fspatial = (I− h˜h˜H)⊗ I.
We then can obtain the following. Suppose that a value for
the spatial subspace estimate h˜ (with ‖h˜‖2 = 1) and hence
Fspatial is fixed. Let the steering vector for a constant Doppler
target be d = dA ⊗ dB per (8), and suppose that dA is fixed
and dB is arbitrary. Then for large n and small σ, the SINR
loss from using an estimate of UB follows
E[ρt|h˜] ≈ 1− κrb
n
, κ =
d˜HAAd˜A
h˜HAh˜
. (33)
where d˜A =
(I−h˜h˜H)dA
‖(I−h˜h˜H)dA‖2 and the data follows the SIRV
model. The quantity κ is the ratio of the clutter energy residual
after filtering with h˜ normalized by the energy of the clutter
canceled by h˜, and creates the gap between the SINR at the
starting point (only spatial filtering by h˜) and the converged
result (as n→∞, ρt|h˜→ 1). A proof sketch of this result is
in Appendix B, and more details are given in [23, Theorem
IV.3].
Note that in the n  p regime (relevant when q  p),
h˜ ≈ h, where h is the first singular vector of A. This
gives h˜HAh˜ ≈ s(1)A and κ → 0 if A is indeed rank one.
Hence, κ can be interpreted as quantifying the adverse effect
of mismatch between A and its estimate. From (33) it is seen
that cancelation of the moving targets is avoided when rb  q.
Furthermore, since in the ideal large sample regime all the
clutter is removed by the spatial stage, rb can be smaller than
rank(B), resulting in higher SINR.
In the next section, we provide empirical finite sample
validation of these asymptotic results on robustness of the
proposed Kron STAP algorithm.
V. NUMERICAL RESULTS
A. Dataset
For evaluation of the proposed Kron STAP methods, we
use measured data from the 2006 Gotcha SAR GMTI sensor
collection [35]. This dataset consists of SAR passes through a
circular path around a small scene containing various moving
and stationary civilian vehicles. The example images shown in
the figures are formed using the backprojection algorithm with
Blackman-Harris windowing as in [31]. For our experiments,
7we use 31 seconds of data, divided into 1 second (2171 pulse)
coherent integration intervals.
As there is no ground truth for all targets in the Gotcha
imagery, target detection performance cannot be objectively
quantified by ROC curves. We rely on non ROC measures
of performance for the measured data, and use synthetically
generated data to show ROC performance gains. In several
experiments we do make reference to several higher amplitude
example targets in the Gotcha dataset. These were selected
by comparing and analyzing the results of the best detection
methods available.
B. Simulations
We generated synthetic clutter plus additive noise samples
having a low rank Kronecker product covariance. The covari-
ance we use to generate the synthetic clutter via the SIRV
model was learned from a set of example range bins extracted
from the Gotcha dataset, letting the SIRV scale parameter τ2
in (5) follow a chi-square distribution. We use p = 3, q = 150,
rb = 25, and ra = 1, and generate both n training samples
and a set of testing samples. The rank of the left Kronecker
factor A, ra, is 1 as dictated by the spatially invariant antenna
calibration assumption and we chose rb = 25 based on a scree
plot, i.e., 25 was the location of the knee of the spectrum
of B (Figure 1). Spatio-temporal Kron-STAP, Spatial-only
Kron-STAP, and LR-STAP were then used to learn clutter
cancelation filters from the training clutter data.
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Fig. 1. Plot of the normalized spectrum of the empirically estimated spatial
clutter covariance matrix B, with the subspace dimension rb = 25 chosen
as the knee of the curve. We note that our results are not sensitive to small
perturbations of rb.
The learned filters were then applied to testing clutter data,
the mean squared value (MS Residual) of the resulting residual
(i.e. (1/M)
∑M
m=1 ‖Fxm‖22) was computed, and the result is
shown in Figure 2 as a function of n. Note that the MS
Residual corresponds to the average empirical value of the
denominator of the SINR (11), and thus is a target-independent
indicator of SINR convergence. The results illustrate the
much slower convergence rate of unstructured LR-STAP. as
compared to the proposed Kron STAP, which converges after
n = 1 sample. The mean squared residual does not go to zero
with increasing training sample size because of the additive
noise floor.
As an example of the convergence of Algorithm 1, Figure
3 shows logarithmic plots of Fi − limi→∞ Fi as a function
of iteration i, where Fi = ‖S − Aˆi ⊗ Bˆi‖F . Shown are
the results for a sample covariance used in the generation
of Figure 2 (n = 50, noise standard deviation σ0), and the
results for the case of significantly higher noise (noise standard
deviation 10σ0). The zeroth iteration corresponds to the SVD-
based initialization in step 2 of Algorithm 1. In both cases,
note the rapid convergence of the algorithm, particularly in
the first iteration.
To explore the effect of model mismatch due to spatially
variant antenna calibration errors (ra > 1), we simulated data
with a clutter spatial covariance A having rank 2 with non-
zero eigenvalues equal to 1 and 1/302. The STAP algorithms
remain the same with ra = 1, and synthetic range bins
containing both clutter and a moving target are used in testing
the effect of this model mismatch on the STAP algorithms.
The STAP filter response, maximized over all possible steering
vectors, is used as the detection statistic. The AUC of the
associated ROC curves is plotted in Figure 4 as a function
of the number of training samples. Note again the poor
performance and slow convergence of LR-STAP, and that
spatio-temporal Kron-STAP converges quickly to the optimal
STAP performance, improving on spatial Kron-STAP in a
manner consistent with the theoretical result (33).
Finally, we repeat the AUC vs. sample complexity exper-
iment described in the previous paragraph where 5% of the
training data now have synthetic moving targets with random
Doppler shifts. The results are shown in Figure 5. As predicted
by the theory in Subsection III-B, the Kronecker methods
remain largely unaffected by the presence of corrupting targets
in the training data until the very low sample regime, whereas
significant losses are sustained by LR-STAP. This confirms
the superior robustness of the proposed Kronecker structured
covariance used in our Kron STAP method.
C. Gotcha Experimental Data
In this subsection, STAP is applied to the Gotcha dataset.
For each range bin we construct steering vectors di corre-
sponding to 150 cross range pixels. In single antenna SAR
imagery, each cross range pixel is a Doppler frequency bin that
corresponds to the cross range location for a stationary target
visible at that SAR Doppler frequency, possibly complemented
by a moving target that appears in the same bin. Let D be the
matrix of steering vectors for all 150 Doppler (cross range)
bins in each range bin. Then the SAR images at each antenna
are given by x˜ = I⊗DHx and the STAP output for a spatial
steering vector h and temporal steering di (separable as noted
in (8)) is the scalar
yi(h) = (h⊗ di)HFx (34)
Due to their high dimensionality, plots for all values of h
and i cannot be shown. Hence, for interpretability we produce
images where for each range bin the ith pixel is set as
maxh |yi(h)|. More sophisticated detection techniques could
invoke priors on h, but we leave this for future work.
Shown in Figure 7 are results for several examplar SAR
frames, showing for each example the original SAR (sin-
gle antenna) image, the results of spatio-temporal Kronecker
STAP, the results of Kronecker STAP with spatial filter only,
the amount of enhancement (smoothed dB difference between
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Fig. 2. Average simulated mean squared residual (MSR), as a function of
the number of training samples, of noisy synthetic clutter filtered by spatio-
temporal Kron STAP, spatial only Kron STAP, and unstructured LR-STAP
(SCM STAP) filters. On the bottom a zoomed in view of a Kron STAP curve
is shown. Note the rapid convergence and low MSE of the Kronecker methods.
STAP image and original) at each pixel of the spatial only
Kronecker STAP, standard unstructured STAP with r = 25
(similar rank to Kronecker covariance estimate), and standard
unstructured STAP with r = 40. Note the significantly im-
proved contrast of Kronecker STAP relative to the unstructured
methods between moving targets (high amplitude moving
targets marked in red in the figure) and the background.
Additionally, note that both spatial and temporal filtering
achieve significant gains. Due to the lower dimensionality, LR-
STAP achieves its best performance for the image with fewer
pulses, but still remains inferior to the Kronecker methods.
To analyze convergence behavior, a Monte Carlo simulation
was conducted where random subsets of the (bright object
free) available training set were used to learn the covariance
and the corresponding STAP filters. The filters were then used
on each of the 31 1-second SAR imaging intervals and the
MSE between the results and the STAP results learned using
the entire training set were computed (Figure 6). Note the
rapid convergence of the Kronecker methods relative to the
SCM based method, as expected.
Figure 6 (bottom) shows the normalized ratio of the RMS
magnitude of the 10 brightest filter outputs yi(h) for each
ground truthed target to the RMS value of the background,
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Fig. 3. Convergence of the LR-Kron algorithm for estimation of the
covariance of Figure 1 with n = 50. The baseline noise (standard deviation
σ0) case is shown, along with a high noise example with noise standard
deviation 10σ0. Shown are logarithmic plots of Fi − limi→∞ Fi where
Fi = ‖S−Ai⊗Bi‖F as a function of iteration i. Note the rapid convergence
of the algorithm.
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Fig. 4. Area-under-the-curve (AUC) for the ROC associated with detecting
a synthetic target using the steering vector with the largest return, when
slight spatial nonidealities exist in the true clutter covariance. Note the rapid
convergence of the Kronecker methods as a function of the number of training
samples, and the superior performance of spatio-temporal Kron STAP to
spatial-only Kron STAP when the target’s steering vector d is unknown.
computed for each of the STAP methods as a function of the
number of training samples. This measure is large when the
contrast of the target to the background is high. The Kronecker
methods clearly outperform LR-STAP.
VI. CONCLUSION
In this paper, we proposed a new method for clutter re-
jection in high resolution multiple antenna synthetic aperture
radar systems with the objective of detecting moving targets.
Stationary clutter signals in multichannel single-pass radar
were shown to have Kronecker product structure where the
spatial factor is rank one and the temporal factor is low rank.
Exploitation of this structure was achieved using the Low Rank
KronPCA covariance estimation algorithm, and a new clutter
cancelation filter exploiting the space-time separability of the
covariance was proposed. The resulting clutter covariance
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Fig. 5. Robustness to corrupted training data: AUCs for detecting a synthetic
target using the maximum steering vector when (in addition to the spatial
nonidealities) 5% of the training range bins contain targets with random
location and velocity in addition to clutter. Note that relative to Figure 4
LR-STAP has degraded significantly, whereas the Kronecker methods have
not.
estimates were applied to STAP clutter cancelation, exhibiting
significant detection performance gains relative to existing
low rank covariance estimation techniques. As compared to
standard unstructured low rank STAP methods, the proposed
Kronecker STAP method reduces the number of required train-
ing samples and enhances the robustness to corrupted training
data. These performance gains were analytically characterized
using a SIRV based analysis and experimentally confirmed
using simulations and the Gotcha SAR GMTI dataset.
APPENDIX A
DERIVATION OF ALGORITHM 1
We have the following objective function:
min
rank(A)=ra,rank(B)=rb
‖S−A⊗B‖2F . (35)
To derive the alternating minimization algorithm, fix B
(symmetric) and minimize (35) over low rank A:
arg min
rank(A)=ra
‖S−A⊗B‖2F
= arg min
rank(A)=ra
q∑
i,j
‖S(i, j)− bijA‖2F
= arg min
rank(A)=ra
q∑
i,j
|bij |2‖A‖2F − 2Re[bij 〈A,S∗(i, j)〉]
= arg min
rank(A)=ra
‖A‖2F − 2Re
[〈
A,
∑q
i,j bijS
∗(i, j)
‖B‖2F
〉]
= arg min
rank(A)=ra
∥∥∥∥∥A−
∑q
i,j b
∗
ijS(i, j)
‖B‖2F
∥∥∥∥∥
2
F
(36)
where bij is the i, jth element of Bˆ and b∗ denotes the complex
conjugate of b. This last minimization problem (36) can be
solved by the SVD via the Eckart-Young theorem [11]. First
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Fig. 6. Gotcha dataset. Top: Average RMSE of the output of the Kronecker,
spatial only Kronecker, and unstructured STAP filters relative to each method’s
maximum training sample output. Note the rapid convergence and low RMSE
of the Kronecker methods. Bottom: Normalized ratio of the RMS magnitude of
the brightest pixels in each target relative to the RMS value of the background,
for the output of each of Kronecker STAP, spatial Kronecker STAP, and
unstructured STAP.
define
RA =
∑q
i,j b
∗
ijS(i, j)
‖B‖2F
, (37)
and let uAi , σ
A
i be the eigendecomposition of RA. The eigen-
values are real and positive because RA is positive semidef-
inite (psd) Hermitian if B is psd Hermitian [40]. Hence by
Eckardt-Young the unique minimizer of the objective (36) is
Aˆ(B) = EIGra(RA) =
ra∑
i=1
σiu
A
i (u
A
i )
H . (38)
Note that unless either S or B is identically zero, since B is
psd RA and hence Aˆ(B) will be nonzero.
Similarly, minimizing (35) over B with fixed positive
semidefinite Hermitian A gives the unique minimizer
Bˆ(A) = EIGrb(RB) =
rb∑
i=1
σBi u
B
i (u
B
i )
H , (39)
where now uBi , σ
B
i describes the eigendecomposition of
RB =
∑p
i,j a
∗
ijS¯(i, j)
‖A‖2F
. (40)
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Fig. 7. Four example radar images from the Gotcha dataset along with associated STAP results. The lower right example uses 526 pulses, the remaining three
use 2171 pulses. Several moving targets are highlighted in red in the spatial Kronecker enhancement plots. Note the superiority of the Kronecker methods.
Used Gotcha dataset “mission” pass, starting times: upper left, 53 sec.; upper right, 69 sec.; lower left, 72 sec.; lower right 57.25 sec.
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Iterating between computing Aˆ(B) and Bˆ(A) completes the
alternating minimization algorithm.
By induction, initializing with either a psd Hermitian A or
B and iterating until convergence will result in an estimate
Aˆ ⊗ Bˆ of the covariance that is psd Hermitian since the set
of positive semidefinite Hermitian matrices is closed.
Since for nonzero S a nonzero Bk implies a nonzero
Ak+1 and vice versa, Ak and Bk will never go to zero.
Hence, the closed-form factorwise minimizers (38) and (39)
are always uniquely defined, and cannot increase the value of
the objective. Thus monotonic convergence of the objective to
a value b is ensured [7]. Since the coordinatewise minimizers
are always unique, if (38) or (39) result in either Ak+1 6= Ak
or Bk+1 6= Bk respectively, then the objective function must
strictly decrease. Thus, cycles are impossible and Ak,Bk must
converge to values A∗,B∗. The value of the objective at that
point must be a stationary point by definition, else A∗,B∗
would not be coordinatewise minima.
APPENDIX B
PROOF SKETCH OF (33)
This is a proof sketch, the full proof can be found in our
technical report [23, Theorem IV.3].
After the spatial stage of Kron STAP projects away the
estimated spatial subspace h˜ ( ‖h˜‖2 = 1) the remaining clutter
has a covariance given by
((I− h˜h˜H)A(I− h˜h˜H))⊗B. (41)
By (8), the steering vector for a (constant Doppler) moving
target is of the form d = dA⊗dB . Hence, the filtered output
is
y = wHx = dHFx (42)
= (dHA ⊗ dHB )(FA ⊗ FB)x
= ((dHAFA)⊗ (dHBFB))x
= dHBFB
((
dHA
(
I− h˜h˜H
))
⊗ I
)
x
Let d˜A = (I− h˜h˜H)dA and define c˜ =
(
d˜HA ⊗ I
)
c. Then
y = dHBFB(τ c˜ + n˜), (43)
where n˜ = (d˜A ⊗ I)n and
Cov[c˜] =(d˜HAAd˜A)B (44)
Cov[n˜] =σ2I,
which are proportional to B and I respectively. The scalar
(d˜HAAd˜A) is small if A is accurately estimated, hence im-
proving the SINR but not affecting the SINR loss. Thus,
the temporal stage of Kron STAP is equivalent to single
channel LR-STAP with clutter covariance (d˜HAAd˜A)B and
noise variance σ2.
Given a fixed Aˆ = h˜h˜H , Algorithm 1 dictates (40), (39)
that
RB =
p∑
i,j
h˜∗i h˜
∗
j S¯(i, j) (45)
Bˆ = EIGrb(RB),
which is thus the low rank approximation of the sample
covariance of
xh = xc,h + nh = (h˜⊗ I)H(xc + n). (46)
Since xc = τc, xc,h = τ(h˜ ⊗ I)Hc is an SIRV (Gaussian
random vector (h˜⊗ I)Hc scaled by τ ) with
Cov[xc,h] = τ
2(h˜HAh˜)B (47)
Furthermore, nh = (h˜ ⊗ I)Hn which is Gaussian with co-
variance σ2I. Thus, in both training and filtering the temporal
stage of Kron STAP is exactly equivalent to single channel
LR STAP. Hence we can directly apply the methods used to
prove the bound for LR STAP, which after some work results
in (33) as desired.
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