Abstract-This paper presents a new genetic algorithm approach to multiobjective optimization problems-incremental multiple objective genetic algorithms (IMOGA). Different from conventional MOGA methods, it takes each objective into consideration incrementally. The whole evolution is divided into as many phases as the number of objectives, and one more objective is considered in each phase. Each phase is composed of two stages. First, an independent population is evolved to optimize one specific objective. Second, the better-performing individuals from the single-objecive population evolved in the above stage and the multiobjective population evolved in the last phase are joined together by the operation of integration. The resulting population then becomes an initial multiobjective population, to which a multiobjective evolution based on the incremented objective set is applied. The experiment results show that, in most problems, the performance of IMOGA is better than that of three other MOGAs, NSGA-II, SPEA, and PAES. IMOGA can find more solutions during the same time span, and the quality of solutions is better.
I. INTRODUCTION
T HERE ARE many multiobjective problems (MOPs) requiring simultaneous optimization of several competing objectives. Stated mathematically, an MOP with decision variables and objectives aims to find which minimizes (or maximizes, since any maximization objective can be turned into a minimization one, this paper considers minimization only) the values of objective functions within the feasible input region . Generally, the answer is not just a single solution but a family of solutions called a Pareto-optimal set.
Definitions: 1) Feasible input region is the set of all points that satisfy all the constraints and bounds of the problem.
2) Let
. is said to be dominated by (or inferior to) , if AND 3) Let . is Pareto-optimal, if there is no point in that dominates . Optimization methods generally try to find a given number of Pareto optimal solutions, which are uniformly distributed in the Pareto optimal set, to provide the decision maker sufficient insight into the problem to make the final decision. Methods such as weighted sum, -constraint and goal programming have been proposed to search for Pareto optima [2] , [3] . However, an a priori articulation of the preferences to the objectives is required, which is often hard to decide beforehand. Besides, these methods can only find one solution at a time. Another solution cannot be obtained without recomputation with the free parameters reset.
By contrast, genetic algorithms (GAs) [1] maintain a population and thus can search for many nondominated solutions in parallel. GA's ability to find a diverse set of solutions in a single run and its exemption from demand for objective preference information renders it immediate advantage over those techniques aforementioned. A lot of multiobjective GAs (MOGAs) [5] - [17] have been proposed. Basically, an MOGA is characterized by its fitness assignment and diversity maintenance strategy.
In fitness assignment, most MOGAs fall into two categories, non-Pareto and Pareto-based [13] , [14] . Non-Pareto methods [10] , [15] , [16] use the objective values as the fitness value to decide an individual's survival. Schaffer's pioneering work, VEGA, is such a method. The more recent predator-prey approach [10] is another one, where some randomly walking predators will kill a prey or let it survive according to the prey's value in one objective. On the contrast, Pareto-Based methods [5] - [9] , [17] measure individuals' fitness according to their dominance property. The nondominated individuals in the population are regarded as fittest regardless of their single objective values. Since Pareto-based approaches respect better the dominance nature of MOPs, their performance is reported to be better.
Diversity maintenance strategy is another characteristic of MOGAs. It works by keeping the solutions uniformly distributed in the Pareto-optimal set, instead of gathering in a small region only. Fitness sharing [18] , which reduces the fitness of an individual if there are some other candidates nearby, is one of the most renowned techniques. Restricted mating [24] , where mating is permitted only when the distance between two parents are large enough, is another technique. More recently, some parameter-free techniques were suggested. The techniques used in SPEA [7] , [8] and NSGA-II [6] are two examples. Readers are encouraged to turn to the original papers for details which cannot be covered here due to paper length limit.
PAES [9] , SPEA [7] , [8] , and NSGA-II [6] are representatives of current MOGAs. They all adopt Pareto-based fitness assignment strategy and implement elitism, a technique verified experimentally helpful to performance. Elitism [8] means the non-dominated solutions found so far are always selected into next generation.
Presented in this paper, a new MOGA, incremental multiple objective genetic algorithm (IMOGA), also uses Pareto-based fitness assignment, elitism, and a parameter-free diversity maintenance strategy. But, different from the other algorithms, where the fitness is measured by all the objectives from the beginning to the end, IMOGA takes objectives into consideration incrementally. The whole evolution is divided into as many phases as the number of objectives. One more objective is introduced in each phase. The motivation behind IMOGA is based on such an observation: points with better performance before objective increment are more likely to become Pareto-optimal after objective increment. Since evolution with fewer objectives to optimize is easier, such an incremental approach solves a complex problem in a simpler and more efficient way. So, the solutions found by IMOGA can show better performance.
To clarify, IMOGA can be used in solving the same type of problems as the other MOGAs. "Incremental" is a feature of the algorithm, not necessarily the nature of the problems to be solved.
IMOGA is not the first one trying to combine the power of multi-objective and single-objective GA. For example, M. Jensen [26] utilized some multiobjective GA techniques to improve single-objective GA optimization, but IMOGA works in the opposite direction, namely single-objective GA used for multi-objective GA optimization.
In the rest of this paper, Section II defines objective increment and analyzes its effect. Based on the analysis in Section II, Section III proposes the new algorithm, IMOGA. Section IV presents the results of experiments and relevant analysis. Section V discusses some implementation issues in IMOGA. Section VI concludes this paper.
II. OBJECTIVE INCREMENT AND ITS EFFECT
IMOGA originates from the idea of objective increment. This section analyzes objective increment and its effect.
A. Definition
Assume the initial objective set is . Later new objectives are added, and the objective set becomes . We call this process as objective increment.
is the incremented objective set, and represents the objectives added. We give the following definitions to facilitate discussion. 1) If two points in give equal outputs in every objective, we say they are multimodal points under the specified objective set. Such a term was first defined by Reddy et al. [25] and followed in this paper. 2) A Pareto-optimal point is a distinctive Pareto-optimal point (abbreviated as distinctive point) if there is no other point multimodal to within . 3) A Pareto-optimal point is a duplicate Pareto-optimal point (abbreviated as duplicate point) if there is one or more points multimodal to within . (1) 2) or, is multimodal to . That is (2) From (1) and (2), we can deduce that (3) Inequality (3) means that is either dominated by or multimodal to under . Namely, under is either non-Paretooptimal or duplicate Pareto-optimal. This conclusion contradicts with the premise. Thus, Theorem 1 is proved.
2) Effect on Duplicate Points: The outcome of a duplicate point , whose duplicate group is denoted as , after objective increment may be:
1) becomes non-Pareto-optimal, if one or more points in dominate under . 2) remains duplicate Pareto-optimal, if no other point in dominates and one or more other points in are multimodal to under . 3) becomes distinctive Pareto-optimal, if no other point in dominates or is multimodal to under . Though the outcome of a duplicate point after objective increment is nondeterministic, the outcome of a duplicate group follows some rule:
Theorem 2: For a duplicate group under the initial objective set , at least one member point will remain Pareto-optimal under the incremented objective set . Proof: Apagoge is used. Assume no point in is Pareto-optimal under . That is, under any point in would be dominated by one or more points not belonging to . Now, assume one specific point , is dominated by a point . Then (4) so, under the original objective set
Inequality (5) means that is either dominated by or multi-modal to under . Namely, under , either is non-Pareto-optimal or there exists a point not belonging to but multimodal to . This conclusion either contradicts with the premise or the definition of a duplicate group. Thus, Theorem 2 is proved.
Note that there may be more than one point in which are not dominated by any other point in under , then in such cases there will be more than one point in remaining as Pareto-optimal under .
C. Effect of Objective Increment on Non-Pareto-Optimal Points
Denote the set of points that dominate a non-Pareto-optimal point under as
, and the set of points that are multimodal to as . The outcome of under is decided by its relationship to and when measured by . 1) becomes Pareto-optimal, iff no point in or dominates it.
2) remains non-Pareto-optimal, iff one or more points in or dominate it. It should be noted that whether upgrades to Pareto-optimal is relevant to and only. The other points cannot dominate under , cannot dominate under due to their worse performance than in one or more objectives of . Now we consider the probability that becomes Pareto-optimal under . is the probability that no point in or dominates under . Suppose for two randomly chosen points, the probability that one dominates the other under is a constant, , then
where • is the number of points in ; • is the number of points in . Generally, in real-world MOPs, especially those with many objectives, it is unlikely that many points are multimodal, thus, is usually quite small. Besides, it is impractical to find out the number of multimodal points during evolution. So is ignored in our discussion. But is a direct performance index of and thus, cannot be ignored. It indicates the number of points superior to . Equation (6) shows a larger leads to a smaller . Namely, the better performance has under , the more probable it will be Pareto-optimal under . Nevertheless, the assumption for (6), which states that the probability that a randomly chosen point dominates another under is constant, may not hold in some cases. However, even if this assumption does not hold, we can still expect that in most cases the less points in and (namely, the less points having the potential to prevent being Pareto-optimal under ), the more likely that is optimal under , though the rule of (6) may not be followed so strictly.
So, generally, for a non-Pareto-optimal point, the better performance it has under , the higher probability it has to be Pareto-optimal under .
D. Summary
In short, after objective increment • a distinctive point remains Pareto-optimal;
• at least one, perhaps more, point in a duplicate group will remain optimal;
• and some non-Pareto-optimal points may become optimal. As explained earlier, it is unlikely that many points are multimodal. Therefore, distinctive points tend to be much more than duplicate ones. An immediate inference is that most Pareto-optimal points will remain Pareto-optimal after objective increment. The analysis shows the continuous existence between the Pareto-optimal sets before and after objective increment, and thus implies the feasibility to solve an MOP by taking objectives into consideration incrementally.
III. IMOGA
Undoubtedly, evolution with fewer objectives is less time consuming. So, we can search for optima from only one objective and approach the ultimate goal by increments to save computation. If the information carried by the better individuals before increment is transferred into the population after increment, such an incremental evolution can assure good quality of individuals. The analysis above shows the feasibility of such incremental approaches. This is the basic principle of IMOGA, details are shown below.
A. Procedure of IMOGA
IMOGA divides the whole evolution into as many phases as objectives. One more objective is considered in each phase. Among all the phases, we call the first phase as the initial phase, the last one as the ending phase, and those in between as intermediate phases. Each phase is composed of two stages. First, a population is evolved to optimize one specific objective. Second, the better-performing individuals obtained from stage one and the multiobjective population evolved in the last phase are joined together in stage two to become an initial population, to which a multiobjective evolution based on the incremented objective set is applied.
The algorithm works as follows (assume there are objectives and is the multiobjective population size. Generally is set equal to the number of solutions that the user desires).
1) Set , where is the phase sequence number. Generate a population and evolve it for the first objective. After that, the (The selection of parameter is discussed in Section V.C) fittest individuals survive into ( represents the multiobjective population for phase ). Phase 1, namely the initial phase, then ends. 2) Set . The next phase starts. 3) Generate a population and evolve it for the -th objective.
After that, the fittest individuals survive into ( represents the single-objective population for phase .) 4) Generate the initial population for the multi-objective evolution in phase , which is the result of integration operation on and . The details of integration operation will be given later. 5) If the size of is larger than , select the fittest individuals. Then perform multi-objective evolution on for generations. Note that only the first objectives are considered in the selection.
If , set ( is the intermediate phase evolution generation number). If , the evolution goes on until the stopping criterion is met. Usually, the criterion is that a preset timer expires or generation number reaches ( , the ending phase evolution generation number, is much larger than usually).
In each generation, new offspring as many as the parent population are generated. Then compute the rank of each individual, which is the number of individuals in the current generation that dominate it. (Such a rank computation scheme was first proposed by Fonseca et al. [17] .) Individuals with lower ranks are regarded as fitter. The fittest individuals survive. When it is necessary to select among individuals having the same ranks, a diversity maintenance strategy will select more representative individuals. The details of our diversity maintenance strategy will be given later.
After the evolution, evolves into . Phase ends. 6) If , go to step 2. If , the whole evolution process finishes. The nondominated individuals in the final population are the solutions found.
B. Operation of Integration
We call the set of variables of the objective functions that a population is optimized for as the relevant variables of this population. The relevant variables of is denoted as , and those of as . There are three possible types of integration operations, corresponding to three types of different relationships between and , as illustrated in Figs. 1-3. 
1) If
, then the resulting population is the union of and .
2) If
, then each individual in and each one in when paired together will generate one offspring. The relevant variables in the offspring are copied from the correspondent parts in the parents. 3) If AND , then each individual from and each from when paired together generate two offspring. In the offspring, the segments of those variables relevant to one parent only are copied from the corresponding parent. As to the variables relevant to both parents, each offspring will copy the segments in concern from one parent, respectively. The motivation for integration operation is to help combine useful information from and more efficiently. In an MOP, each objective may have different variables. It is pos- as an example. In population , the chromosome segments of irrelevant variables are ignored by the optimization process. So the segments corresponding to variables in but not in are randomly set without any optimization. Can those segments be set more properly? The integration operation tries to accomplish this by copying from the corresponding segments in the individuals from , which have been optimized for the first objectives. So, if and are different, each surviving individual from and are paired together as parents to give birth to some new individuals in . In more details, if and do not have any common variables, one offspring is enough to bear information from the parent pair by copying from the corresponding variables in them. If and are not the same but share one or more variables, only one offspring is insufficient to preserve the information. So, each pair of parents give birth to two offspring, each offspring has the same value in the nonshared variable as the parent whose corresponding segments have been optimized, and copy the values of shared relevant variables from one parent, respectively.
C. Diversity Maintenance Strategy
This section explains the method implemented in IMOGA to keep the diversity and uniform distribution of solutions.
In order to avoid bias toward any objective and save computation, the distance between two points is measured by the normal distance (denoted as ) defined below, instead of the usual Euclidean distance. (7) where and are the maximal and minimal k-th objective value in the individuals for the diversity maintenance strategy to be in place, which is generation wise.
The diversity maintenance method works as follows.
1) The boundary (smallest and largest) individuals for each objective are selected, thus the values of and are identified. 2) For each unselected individual , compute its normal distances to each selected boundary individuals, and then find out the minimum among them, . 3) Select the individual , whose is the largest in the unselected individuals. Such a selection keeps the selected individuals from congregating in a small region and makes them spread more uniformly to achieve greater diversity.
4) If the number of surviving individuals reaches
( is the number of individuals to survive in one generation), stop. Otherwise continue. 5) For every unselected individual , update as: . Such an update aims to keep equal to the minimum normal distance from individual to a selected individual after individual is selected. Then go to step 3. Deb et al. [5] suggested the method of selecting boundary solutions to preserve diversity, which works pretty well. IMOGA follows them in this aspect but differs in the way how nonboundary solutions are selected.
D. Attributes of IMOGA
In the entire algorithm, the basic operation and their complexity in the worst case are ( is the number of objectives, and is the size of population).
• Rank computation: ; • Diversity maintenance . So, the overall complexity of the algorithm is . In IMOGA, the nondominated solutions are always assigned a rank of zero, and they will survive into following evolutions unless their number exceeds the population size. So IMOGA is an elitist MOGA, as PAES, SPEA, and NSGA-II.
IMOGA does not impose any constraint on the type of objective functions used. IMOGA should be able to solve MOPs solvable by other MOGA algorithms. Seven mathematical problems have been tested to show the power of IMOGA. We believe IMOGA is applicable to more real-world applications, which is left for future research for the time being.
Besides, since every phase in IMOGA starts from the optimization of a single objective and select the champions in individual objective, some may argue that Schaffer's VEGA [15] has shown that giving emphasis on champions may not produce a good spread of solutions, thus question the validity of IMOGA. It should be noted that IMOGA implements Pareto-based fitness assignment and diversity maintenance strategy for a good spread of solutions. They are essentially different. IMOGA is Pareto-based while VEGA is non-Pareto based. The champions in one or a few objectives are used just to preserve and enhance the quality of initial population, and the Pareto-based multiobjective optimization follows immediately.
IV. EXPERIMENTS AND RESULTS

A. Performance Evaluation Metrics
Indicated by Zitzler [22] , multiobjective optimization is quite different from single-objective optimization in that there is more than one goal.
1) convergence to the Pareto-optimal set; 2) maximized extent of the obtained nondominated front; 3) good (in most cases uniform) distribution of the solutions found. So, the performance evaluation of multiobjective optimization is not a trivial task. A lot of metrics have been proposed [19] - [23] . In this paper, the following metrics are used, corresponding to the goals mentioned above: 1) and are metrics describing the convergence degree of the solutions. To compute them, find a set of true Pareto-optimal points uniformly spaced in the objective space first. Then for each solution found, we compute its minimum Euclidean distance to these points. The average of these distances is , and the variance of the distances is . indicates the closeness of the solutions to the real Pareto-front, and indicates how uniformly they approach.
2) The extent of the solutions is described by metric (see the equation at the bottom of the page.) Extent is the difference between the value of maximum and minimum. If is close to or larger than 1, the solutions can be regarded as covering the majority of the Pareto front.
3)
is the metric measuring how uniform the solutions are spread. To compute , for every solution, find out its minimum normal Euclidean distance (denoted as . The definition is given in (8) , shown at the bottom of the next page. It is designed in such a way to avoid bias among different objectives whose extents may be dramatically different) to the other solutions. The variance of these distances is . The smaller is, the better the solutions are distributed. 4) Besides the above metrics, another simple metric is also used, which is , the number of solutions found. More [5] , while and are similar to Zitzler's suggestion [22] , but slightly different.
B. Experiment Scheme
IMOGA will be compared with PAES, SPEA, and NSGA-II. And NSGA-II includes two encoding schemes, real coding [shortened as NSGA-II(R)] and binary coding [shortened as NSGA-II(B)]. All the results are the average of 10 runs. In each run a different random sequence is used. For IMOGA, SPEA, and PAES, the initial seeds are the ten integers from 1-10. NSGA-II's program needs decimal initial seeds between 0 and 1, so, , ten uniformly spaced decimals are used. The programs of PAES, SPEA, and NSGA-II were downloaded from their developers' websites [PAES: iridia.ulb.ac.be/~jknowles/multi/PAES.html, SPEA: www.tik.ee.ethz.ch/~zitzler/testdata.html, NSGA-II: www.iitk.ac.in/kangal/soft.htm].
The performance comparison is time-based. For each problem, each algorithm is given the same time to evolve. All the experiments are done on a Pentium IV 2.0 GHz PC. Seven benchmark problems and a self-proposed 4-objective problem are tested.
C. Experiment Results
1) Experiments Based on Two-Objective Problems:
Six two-objective problems chosen from some past studies [12] , [22] were tested. In Table I , the number of decision variables, the variable bounds, the Pareto-optimal fronts and the nature of the fronts are also given.
The following parameters have been set the same in the experiments for all algorithms.
• For each problem, every algorithm is given 2 s to evolve in each run.
• The mutation rate for each decision variable is and for each bit is ( : the number of decision variables, : the number of chromosome's bits).
• Each decision variable is encoded in 30 bits. The parameters specific to SPEA, PAES, and NSGA-II are set according to their original papers. In details, they are (8) TABLE II  EXPERIMENT RESULTS OF PROBLEM FON   TABLE III  EXPERIMENT RESULTS OF PROBLEM ZDT1 • For SPEA, the population size is 80 and the external population size 20, so the overall population is 100. Such a 4:1 ratio is suggested by SPEA's developer.
• For PAES, the depth value is equal to 4 and the archive size is set at 100.
• For NSGA-II, the crossover probability is 0.9, and the distribution indices for crossover and mutation are and . The population size is 100. The parameters specific to IMOGA are set as the following:
• Crossover: one-point crossover at the input variable boundary only with a probability of 1.
• Stopping criteria for single-objective evolution: the enhancement of the fittest individual is less than 0.1% in the last ten generations or the generation number is more than 1000.
• Initial population size for single-objective evolution is 100, and 25 best individuals are selected into the integration operation.
• The population size for multiobjective evolution is 100. For each problem, since the Pareto-front is known, 1000 uniformly spaced Pareto-optimal points are found beforehand for the evaluation of and . In the experiments, the number of generations completed is also noted down and listed in column . For IMOGA, means the number of generations done in the ending phase. The results are listed in Table II-VII. 2) Experiments on a 4-Objective Problem: For problems of two objectives, there are no intermediate phases in their evolutions. We include the following four-objective problem for experiments. This problem aims to minimize the following four competing objectives.
with the variable bounds The experiment parameters are roughly the same as described in Section IV.C-1, except
• Each algorithm is given 15 s to evolve in each run.
• Each decision variable is encoded in 5 bits.
• For SPEA, the population size is 800 and the external population size 200, so the overall population is 1000. • For PAES, the archive size is set at 1000.
• For NSGA-II, the population size is 1000.
• The parameters for IMOGA are -Initial population size for single-objective evolution is 50, and eight best individuals are selected into the integration operation. -, the evolution generation number for intermediate phases is five. -
The population size for multiobjective evolution is 1000. Different from earlier 2-objective problems, the Pareto front for this problem is not obtained by mathematical analysis (all the Pareto fronts for the above problems were given by mathematical analysis according to Deb's paper [5] ). In this problem, 6224 Pareto-optimal points are found beforehand by a bruteforce method for evaluation of and . That is, each pair of two possible solutions in the feasible output space is compared to find out those nondominated solutions.
The results are listed in Table VIII . 3) Experiments on a 6-Objective Problem: To show the efficiency of IMOGA under a larger number of objectives, the following 6-objective problem, quoted from [15] , has been tested. and the bounds for each variable are
The experiment parameters are the same as those in Section IV.C-2, except that:
• Each algorithm is given 3 seconds to evolve in each run.
• Each decision variable is encoded in 15 bits.
• For SPEA, the population size is 80 and the external population size 20.
• For PAES, the archive size is set at 100.
• For NSGA-II, the population size is 100.
• The parameters for IMOGA are -Initial population size for single-objective evolution is 20, and five best individuals are selected into the integration operation. -
The population size for multiobjective evolution is 100. Same as the four-objective problem, all 3284 Pareto-optimal solutions were found beforehand in a brute-force way for performance evaluation. The experiment results are shown in Table IX .
D. Discussions of Results
The results show 1) During the same time span, the number of solutions found by IMOGA is the largest in most cases. SPEA always finds fewer solutions due to its restriction that only 20% of the overall population is used to store solutions. NSGA-II(B) finds fewer solutions than IMOGA in five problems and ties with IMOGA in the others, NSGA-II(R) finds fewer solutions in 4 problems, more in one and ties with IMOGA in the others, while PAES finds fewer solutions in 6 problems and ties with IMOGA in the others. 2) IMOGA converges closest to the Pareto front in six problems out of eight. The exceptions are ZDT1 and ZDT6, in which IMOGA ranks second to SPEA and NSGA-II(R) respectively. IMOGA's has the most uniform convergence in five problems out of eight. IMOGA is second to SPEA, NSGA-II(R) and NSGA-II(B) in ZDT1, ZDT6 and the six-objective problem, respectively. 3) As to the extent of solutions, metric given by IMOGA in each problem is close to or larger than 1. So, solu- tions found by IMOGA can cover the majority of the Pareto front. In comparison, poor performance has been observed for SPEA in ZDT6, PAES in the four-objective problem, NSGA-II(B) in ZDT1, ZDT2 and the six-objective problem, and NSGA-II(R) in ZDT1 and ZDT2. 4) As to the distribution of solutions, in the first seven problems IMOGA is the only algorithm whose is smaller than 0.0001. And in the six-objective problem, IMOGA's ranks the third. So, for most problems, given the same time span, IMOGA is able to find more solutions with better quality, namely, approaching the Pareto front closer and more uniformly, covering the majority of the Pareto front and distributed more uniformly.
V. DISCUSSIONS
This section discusses some issues relevant to the design of IMOGA.
A. Usage of Integration Operation
The goal of integration operation is to combine the information from two populations more effectively. To show the advantage of integration operation, we compare the performance of IMOGA and , where is a simplified IMOGA with the function of integration removed. In , the resulting population is always the union of and regardless the relationship between their relevant variables. All the other experiment parameters remain the same.
As the results shown in Table X , the performance of IMOGA and in problem FON are identical. It is due to that the integration operation in IMOGA for this problem is type 1 (union), so the two algorithms are identical actually. In the other problems, IMOGA approaches the Pareto front closer, while the performance in other metrics is roughly the same. So, integration helps enhance the quality of solutions.
B. Schemes of Objective Increment
In IMOGA, objectives are added one by one. In fact, for problems with more than two objectives, there are other options to add objectives. For example, to solve a problem of four objectives, we may have the following schemes.
Scheme 1: optimize two objectives first, then add the other objectives one by one; Scheme 2: optimize three objectives first, then add the last objective; Scheme 3: partition the objectives into halves, and perform two-objective evolution for each half. At last fourobjective evolution is conducted on the population integrated from the former two populations. The results show that the alternative schemes suggested show a more uniform distribution, but none of them approach the Pareto front closer than IMOGA. One-by-one objective increment helps push the solutions closer to the Pareto-front because it considers the smallest objective increment each time, but not necessarily resulting in a better distribution.
C. Choice of Parameters
This paper proposed the algorithm of IMOGA, but left the issue of parameter selection for future study. All the experiment parameters for IMOGA in this paper were chosen heuristically according to our common sense.
Choosing parameters is always a tricky task for GAs. For example, the number of champion solutions in each individual objective to be selected into the integration operation may be an interesting study. According to our intuition, it must be relevant to the number of solutions desired and the type of integration performed.
For example, the parameters given in Section IV.C-1 is not good enough for problem FON. Since the integration operation here is type 1, so the resulting population only consists of 50 individuals if 25 champions in each objective are selected, much less than the desired population size as 100. If we set the parameters as 50 champions in each objective from a population of 200 to be selected into integration operation while keep the other parameters unchanged, as the experiment results show, the values of and are significantly reduced. However, such a parameter configuration my not be suitable for problems whose integration type is different. As the experiment results show, for problem ZDT4 whose integration operation type is type 3, this new parameter setting draws the solutions away from the Pareto front. The probable reason could be that the size of integrated is too large compared to the population size required , as a result too much time is spent in selection which leads to inefficiency. The experiment results are given in Table XII .
Besides, the selection of the intermediate phase evolution generation number , may also be interesting. This paper suggests it to be a constant. However, it is probable that better performance is available if it is variable from phase to phase for some problems. Even if it is constant, it is still not easy to select a good value. Is there any heuristic or self-adaptive way to find a better configuration? Hopefully future research can answer this question.
VI. CONCLUSION
This paper analyzed the effect of objective increment on Pareto-optimal and non-Pareto-optimal points. Two theorems were proved, which state that distinctive Pareto-optimal points will remain distinctive optimal after objective increment, and at least one point in a duplicate group will remain Pareto-optimal. Besides, it is indicated that, for a non-Pareto-optimal point, the better performance it has before objective increment, the higher probability it will become optimal after objective increment.
Based on the analysis, this paper presented IMOGA, a new multi-objective genetic algorithm. Different from the conventional approaches, IMOGA divides evolution into several phases, and one more objective is considered in each phase. This paper also proposed the technique of integration to enhance the quality of individuals, and a new method of diversity preservation.
Experiment results showed that IMOGA exhibits better performance than other multi-objective genetic algorithms, namely NSGA-II, SPEA, and PAES. Given the same time, IMOGA can find more solutions, and they are closer to the Pareto front in a more uniformly distribution and cover the majority of Pareto front.
In the real world, there are some real-time optimization applications, such as dynamic networking route selection or real-time user allocation in a multiserver environment, where the management entity may introduce a new requirement sometimes and the optimization process would need to adapt to the new objective set with the new objective added accordingly. The method proposed in this paper will be in a good position forming better responses in such situations.
