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АЛГОРИТМ  К ОРРЕЛЯЦ ИО НН О-ЧАСТОТН ОГО  РА СП О ЗН А ВА Н И Я 
ЗАШ УМ ЛЕННЫ Х ТЕКСТОВЫ Х  ИЗОБРА Ж ЕНИ Й
Рассматривается метод оптического распознавания текстового изображ е­
ния, подверженного сильным искажениям ш умового и морфологического ха­
рактера. В частности, в ходе экспериментов исходное (идеальное) изображ ение 
подвергалось воздействию так называемого спекл-ш ума (мультипликативны й 
шум, искажающ ий форму букв) и аддитивного гауссовского шума, искаж аю щ е­
го фон изображения. Н а рис. 1 приведен пример текстового изображ ения, на 
котором тестировался разработанный алгоритм классификации.
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Рис. 1. Пример текстового изображения для классификации
Задача осложнена тем, что зачастую  реальные текстовые изображ ения, 
получаемые с фото- и видеокамер, используемых, например, в аппаратуре рас­
познавания номеров движущ ихся автомашин, вагонов ж елезнодорож ного со­
става или в аппаратуре автоматического распознавания факсов (при некачест­
венной линии связи), помимо аддитивных и мультипликативных помех ш умо­
вого характера имеют сложный вид искажений, такой как меж символьная ин­
терференция, которую невозможно преодолеть обычной линейной фильтраци­
ей, и возможно лиш ь частично ослабить комплексом из морфологических опе­
раций. В связи с этой проблемой известные методы сегментации текстового 
изображения (т.е. разбиения его на однородные области -  строки, слова и бук­
вы) в условиях данной задачи являются неэффективными. Разработанный м е­
тод распознавания основан на алгоритме расчета взаимных корреляционных 
функций набора эталонных изображений букв алфавита и анализируемого изо­
бражения в частотной области, используя при этом разбиение изображ ения 
только на строки и слова.
Задача решается путем анализа изображений слов и эталонных изображ е­
ний букв в частотной области, т.е. путем расчета их двумерны х Д П Ф  распреде­
лений, вычисления их свертки (для всех эталонов букв в цикле, для каждого 
знакоместа анализируемого слова) и последую щ его расчета обратного Д П Ф  от 
полученной свертки.
К оэффициент взаимной корреляции вычисляется как максимальное зна­
чение двумерной функции, получаемой после выш еперечисленных действий. 
Вид этой функции показан на рис.2.
Т.к. некоторы е буквы похожи на другие, и это сходство еще более усу­
губляется при действии помех, то полученное двумерное тело функции распре­
деления мож ет иметь несколько локальны х максимумов, вносящ их значитель­
ную неопределенность при определении местоположения буквы в слове.
Результатом работы первой части алгоритма классификации являются 
предполагаемы е координаты расположения букв-эталонов и значения корреля­
ций в этих точках, т.е. набор гипотез о местоположении букв в слове, из кото­
ры х необходимо выбрать истинные значения. Далее в действие вступает вторая 
часть алгоритма, заклю чаю щ аяся в сложной сортировке полученных ранее ре­
зультатов и принятии реш ения в пользу определенной буквы одним из трех 
способов -  метод отбора символа с максимальной корреляцией (максимум мак- 
симорум), метод максимального правдоподобия (учитывается энергетика букв), 
м етод максимального правдоподобия в комбинации с априорной статистикой 
частоты  появления букв в тексте.
Рис. 2. Вещ ественная часть инверсного двумерного ДП Ф  от свертки час­
тотны х преобразований распознаваемого слова и буквы-эталона
В ходе экспериментов были получены сравнительные результаты эффек­
тивности классификации текстового изображения пакетом ABBYY FineReader 
6.0 Professional и разработанным алгоритмом при воздействии на изображение 
ш умов различного характера. Результаты экспериментов сведены в таблицу. В 
качестве интегральной оценки качества распознавания принят такой параметр, 
как вероятность правильного распознавания (число правильно распознанных 
символов).
