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FOREWORD
This is the final report on a program entitled "Plastic Yielding at
the Tip of Surface Flaw Cracks" conducted for NASA-Manned Spacecraft
Center under Contract NAS 9-12012. The project was under the technical
cognizance of Mr. Royce G. Forman, NASA, and was managed by Dr.
Philip H. Francis, SwRI, who also was principal investigator. The work
was performed over the period 18 Jane 1971 to 18 June 1972. The authors
were capably assisted by several other Institute staff members in a sup-
porting capacity. Messrs. P. A. Cox and H. G. Pennick assisted in many
of the programming details and in constructing the finite element geometry.
Mr. A. Coindreau was responsible for carrying out much of the data re-
duction from the program output. Mr. S. Cerwin worked closely with
Dr. Beissner in conducting the Michelson interferometry and holographic
experiments. Mr. B. C. Bolton did much of the replica profiling on the
Talysurf instrument. Finally, Dr; D. L. Davidson made the photomicro-
graphs of the fractured surfaces on the scanning electron microscope, and
provided counsel in metallurgical areas.
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ABSTRACT
A combined analytical and experimental program was conducted
to determine the deformation characteristics of deep surface cracks in
Mode I loading. An approximate plane finite element analysis was per-
formed to make a parameter study on the influence of crack depth, crack
geometry and stress level on plastic zones, crack opening displacement
and back surface dimpling in Fe-3Si steel and Z219-T87 aluminum. Sur-
face replication and profiling techniques were used to examine back sur-
face dimple configurations in 2219-T87 aluminum. Interferometry and
holography were used to evaluate the potential of various optical techniques
to detect small surface dimples on large surface areas.
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I. INTRODUCTION
This report concludes a one-year project effort concerned with
the mechanics of surface flaw cracks. This project was a sequel to an
earlier program with NASA-MSC, * which had similar overall objectives,
but with emphasis on metallographic determination of plastic zones cir-
cumscribing the crack tip. The present effort has been concerned with
developing an approximate, two-dimensional finite element analytical
model of the surface flaw crack, to permit a parameter study of the ef-
fects of crack depth, crack aspect ratio and stress level on the state of
deformation. A companion objective was to perform a feasibility study
of the potential of the back surface dimpling phenomenon, described in
the earlier project work, as a basis for detecting deep cracks on the
inside surface of thin tankage equipment by nondestructive optical means.
The analytical phase of the program has resulted in a substantial
data corpus for determining plastic zone size, crack opening displacement
and back surface dimpling in both Fe-3Si steel and 2219-T87 aluminum
sheet. The parameter study conducted on each of these materials included
a range of stress levels, crack depths and crack aspect ratios. The re-
sults apply on the transverse plane of the surface flaw model, where the
crack tip experiences a state nominally of plane strain. The two-dimen-
sional model is developed from an edge notched specimen configuration
having mixed boundary conditions so prescribed to approximate the de-
formation behavior of the true surface flawed specimen. Known results
from available three-dimensional elasto-plastic analyses were used to
determine the loads to be applied to the two-dimensional model. The re-
sulting model, while approximate, should closely correspond to the actual
behavior in terms of plastic zone size for small scale yielding, and should
be qualitatively valid for crack opening displacements and back surface
dimpling displacements throughout the parameter range.
Experimental work was conducted on a number of surface notched
specimens of 2219-T87 aluminum supplied by NASA-MSC to determine the
threshold conditions under which back surface dimpling first developed,
and how the dimple depth varied with stress level and geometry. These
investigations were accomplished using plastic replicas taken from loaded
specimens, then "profiling" these replicas using a sensitive Talysurf sur-
face measuring instrument. One further experiment involved placing a
*Contract No. NAS 9-9493. Cf. Ref. 2 .3 .
specimen in a special load frame and using Michelson interferometry to
characterize the displacement field, in real time, of a dimple on the sur -
face of a highly polished 2219-T87 specimen.
In connection with our feasibility study mentioned earlier, an ex-
periment was conducted to make a hologram of a dimple in a specimen
having an optically diffuse surface. This experiment, while yielding
somewhat negative results, did bring out some of the problems involved
in applying holography to rapid scanning of large surfaces for dimples.
A detailed discussion is presented of the various interferometric and
holographic approaches available, and recommendations made concern-
ing future efforts to explore the proposed concept more effectively.
II. FINITE ELEMENT ANALYSIS
A. The Model
The stress and displacement analyses of the notched specimen con-
figurations were performed using the program ELPLAN, developed by
Berke, .et jiL ( • ' The program is suitable for the elastic-plastic analy-
sis of plane structures which can be represented by bar and/or triangular
finite elements. Each element is assumed to be isotropic and to behave
according to the Ramberg-Osgood, Goldberg-Richard, or bilinear stress-
strain laws. Solutions obtained closely approximate the requirements of
the incremental theory of plasticity for materials which obey the Mises
yield condition and the associated flow rule. A numerical step-by-step
procedure is used for obtaining the solutions and at each step an iterative
procedure is used to find the correct values of the strain increments.
Additional details of the program can be found in Reference 2. 1.
Several modifications to the program were necessary to adapt it
for use in this study. These included: 1) the addition of the plane strain
state as an option in the program, 2) an increase in allowable bandwidth
and problem size up to the limitations of available core storage and 3) a
revision of the print control statements in order to minimize the volume
of the printout.
To include plane strain capabilities, the usual elastic stress -strain
equations for plane stress' ' ' were replaced by the corresponding equa-
tions of plane strain.' ' ' These modifications are easily accomplished
by replacing the elastic modulus E and Poisson's ratio V used in the plane
stress equations by the following values E' and V1 to be used in the case
of plane strain:
E' = E
 2 ( 2 . D
1 - V
( 2
-
2 )
In addition to these substitutions, the shearing stresses T and T have
been neglected in the solution for plane strain.
Further to the modifications outlined above for the plane elastic
constitutive equations, the effective stress Oe and effective plastic strain
^ep corresponding to the Mises yield condition and associated flow rule
are different for plane stress and plane strain. For plane stress, these
are
( 2 . 3 )
a = "A/a2 - a a + a2 + 3T 2 ( 2 . 4 )
e V x x y y xy
and for plane strain they are replaced by
TV, -» / r>2 n2 1 .r,2
ep 3 x y 2 xy ( 2 . 5 )
/3 / -- 2 - 2~
a = -z-~V (a - a ) -f 4 Txy ( 2 . 6 )
e i. *• x y
To increase the bandwidth and problem size required only the alter-
ation of several dimension statements within the program. To accommo-
date the present problem, and still remain within limitations of available
core storage, the bandwidth (which is a function of the maximum difference
between nodal points of any one element) was increased from 22 to 48, the
maximum number of nodes from 225 to 305 and the maximum number of
elements from 400 to 540. A modest increase (from 30 to 32) was also
required in the maximum number of boundary conditions (grid points with
prescribed displacements). The final modifications to the program was
to increase the flexibility of the print option. This alteration eliminated
the requirement of having to print at each load increment once the option
to print output was exercised. The flexibility of printing only at selected
increments of the loading greatly reduced the volume of the printout.
Figure 2. 1 shows the geometry and nomenclature of the surface
notched specimen studied in this investigation. The crack is semi-ellipti-
cal in shape and lies in a plane normal to the applied force vector. In the
numerical studies the overall specimen proportions were fixed at L /W = 2
and L/t = 12, as shown in Figure 2 .2 . The crack geometry was expressed
by the ratios a/t and a/2c. These constraints permitted the development
of a single finite element model which would be suitable, with only minor
modifications, for all of the cases and specimen thicknesses analyzed.
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Figure 2. 1 Geometry and Nomenclature of
Deep Surface Flaw
W„ 2.C
J
.,• /
Figure 2. 2 Geometry and Nomenclature of
Model Specimens
This model is shown in Figure 2.3. It represents the upper half of the
specimen revealed by Section A-A in Figure 2 .2 . Because the finite ele-
ment model is limited to two dimensions, the geometrical representation
in the program is that of a specimen with a plane edge crack. The meth-
od used to effect a correspondence between the two-dimensional geometry
analyzed and the actual three-dimensional geometry of the surface notched
specimen is described later in this section.
The finite element model was so constructed that the ratio of crack
depth to specimen thickness, a/t, could be varied from approximately .4
to . 8 and still obtain sufficient resolution of the stresses in the neighbor-
hood of crack tip. In addition, a moderately fine gridwork was extended
up the back surface of the specimen over the area where back surface
penetration of the yield surface was anticipated. For a distance along
the length of the specimen equal to approximately twice the specimen
thickness the size of the finite elements increase approximately by the
square of the distance from the plane of the crack. Thus, an attempt was
made to achieve an approximate correspondence between the increase in
the size of the finite elements and the decrease in the magnitude of the
peak stress. The final model is shown in Figure 2. 3. It has 304 nodes,
537 elements and a bandwidth equal to 47. This model required 5IK deci-
mal core storage on a computer with a total core of 65K decimal. Grid
coordinates were determined for a specimen of unit thickness and width
and actual values for each specimen were obtained by suitable ratios with-
in the program.
Boundary conditions for the problem (0 < x < t; y > 0) required that
the nodal points on y = 0, a <^ x < t be restrained against vertical transla-
tion and rotation. In addition, rigid body rotation of the specimen with
respect to this plane should not occur. To accomplish this, grid points
on the face of the specimen x = 0, y > 0 were restrained against rotation.
This boundary condition arrangement permitted unrestrained lateral con-
tractions of the specimen at all points but prevented rigid body rotation
of the specimen with respect to the crack plane. This was done in order
to reflect more nearly the deformation characteristics of the transverse
plane of the surface notched specimen than would be found in adopting the
boundary conditions common to the plane edge-notched specimen. It was
assumed that the crack tip coincided with the first nodal point along the
plane of the crack which was restrained to prevent crack opening. Load-
ing was applied as forces in the y-direction at the top of the specimen.
Figure 2. Ib illustrates the boundary conditions used in the plane strain
analog.
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Figure 2. 3 Finite Element Model of Surface
Notched Specimen
Three different materials were considered in this investigation:
Fe-3Si, T1-6A1-4V, and 2219-T87 aluminum. Their uniaxial tension Q-e
curves were idealized by the Ramberg-Osgood description, which is one
of three nonlinear material descriptions accepted by the program. The
Ramberg-Osgood a-e curve has the form
,a , 1
c = — +E 7E
n
a (2 .7 )
where € is the total (elastic plus plastic) strain, a the stress, E is Young's
modulus, and a^ and n are parameters used to adjust the equation to rep-
resent monotonic strain hardening materials. The parameters used for
each of the three materials considered are listed in Table 2. 1. The param-
eters for Fe-3Si and Ti-6Al-4V were fit to data generated on a previous
NASA-supported program^- ^', and the 2219-T87 aluminum data were
drawn from Reference 2.4. Figures 2 . 4 - 2 . 6 show the form of the a-e
curves as computed from the Ramberg-Osgood description.
TABLE 2. 1. MECHANICAL PROPERTIES OF
MATERIALS INVESTIGATED
Material Q (psi) E (psi) a^ (psi) n
Fe-3Si 57 ,500 3 0 X 1 Q 6 60 ,000 2 5 . 7
Ti-6Al-4V 144,100 1 6 X 1 0 145,000 94.5
2219-T87 45,000 1 0 X 1 Q 6 50 ,000 12 .27
B. Analysis
The finite element model, as described in the previous section, pro-
vides the complete stress, strain, and displacement field in the two dimen-
sional field representing the transverse plane in the surface flawed speci-
men. Stresses and strains are computed at the centroid of each element,
and the displacements are computed at each nodal point. The stress and
strain components are computed with reference to the global (x, y) coordi-
nate system, and principal values are determined in magnitude and orien-
tation with respect to the global frame. While the model must be accepted
only as an approximation to the mechanical state which actually exists in
the transverse plane of the real three-dimensional medium, it does provide
an efficient computational method for studying the effects of various values
of stress level (a/a ), crack depth (a/t) and crack aspect ratio (a /2c) on
10
Figure 2.4 Uniaxial Tension o r - € Curve for Fe-3Si Steel
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Figure 2.6 Uniaxial Tension O" - € Curve for 2219-T87 Aluminum
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the stress /strain/displacement field for strain-hardening elasto-plastic
media characteristic of those under study. Thus, if one accepts the as-
sumptions of the plane model, it permits study of a much larger class of
parameter effects than currently is practical with existing three-dimen-
sional finite element codes.
Four specific aspects of the problem were studied with the analyti-
cal model, for two materials: Fe-3Si and 2219-T87 aluminum. The first
of these objectives was to investigate the influence of a/0 , a/ t , and a/2c
on the (plane strain) plastic zone size and plastic instability, defined here
as full penetration of the crack tip plastic zone through to the back surface
of the specimen. Plastic zone size was investigated by determining those
elements in which the effective stress O exceeded the /"3/2 times the uni-
axial yield strength, i .e. , the Mises yield criterion for plane strain as
stated in the preceding section of this report. The procedure for smoothed
estimates of the plastic zones thereby determined has been described by
Levy et_a_L^ ' ' Secondly, the propensity for material delamination, inter-
granular cracking associated with fast fracture in 2219-T87, was studied
by examining the principal stress trajectories in the neighborhood of the
crack tip. This problem was further addressed by limited examinations
of fractured 2219-T87 specimens in the scanning electron microscope.
The third problem area investigated with the analytical model was
that of the crack opening displacement (COD). The functional dependence
of COD on crack depth is described by an approximate analytical model
later in this section. The finite element model served to estimate the
effect of crack aspect ratio (a/2c) on the COD. These results are to be
regarded as tentative, insofar as no experimental data were available to
correlate with the analytical predictions. Finally, the model was used to
predict the magnitude of the back surface dimpling effect ^ ^as af-
fected by a/a , a/t and a/2c.
(2 3)Earlier work by the authors and their colleagues ' had shown
experimentally that the state of deformation in the neighborhood of the
crack tip varies from approximately plane stress on the front face of the
specimen, to near plane strain in the vicinity of the transverse plane.
The experimental work with the electrolytic etching technique as applied
to the surface notched Fe-3Si specimen showed that the plastic zones at
the transverse section were substantially less than predicted by available
plane stress models, but slightly greater than predicted by corresponding
plane strain theories. Recent unpublished work by Marcal and his col-
leagues at Brown University, whose objective is to develop an efficient
three-dimensional elasto-plastic finite element code applicable to the
surface flaw geometry, has indicated that the lateral restraint afforded
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by adjacent material at the crack tip on the transverse section is less
than it would be under true plane strain conditions. For a particular
geometry investigated it was found that the lateral restraint was only
about 70% of the corresponding plane strain lateral restraint. This
finding is consistent with the earlier experimental results, in that less
than plane strain constraint conditions give rise to larger yield zones.
It should be re-emphasized that the present two-dimensional
model only approximates the true behavior of the surface cracked speci-
men. Nevertheless, the approximation should be a good one for rela-
tively small scale yielding. The results presented in this report should
be taken as only tentative for larger values of a/a and a/t. Precisely
•what these limitations are must await further theoretical and experi-
mental work with the three-dimensional surface flawed solid.
Tables 2.2 and 2.3 summarize the 12 cases investigated each
for Fe-3Si and 2219-T87 aluminum. These tables give the relationship
between the forces applied to the finite element model for the various
cases involved. For example, if a force P represented a particular
stress state d/a for the case a/t = 0. 5, a/2c = 0. 3, a force 1. 095 P
was needed to represent the same a/av state for the altered crack geom-
etry a/t = 0. 7, a/2c = 0. 1. The a/t effect was included directly by ad-
justing the physical dimension of the crack depth in the finite-element
model, while the crack aspect ratio a/2c was accounted for indirectly,
as will now be explained. A key element in this program was to devise
a way of selecting the loads applied to the two-dimensional edge notched
specimen so the deformation behavior would correspond to that of the
three-dimensional surface notched geometry. There are several possi-
bilities by which this can be accomplished, and a number were tried and
TABLE 2. 2. FORCE CORRECTION FACTORS
FOR Fe-3Si CASES INVESTIGATED
a/2(
t = 0. 23 in. , w = 6t
a/t\^
0.4
0. 5
0. 6
0. 7
0. 1
0. 810
1. 076
1. 164
1. 095
0. 3
0. 781
1. 000
1. 046
0. 951
0. 5
0. 751
0. 924
0. 928
0.808
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TABLE 2. 3. FORCE CORRECTION FACTORS FOR
2219-T87 CASES INVESTIGATED
t = 0. 125 in. , w = 6t
a/2c
a/T^ .
0.4
0. 5
0. 6
0.7
0. 1
1. 148
1. 076
0. 987
0.883
0.3
1. 086
1.000
0. 900
0.784
0.5
1. 025
0. 924
0.813
0. 686
discarded before the most acceptable was selected. For example, one
rational approach involves equating the crack tip stress intensity factors
for the two geometries. This method would enable one to compute the
loads which must be applied to the edge notched specimen to produce
equivalent crack tip deformation behavior in the surface notched speci-
men at chosen values of a/ay, a/t and a/2c. The difficulty with this
approach is that no analytical expression is available for K, associated
with the edge notched specimen used in this analysis. Solutions are
available for specimens having the same geometry(2. 9), but not having
the type of mixed boundary conditions imposed on the specimen used in
this investigation. Although this approach was attempted using Bowie's
stress intensity factor, the effort was futile and was abandoned.
The approach which was finally adopted can be described briefly
as follows. First, for the case with a/t = 0. 5, a/2c = 0. 3, the force was
determined (by trial and error) that would provide yield zone patterns con-
sistent with those computed by Ayres.' ^ ^ > v That is, the force P was
sought such that approximately 0. 82 P was the condition for penetration
of the yield zone into the back surface. This force P was then identified
with 100% of the force required for net section yielding. Various net
section stress ratios CT/CV were then taken as the corresponding fractions
of P. In Tables 2. 2 and 2. 3, the force P for the case a/t = 0. 5, a/2c =
0. 3 was 13, 218 Ib and 5800 Ib, respectively.
*Ayres results corresponded to a value a/2c of 0. 25, not 0. 3 as used here.
However, after further study showed the deformation mechanics to be fairly
insensitive to small changes in a/2c, the value a/2c = 0. 25 used by Ayres
was replaced by a/2c = 0. 3 to correspond with the value used in this in-
vestigation.
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For any other value of a/t at the same a/2c - 0. 3, the load was
computed on the basis of the crack opening displacement (COD). To do
this, one needs an expression for the maximum COD of the surface notch
under Mode I loading. While no exact expression is available, an approxi-
mate one may be derived from available upper and lower bounds. The
COD of the surface notch is known to be bounded from below by the COD
of the flat ellipse in the full space. (2- n)
2 ( 1 - v 2 ) aa
-^- ( 2 - 8 )
and from above by the COD of the plane through-ellipse
= 2 (1 - v2) ca = (1 - v2) aa ( 2 9 )
'2 E E(a/2c)
where T\ is one-half of the total COD, and $ is the elliptic integral
r TT/2 *
$ = J [l - (1 - a2/c2)sin2a] da ( 2 - 1 0 )
0
These error bounds are wide for values of a /2c approaching zero and be-
come closer for large values of a/2c. For example, for a/2c = 0. 5:
( 2 . 1 1 )
a/
The actual COD for the surface notch will be somewhere between r\, and TU.
It may be argued that the true result, ru, for moderate -to-large values of
a/2c must be nearly equal to the average of ru and r^. This choice follows
by observing that r\, reflects constraint from both sides of the crack length,
and v\2 reflects no such constraint. The surface notch, however, requires
constraint only one side of the crack length, so an arithmetic average,
"Hr. = 1? ("Hi + T}j)> should provide a reasonably close estimate to the true
COD:
( 2 . 1 2 )
From this, the COD for any value of c at a/2c = . 3 may be estimated as
n -(1
^0 ~
- v ) ca
E$
a
 + *
Ac
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- , (1 - v ) a Ac (2. 13)
where Tj is the known COD computed for the case when a/t = 0.5 and
a/2c = 0. 3.
To account for the influence of the crack aspect ratio a/2c on the
stress and deformation field it was found best to interpret variations in
a/2c in terms of equivalent variations in a/a . To do this we need a pre
cise definition for "equivalent." The procedure used was as follows. A
reference value of a/2c = 0. 3 was chosen, and values of a/2c differing
from this reference were considered as variations about the reference,
A(a /2c) . The stress ratio C7/a needed to crack back surface yielding in
a given material is a function both of a/t and a/2c. To a first order
approximation, from Taylor's theorem, we have
a
a
a/t , a/2c +A (a/2c) | = ^ - (a/t, a /2c) + -., ./» A ( a / 2 c ) (2. 14)I a 01 a / c.c. i
' v
The first term on the right hand side is the known stress ratio needed to
create back surface yielding in a specimen with any a/t and with a/2c = 0. 3.
The second term is the increment in stress ratio needed to account for an
a/2c value different from 0. 3, and is found from a three-dimensional anal-
ysis of the back surface yielding problem. For the present purpose the
analysis of Kobayashi and Moss' ' ' is used. A study of these results
(in the form presented in Figure 11 of Ref . 2. 3) showed that d(a /a y ) /d(a /2c)
is very nearly a linear function of a/t over the range 0. 1 < a/2c < 0. 6:
9(a/a )
-,. //.d(a/2c) = 0. 03 + 0. 56 (a/t) (2. 15)
Combining Eqs. (2. 14) and (2. 15):
a/t , a/2c + A ( a / 2 c ) = — (a/t, a /2c) + To. 0 3 + 0 . 56(a/t)l A (a/2c)
fT L J
( 2 . 1 6 )
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gives the modified stress ratio appropriate for back surface yielding for
an arbitrary value of a /2c . In this manner the stress ratio is adjusted to
account for the a/2c effect. For a/2c > 0. 3, the adjustment is to increase
the stress ratio required for back surface yielding, and for a/2c < 0.3,
the adjustment requires a decrease. This is equivalent to noting that in
a given material, a flaw with a stated value of a/t will require higher net
section stresses to create back surface yielding with higher values of a /2c.
The further assumption is made that this same percentage adjustment in
the stress ratio needed to cause back surface yielding is applied to all
stress levels being investigated, not only that associated with back sur-
face yielding. The percentage adjustment is
[o. 03 + 0. 56 (a/t) J A(a /2c) x 100 (2. 17)
y
In summary, the forces applied to the finite element model were
chosen to agree with the single case studied by Ayres, and to agree with
predicted COD estimates for values of a/t different than that considered
by Ayres. The effect of a/2c was introduced by adjusting the stress ratio
a/a in accordance with the known dependence of back surface yield pene-
tration on a,/2c as predicted by Kobayashi and Moss. While this procedure
is far from rigorous, it does insure that the model predictions are con-
sistent with the few available three-dimensional elasto-plastic results for
the surface cracked specimen.
C. Results
1. Plastic Zone Size and Instability
The finite element model was used to make a parameter
study of the effects of crack geometry and external loading on the size of
the plastic zone. Twelve cases, encompassing four values of a/t and three
of a/2c, were solved for Fe-3Si and for 2219-T87 aluminum. The results
.of these computations may be found in Figures A1-A24 in the Appendix.
Figures 2. 7 and 2. 8 summarize, for one value of a /2c , the computed de-
pendence of plastic zone size (rendered dimensionless by dividing by a, the
crack depth) on stress level and crack depth/thickness ratio. Figure 2. 7,
for Fe-3Si, shows the plastic zone size to be less than the plane stress
plastic zone estimate by Bilby and Swinden^- ^' except for deep cracks
(a/t > 0. 6) and high stress levels, which combine to magnify back surface
effects and create massive yield. In the case of 2219-T87 aluminum, Fig-
ure 2 ,8 , there is much less discrimination between various values of a/t ,
and all computed plastic zone sizes are less than the plane stress estimate
of Bilby and Swinden. In both figures the solid square data points refer to
impending back surface yield zone penetration, or plastic instability. These
computed plastic instability points are listed in Table 2.4.
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TABLE 2.4. COMPUTED BACK SURFACE YIELD
ZONE PENETRATION THRESHOLDS
(a/2c = 0. 3)
a /a
a/t
0.4
0. 5
0 .6
0. 7
Fe-3Si
1. 35
0.82
0. 65
0. 56
2219-T87
0. 90
0.82
0. 76
0. 67
2. Delamination
Some effort during this program was given to the problem
of "delamination, " a temperature-dependent intergranular .fracture mode
observed in 2219-T87 aluminum at certain orientations of the crack rela-
tive to the rolling direction. A simple slip line model, as shown in Fig-
ure 2. 9a, will serve to illustrate the directions, in regions near the crack
tip, where the shear stress is maximum. This model, an extension of
the one proposed by Rice^ ', provides a basis for examining the slip
systems which are most likely to be activated by such a cracked struc-
ture. Figure 2. 9b and Table 2. 5 summarize the stress field for the slip
line field shown in Figure 2. 9a. For further reference regarding slip
line analysis in perfect plasticity, the reader is referred to the mono-
graph by Prager and Hodge. &• ^ °>
This simple model serves to show that the principal shear-
ing stress directions are _+ 45 to the crack direction in most of the region
ahead of the crack (B and D in Figure 2. 9a) and more co-directional with
the crack in Region E. Since the relative size of these regions will depend
upon the relative crack depth a/ t , we conclude that the slip systems acti-
vated to create failure depend upon the relative crack depth. Thus, "de-
lamination" may not be entirely a mechanical problem associated with the
metallurgical processing variables, but may also be geometry-dependent.
One longitudinally rolled specimen (No. 27L) and one trans-
versely rolled specimen (No. 49T) were examined by scanning electron
microscopy on the fractured surface in the notch vicinity to see whether
any difference in fatigue cracking or fast fracture mechanism was appar-
ent. These two specimens had very similar notch configurations (see
22
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Table 3. 1) so that differences in fracture mode ought to be attributable
to differences in rolling direction.
Figures 2. 10-2. 13 reveal some features typical of those
found in the two specimens. Figures 2. 10 and 2. 11 show the EDM region,
fatigue crack domain, and fast fracture regime in Spec. No. 27L (at 28X)
and Spec. No. 49T (at 20X). Figure 2. 12 shows evidence of fatigue stria-
tions on Spec. No. 27L at 200X; similar features were found on Spec. No.
49T. Figure 2. 13 shows a typical rupture region in Spec. No. 49T at 500X,
and illustrates vividly the void growth-coalescence mechanism believed
to be responsible for fracture of this material. Again, similar features
were observed in Spec. No. 27L.
From our observation of these and related SEM photomicro-
graphs we make the following conclusions:
(a) Fatigue cracking in both L and T specimens is
primarily transgranular, i. e. , cleavage through
individual grains
(b) Rupture developed by a void growth mechanism
in both L and T specimens
(c) There was no apparent evidence of delamination
in either the L or the T specimens.
3. Crack Opening Displacement
Crack opening displacements computed from the finite ele-
ment model are presented in the Appendix, Figures A-25 to A-48, for a
range of a/t , a /2c , a/ay in Fe-3Si and 2219-T87 aluminum. These com-
puted COD's are one-half of the total displacement separation between
contiguous points on the front surface, x = y'= z = 0 in Figure 2. 1. In
some cases, where indicated by dashed lines, the residual COD remain-
ing on unloading from the highest value of <J/av considered is also shown.
This residual COD is characterized by crack tip blunting due to the re-
sidual plastic strain field at the crack tip. It remains to be seen whether
the magnitude of this residual COD, computed from the two-dimensional
model, is consistent with that found in the true surface notch configuration.
Figures 2. 14-2. 17 summarize the computed COD results
for 2219-T87 aluminum. The crack aspect ratio, a /2c, has an important
influence on the COD only for deep cracks; for a/t < 0.4, the COD is
25
Figure 2. 10
( 2 8 X )
SEM Photomicrograph of Spec. No. 27L
Showing EDM, fatigue and fracture regions
Figure 2.11
(20X)
SEM Photomicrograph of Spec. No. 49T
Showing EDM, fatigue and fracture regions
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Figure 2. 12
(200X)
SEM Photomicrograph of Spec. No. 27L
Showing fatigue striations
Figure 2. 13
(500X)
SEM Photomicrograph of Spec. No. 49T
Showing void growth in fracture^ region
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insensitive to a/2c. Thus, for shallow cracks the COD appears to depend
only on a/t and a/a • For deep flaws, those of interest in this investiga-
tion, the COD depends also on a/2c.
Figure 2. 18 shows computed results for the residual crack
opening displacement in 2219-T87 aluminum plate. These results cor-
respond to unloading from a/a = 0. 9, for a crack with a/2c = 0. 3. The
residual COD is seen to be very sensitive to a/t for deep cracks, due to
the relatively large extent of the plastic zone for deep cracks. Although
not shown on this graph, corresponding results calculated for Fe-3Si indi-
cate that the residual COD is quite sensitive to a/2c for relatively deep
cracks (a/t > 0. 5).
4. Back Surface Dimpling
Figures A-49 to A-72 of the Appendix present the detailed
results of the computed lateral displacement distribution along the back
side of the model specimen. This displacement distribution is the ana-
logue of the back surface dimpling phenomenon found in true surface
flawed specimens. In constructing the curves found in the Appendix, a
constant displacement component of the back surface due to the Poisson
contraction effect has been subtracted out, so that the figures will reveal
only surface disturbances for easier comparison. As in the case of the
crack opening displacement analysis of the preceding section, in some
cases the residual displacement field left on unloading from the highest
value of a/a is shown as well. This residual back surface dimpling effect
is indicated by dashed lines.
Figures 2. 19-2. 22 summarize these results by showing the
maximum dimple depths computed for Fe-3Si steel (Figures 2. 19 and 2. 20)
and 2219-T87 aluminum (Figures 2. 21 and 2. 22) for two values of a/a .
As in the case of the COD, the back surface dimpling is independent of a /2c
for small values of a/t . For deep cracks, where the effect is much more
pronounced, dimpling depends inversely on a/2c.
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III. DIMPLE CHARACTERIZATION EXPERIMENTS
A. Test Specimens
Fourteen tensile specimens of 2219-T87 aluminum, each contain-
ing a surface crack, were provided SwRI by NASA-MSC. These specimens
were nominally 18 in. long, 2 in. wide and 0. 125 in. thick. The surface
notch was introduced by the EDM process, centrally located and normal
to the tensile direction, and subsequently fatigue cracked in tension-tension
fatigue (100 Ib min. to 2500 lb max.) The fourteen specimens fell into two
different groups: in eight of the specimens the rolling direction was in
the same direction as the major specimen dimension, and were therefore
designated L (longitudinal) specimens. The remaining six specimens were
cut transverse to the rolling direction, hence designated T (transverse)
specimens. Table 3. 1 summarizes the specimen dimensions and notch
geometry. The notch geometry given in the table is the actual length and
depth of the crack (i.e. , EDM plus fatigue cracking). These measurements
were made after the specimens were broken in two following testing.
/
Since no coupon specimens of 2219-T87 for mechanical property
determination were available, data were extracted from Reference 2. 4 to
provide the uniaxial stress-strain diagram shown in Figure 2. 6. The yield
strength was taken to be 45, 000 psi in tension.
B. Dimple Threshold Stresses
*
Thirteen of the fourteen tensile specimens were loaded in a hydrau-
lic testing facility for the purpose of observing and measuring the develop-
ment of the back surface dimple behind the surface notch. Each specimen
was polished to a mirror-like finish over a two-in. length in the center of
the back surface. This was accomplished first by sanding with No. 500 grit
paper, followed successively by 6- and 3-micron diamond polishing com-
pound. Final finish was achieved using a 2-micron alumina powder. As
the specimen was loaded slowly from the virgin state, the back surface
was carefully observed by eye in order to detect the onset of dimpling.
Due to the high reflectivity of the polished back surface, it was easy to
observe the faint distortion in a reflected straight line brought upon by
dimpling, and this technique was used to define the visual onset of dimpling.
The same group of three persons together participated in identifying the
*Specimen 27L was reserved for the interferometric experiment: see
Section III. D.
TABLE 3. 1. SPECIMEN DIMENSIONS AND
NOTCH GEOMETRY
Spec.
No.
27L
28L
29L,
31L
32L
34L
35L
36L
48T
49T
50T
52T
53T
54T
Width
2. 019
2. 010
2. 016
2. 019
2. 015
2. 014
2. 013
2. Oil
1. 994
1.995
2. 000
1.999
1. 994
1.994
Thickness
0. 1255
. 1252
. 1256
. 1256
. 1257
. 1252
. 1254
. 1248
. 1249
. 1246
. 1245
. 1250
. 1250
. 1247
Net Section
Area
0.2361
.2353
.2284
.2459
.2458
. 2467
.2471
.2453
.2332
.2315
.2236
. 2432
.2424
.2431
a
0. 074
. 073
. 082
. 065
. 065
. 056
. 054
. 055
. 068
.074
. 081
. 061
. 063
. 056
2c
0. 298
.287
. 386
. 150
. 147
. 125
. 126
. 132
.297
.295
.400
. 138
. 138
. 125
a/t
0. 590
. 583
.653
. 518
. 517
.447
.430
.440
. 545
. 594
. 650
.488
. 505
.450
a/2c
0. 248
.254
. 212
.433
. 442
.448
.429
.417
. 229
. 251
. 203
.442
.457
.448
38
NOTE: L = longitudinal rolling direction
T = transverse rolling direction
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dimpling onset in all specimens, and conscious effort was applied not to
improve detectability with experience. When dimpling was first detected,
the load was noted, and the specimen was loaded further to permit the
studies described in Section III. C. The objective of the visual detection
of dimpling onset was to determine whether the influences of the crack
parameters a/t and a/2c on the dimple threshold load could be distinguished.
That is, could this study tell us how a/t and a/2c each affects the dimple
threshold? Provided that a reasonably constant standard of dimple thresh-
old was employed, it seemed plausible to expect that the effects of these
two parameters could be discriminated by a suitable mathematical analy-
sis.
A summary of the experimental findings is given in Table 3 .2 . The
parenthesized data shown for Specimen 27L were taken from the specimen
used in the interferometric experiment. This test, described in detail in
Section III. D, employed a different load frame than that used in the other
tests, but the visual perception of dimpling onset should be commensurate
with that of the other specimens. For Specimen 27L, dimpling was per-
ceived by the unaided eye to develop first at a load of 1284 Ib, or anet/av ~
0. 1209. At this level of load the Michelson apparatus showed one full fringe
from the bottom of the dimple to the free field, corresponding to a dimple
depth of about 6. 2 microinches. This value of dimple depth should be rep-
resentative of the dimple depths at threshold on the other thirteen specimens.
In order to separate the effects of a/t and a/2c on the net section
stress levels needed to initiate dimpling, a statistical analysis of the data
was conducted. This was done in the following manner. First, a general
power law relation was assumed to exist between the stress ratio at dimple
threshold, ^net/^vield' *° ^ ne crack geometry parameters a/t and a/2c:
= K
C7 I tyield
m
2c
n
( 3 . 1 )
where K, m and n are constants to be determined through a multiple re-
gression analysis of the data. Then, the validity of the above expression
was evaluated by examining the statistical correlation parameters.
Table 3. 3 shows the results of the statistical analysis, first of all
thirteen specimens taken as a group, next from the L, specimens only, and
finally from the T specimens only. The multiple correlation coefficient
and the standard error of estimate are measures of the "accuracy" with
which the regression equation fits the experimental data, and are treated
TABLE 3.2. BACK SURFACE DIMPLING THRESHOLDS
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Spec. No.
27L
28L
29L
31L
32L
34L
35L
36L
48T
49T
SOT
52T
53T
54T
a/t
0.590
.583
.653
.518
.517
.447
.430
.440
.545
.594
.650
.488
. ">o«;
.450
a/2c
0.248
.254
.212
.433
.442
.448
.429
.417
.229
.251
.203
.442
.457
.448
Load (Ibs)
1334*
845
752
1550+
1495
1516
2535
1512
842
528
451
1482
1505
1982
Net Section
Stress
5,666*
3,591
3,292
6,303 +
6,082
6,145
10,259
6, 164
3,611
2,281
2,017
6,094
• AF 209
8,153
o /a
net y
0. 1259*
0. 0798
.0731
. 1400+
. 1352
. 1365
.228
. 1370
. 0803
. 0507
. 0448
. 1353
1 •> O A
. 4. ~/\J V/
. 1811
*D,impling actually perceived at about 1230 Ib, but could not then be con-
firmed due to obstructing apparatus. See discussion in Section III. D,
+Surface obstruction in dimple region made it difficult to perceive thresh-
old. Stated value could be high by as much as 30%.
TABLE 3. 3. STATISTICAL ANALYSIS OF DIMPLE
THRESHOLD DATA
Population
L + T specs
L specs only
T specs only
K
.07963
. 08544
.01887
m
-1.616
-1.305
-3.229
n
.6970
.4966
.3825
Multiple
Correlation
'Coefficient
.9255
.9018
.9864
Standard Error
of Estimate
.2019
.2034
. 1225
NOTE: The L population excluded Specimen 27L
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in standard texts on regression analysis. The multiple correlation co-
efficient is the ratio of the sum of squares of the regression equation from
the mean to the sum of squares of the data from the mean. It is a mea-
sure of how well the regression equation accounts for the data trend. The
range of this statistic is 0 to 1; the closer the multiple correlation co-
efficient is to unity, the better the regression equation fits the data. The
standard error of estimate is the square root of the mean square of the
residuals, and is a measure of the spread of the data about the regression
equation. Its range is from zero upwards, with zero being associated with
zero residuals (perfect fit). This statistic, which is often expressed as a
percentage of the mean response, is useful mainly in testing the effect of
adding a new independent variable in the model. It is less useful in this
application, where the number of independent variables is fixed (at two),
than is the multiple correlation coefficient.
In light of these interpretations, it can be seen from Table 3. 3 that
the regression equation appears to fit all three specimen populations rather
well, and especially the T specimen population. From the computed values
of the exponents it can be seen that the threshold stress level decreases
with a/t and increases with a/2c. Figure 3. 1 illustrates the predictions
of the model, Eq. (3. 1), which is log-log linear. The threshold stress
level a/a has been plotted as a function of a/t for two values of a/2c. The
transverse (T) data show a greater sensitivity to a/t than do the longitudi-
nal (L) data, and for deep cracks (a/t > 0. 5) dimpling initiates at lower
stresses in the T specimens. It further appears that the L specimens are
somewhat more sensitive to a/2c than are the T specimens, although this
variation may be within the statistical scatter of the data.
C. Dimple Development by Replication and Profiling
Surface profiling of plastic replicas taken from the dimple region
on specimens in various states of load was employed as a technique for
measuring the dimple depth. See Table 3.4 for a tabulation of the speci-
men-replication combinations taken. The procedure used was the same
as reported earlier.( • ' Replicas were made using the Taylor-Hobson
plastic replica kit, and profiled with a Taylor-Hobson Model 3 Talysurf
surface measuring instrument. The only departure from the earlier pro-
cedure was that it was desired here to make surface profiles over greater
lengths than permitted by the Talysurf instrument, which is limited to a
0.4-in. stroke. From earlier experience, this stroke limitation did not
always make it possible to traverse completely across the (narrow dimen-
sion of the) dimple, hence making it difficult to establish the reference
surface for purposes of measuring dimple depths. In the present investi-
gation, therefore, three overlapping sweeps were made of the stylus and
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TABLE 3.4. STRESS LEVELS AT WHICH REPLICATION
EXPERIMENTS WERE CONDUCTED
Replication at % Net Section a Rupture Load
y rr Is*
Spec. No.
*
27L
28L
29L
31L
32L
34L
35L
36L
48T
49T
SOT
52T
53T
54T
25%
—
X
--
X
X
X
X
X
X
X
X
X
X
X
50%
—
X
X
X
X
X
X
X
X
X
X
X
X
X
70%
X
X
X
X
--
--
--
X
--
X
X
--
—
90%
.
--
--
--
--
X
X
X
--
X
--
--
X
X
Ib
13,
13,
13,
14,
15,
15,
15,
15,
13,
13,
12,
14,
14,
14,
128
977
410
850
000
237
395
237
386
318
694
325
475
800
w / <j y
1. 236
1. 320
1. 305
1 . 342
1. 356
1. 373
1. 385
1. 380
1. 276
1. 278
1. 262
1. 309
1. 327
1. 353
^Specimen 27L was used for the interferometric experiment. See Section
III. D.
the resulting traces reconstructed to provide a single trace representing
about 1 in. of travel distance.
On examination of these reconstructed traces it was discovered
that the replicas all had warped in a concave direction with respect to the
stroke path. While small dimensionally, this warpage was great enough
to drown out the magnitude of the dimple depth. It was established that
this effect was due to replica warpage, not to actual surface deformation.
This was done by profiling both the actual surface of a flat ground metal
surface and a replica taken from the same surface. This experiment
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proved that the observed curvature is due to overall bending of the repli-
ca itself, probably associated with its curing cycle.
Table 3. 5 shows the data taken from the Talysurf measurements.
The values for the dimple depths were derived in the following manner.
The reconstructed profile trace was examined to determine the overall
cylindrical curvature of the replica. Superposed on this overall curvature
was the small perturbation in the center portion of the trace associated
with the dimple. The measured distance between the smooth curve from
the replica bending and the deepest portion of the dimple perturbation was
taken as the best estimate of the actual dimple depth. As suggested by
Table 3. 5, it was indeed difficult to measure shallow dimples with confi-
dence. At a net section stress ratio (J/ov = 0. 25 only one reconstructed
replica trace indicated a definite and measurable dimple. At high net
section stress levels all traces showed measurable dimple depths. It
must be borne in mind that all the data shown in Table 3. 5 are somewhat
interpretive and, therefore, may contain appreciable error.
These data were processed by multiple regression correlation
analysis to find their goodness of fit to the postulated relationship.
6 = K
m/ i n
a (3 .2)
where 6 is the dimple depth in inches at a specified a/ay fraction, and
K, m, and n are constants determined through the regression analysis.
This analysis was performed on the combined L + T specimen data, and
resulted in the multiple correlation coefficients given in Table 3. 6; these
figures are indicative of the goodness-of-fit to the above equation, as ex-
plained in Section III. B.
Figure 3. 4 shows the results predicted by the regression equation
for the dimple depth at two stress levels for two values of a/2c and a range
*A solution was found which would serve to overcome this problem in
future applications. A small rectangular metal disk, somewhat smaller
in size than the dimensions of the replica, was inserted into the mold
.cavity prior to replication and was cast into the plastic replica as a re-
inforcing element. The disk was drilled in several places before inser-
tion to provide for better bonding between the plastic and the metal rein-
forcement. Talysurf traces taken from the resulting cured replica showed
a marked improvement over the previous (unreinforced) replicas by limit-
ing the measured warpage to approximately 5-10% of that exhibited by the
unreinforced replica.
TABLE 3. 5. MEASURED VALUES OF DIMPLE DEPTHS
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Measured Dimple Depths from Replicas, |J.-in.
Spec.
No.
28L
29L
31L
32L
34L
35L
36L
48T
49T.
50T
52T
53T
54T
o/oy = .25
60
-_(a>
0
0
0
0
0
0
0
0
0
0
0
a/a =.50
410
270
0
0
0
0
0
105
100
185
0
35
50
r/a =.70 a/o, =.90y y
470
490
115
100
90
120
215
220
510
630
70
125
200
unload from
max. load
65
60
0
0
0
0
50
35
125
155
25
65
0
(a) at dimple threshold.(a/a = 0. 0731) dimple depth = 95 (J-in.
NOTE:-- indicates no replica taken
0 indicates no dimple discernible in Talysurf trace
TABLE 3. 6. STATISTICAL ANALYSIS OF DIMPLE
DEPTH DATA
Load
Condition
.25
. 50
.70
.90
Unld from
.70
Unld from
.90
No.
Specs.
12
13
7
6
7
6
1.
8.
1.
1.
2.
3.
K
0809X10
563X10"9
0791X10"3
746X10"5
3969X10"17
6852X105
8
6
4
-0
-16
31
m
.384
.371
.697
. 1571
.691
.814
-2
-8
-0
-Z
-13
3
n
. 031
.747
.930
.395
.551
.350
Multiple
Correlation
Coefficient
.5448
. 7646
.9706
.8718
.8013
. 6760
Standard
Error of
Estimate
3.
3.
.
3.
4.
0814
4716
2605
3901
1108
6515
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Figure 3.2 Back Surface Dimple Depths for 2219-T87
By Regression Analysis, and Experimental
Points for Fe-3Si (See Table 3. 7 and
Associated Discussion)
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of a/t included within the data groups. That is, the regression coeffi-
cients for stress level a/a = 0 . 7 were calculated from data covering
. 488 < a/t < . 653 and . 203 < a/2c < . 442. At a/ay = 0.9 the input data
covered . 430 < a/t < . 594 and . 251 < a/2c < . 457. Results for stress
levels lower than a/av = 0. 7 are not presented on the figure because the
predicted dimple depths are orders of magnitude smaller, and results
for the two cases of unloading are not shown because the regression
equation is statistically unreliable.
It appears from Figure 3. 4 that log 6 increases in proportion to
log (a/t) for small stress levels, but a level is reached somewhat below
a/a = 0. 9 at which the dimple depth is independent of crack depth. If
one accepts this prediction from the regression equation, the physical
explanation probably lies in the fact that at very high stress levels, large
scale yielding develops in all deep notch configurations, regardless of a/t ,
and this behavior controls the dimpling behavior. It is also seen from
the figure that dimple depths are greater for smaller values of a/2c (i. e. ,
wider cracks), a finding consistent with dimple threshold results pre-
sented in Figures 3 . 1 - 3 . 3.
A comparison between experimentally determined dimple depths
(as characterized by the regression analysis) and those computed by the
finite element analysis proves informative. Table 3. 7a presents such a
comparison for the case a/av = 0. 7, and Table 3. 7b gives similar com-
parisons for a/a = 0. 9. The error percentages were calculated by the
formula
_.
 n T In (6 by finite element analysis) 1 ,_ _.% error = 100 1 - , ,* ? : ; ^—7— (3. 3L In (o by regression analysis) J
The error was expressed as a logarithmic ratio because of the logarith-
mic dependence of 6 upon a/t and a/2c, as presumed through Eq. (3. 2).
The comparison suggests that the experimentally measured dimple depths
(as smoothed through the regression analysis) were, except in two cases,
greater than those from the finite element analysis. This discrepancy is
probably due to two sources. First, the loads applied to the finite element
model were applied in accordance with an approximate analysis of the COD.
No allowance was made for the triaxial strain state that exists between
the crack tip and the back surface, which contributes to the back surface
dimpling effect in the true surface notched specimen. Stated otherwise,
the fact that the finite element analysis tended to underpredict the experi-
mental data implies that strain triaxility contributes to the dimple depth.
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TABLE 3.7a. PERCENTAGE ERROR BETWEEN FINITE ELEMENT
AND REGRESSION ANALYSIS DIMPLE DEPTH PREDICTIONS
(a/a = 0 . 7 )
a/t a / 2 c = 0 . 1 a / 2 c = 0 . 3 a/2c = 0. 5
0.4 17.4 -1 .6 -12 .8
0 .5 23 .2 10.3 4 .2
0. 6 26. 1 16.8 13. 1
0.7 25.8 2 0 . 1 18.6
TABLE 3. 7b. PERCENTAGE ERROR BETWEEN FINITE ELEMENT
AND REGRESSION ANALYSIS DIMPLE DEPTH PREDICTIONS
(a/a = 0 . 9 )
a/t a/2c = 0. 1 a / 2 c = 0 . 3 a/2c = 0. 5
0.4 43.7 2 2 . 5 6 .3
0.5 36 .0 13.3
0 .6 2 6 . 3 3 . 9
0 .7
NOTE: blank entries denote absence of finite element
solution
The second factor for the deviation stems simply from the fact that the
regression analysis, Eq. ( 3 . 2 ) , was fit to the data over a narrower range
of a/t and a/2c than listed in Tables 3. 7a and 3. 7b. In other words, the
region of application of the regression analysis has been stretched beyond
its validity range in order to allow comparison with the analytical data.
Thus, the comparison tends to exaggerate the discrepancies. Listed on
the following page are the comparisons for the three points wherein the
finite element parameters were within the range of the regression analy-
sis parameters. This comparison serves to emphasize that, on an abso-
lute basis, the finite element analysis underestimated the regression
analysis by a substantial margin.
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.6, microinches
o/o a/t a/2c f. e. regression
0.5 0.3 7 7 . 5 127
0.6 0.3 115.0 300
0.5 0.3 160.0 348
In order to provide another basis for evaluating the regression
analysis, it was thought of interest to compare these curves with dimple
depth data taken from Fe-3Si and T1-6A1-4V specimens studied earlier. ' ' '
The dimple depth measurements made in that study were done without
awareness of the replica bending problem just discussed, and hence those
data reported earlier must be considered poor. Accordingly, replicas
from two specimens of each of the two materials were selected to be re-
profiled according to the previously described procedure. A summary
of the findings are given in Table 3.8. These data points have been shown
on Figure 3.4. While it is difficult to make any quantitative statements
concerning the correlation, it can be said that the four data points, taken
together, do show a dependence of dimple depth upon crack depth that is
consistent with the regression equation for the 2219-T87 aluminum. There
are no evident differences in the data between the Fe-3Si and the T1-6A1-4V
data points or due to the specimen thickness. Therefore, it can be tenta-
tively stated that the results of the proposed regression equation are valid
for a class of metals and are relatively insensitive to specimen size.
TABLE 3.8. DIMPLE DEPTH MEASUREMENTS
BY REPLICATION
Specimen Material a/t a/2c
70
89
112
115
Fe-3Si
Fe-3Si
T1-6A1-4V
Ti-6Al-4V
. 552
. 613
.839
.913
.239
. 275
.316
. 231
. 686
. 630
. 692
. 744
200
150
1400
2300
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D. Dimple Development by Michelson Interferometry
Specimen 27L was used to study the development of back surface
dimpling by the Michelson technique. The basic optical arrangement for
this technique was described earlier.^ ' In the present study, a hydrau-
lic load frame was constructed to rest on the optical bench, with the speci-
men surface oriented parallel to the bench surface. The specimen was
loaded by a hydraulically-activated linear actuator. An accumulator was
placed in the system to inhibit pressure surges and losses, as specimen
stability is essential for the Michelson experiment. A view of the appa-
ratus is shown in Figures 3.3 and 3.4.
Interferograms were generated by a modified Twyman-Green inter-
ferometer, using the highly polished (see Section III. B) back surface of
the specimen as one of the mirrors in the optical system. Interference
fringes resulting from such a system provide a contour map of the speci-
men surface, with a half wave-length elevation dimension associated with
adjacent fringes. Driven by a 6328 A cw laser, the index for this system
was 0. 3164 X 10~6 meters.
The (back) surface of the specimen was focused on the film plane
by a 135 mm, f/4 lens arranged to yield a 5X enlargement of the 1-in.
viewing field. Polaroid P/N 55 was used to record the fringe patterns,
providing a negative which was later enlarged to an 8 X 10-in. (10X) print.
Interferograms were taken at 29 load increments from no-load up
to a net section stress level of O/Cy = 0. 91; interferograms were taken at
13 additional unloading increments as the load was reduced to zero. At
each load level the load was held and read by a calibrated strain gage indi-
cator system and the viewing angle of the optical system adjusted slightly
as necessary for the incident viewing angle to be normal to the specimen
surface. A small amount of specimen twisting probably took place, which
would account for the needed realignment at each new load level.
The results of this series of optical experiments yielded data show-
ing the number of fringes from the bottom of the dimple to the free field.
These data were then translated directly into dimple depth readings at
each load level, as given in Table 3.8. The calibration from number of
fringes to dimple depth is given by the following relation:
dimple depth in |J-in. =
12.457 X number
black-to-black
or
white-to-white
fringes to free field (3. 4)
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There was some scatter associated with fringe counting, especially at
lower load levels. During the early stages of the loading sequence the
specimen surface was examined visually to detect the onset of perceived
dimpling. Conditions were not optimal for visual inspection. Perceived
dimpling was first suspected to have occurred at 1232 Ib, and was defi-
nitely established after 1334 Ib of load. It was not possible, under the
constraints of the system, to view the specimen surface continuously
during the loading process, so it can only be inferred that visually-per-
ceived dimpling took place somewhere between 1232 Ib and 1334 Ib, or,
equivalently, between a/a = 0. 116 and a/a = 0. 126.
Figure 3. 5 shows a plot of the dimple depths, as a function of load,
taken from Table 3 .9 . The data suggest that, on loading, the dimple depth
increases disproportionately faster than load. On unloading, the dimple
depth decreases with load in near proportional ratio. The residual dimple
depth of 118.4 |a-in. was about 18% of the maximum dimple depth at full
load (a/a = 0. 91).
The series of interferograms taken during one load cycle, as just
described, yielded good quantitative data on dimple depths, but the pictures
were of a poor quality for interpretive purposes. The reason was that the
incident viewing angle was adjusted to be normal to the free field flat sur-
face, and hence was not normal to the dimple region. This situation cre-
ated a significant distortion of the interferogram in the dimple region, and
the resulting photographs could not be used to provide a good visual image
of the overall dimple pattern. To correct this deficiency the specimen
was subjected to a second load cycle, but this time with the viewing angle
normal to the bottom surface of the dimple. Four interferograms were
first recorded, in mosaic fashion, of the dimple at zero load, and pieced
together to provide a larger viewing field. Then, the optical system was
again adjusted with the dimple in the center of the viewing field and the
viewing angle normal to the center area of the dimple. The specimen was
again taken to the same maximum load level as in the first load cycle, with
four interferograms taken at various load increments. A final interfero-
gram was recorded at zero load.
Figures 3. 6 a - e show the interferograms of the dimple develop-
ment from no load to a/a = 0. 90, this being the second load cycle in the
specimen history. The oval region in the center of each picture indicates
the bottom of the dimple; moving away from the bottom the line density
becomes higher, then lower, indicating the slope of the dimple region.
An examination of this figure sequence shows that the dimple length re-
mains sensibly constant with increased load, but the dimple width becomes
somewhat greater.
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TABLE 3. 9. BACK SURFACE DIMPLE DEPTHS IN LOADED
SPECIMEN BY MICHELSON INTERFEROMETRY
Load
db)
0
103
205
308
411
513
616
719
821
924
1027
1129
1232
1334
1437
1540
1796
2073
2258
2464
2759
3080
G /Gv  w
y
0
. 009695
. 01930
. 02899
. 03868
. 04828
. 05798
. 06767
.07727
. 08697
. 09666
. 1063
. 1160
. 1256*
. 1353
. 1449
. 1690
. 1951
.2125
.2319
.2597
.2899
No.
Fringes
0
0
0
0
4
4
4
4
i
4
i
i
4
i4
34
2
34
5
5
54
9
84
Depth
(H-in. )
0
0
0
0
6. 23
6.23
6.23
6.23
12.46
6.23
12.46
12.46
6.23
18. 69*
43.61
24. 92
43.61
62.30
62.30
68. 53
112. 14
105.91
Load
db)
3644
4564
5432
6052
6948
7565
8583
9698
8532
6821
5203
3593
2759
2053
1540
1232
1027
719
513
308
0
G/Gy
. 3430
.4296
. 5113
.5696
.6540
.7120
.8078
. 9128
. 8030
. 6420
.4897
. 3382
. 2597
. 1932
. 1449
. 1160
. 09666
. 06767
. 04828
. 02899
0
No.
Fringes
10
164
17
204
27
304
41
534
54
44
37
27
23
21
19
17
15
144
13
lit
94
Depth
(tl-in. )
124. 60
205. 59
211.82
255.43
336.42
380. 03
510.86
666. 61
672.84
548. 24
461. 02
336.42
286. 58
261. 66
236.74
211.82
186. 90
180. 67
161. 98
143. 29
118. 37
*Dimpling first perceived visually.
Failure load on reloading = 13, 128 Ib = 55, 604 psi net section average
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Figure 3. 6a (10X)
Interferometric Fringe Map of Dimple
No Load
Figure 3. 6b
( iox)
,688-lb Load (a/a = 0 ,25)
Figure 3. 6c
( I O X )
5375-lb Load (a/a = 0 . 5 0 )
y
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Figure 3. 6d
( 1 0 X )
7525-lb Load (a/a = 0. 70)
y
Figure 3. 6e
(10X)
9675-lb Load (a/a = 0 . 9 0 )
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A correlation can now be made between the back surface dimple
depths measured directly by Michelson interferometry, and those pre-
dicted by the regression analysis of the replica-measured dimple depth
data. This correlation must be limited, however, as only one specimen
was investigated with the Michelson technique. The following table sum-
marizes the comparison for the two stress levels (a/av = 0. 7, 0. 9) for
which the regression analysis (Eq. (3. 2)) was deemed accurate.
TABLE 3.10. PERCENTAGE ERROR BETWEEN MICHELSON
INTERFEROMETRY AND REGRESSION ANALYSIS
DIMPLE DEPTH PREDICTIONS
(Spec. No. 27L: a/t = 0. 590, a/2c = 0. 248)
Dimple Depth, Microinches
regression Michelson
analysis interferometry % error
331 385 2.5
535 640 2.8
The percentage error was calculated in a similar manner to that given
by Eq. (3. 3). The comparison shows that the Michelson measurements
were somewhat greater than the regression predictions, but the two meth-
ods of dimple depth analysis did give very commensurate results.
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IV. SUMMARY AND CONCLUSIONS
A. The Mechanics of Surface Cracks
One important objective of this program was to explore the possi-
bility of using a two-dimensional analytical model to predict the essential
deformation features of the surface notch problem. The approach was
based upon a plane edge-notched model specimen having specified mixed
boundary conditions, prescribed in such a way that the deformation char-
acteristics of the two-dimensional model would be similar to those found
in the transverse section of the true surface notched specimen. The ap-
proach used for establishing a correspondence between the forces applied
to the plane model specimen and those applied to the true surface notched
specimen, while far from rigorous, made full use of the currently avail-
able three-dimensional elasto-plastic solutions for the surface notched
specimen. At the present time, there are not available three-dimensional
elasto-plastic codes with sufficiently short run times to make practical
their use for parametric studies of the type conducted here. Therefore,
this two-dimensional approach was adopted as a useful complementary
approach which would enable us to make a rather large parameter study
of those factors influencing the deformation mechanics of the surface
flawed specimen.
To this end, the present investigation has been successful. The
results are considered to be useful for small scale yield conditions; for
moderate-to-large scale yield, these results may not be quantitatively
valid. It is not possible to establish precisely the limitations on the param-
eters at which the present results cease to hold true. Such determination
must await further three-dimensional solutions and experimental investi-
gations. However, it is believed that the results presented in this report
may be considered to be useful and qualitatively valid as a parameter study
throughout the entire range of parameters investigated.
It was found through the numerical studies that the crack geometry
(a/2c) has an important effect on the deformation mechanics only for rela-
tively deep cracks. For shallow cracks, a/t < 0.4, the plastic zones, crack
opening displacement, and back surface dimpling behavior is nearly inde-
pendent of a/2c.
Experimental work using the Michelson interferometric technique
to provide topographical displacement maps of the dimpling effect has
proved very effective for mapping such deformations in highly polished
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specimens of aluminum. When used in a laboratory controlled environ-
ment, the Michelson technique has shown that highly accurate maps of
the displacement field are possible. Moreover, it has been used in this
investigation as a calibration device to show that the onset of visually
detected back surface dimpling in polished aluminum specimens is of the
order of 10 |_lin. in depth. The method of profiling surface replicas on
loaded specimens has proven to be an effective means of determining
dimple characteristics in loaded specimens. Data taken from such rep-
lica experiments, and processed statistically, have shown that the dim-
pling threshold varied inversely with a/t, and directly with a/2c. Dimple
depths at any given stress level vary directly with a/t and inversely with
a/2c.
A brief exploratory study showed no delamination effects on the
fracture mode of the surface flawed specimens of 2219-T87. It can be
argued, based on a simple slip line model, that the delamination effect
may not be entirely due to metallurgical processing variables alone, but
may also be geometry dependent. Photomicrographs made with the scan-
ning electron microscope on specimens fractured both parallel and normal
to the rolling direction showed no evidence of intergranular failure.
It may be concluded from the analysis that has been conducted on
this program that much remains to be done in characterizing the surface
crack analytically so that this fundamental crack geometry may be even-
tually integrated into the engineering design process. Quite clearly, it
will be essential to have three-dimensional elasto-plastic results made
available at a future date. This will be necessary both to give support to
the present two-dimensional results, and also to enable calibration of
crack opening displacement and stress intensity factors. Analytical studies
directed at surface cracks inclined to the loading axis, and as affected by
biaxial loads and repeated load cycles, need to be accomplished. These
and related investigations are necessary also to explore further the possi-
bility of using optical scanning techniques for detection of surface dimples
indicative of surface flaws. Some comments on this problem appear in
the section following.
B. Feasibility of Surface Crack Detection by Optical Techniques
The fact that there is a causal relationship between surface crack
formation and back surface dimpling suggests that the dimpling phenome-
non might form the basis for a new nondestructive inspection technique.
One obvious advantage that this new technique would have over others is
that it would not be necessary to have access to the surface in which a
crack exists in order to detect its presence. This makes the dimple-
detection approach well-suited to the inspection of the interior surfaces
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of closed thin-walled structures such as space vehicle propellant tanks,
thin-walled pressure vessels, etc. It was this potential application that
prompted the feasibility study reported here.
In considering the practical aspects of various methods for detect-
ing small surface dimples in the intended application, it is necessary to
make certain assumptions and estimates regarding the nature of the sur-
faces to be inspected and the environment in which the operation is to be
performed. Thus, for the purposes of this preliminary investigation, the
tanks themselves were assumed to be of aluminum alloy sheet construction
with surface finish typical of chem-milled specimens (32 - 125 u-in. rms).
The surface to be inspected is cylindrical in shape, with a diameter on the
order of 1 0 ft, and with a surface area of several hundreds of square feet.
Since these tanks are to undergo pressure cycles during fueling and inspec-
tion, and since there are certain advantages to conducting the dimple in-
spection in conjunction with such tests, it was assumed that the inspector
would have access to any part of the surface before, during and after pres-
surization.
These operational considerations, together with the expected corre-
lation between dimple dimensions and the severity of an interior surface
crack, suggest the following criteria for an inspection technique:
(1) The method used should have resolution capabilities for
detecting back surface dimples with depths of the order
of 100 [a-in. , and transverse dimensions of about 0. 050
inch.
(2) The method should also be capable of detecting surface
flaws which exist on the surface being viewed.
(3) The apparatus used must be mobile since it will be
necessary to take data from several positions in order
to cover the entire tank wall.
(4) The area covered from a single position should be as
large as possible — preferably tens of square feet.
(5) Setup and data recording times per position should be
minimized.
The discussion that follows contains, first, a presentation of our
views as to the feasibility of satisfying these criteria by each of several
optical inspection methods. (It seems that the need to detect a small sur-
face anomaly in a large field of view precludes other available approaches. )
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This is followed by a report on a feasibility experiment in which we tested
an optical approach that appeared most promising at the program outset.
The final section summarizes our findings regarding the feasibility of the
dimple detection approach in the intended application, and concludes with
recommendations of topics for further study.
1. Survey of Optical Techniques for Back Surface
Dimple Detection
Reflected Light Measurements. The simplest approach to
the detection of back surface dimples is a straightforward extension of a
direct visual examination. The basic feasibility of such an extension is
demonstrated by the fact that, with the proper choice of illumination and
viewing angles, dimpled regions in the specimens with which we have
worked can be seen without the aid of auxiliary viewing equipment. Since
visual detection implies the existence of a suitable reflected light signal,
it should be possible to automate this general approach to dimple detection
by using light-sensitive detectors to pick up changes in the reflected light
intensity and/or pattern as a beam is scanned across the surface. This
is, incidentally, the approach now being used in SwRI laboratories to de-
tect minute surface blemishes on the ball grooves of aircraft engine bear-
ings. There are, of course, several important differences between the
bearing race application and the one envisaged here, and these will deter-
mine the practicality of the reflected light approach. Among the factors
that must be considered are the ambient light environment under which
the inspection must be made, the presence of other surface anomalies
that might be mistaken for dimples, and the reflection characteristics of
the surface (a "cleaner" signal can be obtained from a smooth surface
than from a rough surface).
(A ] \
Conventional Interferometry.v ' ; In conventional inter -
ferometry, as in the holographic extensions to be discussed below, the
objective is to measure displacements, usually of one surface relative to
another, by making use of the interference pattern created by light beams
reflected by the surfaces. As demonstrated by the experiment reported
in Section III. D, this approach can provide very precise measurements of
the topography of a dimpled surface. As an NDT technique, however, con-
ventional interferometry has certain practical disadvantages, which in our
opinion, make it less desirable for the intended application than its holo-
graphic counterpart. The main problem is that the extreme sensitivity
that makes interferometric measurements so precise also makes them
extremely sensitive to errors in alignment and positioning of the optical
components. Thus, because the tankage equipment to be inspected plays
the role of one of the optical components, one would have to exercise
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extreme care in setting up the apparatus at each inspection position. Since
the area inspected per setup is necessarily small (being of the order of
the cross-sectional area of the smallest optical component in the system),
the time required to inspect an area as large as a booster propellant tank,
for example, would be prohibitively long. Although there are other prob-
lems, such as the diffuse reflectivity of the surface, sensitivity to vibra-
tions and the rather high magnification required to resolve fringes, these
will not be considered here because, in our opinion, the difficulty already
discussed is sufficient to rule out conventional interferometry as a prac-
tical approach.
Holographic Interferometry.* • ' The main advantages of
the holographic approach over conventional interferometry are that (1) a
large area can be examined in a single setup, (2) some of the precise align-
ment and positioning constraints are relaxed, and (3) the method is appli-
cable to diffuse reflectors. There are, however, a number of special
problems associated with its application in the present context, and these
must be examined in some detail before the feasibility of the holographic
method can be determined. We will discuss some of these problems below.
Before considering the special aspects of its application in
the present context, we would point out that holographic interferometry is
a term that pertains to a wide class of techniques based on the fundamental
principles of interferometry. We will be concerned with only one such
method here; the various approaches to holographic contouring, which is
another form of holographic interferometry, will be discussed later.
The technique that we believe might prove useful in the pres-
ent context is based on the generation of an interference pattern due to the
superposition of wavefronts reflected by the subject before and after it under-
goes a small displacement. The displacement is usually stress-induced,
and the interference pattern, which is essentially a map of the displacement
field, provides the basis for determining the resulting strain.
In applying this method to the dimple detection problem one
would compare wavefronts before and after applying a small increase in
tank pressure. * Since the stress-induced deformation of a dimple would
*A relatively simple calculation was made to determine the radial displace-
ment, due to internal pressurization, of an infinitely long, 0. 125-in. thick
2219-T87 aluminum tank of 10-ft diameter. Ignoring stiffener effects (which
could be substantial), it turns out that approximately 125 psig will initiate
tank yield, and the corresponding radial displacement (one-half the diametral
increase) is approximately 3/8 inch. In the holographic application small
increments in tank pressure would be employed. For example, 0. 35 psig
will give a radial displacement of 0. 001 in. in the model described here.
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differ from that of the surrounding area, the presence of a dimple would
be indicated by a localized anomaly in the fringe pattern, much like that
observed in the conventional interferometric study reported in Section
III. D.
Two difficulties are readily apparent. First, it is clear
from the results of our conventional interferometric experiment that the
fringe density associated with a dimple can be quite high, making it diffi-
cult to recognize a dimple pattern as such when viewed from large dis-
tances. Secondly, the procedure by which the patterns are generated
requires that an incremental increase in pressure be repeated at each
viewing position, and that great care be taken that no extraneous dis-
placements of the tank occur in the interval between the "before" and
"after" situations.
At first glance it might seem that one could use the fringe
density information obtained in our interferometric study to determine
the limitations that fringe resolution requirements would impose on the
maximum viewing distance, and thus on the maximum area that can be
covered from a single position. Unfortunately, this is not possible for
two reasons, the first of which has to do with surface finish. The speci-
men used in the interferometric experiment described in Section III. D
was highly polished in order to produce maximum fringe contrast and to
minimize the occurrence of laser speckle. On the other hand, the sur-
faces to be inspected in the actual application will be rougher and the
corresponding increase in speckle "noise" will decrease fringe visibility.
The second reason why the fringe data from our interfero-
metric work are not applicable to an analysis of the holographic applica-
tion is that one can not be sure that the fringes will be localized in space
in the same way. This fringe localization problem, it turns out, is quite
complex and has not as yet received sufficient theoretical attention to per-
mit one to predict beforehand just where fringes will appear in all but the
simplest situations .(4. 3) Since the spatial location of a pattern is one of
the most important factors that determines the observed fringe spacing,
there is no way, short of further experimental work under more realistic
conditions, that we can assess the difficulty associated with fringe visi-
bility.
Moire and Holographic Contouring. In both Moire
and holographic^ • ' contouring the objective is to produce, on or near
the specimen surface, fringe patterns that can be related to surface
topographic measurements similar to those obtained by conventional
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interferometry. Of the various methods available, the Moire technique
is simplest. It requires the projection of an image of regularly spaced
grid lines into a plane near the surface to be examined, which is then
imaged through a second set of grid lines. With this method, surface
anomalies such as dimples would result in irregularities in the Moire
beat pattern formed by the two grids. This method has two very attrac-
tive features, the first being that white light (non-laser) sources can be
used, thus eliminating the troublesome laser speckle problem, and the
second being that it can be done in real time, since photographic pro-
cessing need not be involved. On the other hand, the finest contour
spacing? that have been reported to date are in the 25 to 50 micron
(1000 - 2000 |a-in. ) range, which is probably too coarse for dimple de-
tection.
Holographic contouring methods involve the recording of
two slightly different holograms of the subject on a single photographic
plate. When the image is reconstructed the viewer observes a pattern,
which is the contour map, formed by the interference of the wavefronts
from the two holograms. There are three ways that such holograms can
be produced. ^  ' One method is to make two exposures with the subject
immersed in liquids with two different indices of refraction' '; this is
obviously impractical in the present case. A second possibility is the so-
called multiple source method' ' in which the subject is illuminated at
nearly grazing angles by two sources that are slightly displaced from one
another. Here, the main drawback is the grazing incidence requirement
which, because of the curved nature of the surface to be inspected, im-
poses restrictions on the maximum area that can be covered in a single
exposure.
The third contouring approach, which is the one we chose to
investigate experimentally, involves recording with two different wave-
lengths.^- 5 ,4 .8 ) Since the technique and the difficulties associated with
it are described below in some detail, at this point we will simply list those
features that led us to choose the two-frequency approach over other tech-
niques .
First, and most importantly, the contour spacing can be ad-
justed by varying the wavelength difference. With the recent availability
of continuously tunable lasers, this feature makes possible the selection
of an optimum contour spacing for dimple detection.
Second, the two holograms can be exposed simultaneously
with a single pulse of radiation containing the two frequencies or, if it
should prove more convenient, with synchronized pulses from two lasers
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operating at different wavelengths . This single pulsed exposure capa-
bility essentially eliminates the need for careful alignment and control
of the apparatus during the inspection procedure.
Finally, because the hologram recording process is fast
and relatively simple, it should be possible to obtain contour data at more
than one tank pressure, thus enabling the viewer to identify dimpled areas
by their growth under increasing load as well as by their contour patterns.
2. Holographic Contouring Experiment
As we mentioned above, the two-frequency contouring meth-
od requires the exposure of two holograms at different wavelengths on the
same photographic emulsion. ^ ' In the discussion to follow, we will de-
note the wavelengths by A. i and X^, and their difference by AX. Recon-
struction of the dual hologram with only one of the wavelengths produces
two effects: (1) one of the images is magnified (or demagnified) by an
amount ^ \ / \ 2 ' an(^ (2) tne images are angularly displaced by an amount
proportional to AA.. The topographical contour map is generated by the
simultaneous reconstruction of two different sized images, provided their
angular separation has been reduced to zero. It is therefore necessary to
correct the reconstruction angles by altering the reference beam source
positions prior to recording the hologram. This correction is critical and
must be performed with great accuracy in order to obtain the desired fringe
pattern. The resulting evaluation index (contour spacing) is then given by
~ 2AX '
In order to simplify the execution of the study, our experi-
ment was carried out in a real-time mode rather than by the usual double -
exposure method. Thus, a single hologram was recorded with a single
wavelength, developed, and replaced in the system. Once the hologram
was exactly repositioned, the hologram and object were illuminated with
the second wavelength and the reconstruction source manually aligned to
correct the reconstruction angle. Figure 4. 1 is a schematic drawing of
the optical system used.
The experiment was performed with three different test ob-
jects: a quarter, a small, curved sandblasted (textured) aluminum sample
with dimple, and a large, curved aluminum sample with textured surface
finish and a polished area bisecting the long dimension of the dimple. The
performance of the system was first evaluated on the coin before attempt-
ing to contour the aluminum samples.
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In our first experiment with the twenty-five cent piece, a
hologram was exposed, developed, and replaced in the system. The holo-
gram was precisely adjusted into its former alignment, and the second
wavelength was directed into the system. The resulting reconstruction
was magnified and displaced from the object, thus simulating the effect
that would be obtained from a hologram made with two wavelengths if
there were no correction in reference beam angles.
By adjusting the reconstruction beam angle, the recon-
structed image was made to superimpose on the object. This produced
an image similar to that expected from a single hologram made with two
wavelengths but with pre-corrected reference beam angles. With the aid
of a telescope, the image-object superposition was made exact by fine ad-
justment of the reconstruction beam angle. When this was accomplished,
excellent contour fringes appeared over the entire coin. Since the holo-
gram was made with the 514. 5 nm Argon laser line, and reconstructed
with the 501. 7 nm line, the elevation index was 10 micrometers. Part of
the image is shown in Figure 4. 2. We should note that image quality was
actually much better than that shown here; the real-time nature of the ex-
periment and the low light levels involved made photography of the result
quite difficult.
Several important observations were obtained from this
experiment:
(1) The contour fringes were not all localized in the same
plane, nor were they localized in the plane of the object.
The telescope had to be stopped down to a very small
aperture to achieve a depth of focus that would render
the object and contour fringes in focus of the same time.
(2) The contour fringes were very sensitive to viewing
angle. The reference beam angle could be adjusted to
yield contour fringes at any particular viewing angle,
but not more than one narrow angle at once. This is
due to an axial displacement between the object and
reconstructed image and can be corrected to some ex-
tent by employing the theoretical optimum geometry
under which contour fringes will appear over a maxi-
mum solid angle of view.
(3) Contour fringes were obtainable on the coin but not on
the aluminum support behind it. It was evident from
this observation that surface roughness plays an impor-
tant role in determining the visibility of contour fringes
on any given surface.
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Next, several contouring attempts were conducted with the
small 0. 125-in. 2219-T87 aluminum strip, having a sandblasted surface
( 1 6 - 3 2 |J-in. rms). The dimple was introduced by machining a narrow
surface groove in one side of the strip, then bending the strip in a fixture
so as to place the back surface of the notch in a state of tension. The re-
sults of the experiment were negative. No contour fringes of any kind
were evident on this sample, even though alignments were interferomet-
rically correct. It is thought that the reason for this is that the speckle
pattern was too coarse to permit recognition of the closely spaced con-
tours .
Next, a large (12 X 12 in. ) aluminum plate was tested, in
which a dimple was introduced in the manner just discussed. One-half
of the dimple region was textured by sandblasting, and the other highly
polished. Figure 4. 3 shows contour fringes obtained on the polished
portion, indicating the general outline of this half of the dimple. They
were very low in contrast but otherwise possessed qualities similar to
those obtained with the coin. It should also be noted that because of the
curved and polished nature of this area of the sample, viewing was ham-
pered by specular reflections. No contour fringes were observed on the
unpolished portion of the sample.
In conclusion, we can summarize the results of our brief
feasibility test of the two-frequency method as follows:
(1) The fact that fringe localization is poorly understood
leads to uncertainties regarding the appearance of
fringe patterns in the actual application. However,
these uncertainties are probably not significant for
the intended purpose, which requires only recognition,
not analysis, of dimple patterns. In any case, such
matters can be resolved by further experimentation.
(2) Visibility of contour fringes over a very large area
from a relatively great distance will be difficult in a
system with the sensitivity to resolve depressions the
size of the expected dimples.
(3) The requirement that the very fine fringe pattern
associated with a dimple be recognizable as such,
may present some difficult problems regarding image
quality. In the tests reported here it is thought that
the main reason for the failure to observe dimple
contours was the coarseness of the speckle pattern
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Figure 4. 3. Real Time, Two Frequency Hologram of
Bent Plate Containing Dimple
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brought about by the roughness of the surfaces
studied and the necessity for using a small-aperture
telescope to view the fringes. There are, however,
other possible sources of image degradation, such
as the quality of the optical components employed,
which may have contributed.^ ' '' A more thorough
study than was possible here is needed to resolve
such uncertainties.
3. Conclusions and Recommendations
Although the results of our first attempt at dimple contour-
ing by the holographic two-frequency method were not as positive as origi-
nally hoped, we remain optimistic regarding the feasibility for develop-
ment of a non-destructive inspection method based on contouring. The
main reason for this is that none of the difficulties encountered is insur-
mountable, even though they did prevent us from being completely suc-
cessful in this first , rather limited attempt. We think that through addi-
tional experimental studies, some of which are suggested below, it is
quite likely that a practical two-frequency contouring technique for detect-
ing back surface dimples can be developed.
Regarding the use of some of the other optical techniques
included in our survey, we believe the multiple source contouring method,
the use of holographic interferometry in pressure-induced deformation
mapping, and the use of reflected light measurements deserve further
consideration. At this time, however, since we have no experimental
basis for judging the applicability of these methods to the problem in ques-
tion, any further comment on their feasibility would be purely speculative.
We think it would be advisable to carry out experimental feasibility studies
of these methods before deciding on a final selection for more intensive
study.
In considering recommendations for future work on two-
frequency contouring, certain priorities are immediately clear. The first
problem that must be solved is that of improving image quality. Because
of the very fine fringe spacing needed to detect dimples, surface roughness
plays a role in the fringe recognition problem through its influence on the
coarseness of speckle noise. Thus, it may be desirable to consider alter-
ations of the surface finish so as to obtain more suitable reflectance prop-
erties (similar to that of a smooth surface with a coat of flat white paint).
However, as we indicated above, there are other factors that contribute
to the determination of image quality, that were not adequately explored
in our initial feasibility test. These factors, which are discussed in some
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(4 10)detail in Varner's dissertation , have to do mostly with the arrange-
ment and quality of optical components (e. g. , the location of the object
or its image with respect to the hologram plate). Since such considera-
tions have been shown to be of critical importance in obtaining good fr inge
visibility^- 9),
 we recommend a more extensive study of all factors that
are known to influence image quality.
There are, of course, other aspects of the two-frequency
method that require further study before the capabilities of the technique
can be fully determined. These include theoretical and experimental in-
vestigations of dimple fringe pattern visibility as a function of viewing
distance, optimization of the contour spacing by wavelength difference
adjustment, determination of laser power requirements, and studies of
the use of auxiliary viewing equipment (e. g. , a telescope) to enhance
fringe pattern recognition capabilities.
We should make one final point that has an important bear-
ing on the practical value of all of the optical approaches discussed here.
Since the feasibility of any NDI method can depend critically on seemingly
insignificant details (such as surface microstructure, the presence of sur-
face anomalies that might be mistaken for dimples, the presence of vibra-
tions that might lead to minor misalignments, etc. ), it is essential that
detailed information pertaining to the structure itself, the test environ-
ment and other auxiliary test procedures be made available at an early
stage in the development of an optical inspection technique.
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Figure A25. Crack Opening Displacements
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Figure A26. Crack Opening Displacements
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Figure A27. Crack Opening Displacements
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Figure A28. Crack Opening Displacements
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Figure A29. Crack Opening Displacements
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Figure A30. Crack Opening Displacements
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Figure A31. Crack Opening Displacements
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Figure A32. Crack Opening Displacements
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Figure A33. Crack Opening Displacements
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Figure A34. Crack Opening Displacements
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Figure A35. Crack Opening Displacements
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Figure A36. Crack Opening Displacements
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Figures A-37 and A-38, Crack Opening Displacements
4-00
CO
o./i = 0.4-
CL/£C=O.£"
40O
CO§
O .04 .08 je O .04- .08 .!£
STANCE FROM FRONT SURFACE, X (IN. ) DISTANCE FROM FRONT SURFACE, X (IN.)
Figures A-39 and A-40, Crack Opening Displacements
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Figures A-41 and A-42. Crack Opening Displacements
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Figures A-43 and A-44. Crack Opening Displacements
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Figures A-45 and A-46. Crack Opening Displacements
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Figures A-47 and A-48. Crack Opening Displacements
to
160
140
lao
0
§
3?
E
H
Q
3
Q
W
U
80
60
§ 4-0
O
<q
cq
-ao
i I I I T
Te-3 S/
CL/t = 0.4-
CL/EC=O. I
Unloaded from
I I 1 I I 1
.2. .6
DISTANCE FROM CRACK PLANE, y (IN.)
Figure A-49. Back Surface Dimple Depths
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Figure A-50. Back Surface Dimple Depths
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Figure A-51. Back Surface Dimple Depths
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Figure A-52. Back Surface Dimple Depths
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Figure A-53. Back Surface Dimple Depths
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Figure A-54. Back Surface Dimple Depths
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Figure A-55. Back Surface Dimple Depths
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Figure A-56. Back Surface Dimple Depths
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Figure A-57. Back Surface Dimple Depths
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Figure A-58. Back Surface Dimple Depths
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Figure A-59. Back Surface Dimple Depths
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Figure A-60. Back Surface Dimple Depths
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Figures A-6 1 and A-62. Back Surface Dimple Depths
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Figures A-63 and A-64. Back Surface Dimple Depths
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Figures A-65 and A-66. Back Surface Dimple Depths
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Figures A-67 and A-68. Back Surface Dimple Depths
CO
22/5>-F87
0./t*0.6
a/ac-0.5"
-40
2219-787
a/f=0.7
-40
o .a .4 .6 o .a .4- .6
DISTANCE FROM CRACK PLANE, y (IN. ) DISTANCE FROM CRACK PLANE, y (IN.)
Figures A-69 and A-70. Back Surface Dimple Depths
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Figures A-71 and A-72. Back Surface Dimple Depths
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