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V distribucijskem sistemu smo priča vedno večji integraciji obnovljivih razpršenih virov, zaradi 
katere prihaja do problemov s kakovostjo napetosti na koncu vodov. Ena od možnih rešitev za 
tovrstne probleme je prilagajanje odjema, s čimer poskrbimo, da ne prihaja do prevelikih 
lokalnih odstopanj med proizvodnjo in porabo v distribucijskem omrežju. Prilagodljive 
odjemalce lahko vodimo na več načinov. V magistrskem delu raziskujemo vpliv agentnega 
vodenja prilagodljivih odjemalcev v elektrodistribucijskem sistemu. 
 
Agent je orodje umetne inteligence, ki simulira ukrepe agregatorja. Naučen agent se glede na 
stanje, v katerem je in na podlagi vhodnih podatkov odloča o naslednji akciji. Agenta moramo 
predhodno naučiti o dobrobiti posameznih akcij. V nalogi opisujemo osnove strojnega učenja, 
s poudarkom na okrepljenem učenju. Približno Q učenje smo, kot eno izmed različic 
okrepljenega učenja, uporabili za učenje agenta. Osnovni model smo nadgradili z različnim 
številom akcij, ki so agentu na voljo in z različnim omejitvam energijskega bazena. 
 
Agent agregator z vključevanjem optimalne količine porabe prilagodljivih odjemalcev vpliva 
na napetostne razmere v omrežju. Z njimi upravlja tako, da oblikuje vozni red porabe zanje za 
naslednjih 24 ur. Na voljo ima nevtralno akcijo, akcije polnjenja in akcije praznjenja 
energijskega bazena. Vozni red mora pred izvedbo potrditi distribucijski sistemski operater s 
sistemom, ki preverja vpliv voznega reda prilagodljivih odjemalcev na omrežje. To izvaja s 
pomočjo sistema semaforja, ki preverja kršitve kakovosti napetosti in v primeru kršitev, agenta 
denarno kaznuje. S to povratno informacijo se agent nauči učinkovitega upravljanja in 
izogibanja kaznim.  
 
Za preizkus predstavljenega postopka smo uporabili spremenjeni CIGRE model tipičnega 
evropskega nizkonapetostnega omrežja. V danem modelu so bili uporabljeni realni podatki 
proizvodnje sončnih elektrarn in porabe bremen. V omrežju so prisotni odjemalci, razpršeni viri 
in enote s prilagodljivim odjemom.  
 
Ugotovili smo, da se agent dobro prilagodi na razmere v omrežju. Agent se glede polnjenja in 
praznjenja ne odloča izključno glede na ceno elektrike, ki je v prvi tretjini dneva nizka v drugih 
dveh pa relativno visoka, temveč poleg cene elektrike upošteva tudi razmere v omrežju. Zaradi 
napetostnih omejitev, ki nastanejo zaradi proizvodnje sončnih elektrarn je agent prisiljen v 
polnjenje v obdobju, ko je cena visoka, a ne najvišja. Šele takrat lahko agent izkoristi energijski 
bazen in ga izprazni med večernimi urami, ko je cena najvišja.  
 
Ključne besede: Enote s prilagodljivim odjemom, kakovost napetosti v nizkonapetostnem 









Currently, the increasing integration of dispersed renewable energy sources poses significant 
voltage fluctuations and power quality challenges at the distant end of a radial electric power 
distribution system. One of many solutions for such challenges are demand response units. With 
these units, we achieve balance between generation and consumption in electric power 
distribution system. Demand response units can be controlled in various ways. In this master 
thesis we study the agent’s control of demand response units in electrical distribution power 
system. 
 
An agent is an Artificial Intelligence tool that simulates the actions of the aggregator. An agent 
teaches itself from input data to successfully choose actions from action pool. Agent needs to 
differentiate between desired and undesired actions. We introduce machine learning and 
reinforcement learning; both are described briefly. Approximate Q learning, a variation of 
reinforcement learning, was used in the Agent learning period. The basic model of the agent 
was improved with an expanded action pool. Different energy pool constrains were proposed 
and implemented. 
 
Aggregator agent can directly affect the voltage profile in the grid by adjusting the consumption 
of demand response units. Aggregator agent can control demand response units by preparing a 
schedule for the next 24 hours. It can choose between a set of actions: neutral action, actions 
that charge the energy pool and actions that discharge the energy pool. Before the suggested 
schedules become active, they need to be approved by the Distribution System Operator (DSO). 
DSO uses a Traffic Light System (TLS) to check for voltage constrain violations in real time. 
If a violation occurs, the TLS punishes the agent financially. The punishment acts as a sort of a 
feedback information for the agent. Agent gradually learns to avoid such punishments. 
 
To test the aforementioned procedure, we proposed a modified CIGRE Benchmark System of 
a European low voltage network. Real life solar power generation and consumption data were 
used in the model. Consumers, dispersed energy sources and demand response units were 
integrated in the grid.  
 
We observed that the agent adapted well to the conditions in the grid. We concluded that the 
agent does not choose actions solely based on the electricity price. In the first third of the day, 
the electricity price is low and in the other two thirds, the price is relatively high. Low 
voltages occur in the early hours and high voltages occur in the midday, due to solar power 
generation. The agent is forced to charge the energy pool in the midday when the price is 
relatively high, so that it can discharge the energy pool when the price reaches its peak. Agent 
chooses its actions based on electricity prices and grid constraints. 
 
Key Words: Demand Response Units, Power Quality in Low Voltage Grid, Reinforcement 








Na srednjenapetostnem (SN) ter nizkonapetostnem (NN) distribucijskem omrežju smo priča 
vedno večjem deležu razpršenih virov proizvodnje električne energije. Razpršeni viri, kot so 
fotonapetostni sistemi in vetrne elektrarne, s svojo negotovo in spremenljivo proizvodnjo 
vplivajo na zanesljivost elektroenergetskega sistema, saj njihove proizvodnje ne moremo 
natančno napovedati. Poleg zanesljivega delovanja je potrebna tudi določena kakovost 
dobavljene električne energije. Tako se je uveljavil pojem »kakovosti električne energije«, 
njene glavne značilnosti pa so opisane v standardu SIST EN 50160.  
 
Za prenos in distribucijo električne energije med odjemalci in proizvajalci skrbijo sistemski 
operaterji prenosnega in distribucijskega omrežja. Zaradi razpršenih obnovljivih virov imajo 
operaterji distribucijskih omrežij probleme previsokih oz. prenizkih napetosti, prav tako se 
srečujejo s preobremenjenostjo omrežja. Te težave se tradicionalno rešujejo že v procesu 
načrtovanja elektroenergetskega sistema tako, da omrežje načrtujejo glede na trenutne razmere 
z upoštevanjem nekaj rezerve, [1]–[3].  
 
Z večanjem deleža obnovljivih razpršenih virov električne energije morajo operaterji 
distribucijskega omrežja redno vlagati v omrežje, da bi sledili trendu integracije novih virov. 
Podatki iz prakse kažejo, da priključen kW razpršenih virov povprečno zahteva 450 € novih 
investicij v distribucijsko omrežje. Poleg težav z napovedovanjem proizvodnje razpršenih virov 
je za načrtovanje omrežja pomembna tudi njihova namestitev v omrežju, saj ta vpliva na 
napetostne razmere v omrežju, [2]–[4]. 
 
V Sloveniji imamo enega izmed najbolj zanesljivih elektroenergetskih sistemov v Evropi, glede 
na najpogostejša kazalnika zanesljivosti omrežja SAIDI (indeks povprečnega trajanja izpada 
sistema, ang. System Average Interruption Duration Index) in SAIFI (indeks povprečne 
frekvence izpada Sistema, ang. System Average Interruption Frequency Index). Drugod v 
Evropi so elektroenergetski sistemi pogosto manj zanesljivi, saj so se mesta hitro širila in 
zahtevala hitre, manj usklajene posege. Proces nadgradnje omrežja je dolgotrajen proces, 
ponekod pa so za nadgradnje omrežja težavne že lokacije vodov, ki so v mestih večinoma pod 
zemljo. Problemi nastajajo tudi v vaseh, saj konfiguracija terena in velike razdalje med 
porabniki otežujejo dobavo kakovostne električne energije, [5], [6]. 
 
Integracija novih razpršenih virov tako povzroča še dodatne probleme v omrežju. Eno izmed 
mogočih rešitev teh problemov predstavljajo enote s prilagodljivim odjemom (ang. Demand 
Response Units). Moči teh enot so navadno relativno velike (okrog 10 kW), agregatorji pa jih 
povezujejo in jih usklajeno vodijo. Tako oblikujejo portfelje prilagodljive energije, s katerimi 
nastopajo na trgih z elektriko in s sistemskimi storitvami.  
 
Prilagodljivi odjemalci lahko s spreminjanjem porabe vplivajo na razmere v omrežju. Lahko 
jih izboljšajo tako, da prilagodijo porabo v času preobremenjenosti omrežja, vendar pa jih lahko 





potreboval orodja, s katerimi bi preveril vpliv novih voznih redov enot s prilagodljivim 
odjemom na trenutno in pričakovano stanje v omrežju. 
Cilj magistrske naloge je preizkus algoritma za upravljanje prilagodljivih odjemalcev v 
distribucijskem omrežju s pomočjo inteligentnega agenta - agregatorja. Preizkusili smo različne 
načine agentnega učenja na standardnem testnem omrežju, možnost vpeljave povračila energije 







2 Predstavitev problema 
 
V tradicionalnem elektroenergetskem sistemu je bil pretok energije predvidljiv. Usmerjen je bil 
od velikih centraliziranih proizvodnih enot proti odjemalcem in energija je vedno tekla od 
prenosnega do distribucijskega omrežja. Na distribucijskem delu je bila regulacija napetosti 
enostavna, saj je bil pretok vedno enosmeren. Na enosmerne pretoke je nastavljena tudi zaščita 
elementov v omrežju. Napetostni padci v distribucijskem omrežju so bili odvisni od trenutne 
obremenjenosti omrežja ter od prenosnih zmogljivosti vodov. V preteklosti so napetostni 
problemi obsegali predvsem prenizke napetosti v nizkonapetostnem omrežju, ki so bile 
posledice rasti porabe. S postopnim prehodom na pametna omrežja pa se koncept vodenja 
omrežja spreminja. Z vedno večjo integracijo razpršenih proizvodnih enot na koncu radialnih 
omrežij smo priča problemom previsokih napetosti ter preobremenjenosti omrežja v določenih 
delih dneva in problemom prenizkih napetosti v drugih. Kakovost napetosti pa mora biti v 
skladu z zahtevami standarda SIST EN 50160 ne glede na stanje omrežja, porabe in priključenih 
razpršenih virov. Ta standard predpisuje, da vrednosti napetosti ne smejo odstopati od nazivnih 
vrednosti za več kot 10 %, [7], [8]. 
 
2.1 Kakovost električne energije 
 
Za kakovost oskrbe z električno energijo je odgovoren operater distribucijskega omrežja. Kljub 
različnim razlagam pojma kakovosti električne energije v Sloveniji zajema Energetski zakon, 
sprejet v letu 2014, naslednje dimenzije kakovosti, [9]: 
- kakovost napetosti, 
- komercialno kakovost, 
- neprekinjenost napajanja. 
 
Ker kakovost električne energije ni predmet tega magistrskega dela, bo opisana le na kratko. 
Poudarek bo na vidiku kakovosti napetosti, bolj natančno na vrednosti napajalne napetosti. 
 
2.1.1 Kakovost napetosti 
Na mestu odjemalca mora biti napetost približno konstantna. Operaterji distribucijskih omrežij 
morajo zagotavljati, da so odstopanja v mejah, predpisanih v standardu SIST EN 50610. V 
standardu je določenih enajst parametrov napetosti, s katerimi opišemo kakovost napetosti, 
[10]: 
- velikost napajalne napetosti, 
- frekvenca napetosti, 
- odklon napajalne napetosti, 
- hitre napetostne spremembe, 
- upad napajalne napetosti, 
- kratkotrajne prekinitve napajalne napetosti, 
- dolgotrajne prekinitve napajalne napetosti, 





- tranzientne prenapetosti, 
- neravnotežje napajalne napetosti, 
- harmonska napetost. 
 
Najbolj nas zanima velikost napajalne napetosti, saj nanjo integracija razpršenih virov najbolj 
vpliva. Ker kakovost napetosti ni predmet tega magistrskega dela, so ostali parametri v 
nadaljevanju opisani le na kratko.  
 
Frekvenca napetosti 
V standardu EN 50160 je predpisana nazivna frekvenca v nizkonapetostnem (NN) in 
srednjenapetostnem (SN) omrežju, merjena na 10 sekund. Vrednosti frekvence morajo znašati 
v 99,5 % tedna med 49,5 in 50,5 Hz. V celem tednu (100 % tedna) mora biti frekvenca vselej 
med 47 in 52 Hz, [11]. 
 
Velikost in odklon napajalne napetosti  
V NN omrežjih je nazivna napajalna napetost 230 V med linijskimi (faznimi) in nevtralnim 
vodnikom. V NN omrežju je napajalna napetost definirana in merjena kot povprečna vrednost 
10 minutnih efektivnih vrednosti. V 95 % tedna mora napetost biti znotraj ± 10 % nazivne 
napetosti, [10], [11]. 
 
Hitre spremembe napetosti 
V nizkonapetostnem omrežju v normalnem obratovanju spremembe ne smejo presegati 5 % 
nazivne napetosti. V izrednih primerih so dovoljene spremembe napetosti večje, vendar ne 
smejo presegati 10 % nazivne napetosti, [11]. 
 
Upad napajalne napetosti 
Upad napetosti je definiran kot padec napajalne napetosti na vrednosti med 10 % in 90 % 
nazivne vrednosti. Po določenem času se mora vrednost napetosti vrniti na nazivno vrednost. 
V standardu EN 50160 je zapisano, da večina upadov ne sme trajati dlje kot 1 sekundo in 
napetost ne sme pasti pod 60 % nazivne vrednosti, [11]. 
 
Kratkotrajne prekinitve napajalne napetosti 
Prekinitev nastopi, ko napajalna napetost pade pod 1 % nazivne vrednosti. V nizkonapetostnem 
omrežju je lahko od nekaj 10 do nekaj 100 prekinitev na leto in trajajo lahko do 3 minute. 
Večina prekinitev (70 %) ne sme trajati več kot 1 sekundo, [11].  
 
Dolgotrajne prekinitve napajalne napetosti 
V nizkonapetostnem omrežju je lahko do 10-50 prekinitev na leto. Dolgotrajna prekinitev mora 
trajati dlje kot 3 minute, [11]. 
 
Začasne prenapetosti 







V standardu SIST EN 50610 je zapisano, da lahko tranzientne prenapetosti znašajo do 6 kV. 
Trajanje teh prenapetosti je v razredu mili- in mikrosekund. [11]. 
 
Neravnotežje napajalne napetosti 
Ko efektivne vrednosti na vseh treh fazah niso enake po amplitudi ali pa fazni koti med seboj 
niso enaki nastopi neravnotežje napajalne napetosti. Neravnotežje napajalne napetosti je 
merjeno kot poprečna vrednost 10 minutnih efektivnih vrednosti. Standard določa, da lahko 
neravnotežje v 95 % tedna, glede na lokacijo odjemalce, znaša med 2 % in 3 %, [11]. 
 
Harmonska napetost 
Nelinearne naprave s svojim delovanjem na omrežju povzročajo višje harmonske napetosti, t.i. 
harmonike. To so sinusne napetosti s frekvencami, ki so večkratniki omrežne nazivne frekvence 
in so prisotne v signalu. V standardu so definirane dovoljene vrednosti vsakega od harmonikov 
(sodih in lihih), [10]. 
 
2.1.2 Komercialna kakovost 
Komercialna kakovost se nanaša na ne-tehnične storitve za odjemalce. Merjena je s časom, ki 
ga ima operater distribucijskega omrežja, da izvede določene storitve. Obstajajo sistemski 
standardi, ki se nanašajo na minimalno raven kakovosti izvajanja storitev za uporabnike in 
predpisujejo čase, ki jih lahko uporabnik pričakuje, za izvršitev storitev. Če je dokazano, da 
sistemski operater krši zahtevane standarde, je uporabnik upravičen do kompenzacije, [12]. 
 
2.1.3 Neprekinjenost napajanja 
Neprekinjenost napajanja najlažje opišemo kot sigurnost in zadostnost elektroenergetskega 
sistema. Prekinitve napajanja so definirane v standardu SIST EN 50160. Prekinitev napajanja 
nastopi, ko napetost na odjemnem mestu pade pod 1 % nazivne vrednosti napetosti. Poznamo 
načrtovane in nenačrtovane prekinitve. Pri prvih so odjemalci obveščeni o nastopu in trajanju 
prekinitve. Druge, nenačrtovane pa lahko nastopijo zaradi odpovedi opreme ali pa, kot 
posledica zunanjih vplivov. Lahko so trajne ali prehodne, [10], [12]. 
 
Prekinitve ločimo glede na čas trajanja. Poznamo dolgotrajne in kratkotrajne prekinitve. 
Kratkotrajne lahko trajajo do tri minute in so največkrat posledice prehodnih okvar. Pri 
normalnem obratovanju se v Sloveniji letno pričakuje med 10 in 100 kratkotrajnih prekinitev. 
Dolgotrajne prekinitve se večinoma zgodijo zaradi trajne okvare, zaradi tega so te prekinitve 
daljše od treh minut. Pri normalnem obratovanju se letno pričakuje manj kot 10 dolgotrajnih 
prekinitev, [10], [12]. 
 
Nenačrtovane prekinitve se ločijo tudi glede na vzrok. Če je za povzročitev prekinitve kriv 
sistemski operater, so to prekinitve zaradi lastne krivde. Če sistemski operater ne more vplivati 





V praksi obstajata dva kazalnika, ki prikazujeta zanesljivost sistema. SAIDI  in SAIFI se 
izračunata za celo leto. Kot kvocient med parametroma SAIDI in SAIFI lahko izračunamo 
parameter neprekinjenost napajanja CAIDI (indeks povprečnega trajanja prekinitev 
uporabnika, ang. Customer Average Interruption Duration Index), [12]. 
 
Zgoraj predstavljeni parametri so v letnem poročilu izračunani za vsakega operaterja 
distribucijskega omrežja posebej. Letno poročilo pripravi Agencija za energijo. V tem poročilo 
so narejene analize za kakovost napetosti, komercialno kakovost ter neprekinjenost napajanja, 
[12]. 
 
2.1.4 Problem nihanja vrednosti napajalne napetosti  
Zaradi večjega deleža razpršenih obnovljivih virov v distribucijskem omrežju prihaja do 
sprememb proizvodnje elektrike, kar vpliva na napetostne razmere. Če imamo sončno 
elektrarno nameščeno na koncu nizkonapetostnega omrežja, se lahko izhodna napetost zelo 
hitro spremeni. Sprememba lahko nastopi zaradi spremembe osončenosti področja ali pa zaradi 
okvar naprav. Nihanja vrednosti napajalne napetosti zato predstavljajo enega izmed večjih 
problemov v današnjih NN distribucijskih omrežjih. 
 
2.2 Možne praktične rešitve  
 
Obstaja nekaj rešitev, ki bi jih za reševanje zgoraj omenjenih problemov lahko uporabili. Lahko 
bi omejevali proizvodnjo sončnih elektrarn (ang. Solar Energy Curtailment). To bi odpravilo 
probleme z napetostjo na območjih, kjer so omrežja šibka. Proizvajalci, ki so primorani 
zmanjšati proizvodnjo zaradi omejevanja porabe, dobijo v nekaterih primerih, vendar ne v vseh, 
določeno kompenzacijo. Zaradi velikega spodbujanja gradnje obnovljivih razpršenih virov to 
ni najbolj smotrna rešitev, [13]. 
 
Drugo rešitev lahko predstavljajo hranilniki energije. Ko bi bila proizvodnja sončnih elektrarn 
večja od zaželene, bi jo lahko shranili, namesto, da jo omejimo. Dandanes hranilniki 
predstavljajo še velike stroške investicije, tako, da v distribucijskih omrežjih niso pogosto 
uporabljeni. 
 
Operaterji distribucijskih omrežij se danes srečujejo s problemi previsokih in prenizkih 
napetosti v omrežju. Ena od rešitev, ki skrbi, da so napetosti nahajajo znotraj predpisanih meja, 
je vgradnja regulacijskega distribucijskega transformatorja (ang. On Load Tap Changer, 
OLTC). Distribucijski SN/NN transformatorji, ki lahko z vgrajenim ročnim regulacijskim 
stikalom v stanju brez obremenitve spreminjajo razmerje med primarno in sekundarno 
napetostjo, se ne morejo prilagajati razmeram v omrežju. Regulacijski distribucijski 
transformatorji pa omogočajo regulacijo napetosti pod obremenitvijo. Če je v omrežju velika 
proizvodnja razpršenih virov, lahko napetost naraste tudi do 11 %. Regulacijski transformator 





mej. Ob maksimalni obremenitvi omrežja mora regulacijski transformator zvišati stopnjo, tako, 
da so po padcu lokalne proizvodnje napetosti odcepa znotraj predpisanih meja, [7]. 
 
V naslednjem poglavju bo predstavljena rešitev, ki smo jo uporabili za reševanje teh problemov. 
  




3 Model vodenja prilagodljivega odjema 
 
Z uporabo enot, ki omogočajo prilagodljiv odjem, bi se ob vedno večji uvedbi razpršenih virov 
razmere v distribucijskem omrežju lahko izboljšale. Agregatorji kot akterji na trgu z elektriko 
lahko organizirajo prilagodljive odjemalce, npr. lastnike toplotnih črpalk in drugih 
prilagodljivih naprav, v skupino, katere prilagodljivo porabo bi uporabili za oblikovanje 
portfelja prilagodljive energije. Cilj agregatorja je zaslužiti s prodajo prilagodljive energije na 
trgih, člani te skupine pa bi dobili plačilo za sodelovanje v njej. Agregator bi lahko v pravem 
trenutku povečal ali pa zmanjšal porabo teh odjemalcev in ob pravilnih akcijah ter ustreznih 
cenah na trgu lahko zaslužil.  
 
3.1 Sistem semaforja 
 
Agregator, ki upravlja z enotami, potrebuje povratno informacijo o vplivu svojih akcij na 
omrežje. Operaterji distribucijskega omrežja trenutno pogosto še nimajo sistema, ki bi jim 
omogočal preverjanje stanja v omrežju z novimi voznimi redi prilagodljivih enot. Operaterji 
distribucijskega omrežja bi v ta namen potrebovali sistem, kot je bil predstavljen v Projektu 
INCREASE. Tam so predstavili preprost in napreden sistem semaforja (ang. Traffic light 
system), ki se izvaja v realnem času. Z vključitvijo tega sistema v napredni center vodenja 
distribucijskega sistema (ang. Advanced Distribution Management System) bi ob njegovi 
uvedbi operater distribucijskega omrežja lahko preverjala razmere v omrežju, [5], [6]. 
 
Sistem semaforja deluje tako, da lahko nove vozne rede prilagodljivih porabniških enot 
sprejme, ali pa zavrne. Če bi enote s svojo prožnostjo pomagale omrežju, bi agregator za izbrano 
akcijo prejel nagrado, v nasprotnem primeru bi bil vozni red lahko zavrnjen, agregator pa bi s 
tem utrpel ekonomsko škodo. Agregator bi sistemskemu operaterju distribucijskega omrežja 
vsakih 15 minut predlagal vozni red enot s prilagodljivim odjemom. Operater bi prejete vozne 
rede enot s prilagodljivim odjemom združil z voznimi redi ostalih odjemalcev in preveril 
razmere v omrežju s pomočjo sistema semaforja. Sistem semaforja preverja kakovost napetosti 
v omrežju. Če ob uporabi novih voznih redov razmere v omrežju presegajo dovoljene meje ± 
10 % nazivne napetosti, se preveri še akcijo agregatorja. Če agregator s svojo akcijo pomaga 
omrežju in izboljša razmere se vozne rede sprejme, v nasprotnem primeru pa se jih zavrne. Na 
Sl. 3.1 je podrobneje prikazan INCREASE sistem semaforja, [2], [6]. 






Sl. 3.1: Shema preprostega sistema semaforja [14] 
 
Na Sl. 3.1 je prikazana shema osnovnega sistema semaforja. Sistem je bil predstavljen v 
projektu INCREASE. Ko agregator predlaga nov vozni red enot s prilagodljivim odjemom, se 
ta združi z napovedano porabo odjemalcev in napovedano proizvodnjo razpršenih virov. Preveri 
se kakovost napetosti za skupni vozni red. Če je napetostnim pogojem zadoščeno, se star vozni 
red zamenja z novim. Če napetostnim pogojem ni zadoščeno, se preveri še, ali nov vozni red 
izboljša razmere v omrežju. Če so napetosti v omrežju prenizke in agregator predlaga 
zmanjšano porabo prilagodljivih odjemalcev se star vozni red zamenja z novim. Če se 
napetostne razmere ob novem voznem redu kršene, nov vozni red pa jih še poslabša se 
onemogoči enote s prilagodljivim odjemom. [14] 
 
 V Tab. 3.1 so prikazana stanja, ki lahko nastopijo v sistemu, in z njimi povezani rezultati 
sistema semaforja. Če je nov vozni red zavrnjen, je agregator penaliziran, saj ne more uporabiti 
prožne energije portfelja svoje skupine.  
Tab. 3.1: Tabela rezultatov odločanja sistema semaforja [14] 
Stanje v omrežju Enote za prilagodljiv odjem 
povečajo odjem 
Enote za prilagodljiv odjem 
zmanjšajo odjem 
Prenapetost Odobreno Zavrnjeno 
Podnapetost Zavrnjeno Odobreno 
Napetostnim razmeram je 
zadoščeno 
Odobreno Odobreno 




Sistem semaforja skrbi, da je zadoščeno napetostnim omejitvam obratovanja distribucijskega 
omrežja. Napetost mora biti ves čas med ±10 % nazivne napetosti. S tem sistemom bi operater 
distribucijskega omrežja ohranil nadzor nad omrežjem, saj bi prilagodljivi odjemalci lahko 
povečali svoj odjem le, če bi razmere v omrežju to dopuščale. 
 
3.2 Opis enot s prilagodljivim odjemom 
 
V omrežje je priključenih 8 enot, ki omogočajo prilagodljiv odjem. V tem primeru so te enote 
predstavljene kot toplotne črpalke z močjo do 10 kW. Vsaka od teh enot ima definirane tri 
parametre: 
- Nazivna moč toplotne črpalke (kW) je različna za vsako toplotno črpalko posebej in 
predstavlja največjo možno spremembo porabe, ki jo lahko izkoristimo za namene 
prožnosti. 
- Energijski bazen (kWh) predstavlja energijo, ki je agregatorju na voljo za prilagajanje 
odjema in načrtovanje voznih redov znotraj obdobja enega dneva (24 ur). Pove nam, s 
koliko energije lahko agregator še razpolaga. 
- Definiran je tudi čas uporabe (ang. ToU – Time of Use), ko agregator lahko uporablja 
prožnost naprave s prilagodljivim odjemom. Nekatere enote so na voljo celotnih 24 ur, 
druge pa imajo omejen čas, bodisi zaradi uporabnikovih preferenc, bodisi zaradi 
tehničnih omejitev. Če je enota v izbrani uri na voljo, lahko agregator izkoristi njeno 
prožnost, drugače agregator na enoto nima vpliva, [2]. 
Tab. 3.2: Parametri prilagodljivih odjemalcev, ki so predstavljeni kot toplotne črpalke 
 TČ1 TČ2 TČ3 TČ4 TČ5 TČ6 TČ7 TČ8 
Nazivna moč (kW) 10 10 7 10 7 7 10 7 
Energijski bazen (kWh) 90 180 60 160 60 60 80 110 
ToU (ur v dnevu) 12 24 12 24 12 12 12 24 
 
Predpostavljamo, da upravljanje z enotami s prilagodljivim odjemom ne predstavlja nobenih 
izgub in je popolnoma avtomatiziran proces. Velikost energijskega bazena je pri toplotnih 
črpalkah odvisna od velikosti toplotnih hranilnikov in njihov lastnosti, ter temperaturne 







4 Inteligentni agenti 
4.1 Uvod 
 
Inteligentni agenti spadajo med metode umetne inteligence. Ta se ukvarja z načrtovanjem 
programov in algoritmov, ki omogočajo računalnikom, da se učijo iz izkušenj. Uporablja se za 
analizo podatkov s pomočjo podatkovnega rudarjenja (ang. data mining). S pomočjo učenja iz 
podatkov se program nauči opisovanja pojavov, pravil in relacij v opazovanem sistemu. 
Naučeni modeli poskušajo razlagati podatke, da se ti lahko uporabijo pri odločanju programa v 
prihodnosti, [15]–[17]. 
 
Agent predstavlja program, zasnovan tako, da na podlagi opazovanja sprememb v okolju, 
samodejno izbere akcijo in z njo vpliva na okolje z namenom doseganja zastavljenega cilja. 
Agent se mora sam naučiti katere akcije so dobre (za njih dobi nagrado), ter katere niso. Agent 
za to, da lahko izbere ustrezno akcijo s katero vpliva na okolje, potrebuje ustrezno poznavanje 
okolja v katerem se nahaja, [15]–[17]. 
 
Poznamo tri glavne prednosti agentnega učenja. Razvijalec algoritma ne more predvideti vseh 
možnih situacij v katerih se agent lahko znajde. Primer tega je orientacija robota v labirintu, 
kjer robot nima znanja o postavitvi labirinta in se vsakič sreča z novim labirintom. Kot drugo, 
razvijalec ne more vnaprej prepoznati vseh sprememb, ki se v modelu še bodo zgodile. Primer 
tega je prilagoditev algoritma na razmere, ki so mu bile prej neznane. Zadnje pa je navedeno, 
da razvijalci algoritmov včasih ne vedo, kako bi sprogramirali rešitev. Nekateri problemi so za 
večino ljudi trivialni, kot je npr. prepoznavanje obrazov družinskih članov, vendar algoritem za 
prepoznavanje obrazov brez agentnega učenja, ne bi bil mogoč, [18]. 
 
Med komponente agentnega učenja spadajo povezave med trenutnimi stanji in izbranimi 
akcijami, informacije o načinu delovanja in razvijanja okolja ter rezultati izbranih akcij, ki jih 
agent lahko izbere, informacij o koristnosti določenih stanj v okolju, informacij o koristnosti 
določenih akcij na okolje ter cilji, ki opisujejo različna stanja, s katerimi agent doseže največje 
nagrade, [18].  
 
Agente navadno učimo s pomočjo strojnega učenja. Na Sl. 4.1 je predstavljena okvirna 
razvrstitev strojnega učenja. Poznamo tri tipe povratnih informacij, ki nam jih omogoča strojno 
učenje. Zaradi tega, delimo strojno učenje na tri glavna področja: nenadzorovano učenje, 






Sl. 4.1: Okvirna razvrstitev strojnega učenja [19] 
Pri nenadzorovanem učenju agent nima predhodnega znanja o vhodnih podatkih. Te podatke 
agent smiselno razvrsti v skupine, ki so si med seboj podobne. Ena izmed najbolj pogostih 
metod nenadzorovanega učenja je metoda gručenja (ang. clustering), kjer se vhodne podatke 
razdeli na skupine glede na podobnosti med njimi. 
 
Primer:  Razvrščanje odjemalcev elektrike v skupine in tipe odjemalcev, (gospodinjski, 
komercialni, industrijski, javna razsvetljava, …) glede na dnevni diagram porabe 
brez predhodnega znanja o dnevnih diagramih določenih tipov odjemalcev. 
 
Pri nadzorovanem učenju so agentu na voljo vhodni podatki, ki so v paru z izhodnimi podatki. 
Agent se iz podatkov nauči povezav, ki jih uporabi na novih primerih vhodnih podatkov.  
 
Primer: Prepoznavanje zapisanih števil. Agent mora iz slik številk prepoznati, katera 
številka je prikazana. Algoritem se nauči lastnosti in značilnosti iz baze 
podatkov, ki mu je priskrbljena. V tej bazi so vse slike (vhodni podatki) 
povezane s številkami (izhodni podatki).   
 
Okrepljeno učenje omogoča agentu, da se uči na podlagi funkcije nagrajevanja. Agent za svojo 
dejanje prejme nagrado oz. kazen. Cilj agenta je optimizacija te funkcije. Agent svoja dejanja 
izbira glede na pretekle izkušnje ter glede na vhodne podatke (razmere v modelu, …). Velja za 
najbolj uporabljen pristop agentnega učenja. Okrepljeno učenje spodbuja agenta, da povezuje 





Primer:  Igranje računalniških iger, npr. Pacman. Agent deluje na podlagi funkcije 
nagrajevanja, kjer dobi nagrado, ko poje majhne krogce in kazen, če se ga 
dotakne duh. Na podlagi izkušenj se agent nauči hranjenja s krogci, ter 
izogibanja duhovom. 
 
4.2 Okrepljeno učenje 
 
Cilj tega učenja je največja možna skupna vrednost funkcije nagrajevanja. Agent predhodno 
nima znanja o okolju ali o akcijah, ki jih mora izbrati. Agent se mora, s pomočjo nagrad oz. 
kazni, sam naučiti, katere akcije so primerne glede na situacijo. Pri bolj preprostih primerih 
agent dobi nagrado takoj. 
 
Primer:  Imamo robota, ki se plazi po tleh in agenta, ki ga upravlja, naš cilj pa je 
premikanje naprej. Agent bi za vsak gib, ki bi ga storil in se ob tem premaknil 
naprej, prejel nagrado. Če se z gibom ne bi premaknil naprej, nagrade ne bi 
prejel. Če bi se premaknil nazaj, bi prejel kazen. Sčasoma se agent nauči gibe, ki 
mu prinašajo nagrado in s tem se robot premika naprej. 
 
Pri bolj zapletenih izzivih lahko agent dobi nagrado šele na koncu zaporedja različnih akcij oz. 
agent z akcijami ne vpliva samo na nagrado v tej situaciji, ampak vpliva tudi na vse prihodnje 
situacije.  
 
Primer:  Agent nadzira igralca, ki igra šah. Agent dobi glavno nagrado oz. kazen šele na 
koncu igre, ko igro zmaga oz. jo izgubi. Vse pretekle akcije vplivajo na to, ali 
agent dobi nagrado, ali ne. 
 
Ti dve značilnosti učenja; poskušanje in zakasnela nagrada, sta dve izmed najbolj pomembnih 
značilnosti okrepljenega učenja. Izzivi okrepljenega učenja izhajajo iz idej teorije dinamičnih 
sistemov, kot različica optimalno vodenih skritih markovskih verig. Agent mora prepoznati 
stanje, v katerem se nahaja in mora biti sposoben izbrati akcije, ki so za obstoječe stanje najbolj 
primerne, [20]. 
 
V magistrskem delu je uporabljen sistem, ki ima v okolju le enega agenta. Agent mora v tem 
primeru modelirati okolje ter povezave med njima. Agent je tesno povezan z okoljem in je del 
okolja. Za agenta ne obstaja noben drug dejavnik, ki lahko vpliva na okolje, kot je to mogoče v 
sistemih, v katerih je prisotnih več agentov. Okolje ima za agenta pomembne informacije v 
določenem časovnem intervalu, agent pa s svojimi akcijami vpliva na okolje v prihodnosti. 
Agent se s pomočjo nagrad in kazni uči. Na Sl. 4.2 je prikazana preprosta shema okrepljenega 






Sl. 4.2: Preprosta shema okrepljenega učenja [21] 
 
Primer:  Učenje agenta igranja šaha. Pri nadzorovanem učenju bi bilo potrebno definirati 
pravilne akcije za vsako situacijo, s katero se agent sreča, ampak takšni podatki 
so nam redko na voljo. V odsotnosti teh podatkov, se mora agent sam naučiti 
razmerja med modelom in njegovimi akcijami, morda lahko tudi predvidi 
nasprotnikove naslednje korake. Ampak, brez povratnih informacij, katere akcije 
so dobre in katere slabe, agentovo odločanje temelji na izbiri naključnih akcij, 
[18]. 
 
Takšne povratne informacije se imenujejo učenje z nagrado oz. okrepljeno učenje. Okrepljeno 
učenje je bolj usmerjeno proti cilju, kot druge metode strojnega učenja. Pri igrah, kot je npr. 
šah, agent dobi nagrado šele na koncu igre, v drugih okoljih pa se lahko nagrade dodeljuje z 
drugačno frekvenco. Ko se agent uči premikanja, bi lahko vsak premik proti cilju predstavljal 
nagrado. Pri okrepljenem učenju se agent s pomočjo pridobljenih nagrad uči optimalnih 
odločitev za to okolje. Predpostavljeno je, da agent nima predznanja o funkciji nagrajevanja in 
o delovanju okolja. Z drugimi besedami, če si predstavljamo, da igramo igro, katere pravil ne 
poznamo in nam nasprotnik po nekaj korakih oznani, da smo zgubili, bi bil to primer 
okrepljenega učenja, [18], [20]. 
 
4.3 Izvedba približnega Q učenja 
 
Delovanje agenta lahko razdelimo na dva dela. V prvem delu se agent uči, v drugem pa 
uporablja naučeno znanje. V času učenja agent z izbiranjem naključnih akcij raziskuje odzive 
sistema. Po določenem obdobju preide agent v sistem izrabljanja naučenega znanja. Glede na 
znanje, ki ga ima, glede na nagrado izbere akcijo, ki je najbolj primerna glede na razmere v 
omrežju. 
 
Pri Q-učenju bi potrebovali dolg čas učenja, če bi želeli, da se naš agent nauči uporabnih 
povezav v modelu. Naš sistem ima veliko število stanj sistema in diskretizacija takšnega sistema 
bi bila dolgotrajna. Pri približnem Q-učenju, načinu okrepljenega učenja, se dolgotrajnemu času 
učenja izognemo. Namesto diskretizacije vhodnih spremenljivk v končno število stanj za 





povezanimi utežmi (ang. weight, w). Za vsako stanje (ang. state, s) izračuna agent Q vrednosti 
za vse možne akcije (ang. action, a) v tem stanju. Q vrednost predstavlja predvideno vrednost 
izbranih akcij našega agenta. Agent izbira med akcijami z različnimi Q vrednostmi in izbere 
tisto, ki ima največjo vrednost in predstavlja največjo nagrado v naslednjem koraku. Vrednosti 
Q se izračuna s pomočjo (1), [2]. 
 
Q(s, a) = w1 ∙ f1(s, a) + w2 ∙ f2(s, a) + ⋯+w𝑁𝑖 ∙ f𝑁𝑖(s, a) (1) 
 
Obtežena vrednost značilnosti (f) pomnožena s pripadajočo utežjo (w) nam pove, kako bo ta 
značilnost prispevala pri skupnem izračunu Q vrednosti za izbrano akcijo. V času učenja agent 
posodablja uteži po vsaki iteraciji, glede na nagrado, ki jo dobi. Zgornji enačbi je prištet še člen 
(2), ki deluje kot odmik (ang. offset) in izboljša učinkovitost v obdobju učenja, [2]. 
 
w𝑏 ∙ 𝑏 (2) 
 
Celotna enačba za izračun vrednosti je napisana v (3). 
 
Q(s, a) = w1 ∙ f1(s, a) + w2 ∙ f2(s, a) + ⋯+w𝑁𝑖 ∙ f𝑁𝑖(s, a) + w𝑏 ∙ 𝑏 (3) 
 
Značilnosti so izbrane iz informacij, ki so na voljo agregatorju. Med te informacije spadajo cena 
električne energije, napoved porabe v omrežju, ter proizvodnja sončnih elektrarn. Najbolj 
smiselno je izbrati tiste značilnosti, ki najbolj vplivajo na funkcijo nagrajevanja. V ta namen 
smo definirali pojem pozitivnega (PRB) in negativnega ravnovesja bremen (NRB). Izračunan 
je kot razlika med proizvodnjo sončnih elektrarn in napovedano porabo električne energije. 
Definiramo jih z enačbami (4), (5) in (6), [2]: 
 
𝐴 = 𝑃𝑃𝑉 − 𝑃𝐷 
 
𝑃𝑅𝐵 = {
𝐴, 𝐴 ≥ 0




0, 𝐴 ≥ 0










Dve značilnosti smo izbrali zato, da se izognemo povezavam, ki bi jih agent lahko razbral v 
primeru negativnih vrednosti. S tem smo izboljšali učinkovitost v obdobju učenja. Poleg zgoraj 
omenjenih, je ena od značilnosti tudi cena elektrike na veleprodajnem trgu, CH, [2]. 
 
Agent agregator v vsakem koraku, ki traja 15 minut, izbere akcijo, ki je glede na stanje v 
omrežju najbolj primerna. Z izbrano akcijo se spremeni poraba vseh enot s prilagodljivim 
odjemom, s katerimi upravlja agent. Agent lahko izbere eno izmed sedmih akcij, ki so mu na 
voljo. Z akcijo agent vpliva na vse enote v omrežju, ki mu dopuščajo spreminjanje porabe. V 





energijskega bazena oz. časa uporabe (ang. time of use, ToU). Vse enote, katerim agent ne more 
dodeliti akcije oz. jim dodeli akcijo '0' so nastavljene na nevtralne vrednosti, s porabo enako 
polovici nazivne moči enote, [2]. 
 
Na Sl. 4.3 je predstavljen proces agentnega učenja. Na začetku učenja dobi agent/agregator prve 
informacije o sistemu in prve vhodne podatke. V procesu učenja se naključno izbira akcije in 
predlaga nove vozne red. V ostalih korakih učenja izbere akcijo glede na parametre, ki se jih 
nauči. Nov vozni red pošlje operaterjem distribucijskega omrežja. S sistemom semaforja 
preverijo predvidene kakovosti napetosti z novim voznim redom in povratne informacije 
pošljejo agregatorju. S pomočjo teh informacij lahko izračunamo nagrado, ki jo agent prejme. 
Na koncu se posodobijo še uteži, ki jih agent uporablja za izračun Q vrednosti, [2]. 
 
Agentov vozni red



















Sl. 4.3: Poenostavljen diagram poteka procesa učenja agenta [2] 
4.4 Opis procesa učenja pri algoritmu približnega Q učenja 
 
Na Sl. 4.4 je prikazan diagram učenja algoritma približnega Q učenja. Sestavljen je iz osmih 







Sl. 4.4: Shema približnega Q učenja za agregatorjevega agenta [2] 
 
1. Inicializacija algoritma z začetnimi stanji 
Prvi korak se uporabi samo enkrat na začetku učenja. Ne glede na stanje sistema je prva akcija 
naključno izbrana za vse enote s prilagodljivim odjemom. Glede na posamezne omejitve 
energijskega bazena in časa, ko je enota agentu na voljo, se ustvari prvi vozni red, [2]. 
 
2. Preverjanje s sistemom semaforja ter povratna informacija za agenta 
Vozni red enot prilagodljivega odjema se združi s trenutno porabo odjemalcev in proizvodnjo 
sončnih elektrarn. S tem dobimo dejansko stanje v omrežju, ki ga kasneje preverimo s sistemom 
semaforja, [2]. 
 
3. Vpeljava novih voznih redov in preverjanje možnih akcij za naslednji cikel 
Glede na povratno informacijo sistema semaforja, ki zavrne oz. odobri nove vozne rede, agent 
izračuna energijo v energijskem bazenu, ki jo ima na voljo za korak v naslednjih 15 minutah. 
Glede na preostalo energijo in čas uporabe enote agent sestavi možne akcije za naslednji korak, 
[2]. 
 
4. Izračun pričakovanih Q vrednosti za vse akcije, ki so agentu na voljo 
Agent izračuna Q vrednosti za vsako akcijo, ki mu je na voljo. Značilnosti se spreminjajo v 
vsaki iteraciji učenja, [2]. 
 
5. Izbira akcije s pomočjo optimalne Bellmanove enačbe s potencialnimi Q* 
vrednostmi 
Agent izbere akcijo s pomočjo Bellmanove enačbe. Ko agent izbere akcijo (𝑎), se njegovo 
stanje spremeni (s′). V tem delu vpeljemo vrednost Q*(s′, a), ki je odvisna od akcije in novega 
stanja. Agent izbere akcijo glede na najvišjo pričakovano Q* vrednost v naslednjem koraku. 
Bellmanova enačba je prikazana spodaj, [2]. 
 
𝑄∗(𝑠, 𝑎) = max{𝑅(𝑠, 𝑎) + 𝛾 ∙∑𝑝(𝑠𝑗












Spremenljivka NES predstavlja število vseh akcij. Iz teh akcij dobimo nova stanja s′. Optimalna 
vrednost Q∗(s′, a) je definirana kot največja vrednost vsote nagrade R(s, a), ki jo agent prejme 
za izbrano akcijo a v stanju s ter obtežena vrednost Q∗(s′, a) v vseh možnih prihodnjih stanjih 
s′, pomnoženih z verjetnostjo, da agent izbere akcijo a, označeno z p(s′ |s, a). Verjetnosti so 
izračunane z Boltzmannovo metodo raziskovanja, ki je prikazana spodaj (8), (9), (10). Agent 


























Z BT je označen parameter Boltzmannove temperature, z BT je označen del spremembe 
parametra BT, parameter NES predstavlja število korakov agentovega učenja, kjer akcije izbira 
naključno. Na začetku obdobja učenja ima parameter BT veliko vrednost in vse akcije imajo 
isto verjetnost, da so izbrane. Ko se parameter temperature postopoma zniža oz. ko se s časom 
zmanjša (ohladi), imajo akcije, za katere se predvideva višja nagrada, večjo možnost, da so 
izbrane. Agent postopoma prehaja iz raziskovanja v obdobju učenja, v izkoriščanje znanja v 
obdobju delovanja, [2]. 
 
Z  je označen diskontni parameter, ki predstavlja agentove preference trenutne vrednosti Q v 
primerjavi z večjimi vrednostmi Q skozi čas. Z nižjimi vrednostmi diskontnega parametra se 
agent osredotoča na kratkotrajne nagrade, višje vrednosti parametra pa predstavljajo preferenco 
dolgotrajnih nagrad, [2]. 
  
6. Izračun nagrade glede na odziv sistema 
Izbira pravilne funkcije nagrajevanja R(s, a) je pri strojnem učenje ena izmed bolj pomembnih 
stvari, saj se s agent uči akcij glede na velikost nagrade, ki jo prejme. V tem primeru funkcija 
nagrajevanja uči agenta-agregatorja, da se ravna glede na prihodek, ki ga lahko ustvari, ob enem 
pa se izogiba tveganju kazni, ki jih lahko prejme ob zavrnitvi voznih redov. Funkcija 
nagrajevanja je predstavljena spodaj, [2]: 
- Akcija povečanja (1/3,2/3,1): Agent poveča moč enot s prilagodljivim odjemom na 
vrednost, odvisno od vrednosti akcije (𝑃𝑒𝑛𝑜𝑡𝑒 =
𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥
2
+ 𝑎𝑘𝑐𝑖𝑗𝑎 ∙  𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥). 
Nagrada je odvisna od razmerja med urno ceno elektrike na trgu CH in povprečno 
dnevno ceno elektrike na trgu CD. Agent je z nagrado spodbujen, da porablja energijo v 






- Nevtralna akcija (0): Agent deluje z močjo, enako polovici moči posamezne enote s 
prilagodljivim odjemom 𝑃𝑒𝑛𝑜𝑡𝑒 =
𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥
2
. Agent za to izbiro ne prejme nagrade, saj v 
tej akciji ne izkoristi prožnosti enote. 
- Akcija zmanjšanja (-1/3,-2/3,-1): Agent zmanjša moč enot s prilagodljivim odjemom 
na vrednost odvisno od vrednosti akcije (𝑃𝑒𝑛𝑜𝑡𝑒 =
𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥
2
+ 𝑎𝑘𝑐𝑖𝑗𝑎 ∙  𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥). 
Tudi v tem primeru je nagrada odvisna od razmerja med povprečno dnevno ceno 
elektrike in urno ceno elektrike na trgu. Ko je urna cena elektrike večja od povprečne 
dnevne, je agent spodbujen, da zmanjša porabo in s tem zasluži. 
- Akcija povečanja oz. zmanjšanja, ko pride do zavrnitve: Če je nov vozni red 
zavrnjen s strani sistema semaforja, agent prejme kazen. Z vrednostjo kazni direktno 
vplivamo na agentovo učenje in obnašanje. Če je kazen majhna, se agent nanjo ne ozira 
in izbira bolj tvegane akcije, če mu te prinašajo večji zaslužek. Če je kazen velika, se 
agent te akcije izogiba, in s tem upošteva omejitve omrežja. Vrednost kazni je 
nastavljena na 2 in funkcija nagrajevanja ob kazni je nastavljena na 𝑅 = −2. Kazen je 
izbrana, kot polovična vrednost kazni na slovenskem trgu terciarne rezerve, ki znašajo 
4 €/kWh, [22]. 
 
Izračun vrednosti nagrade je prikazan v (11), (12), (13) in (14). 
 
𝑃𝑒,𝑚𝑎𝑥 = 𝑃𝑒𝑛𝑜𝑡𝑒,𝑚𝑎𝑥 
𝑃𝑒 = 𝑃𝑒𝑛𝑜𝑡𝑒 











C𝐻 ∙ 𝑎 ∙
1
2
 𝑃𝑒,𝑚𝑎𝑥 ∙ 𝑇, ((𝑃𝑒 = 0) ∧ (C𝐻 > C𝐷)) ∨ ((𝑃𝐷𝑅 = 𝑃𝑒,𝑚𝑎𝑥) ∧ (C𝐻 < C𝐷))
−C𝐻 ∙ 𝑎 ∙
1
2
 𝑃𝑒,𝑚𝑎𝑥 ∙ 𝑇, ((𝑃𝑒 = 0) ∧ (C𝐻 < C𝐷)) ∨ ((𝑃𝐷𝑅 = 𝑃𝑒,𝑚𝑎𝑥) ∧ (C𝐻 > C𝐷))












7. Posodobitev uteži značilnosti sistema 
Značilnosti 𝑃𝑅𝐵 in 𝑁𝑅𝐵 ne moreta biti večji od nič v istem trenutku. Zaradi tega se lahko v 
enem koraku posodobi le ena utež - tista, katere vrednost je večja od 0. Uteži se posodobijo po 




𝑡 + 𝛼 ∙ ∆𝑄 ∙ 𝑓𝑖(𝑠, 𝑎) 




Parameter označen z 𝛼 predstavlja stopnjo učenja. Pove nam, kakšen vpliv ima ∆Q na 
posodobitev uteži. Višja vrednost 𝛼 predstavlja hitrejše učenje agenta, saj imajo iteracije, ki so 





hitrega učenja je, da nam nekaj primerov, ki odstopajo, lahko poruši dolgotrajen proces učenja. 
𝑄(𝑠′) predstavlja predvidene vrednosti v naslednjem stanju 𝑠′, [2]. 
8. Izvršitev akcije, novi vozni redi se pošljejo sistemu semaforja, proces se ponavlja 
Ko agent izvrši akcijo, se nov vozni red pošlje sistemu semaforja, kjer se cikel sklene in 









5 Preizkus agenta agregatorja 
 
Naučeni model agenta-agregatorja smo želeli preizkusiti na testnem distribucijskem omrežju. 
Njegovo delovanje smo primerjali z delovanjem agenta-agregatorja pri osnovnih privzetkih, 
kot smo ga zasledili v literaturi, [2]. Tega agenta smo imenovali Osnovni agent agregator, 
našega pa Izboljšani agent agregator. 
 
5.1 Testni sistem 
 
Kot standardni testni sistem smo želeli izbrati standardni testni sistem, ki bi zajemal dovolj 
podatkov o proizvodnji obnovljivih virov in porabi različnih distribucijskih odjemalcev. 
Pomagali smo si s poročilom Pariške CIGRE, kjer so predstavljeni modeli omrežij, s katerimi 
bi lahko testirali vpliv uvajanja obnovljivih razpršenih virov električne energije, [23]. Evropski 
model omrežja v poročilu CIGRE zajema vse napetostne nivoje. V tem magistrskem delu bo 
uporabljen le model nizkonapetostnega omrežja, ki omogoča prožnost porabe za raziskave 
povezave z integracijo razpršenih obnovljivih virov. 
 
Na Sl. 5.1 je prikazan model uporabljenega omrežja. Sestavljen je iz SN/NN transformatorja in 
ima radialno strukturo. V omrežju je priključenih 46 odjemalcev, 8 sončnih elektrarn in 8 
prilagodljivih odjemalcev. Porabniki so priključeni kamorkoli vzdolž enega ali več vodov. Del 
vodov v nizkonapetostnem omrežju je, predvsem v mestih, pod zemljo. V tem primeru bomo 
uporabili le nadzemne vode tipa Al 70mm2, [23]. 
 
Vozlišča na Sl. 5.1 so označena z R in oštevilčena od 1 do 18. V omrežje je priključenih 46 
bremen. 18 od teh bremen ima svoj realni dnevni diagram porabe in imajo okroglo oznako. 
Barva oznake nam pove, katere stvari so priključene na tem vozlišču. Če je okrogla oznaka na 
sredini: 
 
- črna, pomeni, da je v vozlišče priključen odjemalec. V vozlišču ni drugih enot, ki bi 
porabljale ali proizvajale elektriko. 
- rumena, pomeni, da je v vozlišče priključena sončna elektrarna, ki predstavlja obnovljiv 
razpršen vir proizvodnje. 
- modra, pomeni, da je v vozlišče priključena enota s prilagodljivim odjemom v obliki 
toplotne črpalke. 
- zelena, pomeni, da sta v vozlišču priključena razpršen vir in enota s prilagodljivim 
odjemom. 
 
Šest bremen označenih s puščicami predstavlja skupine odjemalcev. V skupinah je različno 
število odjemalcev. Skupno predstavljajo dodatnih 28 porabnikov. Ti porabniki so dodani za 



























Sl. 5.1: Model omrežja z prikazanimi razpršenimi viri in prilagodljivimi odjemalci 
 
Opisani CIGRE model predstavlja primer omrežja v Evropi, kjer so omrežja manj zanesljiva, 
kot je bilo slovensko. S programom OpenDSS smo preverili napetostne razmere v stacionarnem 
stanju v omrežju brez priključenih fotonapetostnih modulov, ter enot prilagodljivega odjema. 
Omrežje je bilo premočno in napetostne razmere v omrežju so bile predobre za opazovanje 
strojnega učenja. Model smo želeli testirati na šibkem omrežju, saj bi se tako bolje pokazala 
uspešnost agentovega učenja na napakah, saj bi teh bilo več. Zato je bilo potrebno model 
prilagoditi, da smo lahko opazovali vpliv priključenih obnovljivih razpršenih virov ter enot za 
prilagajanje odjema v omrežje.  
 
5.2 Model agenta in privzetki za simulacijo 
 
Agent vsako iteracijo (ena iteracija predstavlja 15 minut) dobi podatke o proizvodnji sončnih 
elektrarn v omrežju ter o porabi priključenih bremen. Poleg dejanske porabe in proizvodnje v 
tej iteraciji dobi agent tudi napovedano porabo in proizvodnjo za naslednjo iteracijo. Poleg prej 




omenjenih, sta dva od vhodnih podatkov tudi cena elektrike v izbrani uri ter povprečna cena v 
dnevu. 
 
Agent prejema nagrade, če sistem semaforja njegovega novega voznega reda ne zavrne in 
prejme kazen, ko je zavrnjen. 
 
5.2.1 Akcije 
Osnovni agent agregator, povzet po preteklih raziskavah, [2], je imel na voljo tri različne akcije. 
Izbiral je lahko med:  
- Izbrana akcija: -1, kar je pomenilo, da toplotna črpalka obratuje z 0 kW in energijski 
bazen, odvisen od toplotne rezerve, se prazni. Če agent z izbrano akcijo pomaga 
omrežju, prejme za to nagrado. Če agent z izbrano akcijo poslabša razmere v omrežju, 
pa prejme kazen. 
- Izbrana akcija: 0, kar je pomenilo, da toplotna črpalka obratuje v nevtralnem načinu z 
močjo enako polovici nazivne moči. Agent ne izkorišča prožnosti, ki mu jih enota 
omogoča in za svojo akcije ne prejme ne nagrade, ne kazni. 
- Izbrana akcija: 1, kar je pomenilo, da toplotna črpalka obratuje s polno močjo. Če je 
agent z izbrano akcijo pomagal omrežju, je prejle za to nagrado. Če je agent z izbrano 
akcijo poslabšal razmere v omrežju, je prejel kazen. 
 
V osnovnem modelu je lahko agent zvišal, znižal oz. obdržal porabo na začetnem stanju. 
Izboljšani agent-agregator je imel namesto treh na voljo sedem akcij. Poleg osnovnih treh akcij 
(-1, 0, 1) smo definirali še štiri akcije: 
- Izbrana akcija: -0,67. Toplotna črpalka obratuje z dvema tretjinama inštalirane moči 
pod nevtralno mejo in energijski bazen, odvisen od toplotne rezerve, se prazni.  
- Izbrana akcija: -0,33. Toplotna črpalka obratuje z eno tretjino inštalirane moči pod 
nevtralno mejo in energijski bazen, odvisen od toplotne rezerve, se prazni. 
- Izbrana akcija: +0,33. Toplotna črpalka obratuje z eno tretjinama inštalirane moči nad 
nevtralno mejo in energijski bazen, odvisen od toplotne rezerve, se polni.  
- Izbrana akcija: +0,67. Toplotna črpalka obratuje z dvema tretjinama inštalirane moči 
nad nevtralno mejo in energijski bazen, odvisen od toplotne rezerve, se polni.  
 
S tem, ko smo Izboljšanemu agentu dodelili večjo izbiro akcij, bi morali povečati prožnost enot. 
Agentu namreč omogočimo izbiro med akcijami, pri katerih je manjša verjetnost, da bi bil 
njegov vozni red zavrnjen s strani sistema semaforja in bi prejel kazen. Kljub agentovemu 
previdnemu obnašanju in izogibanju kazni ima več možnosti za izbiro akcij, ki predstavljajo 
različna tveganja in različen zaslužek. 
 
5.2.2 Drugi parametri agenta 
Glede na simulacije so se za optimalne parametre izkazali naslednji parametri, [2]: 




- Začetna vrednost parametra BT, ki predstavlja Boltzmannovo temperaturo, je bila 
vrednost 2.  
- Parameter α, ki predstavlja stopnjo učenja, je imel vrednost 0,8. Parameter predstavlja 
utež, ki nam pove, koliko zadnja izkušnja vpliva na spremembo dolgoročne vrednosti 
Q vrednosti.  
- Parameter Γ, ki nam pove kako pomembna je nagrada v naslednjem koraku, znaša 0,9.  
Zadnji parameter je parameter NES, ki predstavlja število intervalov v obdobju učenja. 
Za trenutno konfiguracijo agenta se je izkazalo, da je najbolj primerno število intervalov 
360. 
 
5.3 Simulacijsko okolje 
 
Simulacije omrežja in pretokov moči se izvajajo v programu OpenDSS. OpenDSS (ang. Open 
Distribution System Simulator) je odprtokodno (ang. Open Source) simulacijsko (ang. 
Simulator) orodje, namenjeno za distribucijske sisteme (ang. Distribution System). Namenjeno 
je modeliranju in simulaciji integracije razpršenih virov v omrežje in podpira veliko različnih 
analiz, ki so povezane s pametnimi omrežji in posodabljanjem omrežja. Simulacijsko orodje 
OpenDSS je v uporabi od leta 1997, razvilo ga je podjetje EPRI (ang. Electric Power Research 
Institute), [24]. 
 
MATLAB (ang. Matrix Laboratory) je program podjetja MathWorks in je programsko orodje 
za numerične analize. Program omogoča enostavno izvajanje matričnih operacij, reševanje 
diferencialnih enačb ter grafično prikazovanje rezultatov. V programu MATLAB se izvaja 
agentno učenje in agentovo obnašanje, vpeljava proizvodnje sončnih elektrarn in porabe 
odjemalcev, ter sistem semaforja, ki preuči razmere v omrežju.  
 
Trajanje simulacij je odvisno od količine podatkov, ki nam je na voljo. Podatke za ceno 
elektrike za dan vnaprej (ang. day-ahead) so nam bili na voljo za celo leto 2015. Trajanje 
simulacije je bilo omejeno na eno leto, [2], [4], [25]. 
 
5.4 Ocenjevanje uspešnosti modela 
 
Parametra, s katerima smo opisovali in ovrednotili rezultate, sta naslednja: 
- Odstotek zavrnitev: Parameter je definiran kot kvocient števila zavrnitev posamezne 
akcije in števila ponovitev posamezne akcije. S parametrom smo lahko opazovali, ali se 
agent poslužuje tveganih akcij. 
- Kumulativna nagrada, vsota vseh posameznih nagrad oz. kazni je parameter, s katerim 
smo opazovali skupno uspešnost agenta, saj je cilj agentnega učenja čim večji zaslužek. 
 
Uspešnost našega modela bo težko primerjati z uspešnostjo modela drugih avtorjev, ki so 
uporabljali podobne rešitve, saj se topologija omrežja razlikuje. Sistem semaforja, ki nadzira 
distribucijsko omrežje in odobri oz. zavrne nove vozne rede, pa je močno odvisen od topologije 




omrežja. Pričakujemo lahko, da bi se v primeru stalnih prenapetostnih problemov v omrežju 
agent večkrat odločil za akcijo povečevanja porabe enot s prilagodljivim odjemom. V drugem 
primeru, ko bi bili v omrežju stalni problemi prenizkih napetosti, pa bi se agent verjetno večkrat 







6 Energijski bazen 
 
Pri Osnovnemu agentu agregatorju smo privzeli, da se njegov energijski bazen ponastavi vsakih 
24 ur. Če je agent v prvem dnevu popolnoma izpraznil energijski bazen, je imel v začetku 
novega dne ponovno na voljo poln bazen. Zaradi tega je imel agent v enem letu 365 polnih 
energijskih bazenov, ki jih je lahko izpraznil in ni potreboval vzdrževati ravnotežja med 
polnjenjem in praznjenjem, da bi ustvarjal prihodke.  
 
Ta privzetek ne predstavlja dejanskega stanja v sistemu, saj mora ta energija v vsakodnevnem 
obratovanju od nekod priti. Zato smo želeli algoritem dopolniti tako, da bi omogočal agentu 
napolniti njegov energijski bazen. 
 
6.1 Preprosto polnjenje energijskega bazena 
 
Pri Izboljšanemu agentu agregatorju je bila prvotno v načrtu izvedba sistema povračila energije 
(ang. energy payback). Namesto, da bi se energijski bazen cel dan praznil in se na koncu dneva 
ponastavil na začetno vrednost, smo sistem povračila energije zastavili tako, da se agenta prisili 
in motivira, da proti koncu vsakega dneva posebej samodejno napolni energijski bazen na 
začetne vrednosti. 
 
Problemi v izvedbi so se pojavili, ko smo opazili, da je med obratovanjem distribucijsko 
omrežje večino časa preobremenjeno, napetosti v sistemu pa prenizke. Agent namreč obravnava 
vsako situacijo posebej. Vsakih 15 minut izbere akcijo, ki se mu zdi najbolj primerna in mu 
prinese največjo nagrado glede na situacijo, v kateri se je znašel. Zaradi stanja v omrežju agent 
v večini primerov izbere akcijo, ki prazni energijski bazen in dviga napetosti v sistemu. V tem 
primeru se agent nikoli ne vrne na začetno stanje, če se mu tega ne predpiše.  
 
Od agenta lahko zahtevamo povračilo energije le tako, da ga prisilimo k polnjenju energijskega 
bazena. V nekem trenutku agent zazna, da mora za dosego cilja povračila energije do konca 
dne samo polniti energijski bazen oz. izbirati akcijo 1. Prisilno polnjenje pa bi pomenilo ves 
čas povišan odjem energije, kar bi dodatno zniževalo nivoje napetosti konec dneva. Zaradi 
stanja v omrežju je prisilno polnjenje največkrat zavrnjeno s strani sistema semaforja, saj se 
prisilno polnjenje ne ozira na stanje v omrežju. To pomeni, da agent ne more napolniti 
energijskega bazena do konca. Zaradi velikega števila zavrnitev voznih redov prejme veliko 
število kazni.  
 
V Tab. 6.1 so predstavljeni rezultati za omenjen primer. Agentu zaradi razmer v omrežju sistem 
semaforja nikoli ne zavrne akcije, kjer zmanjša moč enote s prilagodljivim odjemom. Ko je 
agent prisiljen, da napolni energijski bazen in mora izbrati akcijo 1, je zavrnjen v 59 %. Nagrada 
skozi celotno leto zaradi velikega števila zavrnitev predstavlja dodaten strošek in ne zaslužka, 






Tab. 6.1: Rezultati algoritma s prisilnim povračilom energije 
Akcija Zaslužek z akcijo Št. ponovitev 
akcije 




-1 7321 € 8204 0 0 
0 0 € 6349 0 0 
1 -16427 € 20197 12006 59 % 
 
Na Sl. 6.1 je z modro označena količina energije v energijskem bazenu. Kot lahko vidimo, je 
bazen izbrane enote velik 90 kWh. Okrogle zelene oznake predstavljajo konec dneva, trenutek, 
ko bi energijski bazen moral biti poln. Na sliki so predstavljeni le trije zaporedni dnevi in vidimo 
lahko, da večina zavrnitev izhaja iz prisiljenega polnjenja. Le ena zavrnitev ni povezana s 
prisiljenim polnjenjem. Z rdečo so predstavljene zavrnitve. Ko je vrednost zavrnitve 1, to 
pomeni, da je sistem semaforja v tem intervalu zavrnil predlagan vozni red. Vidimo lahko, da 
se v primeru zavrnitev energijski bazen ne spremeni, saj se ne izvede nobena akcija.  
 
 
Sl. 6.1: Prikaz poskusa uvedbe povrnitve energije 
6.2 Izboljšano polnjenje energijskega bazena 
 
Rešitev zgoraj omenjenega problema bi lahko bila, da namesto, da se agent odloči samo za eno 
akcijo vnaprej, na podlagi trenutnih razmer v omrežju, bi moral določiti akcije za 24 ur vnaprej. 
Agent se ne bi odločal le na podlagi nagrade znotraj enega koraka, ampak bi izbral zaporedje 
akcij, ki bi ga na koncu dneva pripeljalo do povračila energije v energijski bazen. Agent bi 
moral poleg novega časovnega okna predvideti tudi, kakšna bodo stanja v omrežju v naslednjih 
24 urah. Kot vhodni podatki so agentu na voljo le: poraba odjemalcev, proizvodnja razpršenih 
virov in cena električne energije na trgu. Bolj oddaljena, kot bi bila napoved, težje bi bilo 





vremenske napovedi, s katerimi bi lažje napovedali proizvodnjo sončnih elektrarn, in modeli 
za napovedovanje porabe. Zaradi pomanjkanja podatkov te rešitve nismo mogli izvesti. 
 
Morali smo poiskati druge rešitve energijskega bazena. Prva sprememba, ki smo jo uspešno 
izvedli, je bila odstranitev ponastavljanja energijskega bazena po pretečenih 24 urah. Agent ima 
tako na voljo le en poln energijski bazen za celo leto in z njegovim polnjenjem in praznjenjem 
ustvarja prihodke. Ko je agent energijski bazen izpraznil, so mu preostale na voljo le še akcije 
polnjenja in nevtralnega stanja. Če je agent ocenil, da situacija v omrežju dopušča polnjenje 
energijskega bazena, se je agent za njo odločil, saj v nevtralnem položaju ni dobil nagrad. 
Število zavrnitev sistema semaforja, in s tem število kazni, se je tako zmanjšalo. 
 
Kot lahko vidimo na Sl. 6.2, kjer je z modro predstavljen energijski bazen, zavrnitev v tem 
primeru ni. Energijski bazen je večino časa prazen in agent se odloči za akcijo polnjenja, ko je 
stanje v omrežju primerno. 
 
 
Sl. 6.2: Prikaz odstranitve ponastavljanja energijskega bazena 
 
V Tab. 6.2 so prikazani rezultati za celo leto. V celem letu je agent dobil 17 kazni zaradi 
zavrnjenega voznega reda. Vse so bile znotraj obdobja učenja, ko je agent izbiral naključne 
akcije. 
 
Tab. 6.2: Rezultati algoritma brez vsakodnevnega ponastavljanja energijskega bazena  
Akcija Zaslužek z akcijo Št. ponovitev 
akcije 









0 0 € 23577 0 0 








7 Predstavitev rezultatov 
 
Da bi ponazorili učinkovitost algoritmov Izboljšanega agenta agregatorja, smo simulirali 
različna stanja in rezultate grafično primerjali. V zaporedju predstavljamo časovni potek 
agentovega delovanja in tabelo z rezultati za posamezne algoritme. Primerjali bomo tudi 
algoritme glede na parametre, s katerimi ocenjujemo uspešnost modela. 
 
7.1 Rezultati posameznih algoritmov 
 
Na vseh slikah, kjer primerjamo učinkovitost posameznih agentnih algoritmov, je z modro 
barvo označen nivo energijskega bazena v kWh. Z oranžno barvo je označena zavrnitev novih 
voznih redov s strani sistema semaforja. Vrednost zavrnitve 1 pomeni, da je sistem semaforja 
vozni red zavrnil, vrednost 0 pa pomeni, da je bil nov vozni red sprejet. Majhni zeleni krogci 
na slikah predstavljajo interval, ko se začne nov dan in je ura polnoč. 
 
Slike bodo predstavljale le izbran časovni interval, saj je celoletni pogled nepregleden. Izbran 
je prikaz treh dni, saj omogoča boljšo interpretacijo rezultatov in predstavlja dovolj širok nabor 
podatkov, da lahko opazujemo trende upravljanja s prilagodljivimi odjemalci. 
 
7.1.1 Osnovni agent agregator 
Algoritem Osnovnega agenta, predstavljen v članku [2], je bil uporabljen na spremenjenem 
CIGRE omrežju. Naštetih je še nekaj osnovnih značilnosti algoritma: 
- Agent izbira med tremi različnimi akcijami (-1, 0, 1), 
- Energijski bazen enot s spremenljivim odjemom se dnevno ponastavi na začetno (polno) 
vrednost, 
- Čas učenja traja 360 intervalov po 15 minut, kar predstavlja 3 dni in 18 ur. 
 
Rezultati delovanja Osnovnega agenta agregatorja so prikazani na Sl. 7.1. Opazimo lahko, da 








Sl. 7.1: Energijski bazen izbranega intervala algoritma Osnovnega agenta 
V Tab. 7.1 lahko vidimo rezultate algoritma Osnovnega agenta. Za vsako akcijo je prikazan 
zaslužek, št. ponovitev, št. zavrnitev in odstotek zavrnitev. 
Tab. 7.1: Skupni rezultati algoritma Osnovnega agenta 
Akcija Zaslužek z 
akcijo 
Št. ponovitev akcije Št. zavrnitev pri 
izbrani akciji 
Odstotek zavrnitev pri 
akciji 
-1 24970 € 24053 0 0 
0 0 € 8725 0 0 
1 1764 € 1972 23 1,2 
 
V Tab. 7.2 so prikazani le rezultati v času učenja. Rezultati so podani za vsako akcijo posebej. 
Vidimo lahko, daje agent zavrnjen le pri akcijah polnjenja energijskega bazena. 
Tab. 7.2: Rezultati učenja algoritma Osnovnega agenta  








-1 271 € 245 0 0 
0 0 € 72 0 0 
1 -17 € 43 19 44,2 % 
 
V Tab. 7.3 so prikazani le rezultati v času delovanja. Pri akcijah praznjenja energijskega bazena 





Tab. 7.3: Rezultati delovanja algoritma Osnovnega agenta  
Akcija Zaslužek z 
akcijo 
Št. ponovitev akcije Št. zavrnitev pri 
izbrani akciji 
Odstotek zavrnitev pri 
akciji 
-1 24699 € 23808 0 0 
0 0 € 8653 0 0 
1 1781 € 1929 4 0,2 % 
 
Algoritem ima velik zaslužek, saj se mu vsak dan napolni energijski bazen in v vsakem trenutku 
lahko izbere akcijo, ki mu prinaša največjo nagrado. Izkaže se, da v 68,5 % primerih agent 
izbere akcijo praznjenja energijskega bazena. To akcijo bi lahko agent ob onemogočenem 
ponastavljanju energijskega bazena izbral manjkrat, saj bi moral energijski bazen najprej 
napolniti, če bi ga želel kasneje izprazniti.  
 
7.1.2 Algoritem z odstranjenim ponastavljanjem energijskega bazena 
Glavna predpostavka pri Izboljšanem agentu je odstranitev ponastavljanja energijskega bazena. 
Če agent izprazni energijski bazen, ima na voljo le nevtralno akcijo in akcijo polnjenja. Kot 
smo videli v Tab. 7.1, je bil agent zavrnjen le pri akcijah polnjenja.  
  
Intervali, prikazani na Sl. 7.2, predstavljajo tri dni, ki dokaj dobro predstavijo obnašanje agenta. 
Če želi agent energijski bazen izprazniti, ga mora najprej napolniti. Agent polni bazen le, če za 
akcijo pričakuje nagrado.  
 
 





V Tab. 7.4 lahko vidimo, da agent največkrat (67,8 %) izbere nevtralno akcijo, ko oceni, da 
nobena od akcij ni primerna oz. ima prazen energijski bazen, za akcijo polnjenja pa ne pričakuje 
nagrade. 
Tab. 7.4: Skupni rezultati algoritma Izboljšanega agenta z odstranjeno ponastavitvijo 
energijskega bazena 
Akcija Zaslužek z 
akcijo 
Št. ponovitev akcije Št. zavrnitev pri 
izbrani akciji 
Odstotek zavrnitev pri 
akciji 
-1 5362 € 5604 0 0 
0 0 € 23578 0 0 
1 4862 € 5568 28 0,5 % 
 
Rezultati v času učenja so predstavljeni v Tab. 7.5. Agent je zavrnjen le pri akcijah polnjenja 
energijskega bazena. 
Tab. 7.5: Rezultati obdobja učenja algoritma Izboljšanega agenta z odstranjeno ponastavitvijo 
energijskega bazena 








-1 77 € 80 0 0 
0 0 236 0 0 
1 -43 € 44 28 63,6 % 
 
Vse zavrnitve nastopajo v obdobju učenja agenta. Skupaj je le 28 zavrnitev. V Tab. 7.6 vidimo, 
da v celem letu, agent ni niti enkrat bil zavrnjen. Agent se je zelo dobro naučil izogibati se 
zavrnitvam in upoštevati omejitve omrežja. 
Tab. 7.6: Rezultati obdobja delovanja algoritma Izboljšanega agenta z odstranjeno 
ponastavitvijo energijskega bazena 








-1 5285 € 5524 0 0 
0 0 € 23342 0 0 
1 4905 € 5524 0 0 
 
7.1.3 Algoritem Izboljšanega agenta s sedmimi akcijami 
V prejšnjem primeru je Izboljšani agent lahko izbiral le med tremi akcijami. V tem podpoglavju 
smo predlagali večje število akcij, saj akcije predstavljajo možnosti, med katerimi lahko agent 
izbira. Z večjim številom akcij agent pridobi več različnih stopenj za upravljanje enot s 





Cilj je bil tudi zmanjšanje števila nevtralnih akcij, saj bi s tem povečali nagrado, ki jo agent 
prejme.  
 
Ko je energijski bazen prazen, lahko agent s tremi akcijami izbira le med akcijo polnjenja 
bazena in akcijo normalnega obratovanja, kjer se nivo energijskega bazena ne spremeni. Če 
agent izbira med tema dvema akcijama in oceni, da z akcijo polnjenja energijskega bazena 
(obratovanje enote s 𝑃𝑚𝑎𝑥) tvega zavrnitev s strani sistema semaforja, mu ne preostane drugega, 
kot da izbere nevtralno akcijo, ki ne omogoča zaslužkov. Če pa ima agent na voljo sedem akcij 
in oceni, da z akcijo 1 (obratovanje enote s 𝑃𝑚𝑎𝑥) tvega zavrnitev s strani sistema semaforja, 
ima na voljo še dve drugi akciji (obratovanje enote s 
1
3
𝑃𝑚𝑎𝑥  ), pri katerih je tveganje lahko 
manjše. Obdobje učenja agenta je ostalo nespremenjeno in je bilo dolgo 360 intervalov. Na Sl. 
7.3 so prikazani trije dnevi, ki prikazujejo spremembe energijskega bazena. 
 
 
Sl. 7.3: Energijski bazen izbranega intervala algoritma s sedmimi akcijami 
Podobno kot pri prejšnjih različicah lahko v Tab. 7.7 vidimo, da je agent zavrnjen le pri akcijah 
polnjenja energijskega bazena. 
Tab. 7.7: Skupni rezultati algoritma Izboljšanega agenta s sedmimi akcijami 








-1 2906 € 3038 0 0 
-0,67 3058 € 3046 0 0 
-0,33 2505 € 2488 0 0 
0 0 € 19007 0 0 
0,33 1035 € 1196 16 1,3 % 





1 3910 € 4409 7 0,2 % 
V Tab. 7.8vidimo, da v obdobju učenja vse zavrnitve nastopajo pri akcijah polnjenja. 
Tab. 7.8: Rezultati obdobja učenja algoritma Izboljšanega agenta s sedmimi akcijami 








-1 44 € 46 0 0 
-0,67 36,4 € 37 0 0 
-0,33 62,2 € 60 0 0 
0 0 € 139 0 0 
0,33 2,8 € 44 13 29,5 % 
0,67 -4,1 € 18 7 38,9 % 
1 -6,8 € 16 7 43,8 % 
 
V Tab. 7.9 vidimo, da je agent v večini primerov izbral nevtralno akcijo. V celem letu delovanja 
je bil zavrnjen le v 0,3 %. 
Tab. 7.9: Rezultati obdobja delovanja algoritma Izboljšanega agenta s sedmimi akcijami 








-1 2862 € 2992 0 0 
-0,67 3022 € 3009 0 0 
-0,33 2442 € 2428 0 0 
0 0 18868 0 0 
0,33 1032 € 1152 3 0,3 % 
0,67 1378 € 1548 0 0 
1 3917 € 4393 0 0 
 
7.1.4 Algoritem Izboljšanega agenta z daljšim obdobjem učenja 
V prejšnji različici smo spremenili število akcij, med katerimi lahko Izboljšani agent izbira, 
medtem, ko je obdobje učenja ostalo nespremenjeno in je trajalo 360 intervalov. Agent v 
obdobju učenja naključno izbira med akcijami in opazuje odziv sistema. V primeru treh akcij 
bi agent v povprečju vsaki akciji namenil 120 intervalov. Spremenjen agent s sedmimi akcijami 
pa bi v povprečju vsaki akciji namenil približno 50 intervalov. Opazovali bomo, kako dolžina 
obdobja učenja vpliva na parametre, s katerimi opazujemo sistem. 
 
V Tab. 7.10 so predstavljeni skupni rezultati. Zaradi daljšega trajanja učenja je število zavrnitev 







Tab. 7.10: Skupni rezultati algoritma Izboljšanega agenta z daljšim obdobjem učenja 








-1 2843 € 2972 0 0 
-0,67 3094 € 3088 0 0 
-0,33 2493 € 2462 0 0 
0 0 € 18938 0 0 
0,33 1050 € 1345 57 4,2 % 
0,67 1337 € 1589 27 1,7 % 
1 3772 € 4356 38 0,9 % 
 
V Tab. 7.11 so predstavljeni rezultati v obdobju učenja. Akcije so izbrane naključno. Vse 
zavrnitve nastopijo pri polnjenju energijskega bazena. To pomeni, da so v omrežju problemi s 
prenizkimi napetostmi. 
Tab. 7.11: Rezultati obdobja učenja algoritma Izboljšanega agenta z daljšim obdobjem učenja 








-1 71 € 75 0 0 
-0,67 59 € 59 0 0 
-0,33 83 € 80 0 0 
0 0 € 432 0 0 
0,33 -45 € 118 53 44,9 % 
0,67 -13 € 73 27 37,0 % 
1 -56 € 63 38 60,3 % 
 
V Tab. 7.12 so predstavljeni rezultati v obdobju delovanja agenta. Podobno kot pri agentu s 
krajšim obdobjem učenja se agent dobro nauči izogibati se kaznim. V celem letu pride le do 
štirih zavrnitev. Agent pri praznjenju energijskega bazena uporablja vse akcije približno 
enakomerno. Pri polnjenju energijskega bazena v večini primerov uporablja akcijo 1. Ko so v 
določenem obdobju dneva razmere primerne za polnjenje, je cilj agenta, da najhitreje napolni 
energijski bazen. Akcija 1 mu prinese tudi največjo nagrado. Pri praznjenju energijskega bazena 
pa se poleg omejitev zaradi razmer v omrežju pojavlja tudi omejitev zaradi praznega 
energijskega bazena. 
Tab. 7.12: Rezultati obdobja delovanja Izboljšanega agenta z daljšim obdobjem učenja 








-1 2771 € 2897 0 0 
-0,67 3035 € 3029 0 0 





0 0 € 18506 0 0 
0,33 1096 € 1227 4 0,3 % 
0,67 1350 € 1516 0 0 
1 3828 € 4293 0 0 
  
7.2 Primerjava algoritmov 
7.2.1 Primerjava kumulativnih nagrad 
Kot lahko vidimo na Sl. 7.4 in v Tab. 7.13, ima na dolgi rok največjo nagrado algoritem 
Osnovnega agenta (na sliki označen kot Nespremenjen). Pri Osnovnem algoritmu se vsak dan 
ponastavi energijski bazen na prvotno vrednost. Omrežja so v večini primerov preobremenjena 
in napetosti previsoke, tako, da se algoritmu največkrat obrestuje akcija praznjenja energijskega 
bazena in nižanja napetosti v omrežju.  
 
 
Sl. 7.4: Kumulativna nagrada vseh različic algoritma 
Ker pri Osnovnem agentu energijski bazen ni nikoli izpraznjen, lahko agent vedno znova izbere 
akcijo praznjenja. Ta različica agenta predvideva neskončen energijski bazen in ne predstavlja 
najbolj realne možnosti. Kot primer enot s prilagodljivim odjemom smo izbrali toplote črpalke. 
Toplotne črpalke zagotavljajo prožnost s pomočjo hranilnikov toplote in toplotne vztrajnosti. 
Neskončen energijski bazen predstavlja neskončen hranilnik toplote, ki pa ni realen.  
 
Ostale različice algoritma Izboljšanega agenta imajo bolj realne predpostavke, vendar imajo 
zato manjše kumulativne nagrade. Modra krivulja predstavlja algoritem s tremi akcijami in 
odstranjenim ponastavljanjem energijskega bazena. Rumena in oranžna krivulja pa 
predstavljata algoritem s sedmimi akcijami in različnim časom učenja. Kumulativne nagrade 





bolj realnih različic algoritma, pa vidimo, da večje število akcij prinaša večji zaslužek. Obdobje 
učenja pa je bilo dobro izbrano v prejšnjem primeru in daljše obdobje nima večjega vpliva. 
 
Tab. 7.13: Parametri uspešnosti štirih različic algoritma 
Različica algoritma Kumulativna nagrada po 
enem letu 
Skupni odstotek zavrnitev 




10 224 € 0,080 % 
Algoritem s sedmimi 
akcijami 
14 790 € 0,086 % 
Daljše obdobje učenja 14 592 € 0,35 % 
 
7.2.2 Primerjava algoritmov z različnim številom akcij 
V Tab. 7.14 lahko opazimo, da ima agent s sedmimi akcijami več zavrnitev. Število zavrnitev 
se je iz 28, pri agentu s tremi akcijami, dvignilo na 30, pri agentu s sedmimi akcijami. Povečala 
se je tudi kumulativna nagrada, saj je agent s sedmimi akcijami približno 4500-krat manj izbral 
nevtralno akcijo. Zaradi malega števila zavrnitev je večina izmed 4500 primerov povečala 
skupno nagrado. 









Agent s tremi 
akcijami 
10 224 € 0,080 % 23578 
Agent s sedmimi 
akcijami 
14 790 € 0,086 % 19007 
 
V Tab. 7.15 vidimo razporeditev akcij agenta, izraženo v odstotkih. Namesto 67,8 % nevtralnih 
akcij agent s sedmimi akcijami izbere nevtralno akcijo je v 54,9 %. Med pozitivnimi akcijami 
agent s sedmimi akcijami največkrat (35,7 %) izbere akcijo +0,67. Med negativnimi akcijami 
agent s sedmimi akcijami največkrat (61,9 %) izbere akcijo -1.  
 
Tab. 7.15: Primerjava izbranih akcij prikazanih v odstotkih 
 Agent s tremi akcijami Agent s sedmimi akcijami 
Pozitivne akcije 16,0 % 24,5 % 





Negativne akcije 16,0 % 20,6 % 
 
7.2.3 Primerjava algoritmov z različnim obdobjem učenja 
Predstavljena algoritma Izboljšanega agenta se razlikujeta le v trajanju obdobja učenja. 
Algoritem s krajšim obdobjem učenja je imel skupno 30 zavrnitev. V obdobju učenja je bilo 27 
zavrnitev, 3 pa v obdobju delovanja. Algoritem z daljšim obdobjem je skupno imel 122 
zavrnitev. V obdobju učenja je bilo 118 zavrnitev, 4 pa v obdobju delovanja. 
 
Kumulativna nagrada je pri algoritmu s krajšim obdobjem učenja večja za približno 198 € v 
celem letu. Opazimo lahko, da je daljše obdobje učenja zanemarljivo pripomore k boljšemu 
delovanju agenta. Razlika je zanemarljiva v primerjavi z večjim številom zavrnitev v obdobju 
učenja, saj to traja dlje. Na Sl. 7.5 lahko opazimo, da se agenta v obdobju delovanja (po 900. 
intervalu) obnašata podobno in sta krivulji kumulativne nagrade približno vzporedni. 
 





7.2.4 Primerjava razporeditve akcij po urah glede na število akcij 
Na Sl. 7.6 je v odstotkih prikazana razporeditev akcij v posamezni uri. Z modro barvo so 
označene akcije praznjenja energijskega bazena, z zeleno barvo so označene nevtralne akcije 
in z rumeno barvo akcije polnjenja energijskega bazena.  
 
Vidimo lahko, da v prvi tretjini Izboljšani agent večinoma izbira nevtralne akcije. Agent 
največkrat polni energijski bazen v 13. uri dneva. V drugi tretjini dneva agent večinoma izbira 
akcije polnjenja, vendar so prisotne tudi akcije praznjenja energijskega bazena. Agent 
največkrat prazni energijski bazen v 19. uri dneva. 
 
Sl. 7.6: Urna razporeditev akcij prikazana v odstotkih za algoritem s tremi akcijami 
Na Sl. 7.7 je v odstotkih prikazana razporeditev akcij v posamezni uri. Prikazana je razporeditev 
Izboljšanega agenta s sedmimi akcijami. Podobno kot pri prejšnji sliki nam barva pove vrsto 
akcije. Temno modra barva predstavlja akcijo praznjenja energijskega bazena '-1', zelena 
predstavlja nevtralno akcijo in rumena predstavlja akcijo polnjenja energijskega bazena. 












7.3 Vplivi na delovanje agenta 
7.3.1 Vpliv cene 
Na Sl. 7.8 so po urah prikazane akcije agenta. Poleg akcij prikazanih v stolpcih, je prikazana 
tudi urna cena elektrike (rdeča krivulja). 
 
 
Sl. 7.8: Vpliv cene kot vhodnega parametra na izbiro akcij 
Cena je bila za boljšo predstavo normalizirana z min-max normalizacijo. To pomeni, da se od 
vrednosti odšteje minimalna vrednost in dobljeno vrednost se deli z razliko maksimalne in 







Agent dobi največjo nagrado za akcije praznjenja energijskega bazena, ko je cena elektrike 
najvišja. Cena je najvišja v 19. in 20. uri. V urah z visoko ceno prevladujejo akcije praznjenja. 
V 19. in 20. uri predstavljajo akcije praznjenja približno 60 % vseh akcij. Agent izbira akcije v 
skladu z vhodnimi podatki. 
 
Polnjenje energijskega bazena se agentu najbolj obrestuje, ko je cena elektrike najnižja. Cena 
je najnižja v zgodnjih urah. V teh urah agent nikoli ne polni energijskega bazena. Agent se 
obnaša drugače, kot bi bilo pričakovano, če bi pri izbiri upoštevali le ceno elektrike. V poglavju 








7.3.2 Vpliv sončnih elektrarn ter napetosti v sistemu 
Na Sl. 7.9 je poleg akcij, prikazanih v urnih stolpcih, prikazana tudi proizvodnja sončnih 
elektrarn (črna krivulja) in napetost vozlišča (vijolična krivulja). Proizvodnja elektrarn ima 
standardno obliko, največjo moč doseže v urah, ko je sonce najmočnejše. Proizvodnja je 
normalizirana na enak način, kot urna cena. 
  
Napetost je prikazana za vozlišče označeno z R18 na Sl. 5.1. Vidimo lahko, da je vozlišče R18 
najbolj oddaljeno od transformatorja in ima poleg odjemalcev priključeno tudi enoto s 
prilagodljivim odjemom. Napetosti so prikazane v enoti p.u. (ang. per unit). 
 
 
Sl. 7.9: Vpliv proizvodnje sončnih elektrarn in napetostnih omejitev omrežja na izbiranje 
akcij 
V zgodnjih urah dneva so napetosti nekoliko nad dovoljeno mejo 0,9 p.u. in znašajo približno 
0,92 p.u. Sončne elektrarne ne proizvajajo elektrike. Agent izbira večinoma nevtralne akcije, 
nekaj je tudi akcij praznjenja energijskega bazena, ki višajo napetosti v omrežju. Kljub ugodni 
ceni za polnjenje energijskega bazena na Sl. 7.8 vidimo, da ga agent ne polni. Polnjenje je v teh 
urah zaželeno, vendar razmere v omrežju tega ne dopuščajo. 
 
V drugi tretjini dneva je prisotna proizvodnja sončnih elektrarn. Sončne elektrarne so 
priključene pri različnih odjemalcih. Razporeditev v omrežju vidimo na Sl. 5.1. S proizvodnjo 
sončnih elektrarn narastejo tudi napetosti v omrežju. Kljub relativno visoki ceni v tem delu 
dneva, prevladujejo akcije polnjenja energijskega bazena. Z akcijami polnjenja se napetosti v 
omrežju nižajo. Napetosti v urah z največjo proizvodnjo sončnih elektrarn, zaradi enot s 
prilagodljivim odjemom, v povprečju ne presegajo 0,98 p.u. Razmere v omrežju ne dopuščajo 






V zadnji tretjini dneva sončne elektrarne ne proizvajajo elektrike. Cene so takrat v omrežju 
najvišje. Zaradi nizkih napetosti v omrežju, agent lahko izbira akcije praznjenja, saj z njimi viša 
napetost. Kljub pomoči agenta, so napetosti v 19. uri pod mejo 0.9 p.u. Polnjenje v teh urah ni 
mogoče in zaradi visokih cen niti ni zaželeno. 
 
V Tab. 7.16 so zgornje ugotovitve strnjene in predstavljene na bolj pregleden način. Vidimo 
lahko, da le v zadnjih osmih urah dneva agent izbira akcije, ki so najbolj primerne glede na 
ceno. V drugih dveh je agent omejen z napetostnimi razmerami v omrežju. Če bi se agent ravnal 
izključno po ceni, bi bil v dveh tretjinah dneva zavrnjen s strani sistema semaforja. 
 













0-8 Nizka Polnjenje Ne proizvajajo Nizke Občasno 
praznjenje 
8-16 Visoka Praznjenje Visoka proizvodnja Visoke Polnjenje 
















Predstavitev razmer v omrežju 
Distribucijski sistem se z integracijo razpršenih obnovljivih virov in prilagodljivih odjemalcev 
spreminja. Razpršene sončne elektrarne na koncu dolgih radialnih omrežij dvigajo napetosti in 
omrežja temu niso prilagojena. Agregator, ki bi lahko prilagodljive odjemalce združil v 
skupine, bi lahko deloval v smeri čim večjega zaslužka na trgu z energijo, ali pa bi deloval kot 
podpora omrežju. Cilj agregatorja bi bil lahko npr. povečanje zaslužkov. Če bi se agregator 
ravnal glede na ceno, bi polnil energijske bazene prilagodljivih odjemalcev ponoči, ko so cene 
v omrežju najnižje. Ponoči v omrežju večinoma nastopajo podnapetosti, zato bi se z 
vključevanjem prilagodljivih odjemalcev napetosti še bolj znižale in razmere v omrežju bi se 
poslabšale. Potreben bi bil sistem, ki bi lahko nadziral agregatorje. 
 
Rešitve za operaterje distribucijskih omrežij 
Operaterji distribucijskih omrežij sistema, ki bi jim omogočal nadzor nad vključevanjem 
prilagodljivih odjemalcev, pogosto še nimajo. V ta namen smo predlagali sistem semaforja, ki 
je bil predstavljen v projektu INCREASE. Sistem semaforja bi se vključil kot del naprednega 
centra vodenja distribucijskega omrežja (ADMS) in bi omogočil, da operaterji distribucijskih 
omrežij odobrijo ali zavrnejo nove vozne rede. Če bi bile napetosti v omrežju nizke in bi jih 
prilagodljivi odjemalci zvišali, bi bil nov vozni red odobren. V nasprotnem primeru, bi sistem 
nov vozni red zavrnil, pristojnega agenta pa penaliziral.  
 
Rešitve za agregatorje 
Ukrepe agregatorja lahko simuliramo z inteligentnim agentom. Ta v znanih situacijah dobro 
ponazori delovanje agregatorja, in njegove akcije lahko intuitivno potrdimo. Pomembna 
prednost agenta pa je, da se znajde tudi v situacijah, ko so razmere v sistemu ali na trgih 
nepredvidljive, zato je agent kot simulacijsko orodje zelo uporaben za agregatorja. 
 
Glede na lastnosti obratovanja elektroenergetskega sistema je za agentno učenje najbolj 
primerno okrepljeno učenje. Pogosto uporabljeno Q-učenja za naš primer ni ustrezno, saj zaradi 
diskretizacije sistema zahteva daljše obdobje učenja. V obdobju učenja agent naključno izbira 
akcije in velik teh del akcij je zavrnjen. Zaradi zavrnjenih akcij je agent finančno penaliziran. 
Sklepamo lahko, da bi v obdobju učenja agent lahko utrpel več škode kot pridobil koristi 
kasneje, v obdobju delovanja. 
 
Za naš primer smo uporabili algoritem približnega Q-učenja. Pri približnem Q-učenju 
diskretizacija celotnega sistema ni potrebna, saj za opisovanje sistema uporabimo poljubno 
število obteženih značilnosti, s katerimi lahko opišemo sistem. V obdobju učenja agent 
posodablja uteži in se nauči opisovati sistem. Obdobje učenja traja približno štiri dni in pri 
skupnem obdobju celega leta ne predstavlja bistvenega dela. Po obdobju učenja lahko agent 








Osnovni model agenta agregatorja, ki je bil predstavljen v članku [2], smo nadgradili v 
Izboljšanega agenta agregatorja. Prva nadgradnja je bila odstranitev ponastavljanja 
energijskega bazena. Ta izboljšava zagotavlja realnejši primer, saj nimamo neskončnega 
energijskega bazena, iz katerega lahko dnevno črpamo. Druga nadgradnja je bila povečanje 
števila akcij, med katerimi lahko agent izbira. Izkazalo se je, da večje število akcij agentu 
omogoča večjo prožnost. Rezultati so predstavljeni v Tab. 7.15. 
 
Na koncu smo predstavili rezultate naše raziskave. Vplivi na agentovo odločanje so 
predstavljeni na Sl. 7.8 in Sl. 7.9. V skladu s hipotezo se agent ne odloča izključno na podlagi 
cene elektrike. Velik vpliv pri odločanju imajo razmere v omrežju, saj je cilj agenta tudi 
izogibanje kaznim, ki manjšajo njegov zaslužek. Čeprav so cene v zgodnjih urah dneva nizke 
in zaradi tega primerne za polnjenje energijskega bazena, se agent za te akcije ne odloča, saj 
mu napetosti v omrežju tega ne dopuščajo. Prav tako se agent ne odloča za praznjenje 
energijskega bazena v sredini dneva, ko so cene relativno visoke. Razmere v omrežju mu tega 
ne dopuščajo. V zadnji tretjini dneva, ko cene v povprečju dosežejo najvišje vrednosti, se agent 
odloča za akcije praznjenja energijskega bazena in s tem veča svoj zaslužek. 
 
Predlogi za nadaljevanje 
Uporabljeni agent izbira akcije le za naslednji interval (naslednjih 15 minut). Napovedi 
proizvodnje in porabe so dostopne tudi za daljši čas, npr. 24 ur vnaprej. Smiselno bi bilo razširiti 
napovedovanje agenta na 24 ur (ali dlje), saj menimo, da bi s tem še izboljšali ekonomski izplen. 
Z vpeljavo 24 urnega napovedovanja bi lahko poskusili tudi z uvedbo povračila energije. S 
povračilom energije agent ne bi končal dneva s praznim energijskim bazenom in bi bil bolje 
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10.3 Priloga 3: Seznam uporabljenih kratic 
 
ADMS Napredni center vodenja distribucijskega sistema (ang. Advanced 
Distribution Management System) 
CAIDI Indeks povprečnega trajanja prekinitev uporabnika (ang. Customer Average 
Interruption Duration Index) 
NN Nizkonapetostno (ang. Low Voltage) 
NRB Negativno ravnovesje bremen (ang. Negative Load Balance) 
PRB Pozitivno ravnovesje bremen (ang. Positive Load Balance) 
SAIDI Indeks povprečnega trajanja izpada sistema, ang. System Average 
Interruption Duration Index) 
SAIFI Indeks povprečne frekvence izpada Sistema, ang. System Average 
Interruption Frequency Index). 
SN Srednjenapetostno (ang. Medium Voltage) 
 
