The analysis of complex networks is of major interest in various fields of science. In many applications we face the challenge that the exact topology of a network is unknown but we are instead given information about distances within this network. The theoretical approaches to this problem have so far been focusing on the reconstruction of graphs from shortest path distance matrices. Often, however, movements in networks do not follow shortest paths but occur in a random fashion. In these cases an appropriate distance measure can be defined as the mean length of a random walk between two nodes -a quantity known as the mean first hitting time.
Introduction
The problem of reconstructing a graph from its distance matrix, i.e. the matrix containing the pairwise distances between the nodes, naturally arises in many situations. They range from the inference of phylogenetic trees [15] and the analytic study of memory [14] to the modeling of traffic networks [8, 9] and the analysis of Internet infrastructures [10] . First brought to the attention of theoreticians by Hakimi and Yau in 1965 [20] , many efforts were made to cope with this problem. Dress [16] proved that any shortest path distance matrix can be realized by a minimum weight graph. In the case of trees, efficient algorithms how to find this optimal solution have been developed [6, 2, 26, 13] . For general graphs, however, the problem is much harder to tackle. Indeed, it was shown to be NP-complete by Althöfer [1] , if the distance matrix has integer entries. Although many heuristic methods have been proposed [26, 25, 24, 22, 28] , computing optimal realizations of general distance matrices is still difficult.
So far, in the context of the distance realization problem outlined above, 'distance' has been defined as the length of the shortest path between two nodes. In many applications, however, this measure is not appropriate; when using it on dynamic networks, for example, we assume that the moving entities have perfect information about the network topology as well as the ability to determine the shortest path between two nodes. Often it is more realistic to model movements on graphs as random walks [21, 7] . A random walker -after starting out at some given position -iteratively chooses its new position randomly from among its current neighbors according to some probability distribution until it reaches its destination. Therefore, distance measures based on the expected duration of a random walk are often more suitable than the shortest path metric [11] .
In weighted graphs, different distance measures require different interpretations of the edge weights. In the context of shortest path metrics, these are usually thought of as the length of the edges. However, this is not a suitable interpretation any more when working with random walks. Here the weights tell how frequently a certain edge is used. To illustrate this, assume we have two nodes in a traffic network that are connected by an edge carrying a very small weight. Then, the 'shortest path interpretation' of this situation is that these two nodes are very close. The 'random walk interpretation', however, is that there is very little traffic between these two nodes. So, if one wants to analyze a network using both shortest path and random walk distance measures, the weights have to be adequately transformed, e.g. by inverting them.
Although rich mathematical theories on both graph reconstruction as well as random walks have been developed, the reconstruction of graphs from random walk distances has not yet been investigated. This is what we address in the following. After reviewing some properties of random walks on graphs in Section 2, we show in Section 3 how a strongly connected, weighted and directed graph of order n can be obtained from its random walk distance matrix H by solving n linear systems of equations of dimension n and performing some postprocessing. An algorithm for carrying out this task in O(n 3 ) time is proposed in 3.1. In Section 3.2 we describe how this algorithm can be combined with a heuristic method to reduce the computational effort when one is working with unweighted and undirected large-scale networks. The heuristic method is based on the notion of H-regular nodes, where we call a node H-regular, if for any non-adjacent node and any adjacent node it holds that the adjacent node has smaller random walk distance. The gain in computational time is analyzed in 3.3 on networks of different category and size. We observe that the greater the number of H-regular nodes in a graph is, the more the computational effort is reduced.
In Section 4 we deal with the special case of reconstructing trees. We prove that an efficient algorithm for the reconstruction of trees from shortest path distance matrices can be adapted to work with random walk distances. This algorithm is especially powerful in that it requires only information about the distances between the nodes of degree one and two. Nodes of higher degree are automatically detected and inserted correctly. An example for the use of this algorithm is given and discussed.
All algorithms described herein can be downloaded freely as MATLAB implementations from http://cmb.helmholtzmuenchen.de/downloads.
We use MATLAB notation to denote the entries, rows and columns of matrices, i.e. A(i, j) is the (i, j)th entry, A(i, :) the ith row and A(:, j) the jth column of A.
Random walk distance measures
In the following we consider a strongly connected, weighted and directed graph G = (V , E), consisting of a set of vertices V and a set of edges E ⊂ V × V . Each edge (i, j) ∈ E is assigned a non-negative real weight A(i, j). In particular, our graph may contain self-loops (i, i). The number of vertices and edges is denoted by n and m, respectively. The graph G is uniquely represented by its adjacency matrix A = (A(i, j)) ij , where we set A(i, j) = 0 for any (i, j) / ∈ E. In the special case of an unweighted network, all A(i, j) will be either 0 or 1. The out-degree of node i is denoted by k(i) = n j=1 A(i, j) and the set of out-neighbors of i by
. This yields the total weight of the graph
Given a starting node s we construct a random sequence of nodes (h ν ) ν as follows: First we set h 0 = s. Then at each step ν we choose a neighbor i of our current position h ν according to the probability distribution Pr(i) = A (h ν , i) /k (h ν ) and move to this neighbor, i.e. we set h ν+1 := i. Note that our graph can contain self-loops, so we might have h v = h v+1 . The sequence we obtain in this way is called a random walk on G. More formally, a random walk is a finite Markov chain on the state space V with transition probability P(i, j) from node i to node j given by P(i, j) = A(i, j)/k(i). The matrix P = (P(i, j)) ij containing the transition probabilities is called the transition matrix of G. Clearly,
As already pointed out, many different kinds of movements can be modeled as random walks, such as the movement of small subcellular particles [5] , the foraging behavior of individual animals [23, 30] , or the time courses of stock market prices [18] . In these models a suitable distance measure is clearly not the length of the shortest path but rather the mean length of a random walk between two nodes. This quantity is now formally introduced.
We consider a 'terminating' random walk starting at s ∈ V which stops when it hits node t = s for the first time, i.e. a Markov chain on V with transition probabilitiesP(i, j) given bỹ
Note thatP(t, t) = 1 andP(t, j) = 0 for j = t ensure that once the random walker hits t it stays there forever. In Fig. 1 two possible random walks from node s to node t are depicted. We define the matrixP = P (i, j) ij and consider the matrix productP ·P = P (2) 
. Obviously the (s, t)th element is the probability for a random walker to get from s to t in at most two steps. By induction it follows that the (s, t)th element ofP r for any r > 0 holds the probability to get from s to t in at most r steps. Therefore the probability to get from s to t in exactly r steps is
The mean first hitting time (MFHT) from s to t is now defined as
This is the mean number of steps a random walker starting at node s makes until it hits node t for the first time. Assuming that each step takes a certain amount of time, the MFHT from s to t can also be interpreted as the average time or duration of a random walk from s to t.
In general, the MFHT is not symmetric. Its symmetrized version is called the mean commute time (MCT ). The MCT between nodes s and t is the average length of a random walk from node s to node t and back to node s. Clearly, the MCT matrix C is given by C = H + H T , where H T denotes the transposed matrix of H.
In the following, we will use the MFHT and the MCT as distance measures on G. Note that we have
Reconstruction of graphs from MFHT matrices
Is it possible to reconstruct the graph G from its MFHT matrix H? In Section 3.1 we theoretically address this question and give a basic algorithm for solving it.
The basic approach
Clearly, it is impossible to exactly reconstruct the adjacency matrix A, since H depends only on the transition matrix P. In a first step we show how the transition matrix can be uniquely reconstructed from the MFHT matrix. Then we investigate to what extent the transition matrix already determines the adjacency matrix.
The reconstruction of the transition matrix
It holds for i = j
The idea behind this formula is that any random walk from i to j can be decomposed into the first step, where some node h is visited with probability P(i, h), and the remaining random walk from h to j. Considering furthermore that P is a stochastic matrix, n j=1 P(i, j) = 1, we observe that P(i, :) is a solution of the linear system of equations 
. . . . . . . . .
. . .
The above matrix is denoted by H T i←1 , indicating that row i of H T has been exchanged by ones. In general position, we can expect H T i←1 to be invertible, and indeed we believe that this can also be theoretically proven. However, the invertibility of distance matrices is a difficult problem [4] and beyond the scope of this paper. 
For a proof see [19] .
The Sherman-Morrison formula does not require any (square) matrix multiplications and allows us to invert B + uv
time -provided we know B −1 . Note that the fastest currently known algorithm to invert a matrix without any further knowledge -the Coppersmith-Winograd algorithm [12] -is of complexity O(n 2.376 ).
−1 can be computed from
steps by applying Lemma 3.2. This is done in Algorithm 1.
Algorithm 1: reconstruction of the transition matrix from the MFHT matrix
Data: n × n MFHT matrix H Result: transition matrix P begin
The reconstruction of the adjacency matrix
We begin with two general remarks. · P(i, j) ·D(j, j) = P(i, j) and since P(i, j) = 0 we haveD(i, i) =D(j, j). This already shows thatD = λ1 for some λ > 0, because G is connected by assumption.
The transition matrix P, which we reconstructed above, can of course be thought of as the adjacency matrix of a graph with the same MFHT matrix as G. According to Remark 3.3 the adjacency matrix we are looking for is therefore of the form A = DP, where D is a positive definite diagonal matrix. If we are given no additional information, there is no way we can determine A any further. Clearly, if and only if in each row of P all non-zero entries are equal, there exists a unique, unweighted A that realizes G. Let us now assume that G is undirected, i.e. has a symmetric adjacency matrix. Then it follows from Remark 3.4 that we can determine A up to some positive factor λ. To find a matrix D, for which DP is symmetric, Algorithm 2 can be used. This algorithm tries to symmetrize matrices by row-wise multiplications. So, again according to Remark 3.3, the MFHT matrix is preserved. The factor λ is chosen such that in the case of unweighted graphs the output matrix has only entries 0 and 1. Note that in step 5 of Algorithm 2 max (i ,j )∈I×I C |B(i , j )| is strictly positive, since G is assumed to be connected and undirected. 
We have demonstrated that in practice one can fully and uniquely reconstruct the topology and transition matrix of a graph from its MFHT matrix. This is clearly not true for the shortest path distance. Hence, from a practical point of view, the MFHT is more suitable for reconstructing graphs than the shortest path metric. This is illustrated by the following example.
An example
Let us consider the graph G 1 from Fig. 2 respectively. Clearly, any subgraph of the graph in Fig. 2(c) that contains all the bold edges is a realization of D SP , i.e. we cannot uniquely reconstruct G 1 from its shortest path distance matrix. Algorithms 1 and 2, however, when applied to the matrix H 1 uniquely yield the transition matrix We have seen that the problem of reconstructing a graph from its shortest path distance matrix is ill-determined. Therefore, in the distance realization problem put forward by Hakimi and Yau in [20] the graph is constrained to have Fig. 3 . A graph which does not have the property that the nodes with smallest MFHT distance to a given node are its neighbors (c.f. Table 1 ). minimal weight. Dress [16] showed that this problem always has a solution. Obviously, in our example the minimum weight graph realization of D SP is the graph in Fig. 2(a) . So if we impose the additional constraint of weight minimization, we can perfectly reconstruct G 1 also from its shortest path distance matrix. This, however, is no longer true for the graph G 2 from Fig. 2(b) , whose shortest path distance matrix is D SP as well. But again, we can perfectly reconstruct G 2 from its MFHT matrix 
A heuristic method to speed up the algorithm
Algorithm 1 runs in O(n 3 ) time. This is especially inconvenient when one is dealing with large-scale networks. These networks, however, are typically undirected and unweighted. In this case we can make use of a very efficient heuristic method to reduce the computational effort.
Regular nodes
The basic idea of our heuristic method is that closest nodes are likely to be neighbors. In the following we use D = H and consider H-regular nodes. As can be seen from the graph shown in Fig. 3 , even nodes in unweighted graphs are in general not H-regular. In the jth column of Table 1 the nodes of this graph are ordered by their MFHT distance to node j. Neighbors of j are highlighted. Nonetheless, we observe that still 9 out of 15 nodes are H-regular.
Random sampling shows that ρ H hardly depends on the size but rather on the topology of a graph, and that in practice a large share of all nodes in a graph are H-regular (c.f. Section 3.3 and Figures 4(a) and (e)). This is further corroborated by the following lemma, which implies that at least the closest node is connected.
Proof. Let h ∈ N in := {i ∈ V | (i , i) ∈ E} \ {i} be an in-neighbor of i. We denote the set of all walks from j (h) to i by W ji (W hi ). Moreover, we let W jhi be the walks from j to i that reach h before any other node in N in and W j>h the walks from j to h that do not pass through any other node in N in . 
H(h, i).
A contradiction.
From now on let G be an unweighted and undirected graph without self-loops. Note that in contrast to shortest path distance matrices the reconstruction of unweighted graphs from random walk distance matrices is not at all a trivial task.
The algorithm
The heuristic method we describe in this section partially reconstructs a graph by searching for H-regular nodes and connecting them. Depending on the number of H-regular and non-H-regular nodes this dramatically reduces the computational effort. However, we are facing two problems:
(1) Which nodes are H-regular? (2) How many neighbors does a H-regular node have?
The answer to these questions is given by the relation
for any node j ∈ V . The left-hand side of Eq. (3.1) clearly gives the mean length of random walks from j to j (provided that the walk leaves j in the first step); this quantity is called the mean return time. For a proof of Eq. (3.1) see [7] . Now we can check if a node j is H-regular and -provided it is -find out how many neighbors it has:
(1) For each column j we define a permutation π j : {1, 2, . . . , n}− →{1, 2, . . . , n},
is in ascending order. Note that H(j, j) = 0 and hence π j (1) = j for all j. We analyze the performance of our algorithms on Erdős-Rényi, small-world and scale-free graphs. The parameters for the generative models were chosen such that each graph has approximately m = 4n edges: In the Erdős-Rényi model two nodes were connected with probability p = 8/n. In the Watts-Strogatz model for small-world graphs each node was at first connected to its 4th nearest neighbors and rewiring occurred with probability p = 0.5. In the Barabási-Albert model for scale-free graphs each new node was connected to the rest of the graph by 4 edges. For each type of graph and sizes n = 100, 200, . . . , 1000 we randomly sampled 50 graphs. ν=2 H(π j (ν), j) and search for the number that appears most frequently among the c ij . Since a large share of all nodes areH-regular, and for each H-regular node j one c ij is equal to k(G), in sufficiently large graphs this number will be the weight of the graph k(G). In practice, this method works reliably for random graphs from various generative models with more than 50 nodes. 0) i,j=1,2,. ..,n for each column j let π j be the permutation such that
let K be the number that appears most frequently among the c ij
// now proceed according to Algorithm 1
Performance analysis
We evaluate and compare the performance of Algorithms 1 and 3 on three different types of graphs: Erdős-Rényi [17] , small-world [29] and scale-free [3] (for details see Fig. 4 ).
Algorithm 1 for transition matrix reconstruction runs in O(n 3 ) time, regardless of the topology and type of the graph. For unweighted graphs Algorithm 2 is not needed, since exchanging entries bigger than zero in the transition matrix by ones yields the adjacency matrix of the graph. The run time of Algorithm 3 clearly depends on the number of H-regular nodes. As can be seen from Fig. 4(a) and (e) this number differs enormously between different types of graphs. In our sample, for scalefree graphs we have ρ H ≈ 0.2484±0.046, whereas for Erdős-Rényi and small-world graphs we have ρ H ≈ 0.8935±0.0368 and ρ H ≈ 0.9358 ± 0.0219, respectively. A likely explanation for this is that hubs, i.e. nodes of very high degree, destroy the H-regularity of a graph. Consequently, we expect Algorithm 3 to run dramatically faster than Algorithm 1 on Erdős-Rényi and small-world graphs. On scale-free graphs run time should only be slightly reduced. This is exactly what we observe in our run time analysis displayed in Fig. 4(b)-(d) . Moreover, in Fig. 4(e) one can see that especially in large graphs the gain in computational time agrees well with the H-regularity of the graph.
Reconstruction of trees
Let us now consider the special case of reconstructing weighted undirected trees. So henceforth, let G be such a tree. For shortest path distance matrices a variety of realization algorithms have been proposed in this setting [6, 2, 26, 13] . In the following, we shortly sketch the one by Culberson and Rudnicki [13] and show that it can be adapted to work with the MCT matrix. This algorithm has three advantages over the reconstruction algorithms described in Section 3.
(1) It is highly efficient, running in O(n) average time.
(2) It requires only the symmetrized version of the MFHT, the MCT. (3) It requires only the distance matrix of the nodes of degree one and two. Missing nodes of higher degree are automatically detected and inserted correctly; these nodes are called Steiner points.
The reconstruction algorithm by Culberson and Rudnicki
The algorithm relies on the fact that for nodes i, j, k in a tree there is exactly one node h which lies on all three paths between i, j and k (henceforth called the hub of i, j and k). The shortest path distance from i to h, denoted by hub(i; j, k), can be computed as
For any path ij the tree can be partitioned into subtrees that are 'rooted' at the vertices on the path ij. Now consider a node k. The hub of i, j and k is clearly the root-vertex on ij of the subtree to which k belongs, and by Eq. (4.1) the distance from i to this hub is determined by the distances between i, j and k only. Hence these distances uniquely determine the subtree to which k belongs. The reconstruction of the tree G from its shortest path distance matrix D SP is performed by recursively calling a function
BuildTree with the following parameters:
• a vertex r that has already been inserted into the graph, • a set of vertices U that will be connected to the rest of the graph through r, and • a function d r : U −→ R specifying the distances from r to each element in U. Note that r might be a Steiner point, so these distances are not necessarily given by D SP .
The function BuildTree is described by Algorithm 4. Note that all distances needed in a call to BuildTree are either given by D SP or d r . For explanation:
Step 2: b is chosen such that the path rb is the longest path in U. In this call to BuildTree we insert this path into the graph. The other vertices in U are taken care of in the following recursive calls to BuildTree.
Step 3: These subsets are subtrees of U rooted on the path rb.
Step 4: In this step the roots of the subtrees U ν are determined. Note that the hub of i, r and b is the root of the U ν , which i belongs to. So, if hub(i; r, b) = 0 for some i ∈ U ν then this i is the root of U ν . If no such i can be found in a U ν , a
Steiner point is inserted as the root of U ν . Here the algorithm finds the missing nodes of degree greater than two.
Step 5: The function d v ν is computed for each subtree U ν .
Step 6: The ordered v ν are the path rb.
Step 7: The path rb is now inserted into the graph.
Step 8: For each subtreeŪ ν function BuildTree is called recursively.
The initial call to BuildTree is made with
This algorithm, in the following, will be referred to as CR-Algorithm.
An adaption of the CR-Algorithm to random walk distance measures
In order to adapt the CR-Algorithm we have to show that formula (4.1) also holds if the shortest path distance matrix is replaced by the MCT matrix C . It is a well-known result from the theory of electrical networks [27] that for two nodes i, j in a graph
where R eff is the effective resistance. Consequently, by the Kirchhoff laws we have
for nodes i, j, h in a tree. Hence for any i, j, k ∈ V and their hub h, formula (4.1) also holds for the MCT. The CR-Algorithm, if applied to the matrix C , yields a tree whose edges are weighted with the MCT between their end-points. From these, however, one can easily compute the original edge weights A(i, j) using formula (4.2), since on a tree the effective resistance between two adjacent nodes i and j is just 1/A(i, j). Note furthermore that k(G) can be chosen arbitrarily according to Remarks 3.3 and 3.4.
So, an efficient solution to our problem is a modified CR-Algorithm, which in step 7 weights the edge (v ν−1 , v ν ) with k(G)/ (h ν − h ν−1 ), where k(G) can be chosen arbitrarily. This modification of the CR-Algorithm is called modCR-Algorithm.
We further discuss and illustrate this with an example.
An example
Consider the tree from , respectively. The small labels above and to the right of the matrices denote the node indices of the according column or row.
We can now reconstruct G either by applying the CR-Algorithm to D SP or the modCR-Algorithm to C .
Either way this is what happens: We call BuildTree with U = {4, 5, 6, 8, 9 , 10} and r = 1. Assume we choose b = 5 in step 2. Then BuildTree will partition U ∪ {r} into five subtrees U 0 = {1}, U 1 = {4}, U 2 = {5}, U 3 = {6} and U 4 = {8, 9, 10}. Nodes 2 and 3 are found as roots of U 3 and U 4 , respectively. BuildTree is then recursively called for each U ν , ν = 0, 1, 2, 3, 4. Interesting is the case ν = 4, where BuildTree is called with U = {8, 9, 10} and r = 3. Assume we choose b = 8 in step 2. Then BuildTree will partition U ∪ {r} into three subtrees U 0 = {3}, U 1 = {8} and U 2 = {9, 10}.
Node 7 is found as root of U 2 . So all missing nodes have been found and G has been perfectly reconstructed.
However, we have to be careful, since the algorithm does not detect missing nodes of degree one or two. Let us see what happens when we leave out such a node. We remove the rows and columns for nodes 4 (degree two) and 10 (degree one) from the matrices D SP and C : .
When applying the CR-Algorithm toD SP and the modCR-Algorithm toC (choosing k(G) = 1) we obtain the graphs from Fig. 5(b) and (c), respectively. We observe:
(1) A missing node of degree one is simply left out.
(2) A missing node of degree two is left out and its two incident edges (with weights w 1 and w 2 ) are replaced by an edge
The operations (1) and (2a) do not change the lengths of shortest paths between the other nodes. Consequently, as can be easily checked, the graph in 5(b) is still a (minimum weight) realization of the shortest path distance matrixD SP . Operations (1) and (2b), however, do affect the (mean) lengths of random walks between the other nodes. This can be seen from the graph in 5(c): Due to the missing nodes the edge weights add up to only 13/18 and not to 1 as they should. That is why the MCT matrix of this graph The high sensitivity to incomplete information can be considered both a drawback and an advantage of the reconstruction of trees from MCT matrices. The drawback is, of course, that we are not able to compute a graph realization of a MCT matrix missing nodes of degree 1 or 2. The advantage is that this enables us to check if there are still unknown components in a network.
Conclusion and outlook
In this contribution we introduced a new problem to the field of computer science: the reconstruction of graphs from random walk distance matrices. This problem naturally arises when one combines two mathematical subjects which both have produced a rich theory of their own: on the one hand the reconstruction of graphs from distance matrices and on the other hand the study of random walks on graphs.
We theoretically analyzed this problem and gave an algorithm for solving it. A heuristic method to reduce the computational effort was described. As a prerequisite for this method the notion of H-regular nodes was introduced and based on this notion a new invariant of graphs -the H-regularity -was defined. Extensive random sampling of graphs of different category and size showed that the H-regularity of a graph hardly depends on its size but rather on its topology. Moreover, we observed that on graphs of high H-regularity the use of our heuristic method results in a considerable reduction of computational time.
In the case of trees, a variety of algorithms for reconstructing graphs from shortest path distance matrices have been published. We showed that a highly efficient one can be modified so that it can be applied to random walk distance matrices. This algorithm is even able to detect and correctly insert unknown nodes of degree higher than two.
Future work in this direction could address the invertibility of the matrices H T i←1 . Also, for the application of Algorithms 1 and 3, e.g. to travel networks, their robustness against noisy data should be theoretically formulated and computationally implemented. Furthermore, it is of general interest to study if and how distance based concepts, like the minimum spanning tree, can be transferred to random walk distances. All in all, despite the well-developed theory of random walks on graphs, random walk distances as full-fledged distance measures on graphs are still in their infancy.
