Introduction
Let G be a connected, simply-connected, simple affine algebraic group and C g be a smooth irreducible projective curve of any genus g ≥ 1 over C. Denote by M Cg (G) the moduli space of semistable principal G-bundles on C g . Let Pic(M Cg (G)) be the Picard group of M Cg (G) and let X be the infinite Grassmannian of the affine Kac-Moody group associated to G. It is known that Pic(X) ≃ Z and is generated by a homogenous line bundle L χ 0 . Also, as proved by Kumar-Narasimhan [KN] , there exists a canonical injective group homomorphism β : Pic(M Cg (G)) ֒→ Pic(X), which takes Θ V (C g , G) → L m V χ 0 for any finite dimensional representation V of G, where Θ V (C g , G) is the theta bundle associated to the G-module V and m V is its Dynkin index (cf. Theorem 2.2). As an immediate corollary, they obtained that Pic(M Cg (G)) ≃ Z, generalizing the corresponding result for G = SL(n) proved by DrezetNarasimhan [DN] . However, the precise image of β was not known for nonclassical G excluding G 2 . (For classical G and G 2 , see [KN] , [LS] , [BLS] .) The main aim of this paper is to determine the image of β for an arbitrary G. It is shown that the image of β is generated by L m G χ 0 , where m G is the least common multiple of the coefficients of the coroot θ ∨ written in terms of the simple coroots, θ being the highest root of G (cf. Theorem 2.4, see also Proposition 2.3 where m G is explicitly given for each G). As a consequence, we obtain that the theta bundles Θ V (C g , G), where V runs over all the finite dimensional representations of G, generate Pic(M Cg (G)) (cf. Theorem 1.3). In fact, it is shown that there is a fundamental weight ω d such that the theta bundle Θ V (ω d ) (C g , G) corresponding to the irreducible highest weight G-module V (ω d ) with highest weight ω d generates Pic(M Cg (G)) (cf. Theorem 2.4). All these fundamental weights ω d are explicitly determined in Proposition 2.3.
It may be mentioned that Picard group of the moduli stack of G-bundles is studied in [LS] , [BLS] , [T 2 ].
We now briefly outline the idea of the proofs. Recall that, by a celebrated result of Narasimhan-Seshadri, the underlying real analytic space M g (G) of M Cg (G) admits a description as the space of representations of the fundamental group π 1 (C g ) into a fixed compact form of G up to conjugation. In particular, M g (G) depends only upon g and G (and not on the specific choice of the projective curve C g ). Moreover, this description gives rise to a standard embedding i g : M g (G) ֒→ M g+1 (G).
Let V be any finite dimensional representation of G. We first show that the first Chern class of the theta bundle Θ V (C g , G) does not depend upon the choice of the smooth projective curve C g , as long as g is fixed (cf. Proposition 1.6).
We next show that the first Chern class of Θ V (C g+1 , G) restricts to the first Chern class of Θ V (C g , G) under the embedding i g (cf. Proposition 1.8). This result is proved by first reducing the case of general G to SL(n) and then reducing the case of SL(n) to SL(2). The corresponding result for SL(2) is obtained by showing that the inclusion M g (SL(2)) ֒→ M g+1 (SL(2)) induces isomorpism in cohomology H 2 (M g+1 (SL(2)), Z) ≃ H 2 (M g (SL(2)), Z) (cf. Proposition 1.7). The last result for H 2 with rational coefficients is fairly well known (and follows easily by observing that the symplectic form on M g+1 (G) restricts to the symplectic form on M g (G)) but the result with integral coefficients is more delicate and is proved in Section 4. The proof involves the calculation of the determinant bundle of the Poincaré bundle on C g × J Cg , J Cg being the Jacobian of C g which consists of the isomorphism classes of degree 0 line bundles on C g . By virtue of the above mentioned two propositions (Propositions 1.6 and 1.8), to prove our main result determining Pic(M Cg (G)) stated in the first paragraph for any g ≥ 1, it suffices to consider the case of genus g = 1.
In the genus g = 1 case, M C 1 (G) admits a description as the weighted projective space P(1, a ∨ 1 , a ∨ 2 , . . . , a ∨ k ), where a ∨ i are the coefficients of the coroot θ ∨ written in terms of the simple coroots and k is the rank of G (cf. Theorems 3.1 and 3.3). The ample generator of the Picard group of
, and hence it is the ample generator of Pic(M C 1 (G)). The proof makes use of the Verlinde formula determining the dimension of the space of global
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Statement of the Main Theorem and its Proof
For a topological space X, H i (X) denotes the singular cohomology of X with integral coefficients, unless otherwise explicitly stated.
Let G be a connected, simply-connected, simple affine algebraic group over C. This will be our tacit assumption on G throughout the paper. Let C g be a smooth irreducible projective curve (over C) of genus g, which we assume to be ≥ 1. Let M Cg = M Cg (G) be the moduli space of semistable principal G-bundles on C g .
We begin by recalling the following result due to Kumar-Narasimhan [KN, Theorem 2.4] . (In loc. cit. the genus g is assumed to be ≥ 2. For the genus g = 1 case, the result follows from Theorems 3.1, 3.3 and 3.4.)
Theorem. With the notation as above,
where Pic(M Cg ) is the group of isomorphism classes of algebraic line bundles on M Cg .
In particular, any nontrivial line bundle on M Cg is ample or its inverse is ample.
1.2 Definition. Let F be a family of vector bundles on C g parametrized by a variety X, i.e., F is a vector bundle over C g ×X. Then, the 'determinant of the cohomology' gives rise to the determinant bundle Det(F) of the family F, which is a line bundle over the base X. By definition, the fiber of Det (F) over any x ∈ X is given by the expression:
where F x is the restriction of F to C g × x (cf., e.g., [L, Chap. 6 , §1], [KM] ). Let R(G) denote the set of isomorphism classes of all the finite dimensional algebraic representations of G. For any V in R(G), we have the
, which is an algebraic line bundle whose fibre at any principal G-bundle E ∈ M Cg is given by the expression
where E V is the associated vector bundle E × G V on C g . Observe that the moduli space M Cg does not parametrize a universal family of G-bundles, however, the theta bundle Θ V (C g ) (which is essentially the determinant bundle if there were a universal family parametrized by
Now, we can state the main result of this paper.
1.3 Theorem.
where the notation < > denotes the group generated by the elements in the bracket.
where c maps any line bundle L to its first Chern class c 1 (L).
In particular,
The first Chern class of the ample generator of
Proof. Consider the following exact sequence of abelian groups:
where f (x) = e 2πix . This gives rise to the following exact sequence of sheaves on M Cg endowed with the analytic topology:
is the sheaf of invertible elements ofŌ M Cg andZ is the constant sheaf corresponding to the abelian group Z.
The above sequence, of course, induces the following long exact sequence in cohomology:
First of all, 
Hence, under the identification (1), by (2)-(3) and the above long exact cohomology sequence,
where c is the mapc under the above identifications. Moreover, as is well known, c is the first Chern class map.
Let us fix a maximal compact subgroup K of G. Denote the Riemann surface with g handles, considered only as a topological manifold, by C g . Thus, the underlying topological manifold of
Now, we recall the following fundamental result due to NarasimhanSeshadri [NS] for vector bundles and extended for an arbitrary G by Ra-
Consider the standard generators
. Then, we have the presentation:
where F [a 1 , . . . , a g , b 1 , . . . , b g ] denotes the free group generated by a 1 , . . . , a g ,
1.5 Theorem. Having chosen the standard generators a 1 , b 1 , a 2 , b 2 , . . . , a g , b g of π 1 (C g ), there exists a canonical isomorphism of real analytic spaces:
In the sequel, we will often make this identification. G) ), under the above identification θ Cg (G), does not depend on the choice of the projective variety structure C g on the Riemann surface C g for any fixed g.
Proof.
Let ρ : G → SL(V ) be the given representation. By taking a Kinvariant Hermitian form on V we get ρ(K) ⊂ SU (n), where n = dim V . For any principal G-bundle E on C g , let E SL(V ) be the principal SL(V )-bundle over C g obtained by the extension of the structure group via ρ. Then, if E is semistable, so is E SL(V ) , giving rise to a variety morphismρ : [RR, Theorem 3.18] ). Hence, we get the commutative diagram:
whereρ is induced from the commutative diagram:
The diagram (D 1 ) induces the following commutative diagram in cohomology:
By the construction of the Θ-bundle,ρ * (Θ V (C g , SL(V ))) = Θ V (C g , G), whereρ * also denotes the pullback of line bundles and V is thought of as the standard representation of SL(V ).
Thus, using the functoriality of the Chern class, we get
By Drezet-Narasimhan [DN] , c(Θ V (C g , SL(V ))) is the unique positive generator of H 2 (M Cg (SL(V )), Z) and thus is independent of the choice of C g under the identification θ Cg (SL(V )) * . Consequently, by (1) and the above
) is independent of the choice of C g .
From now on we will denote the cohomology class c(
Consider the embedding
. By virtue of the map i g , we will identify M g (G) as a subspace of M g+1 (G). In particular, we get the following induced sequence of maps in the second cohomology.
In particular, i * g takes the positive generator of
We shall prove this proposition in Section 4.
Proposition. For any V ∈ R(G) and any
Proof. We first claim that it suffices to prove the above proposition for G = SL(n) and the standard n-dimensional representation V of SL(n).
Let ρ : G → SL(V ) be the given representation. Consider the following commutative diagram:
whereρ is the map defined in the proof of Proposition 1.6. It induces the commutative diagram:
Therefore, using the commutativity of the above diagram and equation (1) of Proposition 1.6, supposing that i
). Hence, Proposition 1.8 is established for any G provided we assume its validity for G = SL(V ) and its standard representation in V .
We further reduce the proposition from SL(n) to SL(2). As in the proof of Proposition 1.6, consider the mappings
induced by the inclusions
given by m → diag(m, 1, . . . , 1).
The mapsρ andρ induce the commutative diagram:
By the construction of the Θ-bundle,ρ
where V 2 is the standard 2-dimensional representation of SL(2). Thus, using the functoriality of the Chern class, we get
Using one more time the result of Drezet-Narasimhan that c(Θ V (C g , SL(n))) is the unique positive generator of H 2 (M Cg (SL(n))) for any n (cf. Proof of Proposition 1.6), we see thatρ * is surjective and hence an isomorphism by Lemma 1.4.
Consider the following commutative diagram:
Suppose that the proposition is true for G = SL(2) and the standard representation V 2 , i.e., (2))).
Then, using the commutativity of the above diagram and (1) together with the fact thatρ * is an isomorphism, we get that i * g (c(Θ V (g + 1, SL(n)))) = c(Θ V (g, SL(n))). Finally, (2) follows from the result of Drezet-Narasimhan cited above and Proposition 1.7. Hence the proposition is established for any G (once we prove Proposition 1.7).
1.9 Proposition. For g = 1, Theorem 1.3 is true.
The proof of this proposition will be given in Section 3.
Proof of Theorem 1.3. Denote the subgroup
. By virtue of Proposition 1.6, this is well defined, i.e., H 2 Θ (M g (G)) does not depend upon the choice of the projective variety structure C g on C g . Moreover, by Proposition 1.8,
). Thus, we get the following commutative diagram, where the upward arrows are inclusions and the maps in the bottom horizontal sequence are induced from the maps i * g .
is surjective and hence an isomorphism (by using Lemma 1.4 again). Thus, by the commutativity of the above diagram, the inclusion H 2 Θ (M 2 (G)) ֒→ H 2 (M 2 (G)) is an isomorphism. Arguing the same way, we get that
) for all g. This completes the proof of the theorem by virtue of the isomorphism c of Lemma 1.4.
Comparison of the Picard Groups of M C g and the Infinite Grassmannian
As earlier, let G be a connected, simply-connected, simple affine algebraic group over C. We fix a Borel subgroup B of G and a maximal torus T ⊂ B.
Let h (resp. b) be the Lie algebra of T (resp. B). Let ∆ + ⊂ h * be the set of positive roots (i.e., the roots of b with respect to h) and let {ω i } 1≤i≤k ⊂ h * be the set of fundamental weights, where k is the rank of G. As earlier, R(G) denotes the set of isomorphism classes of all the finite dimensional algebraic representations of G. This is a semigroup under the direct sum of two representations. Let R(G) denote the associated Grothendieck group. Then, R(G) is a ring, where the product is induced from the tensor product of two representations. Then, the fundamental representations {V (ω i )} 1≤i≤k generate the representation ring R(G) as a ring [A] . Let X be the infinite Grassmannian associated to the affine Kac-Moody group G corresponding to G, i.e., X := G/P, where P is the standard maximal parabolic subgroup of G (cf. [K 2 , §13.2.12]; in loc. cit., X is denoted by Y = X Y ). It is known that Pic(X) is isomorphic to Z and is generated by the homogenous line bundle L χ 0 (cf. [K 2 , Proposition 13.
2.19]).
We recall the following definition from [D, §2] .
2.1 Definition. Let g 1 and g 2 be two (finite dimensional) complex simple Lie algebras and ϕ : g 1 → g 2 be a Lie algebra homomorphism. There exists a unique number m ϕ ∈ C, called the Dynkin index of the homomorphism ϕ, satisfying ϕ(x), ϕ(y) = m ϕ x, y , for all x, y ∈ g 1 , where , is the Killing form on g 1 (and g 2 ) normalized so that θ, θ = 2 for the highest root θ. For a Lie algebra g 1 as above and a finite dimensional representation V of g 1 , by the Dynkin index m V of V , we mean the Dynkin index of the Lie algebra homomorphism ρ : g 1 → sl(V ), where sl(V ) is the Lie algebra of trace 0 endomorphisms of V .
Then, for any two finite dimensional representations V and W of g 1 , we have, by [D, Chap. 1, §2] or [KN, Lemma 4 .5],
We recall the following main result of Kumar-Narasimhan [KN, Theorem 2.4].
Theorem. There exists a 'natural' injective group homomorphism
Moreover, by [KNR, Theorem 5.4 ] (see also [Fa] ), for any V ∈ R(G),
where V is thought of as a module for g under differentiation and m V is its Dynkin index.
We also recall the following result from [D, Table 5 ], [KN, Proposition 4.7] , or [LS, §2] .
Proposition. For any simple Lie algebra g, there exists a (not unique in general) fundamental weight
ω d such that m V (ω d ) divides each of {m V (ω i ) } 1≤i≤k . Thus, by (1) of Definition 2.1, m V (ω d ) divides m V for any V ∈ R(G).
The following table gives the list of all such ω d 's and the corresponding Dynkin index
For B 3 , ω 3 also satisfies m V (ω 3 ) = 2; for D 4 , ω 3 and ω 4 both have m V (ω 3 ) = m V (ω 4 ) = 2.
Let θ be the highest root of G. Observe that, for any G, m V (ω d ) is the least common multiple of the coefficients of the coroot θ ∨ written in terms of the simple coroots. We shall denote m V (ω d ) by m G .
Combining the above result with Theorem 1.3, we get the following.
2.4 Theorem. For any C g with g ≥ 1 and G as in Section 1, the Picard group Pic(M Cg (G)) is freely generated by the Θ-bundle
, where ω d is any fundamental weight as in the above proposition. In particular,
Proof. By Theorem 1.3,
Thus, by Theorem 2.2 and Proposition 2.3,
This proves (1).
Since β is injective, by the above description of Im(β), Θ V (ω d ) (C g , G) freely generates Pic(M Cg (G)), proving the theorem.
Following the same argument as in [So, §4] , using Theorem 2.4 and Proposition 2.3, we get the following corollary for genus g ≥ 2. For genus g = 1, use Theorems 3.1 and 3.3 together with [BR, Theorem 7.1.d] . This corollary is due to [BLS] , [So] .
Corollary. Let G be any group and C g be any curve as in Section 1. Then, the moduli space M Cg (G) is locally factorial if and only if G is of type
3 Proof of Proposition 1.9
Let G be as in the beginning of Section 1. In this section, we identify M C 1 (G) with a weighted projective space and show that the generator of
We recall the following theorem due independently to Laszlo [La, Theorem 4 .16] and Friedman-Morgan-Witten [FMW, §2] .
3.1 Theorem. Let C 1 be a smooth, irreducible projective curve of genus 1. Then, there is a natural variety isomorphim between the moduli space M C 1 (G) and (C 1 ⊗ Z Q ∨ )/W , where Q ∨ is the coroot lattice of G and W is its Weyl group acting canonically on Q ∨ (and acting trivially on C 1 ).
3.2 Definition. Let N = (n 0 , . . . , n k ) be a k + 1-tuple of positive integers. Consider the polynomial ring C[z 0 , . . . , z k ] graded by deg z i = n i . The scheme Proj(C[z 0 , . . . , z k ]) is said to be the weighted projective space of type N and we denote it by P(N ).
Consider the standard (nonweighted) projective space P k := Proj(C[w 0 , . . . , w k ]), where each deg w i = 1. Then, the graded algebra homomorphism
The following theorem is due to Looijenga [Lo] . His proof had a gap; a complete proof of a more general result is outlined by Bernshtein-Shvartsman [BSh] .
3.3 Theorem. Let C 1 be an elliptic curve. Then, the variety ( Type of G Type of the weighted projective space
(1, 2, 3, 2, 1)
(1, 1, 2, 2, 3, 2, 1) E 7
(1, 2, 2, 3, 4, 3, 2, 1) E 8
(1, 2, 3, 4, 6, 5, 4, 3, 2).
We recall the following result from the theory of weighted projective spaces (see, e.g., Beltrametti-Robbiano [BR, Lemma 3B.2.c and Theorem 7.1.c]).
3.4 Theorem. Let N = (n 0 , . . . , n k ) and assume gcd{n 0 , . . . , n k } = 1. Then, we have the following.
(a) Pic(P(N )) ≃ Z. In fact, the morphism δ of Definition 3.2 induces an injective map δ * : Pic(P(N )) → Pic(P k ).
Moreover, the ample generator of Pic(P(N )) maps to O P k (s) under δ * , where s is the least common multiple of {n 0 , . . . , n k }. We denote this ample generator by O P (N ) (s) .
where C[z 0 , . . . , z k ] ds denotes the subspace of C[z 0 , . . . , z k ] consisting of homogeneous elements of degree ds.
Using Theorems 3.1, 3.3 and 3.4 and the fact that the least common multiple of the numbers {1,
for some positive integer p. The value of m G is given in Proposition 2.3 for any G.
We recall the following basic result, the first part of which is due independently to Beauville-Laszlo [BL] , Faltings [Fa] and Kumar-NarasimhanRamanathan [KNR] . The second part of the theorem as in (1) is the celebrated Verlinde formula for the dimension of the space of conformal blocks essentially due to Tsuchiya-Ueno-Yamada [TUY] (together with works [Fa, Appendix] and [T 1 ]).
3.5 Theorem. For any ample line bundle L ∈ Pic(M Cg (G)) and ℓ ≥ 0, there is an isomorphism (canonical up to scalar multiples):
where
is the space of conformal blocks corresponding to the one marked point on C g and trivial representation attached to it with central charge ℓ (cf., e.g., [TUY] for the definition of conformal blocks) and
is given by the following Verlinde formula:
where < , >:= Killing form on h * normalized so that < θ, θ >= 2 for the highest root θ ∆ + := the set of positive roots, P ℓ := {dominant integral weights µ| < µ, θ >≤ ℓ}, ρ := half sum of positive roots, h :=< ρ, θ > +1, the dual Coxeter number,
and P is the weight lattice and Q lg is the sublatttice of the root lattice Q generated by the long roots.
In fact, we only need to use the above theorem for the case of genus g = 1. For g = 1, the Verlinde formula (1) clearly reduces to the identity:
Of course,
Proof of Proposition 1.9. Using the specialization of Theorem 3.5 to g = 1, we see that dim
On the other hand, by Theorems 3.1, 3.3 and 3.4(b),
Hence, in the equation ( * ) following Theorem 3.4, p = 1 and
). This proves Proposition 1.9.
Proof of Proposition 1.7
In this section, we take G = SL(2) and abbreviate M Cg (SL(2)) by M Cg etc. Let M red Cg be the closed subvariety of the moduli space M Cg consisting of decomposable bundles on C g (which are semistable of rank-2 with trivial determinant). Let J Cg be the Jacobian of C g . Recall that the underlying set of the variety J Cg consists of all the isomorphism classes of line bundles on C g with trivial first Chern class. Then, there is a surjective morphism
Let T be a maximal torus of the maximal compact subgroup SU (2) of SL(2), which we take to be the diagonal subgroup of SU (2). Similar to the identification θ Cg as in Theorem 1.5, setting J g := T 2g , there is an isomorphism of real analytic spacesθ Cg : J g → J Cg making the following diagram commutative:
where f g : J g → M g is induced from the standard inclusion T 2g ⊂ SU (2) 2g . We will explicitly describe the isomorphismθ Cg in the proof of the following lemma.
Recall the definition of the map i g : M g → M g+1 from Section 1 and let r g : J g → J g+1 be the map (t 1 , . . . , t 2g ) → (t 1 , . . . , t 2g , 1, 1) . Then, we have the following commutative diagram:
Let x g+1 denote the positive generator of H 2 (M g+1 , Z). Then, by Lemma 1.4 and Theorem 1.5, i * g (x g+1 ) = d g x g , for some integer d g . We will prove that d g = 1, which will of course prove Proposition 1.7. Set
being the map in cohomology induced from f g .
4.1 Lemma. y g = 0 and r * g (y g+1 ) = y g as elements of H 2 (J g , Z). Proof. There exists a unique universal line bundle P, called the Poincaré bundle on C g × J Cg such that, for each L ∈ J Cg , P restricts to the line bundle L on C g × L, and P restricted to x o × J Cg is trivial for a fixed base point x o ∈ C g (cf. [ACGH, Chap. IV, §2] ).
Let F be the rank-2 vector bundle P ⊕τ * (P) over the base space C g ×J Cg , and think of F as a family of rank-2 bundles on C g parametrized by J Cg , whereτ :
By Drezet-Narasimhan [DN] , we have x g = c 1 (Θ V 2 (C g , SL(2))) for the standard representation V 2 of SL(2). Using the functoriality of Chern class,
where Det F denotes the determinant line bundle over J Cg associated to the family F (cf. Definition 1.2). Recall that the fiber of Det F at any L ∈ J Cg is given by the expression (2) Det
Applying the Grothendieck-Riemann-Roch theorem (cf. [F, Example 15.2.8] 
where ch is the Chern character and Td T π denotes the Todd genus of the relative tangent bundle of C g × J Cg along the fibers of π. By the definition of Det P and Rπ * P,
where, for a cohomology class y, y [n] denotes the component of y in H n . Since P restricted to x o × J Cg is trivial and for any L ∈ J Cg , P restricts to the line bundle L on C g × L (with the trivial Chern class), we get
Thus, using (3)-(4),
The last equality follows from (5), since the cup product c 1 (
Recall the presentation of π 1 (C g ) given just above Theorem 1.5. Then,
Having fixed a base point x o in C g , define the algebraic map
Of course, J Cg is canonically identified as
. Thus, as a real analytic space, we can identify
obtained from the R-vector space isomorphism
induced from the inclusion R ⊂ O Cg , where the last equality in (7) follows by using the basis {a 1 , b 1 , . . . , a g , b g } of H 1 (C g , Z) . The induced map, under the identification (7),
is the Poincaré duality isomorphism. To see this, identify
, R/Z using the Poincaré duality isomorphim:
. Then, under the identifications (7)- (8), the map
for any closed 1-form ω on C g representing the cohomology class
, where x xo ω denotes the integral of ω along any path in C g from x o to x.
Since
is the Poincaré duality isomorphism, it is easy to see that the induced cohomology map
is given by
In particular, ψ * is an isomorphism. Moreover, the isomorphism does not depend on the choice of x o . Consider the map C g × C g I×ψ → C g × J Cg .
Let P ′ := (I × ψ) * (P). Then, P ′ is the unique line bundle over C g × C g satisfying the following properties: P ′ | Cg ×x = O(x − x o ) and P ′ | xo×Cg is trivial.
Consider the following line bundle over C g × C g :
where △ denotes the diagonal in C g × C g . One sees that this bundle also satisfies the restriction properties mentioned above and hence it must be isomorphic with P ′ . Consequently,
Using the definition of P ′ and the functoriality of the Chern classes, (10) c 1 (P ′ ) = c 1 ((I × ψ) * (P)) = (I × ψ) * c 1 (P).
By (5), c 1 (P) ∈ H 1 (C g ) ⊗ H 1 (J Cg ), and hence c 1 (P ′ ) ∈ H 1 (C g ) ⊗ H 1 (C g ). Moreover,
Thus, c 1 (P ′ ) is the component of c 1 (O Cg ×Cg (△)) in H 1 (C g )⊗H 1 (C g ). Hence, by Milnor-Stasheff [MS, Theorem 11 .11],
Therefore, by (10),
and thus, by (6),
Now, the involution τ of J Cg induces the map −I on H 1 (J Cg , Z) (since, under the identificationθ Cg : J g → J Cg , τ corresponds to the map x → x −1 for x ∈ J g ). Therefore, τ * (c 1 (Det P)) = c 1 (Det P).
Hence, by the identities (1)-(2),
which is clearly a nonvanishing class in H 2 (J Cg , Z). Moreover, for any g ≥ 2, under the identification (7), the map r g−1 : J g−1 → J g corresponds to the map
Thus, by (9) and (11), ξ * Cg (x g ) restricts, via r * g−1 , to the class ξ * C g−1 (x g−1 ) for any g ≥ 2. But, by the commutative diagram (E), ξ * Cg (x g ) = y g . This proves Lemma 4.1.
Proof of Proposition 1.7. By the above Lemma 4.1 and the commutative diagram (F) , we see that
g+1 (x g+1 )), i.e., d g y g = y g .
Since the cohomology of J g is torsion free and y g is a nonvanishing class, we get d g = 1. This concludes the proof of Proposition 1.7.
