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Improved message passing for inferene in densely onneted systems
Juan P. Neirotti and David Saad
The Neural Computing Researh Group, Aston University, Birmingham B4 7ET, UK.
An improved inferene method for densely onneted systems is presented. The approah is based
on passing ondensed messages between variables, representing marosopi averages of mirosopi
messages. We extend previous work that showed promising results in ases where the solution spae
is ontiguous to ases where fragmentation ours. We apply the method to the signal detetion
problem of Code Division Multiple Aess (CDMA) for demonstrating its potential. A highly eient
pratial algorithm is also derived on the basis of insight gained from the analysis.
Graphial models (Bayes belief networks) provide a
powerful framework for modelling statistial dependen-
ies between variables [1, 2, 3℄. They play an essential
role in devising a prinipled probabilisti framework for
inferene in a broad range of appliations from medial
expert systems, to deoders in teleommuniation sys-
tems.
Message passing tehniques are typially used for in-
ferene in graphial models that an be represented by a
sparse graph with a few (typially long) loops. They are
aimed at obtaining (pseudo) posterior estimates for the
system's variables by iteratively passing messages (loally
alulated onditional probabilities) between variables.
Iterative message passing of this type is guaranteed to
onverge to the globally orret estimate when the sys-
tem is tree-like; there are no suh guarantees for systems
with loops even in the ase of large loops and a loal
tree-like struture (although message passing tehniques
have been used suessfully in loopy systems, supported
by some limited theory [4℄). A lear link has been estab-
lished between ertain message passing algorithms and
well known methods of statistial mehanis [5℄ suh as
the Bethe approximation [6, 7℄.
These inherent limitations seem to prevent the use of
message passing tehniques in densely onneted systems
due to their high onnetivity, implying an exponentially
growing ost, and an exponential number of loops. How-
ever, an exiting new approah has been reently sug-
gested [8℄ for extending Belief Propagation (BP) teh-
niques [1, 2, 3℄ to densely onneted systems. In this
approah, messages are grouped together, giving rise to
a marosopi random variable, drawn from a Gaus-
sian distribution of varying mean and variane for eah
of the nodes. The tehnique has been suessfully ap-
plied to signal detetion in Code Division Multiple A-
ess (CDMA) problems and the results reported are om-
petitive with those of other state of the art tehniques.
However, the urrent approah has some inherent limita-
tions [8℄, presumably due to its similarity to the replia
symmetri solution in equivalent Ising spin models [9, 10℄.
In a separate reent development [11℄, the replia-
symmetri-equivalent BP has been extended to Survey
Propagation (SP), whih orresponds to one-step replia
symmetry breaking in diluted systems. This new algo-
rithm, motivated by the theoretial physis interpreta-
tion of suh problems, has been highly suessful in solv-
ing hard omputational problem [11℄, far beyond other
existing approahes. In addition, the algorithm faili-
tated theoretial studies of the orresponding physial
system and ontributed to our understanding of it [12℄.
Inspired by the extension of BP to SP we have ex-
tended the approah of [8℄, designed for inferene in
densely onneted systems, in a similar manner to in-
lude an average over multiple pure states. In this ar-
tile we derive this extension, apply it to the problem
of CDMA signal detetion [8℄ and devise a pratial al-
gorithm based on insight gained from the analysis. The
approah is general and an be applied to a broad range
of inferene problems. However, for giving a spei ex-
ample and highlighting the advantages with respet to
the original method [8℄ we will fous here on the appli-
ation to CDMA signal detetion.
Multiple aess ommuniation refers to the transmis-
sion of multiple messages to a single reeiver. The se-
nario we study here is that of K users transmitting inde-
pendent messages over an additive white Gaussian noise
(AWGN) hannel of zero mean and variane σ20 . Vari-
ous methods are in plae for separating the messages, in
partiular Time, Frequeny and Code Division Multiple
Aess [13℄. The latter, is based on spreading the signal
by using K individual random binary spreading odes of
spreading fator N . We onsider the large-system limit,
in whih the number of users K tends to innity while
the system load β ≡ K/N is kept to be O(1). We fo-
us on a CDMA system using binary phase shift keying
(BPSK) symbols and will assume the power is ompletely
ontrolled to unit energy. The reeived aggregated, mod-
ulated and orrupted signal is of the form:
yµ =
1√
N
K∑
k=1
sµkbk + σ0nµ
where bk is the bit transmitted by user k, sµk is the
spreading hip value, nµ is the Gaussian noise variable
drawn from N (0, 1), and yµ the reeived message. The
goal is to get an aurate estimate of the vetor b for all
users given the reeived message vetor y by approximat-
ing the posterior P (b|y). A method for obtaining a good
estimate of the posterior probability in the ase where
the noise level is aurately known has been presented
in [8℄. However, the alulation is based on nding a sin-
gle solution and is therefore bound to fail, as have been
observed,when the solution spae beomes fragmented,
for instane when the noise level is unknown, a ase that
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Figure 1: Repliated solutions B=(b1, b2, ..,bK) given data.
arguably orresponds to replia symmetry breaking.
The reason for the failure in this ase an be qualita-
tively understood by the same arguments as in the ase
of sparse graphs; the existene of ompeting solutions re-
sults in inonsistent messages and prevent the algorithm
from onverging to an aurate estimate. An improved
solution an therefore be obtained by averaging over the
dierent solutions, inferred from the same data, in a man-
ner reminisent to the SP approah, only that the mes-
sages in the urrent ase are more omplex.
Figure 1 shows the detetion problem we aim to solve
as a bipartite graph where B = (b1, b2, . . . , bK) the
set of bit vetors, bk =
(
b1k, b
2
k, . . . , b
n
k
)
, where n is the
solution (replia) index.
Using Bayes rule one obtains the BP equations:
P t+1(yµ|bk, {yν 6=µ}) = ât+1µk
∑
bl 6=k
P (yµ|B)
×
∏
l 6=k
P t (bl| {yν 6=µ})
P t (bl| {yν 6=µ}) = atµk
∏
ν 6=µ
P t (yν |bl , {yσ 6=ν})(1)
where ât+1µk and a
t
µk are normalization onstants. For
alulating the posterior
P (B |y) =
∏N
µ=1 P (yµ |B)
Tr{B}
∏N
µ=1 P (yµ |B)
, (2)
an expression representing the likelihood is required and
is easily derived from the noise model (assuming zero
mean and variane σ2)
P (yµ |B) = 1√
2piσ2
exp
{
− (yµ −∆µ)
T
I (yµ −∆µ)
2σ2
}
,
(3)
where yµ = yµu and u
T ≡
n︷ ︸︸ ︷
(1, 1, · · · , 1)
∆µ ≡ 1√
N
K∑
k=1
sµkbk.
An expliit expression for inter-dependene between so-
lutions is required for obtaining a losed set of update
equations. We assume a dependene of the form
P t (bk | {yν 6=µ}) ∝ exp
{
htTµk bk +
1
2
bTkQ
t
µk bk
}
, (4)
where htµk is a vetor representing an external eld and
Qtµk the matrix of ross-replia interation. Furthermore,
we assume the following symmetry between replia:(
Qtµk
)ab
= δ ab qtµk +
(
1− δ ab) ptµk (5)
htµk = h
t
µku.
An expression for equation (4) immediately follows
P t(bk| {yν 6=µ}) = [Ztµk]−1 (6)
× exp
htµk
n∑
a=1
bak+
1
2
ptµk
(
n∑
a=1
bak
)2 ,
where Ztµk is a normalization onstant.
We expet the free energy obtained from the well be-
haved distribution P t to be self-averaging, thus
lim
n→∞
1
n
log
(
Ztµk
)
= lim
n→∞
1
n
log
(Ztµk (htµk, q0, p0)) ,
where the sub-index 0 represents the mean value of the
parameters when extrated for some suitable distribu-
tions and the overline represents the mean value of the
partition funtion over suh distributions.
To obtain the saling behavior of the various parame-
ters we alulate Z (h, q, p) expliitly, assuming the pa-
rameters q and p are taken from normal distributions
Nq
(
q0, σ
2
q
)
and Np
(
p0, σ
2
p
)
. After a long alulation one
obtains the following saling: h ∼ O (1), q0 ∼ O (1),
p0 ∼O
(
n−1
)
, σ2q ∼O
(
n−1
)
, and σ2p ∼O
(
n−3
)
. In the
remainder of the paper we will resale the o-diagonal
elements of Qtµk to g
t
µk/n, where g
t
µk∼O (1).
The marginalized posterior at time t takes the form
P t(bk| {yν 6=µ}) =
∫∞
−∞ dx exp
{
−n (x−h
t
µk)
2
2gt
µk
+x
∑n
a=1
bak
}
∫∞
−∞ dx exp
{
−nΦ
(
x; htµk, g
t
µk
)}
Φ
(
x; htµk, g
t
µk
)
= −
(
x− htµk
)2
2gtµk
+ln (cosh(x)) . (7)
To nd the dominant solutions in the ase of large n one
studies the maxima of Φ (x; h, g). One identies regimes
with a single and double peaks, depending on the values
of h and g (full details will be given elsewhere); the main
ontribution omes from a regime where gtµk > 1 and
0 < htµk/g
t
µk ≪ 1, where Φ (x; h, g) takes the form of an
almost symmetri pair of Gaussians loated at
xt±,µk ≃ ±xt0,µk +
gtµk
gtµk +
(
xt
0,µk
)2
−
(
gtµk
)2htµk , (8)
3where ±x0 are the positions of the peaks at zero eld.
To alulate orrelation between replia we expand
P (yµ |B) in the large N limit (Eq. 3), as in [8℄, to obtain
P (yµ |B) ≃
(
exp
(−1/2Nσ2)√
2piσ2
)n
(9)
× exp
{
− (yµ −∆µk)
T
I (yµ −∆µk)
2σ2
}
×
[
1 +
sµk√
Nσ2
(yµ −∆µk)T bk ,
]
where ∆µk =
1√
N
∑
l 6=k sµlbl.
For large n and small eld we obtain the following
〈bak〉 = Tr{bk}P t (bk| {yν 6=µ}) bak
≃ at+,µk tanh
(
xt+,µk
)
+at−,µk tanh
(
xt−,µk
)〈
bakb
b
k
〉
= Tr{bk}P
t (bk| {yν 6=µ}) bakbbk
≃ at+,µk tanh
(
xt+,µk
)2
+ at−,µk tanh
(
xt−,µk
)2
,〈
bakb
b
l
〉
= 〈bak〉
〈
bbl
〉
. (10)
where mtµk ≡ tanh
(
xt0,µk
)
≡ xt0,µk/gtµk, and
at±,µk ≃
exp
{
∓nmtµkhtµk
}
exp
{
nmtµkh
t
µk
}
+ exp
{
−nmtµkhtµk
} . (11)
Using Eqs. (10) we alulate the rst two ummulants of
the elements of ∆µk:〈
∆aµk
〉
=
1√
N
∑
l 6=k
sµlm
t
µl (12)
(
χtµk
)ab ≡ 〈∆aµk∆bµk〉− 〈∆aµk〉 〈∆bµk〉
= δabβ
(
1−Qtµk
)
+
(
1− δab)β Rtµk,
where Qtµk and R
t
µk an be approximated using the law
of large numbers as
Qtµk ≡
1
K
∑
l 6=k
(
at+,µk tanh
(
xt+,µk
)
+ at−,µk tanh
(
xt−,µk
))2
≃ 1
K
∑
l 6=k
(
mtµk
)2
Rtµk ≡
1
K
∑
l 6=k
at+,µka
t
−,µk
(
tanh
(
xt+,µk
)− tanh (xt−,µk))2
≃ 4
K
∑
l 6=k
at+,µka
t
−,µk
(
mtµk
)2 ≡ 1
n
Υtµk.
The denition of Υtµk relies on the expeted saling of
the o-diagonal terms of the matrix χtµk.
Thus, we expet the variables ∆µk to obey a Gaussian
distribution dened in Eqs.(13). The mean value of bak at
time t+1 is then given by:
m̂t+1µk =
(
σ2+β
(
1−Qtµk
)
+βΥtµk
)−1(
yµsµ√
N
− β (Pµ−I/K)mtµ
)
k
, (13)
where Pµ ≡ (1/K)sµksµl) and I ≡ δkl, respetively. We
assume that the marosopi variables are self averaging
and omit the µ, k indies.
The main dierene between Eq. (13) and the equiv-
alent equation in [8℄ is the emergene of an extra term
in the prefator, βΥt, reeting orrelations between dif-
ferent solutions groups (replia). To determine this term
we optimize the hoie of Υt by minimizing the bit error
at eah time step. Following [8℄ we dene
M t ≡ 1
NK
N∑
µ=1
K∑
k=1
bkm
t
µk=
∫
Dz tanh
(√
F tz+Et
)
(14)
Qt ≡ 1
NK
N∑
µ=1
K∑
k=1
(
bkm
t
µk
)2
=
∫
Dz tanh2
(√
F tz+Et
)
,
where Dz ≡ dz exp [−z2/2] /√2pi and
Et+1 ≡ 1
K
N∑
µ=1
K∑
k=1
bkm̂
t+1
µk =
1
σ2 + β (1−Qt +Υt)
F t+1 ≡
N∑
µ=1
 1
K
K∑
k=1
(
bkm̂
t+1
µk
)2
− 1
K2
(
K∑
k=1
bkm̂
t+1
µk
)2
≃ 1
K
N∑
µ=1
m̂t+1µ · m̂t+1µ (15)
=
[
β
(
1− 2M t +Qt)+ σ20] (Et+1)2 ,
To obtain the bit error rate:
P tb ≡
1
2K
K∑
k=1
(
bk − sgn
(
mtk
))
=
∫ −Et/√F t
−∞
Dz (16)
with mtk ≃ tanh
(
N∑
µ=1
m̂tµk
)
. (17)
Optimizing P tb with respet to Υ
t
one obtains straight-
forwardly that Et = F t and Qt = M t. In priniple, the
optimization an be done globally [14℄ but is of a limited
pratial value.
This implies that Υt = (σ20−σ2)/β is just a onstant.
However, it holds the key to obtaining aurate inferene
results. If the noise estimate is idential to the true noise
the term vanishes and one retrieves the expression of [8℄;
otherwise, an estimate of the dierene between the two
noise values is required for omputing Et.
From equation (15) one obtains:
Et+1 ≃ 1
K
N∑
µ=1
m̂t+1µ · m̂t+1µ (18)
=
[
1
σ2+β (1−Qt+Υt)
]2 [
1
N
N∑
µ=1
y2µ−β
(
2M t−Qt)]
=
(
Et+1
)2 [ 1
N
N∑
µ=1
y2µ−βQt
]
=
[
1
N
N∑
µ=1
y2µ−βQt
]−1
.
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Figure 2: Error probability of the inferred solution evolving
in time. The system load β = 0.25, true noise level σ20 = 0.25
and estimated noise σ2 = 0.01. Squares represent results of
the original algorithm [8℄, solid line the dynamis obtained
from our equations; irles represent results obtained from
the suggested pratial algorithm. Varianes are smaller than
the symbol size. In the inset, Dt, a measure of onvergene
in the obtained solutions, as a funtion of time; symbols are
as in the main gure.
This enables us to rewrite Eq.(13) as
m̂t+1µk = A
t
(
yµsµ√
N
− β (Pµ −K−1I) mtµ)
k
(19)
At =
{
1
N
N∑
µ=1
y2µ − βQt
}−1
where no estimate on σ0 is required.
The inferene algorithm requires an iterative update
of Eqs.(18,19,17) and onverges to a reliable estimate of
the signal, with no need for an aurate prior information
of the noise level. The omputational omplexity of the
algorithm is of O(K2).
To test the performane of our algorithm we arried
out a set of experiments of CDMA signal detetion prob-
lem under typial onditions. Error probability of the
inferred signals has been alulated for a system load of
β=0.25, where the true noise level is σ20 =0.25 and the
estimated noise is σ2 =0.01, as shown in Figure 2. The
solid line represents the expeted theoretial results (den-
sity evolution), knowing the exat values of σ20 and σ
2
,
while irles represent simulation results obtained via the
suggested pratial algorithm, where no suh knowledge
is assumed. The results presented are based on 105 trials
per point and a system size N=2000 and are superior to
those obtained using the original algorithm [8℄.
Another performane measure one should onsider is
Dt ≡ 1
K
(
mt −mt−1) · (mt −mt−1) ,
that provides an indiation to the stability of the solu-
tions obtained. In the inset of Figure 2 we see that re-
sults obtained from our algorithm show onvergene to
a reliable solution in stark ontrast to the original algo-
rithm [8℄. The physial interpretation of the dierene
between the two results is assumed to be related to a
replia symmetry breaking phenomena.
In summary, we present a new algorithm for using be-
lief propagation in densely onneted systems that en-
ables one to obtain reliable solutions even when the so-
lution spae is fragmented. It represents an extension to
existing algorithms of that type whih is reminisent to
the extension of BP to SP. The algorithm has been tested
on the signal detetion problem in CDMA and has pro-
vided superior results to other existing algorithms [8, 15℄.
Further researh is required to fully determine the poten-
tial of the new algorithm.
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