In memory of M. Mahmoud, a remarkable man and a great father whose love defines the meaning of ideal parenthood.
Introduction
In this paper we introduce bucket recursive trees, a generalization of recursive trees, which can model a variety of possible recruiting situations. In this model the nodes of a bucket recursive tree are buckets that can hold up to b > 1 labels. The case b = 1 reduces to that of the ordinary recursive tree. The bucket recursive tree grows by the progressive attraction of increasing integer labels. At the (n + 1)st stage the n existing labels compete to attract the (n + 1)st label and all existing labels have equal chance of recruiting the next label. Thus a node with i labels has "affinity" i/n at stage n + 1, i.e., probability i/n of attracting the (n + 1)st label. If the new label falls in an unfilled bucket, it simply joins the labels in that bucket; but if the new label has been attracted by a filled bucket, it is placed in a new bucket that is attached as a child of the attracting node. Thus, the first b labels 1, . .., b go into the root node. Label b + 1 is attached in a new bucket as a child to the root node. Label b + 2 may either join the same bucket as label b + 1, with probability l/(b + l), or start a new bucket, with probability b/(b + l), and so forth.
For the rest of this paper we shall simply use the term random tree to refer to the bucket recursive tree grown under the probability model just described. Fig. 1 illustrates all bucket recursive trees with n = 5 when the bucket capacity is 2. The top row of numbers gives the probabilities for these random trees.
There is extensive literature on the special case b = 1, the usual recursive trees. These have been proposed as models in a number of settings; a survey is given in [14] . There are also connections between the usual recursive trees and the UNION-FIND trees used in manipulation of data sets (the connection is explicit in [ll] ), and connections with the binary search tree, a fundamental structure of computer science (a bijection is given in [15] ). A bucket recursive tree with capacity b > 1, by contrast, might model a growth or recruiting strategy for a business in the service sector; the presence of a franchise or facilities at a certain level in a given location offers logistical advantages in economics of scale, up to a point (b units) of saturation, after which satellite facilities would be established in a new location.
The bucket recursive tree has a natural multivariate structure. Let X$ denote the number of nodes of "type i" at stage n, where a node of type i is one containing i labels; the labels contained in a type i node will be called type i labels. The object of our probabilistic interest is then the vector x, = (Xi'), . . . ) xy, the transpose of a vector is denoted by the superscript T in this paper. Because IF= 1 iX$ = n, th ere are only b -1 linearly independent components of X,, and for some results it is convenient to refer to the reduced vector x,* = (Xi", ...,Xib-yT, To formulate our results we shall use the following standard notation throughout. The kth harmonic number 1 + l/2 + ... + l/k will be called Hk. The rising factorial z(z + l)..(z + r -1) will be denoted by (z),, for any complex number z and any integer r 2 0. As usual, convergence in distribution, in probability, and almost surely will be denoted by 3 , 5 , and 2 , respectively. A b-dimensional normal vector with mean 0 and covariance matrix C will be denoted by _&(O,I:). An exponentially distributed random variable with parameter ,? will be denoted by EXP(I).
The paper is organized as follows. In Section 2, an exact formula for E[X.] will be found. Asymptotically, that formula gives where xb < 1. In Section 3, the results of Smythe [13] will be used to show
We will also obtain the multivariate central limit theorem for b Q 26, for some covariance matrix Z that will be given for some small values of b.
It will further be shown that for b > 26 there is, as in the case of search trees [S] , a distinct phase change -the asymptotic behavior of X, is quite different for b > 26, and the central limit theorem does not hold. (The similarity to the phase change of m-ary trees is further explained in Section 3.) Section 4 extends a technique used by Pittel [ 1 l] to show that h n as.
Inn+ cb,
where h, is the height of the tree with n labels, and cb is a constant depending only on the bucket size b. The exact values of cz and c3 are determined. Finally, in Section 5 the asymptotic expected depth of the nth label, and the order of magnitude of the variance of this depth are found. It is then shown that the depth of the nth insertion, normalized by In n, converges in probability to l/H,. Appendix A contains a proof of the key Lemma 4. For the sake of completeness, Appendix B sketches some results from [13] adapted for direct application on bucket recursive trees. Appendix C has the details of the asymptotic calculations for the mean and variance of the depth of insertion.
Asymptotic analysis of the average number of nodes of different types
The growth of the random tree may be captured by considering a set of indicators. Let I!" be an indicator variable taking the value 1 if the nth insertion is made in a type i node, and 0 otherwise. Then
It is evident that
where 9" is the sigma-field generated by the first n stages; hence
and the expectation of (2.1), together with the last relation, gives
The recurrence is slightly different for the boundary values i = 1 and i = b. For these boundary values we have The type of matrix recurrence (2.6) appears in the fringe analysis technique [12] and can be solved exactly in terms of the eigenvalues and eigenvectors of S. For easy referencing, we index the eigenvalues according to the their real parts, starting from the largest and going down to the smallest. Namely, we assume the eigenvalues I. I, . Proof. See [12] . 0
In the following few lemmas we outline the required eigenvalue and eigenvector analysis of S. A proof of Lemma 4 is included in Appendix A.
'A principal root usually refers to the root with largest modulus. However, in this paper the essential role of a root i comes in the form n'. Thus we are effectively exponentiating the roots, and the term principal root will refer in this paper to the root with largest real part. Numerical solution of (2.7) shows that ab < : for every b < 26; see Table 1 . We have checked & for values of b up to 10000, and in the entire range of values 26 < b < 10000, ab increases with b and gb > :. Some selected values of ab appear in Table 1 . The exact averages as given in (2.8) may require very tedious linear algebra for high values of b. It is therefore desirable to obtain an approximation. The following theorem characterizes the asymptotic behavior of EC&].
Theorem 1. As n + co,
Proof. We first develop an asymptotic equivalent for the terms of the sum in (2.8).
We have 
P-9)
The values ril are the components of the eigenvector corresponding to ;1i: this eigenvector is determined in Lemma 5 with a chosen scale. To determine r;i for the same scale without doing any linear algebra, we may take advantage of the relation Remark 1. One can refine type b nodes into leaf (childless) nodes and internal nodes. The computations are essentially the same to get the average proportion of internal nodes, only more detailed. These details have been checked by the authors but omitted here for brevity. One finds the asymptotic average number of internal nodes to be n/(b + 1). Summing up the average number of leaves of all types, one finds the asymptotic average total number of leaves to be bn/((b + l)Hb); for large (but fixed) b, the asymptotic average number of buckets in the tree is about n/In b, and almost all the nodes of the tree are leaves.
Probabilistic limits for the number of nodes of different types
In formulating the results of this section, it is convenient to represent the growth of a bucket recursive tree by an urn model.
A generalized Pblya urn is an urn containing k types of balls with colors Ci, . . . , Ck. Initially, the urn contains a known number of each color. A ball is drawn at random (all choices of a ball being equally likely), the color of the ball is observed, and if its color is Ci then the ball is returned to the urn along with aij additional balls of color Cj, forj = 1, . . . . k. The process is then repeated. For our purpose, it is convenient to allow ajj to be negative. Technically speaking, these models are not generalized Pblya urns in the sense described in [l] , for example; however they share most of their properties. In our case, as will be seen shortly, IF= 1 aij = 1, for each i. In [13] these urns are called extended Pblya urns.
The equally likely objects in bucket recursive trees are the labels contained in the buckets. We may then make a correspondence between the labels and the balls of an extended Polya urn with b colors. Each type i label in the tree corresponds to a ball of color Ci, and the growth rules of the bucket recursive tree then correspond to the following ball addition scheme: Since A governs the transition of individual balls (labels) and the number of type i balls at stage n is ix:', the theorem follows directly from (3.1) and Lemma B.l of Appendix B. q
To derive a central limit theorem for X,*, we again appeal to the results of [13] , as given in Theorem B. 1. For b = 27, we do in fact have a "phase change," as in the case of b-ary search trees [S] . This latter family of trees is a class of search trees used in database systems. The b-ary search tree has nodes that can carry blocks of up to b -1 data items, and consequently the nodes have branch factor b. It was shown in [S] that the normalized number of nodes allocated also experiences a phase change from being asymptotically normal for branch factors less than or equal to 26, to having no limit (under the same norming factor) for b > 26. This is also discussed in detail in [7] . A multivariate view for search trees is given in [S] with interpretations of the result as the search tree grows under the control of a memory management system such as fixed-allocation (paging), heap-allocation (available in the PASCAL programming language), and UNIX's buddy system.
The fact that the bucket recursive trees and b-ary search trees experience a distributional phase change at the same value (26) of their respective parameters suggests that there may be a bijection between the two classes. We do not pursue this any further in this paper. However, the interested reader may refer to [15] for an explicit construction of the bijection in the case b = 1. So far we have had nothing to say about the entries of the covariance matrix Z = [aij] that appears in Theorem 3. There are several approaches, none of them very satisfactory, to find Z. The problem is that Z is a rather complicated function of the eigenvalues and eigenvectors, which may be difficult to find themselves. For b = 2, it is not difficult to show that for 6 = 3, it seems to require substantial effort to verify that the asymptotic covariance matrix of X,* is C= For larger values of b, an easier way of finding Z would be most desirable.
A strong law for the height of the tree
The height of the tree is the longest distance between the root node and any other node in the tree.
We consider the case b = 2; the extension to higher values of b will be immediately apparent. Our method here is a simple generalization of that of Pittel [ll] .
Let h, denote the height of the bucket recursive tree T,. (It is known (cf. [ 1 l] or [3] ) that for b = 1, h,/ln n converges almost surely to e.) We define a new companion tree T,* which will be the "generation tree" of Crump-Mode process [9] . The generation tree is defined as follows. Start with one type 1 particle at time 0. A type 1 particle produces a single type 2 particle at time distributed like EXP(l). Type 2 particles produce only type 1 particles, according to a Poisson process with rate 2. All particles reproduce independently of one another and of their own birth time.
In the tree T,*, the odd-numbered generation consist only of type 1 particles and the even-numbered only of type 2 particles. There is a one-to-one correspondence between a bucket recursive tree G and its counterpart T,*; Fig. 2 illustrates the example with n = 6.
The tree T, is formed by collapsing T.* , i.e. removing all "ghost" particles: These are type 1 particles that have already reproduced; in the example of Fig. 2 the ghosts are nodes m and H, and removing them from T$ produces T6. Let h,* denote the height of the tree T,*, and let t.* be the time when the nth particle of T,* is produced. Let B(k) denote the first-birth time for the kth generation of the Crump-Mode process. At time t: the tree T,* has height h,*, and since B(h,*) and B(h: + 1) are the first times the height becomes equal to h,* and hX + 1, respectively, we have B(h,*) < t,* < B(hZ + 1). But h,* = h, + y,, where yn is the number of levels of T. that contain a type 2 bucket. By the rules for filling buckets, y, = h, or h, -1, so,
Next note that tt may be written as C; = 2 rk, where r2, . . . , z, are independent and rk is distributed like EXP(k -1); this follows because the inter-event times for a Poisson process are independent exponentially distributed, and the minimum of independent EXP(a) and EXP(c) is EXP(a + c). and Biggins [2] shows that y2 is determined as 
A weak law for the depth of the nth insertion
The height of a tree is a global property of the tree. But when the nth label joins the tree, it is attracted by some label that may be at any level in the tree varying between 0 and h,. Thus, for n > b, the depth of insertion (distance from the root) of the (n + 1)st label is between 1 and h, + 1. We therefore anticipate the average depth to be slightly less than the average height. In this section we derive the average and variance of d,, the depth of the nth label when it joins the tree. This requires a further degree of detail: A classification of the nodes of type i according to their level. Let Y,$ be the number of nodes of type i at distance k from the root in a tree containing n labels. Define the indicators: . Thus, each root of (5.5), which is a continuous function of z, approaches some root of (2.7), as z + 1. Therefore, we choose a natural indexing scheme: The root n,(z) of (5.5) is the one that approaches the root 1j of (2.7). In particular, 1, (z) + 1i = 1, as z -+ 1. In addition R(l), R-' (l) , and D( 1) are the same as R, R-' and D of Section 2.
We next relate the depth d, to the detailed profile of the multitype nodes at different levels in the tree. The probability distribution of d, is related to this profile as follows. According to the growth rules Prob{d,+l =kp"} = b Ycb) _ *+f~$'jY~{).
3-l
Therefore, the unconditional probability distribution is
We can now find functional equations for the probability generating function of d,, i.e. we will use (5.7) to find equations for P,(z)"&~ 1 ProbId, = k}zk.
kr0
Multiply (5.7) by zk and sum over k; we obtain P,+,(z) = 2BCb)(z) + 1 'i'jB"'( The second moment calculation is obtained from
The asymptotic calculations in Appendix C show that
By an application of Chebychev's inequality, we arrive at the main result of this section.
Theorem 5. In a bucket recursive tree, the average depth of the nth label satisJies the weak law 4 1 -If-.
Inn Hb
In the usual random recursive tree (b = l), d,/ln n s 1; see [lo] , and for additional distributional properties see [4] or [6] . On the other hand, in the usual random recursive tree h&n % e; see [ll] . This result is also implied in a subtle way in Devroye's study of the height of UNION-FIND trees [3] . The connection between these latter trees and recursive trees is made explicit by a construction in [ 111. Thus, in the usual recursive tree the average depth is only about 37% of the height with high probability.
According to (5.9), for b = 2, we have
The matrices of Appendix C are 2 x 2 and the calculation can be carried out exactly. The exact average depth for b = 2 is
For b = 2 we can see from Theorem 5 and (4.4) that the depth is about 40% of the height with high probability. For b = 3, Theorem 5 and (4.5) assert that the ratio between the depth and the height goes up to 63% with high probability. Consider an extended Polya urn model with p types of balls where an integral number A1 of balls is added at each draw. For our purposes, we assume that for each type of ball drawn, the distribution of the balls added deterministic. We assume that the model is tenable; that is, the transition matrix A = [aij] has the property that if Ujj < 0, then Ujj is a divisor of Uij for i # j, and is also a divisor of the initial number of type j balls in the urn. Assume further that A is nondegenerate in the sense that not all rows of A are multiples of the left row eigenvector v1 of the principal eigenvalue (which is Ai). Let Xc', X,,, and X,* be defined as in the text. 
Appendix C
In this appendix we find asymptotic equivalents of the average and variance of the depth of the nth insertion.
The average depth is given by (5.8). The first factor in the average depth has already been computed in Section 2:
where the right-hand side is just the number of nodes of type b in the whole tree. According to Theorem 1, We can find B;(l) by differentiating the solution (5.6) once with respect to z and evaluating the result at z = 1. This yields And so, _fisUl)) n:(l) We can now execute an iterative scheme starting at k = 1. At the kth step we obtain We complete the proof by recalling that r i 1 was found in the proof of Theorem 1 to be l/Hb. That is, the first row of R-1 is the row vector Hb '( 1,2, . . . , b). 0
From (C.4), (C.5) and Lemma C.l, we finally have
Several computations for the second moment of d, are similar to those in the average and will only be outlined. As a starting point for the second moment calculation, we use (5.10). The first factor is like the bth component of B;(l) derived by n. In the course of calculating the average we have found this quantity to be only O(ln n). For the second term in (5.10), we need to first compute B: (l) . We can find this term by differentiating (5.6) twice at z = 1. This second derivative comprises ten terms, of which:
(i) Four are identically 0 (these four terms include B:(l) or B; (l) , which are 0 owing to the boundary conditions).
(ii) Two other terms are matrices whose components are O(n Inn): These terms correspond to differentiating the product in (5.6) once and differentiating either R(z) or R-'(z) once, at z = 1. Clearly these matrices behave like B; (l) , found in the calculation of the average, the only difference being that we premultiply or postmultiply by the derivative of R(z) or R-l(z) at z = 1; that is, only the absolute numbers are changed, but not the order of magnitude.
(iii) Two terms involving the second derivatives of R or R-' include terms that are only O(n); they are like the terms p,, and r, in the calculation of the mean, only differing in the constants, but not in the order of magnitude.
(iv) One term is a matrix whose components are 0( 1): This is the term that includes 
