In dimension n = 3, we prove that the singular set of any stationary solution to the Liouville equation −∆u = e u , which belongs to W 1,2 , has Hausdorff dimension at most 1.
Introduction
The regularity theory for nonlinear elliptic equations has a long history. It is beyond the scope of the present work to describe even part of it and we better refer the reader chapter 14 in [16] for a presentation of this theory and further references.
Typical examples of nonlinear elliptic problems under study are the semilinear elliptic problems of the form Lu = f (x, u, . . . , ∇ m−1 u) ,
where the function u is defined on some open subset of IR n , L is a linear elliptic operator of order m and where the nonlinear operator f involves derivatives of u up to order m−1 .
Once we fixe the dimension n of the underlying space and the function space V, to which the solution u is assumed to belong, equations like (1) can be classified in three categories : the sub-critical, critical and super-critical equations.
These three categories of equations (which depend on the choice of n and V) are characterized as follows. Starting from the fact that u belongs to V, one can estimate the nonlinear part f (x, u, . . . , ∇ m−1 u), if in addition u is a solution to (1) , this implies that Lu belongs to some function space W (which is usually larger than the space V itself) . Sub-critical (respectively super-critical) equations, are the one for which the information Lu ∈ W implies, through elliptic regularity theory, that u belongs to a function space which is strictly smaller (respectively strictly larger) and which has different homogeneities than the original V . In turn, critical equations are the one which are neither sub-critical nor supercritical in the above sense .
It is well known that solutions to subcritical equations of the form (1) for a smooth f and smooth L are in fact smooth. This is a consequence of the standard bootstrap argument . In contrast with the subcritical situation, solutions to a given critical equation either can all be proven to be smooth or can have non trivial singular sets (that is, non removable singularities). These results then depend on the nature of the nonlinearity f .
For example, in dimension n = 2, when V = W 1,2 (B 2 , IR), the equation
is critical. Indeed, plugging the information u ∈ W 1,2 (B 2 , IR) into f (∇u) = |∇u| 2 , one obtains that ∆u ∈ L 1 which itself implies that ∇u is inL 2,∞ , the weak−L 2 space, which has the same homogeneity as L 2 . Thus, in a some sense, we are back to the initial situation and this shows that the equation is critical. Observe that this critical equation, when n = 2 and V = W 1,2 (B 2 , IR), admits singular solutions such as log log 1 r . In contrast to the above situation, one can consider the equation
which is again critical in dimension n = 2 when V = W 1,2 (B 2 , IR 3 ), but this time any solution can be shown to be smooth (see for instance [8] ).
Finally, in dimension n = 3 and when V = W 1,2 (B 3 , IR 3 ), this equation is super-critical and the existence result of T. Rivière [12] of everywhere discontinuous harmonic maps in
has annihilated all hope of having a partial regularity result for solution to this super-critical semilinear equation.
When the equation has a variational structure, namely when the equation is the EulerLagrange equation of a functional, it makes sense to restrict our attention to the subspace of solutions which are stationary. That is, one considers the critical points to the functional which are also critical with respect to perturbations of the domain (see Definition 1.1 below and see also [8] ). A consequence of this stationarity assumption is that the solution satisfies an identity (which is in fact a conservation law) which, in the most studied cases, can be converted into a monotonicity formula. In most of the cases which have been studied so far, this monotonicity formula implies that the solution u belongs to some Morrey type space M, which is much smaller than the original space V. In the good cases, replacing V by M makes the problem critical and this allows one to obtain a partial regularity result for the stationary solutions (see for instance [8, 3] for harmonic maps, and [11] when the nonlinearity is u α with α greater than the critical exponent ) . The aim of this paper is to present an alternative approach to the partial regularity theory when the stationary assumption cannot be converted in a monotonicity formula.
We illustrate this method by applying it to the famous Liouville equation in dimension
Throughout the paper, Ω ⊆ IR 3 denotes an open set, u is a scalar function and ∇u and ∇ 2 u denote respectively the gradient and Hessian matrix of u. In dimension n = 2, the geometric meaning of equation (4) is well known and it corresponds to the problem of finding metrics g, which are conformally equivalent to the flat metric, and which have constant Gauss curvature. In dimension n ≥ 3, equation (4) arises in the modeling of several physical phenomena such as the theory of isothermal gas sphere and gas combustion .
A function u is said to be a weak solution of (4) in Ω if for all ϕ ∈ C ∞ c (Ω) it satisfies
We now recall the definition of stationary solution.
Definition 1.1 A weak solution of (4) is said to be stationary if it satisfies
for all smooth vector fields X with compact support in Ω, where
Computing (6) for weak solutions in W 1,2 (Ω) we find that for any smooth vector field X the following identity holds
This identity can be also understood as a conservation law (see again [8] ). Arguing as in [7] , we insert in (7) the vector field X δ = xϕ δ (|x|) where
After some calculations, we let δ → 0 and deduce that, for almost every r > 0, the following formula holds
This can also be written as follows
Unlike the cases of stationary solutions to super-critical semilinear equations which have mainly be considered so far, the formula (8) does not seem to provide any monotonicity information, any uniform bound neither for the term
e u dx . As already mentioned, the main contribution of the present work is to present an alternative approach to the partial regularity theory in abscence of Monotonicity and Morrey type estimates. Our approach is inspired by the technique introduced by Fang-Hua Lin and Tristan Rivière in [10] in the context of Ginzburg-Landau equations. This technique based on some kind of dimension reduction argument. More precisely, applying Fubini's Theorem one first extracts "good" 2 dimensional slices to get estimates of the some suitable quantities, then one restricts these quantities to these slices (whose dimension is such that the non-linearity e u becomes critical for W 1,2 ) and obtain some estimates in interpolation spaces : the Lorentz spaces L 2,∞ − L 2,1 . Finally, the stationarity condition (8) can be used to "propagate" these estimates from the slices (basically the boundary of balls) into the domain bounded by the slices (the balls themseves).
Now we state our main result.
where H dim denotes the dimensional Hausdorff measure .
It is an open question whether such a partial regularity result is optimal or not (the same question holds for instance also for stationary harmonic maps). What is known is that stationary solutions to (4) can have singularities. Indeed the function u(x) = log( 2 |x| 2 ) satisfies −∆u = e u but is not bounded . Our approach and the above result should also hold for the more general class of equations of the form −∆u = V (x)e u where V (x) is some smooth given potential. For the sake of simplicity, we have chosen to focus our attention on the case where V ≡ 1 in order to the keep the technicalities as low as possible and make the paper more "readable". We recall that, in dimension n = 2, the regularity of weak solutions to the equation (4), starting from the hypothesis that u is in W 1,2 , is a straighforward consequence of the Moser-Trudinger inequality (see [6] ). Still in dimension n = 2, a L ∞ estimate for solutions in L 1 (Ω) to the equation (4), starting from the hypothesis that e u ∈ L 1 (Ω) , has been obtained by Brezis & Merle [2] . Finally, in [1] the authors prove some a priori estimates for solutions of (4) in any dimension but under the stronger assumption e u is in some ad-hoc Morrey Space which makes the problem critical.
Preliminary Estimates of the Energy
In this Section we are going to prove some preliminary estimates.
We first introduce some notations and recall the definition of Hausforff measure. For x 0 ∈ Ω, r > 0 we will denote by B r,x 0 or simply by B r the ball B(x 0 , r) centered at x 0 and with radius r. Given A ⊂ IR 3 we denote by |A| its Lebegue measure and by H s (A) its s dimensional Hausdorff measure . We recall (see e.g [4] ) the definition of the s-dimensional Hausforff measure H s in IR n , with 0 ≤ s ≤ n . For any δ > 0 and for any A ⊆ IR n we set
where
and the infimum is taken over all contable collections of ball {B r i } covering the set A and having radii r < δ . The s-dimensional Hausdorff measure is then defined as
Given x 0 ∈ Ω and 0 < r < d(x 0 , ∂Ω) we introduce the following energy
and
The key result to prove Theorem 1.1 is the following assertion about the energy (10).
Theorem 2.1 There exist constants η, β ∈ (0, 1) such that for every x 0 ∈ Ω and 0 < r < d(x 0 , ∂Ω),
for all y in a neighborhood of x 0 for all s ≤ r, and for some C depending on r and independent on y, s .
In order to prove Theorem 2.1 we need to give some definitions and to show a series of preliminary results .
We start with recalling the definition of the weak L 2 space (or Marcinkievicz space L 2,∞ ) , (see [13] ) . The space L 2,∞ (Ω) is defined as the space of functions f : Ω → IR such that
In dimension 2 we have the following property : [14, 9, 15] ) .
We next recall a result proved by Lin & Riviere in [10] in the framework of GinzurgLandau functionals, which will play a crucial role in getting estimates of the energy (10) . 
where C δ depends only on δ .
Since e u , |∇u| 2 are in L 1 (Ω), we will suppose in the sequel without restriction that
We decompose u − (u) x 0 ,r as the sum of two functions solving to different Dirichlet Problems. More presisely we write u − (u) x 0 ,r = v + w, with v and w satisfying respectively
In the next two subsections we estimate the energy E r,x 0 (u) , by using specific properties satisfied by v and w .
Estimates of
Proof. We split the proof in several steps.
Step
Proof. We observe that e w is subharmonic
A well known fact of sub-harmonic functions is that their mean value on a ball is a nonincreasing function with respect to radius of the ball, namely the following holds for every ρ ∈ (0, 1) 1 Proposition 2.1 For all ρ ∈ (0, 1) and x, y ∈ B ρr we have
for some C depending only on the dimension of the space .
Proof. We setw r = w(rx + x 0 ) − (u) r,x 0 ,w r satisfies
Standard
Thus for every x, y ∈ B ρr we have
From the assumption (14) on the energy it follows that
and we can conclude. 2
Proposition 2.2 The function v satisfies
Proof of Proposition 2.2. We recall that
where G(x, y) is the Green function on the ball which satisfies
(see e.g. [6] ). Thus
By a change of variable we get
By applying assumption (14) we get (20) and we conclude . 
Now take λ > 0 (that we will determine later) and we set
The following estimates holds. Now we fix the interval [ρ 1 , ρ 2 ] where we make ρ vary, and constants λ, η .
We consider any 0 < α << 1. We first choose ρ such that
Thus we take ρ 1 , ρ 2 satsfying 0 < ρ 1 < ρ 2 < √ α √ 3e
. Then we choose λ large enough so that
and finally we choose η small enough so that
We observe that Br e w dx ≤ Br e u dx , being v nonnegative by the Maximum Principle. Thus with these choices of the constants ρ 1 , ρ 2 , η and λ we obtain
. Thus we can conclude. 2
Estimate of ∇u
In this subsection we are going to estimate 
for some C > 0 and 0 < γ < 1 independent on r .
Step 1. We start by showing that ∇v and ∇w are orthogonal in B r .
Lemma 2.3 The following estimate holds
Br
Proof. Let ν(x) denote the exterior normal versor to ∂B r at the point x ∈ ∂B r . We have
Step 2. Estimate of ∇w. Proposition 2.3 For every ρ ∈ (0, 1) we have
Proof. We observe that w ∈ C ∞ (B r ) and ω = |∇w| 2 satisfies −∆ω(x) ≤ 0, in B r .
The conclusion follows as Lemma 2.2 . 2 Step 3. Estimate of ∇v . We start by showing some intermediate estimates.
Proposition 2.4
For some C > 0 (independent on r) we have
Proof of Proposition 2. We estimate the two last terms of (30).
In the estimate (32) we use the fact that v ∈ H 2 (∂B r ) , being u, w ∈ W 1,2 (∂B r ) and thus
By combining (30)
Thus we can conclude. 2
Proof. Calderon-Zygmund theory (see e.g. [14] ) yields that if Br |∆v| log(2 + |∆v|)dx
Thus the result follows directly from Proposition 2.4 and we conclude . 2 We can now use Lemma 2.1 to prove the following result.
Proposition 2.5 For every δ > 0 small enough, there exists a subset
Proof of Proposition 2.5. As we observe in Proposition 2.2, we can write
Lemma 2.1 yields that for every δ > 0 there exists a subset
with C depending on δ and the dimension .
. By the embedding of the space W 1,1 (∂B ρr ) into L 2,1 (∂B ρr ) we have ∇v ∈ L 2,1 (∂B ρr ) as well and the following estimate holds
Now by using the duality between L 2,∞ and L 2,1 and Proposition 2.5 , we get
Step 4. From Proposition 2.3 and Fubini Theorem it follows that for almost every ρ ∈ (0, 1)
Thus for almost every ρ ∈ E δ (E δ is as in Proposition 2.6) we have
By applying formula (8) to u in the ball B ρr and Theorem 2.2 we obtain the following estimate for almost every
where α is the constant appearing in Theorem 2.2 . We remark that we can always choose ρ 2 and α in Theorem 2.2 in such a way that 2ρ 2 + 6α < γ < 1 . Thus we can conclude the proof of Theorem 2.3 . In this Section we give the proof of Theorem 2.1 and Theorem 1.1 . We start by giving an estimate of the mean value (u) r,x 0 .
Lemma 3.1 For all 0 < r < s ≤ 1 the following estimate holds
Proof. One can check that in the sense of distribution the following estimate holds.
Integrating (34) between r and s we get
and we conclude .
2par Proof of Theorem 2.1. We split the proof in several steps.
Step 1. By combining Theorem 2.2 and Theorem 2.3 we can find ρ ∈ [ρ 1 , ρ 2 ] (independent on r) such that
Indeed we observe that up to choosing η, γ and ρ 1 , ρ 2 smaller, the constant ρ 1 always satisfies (36) . We set τ j = ρ j r, a j = E τ j ,x 0 (u) and u j = (u) τ j ,x 0 . First of all we have
By plugging (38) in (36) we get
The recursive formula (39) implies that if η is small enough then
for some 0 <β < 1 We deduce that for all 0 ≤ s ≤ r we have
with 0 < β < 1 and C is a positive constant that may depend on r .
Step 2. Claim: The maps
are continuous. Proof of the claim. The continuity of (x 0 , r) → E r,x 0 (u) follows from the fact that e u and |∇u| 2 are in L 1 (Ω) .
The continuity of the map x 0 → (u) r,x 0 follows from the fact it can be represented as the composition of the following three continuous maps.
The first map is : Ω → W 1,2 (B r,0 ), x 0 → u(x − x 0 ); The second map is the trace operator:
The third one is the bounded linear operator
wdx .
Finally we use the fact that for 0 < r < 1 we have
Since the right hand side of (40) is continuous with respect to (r, x 0 ) ∈ (0, 1] × Ω, we conclude that (r, x 0 ) → (u) r,x 0 is continuous as well.
Step 4. By the continuity of (x, r) → E r,x (u) and (x, r) → (u) r,x we can conclude that up to the choice of a smaller η, we can find ε > 0 such that for all y ∈ B ε,x 0 and for s ∈ (r − ε, r + ε) we have E s,y (u) < η, and (u) s,y E s,y (u) < η .
Finally by Theorem 2.2, Theorem 2.3 and Step 1 we get
for all y ∈ B ε,x 0 and for s ≤ s 0 , s 0 being a constant independent on y (actually by changing C we could choose s 0 = r). Thus we can conclude the proof of Theorem 2.1 . 2
Proof of Theorem 1.1. Set O = {x ∈ Ω : E r,x (u) < η and (u) r,x E r,x (u) < η for some 0 < r < dist(x, Ω)} .
From Theorem 2.1 it follows that
O is open. Moreover u ∈ C β/2 (O), (see e.g. Giaquinta [5] ), and routine elliptic regularity theory then proves that u ∈ C ∞ (O) . We set A 1 = {x ∈ Ω : E r,x (u) ≥ η for all 0 < r < dist(x, Ω)} and A 2 = {x ∈ Ω : (u) r,x E r,x (u) ≥ η for all 0 < r < dist(x, Ω)} .
We have
Next we show that H 1 (A 1 ) = 0 and H 1+α (A 2 ) = 0 for any α > 0 . where C > 0 is a constant independent on δ. By combining (42) and (43) and letting δ → 0 we get that H 1 (A 1 ) = 0 .
H
1+α (A 2 ) = 0 . Let x ∈ A 2 . By definition (u) r,x E r,x (u) ≥ η
for all 0 < r < dist(x, Ω) . Jensen's Inequality implies that e (u)r,x ≤ 1 |∂B r,x | ∂Br,x e u dx .
Thus (u) r,x ≤ −C log(r 2 ) .
Thefore if x ∈ A 2 then for all 0 < r < 0 we have −C log(r 2 )E r,x (u) ≥ η . Now fix δ ∈ (0, 1). We have A 2 ⊂ x∈A B δ,x . By Vitali's Covering Theorem there exists a countable number of disjoint balls B 5δ,x i , x i ∈ A 2 , i ∈ I such that A 2 ⊂ i∈I B 5δ,x i .
We have Ω (e u + |∇u| 2 )dx ≥ i∈I B 5δ,x i (e u + |∇u| 2 )dx ≥ ηC i∈I (5δ)(log (5δ) −2 ) −1 .
This implies that for all 0 < θ ≤ 1 i∈I (5δ) θ < +∞, hence by definition H dim (A 2 ) ≤ 1 . It follows that H dim (V ) ≤ 1 and we conclude .
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