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INTRODUCTION
The effect of exposure of biological species to ionizing radiation is complex. The physico-chemical reactions that occur along the tracks of energy deposition within the cell generate free radicals and reactive oxygen species, whose subsequent interactions with the membrane, cytoplasm and nuclear DNA initiate a range of molecular signaling networks that determine the fate of the cell (1, 2) . Radiation-induced DNA lesions such as base deletions, adducts, tandem lesions, single-strand and double-strand breaks, and clustered damage sites are considered critical to the fate of the cell, and their yield and complexity depend on the dose, dose rate and linear energy transfer of the radiation (3, 4) . The yield of such damage also depends on the chemical environment of the DNA, where endogenous thiols (such as cysteamine) and enzymes (such as glutathione, superoxide dismutase) may ameliorate the effect of the radiation exposure through scavenging of free radicals (3, 5, 6) , while oxygen may assist the formation of DNA lesions through fixation of the damage. In instances where DNA damage is formed, the cell has evolved sophisticated DNA repair mechanisms to deal with the radiation insult (7, 8) ; the repair mechanism that is adopted by the cell is related to the part of the cell cycle in which it is irradiated (4) and may initiate cell cycle arrest (9) . Effective repair depends on sensing of the damage with specialized proteins and the processing of this damage via specialized repair enzymes (7, 8) . Deficiencies in such responses in the cell can lead to increased radiosensitivity (10) . Despite the complex nature of the network of signaling effects in the cell, some damage is not repaired, possibly due to its level of complexity, which can result in the initiation of cell death via apoptosis (11) , necrosis or mitosis (12) . Other potential outcomes include the senescence of the cell (13) and autophagic response in which the morphological changes resemble those seen during apoptosis (14) , in addition to genomic instability and mutagenesis. The level of cell survival after irradiation depends on the dose, dose rate, LET of the radiation, and radiosensitivity of the cell (4) , with responses such as low-dose hypersensitivity and increased radioresistance thought to occur at low doses as a result of variations in the level of sensing of DNA damage (15) .
The search for non-invasive techniques for biological dosimetry has established the analysis of chromosomal translocations as a signature of radiobiological damage in humans (16) . Recently, methods that analyze changes in the concentrations of metabolites have also been applied to this problem, identifying biomarkers of radiobiological effects in various biological media (17) (18) (19) . The vibrational microspectroscopy modalities [Ra-man and FTIR microspectroscopy (FTIRM)] are techniques that can rapidly and non-invasively measure the spatially resolved chemistry of the cell (20) and of tissue (21) with minimal sample preparation. FTIRM has proven to be useful in the analysis of complex biological responses during a range of biological processes, including proliferation and cell death processes (22) (23) (24) (25) . It has also shown promise as a technique for the examination of the total biochemical content after irradiation in human cells (26) (27) (28) , human tissue (29) (30) (31) (32) and bacteria (33) (34) (35) , in addition to isolated molecular constituents of the cell and its subcellular compartments (36) (37) (38) . Melin and coworkers (31) (32) (33) studied the effects of c irradiation of D. radiodurans, K. rosea and M. luteus with FTIRM and demonstrated that differences occurred in the spectral signatures associated with nucleic acids, carbohydrates, fatty acids and protein. Gault et al . also demonstrated that changes in the vibrational intensity of bands across the spectrum occur in HaCaT cells after 6 Gy and 20 Gy c radiation (26, 27) and after 2 Gy of a particles (25) .
Infrared radiation, when incident on molecular species, causes transitions within the vibrational manifold of polar bonds, i.e., bonds containing an atom with an overall positive charge bonded to one with an overall negative charge. When the frequency of the incident infrared radiation matches that of the natural frequency of vibration of the bond, the bond will absorb the radiation. In complex biological species, the absorption bands are broad and represent the superposition of vibrations of various distinct biological species and may be attributed to families of bond vibrations [e.g., lipid or sugar phosphate bond vibrations, carbohydrate osidic bond vibrations (39, 40) ]. A spectrum therefore contains information on the biochemical content of multiple cellular species and consequently has high dimensionality. Previous studies using FTIRM in the analysis of chemical changes after irradiation analyzed spectral changes using differences of the mean spectra within each dose class (31) (32) (33) or analyses of Fourier selfdeconvolution spectra (24) (25) (26) , which does not provide information regarding the variation in specific chemical components with dose and time after irradiation. Such information is provided through the use of multivariate methods (chemometric methods in the context of modeling spectroscopic data) to analyze the variation in spectral content with exposure and response factors. Many methods have been developed for the analysis of multivariate data (41) ; the choice of any individual method depends on the nature of the multivariate measurement and on the purpose of the analysis, a task that may require some prior knowledge of the system under study. Linear (42) and non-linear (43) methodologies for regression of multivariate data against various end points can provide insights into the underlying chemical effects occurring in the sample with the agent of interest and can produce models that are useful in the prediction of chemical content or effect in new multivariate data (42, 43) .
In the present study we present for the first time a chemometric analysis of the variation in the content of the FTIR spectra of a human keratinocyte cell line [HaCaT (44) ] with c-radiation dose and with time after irradiation. Since FTIR spectra represent a quantification of the total concentration of organic biochemical species within the cell, this approach ultimately provides radiobiological models that analyze the variation of all the major cellular constituents (lipid, protein, nucleic acid, amino acid, carbohydrate, etc.) simultaneously, which may be used as a means to retrospectively analyze radiation dose. The analysis here uses linear and nonlinear modeling techniques that provide the means to predict radiobiological dose. It was found that linear and polynomial multivariate models are not sufficiently comprehensive to describe the variation in the FTIRM biochemical fingerprint with respect to dose and time after irradiation. Features of interest in the predictive performance of these models and their implications for the application of FTIRM to biological dosimetry are discussed.
MATERIALS AND METHODS

Cell Culture
The spontaneously immortalized, aneuploid cell line, HACaT, used in this study has been shown to be non-tumorigenic, albeit with a transformed phenotype, in vitro (44) . Cells were cultured in Dulbecco's MEM:F12 (1:1) whole medium (Sigma, Dorset, UK) supplemented with 10% fetal calf serum (Gibco, Irvine, UK), 1000 IU 1% penicillin-streptomycin solution (Gibco, Irvine, UK), 2 mM Lglutamine (Gibco) and 1 mg/ml hydrocortisone (Sigma). Cells were cultured and maintained in an incubator at 37uC with 95% relative humidity and 95% air/5% CO 2 . Cells were routinely subcultured at 80-100% confluence using a 1:1 solution of 0.25% trypsin and 1 mM versene at 37uC.
For FTIRM, transmission of the IR radiation through a biological sample is necessary for the acquisition of a spectrum, and therefore spectroscopic substrates that allow the transfer of infrared radiation through the biological sample must be used. It has been demonstrated previously that FTIRM of HaCaT cells may be performed in transmission-reflection (or ''transreflection'') mode using a lowemissivity silver oxide-coated glass slide (MirrIR, Kevley Technologies) on which a 2% gelatin coating is deposited to enable attachment of the cell and improve cell viability (22) . Transreflection is essentially a double-pass transmission measurement; the broadband IR radiation is transmitted through the sample to the substrate and is then reflected from the silver oxide coating back through the sample to the collection optics in the FTIR instrument (22) . In this study MirrIR slides were cut into 20 mm 3 25-mm pieces and sterilized in 70% industrial methylated spirits before being placed in six-well plates and allowed to dry in a laminar flow cabinet. The slides were then washed in phosphate-buffered saline (PBS). Approximately 300 ml of a preprepared sterile solution of 2% gelatin (b/w) in deionized water was placed on each substrate and was stored for 24 h at 4uC. After this period, the unbonded portion of the gelatin solution was aspirated from the substrate and the cell suspension was immediately added to the substrate, with the sample subsequently incubated at 37uC for a 226 further 2 h to effect initial attachment. The samples were incubated in 3 ml DMEM:F12 for 24 h prior to irradiation. For FTIRM analysis at 6 and 12 h postirradiation, the cell density used was 1 
Irradiation
Three individual passages of the HaCaT cells were used to coat each of three individual substrates for irradiation and analysis at each dose and time and were irradiated with c rays from a cobalt-60 teletherapy source equipped with a chronometer allowing time settings in 0.01-min intervals. The dose rate at the sample at the time of irradiation was determined to be 1.53 Gy/min from a decaycorrected measurement of the in-beam axial dose at an 80-cm sourceto-chamber distance (measured in a water-equivalent phantom using a secondary standard ionization chamber). The dose settings (and the corresponding actual doses delivered with associated uncertainties) were 5 mGy (8.3 ± 40%), 20 mGy (23 ± 13%), 50 mGy (58 ± 17%), 200 mGy (209 ± 5%), 500 mGy (511 ± 2%), 750 mGy (763 ± 1.3%), 1 Gy (1.014 ± 1%), 2.5 Gy (2.514 ± 0.4%) and 5 Gy (5.011 ± 0.2%). The actual dose to which each sample was exposed was determined from the axial dose, corrected for the irradiation time during ingress and egress of the source and the actual irradiation time (a rounding of the calculated irradiation time to 0.01-min increments), scatter and grid factors, together with the source-to-sample distance. The sourceto-sample distance was 100 cm with a 30 3 30-cm field size for doses from 5 Gy to 50 mGy and 184 cm with a 47 cm 3 47-cm field size for the 20-mGy and 5-mGy dose settings. The uncertainty in each dose delivered was estimated by assuming an uncertainty in the chronometer setting of ±0.01 min (the minimum chronometer setting).
The dose range for this study was chosen such that a variety of cellular molecular responses would be seen, including those associated with low-dose hypersensitivity, increased radioresistance, and apoptosis, necrosis and mitosis. This allows us to examine the performance of the models to explain the spectral effects occurring as a result of a range of radiobiological effects. Control samples were shamirradiated, and all samples were returned to the incubator immediately after irradiation. After postirradiation incubation periods of 6, 12, 24, 48 and 96 h, the cells were fixed in a 4% neutral-buffered formalin solution for 10 min, washed three times in deionized water, and desiccated for subsequent FTIRM. Fixation times were kept to a minimum to reduce the risk of any cellular degradation (45, 46) . The samples were stored in a desiccator until the time of analysis.
FTIR Microspectroscopy
FTIRM was performed using a Perkin-Elmer GX-II s equipped with a mid-infrared source and motorized mid-infrared and farinfrared beam splitters, allowing the measurement of spectra over the range from 7000 to 50 cm 21 with a maximum resolution of 0.3 cm 21 . It is also equipped with a 403 objective, a motorized stage, and a liquid-N 2 cooled MCT detector for operation in either transmission or reflection mode. In the present work spectra were recorded over a 4000-to 720-cm 21 wavenumber range with an aperture size of 100 mm 3100 mm, at a spectral resolution of 4 cm 21 and 64 scans per spectrum. All spectra were recorded in transreflection mode; approximately 300 spectra were recorded at each dose and time.
Preprocessing of FTIR Spectra
Single-cell FTIR spectra contain contributions from the chemical content of the sample and physical effects that originate in the optically inhomogeneous nature of the sample under measurement, including spurious effects such as scattering within the sample (47), resulting in alterations in the baseline. Additional unwanted effects include noise and contamination of the spectra by infrared-active molecules such as water vapor and carbon dioxide (48) . Preprocessing of spectra aims to reduce such contributions, minimizing all nonbiological variance. Here, all spectral processing and analysis was performed using Matlab 7.2 (The MathWorks Inc.) with PLS Toolbox 5.0.3 (Eigenvector Research, Wenatchee, WA).
First, outliers within each set of spectra at a given dose and time were removed using Grubb's test of the Mahalanobis distances between scores of the first three principal components of each spectral set (49) . Principal components are used to reduce a given multivariate data matrix to a set of orthogonal basis vectors (principal components or eigenvectors) where those vectors with the largest scores (eigenvalues) correspond to the basis spectra that contribute to the largest degree of variance in the data set (41, 42) . Subsequently, the contributions of water and carbon dioxide were removed from each spectral set by a modeling procedure using second-derivative spectra of CO 2 and water vapor recorded by the FTIR instrument separately (48). Each spectral set was then subjected to the extended multiplicative scatter correction for removal of linear and multiplicative optical effects that contribute to the baseline in the spectra (47), and the spectra were then vector normalized to adjust for point-topoint variations in concentration of cells within the aperture window across the sample.
PLS Regression
The partial least-squares regression (PLSR) algorithm has been used extensively in the field of chemometrics since its first description by Wold (50) . The PLSR algorithm constructs a model that allows the regression of a series of spectral measurements onto target agent or analyte concentrations. The model itself is given as follows (41):
where Y is a matrix that defines the concentration of agent (in this case radiation dose) associated with each of the multivariate objects (spectra) that themselves are contained within the matrix, X, and E is a matrix of residuals. The algorithm aims to maximize the association between the structure of X relative to the structure of Y and to minimize E. An approximation to the procedure by which the algorithm operates visualizes the X and Y matrices being decomposed into their principal components and then regressed against one another. Thus the X and Y matrices are decomposed into their eigenvectors (principal components, or in the context of PLSR, ''latent variables'') and eigenvalues (scores) as
where T and U are the score matrices associated with the transposed matrix of latent variables, P T and Q T within the X and Y matrices, respectively, with E X and E Y being the residuals associated with the decomposition. The regression model then attempts to approximate the Y-score matrix in Eq. ( (3)) (U) with the X score matrix, T, as
where those latent variables within X that best regress against Y are retained within the model. Estimates of U in Eq. ( (5)) are then fed into Eq. ( (4)), providing predictions of Y from the X-block data. It is also possible to construct PLSR models that regress the latent variables in X against Y by means of a non-linear model. A nonlinear PLSR model (NL-PLSR) employing a second-order polynomial was constructed in an attempt to examine whether the adjustment in the total biochemical content of the cell after irradiation follows a simple non-linear model [which may be associated with cascading or clustering of DNA damage (51) 
Generalized Neural Network Regression
Artificial neural networks (ANNs) have been termed ''nonparametric nonlinear regression estimators'' (43) because of their ability to determine relationships between one or several input or ''independent'' variables and one or several output or ''dependent'' variables, regardless of the form of the function defining the relationship between the two sets of variables. The network employed here is a generalized regression neural network (GRNN), first described by Specht (53) , which is a form of kernel regression in which the optimum non-linear regression surface relating the input data to the output data is determined (53) . A schematic of the network is presented in Fig. 1 . The network has as its basis the following formula, which is derived from generalized regression theory (54):
y:f (x,y):dy
where E(y|x) is the expected value of the output, y, for a given input, x, and f(x,y) is a probability density function of x and y, which defines the relationship between the two variables. The GRNN effectively estimates f(x,y) via a subset of the matrix of the input data set that is used to train the network. Since the network is developed directly from a training subset of the input data set, it can generalize to any functional form that relates any input to any target output. The input data are fed through various ''layers'', which are stages of the network operations and which are arithmetic operations whose parameters are unobservable to the operator. However, key to the operation of the network is the ''smoothness'' of the radial basis function (RBF) layer (or the width, s, of the RBF distribution functions). The form of these radial basis functions assumes a Gaussian form when s is large and may assume non-linear shapes when s is small. In the first instance, this will increase the prediction error between the output of the network and the desired output, but the network will perform well when presented with unseen data, while in the second the prediction error will be small, but outliers in the input data will have too great an effect on the regression. Therefore, during training of the network, suitable values for s (which will be termed the ''smoothness'' of the network) are determined through cross-validation of the training data relative to the corresponding target outputs; the optimal value for s is then the value that provides the minimum prediction error (53, 54) .
Design and Testing of Models
To develop a model of spectral measurements relative to dose, the spectral data set was randomized and split into a training set containing 60% of the total number of spectra and a testing set containing the remaining 40% of the spectra. It is known that PLSR models can model noise in the data set of independent variables if the model chosen is overly complex, i.e., if the number of latent variables chosen is too large. Leave-one-out cross-validation was used to determine the optimal number of latent variables to retain in the model. The PLSR and NLPLSR algorithms were then executed for ten separate randomizations of the calibration and testing matrices to avoid bias in the algorithms through presentation with different training and testing data sets. In defining the performance of the model in the regression of the spectral measurements against radiation dose at cross-validation, we used the root-mean-squared error of cross-validation (RMSECV). At the model training stage this measure is termed the root-mean-squared error of calibration (RMSEC) and root-mean-squared error of prediction (RMSEP) at the testing stage. The root-mean-squared error is defined as
where the predicted dose from each model,Ŷ Y i , is compared to the corresponding true value, Y i. Tenfold cross-validation was used to define the optimal smoothness of the GRNN before calibration to prevent overfitting. The data set was again randomly split into a training set (60% of total spectra) and unseen testing set (40% of total spectra), and these were used to develop and test the network. Since the network is initialized randomly on each development of the network (i.e. cross-validation, calibration and testing), the network was run over 50 independent initializations and the mean values of the RMSEC and RMSEP were computed to evaluate the performance of the GRNN. Execution of the models repeatedly in this manner avoids data bias by randomization of the training and testing data matrices. The values of RMSEP quoted in this work are conservative estimates due to the uncertainties in the dose delivered (estimates of which are included in the section on irradiation earlier), a factor that has been demonstrated to lower the actual RMSEP (55, 56) . PLSR and NL-PLSR models were evaluated separately for corrected spectra, first-order derivative spectra, and second-order derivative spectra. First-order derivatives are used in spectroscopy for the removal of slowly varying background or baseline features below chemical signatures and are used here in a separate modeling procedure as a check of the preprocessing procedures that were employed to correct the spectra. Second-order derivative spectra are normally employed to highlight ''shoulder'' features occurring on spectral peaks and are used here to determine whether such features are important in terms of their relationship to dose or in the ability to predict radiation dose from such spectra.
RESULTS
Spectral Vibrations in HaCaT cells
The main FTIRM spectral features of sham-irradiated and irradiated HaCaT cells at 96 h postirradiation are shown in Fig. 2 . The associated band assignments are shown in Table 1 (with associated references to their sources). Mean spectra from each spectral category are presented here to highlight spectral changes occurring as a result of exposure to ionizing radiation, although a full interpretation of the multivariate models involves detailed analysis of their fitting parameters. Detailed analyses of the correlation of the complex changes to the spectral response as a function of dose and exposure time with gold standard tests for viability, proliferative capacity and mitochondrial activity are currently under way.
In sham-irradiated cells, the region up to 1750 cm 
Cross-Validation, Calibration and Prediction Performance of PLSR, NL-PLSR and GRNN Models
The complexity of a partial least-squares (PLSR) model is determined by the number of latent variables incorporated in the model (which are orthogonal dimensions that explain the variation in the multivariate data set with respect to the target variable). Selection of a suitable number of latent variables to retain in constructing the PLSR and NL-PLSR models is essential to ensure that overfitting of the data does not occur (42). Martens and Naes defined a condition indicating the optimal number of latent variables to retain in such models as the minimum of a plot of the cross-validation error as a function of the latent variable number in an independent test set (42) . Adopting this approach, we determined that the optimal number of latent variables (nLVs) for both the PLSR and NL-PLSR models is as shown in Tables 2 and 3 , with examples of the corresponding cross-validation and subsequent calibration and testing results shown in Fig. 4a and b . Tables 2 and 3 also show the corresponding variance explained by the first two latent variables for the PLSR and NL-PLSR models at each time and the corresponding root-mean-square errors of calibration (RMSEC) and prediction (RMSEP). The explained variance with respect to LV above the second LV is not shown because these describe decreasing amounts of variance in the data set with respect to the target dose, and the variance described by the first two LVs is quite high (above 96-97% for both the corrected and first-order derivative spectra) in each model. There is good agreement between the values of RMSEC and RMSEP for each 
FTIRM AND MULTIVARIATE METHODS FOR RADIOBIOLOGICAL DOSIMETRY
PLSR and NL-PLSR model at each dose, indicating that overfitting is not evident in the modeling results, despite the large number of LVs required to model the data. In addition, the values of RMSEC and RMSEP for the models developed with either corrected spectra or first-order derivative spectra agree well with one another, indicating that the spectral preprocessing used here is effective at removing spectral variance within baseline features and that such effects have little influence on the predictive efficiency of the models. Table 4 shows the performance of the GRNN in training (calibration) and prediction of dose and the associated goodness-of-fit statistics. An example of the results seen at cross-validation of the network and subsequent calibration and testing is shown in Fig. 4c . Also included in Table 4 are the values of the network smoothing factor. It is notable that the value of the smoothing factor of the neural network is quite similar for the network developed for each spectral data set at each time. This indicates that the range of spectral features that are modeled with each independent neural network is quite consistent, even though the weights of each network used to combine the spectral features in regressing against dose may be different at each training stage. Again the values of RMSEC and RMSEP for each of the networks are quite similar, indicating that the networks do not overfit spectral features within the data sets and as such generalize well to previously unseen data.
DISCUSSION
Spectral Features Varying with Dose
There is a paucity of studies on the use of vibrational spectroscopy for the analysis of biological samples exposed to ionizing radiation. Although studies with FTIRM by Melin and coworkers (31) (32) (33) on the effects of c irradiation of D. radiodurans, K. rosea and M. luteus are not directly comparable to effects on eukaryotic cells, they demonstrate that spectral differences occur in the 1245-900-cm 21 (nucleic acids and carbohydrates), 3100-2800-cm 21 (fatty acids and protein), and 1750-1390-cm 21 (lipid and protein) regions of the spectrum (in certain bacterial strains, these band intensities were observed to increase, while in others they were observed to decrease). Gault et al. also demonstrated that changes in the vibration intensity of bands across the fingerprint region occur in HaCaT cells after 6 and 20 Gy c irradiation, and after a 2-Gy dose of a particles (25, 65) .
A straightforward means of examining the spectral changes occurring after irradiation is through examination of the difference spectra between the mean spectra for sham-irradiated cells and those for the irradiated cells. An example of the difference spectra seen for the 500-mGy and 5-Gy dose categories at 96 h postirradiation is shown in Fig. 3a and b . It must be noted in interpreting these difference spectra that a peak denotes an absorbance in the sham-irradiated cell spectra that is higher than the corresponding absorbance in the irradiated sample, and vice versa. The findings of Gault et al. are supported by the features in Fig. 3a and b and stretching vibration in PO 4 2 moieties in DNA) also exhibit slight absorbance differences. In addition there is a strong absorbance difference in the tyrosine ring vibration band at ,1515 cm 21 in the 500-mGy sample. As a complete picture, these features could signify an increase in DNA strand breaks and base cleavage reactions with dose, increasing hydroxylation of C5C double bonds in purine and pyrimidine rings of DNA and potentially the formation of DNA-DNA or DNA-protein crosslinks (25, 26) . The absorbance differences at 1160 cm 21 (-C-OH in nucleic acid carbohydrates) and 1242 cm 21 (-PO 2 2 asymmetric stretching vibration) also suggest adjustments to the hydrogen bonding structure in DNA that have been seen previously in apoptosis in irradiated lymphocytes (26) . In addition, the pyranose carbohydrate vibrations (symmetric and asymmetric ring vibrations, C-H deformation) exhibit positive absorbance differences from 935 to 905 cm 21 , while the O-H bond stretching vibration has highly positive absorbance differences at ,3176 cm 21 and 3262 cm
21
. These features could signify an adjustment to metabolic activity involving glucose synthesis for energy production in molecular transduction responses to radiation exposure (15, 59) .
The absorbance differences in protein amide bands suggest the occurrence of dose-dependent secondary structural changes to protein, previously seen by Gault et al. (27, 28) . Such changes to the structure of protein have been demonstrated to result from chain cleavage, formation of protein-protein crosslinks and amino acid degradation after ionizing radiation exposure (25, 26) . However, many of the regions of the spectrum ascribed Amide A (n -N-H), (p) 3200-3000 n as 2NH 3 z (free amino acids) 3000-2850 n C-H (free amino acids) ,3100
Overtone of Amide II band ,3050
Amide B (n -N-H), p 3030-3020 n as -CH 3 
n -C5O (l) (esters) 1710-1716 n as -C5O (RNA, esters) 1705-1690 n as -C5O (RNA, DNA) 1654
Aromatic tyrosine ring 1467 to protein also contain vibrations that are assigned to lipid species, to which the highlighted signatures may be assigned. This could be evidence of degradation to the structure and function of biomembranes within the cell (25, 26) . There are also absorbance differences in the CO-O-C symmetric and symmetric stretching vibrations at 1170 and 1070 cm 21 in lipids, which supports this latter assertion. 
Comparative Predictive Efficiency of Modeling Procedures
The values of RMSEC and RMSEP for the PLSR, NL-PLSR and GRNN models may be compared by comparing the top sections of Tables 2 and 3 with  Table 4 . It is clear that both the PLSR and NL-PLSR models have similar performances in prediction of dose from spectral information and generalize well to unseen data, although the NL-PLSR model is slightly less effective in comparison with the PLSR model. The GRNN, however, outperforms both the PLSR and NL-PLSR models in terms of prediction and generalization ability, achieving values of RMSEC and RMSEP that are in general lower than those of the other two models. It is also notable that for the PLSR and NL-PLSR models, the use of second-order derivative spectra shows no improvement in the predictive ability of each model but rather appears to disimprove them.
The large difference between the RMSEC and RMSEP values obtained using the GRNN compared to either the PLSR or NL-PLSR models suggest that the concentration of many chemical components of the cell vary in a non-linear manner with dose, and this variation is not explained adequately by either a linear or second-order polynomial model. This demonstrates that subtle and complex dose-dependent changes are apparent in FTIR spectral fingerprints.
The intercomparison of RMSEC and RMSEP values between GRNN models at different times can give insights into the dynamics of the system under study (see Table 4 ). The predictive efficiency of the PLSR and NL-PLSR models are relatively consistent with time postirradiation, while the predictive efficiency of the GRNN varies with time postirradiation, being best at 6 h and 96 h postirradiation, falling from a maximum at 12 h postirradiation onward. This suggests that there is an increased variance in the biochemical content of the cell population at 12 h postirradiation, suggesting that the total chemical composition of the cells is varying as a result of the initiation of a variety of DNA repair and other response mechanisms (15, 59) . This response appears to induce a range of spectral content profiles across the population of cells while they undergo responses such as DNA repair, apoptosis or necrosis (15, 59) . It is also possible that this increase in variance within the population of cells is a result of the difference in response mechanisms occurring within cells exposed to doses that may initiate non-targeted effects [from 5 mGy to 200 mGy (15) ] in comparison to those exposed to doses producing effects consistent with the classical paradigm (3, 15) . The reduction in the RMSEC and RMSEP values at 24 h suggests that spectral content and thus dosedependent modeling efficiency may also be affected by the synchronization of cells within the cell cycle (9) [the length of the cell cycle in HaCaT cells is approximately 23 h (44)]. At 96 h, it appears that cells within a population have exhausted the range of molecular response mechanisms available to them, since variance in the spectral content within each dose category is reduced, and the predictive efficiency of the modeling procedures increases; this suggests that the spectral content within the population of cells varies according to a more consistent model with respect to radiation dose. The predictive efficiency of the model at this time is excellent (approximately ±10 mGy including the variance in RMSEP) compared to that achieved with established methods of biological dosimetry. This RMSEP equates to a measurement uncertainty that varies between 200% for a dose of 5 mGy to 2% at 500 mGy and 0.2% at 5Gy, while this uncertainty has been quoted to be as high as 62% for estimates based on measurements of chromosomal translocation frequency (60) .
Finally, the PLSR and GRNN algorithms were applied to the development of models based on the complete data set of spectra at all times. The PLSR algorithm in this case is termed a PLS2 algorithm (42) , and it predicts both the dose and time of irradiation. The RMSEC and RMSEP for prediction of time from this algorithm were both 17.9 h (with R 2 values of approximately 0.85 and 0.84, respectively), while the corresponding values for RMSEC and RMSEP in prediction of dose were both 1.3 Gy (with R 2 values of 0.41 and 0.43, respectively). In contrast, the GRNN was capable of predicting time to within 6.3 h (with an RMSEC of 5.8 h and R 2 values of 0.99 and 0.98 at calibration and testing, respectively) and dose to within 0.37 Gy (with an RMSEC of 0.25 and R 2 values of 0.99 and 0.97 at calibration and prediction, respectively). This emphasizes the degree to which chemical signatures vary in a nonlinear manner with dose and time postirradiation. Notes. RMSEC and RMSEP are in the units of dose (Gy) at each time. Each value of RMSEC or RMSEP is the mean of 50 independent executions of the network for complete randomizations of the training and testing data sets. GRNNs were generated on the raw spectral data at each time after irradiation. The smoothing factor is the value of n required in the radial basis function (RBF) of the neural network (see the text for a description). Figures in parentheses denote the standard deviations on the mean. 
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CONCLUSION
This study demonstrates that FTIRM, in addition to its potential in cytometry and tissue pathology, provides a platform for the non-invasive measurement of radiobiological damage because it is sensitive to the complex series of molecular responses produced in the cell. It has been demonstrated that powerful multivariate techniques can offer the means to analyze the changes in the biochemical fingerprint occurring with dose and time after irradiation as a platform for retrospective biological dosimetry. The study raises questions regarding the nature of the nonlinearities in these changes that are suggested by the performance of the GRNN in modeling the biochemical fingerprint. Further detailed investigations are currently being directed toward interpreting the modeling parameters within the multivariate models, with a view to elucidating the identity of radiobiologically relevant spectral features and modeling their association with radiobiological effect. A correlation of the observed spectral responses as a function of radiation dose with biochemical end points could potentially add considerable insight into the molecular origin of the response.
