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HAMILTONICITY OF THE CAYLEY DIGRAPH ON THE
SYMMETRIC GROUP GENERATED BY σ = (1 2 ···n) AND τ = (1 2)
AARON WILLIAMS
Abstract. The symmetric group is generated by σ = (1 2 ··· n) and τ = (1 2).
We answer an open problem of Nijenhuis and Wilf by constructing a Hamilton
path in the directed Cayley graph for all n, and a Hamilton cycle for odd n.
Dedicated to Herb Wilf (1931 – 2012).
1. Introduction
The Hamiltonicity of Cayley graphs is a well-studied area (see Pak and Radoic˘ic´’s
survey [6]). We consider the directed σ-τ graph G(n) = −−−−−→cayley(Sn, {σ, τ}) on the
symmetric group Sn with generators σ = (1 2 ···n) and τ = (1 2), and edges Eσ∪Eτ .
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Figure 1. a) G(4) with curved and straight arcs for Eσ and Eτ ,
and b) C2(4) is a (disjoint directed) cycle cover of size two in G(4).
The Hamiltonicity of G(n) was first considered by Nijenhuis and Wilf (Exercise
6 in [5]). A general condition by Rankin [7] forbids Hamilton cycles in G(n) for
even n ≥ 4 (see Swan for a simplified proof [11]). Determining if Hamilton cycles
exist for odd n was given a difficulty rating of 48/50 by Knuth, making it one of the
hardest in The Art of Computer Programming (Problem 71 in Section 7.2.1.2 [4]).
We settle the Hamiltonicity problems by constructing C1(n) and P(n) such that:
1. C1(n) is a Hamilton cycle in G(n) for odd n.
2. P(n) is a Hamilton path in G(n) for all n.
A disjoint directed cycle cover (or simply cycle cover) is a set of edges in which
each vertex has in-degree one and out-degree one. A cycle cover partitions into the
edges of vertex-disjoint directed cycles that span the vertices, and its size is the
number of these cycles. Our Hamilton cycle C1(n) is a cycle cover of size one, and
our Hamilton path P(n) splits and joins the two cycles in the following:
3. C2(n) is a cycle cover of size two in G(n) for all n.
Both C1(n) and C2(n) are created by specifying the edge that enters each vertex p.
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2 AARON WILLIAMS
Definition 1. Let p = p0···pn−1, pi =n, and r= p(i mod n−1)+1. Then (pτ,p)∈C1(n)
if (a) r <n−1 and r= p0−1, or (b) r=n−1 and p0 = 2, or (c) p1p2···pn−1 is a ro-
tation of 1 2 ···n−1; otherwise, (pσ−1,p)∈C1(n).
Definition 2. Let p = p0···pn−1, pi =n, and r= p(i mod n−1)+1. Then (pτ,p)∈C2(n)
if (a) r <n−1 and r= p0−1, or (b) r=n−1 and p0 = 1; otherwise, (pσ−1,p)∈C2(n).
Let us decipher Definition 2. The symbol n has index i in p, and r denotes
the symbol to the right of n, except that r = p1 when i = n−1. For example, if
p = p0p1p2p3 = 4231, then i = 0 and r = 2 (since p0 = 4 is followed by p1 = 2). If
p = 1234, then i = 3 and r = 2 by the exceptional case. A τ -edge enters p when
its first symbol is p0 = (r mod n−1)+1. Thus, the vertices entered by a τ -edge
in C2(4) are 2413, 2341, 2134, and 3421, 3142, 3214, and 1432, 1243, 1324, where r is
underlined. Figure 1 b) gives C2(4) by adding σ-edges into the other vertices.
Although our rules are succinct, they do not lead directly to proofs of our results.
Instead we express C1(n) and C2(n) as the symmetric difference of cycles of the
form σn and (τσ−1)n−1. Our main lemma computes cycle cover sizes in G(n) using
rotation systems, and we spend considerable effort simplifying these systems. In
particular, our Hamilton cycle simplifies to a wheel structure on n−1 vertices.
The technique of creating large cycles from the symmetric difference of small cy-
cles has been used by change ringers for hundreds of years (see Duckworth and Sted-
man [2]). Prior to this article, Hamilton cycles of the undirected cayley(Sn, {σ, τ})
were constructed with great difficultly by Compton and Williamson [1]. Hamil-
ton cycles in
−−−−−→
cayley(Sn, G) have also been constructed for G = {σ, τ, (1 2 3)} by
Stevens and Williams [10], and G = {σ, (1 2 ···n−1)} by Holroyd, Ruskey, and
Williams [3]. The literature frequently states that G(5) is not Hamiltonian; see
Ruskey, Jiang, and Weston [8] for the history and resolution of this error. Our lo-
cal rules translate into efficient algorithms for generating permutations, and so this
article has applications to combinatorial Gray codes (see Savage [9] and Knuth [4]).
Sections 2–5 cover preliminaries, cycles in G(n), rotation systems, and our theo-
rems, respectively. Table 1 gives a handy summary of our notation on page 14.
2. Preliminaries
This section collects background concepts and definitions. In this article we
often use subscripts and superscripts cyclically, so by convention xk+1 = x1 when
discussing a set {x1, x2, ..., xk}, and x0 = xk when discussing a sequence x1 x2 ··· xk.
2.1. Strings. The set of permutations of JnK = {1, 2, . . . , n} written as strings is
Pn =
{
p1···pn : {p1, ..., pn} = JnK}.
The strings that are missing m ∈ JnK, or any one symbol, are defined as
Mmn =
{
p1···pn−1 : {p1, ..., pn−1} = JnK\{m}} and Mn = M1n ∪M2n ∪ ···Mnn.
Thus, P3 = {123, 132, 213, 231, 312, 321} contains the elements of S3 in one-line no-
tation, M13 = {23, 32} contains strings missing 1, and M3 = {12, 13, 21, 23, 31, 32}
contains strings missing any one symbol. We use bold letters for strings and sub-
scripts for their individual symbols, as in p = p1p2···pn ∈ Pn. We let pσ and pτ
denote the application of σ and τ to the indices of p = p1p2···pn ∈ Pn. Thus,
pσ = p2p3···pnp1 since the first symbol is p2, the second is p3, and so on. We apply
multiple σ and τ from left-to-right, and use exponentiation for inverses and repeti-
tion. For example, pσ−1 = pnp1p2···pn−1 and p(τσ)2 = pτστσ = ((((pτ)σ)τ)σ).
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2.2. Rotational Equivalence. Let ∼ denote the equivalence relation for strings
under rotation. We use uppercase and bold uppercase for equivalence classes and
sets of equivalence classes, as in X = [312] = {312, 123, 213}, and Y = {[12], [23]}.
Quotient sets are specified by /∼. Thus, P3/∼ = {[321], [312]}, M13/∼ = {[32]},
and M3/∼ = {[31], [32], [21]}. We say X ∈ Pn/∼ and Y ∈ Mn/∼ are consistent
if X = [p1p2···pn] and Y = [p2p3···pn]. In other words, X and Y are consistent if
they have the same circular order when ignoring the missing symbol. For example,
X = [4123] and Y = [134] are consistent (by p1p2p3p4 = 2341).
2.3. Walks, Paths, and Cycles. Let G = (V,E). A walk of length k is a sequence
v1 e1 v2 e2 ... vk ek vk+1 where ei ∈ E is incident with vi, vi+1 ∈ V for i ∈ JkK.
A path is a walk with distinct edges and vertices. A cycle is a path except that
vk+1 = v1, and we omit vk+1 from the sequence. If G is directed, then ei = (vi, vi+1)
is a forward edge and ei = (vi+1, vi) is a backward edge on the walk. A path or cycle
is directed if it has no backward edges. If ei = (vi, αvi) for α ∈ {σ, σ−1, τ}, then we
can replace ei by α in the sequence. We specify walks and their edge sets by
walk(pα1α2···αk) = p α1 (pα1) α2 (pα1α2) α3 ··· αk (pα1α2···αk) and
edges(pα1α2···αk) = {(p,pα1), (pα1,pα1α2), ..., (pα1α2···αk−1,pα1α2···αk)}.
For example, one of the cycles in Figure 1 b) is walk(p(τσ)3) for p = 4321.
3. The Directed σ-τ Graph and its Cycles
This section shows how cycle covers can be expressed as the symmetric difference
of basic cycles. Figure 2 illustrates our reformulation of C2(4) from Figure 1 b).
3.1. Basic Cycles. We first show that walks associated with σn and (τσ−1)n−1 are
(directed) cycles, which we refer to as σ-cycles and alternating-cycles, respectively.
Lemma 1. If p = p1···pn ∈ Pn, then walk(pσn) and walk(p(τσ−1)n−1) are cycles.
Proof. The sequences give cycles on multiple lines below left and right, respectively.
p1 p2 p3 p4 ··· pn σ
p2 p3 p4 ··· pn p1 σ
· · · · · ·
pn p1 p2 p3 ··· pn−1 σ
p1 p2 p3 p4 p5 ··· pn τ p2 p1 p3 p4 p5 ··· pn σ−1
pn p2 p1 p3 p4 ··· pn−1 τ p2 pn p1 p3 p4 ··· pn−1 σ−1
. . . . . . . . . . . .
p3 p2 p4 p5 ··· pn p1 τ p2 p3 p4 p5 ··· pn p1 σ−1
Notice that walk(pσn) visits [p], while walk(p(τσ−1)n−1) visits [p1p3p4···pn] with
each τ -edge moving the missing symbol p2 from the second to first position. 
Let S(n) ⊆ 2Eσ and A(n) ⊆ 2Eσ∪Eτ contain the edge sets of each σ-cycle and
alternating-cycle in G(n), respectively. We form bijections between these sets and
our equivalence classes based on the following equalities,
|S(n)| = n!/n = (n−1)! = |Pn/∼| and |A(n)| = 2n!/(2n−2) = n(n−2)! = |Mn/∼|
which are due to each vertex being on one σ-cycle (of length n) and two alternating-
cycles (of length 2n−2) We define our one-to-one maps s : Pn/∼ → S(n) and
a : Mn/∼ → A(n) below, and we note that they respect ∼ by the proof of Lemma 1
s([p]) = edges(pσn) for p ∈ Pn
a([q]) = edges(p(τσ−1)n−1) for q = q1q2···qn−1 ∈Mmn and p = q1mq2q3···qn−1 ∈ Pn.
For example, s([4123]) = edges(4123σ4) and a([413]) = edges(4213 (τσ−1)3).
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3.2. Cycle Covers. Now we express cycle covers as symmetric differences.
Lemma 2. D is a cycle cover in G(n) if and only if D = Eσ ⊕ (A1 ∪A2 ∪ ··· ∪Ah)
for a subset of alternating-cycle edge sets {A1, A2, ..., Ah} ⊆ A(n).
Proof. Suppose D = Eσ⊕(A1∪A2∪···∪Ah). Note that Eσ is a cycle cover. Distinct
alternating-cycles are edge-disjoint, and vertex p on an alternating-cycle A either
has one σ-edge and one τ -edge entering it on A, or one σ-edge and one τ -edge exiting
it in A. Thus, p has in-degree and out-degree one in D, so D is a cycle cover.
Suppose D is a cycle cover. If the τ -edge (p,pτ) is in D, then the σ-edge
(pτσ−1,pτ) is not in D, and hence the τ -edge (pτσ−1,pτσ−1τ) is in D, and so
on. Thus, D contains every τ -edge and none of the σ-edges on an alternating-cycle.
Since each cycle in D either contains a τ -edge or is a σ-cycle, we can conclude that
D = Eσ ⊕ (A1 ∪A2 ∪ ··· ∪Ah) for some {A1, A2, ..., Ah} ⊆ A(n). 
Now we apply Lemma 2 to C1(n) and C2(n). To describe the alternating-cycles,
let Fn(r,m) = {[nrp3···pn−1] ∈ Mmn /∼} contain equivalence classes with two fixed
symbols: r is right of n, and m is missing. For example, F5(1, 2) = {[5134], [5143]}.
We let F(r,m) = Fn(r,m) when context allows, and combine these subsets as follows
Y1(n) = F(1, 2) ∪ F(2, 3) ∪ ··· ∪ F(n−2, n−1) ∪ F(n−1, 2) ∪ {[1 2 ···n−1]} and(1)
Y2(n) = F(1, 2) ∪ F(2, 3) ∪ ··· ∪ F(n−2, n−1) ∪ F(n−1, 1).(2)
For example, the two sets are below for n = 5 along with their fixed symbol subsets
Y1(5) = {
F(1,2)
[5143], [5134],
F(2,3)
[5241], [5214],
F(3,4)
[5321], [5312],
F(4,2)
[5431], [5413], [1234]}
Y2(5) = {[5143], [5134]
F(1,2)
, [5241], [5214]
F(2,3)
, [5321], [5312]
F(3,4)
, [5432], [5423]
F(4,1)
}.
Let A1(n) and A2(n) be the respective unions of a(Y ) for Y ∈ Y1(n) and Y ∈ Y2(n).
For example, A2(4) = a([413]) ∪ a([421]) ∪ a([432]) appears in Figure 2 b).
Lemma 3. (i) C1(n) = Eσ ⊕A1(n) and (ii) C2(n) = Eσ ⊕A2(n).
Proof. Consider p = p0···pn−1 with respect to Definition 2. Notice that
(a) r < n−1 and r = p0−1, or (b) r = n−1 and p0 = 1 ⇐⇒ F(r, p0) ⊆ Y2(n).
Thus, (pτ,p) ∈ C2(n) if and only if (pτ,p) ∈ A2(n), and (pσ−1,p) ∈ C2(n) if and
only if (pσ−1,p) /∈ A2(n). This proves (ii) since Eσ ⊕ A2(n) contains every τ -edge
in A2(n) and every σ-edge not in A2(n). A similar argument proves (i). 
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[413]
[432][421]
a) Eσ b) A2(4)
Figure 2. The symmetric difference of a) and b) is the cycle cover C2(4).
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4. Rotation Systems
This section discusses rotation systems in general, and two systems in particular.
We name Wheeel(n) after the wheel graph, and show that it has one or two faces
depending on n’s parity. We name Wilf(n) after Wilf [5], and use it to compute
cycle cover sizes.
4.1. Definitions. A rotation system R = (V,E, θ) (or combinatorial embedding) is
an undirected graph G = (V,E) that allows loops and parallel edges, and a cyclic
order θ(v) on the edges incident with each v ∈ V . A face is a cycle v1 e1 v2 e2 ··· vk ek
in which each ei−1 is immediately followed by ei in θ(vi). Each edge (u, v) ∈ E
is comprised of two darts, u → v and v → u, and each dart belongs to one face.
Rotation systems are unifacial (also known as unicellular) or bifacial if they have
one or two faces, respectively. To simplify our figures and formulae, we use and
for vertices that are embedded with clockwise and counter-clockwise edge orders,
respectively, and in writing we specify θ(v) with any linear order that induces it.
4.2. Spinning ‘Wheeel’. An m-wheel is an undirected graph with vertex set
{h, r1, ..., rm−1} and edges Rj = (rj , rj+1) and Sj = (h, rj) for j ∈ JmK. The
cycle r1 R
1 r2 R
2 r3 ··· rm−1 Rm−1 is the rim, h is the hub, and the Sj edges are
the spokes. An m-wheeel (with an extra ‘e’) is an m-wheel plus an edge P 1 = (h, r1)
parallel to S1. The spinning m-wheeel is a rotation system Wheeel(m) = (V,E, θ)
where (V,E) is an m-wheeel and θ orders the edges as follows for 2 ≤ i ≤ n−1
θ(r1) = S
1, R1, P 1, Rm−1 θ(ri) = Si, Ri, Ri−1 θ(h) = S1, S2, ..., Sm−2, P 1, Sm−1.
Figure 3 illustrates Wheeel(7) and Wheeel(6) and the proof of Lemma 4.
r6
r1
r4
3r
r2
P1
S1 S
2
S3
S5 S
4
h
R5
R1
R2
R4 R3
S6
R6
r5
1 2
3
9
8
7
6 5
4
6
1 2
3
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17
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7
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54
14
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7
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17
18
19
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2021
22
13
1
3
2
4
5
6
a) b) c)
Figure 3. a) Wheeel(7) with edges ordered counter-clockwise for
the hub vertex and clockwise for the rim vertices , b) darts along
the two faces of Wheeel(7), c) darts along the one face of Wheeel(6).
Lemma 4. Wheeel(m) is unifacial if m is even, and is bifacial if m is odd.
Proof. Let f = bm/2c and c = dm/2e. Wheeel(m) has two faces for odd m,
h S1 r1 R
1 r2 S
2 h S3 r3 R
3 r4 ··· r2c−3 R2c−3 r2c−2 S2c−2 and
h P 1 r1 R
m−1 rm−1 Rm−2 rm−2 Rm−3 rm−3 ··· r2 R1 r1 P 1
h Sm−1 rm−1 Rm−1 r1 S1 h S2 r2 R2 r3 S3 h S4 r4 ··· r2f−2 R2f−2 r2f−1 S2f−1.
When m is even, Wheeel(m) has one face obtained by removing the ‘and’ above. 
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4.3. Wilf’s Rotation System. Wilf ’s graph is an undirected bipartite graph with
vertices Pn/∼∪Mn/∼ and edges between consistent vertices. Wilf ’s rotation system
is Wilf(n) = (V,E, θ) on Wilf’s graph (V,E) with the following edge orders for
[p] = [p1p2···pn] ∈ Pn/∼ and [q] = [q1q2···qn−1] ∈Mmn /∼
θ([p]) = (p, [p2p3···pn]), (p, [p1p3p4···pn]), ..., (p, [p1p2···pn−1])(3)
θ([q]) = (p, [q1q2···qn−1m]), (p, [q1q2···qn−2mqn−1]), ..., (p, [q1mq2q3···qn−1]).(4)
In other words, edges are ordered by left-to-right deletions for vertices in Pn/∼ and
by right-to-left insertions for vertices in Mn/∼. Figure 4 a) illustrates Wilf(4).
[4123]
[4213]
[4231] [4312]
[4132]
[4321]
[413]
[312]
[412][423]
[431]
[321]
[432][421] [4123]
[4213]
[4231] [4312]
[4132]
[4321]
[413]
[432][421]
a) Wilf(4) b) Wilf2(4)
Figure 4. a) Wilf’s rotation system Wilf(4), and b) the induced
bifacial rotation system Wilf(4)[Pn/∼ ∪ {[413], [421], [432]}].
To appreciate Wilf(n), we must consider how the basic cycles of G(n) interact.
If S ∈ S(n) and A ∈ A(n) intersect, then S ∩ A = {(p,pσ)}, and we let their
sink be sink(S,A) = pσ. For example, sink(s([4123]), a([413])) = 2341 by Figure 5.
Remark 1 equates cycle intersection with equivalence class consistency, and provides
a formula for the sink. For simplicity, we let sink([p], [q]) = sink(s([p]), a([q])).
Remark 1. s(X) ∈ S(n) and a(Y ) ∈ A(n) intersect if and only if X and Y are con-
sistent. Moreover, if X = [p1p2···pn] and Y = [p2p3···pn], then sink(X,Y ) = p1p2···pn.
3421 4213
1342 2134
1234 2341
4123 3412
2413 4132
3241 1324
[4123]
[4213] [4132][413]
4213
1342 2134
1234 2341
4123 3412
3142 1423
4231
2413
3241 1324
4312 3124
2431
[4123]
[413]
[123]
[412][423]
a) b)
Figure 5. a) a([413]) intersects s([4213]), s([4123]), s([4132]),
and b) s([4123]) intersects a([123]), a([423]), a([413]), a([412]).
The induced rotation system for R = (V,E, θ) and U ⊆ V is R[U ] = (V ′, E′, θ′)
with V ′ = U ′, E′ = {e ∈ E : e = (x, y) for x, y ∈ U}, and θ′(x) = θ(x) ∀x ∈ V ′ with
removed edges omitted. For example, see Figure 4 b). Lemma 5’s map is illustrated
by Figure 6, where F is a face in Figure 4 b) and C is a cycle in Figure 1 b).
Lemma 5. The size of D = S(n)⊕(a(Y1)∪a(Y2)∪···∪a(Yh)) is the number of faces
plus isolated vertices in Wilf(n)[Pn/∼ ∪Y] for any Y = {Y1, Y2, ..., Yh} ⊆Mn/∼.
THE HAMILTONICITY OF
−−−−→
cayley(Sn, {σ, τ}) 7
[4213] [4132]
[4321]
[413]
[432][421] [4123]
[4231] [4312]
= 1s
= 3s
= 3s = 3s
= 1s = 1s
a
b
c
d
e
f 1342 1234
4123
3412
1423
421 4231
3241
4312 3124
2431
2143
d
c
e
f
a
b2134
3142
3214
1243
1324
2341
σ τ3
σ τ3 σ τ3
στ στ
στ
a) b)
Figure 6. a) A face in Wilf2(4) maps to b) a cycle in Eσ⊕A2(4).
For example, s = 3 edges from Wilf(4) are ‘skipped’ after [432]→
[4312], so this dart in a) maps to walk(1243σ3τ) in b) by a .
Proof. D is a cycle cover by Lemma 2. Let W = Wilf(n) with edge order θ and
W ′ = Wilf(n)[Pn/∼ ∪Y] with edge order θ′. Vertex [p] ∈ Pn/∼ is isolated in W ′
if and only if the σ-cycle s([p]) is in D by Remark 1, and no vertices in Y are
isolated. Thus, bijecting the faces in W ′ with the cycles in D that have a τ -edge
will prove the lemma. Consider a face with [qi] ∈ Y and [pi] ∈ Pn/∼ for i ∈ JkK
F = [q1] e1 [p
1] f1 [q
2] e2 [p
2] f2 ··· fk−1 [qk] ek [pk] fk.
Notice that each ei is immediately followed by fi in θ
′(pi). However, this may not
be true in θ(pi), and we let si count the intermediate edges from ei to fi in θ(p
i).
In other words, si edges from W are “skipped over” on the ei [p
i] fi portion of F ,
where 0 ≤ si ≤ n−1. We claim that D contains the following directed cycle
C = walk(sink(p1,q1)σs1 τ σs2 τ ··· σsk τ).
To prove this claim, we show that walk(sink(pi,qi)σsi τ) ends at sink(pi+1,qi+1) for
i ∈ JkK and each edge is in D. By Remark 1, there exists p1p2···pn ∈ Pn such that
[pi] = [p1p2···pn] and [qi] = [p2p3···pn] and sink([pi], [qi]) = p1p2···pn.
To simplify notation, let s = si. By s and ei and the definition of θ([p
i]) from (3),
(5) [p1p3p4···pn], [p1p2p4p5···pn], ..., [p1···psps+2ps+3···pn] /∈ Y if s > 0,
and the next vertex in this sequence is [qi+1] ∈ Y below
[qi+1] =
{
[p1···ps+1ps+3ps+4···pn] = [ps+1ps+3ps+4···pnp1p2···ps] if s < n−1
[qi] = [p2p3···pn] = [pnp2p3···pn−1] if s = n−1.
Since W ′ includes all Pn/∼ vertices, fi is followed by the same edge in θ′([pi]) and
θ([pi]). Therefore, by the definition of θ([qi+1]) from (4), [pi+1] is equal to{
[p1p2···psps+2ps+1ps+3ps+4···pn] = [ps+2ps+1ps+3ps+4···pnp1p2···ps] if s < n−1
[p2p3···pn−1p1pn] = [p1pnp2p3···pn−1] if s = n−1.
Now we prove that sink([pi], [qi])σs τ ends at the desired vertex
p1p2···pn σs τ =
{
ps+2ps+1ps+3ps+4···pnp1p2···ps = sink([pi+1], [qi+1]) if s < n−1
p1pnp2p3···pn−1 = sink([pi+1], [qi+1]) if s = n−1.
Finally, the edges on this path are in W ′ by (5) and [qi], [qi+1] ∈ Y. Therefore, the
claim is true. This mapping from F to C is invertible and provides our bijection. 
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5. Hamilton Paths and Cycles
This section proves that C1(n) is a Hamilton cycle, and C2(n) is a disjoint cycle
cover of size two. By Lemmas 3 and 5, we must prove that the following induced
rotation systems have no isolated vertices and are unifacial and bifacial, respectively
(6) Wilf1(n) = Wilf(n)[Pn/∼ ∪Y1(n)] and Wilf2(n) = Wilf(n)[Pn/∼ ∪Y2(n)].
We begin with two preliminary steps. First, we show that Wilf1(n) and Wilf2(n) are
the sparsest induced rotation systems that are unifacial and bifacial, respectively.
Second, we reduce Wilf1(n) and Wilf2(n) to simpler rotation systems without chang-
ing their number of faces. Besides our main results, we create the Hamilton path
P(n) from C2(n), and show that C1(n) has size two when n is even.
5.1. Edge Surplus. Determining the number of faces in a rotation system R is
simplified when its graph B = (V,E) is close to a tree. We say that R is connected
if G is connected, and its edge surplus is |E| − |V | + 1. (The connected results of
Remark 2 follow from Lemma 7 in Section 5.2 by reductions to an edge and a loop.)
Remark 2. If R is connected with edge surplus 0 or 1, then R has 1 or 2 faces, re-
spectively. If R is disconnected with edge surplus −s, then R has at least s+1 faces.
Now consider the edge surplus of induced rotation systems of Wilf(n).
Lemma 6. Wilf(n)[Pn/∼∪Y] has edge surplus (n−2)|Y|−(n−1)!+1 for Y ⊆Mn/∼.
Proof. The graph has (n−1)!+|Y| vertices, and each vertex in Y has degree n−1
by Remark 1. Thus, the edge surplus is (n−1)|Y|−((n−1)!+|Y|)+1. 
Corollary 1. The edge surplus of Wilf1(n) and Wilf2(n) is n−1 and 1, respectively.
Proof. Notice |Fn(r,m)| = (n−3)! for each r andm. Thus, |Y1(n)| = (n−1)(n−3)!+1
and |Y2(n)| = (n−1)(n−3)!, and so the results follow from Lemma 6. 
These results imply that Y1(n) and Y2(n) are as small as possible. More specif-
ically, if |Y| < (n−1)(n−3)! = |Y2(n)|, then Wilf(n)[Pn/∼ ∪Y] has at least n−2
faces by Lemma 6 and Remark 2. Similarly, if |Y| = (n−1)(n−3)! < |Y1(n)|, then
Wilf(n)[Pn/∼ ∪ Y] has at least two faces. Thus, Wilf1(n) and Wilf2(n) are the
sparsest unifacial and bifacial induced rotation systems, respectively.
Remark 2 implies that we only need to prove that Wilf2(n) is connected in order
to prove that it is bifacial. Remark 3 is used when proving that Wilf1(n) is unifacial.
Remark 3. The edge surplus of the spinning-wheeel Wheeel(m) is m.
5.2. Reductions. Consider the following operations on R = (V,E, θ) with v ∈ V
• If v has degree one and is adjacent to u, then deleting v is R\v = (V ′, E′, θ′) for
V =V \{v}, E′=E\{(v, u)}, and θ′(x) = θ(x) ∀x ∈ V ′ except θ′(u) omits (u, v).
• If v has degree two and is adjacent to distinct x and y, then smoothing v is
R/v = (V ′, E′, θ′) for V =V \{v}, E′=E\{(v, x), (v, y)}, and θ′(x) = θ(x) ∀x ∈
V ′ except θ′(x) omits (v, x) and θ′(y) omits (v, y).
If R′ is obtained from R by a series of these operations, then R reduces to R′ and we
write R  R′. Figure 7 shows Wilf2(4) W2(4) (W2(4) is defined after Lemma 8).
Remark 4. If R  R′, then they have the same edge surplus.
Remark 5. If R  R′, then they have an equal number of connected components.
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Lemma 7. If R  R′, then they have the same number of faces.
Proof. Let R = (V,E, θ) and consider one operation. If v has degree one, then a face
in R contains u (u, v) v (v, u) u while an otherwise identical face in R\v contains
u. If v has degree two, then a face in R has x (x, v) v (v, y) y while an otherwise
identical face in R/v has x (x, y) y, and a face in R has y (y, v) v (v, x) x while an
otherwise identical face in R/v has y (y, x) x. All other faces are unchanged. 
[54213]
[54231] [5423] [54123]
[51423]
[5143]
[52143]
[51243]
[52134][5214]
[52314] [51234]
[5134]
[51342]
[51324]
[51432]
[53214]
[52413]
[52431]
[5241]
[53241]
[5321]
[54321]
[5432]
[54132]
[54312]
[53421]
[52341]
[53124]
[5312]
[53412]
[53142]
[5423]
[5143]
[5214] [5134]
[5241]
[5321]
[5432][5312]
a) Wilf2(5) b) W2(5)
Figure 7. a)  b) by reducing all P5/∼ vertices. Edge orders are clockwise.
Lemma 8. Each Pn/∼ vertex has degree 1 or 2 in Wilf1(n) and Wilf2(n).
Proof. Consider Y2(n) and an arbitrary X = [np2p3···pn] ∈ Pn/∼. By Remark 1,
we must prove that X is consistent with 1 or 2 classes in Y2(n). There is a unique i
where F(p2, pi) ⊆ Y2(n). One consistency with X and Wilf2(n) involves deleting pi:
1) X and Y = [np2p3···pi−1pi+1pi+2···pn] ∈ F(p2, pi) ⊆ Y2(n) are consistent.
Notice that p2 is to the right of n in Y . By (2), the only other consistency with X
would involve deleting p2 (and thus changing the symbol to the right of n):
2) If F(p3, p2) ⊆ Y2(n), then X and [np3p4···pn] ∈ F(p3, p2) ⊆ Y2(n) are consistent.
Thus, X has degree 1 or 2 in Wilf2(n). Analogous consistencies with X and Wilf1(n)
are obtained by substituting Y1(n) for Y2(n) in 1) and 2). In addition to its F(r,m)
subsets, Wilf1(n) contains [12···n−1], which leads to the following consistencies:
3) If p2p3···pn ∈ [12···n−1], then X and [12···n−1] ∈ Y1(n) are consistent.
The conditions in 2) and 3) are incompatible, so X has degree 1 or 2 in Wilf1(n) 
Let W1(n) and W2(n) be obtained from Wilf1(n) and Wilf2(n), respectively, by
reducing every Pn/∼ vertex. W1(n) and W2(n) are well-defined by Lemma 8, and
they have the same number of faces as W1(n) and W2(n) by Lemma 7, respectively.
Figure 8 shows the graphs of W1(6) and W2(6). Since Wilf1(n) and Wilf2(n) are
bipartite, each edge in their reduced system corresponds to a Pn/∼ vertex. For
example, ([64321], [63251]) in Figure 8 is from the reduced vertex [643251] ∈ P6/∼.
The number of faces in a rotation system and an induced rotation system are not
necessarily equal. The following lemma gives a special case where equality holds.
Lemma 9. Suppose R = (V,E, θ) and U ⊆ V . If R and R[U ] are connected and
have the same edge surplus, then they have the same number of faces.
Proof. Let W = V \U and Ci = (Wi, Ei) be the connected components of R[W ] for
i ∈ JkK. Let e count the edges between U and W in R. By summing over i ∈ JkK,
|W | = ∑ |Wi| ≤∑(|Ei| − 1) = (∑ |Ei|)− k ≤ (∑ |Ei|)− e
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[65423]
[61543]
[61534]
[62154]
[62145]
[63215]
[63251]
[64321]
[64312]
[65432]
[64123]
[64213]
[64231]
[65243]
[65234]
[65324]
[65342]
[61354]
[61345]
[61435]
[61453]
[62415]
[62451]
[62541]
[62514]
[63521]
[63512]
[63152]
[63125]
[64132]
[65341]
[62451]
[64231]
[63521]
[62415]
[64213]
[65413]
[62541]
[64123]
[64132]
[65314]
[62514]
[63251]
[65134]
[65143]
[61345]
[63215]
[61435]
[61453]
[63512]
[64312]
[65431]
[63152]
[63125]
[64321]
[61354]
[61534]
[61543]
[12345]
[62145]
[62154]
a) W2(6)’s graph b) W1(6)’s graph
Figure 8. The reduced rotation systems with edge orders ignored.
Underlines denote p1p2···p` for each ` in the respective proofs.
where the inequalities follow from the connectedness of Ci and R. Since R and R[U ]
have the same edge surplus, each inequality holds with equality. Thus, each Ci is a
tree with a single edge connecting it to R[U ]. Therefore, R[U ] can be obtained from
R by a series of degree one deletions. Hence, the claim follows by Lemma 7. 
5.3. Hamilton Path. We now focus on C2(n) the Hamilton path P(n). Figure
8 a) illustrates the cycle C and function ` from the proof of Theorem 1 for n = 6.
Theorem 1. C2(n) is a cycle cover of size two in G(n).
Proof. By Lemmas 3, 5, 7, and 8, we must prove that W2(n) is bifacial. By Remarks
2 and 5, and Corollary 1, we only need to prove that W2(n) is connected. Consider
any [p] = [np1p2···pn−2] ∈ Y2(n). The parent of [p] replaces px by p0 as follows,
(7) parent([p]) = [n p0 p1 p2 ··· px−1 px+1 px+2 ··· pn−2] ∈ F(p0, px) ⊆ Y2(n),
where p0 and x are unique values such that [p] ∈ F(p1, p0) and F(p1, p0),F(p0, px) ⊆
Y2(n) from (2). Note that [p] and parent([p]) are adjacent in W2(n) by mutual con-
sistency with reduced vertex [n p0 p1 p2 ···pn−2] ∈ Pn/∼ in Wilf2(n). The following
cycle in W2(n) repeatedly follows parent edges from the previous vertex,
C = [nn−1n−2 ··· 2] parent [n 1n−1n−2 ··· 3] parent [n 2 1n−1n−2 ··· 4]
parent ··· parent [nn−3n−4 ··· 2 1n−1] parent [nn−2n−3 ··· 2 1] parent.
We prove W2(n) is connected by showing that [p] is on C or has an ancestor on C.
Let `([p]) be the largest k ≤ n−2 where F(pi+1, pi) ⊆ Y2(n) for all i ∈ Jk−1K. Note
that [p] is on C if and only if `([p]) = n−2; otherwise, `(parent([p])) > `([p]). 
We split and join the two cycles of C2(n) to create P(n). We show that one of
the cycles in C2(n) has length 2(n−1) and involves q = nn−1 ··· 1 (see Figures 9
and 1 b)). Definition 3 uses the simplification of Definition 2 from Section 1, except
that qτ has no edge entering it, and qσ is entered by a σ-edge instead of a τ -edge.
Definition 3. Let p = p0···pn−1, pi =n, r= p(i mod n−1)+1, q =nn−1 ··· 1, and p 6= qτ .
Then (pτ,p)∈P(n) if p0 = (r mod n−1)+1 and p 6= qσ; otherwise, (pσ−1,p)∈P(n).
Corollary 2. P(n) is a Hamilton path from qτ to qστ for q = nn−1 ··· 1 in G(n).
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Proof. Observe that C2(n) contains the following directed cycle, where r and p0
from Definition 2 are underlined and overlined, respectively,
q(τσ)n−1 = nn−1n−2 ··· 1 τ n−1nn−2n−3n−4 ··· 1 σ
nn−2 ··· 1n−1 τ n−2nn−3n−4 ··· 1n−1 σ . . .
n 1n−1n−2 ··· 2 τ 1nn−1n−2n−3 ··· 2 σ.
By comparing Definition 2 and 3 we have the following
P(n) = C2(n)\{(q,qτ), (qστ,qσ)} ∪ {(q,qσ)} for q = nn−1 ··· 1.(8)
Removing (q,qτ) from C2(n) gives a directed path from qτ to q, and removing
(qστ,qσ) gives a directed path from qσ to qστ . These spanning directed paths are
then joined by adding (q,qσ). The resulting Hamilton path is from qτ to qστ . 
2143521543 15432
25413
5413232541
4132513254
14325
51432
[5432]
24153 41532
32154
5432143215
45321
14532
21453
15342
34215
42153
53421
21534
[5321]
23145 31452
1452352314
45231
14352
4352135214
34521
13452
53214
32145
[5214]
52143
4235123514
24351
12435
35124
43512
51243
32514
25143
43251
[5143]
51423 14235
21345
52134
32415 53241
43152 31524
15234
23415
34152
52341
41523
[5241]
1524324315
52431
35241
13524
24135
52413
41352
54213
4213535421
2135413542
42315
31542
15423
23154
54231
[5423] 12354
41235
35412
23541
54123
24531 45312
25341
5341212534
3412541253
53142
14253
42531
31425
25314
[5312]
5312412453
31245
12345 23451
13425
3425151342
4251325134
[5134]
3451251234
45123
24513
32451
51324
45132
13245
43125
54312
25431
31254
12543
15324
45213
35142
[54231]
[54213]
[51423]
[54123]
[52143]
[51432] [51243]
[52314]
[53214] [52134]
[54312]
[54132]
[54321]
[53421]
[53241]
[52341] [52413]
[52431]
[51342]
[51234]
[51324]
[53412]
[53142]
[53124]
Figure 9. Hamilton path P(5) from qτ = 45321 to qστ = 34215
for q = 54321 is obtained by complementing the three blue edges
in the cycle cover C2(5) above. This embedding mirrors Figure 7.
5.4. Hamilton Cycle. Figure 8 b) shows cycle R and function ` from the proof of
Theorem 2 for n = 6, and Figure 10 shows the induced rotation system for n = 7.
Theorem 2. C1(n) is a Hamilton cycle in G(n) when n is odd.
Proof. By Lemmas 3, 5, 7, and 8, we must prove that W1(n) is unifacial for odd n.
By Remarks 3 and 5, Lemmas 4 and 9, and Corollary 1, this is true if W1(n)
is connected and W1(n)[U ]  Wheeel(n−1) for some U ⊆ Y1(n). To match the
definition of Wheeel(n−1), our U has a hub vertex h = [1 2 ···n−1], rim cycle R,
and spoke paths Sj and P 1 from h to R. We define a parent relationship analogous
to (7). Consider any [p] = [np1p2···pn−2] ∈ Y1(n)\{h}. The parent of [p] replaces
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[123456]
[761345]
[726145]
[732615]
[743261]
[765134]
[751234]
[726514]
[746123]
[754123]
[765413]
[765413]
[735612]
[743612]
[754312]
[765431]
[713456]
[721456]
[732156]
[745216]
[754321]
[724561][732561]
[732651]
h
S1
R3r4
r1
r2
r3
r5
S2
S3S4
S5
P1
R1
R2
R4
R5
Figure 10. The connected induced rotation system W1(7)[U ]
from the proof of Theorem 2, which reduces to Wheeel(6).
px by p0 as in (7), where p0 and x are the unique values such that [p] ∈ F(p1, p0) and
F(p1, p0),F(p0, px) ⊆ Y1(n) from (1). Note that [p] and parent([p]) are adjacent
in W1(n) by mutual consistency with reduced vertex [n p0 p1 p2 ···pn−2] ∈ Pn/∼ in
Wilf1(n). The rim cycle in W1(n) is,
R = [nn−1n−2 ··· 3 1] parent [n 2n−1n−2 ··· 4 1] parent [n 3 2n−1n−2 ··· 5 1]
parent ··· parent [nn−3n−4 ··· 2n−1 1] parent [nn−2n−3 ··· 2 1] parent.
We prove W1(n) is connected by showing that [p] is on R or has an ancestor on
R. Let `([p]) be the largest k ≤ n−3 where F(pi+1, pi) ⊆ Y1(n) and pi 6= 1
for i ∈ Jk−1K. Note that [p] is on R if and only if `([p]) = n−3; otherwise,
`(parent([p])) > `([p]). To define our spoke paths from h to R we first label the
vertices on R by going the other way around the cycle as follows,
r1 = [nn−3n−4 ··· 2n−1 1] rn−4 = [n 2n−1n−2 ··· 4 1]
r2 = [nn−4n−5 ··· 2n−1n−2 1] rn−3 = [nn−1n−2 ··· 3 1]
r3 = [nn−5n−6 ··· 2n−1n−2n−3 1] . . . rn−2 = [nn−2n−3 ··· 2 1].
We label the incidences with h in W1(n) as follows,
e1 = (h, [nn−1 1 3 4 ···n−2]) en−4 = (h, [n 4 6 7 ···n−1 1 2 3])
e2 = (h, [nn−2 1 2 ···n−3]) en−3 = (h, [n 3 5 6 ···n−1 1 2])
e3 = (h, [nn−3n−1 1 2 ···n−4]) f = (h, [n 2 4 5 ···n−1 1])
en−2 = (h, [n 1 3 4 ···n−1]).
The spoke paths are defined below, where · · · denotes repeated parent edges,
S1 = h e1 [n n−1 1 3 4 ··· n−2] · · · [n n−4 n−5 ··· 2 n−1 1 n−2] parent r1
S2 = h e2 [n n−2 1 2 ··· n−3] · · · [n n−5 n−6 ··· 2 n−1 n−2 n−3 1] parent r2
S3 = h e3 [n n−3 n−1 1 2 ··· n−4] · · · [n n−6 n−7 ··· 2 n−1 n−2 n−3 n−4 1] parent r3
. . . = . . .
Sn−4 = h en−4 [n 4 6 7 ··· n−1 1 2 3] · · · [n n−1 n−2 ··· 4 1 3] parent rn−4
Sn−3 = h en−3 [n 3 5 6 ··· n−1 1 2] · · · [n n−2 n−3 ··· 3 1 2] parent rn−3
P 1 = h f [n 2 4 5 ··· n−1 1] · · · [n n−4 n− 5 ··· 2 n−2 n−1 1] parent r1
Sn−2 = h en−2 [n 1 3 4 ··· n−1] · · · [n n−3 n−4 ··· 2 1 n−1] parent rn−2.
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Let U be the union of vertices on these spoke paths. By smoothing the paths,
W1(n)[U ] reduces to a rotation system on the (n−1)-wheeel graph. To complete
the proof, we must consider edge orders. Let the edge orders of Wilf(n), Wilf1(n),
W1(n), and W1(n)[U ] be θ, θ
′, θ′′, and θ′′′, respectively. The cyclic orders for h are
θ(h) = (h, [nn−1 1 2···n−2]), (h, [nn−2n−1 1 2···n−3]), (h, [nn−3n−2n−1 1 2···n−4]),
. . . , (h, [n 3 4 ···n−1 1 2]), (h, [n 2 3 ···n−1 1]), (h, [n 1 2 ···n−1])
θ′(h) = e1, e2, e3, . . . , en−3, f, en−2
θ′′(h) = θ′(h)
θ′′′(h) = (h, r1), (h, r2), (h, r3), . . . , (h, rn−3), (h, r1), (h, rn−2)
where the two copies of (h, r1) in θ
′′′(h) are due to S1 and P 1, respectively. We
briefly explain: θ(h) inserts h’s missing symbol n from right-to-left; θ′(h) is obtained
from θ(h) by replacing each Pn/∼ vertex with the unique vertex in Y1(n)\{h} that
is consistent with it; θ′′(h) = θ′(h) since each of the incident vertices is in U ; θ′′′(h)
is obtained from θ′′(h) by reducing the paths. The cyclic orders for r1 are
θ(r1) = (r1, [nn−3n−4 ··· 2n−1 1n−2]), (r1, [nn−3n−4 ··· 2n−1n−2 1]),
(r1, [nn−3n−4 ··· 2n−2n−1 1]), . . . , (r1, [nn−2n−3n−4 ··· 2n−1 1])
θ′(r1) = (r1, [nn−4n−5··· 2n−1 1n−2]), (r1, [nn−4n−5 ··· 2n−1n−2 1]),
(r1, [nn−4n−5 ··· 2n−2n−1 1]), . . . , (r1, [nn−2n−3n−4 ··· 2 1])
θ′′(r1) = (r1, [nn−4n−5··· 2n−1 1n−2]), (r1, r2),
(r1, [nn−4n−5 ··· 2n−2n−1 1]), (r1, rn−2)
θ′′′(r1) = (r1, h), (r1, r2), (r1, h), (r1, rn−2)
where the two copies of (r1, h) on the last line are due to S
1 and P 1, respectively.
We briefly explain: θ(r1) inserts r1’s missing symbol n−2 from right-to-left; θ′(r1)
is obtained from θ(r1) by replacing each Pn/∼ vertex with the unique vertex in
Y1(n)\{r1} that is consistent with it; θ′′(r1) is obtained from θ′(r1) by including
only those edges that have both incident vertices in U ; θ′′′(h) is obtained from θ′′(h)
by reducing S1 and P 1, respectively. By similar arguments,
θ′′′(ri) = (r1, h), (ri, ri+1), (ri, ri−1) for 2 ≤ i ≤ n−2.
Therefore, the edge orders are correct, and so W1(n)[U ] Wheeel(n−1). 
Corollary 3. C1(n) uses the fewest τ -edges of any Hamilton cycle in G(n), and
C2(n) uses the fewest τ -edges of any cycle cover of size two in G(n).
Proof. The number of τ -edges in D = Eσ ⊕ (A1 ∪A2 ∪ ··· ∪Ah) is (n−1)h, and h is
minimized by the discussion in Section 5.1. Thus, the result is due to Lemma 2. 
Our last remark is due to the proof of Theorem 2 and the parity of Lemma 4.
Remark 6. C1(n) is a cycle cover of size two in G(n) when n is even.
6. Concluding Remarks
We proved that the directed sigma-tau σ-τ graph
−−−−−→
cayley(Sn, {σ, τ}) has a
Hamilton cycle C1(n) when n is odd, as well as a size two disjoint cycle cover
C2(n) and Hamilton path P(n) for all n. This settles a longstanding problem in the
well-studied area of Hamilton cycles in Cayley graphs. Of particular interest is that
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C1(n) and C2(n) are generated by simple rules, and that the underlying rotation
systems are as close to trees as possible. In fact, the constructions were largely
guided by these two goals. The simplicity of our local rules contrast the difficult
recursive construction given by Compton and Williamson [1] for the undirected
sigma-tau graph cayley(Sn, {σ, τ}).
The author thanks Alexander Holroyd (Microsoft Research) and Joe Sawada
(University of Guelph) whose comments contributed to this article’s presentation.
Symbol Description § Symbol Description §
G(n) −−−−−→cayley(Sn, {σ, τ}) 1 Eσ σ-edges in G(n) 1
C1(n) Hamilton cycle (odd n) 1 Eτ τ -edges in G(n) 1
C2(n) Cycle cover of size two 1 P(n) Hamilton path 5.3
Pn Permutation strings 2.1 S(n) σ-cycle edges 3.1
Mmn , Mn Missing m, missing one 2.1 A(n) Alternating-cycle edges 3.1
∼ Rotational equivalence 2.2 s Map Pn/∼ to S(n) 3.1
walk,edges Walk, edges from σ and τ 2.3 a Map Mn/∼ to A(n) 3.1
Fn(r,m) ⊆Mmn /∼ with r right of n 3.2 sink(S,A) Intersection of cycles 4.3
Y1(n) ⊆Mn/∼ related to C1(n) 3.2 A1(n) Alt-cycles from Y1(n) 3.2
Y2(n) ⊆Mn/∼ related to C2(n) 3.2 A2(n) Alt-cycles from Y2(n) 3.2
Wilf(n) Wilf’s rotation system 4.3 Wheeel(n) Rotation system 4.2
Wilf1(n) Induce Wilf(n) with Y1(n) 5 W1(n) Reduced Wilf1(n) 5.2
Wilf2(n) Induce Wilf(n) with Y2(n) 5 W2(n) Reduced Wilf2(n) 5.2
Table 1. Summary of notation and the section in which it is defined.
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