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APPLICATIONS IN ENUMERATIVE COMBINATORICS OF INFINITE
WEIGHTED AUTOMATA AND GRAPHS
RODRIGO DE CASTRO, ANDRE´S L. RAMI´REZ, AND JOSE´ L. RAMI´REZ
Abstract. In this paper we present a general methodology to solve a wide variety of classi-
cal lattice path counting problems in an uniform way. These counting problems are related
to Dyck paths, Motzkin paths and some generalizations. The methodology uses weighted au-
tomata, equations of ordinary generating functions and continued fractions. It is a variation
of the technique proposed by J. Rutten, which is called Coinductive Counting.
1. Introduction
Formal languages, finite automata and grammars are basic mathematical objects in Theoreti-
cal Computer Science with remarkable applications in various fields such as Algebra, Number
Theory and Combinatorics, [4, 6, 8]. In particular, by using finite automata and grammars,
some combinatorial results are related to enumeration of discrete objects and their generating
functions [5, 8, 13, 16, 18].
Combinatorics is an important branch of Mathematics which is focused on study of discrete
objects. These kind of objects often arise in Theoretical Computer Science. Enumerate
Combinatorics is one of the main subfield of Combinatorics and it addresses the problem how
to count the number of elements of a finite set in an exact or approximate way. The finite
set is given by some combinatorial conditions. Some examples of combinatorial objects are
lattice paths, trees, polyominoes, words and planar maps, etc.
Several different methods exist to study combinatorial objects. For example, the symbolic enu-
meration method [13], the transfer-matrix method [14], the Schu¨tzenberger methodology also
called
Delest-Viennot-Schu¨tzenberger methodology [5] and coinductive counting [20]. The last
methodology uses infinite weighted automata, stream bisimulation and stream calculus.
An infinite weighted automaton is a generalization of a nondeterministic weighted finite au-
tomaton. Its transitions carry weights. These weights may model, e.g., the cost involved
when executing a transition, or the probability or reliability of its successful execution [11].
Some restricted relations between infinite weighted automata and combinatorics have been
developed in [17, 20, 27, 26]; however, there are few studies in this direction.
In this paper we present a variation of the methodology developed by J. Rutten in [20],
without the use of coinduction. We use only infinite weighted automata, weighted graphs
and continued fractions. We develop a set of properties which allow us to find the associated
ordinary generating function by solving systems of equations. It is possible to derive existing
and new counting results from this new perspective. Specifically, we apply this methodology
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in problems of lattice paths, such as Dyck paths, Riordan paths, Motzkin paths, colored
Motzkin paths, generalized Motzkin paths, among others.
The outline of this paper is as follows. In Section 2 we recall the notions of weighted automata
and its ordinary generating functions. In Section 3 we develop a set of properties to decide
when an automaton is convergent, which are necessary to find the ordinary generating function
associated with the automaton. Then in the Section 4 we describe the proposed Counting
Automata Methodology. Finally, in Section 5 we find the generating function of a family of
infinite weighted automata and we work out some examples of lattice paths.
2. Weighted Automata and Generating Functions
The terminology and notations are mainly those of Sakarovitch [21] and Shallit [23]. Let Σ
be a finite alphabet, whose elements are called symbols. A word over Σ is a finite sequence of
symbols from Σ. The set of all words over Σ, i.e., the free monoid generated by Σ, is denoted
by Σ∗. The identity element ǫ of Σ∗ is called the empty word. For any word w ∈ Σ∗, ∣w∣
denotes its length, i.e., the number of symbols occurring in w. The length of ǫ is taken to be
equal to 0. If a ∈ Σ and w ∈ Σ∗, then ∣w∣a denotes the number of occurrences of a in w. Let Σ
be a finite alphabet. Then each subset of Σ∗ is called a formal language over Σ. The number
of words of length n in a language L is denoted by L(n).
An automaton M is a 5-tuple M = (Σ,Q, q0, F,E), where Σ is a nonempty input alphabet,
Q is a nonempty set of states of M, q0 ∈ Q is the initial state of M, ∅ ≠ F ⊆ Q is the set of
final states of M and E ⊆ Q ×Σ ×Q is the set of transitions of M. The language recognized
by an automaton M is denoted by L(M). If Q,Σ and E are finite sets, we say that M is a
finite automaton [21].
We often describe an automaton M by providing a transition diagram or a labelled graph.
This is a directed graph where states are represented by circles, final states by double circles,
the initial state is labelled by a headless arrow entering a state, and transitions are represented
by directed arrows, labelled with a symbol. Automata in this paper do not have useless states.
Example 1. Consider the finite automaton M = (Σ,Q, q0, F,E) where Σ = {a, b}, Q =
{q0, q1}, F = {q0} and E = {(q0, a, q1), (q0, b, q0), (q1, a, q0)}. The transition diagram of M is
as shown in Figure 1. It is easy to verify that L(M) = (b ∪ aa)∗.
q0 q1
b
a
a
Figure 1. Transition diagram of M, Example 1.
Example 2. Consider the infinite automaton MD = (Σ,Q, q0, F,E), where Σ = {a, b}, Q =
{q0, q1, . . .}, F = {q0} and E = {(qi, a, qi+1), (qi+1, b, qi) ∶ i ∈ N}. The transition diagram of MD
is as shown in Figure 2.
q0 q1 q2 q3
a
b
a
b
a
b
⋯
Figure 2. Transition Diagram of MD, Example 2.
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The language accepted by MD is:
L(MD) = {w ∈ Σ∗ ∶ ∣w∣a = ∣w∣b and for all prefix v of w, ∣v∣b ≤ ∣v∣a} .
This automaton is known as the Dyck Automaton [3].
2.1. Generating Function of Languages. An ordinary generating function F = ∑∞n=0 fnzn
corresponds to a formal language L if fn = ∣{w ∈ L ∶ ∣w∣ = n}∣, i.e., if the n-th coefficient fn
gives the number of words in L with length n.
How to find the ordinary generating function (GF) corresponding to context-free language is
known as the Schu¨tzenberger methodology, (see, e.g., [5, 8, 13]). If L ⊆ Σ∗ is an unambiguous
context-free language, then the GF corresponding to L is algebraic over Q(x); moreover, if L
is a regular language then the GF corresponding to L is a rational series (see, e.g., [11, 13, 21]).
Let G = (V,Σ, P,S) be an unambiguous context-free grammar of the language LG, where V
is a finite set of nonterminal symbols, Σ is a finite set of terminal symbols with Σ ∩ V = ∅,
S ∈ V is a special symbol in V , called the starting symbol and P is a finite set of rules which,
P ⊆ V × (V ∪Σ)∗. The morphism Θ is defined by
Θ(ǫ) = 1,
Θ(a) = z, ∀a ∈ Σ,
Θ(A) = A(z), ∀A ∈ V.
Any production rule A → e1∣e2∣⋯∣ek ∈ P yields an algebraic equation in the A(z),B(z), . . .
Θ(A) =
∞
∑
i=1
Θ(ei).
We obtain a system of equations over the unknown A(z),B(z), . . .. This system has to be
solved for S(z) and gives the generating function corresponding to LG.
Example 3. Consider the finite automaton from Example 1. Then we obtain the following
system of equations
⎧⎪⎪
⎨
⎪⎪⎩
L0 = {b} × L0 + {a} × L1 + 1
L1 = {a} × L0
This gives rise to a set of equations for the associated GFs
⎧⎪⎪
⎨
⎪⎪⎩
L0(z) = zL0(z) + zL1(z) + 1
L1(z) = zL0(z)
Solving the system, we have the GF corresponding to L(M). It is L0(z) since the initial
state of the automaton is q0, and
L0(z) =
1
1 − z − z2
=
∞
∑
n=0
Fnz
n,
where Fn is the n-th Fibonacci number, see sequence A000045
1.
1Many integer sequences and their properties are to be found electronically on the On-Line Encyclopedia
of Sequences [25].
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2.2. Formal Power Series and Weighted Automata. Given an alphabet Σ and a semir-
ing K. A formal power series or formal series S is a function S ∶ Σ∗ → K. The image of a
word w under S is called the coefficient of w in S and is denoted by sw. The series S is written
as a formal sum S = ∑w∈Σ∗ sww. The set of formal power series over Σ with coefficients in K
is denoted by K ⟨⟨Σ∗⟩⟩.
An automaton over Σ∗ with weight in K, or K-automaton over Σ∗ is a graph labelled with ele-
ments of K ⟨⟨Σ∗⟩⟩, associated with two maps from the set of vertices to K ⟨⟨Σ∗⟩⟩. Specifically,
a weighted automaton M over Σ∗ with weights in K is 4-tuple M= (Q,I,E,F ) where
● Q is a nonempty set of states of M.
● An element E of K ⟨⟨Σ∗⟩⟩Q×Q called transition matrix.
● I is an element of K ⟨⟨Σ∗⟩⟩Q, i.e., I is a function from Q to K ⟨⟨Σ∗⟩⟩. I is the initial
function of M and can also be seen as a row vector of dimension Q, called initial
vector of M.
● F is an element of K ⟨⟨Σ∗⟩⟩Q, i.e., F is a function from Q to K ⟨⟨Σ∗⟩⟩. F is the final
function of M and can also be seen as a column vector of dimension Q, called final
vector of M.
For more details see [11, 21].
We say thatM is a counting automaton if K = Z and Σ∗ = {z}∗. With each automaton, we can
associate a counting automaton. It can be obtained from a given automaton replacing every
transition labelled with a symbol a, a ∈ Σ, by a transition labelled with z. This transition is
called a counting transition and the graph is called a counting automaton of M.
p qa p qz
Figure 3. Counting transition.
Each transition from p to q yields an equation:
L(p)(z) = zL(q)(z) + [p ∈ F ] +⋯.
We use Lp to denote L(p)(z). We also use Iverson’s notation, [P ] = 1 if the proposition P is
true and [P ] = 0 if P is false.
3. Convergent Automata and Convergent Theorems
We denote by L(n)(M) the number of words of length n recognized by the automaton M,
including repetitions.
Definition 4. We say that an automaton M is convergent if for all integer n ⩾ 0, L(n)(M)
is finite.
It is clear that every finite automaton is convergent, however, there are non convergent infinite
automata.
Example 5. Let M = (Σ,Q, q0, F,E) be an infinite automaton, where Σ = {a}, Q ={q0, q1, . . .} = F and E = {(qi, a, qi+1) ∶ i ∈ N}, see Figure 4. It is clear that L(M) = {an ∶ n ≥ 0},
then L(n)(M) = 1 for all n ⩾ 1, hence M is convergent.
Example 6. Let M = (Σ,Q, q0, F,E) be an infinite automaton, where Σ = {a0, a1, . . .},
Q = {q0, q}, F = {q} and E = {(q0, ai, q) ∶ i ∈ N}, see Figure 5. It is clear that L(M) = Σ,
which is an infinite set, then M is not convergent.
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q0 q1 q2 q3
a a a ⋯
Figure 4. Transition diagram of M, Example 5.
q0 q
a0
a1
a2
⋮
Figure 5. Transition diagram of M, Example 6.
Example 7. Let M = (Σ,Q, q0, F,E) be an infinite automaton, where Σ = {a}, Q ={q0, q1, q2,⋯}, F = {q1, q2,⋯} and E = {(q0, a, qi) ∶ i ∈ Z+}, see Figure 6. It is clear that
L(M) = {a}, however, L(1)(M) is infinite.
q0
q1
q2
a
a
⋮
Figure 6. Transition diagram of M, Example 7.
3.1. Criterions for Convergence.
Definition 8. Let M= (Σ,Q, q0, F,E) be an automaton. We defined the set of states of M
reachable from state q ∈ Q in n transitions, Qqn, recursively as follows:
Qqn =
⎧⎪⎪⎨⎪⎪⎩
{q} , if n = 0;
⋃{p′ ∶ (p, a, p′) ∈ E,p ∈ Qqn−1} , if n ⩾ 1.
Theorem 9 (First Convergence Theorem). Let M be an automaton, such that each
vertex (state) of the counting automaton of M has finite degree. Then M is convergent.
Proof. Any path of length n in the transition diagram of M can be considered as a sequence
of n + 1 states, where each state is taken exclusively of the sets Qq0
0
,Q
q0
1
,Q
q0
2
, . . . ,Q
q0
n . Since
⋃nk=0Q
q0
k
is a finite set, L(n)(M) is finite, because any word of length n is obtained after n
choices, each with a finite number of options. 
Example 10. The counting automaton of the automaton MD in Example 2 is convergent.
The following definition plays an important role in the development of applications because
it allows to simplify counting automata whose transitions are formal series.
Let M be an automaton, and let f(z) = ∑∞n=1 fnzn be a formal power series with fn ∈ N for
all n ⩾ 1. In a counting automaton of M the set of counting transitions from state p to state
q, without intermediate final states, see Figure 7(left), is represented by a graph with a single
edge labelled by f(z), see Figure 7(right).
This kind of transition is called a transition in parallel. The states p and q are called visible
states and the intermediate states are called hidden states.
Example 11. In Figure 8(left) we display a counting automaton M1 without transitions in
parallel, i.e., every transition is label by z. The transitions from state q1 to q2 correspond
to the series 1−
√
1−4z
2
= z + z2 + 2z3 + 5z4 + 14z5 + ⋯. However, this automaton can also be
represented using transitions in parallel. Figure 8(right) displays two examples.
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p q
p q
f(z)
⋮
⋮
⋮
⋮
⋮
⋯
⋯
⋯
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⋮
Figure 7. Transitions from the state p to q and transition in parallel.
q0
q1
q2
q0
q1
q2
q0
q1
q2
q3
2z + z2
1 −
√
1 − 4z
2
2z
2z
2z
z z − z
√
1 − 4z
2
M1
⋯
M2:
M3:
Figure 8. Counting automata with transitions in parallel, Example 11.
This example shows that a counting automaton can have different equivalent representations.
Definition 12. Two counting automata M1 and M2 are equivalent if for all integer n ⩾ 0,
L(n)(M1) = L(n)(M2). This is denoted by M1 ≅M2.
Definition 13. Let f(z) = ∑∞t=0 ftzt be a power series (or a polynomial). We define nf(z) as
the polynomial nf(z) = ∑nt=0 ftzt.
Theorem 14 (Second Convergence Theorem). LetM be an automaton, and let f q
1
(z), f q
2
(z), . . . ,
be the transitions in parallel from state q ∈ Q in a counting automaton of M. Then M is
convergent if the series
F q(z) = ∞∑
k=1
f
q
k
(z)
is a convergent series for each visible state q ∈ Q of the counting automaton.
Proof. Any word of length n is accepted by M if there is a path from q0 to some final state.
Since the hidden states in a transition in parallel are not final states, then the paths from a
visible state to another visible state, corresponding to the terms fn+1zn+1, fn+2zn+2, . . . of a
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transition in parallel f(z) in a counting automaton ofM, are not accepting paths. LetM′ be
an automaton obtained by replacing all transitions in parallel f(z) in a counting automaton
of M by the transition nf(z), then clearly L(n)(M) = L(n)(M′) for all n ⩾ 0. On the other
hand, the number of transitions of each visible state q ∈ Q′ in M′ is finite because
∞
∑
k=1
nf
q
k
(1) = nF q(1) < ∞,
and from each of the hidden state starts a single transition. Hence, by Theorem 9, M′ is
convergent. Hence L(n)(M) = L(n)(M′) is finite for all n ⩾ 0, therefore M is convergent. 
Proposition 15. If f(z) is a polynomial transition in parallel from state p to q in a finite
counting automaton M, then this gives rise to an equation in the system of GFs equations of
M:
Lp = f(z)Lq + [p ∈ F ] +⋯
Proof. Let f(z) = f1z + f2z2 +⋯+ fnzn be a polynomial transition in parallel, then the set of
transitions in parallel corresponding to the term fkz
k, 1 ≤ k ≤ n, can be represented with a
graph as in Figure 9.
p q
q11 q12 q1k−1
q21 q22 q2k−1
qfk1 qfk2 qfkk−1
z
z
z
z z z
z
z
z
⋯
⋯
⋯
⋮ ⋮ ⋮
Figure 9. Transition in parallel corresponding to the term fkz
k.
Therefore the GF equation is
Lp(z) = zLq11(z) + zLq21(z) +⋯+ zLqfk1(z) + [p ∈ F ] .
Since Lqi1(z) = zk−1Lq(z), then
Lp(z) =
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zkLq(z) + zkLq(z) +⋯+ zkLq(z)+ [p ∈ F ]
= fkz
kLq(z) + [p ∈ F ] .
Considering each of the terms fk, (1 ≤ k ≤ n), then
Lp(z) = f1zLq(z) + f2z2Lq(z) +⋯+ fnznLq(z) + [p ∈ F ]
= f(z)Lq(z) + [p ∈ F ] .

Proposition 16. Let M be a convergent automaton such that a counting automaton of M
has a finite number of visible states q0, q1, . . . , qr, in which the number of transitions in parallel
starting from each state is finite. Let
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f
qt
1
(z), f qt
2
(z), . . . , f qt
s(t)(z) be the transitions in parallel from the state qt ∈ Q. Then the GF
for the language L(M) is Lq0(z). It is obtained by solving the system of r + 1 GFs equations
L(qt)(z) = f qt1 (z)L(qt1)(z) + f qt2 (z)L(qt2)(z) + ⋯ + f qts(t)(z)L(qts(t))(z) + [qt ∈ F ],
with 0 ≤ t ≤ r, where qtk is the visible state joined with qt through the transition in parallel
f
qt
k
, and L(qtk) is the GF for the language accepted by M if qtk is the initial state.
Proof. Let n ⩾ 0 be an integer, and let M′ be the automaton obtained by replacing the s(t)
transitions in parallel (f qt
1
(z), f qt
2
(z), . . . , f qt
s(t)(z)) leaving the state qt ∈ Q by the transitions
nf
qt
1
(z), nf qt2 (z), . . . , nf qts(t)(z), with 0 ≤ t ≤ r. Hence M′ is a finite automaton and from
Proposition 15 the GF of M′ is obtained by solving the following system for L′(q0)
L′(qt)(z) = nf qt1 (z)L′(qt1)(z) + nf qt2 (z)L′(qt2)(z) +⋯
+ nf
qt
s(t)(z)L′(qts(t))(z) + [qt ∈ F ],
where 0 ≤ t ≤ r. Therefore L′(q0)(z) is a rational function R evaluated at variables nf qtk (z),
with 0 ≤ t ≤ r,1 ≤ k ≤ s(t). We denoted this by L′(q0)(z) = R(nf qtk (z)). It is clear that
nL
′(q0)(z) = nL(q0)(z). Finally we consider the series R(f qtk (z)), as the calculation of a
rational expression involves only a finite number of sums, differences, products and reciprocals,
and after applying one of these operations the n-th term of the power series depends only on
the first n terms of the series involved in the operation. Hence, R(nf qtk (z)) = nR(f qtk (z)) for
all n ≥ 0. Therefore the GF of M is R(f qt
k
(z)) = L(q0). 
Example 17. The system of GFs equations associated with M2, see Example 11, is⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
L0 = (2z + z2)L1 + 1
L1 =
1 −
√
1 − 4z
2
L2
L2 = 2zL0.
Solving the system for L0, we find the GF for the language M2 and therefore of M1 andM3.
L0 =
1
1 − (2z2 + z3)(1 −√1 − 4z) = 1 + 4z3 + 6z4 + 10z5 + 40z6 + 114z7 +⋯
4. Counting Automata Methodology (CAM)
A counting automaton associated with an automaton M can be used to model combinatorial
objects if there is a bijection between all words recognized by the automaton M and the
combinatorial objects. Such method, along with the previous theorems and propositions
constitute the Counting Automata Methodology (CAM).
We distinguish three phases in the CAM:
(1) Given a problem of enumerative combinatorics, we have to find a convergent automa-
ton (see Theorems 9 and 14) whose GF is the solution of the problem.
(2) Find a general formula for the GF of M′ (fi = L0i), see Propositions 15 and 16. The
GF of the automaton M′ is obtained from M by removing a set of states or edges.
Sometimes we find a relation of iterative type, such as a continued fraction. Moreover,
it is practical to use equivalent automata, see Definition 12.
(3) Find the GF f(z) to which the GFs associated with each M′ converge, which is
guaranteed by the convergence theorems.
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4.1. Examples of the Counting Automata Methodology.
Example 18. A Motzkin path of length n is a lattice path of Z × Z running from (0,0) to(n,0) that never passes below the x-axis and whose permitted steps are the up diagonal step
U = (1,1), the down diagonal step D = (1,−1) and the horizontal step H = (1,0), called rise,
fall and level step, respectively. The number of Motzkin paths of length n is the n-th Motzkin
numbermn, sequence A001006. Many other examples of bijections between Motzkin numbers
and others combinatorial objects can be found in [2].
The number of words of length n recognized by the convergent automaton MMot, see Figure
10, is the n-th Motzkin number and its GF is
M (z) = ∞∑
i=0
miz
i =
1 − z −
√
1 − 2z − 3z2
2z2
(1)
=
1
1 − z −
z2
1 − z −
z2
1 − z −
z2
⋱
.(2)
q0 q1 q2 q3
z
z
z
z
z
z
z z z z
⋯
MMot ∶
Figure 10. Convergent Automaton associated with Motzkin Paths.
In this case the edge from state qi to state qi+1 represents a rise, the edge from the state qi+1
to qi represents a fall and the loops represent the level steps, see Table 1.
(qi, z, qi+1) ∈ E ⇔ (qi+1, z, qi) ∈ E ⇔ (qi, z, qi) ∈ E ⇔
Table 1. Bijection between MMot and Motzkin paths.
Moreover, it is clear that a word is recognized by MMot if and only if the number of steps
to the right and to the left coincide, which ensures that the path is well formed. Then
mn = ∣{w ∈ L(MMot) ∶ ∣w∣ = n}∣ = L(n)(MMot).
LetMMots, s ≥ 1 be the automaton obtained fromMMot, by deleting the states qs+1, qs+2, . . . .
Therefore the system of GFs equations of MMots is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L0 = zL0 + zL1 + 1,
Li = zLi−1 + zLi + zLi+1, 1 ≤ i ≤ s − 1,
Ls = zLs−1 + zLs.
Substituting repeatedly into each equation Li, we have
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L0 =
H
1 −
F 2
1 −
F 2
⋮
1 − F 2
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
s times
where F = z
1−z and H =
1
1−z . SinceMMot is convergent, then as s→∞ we obtain a convergent
continued fraction M of the GF of MMot. Moreover,
M =
H
1 − F 2 (M
H
).
Hence z2M2 − (1 − z)M + 1 = 0 and
M(z) = 1 − z ±√1 − 2z − 3z2
2z2
.
Since ǫ ∈ L(MMot), M → 0 as z → 0. Hence we take the negative sign for the radical in M(z).
Example 19. The number of Motzkin paths of length n without level steps on the x-axis
(Riordan paths) is the n-th Riordan number rn, sequence A005043. The number of words
of length n recognized by the convergent automaton MR, see Figure 11(left), is the n-th
Riordan number and its GF is
R(z) = ∞∑
i=0
riz
i =
1 + z −
√
1 − 2z − 3z2
2z(1 + z)(3)
=
1
1 −
z2
1 − z −
z2
1 − z −
z2
⋱
.(4)
In the automatonMR, the initial loop was removed to avoid the level steps on the x-axis, then
it is clear that rn = ∣{w ∈ L(MR) ∶ ∣w∣ = n}∣ = L(n)(MR). Moreover, we can use equivalent
automata because the automaton MMot is a subautomaton of MR. Hence, there is an
automaton M′R with only two visible states, such that M
′
R ≅MR, see Figure 11(right).
q0 q1 q2 q3
z
z
z
z
z
z
z z z
q0 q1
z
zM(z)⋯ ≅
MR: M′R:
Figure 11. Equivalent Automata M′R ≅MR, Example 19.
Then we have the following system of GFs equations
{R(z) = 1 + zL1
L1 = zM(z)R(z),
where M(z) is the GF for Motzkin numbers. Whence
R(z) = 1 + z2M(z)R(z),(5)
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then
R(z) = 1
1 − z2M(z) = 21 + z +√1 − 2z − 3z2 = 1 + z −
√
1 − 2z − 3z2
2z(1 + z)
Moreover, from Equation (5)
rn =
n−2
∑
j=0
mjrn−j−2, n ≥ 2.
We also have R(z) = 1+zM(z)
1+z then (1+ z)R(z) = 1+ zM(z). Hence rn+1 + rn =mn, n ≥ 0, this
equation is derived in [2] using a combinatorial argument.
5. Linear Infinite Counting Automaton
In this section we study a family of counting automata and their GFs.
Definition 20. A linear graph G is a 4-tuple G = (V,A,n,F ) where
● V ⊆ Z is a nonempty set of the labelled vertices of G. If m ∈ V , the vertex is labelled
by m.
● A = (A−,A↷,A↶) is the set of edges of G, where
– A− = {i ∈ V ∶ there exists a loop at vertex i}.
– A↷ = {i ∈ V ∶ there exists an edge from vertex i to vertex i + 1 }.
– A↶ = {i ∈ V ∶ there exists an edge from vertex i + 1 to vertex i}.
● n ∈ V is the initial vertex.
● F ⊆ V is the set of final vertices.
In particular, if V = N, A = (N,N,N), n = 0, F = {0}, we say that G is a complete linear graph
and is denoted by GL. If V = Z, A = (Z,Z,Z), n = 0, F = {0}, we say that G is a complete
bilinear graph and is denoted by GBT .
Example 21. Consider the linear graph V = N, A = (2N,N,N), n = 0, F = {0}. It is displayed
in Figure 12.
0 1 2 3 ⋯
Figure 12. Linear graph, Example 21.
Definition 22. A linear counting automaton associated with the linear graph G is a weighted
automatonMc determined by the pairMc = (G,E), where E is the set of weighted transitions
defined by the triple E = (E−,E↷,E↶) where
● E− = {hi(z) ∶ i ∈ A−}.
● E↷ = {fi(z) ∶ i ∈ A↷}.
● E↶ = {gi(z) ∶ i ∈ A↶}.
and for all integer i, fi(z), gi(z) and hi(z) are transitions in parallel.
The set of all counting automata is denoted by M∗c .
Example 23. Consider the linear counting automaton Mc = (G,E = (∅,{z},{z})), where
G = (N, (∅,N,N),0,{0}). It is displayed in Figure 13.
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0 1 2 3
z
z
z
z
z
z
⋯
Figure 13. Linear counting automaton, Example 23.
The linear infinite counting automaton associated with the complete linear graph GL is de-
noted by MLin, see Figure 14(left). Similarly, the linear infinite counting automaton as-
sociated with the complete bilinear graph GBL is denoted by MBLin, see Figure 14(right).
0 1 2 3
f0
g0
f1
g1
f2
g2
h0 h1 h2 h3
0 1 2−1−2
f0
g0
f1
g1g′0g′1
f ′1 f ′0
⋯ ⋯
MBLin ∶ h0 h1 h2h
′
1
h′
2
⋯
MLin ∶
Figure 14. Infinite counting automata MLin and MBLin.
5.1. Generating Function of MLin and MBLin.
Theorem 24. The generating function of MLin, see Figure 14 (left), is
E(z) = 1
1 − h0 (z) − f0 (z) g0 (z)
1 − h1 (z) − f1 (z) g1 (z)⋱
,
where fi(z), gi(z) and hi(z) are transitions in parallel for all integer i ⩾ 0.
Proof. We denoted by MLin−s the automaton obtained from MLin deleting the vertices s, s+
1, s + 2, . . . . The system of GFs equations of MLin−s, s ≥ 1, is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L0 = h0L0 + f0L1 + 1
Li = gi−1Li−1 + hiLi + fiLi+1, 1 ≤ i ≤ s − 1
Ls = gs−1Ls−1 + hsLs.
Substituting repeatedly into each equation Li, we have
L0 =
1
1 − h0 −
f0g0
1 − h1 −
f1g1
⋮
1 − hs−1 −
fs−1gs−1
1 − hs
.
Since MLin is convergent, then when s → ∞ we obtain the convergent continued fraction
E(z) of the GF of MLin. 
The last theorem coincides with Theorem 1 in [12] and Theorem 9.1 in [20]. However, this
presentation extends their applications, taking into account that fi(z), gi(z) and hi(z) are
GFs, which can be GFs of several variables.
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Corollary 25. If for all integer i ≥ 0, fi(z) = f(z), gi(z) = g(z) and hi(z) = h(z) in MLin,
then the GF is
B(z) = 1 − h(z) −√(1 − h(z))2 − 4f(z)g(z)
2f(z)g(z)(6)
=
∞
∑
n=0
∞
∑
m=0
Cn(m + 2n
m
)(f (z) g (z))n (h(z))m(7)
=
1
1 − h (z) − f (z) g (z)
1 − h (z) − f (z) g (z)
1 − h (z) − f (z) g (z)
⋱
,(8)
where f(z), g(z) and h(z) are transitions in parallel and Cn is the n-th Catalan number,
sequence A000108.
Proof. From Theorem 24 the GF is
B(z) = 1
1 − h (z) − f (z) g (z)
1 − h (z) − f (z) g (z)
1 − h (z) − f (z) g (z)
⋱
.
Since the counting automaton is convergent, then
B(z) = 1
1 − h(z) − f(z)g(z)B(z) .
Hence
B(z) = 1 − h(z) −√(1 − h(z))2 − 4f(z)g(z)
2f(z)g(z) .
Equation (7) is obtained from observing that
B(z) = 1 − h(z) −√(1 − h(z))2 − 4f(z)g(z)
2f(z)g(z)
=
1
1 − h(z)
1 −
√
1 − 4 f(z)g(z)(1−h(z))2
2
f(z)g(z)
(1−h(z))2
=
1
1 − h(z)C(u),
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where u = f(z)g(z)(1−h(z))2 and C(z) = 1−√1−4z2z is the GF for Catalan numbers. Therefore
B(z) = 1
1 − h(z)C(u) = 11 − h(z) ∞∑n=0Cnun
=
∞
∑
n=0
Cn
(f(z)g(z))n(1 − h(z))2n+1
=
∞
∑
n=0
∞
∑
m=0
Cn(m + 2n
m
)(f(z)g(z))n (h(z))m .

Example 26. If h(z) = f(z) = g(z) = z in Corollary 25, we obtain the GF for Motzkin paths
M(z), see Example 18. Moreover,
ms =
⌊ s
2
⌋
∑
n=0
Cn( s
2n
).
Indeed, using the Equation (7) it follows that
M(z) = ∞∑
n=0
∞
∑
m=0
Cn(m + 2n
m
)z2n+m,
taking t = 2n +m
M(z) = ∞∑
n=0
∞
∑
t=2n
Cn( t
t − 2n
)zt,
hence
ms =
⌊ s
2
⌋
∑
n=0
Cn( s
s − 2n
) = ⌊ s2 ⌋∑
n=0
Cn( s
2n
).
5.2. Applications of CAM to k-colored Motzkin paths and generalized Motzkin
paths.
Example 27. A k-colored Motzkin path of length n is a Motzkin path such that the level
steps are labelled by k colors. The number of k-colored Motzin paths of length n is the n-th
k-colored Motzkin number, mn,k.
If f(z) = z = g(z) and h(z) = kz in Corollary 25, we obtain the GF for k-colored Motzkin
paths
Mk(z) = ∞∑
i=0
mi,kz
i =
1 − kz −
√(1 − kz)2 − 4z2
2z2
,
and
mn,k =
⌊ s
2
⌋
∑
n=0
Cn( s
2n
)ks−2n.(9)
Equation (9) coincides with Equation (8) of [22]. In particular, if k = 2
M2(z) = ∞∑
i=0
mi,2z
i =
1 − 2z −
√
1 − 4z
2z
= z + 2z2 + 5z3 + 14z4 + 42z5 + 132z6 + 429z7 + 1430z8 +⋯
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then zM2(z) = C(z) − 1 so the n-th 2-colored Motzkin number is equal to Cn+1. In [10] and
[28] there are some bijections between the numbers mn,2 and other combinatorial objects. If
k = 3
M3(z) = ∞∑
i=0
mi,3z
i =
1 − 3z −
√
1 − 6z + 5z2
2z
= z + 3z2 + 10z3 + 36z4 + 137z5 + 543z6 + 2219z7 + 9285z8 +⋯,
then the sequence A002212 is obtained, some properties about these numbers are established
in [9, 24]. If k = 4 the sequence A005572 which starts 1, 4, 17, 76, 354, 1704, 8421, 42508 is
obtained.
Example 28. A generalized Motzkin path of length n is a Motzkin path such that the level
step is H = (k,1) where k is a fixed positive integer. The number of generalized Motzkin paths
of length n is the n-th generalized Motzkin number mkn. If f(z) = z = g(z) and h(z) = zk in
Corollary 25, we obtain the GF for generalized Motzkin path.
M (k)(z) = ∞∑
i=0
mki z
i =
1 − zk −
√(1 − zk)2 − 4z2
2z2
.
The last equation coincides with the Equation (1) of [1]. If k = 2, we obtain the GF for
Schro¨der paths, sequence A006318.
M (2)(z) = ∞∑
i=0
m2i z
i =
1 − z2 −
√
1 − 6z2 + z4
2z2
= 1 + 2z2 + 6z4 + 22z6 + 90z8 + 394z10 + 1806z12 +⋯
There is a relation well known between the numbers m2i and Narayana numbers N(n,k) =
1
n
(n
k
)( n
k−1) with 1 ⩽ k ⩽ n which enumerate a large variety of combinatorial objects, see
sequence A001263. In particular, there is the following identity, [7]
m2n =
n
∑
k=0
N(n,k)2k.
Example 29. If f(z) = z = g(z) and h(z) = kz
1−z in Corollary 25, we obtain the GF Fk(z)
for the lattice path which never goes below the x-axis, from (0,0) to (n,0) consisting of up
steps U = (1,1), down steps D = (1,−1) and horizontal steps H(k) = (k,0) for every positive
integer k and can be labelled by k colors
Fk(z) = 1 − (1 + k)z −
√
1 − (2 + 2k)z + (−3 + 2k + k2)z2 + 8z3 − 4z4
2z2(1 − z) ,
and
f (k)s =
s
∑
n=0
s−2n
∑
m=0
Cn(m + 2n
m
)( s − 2n − 1
s −m − 2n
)km,
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where f
(k)
s = [zs]Fk(z). From Corollary 25 we have the first equation, besides
Fk(z) = ∞∑
n=0
∞
∑
m=0
Cn(m + 2n
m
)z2n ( kz
1 − z
)m
=
∞
∑
n=0
∞
∑
m=0
∞
∑
i=0
Cn(m + 2n
m
)(i +m − 1
i
)kmz2n+m+i,
taking t = 2n +m + i
∞
∑
n=0
∞
∑
m=0
∞
∑
t=2n+m
Cn(m + 2n
m
)( t − 2n − 1
t −m − 2n
)kmzt,
hence
f (k)s =
s
∑
n=0
s−2n
∑
m=0
Cn(m + 2n
m
)( s − 2n − 1
s −m − 2n
)km.
If k = 1 the sequence A135052 is obtained.
The last example shows the variety of results that can be obtained with the CAM, simply by
changing the different transitions in parallel, i.e., changing the GFs fi(z), gi(z) and hi(z).
Definition 30. For all integer i ≥ 0 we define the continued fraction Ei(z) by:
Ei(z) = 1
1 − hi (z) − fi (z) gi (z)
1 − hi+1 (z) − fi+1 (z) gi+1 (z)
1 − hi+2 (z) − fi+2 (z) gi+2 (z)⋱
,
where fi(z), gi(z), hi(z) are transitions in parallel for all integers positive i.
Theorem 31. The generating function of MBLin, see Figure 14(right), is
Eb(z) = 1
1 − h0(z) − f0(z)g0(z)E1(z) − f ′0(z)g′0(z)E′1(z),
where fi(z), f ′i (z), gi(z), g′i(z), hi(z) and h′i(z) are transitions in parallel for all i ∈ Z.
Proof. It is clear that the automaton MBLin is equivalent to the automaton in Figure 15.
0 1−1
f0
g0E1g′0
f ′0E′1
h0
Figure 15. Equivalent automaton to MBLin.
Therefore, we have the following system of GFs equations⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L0 = h0L0 + f0L1 + g
′
0L
′
1 + 1
L1 = g0E1L0
L′1 = f0E
′
1L0,
where L′
1
= L−1. Solving the system for L0 we obtain the GF of MBLin. 
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Corollary 32. If for all integer i, fi(z) = f(z) = f ′i(z), gi(z) = g(z) = g′i(z) and hi(z) =
h(z) = h′i(z) in MBLin, then we have the GF
Bb(z) = 1√(1 − h(z))2 − 4f(z)g(z)(10)
=
1
1 − h(z) − 2f(z)g(z)
1 − h(z) − f(z)g(z)
1 − h(z) − f(z)g(z)
⋱
,(11)
where f(z), g(z) and h(z) are transitions in parallel.
Proof. It is clear from Equation (10)
Bb(z) = 1
1 − h(z) − 2f(z)g(z)B(z) ,
where B(z) is the GF in Corollary 25. The continued fraction is obtained from the same
corollary. 
Corollary 33. If f(z) = g(z) in Corollary 32, then we have the GF
Bb(z) = 1
1 − h(z) + ∞∑n=1
∞
∑
k=0
∞
∑
l=0
2n
n
n + 2k
(n + 2k
k
)(l + 2n + 2k
l
)f(z)2n+2kh(z)l,(12)
where f(z), g(z) and h(z) are transitions in parallel.
Proof. From Theorem 31 we have
Bb(z) = 1
1 − h(z) − 2f2(z)B(z) ,
where B(z) is the GF in Corollary 25 with g(z) = f(z), i.e.,
B(z) = 1 − h(z) −√(1 − h(z))2 − 4f2(z)
2f2(z) = 11 − h(z)C(u),
where u = f
2(z)
(1−h(z))2 and C(u) is the GF for Catalan numbers. The powers of the GF for
Catalan numbers (see Eq. 5.70 of [15]), satisfy that
Cn(u) = ∞∑
k=0
n
n + 2k
(n + 2k
k
)uk, n ⩾ 1.
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Then
Bb(z) = 1
1 − h(z) − 2f2(z) C(u)
1−h(z)
=
1
1 − h(z) 11 − 2uC(u)
=
1
1 − h(z) ∞∑n=0(2uC(u))n = 11 − h(z) +
∞
∑
n=1
(2uC(u))n
=
1
1 − h(z) + ∞∑n=1
∞
∑
k=0
2n
n
n + 2k
(n + 2k
k
) f2n(z)(1 − h(z))2n uk
=
1
1 − h(z) + ∞∑n=1
∞
∑
k=0
2n
n
n + 2k
(n + 2k
k
) f2n+2k(z)(1 − h(z))2n+2k
=
1
1 − h(z) + ∞∑n=1
∞
∑
k=0
∞
∑
l=0
2n
n
n + 2k
(n + 2k
k
)(l + 2n + 2k
l
)f2n+2k(z)hl(z).

Example 34. A Grand Motzkin path of length n is a Motzkin path without the condition
that never passes below the x-axis. The number of Grand Motzkin paths of length n is the
n-th Grand Motzkin number mbn, sequence A002426.
The number of words of length n recognized by the convergent automaton MBLin, see Figure
14(right), with fi(z) = z = gi(z) = hi(z) = f ′i(z) = g′i(z) = h′i(z) for all integer i, is the n-th
Grand Motzkin number and its GF is
M b (z) = ∞∑
i=0
mbiz
i 1√
1 − 2z − 3z2
(13)
=
1
1 − z −
2z2
1 − z −
z2
1 − z −
z2
⋱
(14)
=
1
1 − z
+
∞
∑
n=1
∞
∑
k=0
∞
∑
l=0
2n
n
n + 2k
(n + 2k
k
)(l + 2n + 2k
l
)z2n+2k+l.(15)
These equations are easily obtained from Corollary 32 and 33.
In this case the edge from the state i and i+ 1 and vice versa, represent a rise or a fall above
the x-axis and the edge from the state −i and −(i+1) and vice versa, represent a rise or a fall
below the x-axis, and the loops represent the level steps. Moreover, it is clear that a word is
recognized by MBLin if and only if it has an equal number of steps to the right and to the
left, then
mbn = ∣{w ∈ L(MBLin) ∶ ∣w∣ = n}∣ = L(n)(MBLin).
On the other hand, taking t = 2n + 2k + l in Equation (15), we have
∞
∑
i=0
mbiz
i =
1
1 − z
+
∞
∑
n=1
∞
∑
k=0
∞
∑
t=2n+2k
2n
n
n + 2k
(n + 2k
k
)( t
t − 2n − 2k
)zt,
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then
mbs = 1 +
s
∑
n=0
⌊ s−2n
2
⌋
∑
k=0
2n
n
n + 2k
(n + 2k
k
)( s
2n + 2k
).
The Grand Motzkin paths are related to the central trinomial coefficients. Let Tn denote
the n-th central trinomial coefficient, defined as the coefficient of xn in the expression of(1+x+x2)n or it can also be defined as the coefficient of the form xnynzk in the expression of(x+y+z)n. For example if n = 2 then (x+y+z)2 = x2 +y2+z2+2xy+2xz+2yz, hence T2 = 3.
It is clear that the Grand Dyck paths are enumerated by the central binomial coefficients,
i.e., Tn =mbn. For integers a, b, c we call the coefficient of x
n in the expression (a + bx + cx2)n
the generalized central trinomial coefficient, T ∗n or it can also be defined as the coefficients of
the form xnynzk in the expression (a+ bx+ cx2)n. Taking f(z) = az = f ′(z), g(z) = cz = g′(z)
and h(z) = bz = h′(z) in the counting automaton MBLin, we obtain the GF for the numbers
T ∗n .
∞
∑
i=0
T ∗i z
i =
1√(1 − bz)2 − 4acz2 = 1√1 − 2bz + (b2 − 4ac)z2
=
1
1 − bz −
2acz2
1 − bz −
acz2
1 − bz −
acz2
⋱
The last GF coincides with Equation (3) of [19]. By using the Binomial Theorem twice and
the identity (n
k
)( n−k
n−2k) = (2kk )( n2k), we have
T ∗n =
⌊n/2⌋
∑
k=0
(2k
k
)( n
2k
)bn−2k(ac)k.
Since mbn = Tn, then
⌊s/2⌋
∑
k=0
(2k
k
)( s
2k
) = 1 + s∑
n=0
⌊ s−2n
2
⌋
∑
k=0
2n
n
n + 2k
(n + 2k
k
)( s
2n + 2k
).
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