Abstract. The level crossing (LX) or railway crossing being an intersection between a public road and a railway line, can be controlled actively or passively. Sound recognition can be used to actively control a level crossing. A system is proposed in this study for the use of sound to control a LX. This proposed system uses Mel Frequency Cepstral Coefficient (MFCC) as feature extractor, and Recurrent Neural Network (RNN) as classifier. The proposed system has shown a great potential that could be harnessed to contribute to the reduction in the loss of lives and properties at the LX.
Introduction
A level crossing (LX) is an intersection between a railway line and a public road. LX can be described as either passive or automated based on the protection principle. Passive LX has no protection system whereas the automated one is equipped with at least a set of protection equipment to protect road users from the passing train [1] . Accidents, which include deaths and serious injuries to road users and railway passengers, which occur at level crossings are usually severe. Moreover, these mishaps incur a heavy financial burden on the railway authorities [2] and operators.
Active control of vehicular and pedestrian traffic at a level crossing uses flashing lights, bells, barrier arms, gates or a combination of these devices. Control devices of this nature are triggered manually or automatically by the approaching train. Passive control of vehicular and pedestrian traffic is accomplished by the provision of signs not activated by an approaching train or manually. The purpose is to indicate to the road users to check for the approach of trains prior to crossing the rail lines.
Accordingly, sound recognition is a process of identifying the source or origin of sound and is related to speech recognition. However, unlike speech which has definite structure (vowels, consonants, phonemes) or music which has harmonic structure (notes, rhythm, timbre) [3] , sound is typically made up of a mixture of other sounds, that are characterized by spectral peaks, such as insect chirpings. Sounds are unstructured and comparable to noise, variably composed and thus, models are difficult to build for them [4] . Similarly, sounds are known for their randomness and high variance [5] .
Operation of the Proposed System
A very sensitive unidirectional microphone would be used to acquire the sound at a predetermined distance from the level crossing. The distance equal to the length of the train is preferred as this would make it easy to apply the brakes in case of any problem. The sound recognition procedures are followed sequentially. Starting from pre-emphasis filtering and stopping with classification and identification. If the sound of the train is identified, then the level crossing protection sequence is activated. As soon as the sound of train is identified, the traffic lights are turned on, starting with yellow light and subsequently the red light. Simultaneously as the traffic lights are activated, warning bells are sounded for the blind road users. Immediately the level crossing is at safety, the train passes through. Since this system is independent of the train control system, a set of cameras would be installed at the level crossing. This is to enable the train driver and the train management center to confirm the status of the level crossing and avoid accident.
Methodology

Sample Collection
At the level crossing, several sounds are made simultaneously. As a result, there is the need to mix up some of the individual sounds that are heard around the level crossing to match up with real life scenario. The individual sounds (aircraft, car, rain, train, thunder) were obtained from both online databases and live recording. During the sound data collection, the sounds were sampled at 11025Hz and the Nyquist sampling theorem was fulfilled. When the sounds were mixed, since the sound of the train is the needed sound, the other sound is taken to be noise (unwanted sound). This is similar to the level crossing which is the intended area of application, there, the sound of the train will be required and all other sounds would be regarded as noise. The sound mixing was done using the NCH software's "WavePad Sound Editor Masters Edition v 5.10". The sound mixtures were saved in an uncompressed .wav format, sampled at 11025 Hz and 16 bit. The sounds were mixed in a manner in which they overlap over each other i.e. the sound mixture plays as a single sound entity.
The sound of the train was mixed with some of the sounds that are commonly found around the level, they are sounds of the aircraft, car, rain and thunder. The two sound mixtures are as follow, train+aircraft, train+car, train+rain and train+thunder. After the result from the mixtures of two sounds was achieved, it was decided to make a mixture of three sounds. This three sound mixture moves the proposed system much closer to real life scenario. The result from this test will help to determine how this system can fit in either as a separate level crossing assembly that is reliable or as a system incorporated into one of the existing systems as a backup system and to be able to recommend areas of this work that need further research. The sounds were mixed as follows: train+aircraft+car, train+car+rain and train+rain+thunder.
Mel Frequency Cepstral Coefficients (MFCC)
Mel Frequency Cepstral Coefficients (MFCC) was initially proposed for speech recognition to identify monosyllabic words in continuously spoken sentences but not for Speaker Identification. MFCCs calculation is based on the human auditory system aiming for artificial implementation of the ear's physiology assuming that the human ear can be a good speaker recognizer [6] . Its features are based on the known frequency variations in the human ear's critical bandwidths. Filters linearly spaced at low frequency and logarithmically at high frequency are being used to capture the phonetically essential characteristics of speech [7] . A speech signal usually consist of tones with dissimilar frequencies, each tone having an actual frequency, f (Hz) and a subjective pitch measured on the mel scale. The mel frequency scale is a linear frequency spacing lower than 1000Hz and a logarithmic spacing higher than 1000 Hz. As a reference point, a pitch of 1 kHz tone, 40 dB more than the perceptual hearing threshold, defines 1000 mels [8] .
Recurrent Neural Network (RNN)
The architecture of Recurrent Neural Network requires a number of input layer neurons, hidden layer neurons and output layer neuron. Also, it has a feedback loop with a single delay in the hidden layer. The output of the input layer is fed back into it as part of its inputs. The Layer-Recurrent Network (LRN) used is a simplified version of the Elman network. This network is a dynamic network having memory and can be trained to learn sequential or time-varying patterns. For the 2 sounds mixture, there were 300 input neurons to accommodate the input feature vectors with each containing 12 coefficients per frame for five frames. The number of nodes in hidden layer was varied to get best result, which then was selected; the number of output nodes is 4 nodes. In case of the 3 sounds mixture, there were 225 input neurons to accommodate the input feature vectors with each containing 12 coefficients per frame for five frames. The number of nodes in hidden layer was varied to get best result, which was then selected; the number of output nodes is 3 nodes. As of the 2 sounds mixture, the sound of train has to be used to test the network using 100 samples. Therefore, from the testing of the sound mixtures, the confusion matrix was plotted. For the 3 sounds mixture, the sound train has to be used to test the network using 75 samples. Therefore, from the testing of the sound mixtures, the confusion matrix was plotted. The confusion matrix plot was then used for the evaluation of the sensitivity of each sound mixture to the sound of train as input and the rate at which each sound mixture misclassifies the sound of train.
Training Algorithm
The backpropagation algorithm was used in the training of the network. The computation was made faster with the selection faster variant of the conventional backpropagation, namely the scaled conjugate gradient algorithm (trainscg). This algorithm uses standard numerical optimization techniques. The scaled conjugate gradient algorithm (SCG) was designed to reduce the time-consumed in line search and combines both the model-trust region approach (Levenberg-Marquardt algorithm) and the conjugate gradient approach [9] .
SCG is a second order conjugate gradient algorithm that helps minimize goal functions of several variables. It uses a step size scaling mechanism that avoids a time consuming line-search per learning iteration, which makes the algorithm faster than other second order algorithms. SCG shows super linear convergence on most problems [10] . SCG does not include any user dependent parameters which values are crucial for the success of the algorithm. This is a major advantage compared to the line search based algorithms which include those kinds of parameters. The SCG algorithm is as shown below [9] :
1. Choose weight vector ̀ and scalars , , ̅ Set ̃ ̃ ( ̃ ), k=1 and success = true 2. If success =true, the calculate second order information:
If then make the Hessian matrix positive definite:
, then a successful reduction in error can be made:
, then success = true If k mod N = 0 then restart algorithm:
, then reduce the scale parameter:
, then increase the scale parameter:
. If the steepest descent direction ̃ , then set k = K+1 and go to 2 else terminate and return to ̃ as the desired minimum. , and ̅ -weight scalar, ( ̃ )-negative gradient, k-iteration, -directional gradient, ̃ -search direction, ̃ -directional curvature, ̃ -weight vector, -working curvature, -Lagrange multiplier, -step size, ̃ -transpose of search direction, ̃ -steepest descent direction, -comparison parameter, ̃ -updated weight vector, ̃ -updated steepest descent direction and ̃ -updated search direction.
Results
Two Sounds Mixture
The performance metrics of the sound of train+aircraft, train+car, train+rain, and train+thunder, using Recurrent Neural Network (RNN) as classifier, with Mel Frequency Cepstral Coefficient (MFCC) as feature extractor are shown in Table 1 . The testing was conducted to determine the sound recognition and classifier capability with 40 hidden neurons. The sound of train+rain had the highest sensitivity (86.7%), while the sound of train+car had the lowest sensitivity (56.7%). Similarly, the highest accuracy (90%) was for the sound of train+rain and the lowest accuracy (80.8%) was for the sound of train+car. In addition, the sound of train+car gave the highest (19.2%) misclassification rate, while the sound of train+rain gave the lowest (10%) misclassification rate. The misclassification rates for the sounds samples are below 0.2 (20%), therefore they are categorized as negligible. Likewise, the sensitivity of train+car and train+thunder sounds fall between the range of 0.4-0.6 (40-60%), therefore they are grouped as moderate. Furthermore, the sensitivity for the sound of train+aircraft is between the range 0.6 and 0.8 (60-80%), and as result is classified as substantial while the sensitivity for the sound of train+rain falls in range 0.8-1.0 (80-100%) therefore it is classified high [11] .
Three Sounds Mixture
The performance metrics of the sound of train+aircraft+car, train+car+rain and train+rain+thunder, using Recurrent Neural Network (RNN) as classifier, with Mel Frequency Cepstral Coefficient (MFCC) feature extractor is shown in Table 2 . The testing was conducted to determine the sound recognition and classifier capability with 40 hidden neurons. The sound of train+aircraft+car gave the highest (90%) sensitivity and the sound of train+car+rain gave the lowest (60%) sensitivity. In addition, the accuracy for the sounds of train+aircraft+car and train+rain+thunder gave the highest (90%) and lowest (80%) respectively. Finally, the sound of train+rain+thunder and train+aircraft+car gave the highest (20%) and lowest (10%) misclassification rates respectively. The misclassification rate of all samples are below 0.2 (20%), therefore they are categorized as negligible. The sensitivity of train+aircraft+car (90%) falls between 0.8 and 1.0 (80-100%), therefore it is denoted as high. Furthermore, the sensitivity for the sound of train+car+rain (60%) is in between 0.4 and 0.6 (40-60%) therefore it is categorized moderate. In addition, the sensitivity for the sound of train+rain+thunder (76.7%) falls between 0.6-0.8 (60-80%), hence, it is classified as substantial [11] .
In pattern recognition, it is desirable to have sensitivities that fall in the range 0.8-1.0 (80-100%) that can therefore be categorized as high, while it is also necessary to have misclassification rates to fall in the range 0.0-0.2 (0-20%), it can therefore be classified as negligible. This is because it is very paramount to design systems that have high sensitivity and low misclassification rate, so that when it is implemented in real life, there is high confidence in the design. However, since MFCC was designed to model the human auditory system, it may have some difficulty in recognizing sounds efficiently. This is because sound is variably composed, similar to noise and has a lot of frequency irregularities as compared to speech or music.
Conclusion
The combination of Mel Frequency Cepstral Coefficient (MFCC) with Recurrent Neural Network has given a set of results that are fairly good for both 2 sounds and 3 sounds mixtures. All the sensitivities obtained are in range of moderate to high, while all the misclassification rates are negligible. Consequently, the proposed system, using the feature extractor and classifier combination, has shown a great potential and is recommended for further investigation to ascertain more facts and to standardize its essential parameters.
