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Abreviaturas
API: Application Programming Interface, es un conjunto de interfaces
que permite integrar un sistema informa´tico con otro.
DTW: Dynamic Time Warping, es un algoritmo para medir la similitud
entre dos series de tiempo. Las series pueden diferir en tiempo o
velocidad.
EBNF: Extended Backus-Naur Form, es una te´cnica de notacio´n para
grama´ticas libres de contexto.
SDK: Software Development Kit, es un paquete de co´digo y/o herra-
mientas para desarrollar software.







El reciente auge de la realidad virtual esta´ fomentando la proliferacio´n de
dispositivos de entrada gestuales tales como el Razer Hydra, el Leap Motion 3D
Controller y el Microsoft Kinect. Esto dificulta la labor de los acade´micos y desarro-
lladores de aplicaciones, ya que deben programar con un Application Programming
Interface (API) diferente para cada dispositivo.
El objetivo principal de la presente investigacio´n fue definir e implementar
un lenguaje para la representacio´n e interpretacio´n de gestos bidimensionales y
tridimensionales. Por medio de este lenguaje, los desarrolladores podra´n utilizar el
lenguaje para definir gestos a ser detectados sin importar el dispositivo o las API
de por medio.
Investigamos distintas formas de representar y reconocer gestos, y luego crea-
mos el lenguaje LaGeR — Language for Gesture Representation (Lenguaje para
la Representacio´n de Gestos). Para probar su factibilidad, escribimos un conjunto
de herramientas y bibliotecas de software para convertir movimientos de sensores
a hileras de LaGeR, reconocer las mismas como gestos, visualizarlos y comunicar
su deteccio´n a programas suscriptores. Adema´s, creamos un programa de prueba
que utiliza dicho framework para controlar el navegador web Google Chrome por
medio de gestos.
Probamos la aplicacio´n con usuarios, y comprobamos que LaGeR es un lenguaje
u´til y efectivo para representar gestos y desarrollar aplicaciones controladas por
medio de ellos.
Palabras clave: Pointing devices, Virtual reality, Gestural input, Grammars and




The recent boom in virtual reality is fostering the proliferation of gestural
input devices such as the Razer Hydra, the Leap Motion 3D Controller, and the
Microsoft Kinect. This hinders the work of researchers and application developers,
since they must write their programs using a different API for each device.
The main goal of this research was to define and implement a language for the
representation and interpretation of bidimensional and tridimensional gestures.
Through it, developers will be able to use the language to define gestures to be
detected regardless of the device or the underlying APIs.
We investigated different ways of representing and recognizing gestures, and
then created LaGeR — Language for Gesture Representation. In order to test
its feasibility, we wrote a set of software tools and libraries for converting sensor
movements into LaGeR strings, recognizing them as gestures, visualizing them, and
notifying subscribed programs of their detection. We also created a test program
that uses said framework to control the Google Chrome web browser through
gestures.
We tested the application with users and showed that LaGeR is a useful and
effective language for representing gestures and developing gesture-based applica-
tions.
Keywords: Pointing devices, Virtual reality, Gestural input, Grammars and context-





El resurgimiento de la realidad virtual como me´todo de interaccio´n computacio-
nal esta´ llevando a una proliferacio´n cada vez mayor de dispositivos de entrada
gestuales bidimensionales y tridimensionales (e.g., Microsoft Kinect, Razer Hydra,
Leap Motion 3D Controller). Au´n no existe un esta´ndar para dichos dispositivos,
por lo que los desarrolladores de software deben adaptar sus programas a los API
de cada uno.
La presente investigacio´n propone solucionar este problema por medio de un
sistema que le permita a los desarrolladores hacer que sus programas reaccionen a
gestos sin tener que preocuparse por el dispositivo de entrada por medio del cual
se detectan los gestos.
El resultado sera´ un ahorro considerable de tiempo y dinero al tomar en cuenta
el efecto multiplicador del nu´mero de aplicaciones relevantes, el nu´mero de dispo-
sitivos de entrada y el costo de las horas-persona requeridas para soportar cada
uno.
El costo de la presente investigacio´n es bastante modesto en relacio´n a sus
beneficios, especialmente en el a´mbito del software interactivo AAA1. Dichos juegos
suelen tener un costo de entre 50 y 100 millones de do´lares (Superannuation, 2014),
por lo que un ahorro de tan solo 0.5 % en una de estas aplicaciones superar´ıa la
inversio´n de esta investigacio´n en un orden de magnitud.
Ma´s alla´ del beneficio a grandes estudios de software, nuestro sistema tam-
bie´n facilitara´ la creacio´n de aplicaciones gestuales por parte de estudiantes de
computacio´n, desarrolladores independientes y pequen˜os estudios.
1La designacio´n AAA se refiere a los videojuegos con los presupuestos y nivel de calidad ma´s
altos en la industria.
Cap´ıtulo 1
Generalidades de la Investigacio´n
1
Generalidades de la Investigacio´n 2
1.1. Planteamiento del Problema
En an˜os recientes, los me´todos de entrada tradicionales como el mouse, el te-
clado y el control de videojuegos cla´sico se han venido complementando con una
serie de alternativas novedosas basadas en gestos. Si bien ya exist´ıan me´todos de
entrada gestuales en la academia y la industria (e.g., VPL DataGlove, Immer-
sion CyberGlove), estos eran costosos y de limitada disponibilidad, por lo que su
impacto hab´ıa sido limitado fuera de dichos contextos.
La masificacio´n de los me´todos de entrada gestuales para la electro´nica de con-
sumo se fue consolidando a trave´s de hitos tales como el lanzamiento del Nintendo
Wii con sus controles de movimiento (2006), el Apple iPhone con su pantalla ta´ctil
(2007) y el Microsoft Kinect con su ca´mara tridimensional y rastreo de movimien-
tos (2010), entre otros. Dispositivos tales como el Razer Hydra (2011) y el Leap
Motion 3D Controller (2013) han provisto a las computadoras tradicionales de
me´todos de entrada gestuales de alta precisio´n a bajo costo.
Aunado a esto, el uso de me´todos de entrada gestuales es cada vez mayor. Du-
rante de´cadas, el mouse y el teclado han sido suficientes para la mayor´ıa de tareas
realizadas en computadoras con pantallas bidimensionales. Sin embargo se avizora
una revolucio´n en la manera de interactuar con la informacio´n digital por medio de
la realidad virtual. Las gafas de realidad virtual Oculus Rift esta´n por lanzarse al
mercado, y su potencial es tal que a principios del 2014 Facebook compro´ Oculus
por una suma cercana a los $2 mil millones (Welch, 2014). Asumiendo que Face-
book logre venderle un Rift al 1 % de sus 1300 millones de usuarios (Hamburger,
2014) en los pro´ximos 5 an˜os, el nu´mero de usuarios de realidad virtual ser´ıa de
al menos 13 millones.
El paradigma de la realidad virtual au´n no ha sido explotado a gran escala,
por lo que hay una gran variedad de nuevos problemas por resolver. Es dentro
de este contexto que cobran protagonismo los me´todos de entrada basados en
gestos bidimensionales y tridimensionales ma´s cercanos a nuestra interaccio´n con
el mundo real.
Cabe destacar que existen varios niveles de interpretacio´n para el concepto de
“gestos”. El ma´s ba´sico es el de los gestos primarios o primitivas en el espacio
tridimensional, las cuales consisten en movimientos de una posicio´n (X, Y, Z)
hasta otra posicio´n (X’, Y’, Z’). Al otro lado del espectro esta´n los gestos como
forma de expresio´n no-verbal de sentimientos humanos: “Movimiento del rostro,
de las manos o de otras partes del cuerpo con que se expresan diversos afectos del
a´nimo.” (Real Academia Espan˜ola, 2012).
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La presente investigacio´n se enfoco´ en los gestos de la interaccio´n humano-
computador, los cuales suelen representar un punto intermedio y pueden codificar
acciones propias del dominio de un programa informa´tico (e.g., “aumentar”, “vol-
ver atra´s”, “rotar”).
En dicho contexto, cada programa puede codificar diferentes tipos de acciones
con gestos propios, o bien codificar las mismas acciones de manera diferente a otros
programas. A su vez, los gestos se obtienen por medio de dispositivos de entrada
de varias ı´ndoles.
Aunado a esto, el panorama se complica por dos motivos:
1. El intere´s por la realidad virtual esta´ creciendo aceleradamente, por lo que
cada vez hay ma´s compan˜´ıas anunciando sus propios dispositivos de entrada
gestuales,
2. El mercado es tan incipiente que no existen esta´ndares para la gran variedad
de me´todos de entrada que esta´n surgiendo.
El resultado es que los desarrolladores de sistemas operativos y aplicaciones
para realidad virtual se encuentran en la dif´ıcil posicio´n de apoyar un subconjunto
reducido de gestos y dispositivos – impactando la usabilidad y excluyendo gran
parte de sus potenciales usuarios – o invertir grandes cantidades de recursos para
apoyar la mayor´ıa de dispositivos. Es por eso indispensable la definicio´n de un
lenguaje de descripcio´n de gestos que permita a las dema´s piezas de software
recibir eventos de entrada de forma agno´stica1 al dispositivo sensor.
1.2. Objetivos
1.2.1. Objetivo General
Definir, implementar y probar un lenguaje para describir y reconocer gestos
bidimensionales y tridimensionales de usuario detectados por sensores, de tal ma-
nera que el lenguaje pueda ser utilizado para reconocer gestos a nivel de sistema
independientemente del tipo de sensor. Dicho lenguaje permitira´ que un programa
o servicio lo utilice, por ejemplo, a nivel de sistema operativo, o para entregarle
eventos de entrada a aplicaciones.
1Sin conocimiento de la naturaleza de los componentes con los cuales interactu´a
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1.2.2. Objetivos Espec´ıficos
1. Plantear una forma general de representar el movimiento – y de ser posible, la
posicio´n – de dos puntos (ej. dedos ı´ndice de las manos de un usuario, posicio´n
de un control o puntero, etc.) segu´n los datos prove´ıdos por un sensor de
movimiento (ej. touchpad, Leap Motion 3D Controller, Razer Hydra, etc.).
2. Definir un lenguaje que utilice dicha representacio´n para codificar un conjun-
to de gestos, por medio de una representacio´n vectorial en formato Scalable
Vector Graphics (SVG) o por medio de una grama´tica libre de contexto en
Extended Backus-Naur Form (EBNF) cuyas producciones resulten en se-
cuencias de terminales correspondientes a gestos.
3. Identificar al menos una forma de adaptar datos inexactos (e.g., el usuario
intenta mover el dispositivo de entrada en l´ınea recta pero no tiene un pulso
perfecto) al lenguaje antes descrito.
4. Demostrar la factibilidad y la utilidad del lenguaje por medio de una prueba
de concepto. Esta consistira´ en la creacio´n de un programa que utilice el
lenguaje para codificar y reconocer los gestos. El programa se debe enlazar
con el sistema operativo para que otras piezas de software se puedan registrar
y recibir eventos correspondientes a gestos espec´ıficos.
1.2.3. Hipo´tesis
Es posible codificar gestos por medio de un lenguaje que represente el mo-
vimiento de dos puntos correspondientes a las lecturas de un sensor de entrada
gestual en espacio bidimensional y tridimensional. Dicho lenguaje puede ser uti-
lizado por un sistema operativo para proveer eventos de gestos a sus aplicaciones




Revisio´n de Literatura 6
2.1. Visio´n de conjunto
Este cap´ıtulo resume la literatura consultada y co´mo los resultados de esas in-
vestigaciones fueron usados (si lo fueron) en este trabajo para lograr cada objetivo
espec´ıfico.
La seccio´n 2.2 presenta los art´ıculos ma´s relevantes sobre heterogeneidad de las
API de sensores, que es un reto importante que buscamos resolver con esta investi-
gacio´n (Objetivo Espec´ıfico 4). La seccio´n 2.3 se enfoca en art´ıculos que describen
diferentes formas de representacio´n de movimientos, sentando los cimientos para el
resto de la investigacio´n (Objetivo Espec´ıfico 1). La seccio´n 2.4 presenta art´ıculos
acerca de lenguajes espec´ıficos, lo cual fue u´til para definir nuestro propio len-
guaje (Objetivo Espec´ıfico 2). La seccio´n 2.5 investiga art´ıculos sobre soluciones
de software y hardware que nos ayudaron a crear una prueba de concepto con la
capacidad de describir y reconocer gestos a partir de los movimientos inexactos de
un usuario (Objetivos Espec´ıficos 3 y 4).
2.2. Heterogeneidad de API de sensores
Actualmente, cada sensor de entrada provee su propio me´todo para obtener
y utilizar sus datos. Por ejemplo, Microsoft provee un Software Development Kit
(SDK) para el Kinect que permite crear aplicaciones que se enlazan con el dispo-
sitivo por medio de un API que expone tanto gestos y posturas predefinidas como
datos crudos para mayor control (Microsoft Corporation, 2014). Tambie´n exis-
te una gran variedad de herramientas tanto gratuitas (ej. Kinetic Space (Wo¨lfel,
2012)) como de pago (ej. GesturePak (Franklin, 2012)) que ofrecen funcionalidad
avanzada tal como el entrenamiento de reconocedores de gestos personalizados.
Por su parte, Sixsense provee un SDK que permite crear juegos y otras aplicacio-
nes que utilizan la posicio´n (X, Y, Z) y orientacio´n (pitch, roll, yaw — cabeceo,
alabeo, guin˜o) de los controles del Razer Hydra. A su vez Leap Motion provee un
SDK (Leap Motion, Inc, 2014) que provee una nube de puntos tridimensional de
lo detectado por la ca´mara de su dispositivo as´ı como un modelo esquele´tico de
las manos del usuario.
La anterior no es una lista completa de todos los dispositivos de entrada ges-
tuales y las interfaces que proveen. Lo importante de observar es que cada uno
de esos dispositivos provee sus datos de una forma distinta. Si un desarrollador
escribe su aplicacio´n para que detecte gestos manuales a trave´s del SDK de Micro-
soft, sus usuarios solamente podra´n utilizarla con un Kinect. En caso de que desee
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soportar a los usuarios del Leap Motion 3D Controller, debera´ re-escribir parte de
su aplicacio´n o reestructurarla de modo que utilice plugins espec´ıficos para el SDK
de cada dispositivo.
2.3. Representacio´n y ana´lisis de movimientos
El objetivo general de nuestra investigacio´n fue encontrar una forma de evi-
tar estos problemas por medio de un lenguaje de descripcio´n de gestos, lo sufi-
cientemente general como para poder proveer una biblioteca que sea agno´stica
al dispositivo de entrada. Afortunadamente, ha habido un corpus interesante de
investigacio´n relacionada.
Nuestro primer objetivo espec´ıfico fue plantear una forma general de represen-
tar el movimiento — y de ser posible, la posicio´n — de dos puntos (ej. dedos ı´ndice
de las manos de un usuario). Un buen punto de partida fue “Gesture Recognition:
A Survey” (Mitra & Acharya, 2007), el cual presenta un sondeo muy completo de
te´cnicas para el reconocimiento de gestos.
Ma´s espec´ıficamente, (Lee, Cakmak & DePalma, 2008) comparo´ una serie de
me´todos de aprendizaje en su “Gesture Recognition with Temporally Local to
Global Representations”, entre los cuales se destaca el uso de ma´quinas vectoriales
de apoyo. Estas clasifican cuadros de ima´genes representadas por caracter´ısticas
visuales simples, lo cual consideramos adaptar a nuestras necesidades para detectar
primitivas de movimientos. Sin embargo, decidimos en contra de este enfoque
puesto que se basa en te´cnicas que dependen de ima´genes. Si bien ser´ıa u´til para
las entradas de sensores o´pticos como el Kinect o el Leap Motion, no funcionar´ıa
con dispositivos directamente manipulables (e.g., Razer Hydra).
Sin embargo, el concepto de analizar ima´genes de video cuadro por cuadro
nos llevo´ a pensar en la discretizacio´n de los datos del sensor, definiendo un es-
pacio vectorial en R3 donde el sensor describir´ıa la posicio´n de puntos con una
periodicidad constante. Luego obtendr´ıamos una secuencia con la diferencia en-
tre cada uno de los puntos, y asignar´ıamos terminales de nuestro lenguaje a cada
posible direccio´n de los vectores en x, y, z. Por ejemplo un movimiento diagonal
arriba-derecha podr´ıa ser representado por (+x+y)*. Partiendo de dicha represen-
tacio´n pensamos en aprovechar la investigacio´n de ma´quinas de estado finito para
reconocimiento de gestos manuales (Mitra & Acharya, 2007), donde los gestos se
representan como una serie de movimientos correspondientes a estados (ej. comien-
zo/arriba/abajo/izquierda/derecha). Este habr´ıa sido un enfoque va´lido, pero con
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una representacio´n demasiado primitiva como para representar gestos complejos
de forma econo´mica.
Un desaf´ıo adicional que surgio´ de este enfoque fue el de dividir los gestos de un
solo trazo en varios componentes significativos. Para esto nos referimos a “Iterative
Incremental Clustering of Time Series” (Lin, Vlachos, Keogh & Gunopulos, 2004),
el cual describe un novedoso algoritmo de particio´n de clusters (cu´mulos). Dicho
algoritmo podr´ıa ser u´til para discretizar una serie de tiempo de movimientos
detectados por el sensor, definiendo k clusters a ser identificados.
Los clusters podr´ıan corresponder a puntos de inflexio´n en la trayectoria de un
dedo, por ejemplo. Cuando el dedo va en l´ınea recta se mueve ra´pidamente, pero
cuando va a cambiar de direccio´n sufre una desaceleracio´n de la trayectoria actual
y una aceleracio´n para tomar la nueva trayectoria. Esta transicio´n se correlaciona
con una densidad ma´s alta de puntos por unidad de tiempo, la cual identificar´ıamos
como un cluster.
Cabe destacar que la implementacio´n final de esta investigacio´n no utilizo´ clus-
tering. Esto porque descubrimos que los gestos pod´ıan ser descritos y reconocidos
de forma efectiva como una sola unidad, lo cual simplifico´ el sistema considerable-
mente. Con la implementacio´n actual, pudimos distinguir gestos consistentemente
con un nivel de correspondencia de ∼70-80 % (ver Cap´ıtulo 6).
Otro pilar teo´rico que investigamos es el paper original de Dynamic Time War-
ping (DTW) (Ratanamahatana & Keogh, 2004). En e´l se investigan las series de
tiempo y se describe co´mo compararlas con DTW. Entre otras cosas, se considera
la comparacio´n de series de diferente taman˜o, lo cual podr´ıa ser u´til a la hora de
comparar gestos de formas equivalentes pero con magnitudes diferentes. Se con-
sidero´ el uso de estas te´cnicas para para convertir las entradas de los sensores a
datos discretizados, los cuales posteriormente convertir´ıamos a una representacio´n
o lenguaje estandarizado. Si bien la implementacio´n final lleva a cabo el reconoci-
miento directamente a partir de hileras en LaGeR, es posible que el uso de te´cnicas
avanzadas de DTW permita mejorar el desempen˜o en un trabajo futuro.
Por u´ltimo, consideramos la posibilidad de representar y comparar los gestos
directamente a partir de su representacio´n en hileras de LaGeR. Primero, los mo-
vimientos del sensor se convertir´ıan en una hilera de LaGeR, la cual se comparar´ıa
con las hileras de los gestos almacenados. Seguidamente, la hilera con menor dis-
tancia determinar´ıa el gesto reconocido. Para este fin, investigamos el algoritmo
de distancia de hileras Damerau-Levenshtein, el cual cuenta el nu´mero de opera-
ciones de insercio´n, borrado, sustitucio´n y transposicio´n de caracteres necesario
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para convertir una hilera en otra. Dicho algoritmo ha sido utilizado exitosamente
para diversas aplicaciones tales como la correccio´n ortogra´fica (Bard, 2007) y la
medicio´n de variaciones en ADN (Majorek et al., 2014). En nuestro caso, el tipo
de operaciones tomadas en cuenta por Damerau-Levenshtein se adecuo´ satisfacto-
riamente a las diferencias que pueden existir entre una hilera almacenada y una
producida por un ser humano sosteniendo un sensor.
2.4. Lenguajes
Nuestro segundo objetivo espec´ıfico fue la definicio´n del lenguaje. Una de las
formas de describir los gestos que se analizo´ fue por medio de la especificacio´n
1.1 de SVG (Dengler et al., 2011). Esta provee un elemento path (camino) que
nos permitir´ıa representar el contorno de un pol´ıgono por medio de caminos. Sin
embargo, tiene la limitacio´n importante de que no permite representar figuras
tridimensionales.
Posteriormente, consideramos el paper de Hachaj y Ogiela titulado “Rule-based
approach to recognizing human body poses and gestures in real time” (Hachaj
& Ogiela, 2014), el cual propone un clasificador de poses y gestos corporales que
almacena las reglas de una base de conocimiento en scripts especiales utilizando un
“Gesture Description Language” (Lenguaje de Descripcio´n de Gestos) reconocido
por un parser basado en una grama´tica libre de contexto LALR-1. Dicho lenguaje
contempla gestos tridimensionales, pero es espec´ıfico para poses esquele´ticas de
cuerpo entero (e.g., codo derecho, cuello, etc.), por lo que no es lo suficientemente
general como para describir gestos arbitrarios tales como el movimiento circular
de un dedo ı´ndice. Sin embargo, la formalizacio´n del GDL en s´ı en el ape´ndice
del paper proveyo´ un buen punto de partida a la hora de definir nuestro propio
lenguaje.
Otro de nuestros objetivos fue identificar una forma de lidiar con datos inexac-
tos. Hay varios antecedentes en esta a´rea que lo abordan desde el punto de vista del
lenguaje, como por ejemplo el paper “Hand Gesture Recognition Using Haar-Like
Features and a Stochastic Context-Free Grammar” (Chen, Georganas & Petriu,
2008). El uso de caracter´ısticas pseudo-Haar se limita al reconocimiento de ima´ge-
nes, por lo que su aplicabilidad a nuestra investigacio´n se vio limitada por el mismo
motivo que (Lee et al., 2008). Adema´s, la grama´tica de (Chen et al., 2008) se en-
foca en gestos a nivel de las manos, por lo que segu´ıa produciendo un lenguaje
demasiado espec´ıfico para nuestras necesidades. Sin embargo, el concepto de una
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grama´tica libre de contexto inherentemente estoca´stica como tal podr´ıa ser objeto
de estudios futuros para mejorar o complementar nuestra investigacio´n.
Adicionalmente, analizamos el enfoque planteado por (Han, Everding & Wee,
2004) en “Graph Matching for Object Recognition and Recovery” y (Bai, Yang, Yu
& Latecki, 2008) en “Skeleton-Based Shape Classification Using Path Similarity”,
el cual permite clasificar y comparar formas por medio de esqueletos simplificados
de sus contornos en forma de gra´ficos, a´rboles o hileras. Estas lecturas se comple-
mentaron con “Curves vs Skeletons in Object Recognition” (Sebastian & Kimia,
2005), donde se comparan los esqueletos con otras maneras de representar formas,
tomando en cuenta su desempen˜o. Dichos enfoques son interesantes por su elegan-
cia conceptual, pero tienen la limitante de que solo tomar´ıan en cuenta la forma
final de un gesto, sin importar el orden en que fue formado.
2.5. Implementacio´n
2.5.1. Software
Por u´ltimo, el cuarto objetivo espec´ıfico de esta investigacio´n fue implementar
una prueba de concepto. Para esto ten´ıamos que crear una biblioteca e integrarla
con un sistema operativo. Inicialmente consideramos integrarla con el servidor de
despliegue Wayland de manera tal que las aplicaciones pudieran registrarse para ser
notificadas con eventos para gestos espec´ıficos. El an˜o pasado Forrest Reiling del
California Polytechnic State University termino´ su tesis “Toward General Purpose
3D User Interfaces: Extending Windowing Systems to Three Dimensions” (Reiling,
2014), la cual requirio´ este mismo tipo de integracio´n. Estuvimos en contacto
con Reiling y, aunque se mostro´ anuente a colaborar con nuestra investigacio´n,
finalmente optamos por una integracio´n basada en el servidor de despliegue X.Org,
dado que su uso es pra´cticamente universal en las distribuciones de Linux, mientras
que el de Wayland au´n es incipiente.
Este tipo de software, tambie´n conocido como middleware , ser´ıa la “goma”
responsable de mediar entre los sensores de entrada y las aplicaciones del sistema.
Actualmente existen ejemplos de middleware con este mismo propo´sito, como por
ejemplo MiddleVR. MiddleVR es un plugin gene´rico de realidad virtual que permi-
te que aplicaciones 3D utilicen diferentes dispositivos de entrada tridimensionales
tales como el Microsoft Kinect, el Razer Hydra, el Leap Motion y el TrackIR,
entre otros (MiddleVR, 2015c). Una de sus desventajas es que por el momento
Revisio´n de Literatura 11
solo esta´ disponible al pu´blico en la forma de un plugin para el motor de video-
juegos Unity. Adema´s la versio´n gratuita obliga a incluir una marca de agua en
los programas, mientras que las dema´s versiones no son de fa´cil acceso para el
pu´blico en general, dado que solo se pueden obtener directamente del fabricante
y su precio no es divulgado pu´blicamente (MiddleVR, 2015a). Sin embargo, para
efectos de esta investigacio´n, la desventaja ma´s grande de MiddleVR es que no
soporta la definicio´n y ana´lisis de gestos. Si bien su creador ha expresado el deseo
de implementar dicha funcionalidad (Boger, 2013), en la actualidad solo se sopor-
ta el reporte de coordenadas y movimiento de ejes de los dispositivos de entrada
(MiddleVR, 2015b). Recientemente contactamos a Sebastien Kuntz — creador de
MiddleVR — para conocer sus planes a futuro, y nos confirmo´ que “no [an˜adieron]
ningu´n reconocimiento de gestos en MiddleVR” (Kuntz, 2014).
Buena parte del soporte a dispositivos provisto por MiddleVR proviene de la
biblioteca VRPN (Virtual-Reality Peripheral Network). VRPN “es un conjunto
de clases adentro de una biblioteca y un conjunto de servidores disen˜ados para
implementar una interfaz transparente a la red entre programas de aplicaciones
y el conjunto de dispositivos f´ısicos (rastreador etc.) utilizados en un sistema de
realidad virtual (VR)” (Taylor II, Yang, Weber & Hudson, 2014a). Tal y como en
el caso de MiddleVR, el problema con VRPN es que no le permite a las aplicaciones
definir y tener acceso a la deteccio´n de gestos, sino que se limita a proveer datos
de rastreo (Taylor II, Yang, Weber & Hudson, 2014b).
No obstante las limitaciones de VRPN, sus caracter´ısticas fueron muy u´tiles
para construir nuestra propio sistema sobre e´l. Una de sus principales ventajas
es que es de co´digo abierto y gratuito, lo cual nos facilito´ modificarlo e inte-
grarlo en nuestra solucio´n. La otra ventaja es que automa´ticamente nos permitio´
soportar ma´s de 50 dispositivos de entrada distintos — adema´s de ratones y te-
clados en general — sin tener que escribir co´digo espec´ıfico para el driver o SDK
de cada dispositivo (Taylor II et al., 2014a). Por medio del objeto de aplicacio´n
vrpn Tracker Remote, tuvimos acceso a datos con marca de tiempo (“timestam-
ped”) de posicio´n y orientacio´n para casi cualquier dispositivo de entrada conectado
a la computadora (Taylor II, Yang, Weber & Hudson, 2014c).
Luego de obtener los datos crudos de un sensor a trave´s de VRPN, es necesario
suavizarlos con el fin de eliminar fuentes de error tales como ruido y jitter (fluc-
tuaciones). Para este fin, VRPN provee una implementacio´n del 1AC Filter (Casiez,
Roussel & Vogel, 2012), un filtro de paso bajo de frecuencia adaptativa. A bajas
velocidades, utiliza una frecuencia de corte baja para reducir jitter, mientras que a
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altas velocidades eleva la frecuencia de corte para reducir lag (retraso). De acuerdo
con Casiez et al, este filtro no solo es simple de implementar y de ajustar, sino
que tambie´n resulta en un menor grado de lag en comparacio´n a filtros tales como
el reconocido Kalman. Por estas razones, el 1AC Filter fue de gran utilidad para
pre-procesar los datos del sensor.
Por u´ltimo, uno de los antecedentes que ma´s se acercan a nuestra visio´n de lo
que debe producir esta investigacio´n es el paper reciente de Lu, Fogarty y Li titu-
lado “Gesture Script: Recognizing Gestures and their Structure using Rendering
Scripts and Interactively Trained Parts” (Lu¨, Fogarty & Li, 2014). En e´l se presen-
ta un sistema para reconocimiento de gestos que permite entrenar primitivas (ej.
c´ırculo, arco, l´ınea) que luego se secuencian en scripts para describir gestos de un
solo trazo. Por ejemplo, una flecha podr´ıa describirse como una l´ınea recta seguida
de una cabeza triangular — draw(Line), draw(Head) — o bien como una secuencia
de cuatro l´ıneas rectas — draw(Line), draw(Line), draw(Line), draw(Line).
Una de las desventajas del sistema de Lu¨ et al es que corre sobre una aplicacio´n
de alto nivel en Java, la cual requiere de entrenamiento manual en vivo por parte
de los desarrolladores para definir las primitivas. Esto porque los literales del
lenguaje (c´ırculo, l´ınea, etc.) no tienen un significado espec´ıfico sino que dependen
del entrenamiento y el etiquetado que se les de durante el entrenamiento. En otras
palabras, existe un estrecho acoplamiento entre la sema´ntica del lenguaje y el
entrenamiento de un reconocedor.
En contraposicio´n a eso, nuestro sistema busca desacoplar el lenguaje del re-
conocimiento, y de esta manera permitir la definicio´n de gestos de forma ma´s
expl´ıcita y precisa. No obstante, es notable la facilidad que Gesture Script provee
a la hora de definir los gestos, puesto que puede tornarse dif´ıcil visualizar men-
talmente y describir gestos de manera puramente simbo´lica. Esto nos motivo´ a
crear lager viewer, una herramienta para visualizar los gestos correspondientes a
hileras de LaGeR (ver Subseccio´n 5.4.9.2). El uso de medios gra´ficos para definir
los gestos podr´ıa ser un enfoque valioso para trabajos futuros.
2.5.2. Hardware
Dado que decidimos utilizar VRPN como middleware (ver Subseccio´n 2.5.1),
la eleccio´n de dispositivo de entrada no estuvo limitada por la calidad del SDK de
los dispositivos, sino por consideraciones de costo, conveniencia y funcionalidad.
Fue por eso que elegimos el Razer Hydra como dispositivo de entrada para llevar
a cabo el desarrollo y las pruebas de concepto con las que validamos la utilidad
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de LaGeR. Dicho sistema consiste de una base a la que se conectan dos wands o
sensores en forma de barra (Figura 2.1). El usuario sujeta ambos sensores con sus
manos y los puede mover libremente en el espacio tridimensional, teniendo acceso
adema´s a joysticks de pulgar, gatillos y varios botones (Figura 2.2). El dispositivo
rastrea los movimientos de las barras emitiendo campos magne´ticos a partir de
tres bobinas en la esfera central de la base (Figura 2.3), los cuales son detectados
por tres bobinas en cada sensor (Figura 2.4). Las bobinas de emisio´n y recepcio´n
esta´n instaladas en orientaciones ortogonales, lo cual permite obtener lecturas para
cada uno de los ejes X, Y y Z (Feiner, 2014).
Figura 2.1: Razer Hydra (Hardware.Info, 2011)
La escogencia del Razer Hydra se dio por varios motivos:
Exactitud: El sistema de rastreo del Razer Hydra permite rastrear la po-
sicio´n y orientacio´n absoluta de sus sensores con exactitud de 1 mm y 1 ◦,
respectivamente. Adema´s, no sufre de problemas de oclusio´n de linea de vista
como es el caso de dispositivos o´pticos como el Microsoft Kinect (Sixsense
Entertainment, Inc., 2012). Si bien su precisio´n puede verse afectada por
interferencias magne´ticas, esto se puede subsanar por medio de algoritmos
de filtrado tales como el 1AC Filter (Casiez et al., 2012).
Costo: Al comienzo de esta investigacio´n, pudimos obtener un Razer Hydra
nuevo por tan solo $40. Esto abarato´ los costos de la investigacio´n, a la vez
que facilitar´ıa que otros investigadores pudieran replicar nuestros resultados.
Si bien el Hydra fue descontinuado recientemente, la empresa que lo disen˜o´
planea lanzar un sucesor en el 2015. El costo sera´ mayor, pero tendra´ ventajas
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Figura 2.2: Los dos sensores del Razer Hydra en las manos de un usuario.
(Castle, 2011)
Figura 2.3: Bobinas en la base del Razer Hydra (Matthews, 2013)
importantes como sensores inala´mbricos y mucha mayor precisio´n y exactitud
(Sixsense Entertainment, Inc., 2014).
Popularidad: Dadas sus caracter´ısticas y bajo costo, el Razer Hydra ha
sido considerado el esta´ndar de facto en dispositivos de entrada del reciente
boom de la realidad virtual (Lang, 2013).
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Figura 2.4: Bobinas en un sensor del Razer Hydra (WiredEarp, 2011)
Escenarios de uso: El Razer Hydra puede ser utilizado co´modamente en
un escritorio o en los regazos frente a un monitor, mientras que un dispositivo
o´ptico como el Microsoft Kinect requiere que el usuario este´ a una distancia







La presente investigacio´n contiene un componente teo´rico y uno pra´ctico. Por
lo tanto, la metodolog´ıa cubre la formulacio´n de soluciones de ambas ı´ndoles para
validar la hipo´tesis.
En primer lugar, desea´bamos definir un lenguaje para representar los movi-
mientos de puntos detectados por un sensor. Para ello analizamos el SDK del
Razer Hydra, el Leap Motion y el Microsoft Kinect, as´ı como las soluciones de
middleware1 VRPN y MiddleVR para encontrar la forma ma´s simple y flexible de
integrar dispositivos de entrada. Una vez definida, estudiamos el formato de salida
con el que representa los movimientos (e.g., tira de posiciones en el tiempo). Luego
analizamos la literatura para encontrar un lenguaje que pudie´ramos reaprovechar
o utilizar como base para definir un lenguaje nuevo que represente gestos formados
a partir de esos movimientos.
Seguidamente llevamos a cabo una prueba de concepto. Esta consistio´ de los
siguientes elementos:
1. Creamos un programa en C++ (lager viewer) que convierte hileras de LaGeR
en representaciones gra´ficas de gestos por medio de OpenGL. Esta se utilizo´
para facilitar la depuracio´n de los dema´s componentes, y posteriormente
sera´ de utilidad para que los desarrolladores de aplicaciones la utilicen como
herramienta de visualizacio´n a la hora de definir y ajustar gestos en LaGeR.
2. Utilizamos el navegador de poliedros Great Stella para crear una representa-
cio´n plana de un rombicuboctaedro. Esta podra´ ser impresa y plegada para
formar un modelo f´ısico tridimensional con los literales de LaGeR (a-z) en
las caras correspondientes a sus a´ngulos φ y θ. Dicho modelo facilitara´ la
visualizacio´n de LaGeR para desarrolladores y usuarios finales a la hora de
describir o llevar a cabo gestos en LaGeR.
3. Creamos una biblioteca en C++ (lager convert) que provea una clase para
tomar los datos provistos por un Razer Hydra por medio de VRPN y codi-
ficarlos en hileras de LaGeR.
4. Creamos una biblioteca en C++ (lager recognize) que provea una clase para
tomar una hilera de LaGeR y compararla con un conjunto de hileras alma-
cenadas, devolviendo el gesto reconocido ma´s cercano.
1Capa de software que conecta componentes de software o aplicaciones entre s´ı
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5. Creamos una biblioteca en C++ (lager connect) que provea clases y funciones
para el registro de gestos y notificacio´n de detecciones a suscriptores por
medio de colas de mensajes.
6. Creamos un programa en C++ (lager recognizer) que utilice las bibliotecas la-
ger convert y lager recognize para convertir movimientos de un Razer Hydra
en LaGeR y reconocer un conjunto de gestos predeterminados.
7. Convertimos lager recognizer en un daemon (demonio) del sistema operativo
Linux. El demonio utiliza la biblioteca lager connect para escuchar una cola
de mensajes por medio de la cual permite que otras piezas de software se
registren para recibir eventos de entrada para los gestos detectados.
8. Creamos un programa en C++ (lager gesture manager) que permita admi-
nistrar un archivo de definicio´n de gestos. Permite an˜adir, remover y editar
gestos por medio de hileras de LaGeR o por medio de sensores de movimien-
to, utilizando la biblioteca lager convert.
9. Creamos una aplicacio´n de prueba en C++ (lager injector) que utilice la bi-
blioteca lager connect para comunicarse con lager recognizer y as´ı enlazar
uno o ma´s gestos con una de sus funciones. Dichos gestos son definidos por
la aplicacio´n utilizando las hileras de LaGeR contenidas en un archivo. Los
gestos hacen que el programa inyecte pulsaciones de teclado al sistema ope-
rativo por medio del X Window System.
10. Llevamos a cabo pruebas con un conjunto predeterminado de gestos por
medio de un Razer Hydra conectado a nuestro sistema, para as´ı comprobar
que estos fueran codificados correctamente en el lenguaje y que la aplicacio´n
recibiera las notificaciones correspondientes.
La primera prueba — “Prueba 1” — tuvo como objetivo comprobar el fun-
cionamiento ba´sico del sistema en condiciones controladas. Para ello, defi-
nimos diez gestos primitivos (compuestos de formas ba´sicas) y le pedimos
a un usuario que los reprodujera con el dispositivo de entrada. U´nicamen-
te evaluamos la tasa de e´xito de reconocimiento del sistema. Los gestos se









apartar dos sensores simulta´neamente
juntar dos sensores simulta´neamente
La segunda prueba — “Prueba 2” — se enfoco´ en replicar condiciones ma´s
realistas para evaluar la utilidad del sistema como un todo. En este caso,
se definio´ un conjunto de gestos ma´s complejos correspondientes a acciones
comunes para navegar por la Web a trave´s de Google Chrome. Adema´s de
utilizar el reconocedor, lo enlazamos a Google Chrome para que el usuario
realmente pudiese controlar el navegador y ver el resultado concreto de sus
acciones en pantalla. La prueba se estructuro´ como diez repeticiones de la
siguiente secuencia de acciones:
Abrir Google Chrome (trazar G mayu´scula en el aire)
Abrir nueva pestan˜a (trazar T mayu´scula en el aire)
Cargar CNN (trazar CNN en mayu´sculas en el aire)
Zoom in (apartar sensores horizontalmente)
Zoom out (juntar sensores horizontalmente)
Refrescar pa´gina (trazar c´ırculo en direccio´n de las manecillas del reloj
en el aire)
Cerrar pestan˜a (trazar X mayu´scula en el aire)
Abrir nueva pestan˜a (trazar T mayu´scula en el aire)
Cargar Google (trazar G mayu´scula en el aire)
Cerrar pestan˜a (trazar X mayu´scula en el aire)
Ambas pruebas se llevaron a cabo con un usuario novato ajeno al investiga-
dor, a fin de evitar sesgos causados por efectos de entrenamiento y adapta-
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4.1. Introduccio´n
Este cap´ıtulo describe el lenguaje LaGeR, tanto desde el punto de vista sinta´cti-
co como sema´ntico y pragma´tico. La Seccio´n 4.2 presenta una discusio´n sobre el
origen conceptual del lenguaje, a partir de la definicio´n de movimientos en 2D con
la tradicional rosa de los vientos. La Seccio´n 4.3 presenta la sintaxis de LaGeR por
medio de una GLC (grama´tica libre de contexto). LaGeR es un lenguaje regular,
pero se presenta una GLC para que sea ma´s compacta y fa´cil de leer. La Sec-
cio´n 4.4 resume la sema´ntica de LaGeR a partir de la discusio´n de la Seccio´n 4.2
y guiados por la sintaxis presentada en la Seccio´n 4.3. La Seccio´n Seccio´n 4.5 pre-
senta aspectos pragma´ticos de LaGeR. En particular, se describe co´mo se enfrenta
la invariabilidad de escala en los movimientos, la tolerancia a gestos imprecisos, y
la invariabilidad rotativa de gestos cerrados.
4.2. Origen conceptual del lenguaje
Nuestro lenguaje se definira´ en funcio´n de su objetivo: la representacio´n de
gestos producto de sensores de entrada bidimensionales y tridimensionales.
Por lo tanto, partimos de la representacio´n de los datos provistos por la biblio-
teca VRPN. Esta representa los movimientos de uno o ma´s punteros como una
secuencia de coordenadas cartesianas en R3.
Ej.
[x, y, z]
(0, 0, 0) → (1, 0, 0) → (1, 1, 0)
Esto corresponder´ıa a un vector de magnitud 1 hacia la derecha, seguido por
un vector de magnitud 1 hacia adelante.
Si pensa´ramos puramente en te´rminos bidimensionales, podr´ıamos representar
una aproximacio´n de los movimientos por medio de 8 vectores en intervalos de 45◦,
algo similar a un compa´s o “rosa de los vientos” con norte, noreste, este, sureste,
sur, suroeste, oeste y noroeste (Figura 4.1).
Si expandimos el concepto a una esfera en el espacio tridimensional, obtenemos
26 direcciones que podemos ver como flechas que apuntan desde el nu´cleo de un
rombicuboctaedro hacia el centro de cada una de sus caras (Figura 4.2).
Cada una de estas direcciones se puede representar por medio de coordenadas
esfe´ricas {r, θ, φ} donde r es el radio, θ el a´ngulo polar, y φ el a´ngulo azimutal
(Figura 4.3).
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Figura 4.1: Rosa de los vientos (Shutterstock, 2014)
Figura 4.2: Rombicuboctaedro (Wikipedia, s.f.-a)
4.2.1. Literales de movimiento
En el caso de LaGeR, representamos los gestos como una secuencia de movi-
mientos normalizados en cuanto a magnitud, velocidad y duracio´n. Dada la nor-
malizacio´n, omitimos el radio de las coordenadas esfe´ricas y utilizamos u´nicamente
los a´ngulos θ y φ para describir los movimientos (Figura 4.4).
Coincidentemente, el abecedario ingle´s consiste de 26 letras, las cuales conve-
nientemente utilizamos para representar cada una de las direcciones (Figura 4.5).
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Figura 4.3: Coordenadas esfe´ricas (Wikipedia, s.f.-b)
Figura 4.4: Coordenadas esfe´ricas en caras de rombicuboctaedro
El polo norte lo etiquetamos con el literal ‘a’, y las dema´s caras de arriba con
‘b’, ‘c’, ‘d’, ‘e’, ‘f’, ‘g’, ‘h’, ‘i’ (Figura 4.6).
Las caras del medio las etiquetamos con los literales ‘j’, ‘k’, ‘l’, ‘m’, ‘n’, ‘o’, ‘p’,
‘q’ (Figura 4.7)
Por u´ltimo, etiquetamos las caras de abajo con los literales ‘r’, ‘s’, ‘t’, ‘u’, ‘v’,
‘w’, ‘x’, ‘y’ y el polo sur con el literal ‘z’ (Figura 4.8).
Dicho etiquetado de direcciones lo podemos resumir por medio de la tabla en
el Ape´ndice A.
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Figura 4.5: Literales de LaGeR en caras de rombicuboctaedro
Figura 4.6: Literales de LaGeR en caras de arriba de un rombicuboctaedro
4.2.2. Literal de agrupamiento
Adema´s de los literales de movimiento, LaGeR utiliza el literal punto (‘.’).
Este tiene la funcio´n de agrupar los movimientos de los sensores por intervalos de
tiempo, en orden ascendente de sensor. De esta manera, podemos representar el
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Figura 4.7: Literales de LaGeR en caras del lado de un rombicuboctaedro
Figura 4.8: Literales de LaGeR en caras de abajo de un rombicuboctaedro
movimiento de dos sensores simulta´neamente escribiendo el literal correspondiente
al movimiento del sensor 0, seguido del literal correspondiente al movimiento del
sensor 1, terminando con un punto. El punto es necesario dado que el nu´mero de
sensores puede ser variable; de lo contrario podr´ıamos haberlo omitido del lenguaje.
Por ejemplo, imaginemos que deseamos representar el movimiento de dos senso-
res en l´ınea recta en direcciones opuestas. Este movimiento comu´nmente se conoce
como pinch-to-zoom, o “pellizcar para ampliar”. Para ello, podemos mover el sen-
sor izquierdo hacia la izquierda (en la direccio´n (90◦, 270◦)), y el sensor derecho
hacia la derecha (en la direccio´n (90◦, 90◦)). Dichas direcciones corresponden a los
literales de LaGeR ‘p’ y ‘l’, respectivamente. La representacio´n del gesto resultante
es por lo tanto pl.pl.pl.pl.pl.pl.pl.pl. (ver Figura 4.9).
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Figura 4.9: Pinch-to-zoom representado por la hilera pl.pl.pl.pl.pl.pl.pl.pl.
(visualizacio´n simplificada)
4.2.3. Literal de inmovilidad
El conjunto de literales de LaGeR lo completa el guio´n bajo, o underscore, ‘ ’.
En caso de que no haya habido movimiento de uno de los sensores en un intervalo
de tiempo dado, representamos dicha falta por medio del ‘ ’.
Por ejemplo, imaginemos que un usuario mueve el sensor izquierdo de un Razer
Hydra una unidad hacia la derecha y dos hacia el frente (Figura 4.10). En LaGeR,
el movimiento hacia la derecha correspondiente a la direccio´n (90◦, 90◦) es ‘l’, y
el movimiento hacia el frente correspondiente a la direccio´n (90◦, 180◦) es ‘n’. El
sensor derecho permanece inmo´vil, lo cual se representa con el literal ‘ ’. Por lo
tanto, en LaGeR el gesto antes descrito se expresa por medio de la hilera l .n .n .
(ver Figura 4.10).
Figura 4.10: Flecha representada por la hilera l .n .n .
4.3. Sintaxis de LaGeR
La siguiente grama´tica libre de contexto define la sintaxis del lenguaje LaGeR.
Como se indico´ anteriormente, LaGeR es un lenguaje regular, pero se presenta
una grama´tica libre de contexto para que sea ma´s compacta:
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GLaGeR = (NLaGeR, TLaGeR, PLaGeR, < gesto >)
donde
NLaGeR = < movimiento >,< movimientos >,< grupo >,< gesto >
TLaGeR = {a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, p, q, r, s, t, u, v, w, x, y, z, ., ,#}
y las producciones de PLaGeR son:
< gesto > → < grupo > # | < grupo >< gesto >
< grupo > → < movimientos > .
< movimientos > → < movimiento > | < movimiento >< movimientos >
< movimiento > → a|b|c|d|e|f |g|h|i|j|k|l|m|n|o|p|q|r|s|t|u|v|w|x|y|z|
4.4. Sema´ntica de LaGeR
La sema´ntica de LaGeR es bastante simple. En esta seccio´n la resumimos por
medio de una descripcio´n guiada por su sintaxis.
< movimiento > corresponde a un vector que apunta desde el nu´cleo de
un rombicuboctaedro hacia el centro de cada una de sus 26 caras (ver Figu-
ras 4.5, 4.6, 4.7 y 4.8). El terminal “ ” denota la ausencia de movimiento. Cada
< movimiento > esta´ asociado a un sensor.
< movimientos > es una secuencia de una o ma´s instancias de< movimiento >
que ocurren al mismo tiempo 1. En esta investigacio´n, se usaron dos sensores, por
lo cual < movimientos > siempre consiste de dos movimientos.
< grupo > tiene el mismo sentido que < movimientos >. Su diferencia es el
marcador sinta´ctico “.”.
< gesto > corresponde a una secuencia de < movimientos > que han ocurrido
en orden cronolo´gico ascendente y se espera que tengan unidad gestual, es decir,
que correspondan a uno de los gestos que el inte´rprete de LaGeR comprende. En
esta investigacio´n, el marcador de final de un gesto puede ser temporal (ha pasado
suficiente tiempo sin que el usuario haga ma´s movimientos) o ta´ctil (el usuario
ha apretado un boto´n del dispositivo de entrada). En ambos casos, se an˜ade un
marcador de fin de gesto a la hilera: “#”.
1Dicho agrupamiento se determina segu´n el Algoritmo 2 en la Seccio´n 5.2
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4.5. Aspectos pragma´ticos
4.5.1. Invariabilidad de escala
Una de las propiedades deseables de un sistema informa´tico que utilice LaGeR
para representar gestos es la invariabilidad de escala. Gestos como los de la Figu-
ra 4.11 deber´ıan ser equivalentes en la mayor´ıa de los escenarios de reconocimiento.
De lo contrario, un usuario no solo tendr´ıa que llevar a cabo un gesto con la forma
correcta sino tambie´n adivinar el taman˜o exacto que el programa espera recibir.
Figura 4.11: Gestos equivalentes (visualizacio´n simplificada)
Inicialmente, pensamos en solucionar este problema a nivel del lenguaje: LaGeR
siempre tendr´ıa que representar los gestos en su forma ma´s compacta posible. Para
ello, llevar´ıamos a cabo una especie de reduccio´n utilizando el ma´ximo comu´n
divisor del nu´mero de repeticiones consecutivas de todos los literales en la hilera.
Por ejemplo, dividir´ıamos el nu´mero de repeticiones en “l .l .n .n .n .n .” entre 2
y obtendr´ıamos “l .n .n .”.
Sin embargo, descubrimos que este enfoque tiene tres problemas importantes.
Primero, significa mezclar detalles del disen˜o del lenguaje con detalles de la
implementacio´n del sistema de reconocimiento de gestos. El disen˜o del lenguaje
debe definirse en funcio´n de su poder para representar gestos de forma efecti-
va y porta´til, no necesariamente en funcio´n de un me´todo de reconocimiento en
particular.
Segundo, implica limitar de forma artificial el poder de expresio´n de LaGeR. Si
bien es cierto que muchos de los casos de uso no exigen una diferenciacio´n de los
gestos segu´n su taman˜o, es posible que existan casos donde s´ı sea necesario hacer
dicha distincio´n. Por lo tanto, no podemos prohibir las hileras “no compactas”.
Por u´ltimo, la reduccio´n solo es pra´ctica en casos ideales donde se desee repre-
sentar gestos exactos con formas grandes y regulares. En la mayor´ıa de casos, no
se podr´ıa llevar a cabo una reduccio´n porque no habr´ıa un ma´ximo comu´n divisor
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mayor a 1 para el nu´mero de repeticiones consecutivas de todos los literales. Bas-
tar´ıa con que la representacio´n de un gesto contenga un solo literal aislado para
que este sea “indivisible”, y que por lo tanto la hilera entera no se pueda reducir.
La solucio´n a estos problemas fue permitir que LaGeR represente gestos sin
restricciones de compactibilidad, y abordar la invariabilidad de escala a nivel del
algoritmo de reconocimiento.
Sea una “hilera de entrada” la hilera de LaGeR correspondiente al gesto hecho
por un usuario, e “hilera almacenada” la hilera de LaGeR correspondiente a los
gestos que el sistema puede identificar. En el flujo normal del sistema, el usuario
produce un gesto a trave´s de un dispositivo de entrada, el cual se convierte en
una hilera de entrada para ser comparada a una o ma´s hileras almacenadas que
representan gestos candidatos. En caso de que la hilera de entrada y la hilera
almacenada sean de diferente longitud, podemos expandir ambas por diferentes
factores hasta llegar a su mı´nimo comu´n mu´ltiplo.
Por ejemplo, si el gesto almacenado es “a .b .b .c .c .c .” (longitud 18) y el
gesto de entrada es “a .b .c .c .”(longitud 12), el mı´nimo comu´n mu´ltiplo es 36
(18*2 y 12*3). Por lo tanto expandimos la primera hilera por 2 y la segunda por
3, obteniendo hileras de longitud 36:
a .b .b .c .c .c . * 2 =
a .a .b .b .b .b .c .c .c .c .c .c .
a .b .c .c . * 3 =
a .a .a .b .b .b .c .c .c .c .c .c .
Luego de ser expandidas, las hileras esta´n listas para ser comparadas sin im-
portar la diferencia en sus taman˜os originales. Con esto logramos el objetivo de la
invariabilidad de escala a la hora de reconocer gestos.
Debemos hacer notar que este enfoque puede llegar a expandir las hileras con-
siderablemente, incrementando el uso de memoria y el nu´mero de comparaciones
de literales a ser efectuadas por el algoritmo de reconocimiento. El peor caso ser´ıa
con gestos cuyas longitudes sean nu´meros primos, dado que su mı´nimo comu´n
mu´ltiplo siempre ser´ıa su producto. Por ejemplo, dos hileras medianas de longitud
17 y 11 se expandir´ıan hasta 17*11 = 187 literales.
Afortunadamente, este peor caso nunca se dar´ıa en LaGeR ya que todas sus
hileras consisten de mu´ltiples muestras de la misma longitud. Esto significa que
una hilera con dos o ma´s muestras nunca tendra´ una longitud prima. Por ejemplo,
cada muestra del Razer Hydra consiste de dos literales (uno por sensor) y un punto,
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por lo que la longitud siempre ser´ıa un mu´ltiplo de 3. Si bien el resultado puede
seguir siendo grande, sigue siendo menor que en el caso de longitudes primas.
Por ejemplo, el mı´nimo comu´n mu´ltiplo de una hilera con longitud 17*3=51 y
una con longitud 11*3=33 es 561, el cual es inferior al producto de las longitudes
(51*33=1683). En todo caso, existe un crecimiento considerable de las hileras a
comparar, el cual podr´ıa motivar la investigacio´n de optimizaciones en un trabajo
futuro (ver Cap´ıtulo 7).
4.5.2. Tolerancia a gestos imprecisos
Un aspecto a tomar en cuanta es que los gestos descritos por LaGeR usualmente
sera´n realizados por seres humanos. Esto implica un cierto grado de imprecisio´n
que podr´ıa dificultar la deteccio´n exitosa de los gestos.
A nivel del lenguaje, nos limitamos a representar gestos de la forma ma´s exac-
ta y precisa posible. Por ejemplo, digamos que el sistema tiene almacenado un
gesto que consiste de un trazo hacia la derecha y luego dos hacia el frente. El
usuario intentara´ reproducirlo moviendo el sensor y, como su pulso no es perfecto,
la hilera resultante contendra´ literales correspondientes a pequen˜as desviaciones.
Por ejemplo, la Figura 4.12 muestra los gestos correspondientes a la hilera de en-
trada “l .l .l .l .l .l .l .m .n .n .n .n .n .n .n .n .n .n .q .” y la hilera almacenada
“.l .l .l .l .l .l .l .n .n .n .n .n .n .n .n .n .n .”.
Figura 4.12: Hilera de gesto almacenado vs. hilera de gesto impreciso de en-
trada (visualizacio´n simplificada)
A pesar de los errores del usuario, el sistema debe poder reconocer el gesto
siempre y cuando este tenga un cierto grado de parecido al trazo deseado. Este
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es un aspecto que resolvimos a nivel del algoritmo de reconocimiento, el cual
describiremos en la seccio´n 5.3.
4.5.3. Invariabilidad rotativa de gestos cerrados
Finalmente, evaluamos la necesidad de que el sistema considere como equiva-
lentes aquellos gestos cerrados que se inicien en posiciones distintas. Por ejemplo,
un gesto circular que comience desde arriba versus un gesto circular que comience
desde el lado derecho (Figura 4.13).
Figura 4.13: Gestos cerrados equivalentes
Si bien algunos casos de uso se beneficiar´ıan de la invariabilidad rotativa (e.g.,
insercio´n de c´ırculos en programa de dibujo), decidimos que esta no es una propie-
dad que deba ser parte del lenguaje. Al igual que con la invariabilidad de escala y
la tolerancia a gestos imprecisos, es preferible que LaGeR se limite a representar
los gestos lo ma´s fielmente posible, y dejarle al reconocedor la opcio´n de soportar o






5.1. Conversio´n a LaGeR
LaGeR es solo un lenguaje, y como tal no presupone una implementacio´n es-
pec´ıfica de la conversio´n de gestos a hileras del lenguaje. Dicho esto, describimos
nuestro propio algoritmo a modo de ejemplo. Este se monta sobre las API de
VRPN para obtener muestras consecutivas de la posicio´n de los sensores, calcu-
lar el movimiento resultante, y obtener el literal de LaGeR correspondiente (ver
Algoritmo 1).
La distancia mı´nima entre muestras (MIN SAMPLE DIST) permite ajustar la
sensibilidad de la conversio´n, estableciendo la magnitud real mı´nima que represen-
tara´ cada literal de LaGeR. En nuestro caso, utilizamos una distancia mı´nima de 4
mm, la cual nos permitio´ obtener una buena granularidad de movimientos conver-
tidos, a la vez que pudimos evitar la deteccio´n espuria de pequen˜os movimientos
involuntarios.
Algoritmo 1 Algoritmo de conversio´n de movimientos a LaGeR
Require: Muestra de la posicio´n de un sensor
1: if Distancia euclidiana entre las muestras > MIN SAMPLE DIST then
2: Calcular los a´ngulos θ y φ correspondientes al movimiento desde la posicio´n
anterior hasta la posicio´n ma´s reciente
3: Redondear los a´ngulos hacia el intervalo de 45◦ ma´s cercano
4: Utilizar dichos a´ngulos para consultar una tabla de conversio´n y obtener el
literal de LaGeR correspondiente (ver Ape´ndice A)
5: return Literal de LaGeR
6: else
7: Ignorar la muestra
8: end if
5.2. Agrupamiento de literales de LaGeR
Dado que LaGeR agrupa las muestras de todos los sensores en cada intervalo
de tiempo, fue necesario idear un mecanismo que hiciera esto con las muestras
provistas por VRPN.
En VRPN, las muestras de cada sensor llegan por aparte a nuestro callback de
movimiento. Afortunadamente, cada muestra viene con una marca de tiempo, lo
cual nos permitio´ agrupar aquellas muestras de sensores distintos que coincidieran
en la misma ventana de tiempo.
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Para ello, ejecutamos un algoritmo de agrupamiento propio cada vez que se
recibe una muestra para el movimiento de un sensor. Los literales correspondien-
tes se agrupan cada vez que ocurran a una distancia temporal menor o igual a
la constante MOVEMENT GROUPING TIME MILLISECONDS (e.g., 200 ms),
segu´n se observa en el Algoritmo 2.
Algoritmo 2 Algoritmo de agrupamiento de literales a LaGeR
Require: Muestra de la posicio´n de un sensor
1: Obtener literal de LaGeR para la muestra (ver Algoritmo 1)
2: Almacenar la marca de tiempo y el literal de la muestra
3: if El otro sensor se ha movido desde la u´ltima vez en que sus movimientos
fueron agrupados and tiempo transcurrido desde dicho movimiento < MO-
VEMENT GROUPING TIME then
4: Almacenar las marcas de tiempo de los u´ltimos movimientos agrupados para
ambos sensores
5: Remplazar el u´ltimo grupo de literales de la hilera de entrada por el literal
de movimiento para el sensor 0, seguido del literal para el sensor 1, seguido
del separador ‘.’
6: else
7: Concatenar a la hilera de entrada el literal del sensor actual y un ‘ ’ en la
posicio´n del literal del otro sensor, seguido del separador ‘.’
8: end if
5.3. Reconocimiento de Gestos
Uno de los objetivos ma´s importantes de esta investigacio´n fue comprobar
la viabilidad y utilidad real de LaGeR como lenguaje para la representacio´n de
gestos. Para ello, no solo tuvimos que definir LaGeR como lenguaje, sino tambie´n
comprobar que una representacio´n de LaGeR podr´ıa ser utilizada para reconocer
gestos.
Anteriormente, describimos co´mo nuestra implementacio´n continuamente con-
vierte movimientos de sensores a LaGeR. Dicho proceso concatena literales de
movimiento y agrupamiento a una hilera, la cual continu´a creciendo hasta que el
gesto termine.
Nuestro software delimita y separa los gestos a trave´s de uno de dos mecanis-
mos, segu´n se configure:
1. Tiempo: El gesto termina si no se han detectado movimientos de sensor
mayores al umbral de distancia en un lapso de tiempo mayor al umbral de
pausa (e.g., 500 ms).
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2. Botones: El gesto comienza al presionar un boto´n del sensor, y termina al
soltarlo.
Una vez detectado el te´rmino de un gesto, se invoca el algoritmo de reconoci-
miento (ver Algoritmo 3) y se limpia la hilera antes de continuar con la conversio´n
de movimientos a LaGeR.
Algoritmo 3 Algoritmo de reconocimiento de gestos en LaGeR
Require: Hilera de LaGeR para gesto de entrada
1: for all Hileras de gestos candidatos do
2: Expandir hilera de entrada e hilera de gesto candidato a MCM (ver subsec-
cio´n 4.5.1)
3: Calcular distancia Damerau-Levenshtein entre hilera de entrada e hilera de
gesto candidato
4: Convertir distancia a porcentaje de la longitud de las hileras
5: end for
6: if Menor distancia < MIN DISTANCE PCT then




No´tese que MIN DISTANCE PCT, el umbral de distancia para reconocer ges-
tos, es mayor conforme se incrementa el nu´mero de sensores que se movieron para
producir el gesto (e.g., 20 % para un sensor, 30 % para dos sensores). Esto porque
entre ma´s sensores requiera un gesto, ma´s literales pueden contener discrepancias,
y viceversa. Por ejemplo, las hileras correspondientes a gestos de una sola mano
tender´ıan a contener el literal ‘ ’ en todas las posiciones correspondientes al sen-
sor no utilizado. El caso contrario ser´ıa un gesto de dos manos, donde las hileras
utilizar´ıan dos posiciones por grupo para representar movimientos. En nuestra
implementacio´n hicimos la distincio´n entre estos tipos de gestos iterando por las
hileras y revisando si hab´ıa al menos un literal de movimiento para cada sensor.
5.4. Software
5.4.1. Visio´n de Conjunto
La prueba de concepto de LaGeR consiste de una serie de bibliotecas y progra-
mas que ayudan a validar la hipo´tesis de que es posible codificar gestos a trave´s
de LaGeR para notificarle a las aplicaciones cuando se haya detectado el gesto
deseado.
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Para ello, nos apoyamos en los siguientes recursos:
GitHub: Repositorio de co´digo
Doxygen: Generador de documentacio´n
VRPN: Middleware para dispositivos de entrada
1AC Filter: Filtro para reduccio´n de jitter
Boost: Bibliotecas de C++ para hilos, comunicacio´n entre procesos y ope-
raciones matema´ticas
Great Stella: Programa para visualizacio´n y manipulacio´n de poliedros
Y escribimos tres bibliotecas:
liblager connect: Intercambio de mensajes entre programas
liblager convert: Conversio´n de gestos a LaGeR
liblager recognize: Reconocimiento de gestos
Las cuales nos permitieron crear cuatro programas:
lager recognizer: Reconocedor de gestos
lager injector: Cliente del reconocedor
lager gesture manager: Manejador de gestos
lager viewer: Visualizador de gestos
A continuacio´n describiremos co´mo implementamos cada componente y co´mo
encajaron entre s´ı para producir la prueba de concepto.
5.4.2. Repositorio para el co´digo
Todo el co´digo fuente relacionado a esta investigacio´n se encuentra en el sitio
de hospedaje de proyectos de software GitHub, en la direccio´n
https://github.com/andresodio/lager.
En e´l podemos encontrar todos los commits de la implementacio´n, los cuales
esta´ documentados con comentarios para facilitar la comprensio´n del historial de
cambios.
5.4.3. Documentacio´n y compilacio´n
Como parte de los contenidos del repositorio en GitHub, incluimos tres archivos
principales de documentacio´n:
README.md: Punto de partida para el desarrollador
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dependencies.txt: Instrucciones detalladas acerca de co´mo instalar todas
las dependencias del proyecto a fin de poder construirlo (build)
Doxyfile: Archivo de configuracio´n para el programa Doxyfile, el cual exa-
mina los archivos de C++ y genera documentacio´n en HTML a partir de
etiquetas especiales que incluimos en el co´digo fuente. El resultado se en-
cuentra en el directorio docs.
El build se lleva a cabo a trave´s del script buildall, que se encarga de compilar
e instalar todos los mo´dulos de la prueba de concepto en el orden correcto, adema´s
de generar la documentacio´n de Doxygen.
5.4.4. Middleware para dispositivos de entrada
Primero que todo, clonamos el repositorio de Git del proyecto VRPN en GitHub
(https://github.com/vrpn/vrpn.git) y compilamos la versio´n ma´s reciente (pre-
07.34). Luego, descomentamos la siguiente l´ınea en el archivo de configuracio´n
/usr/local/etc/vrpn.cfg para habilitar el uso del Razer Hydra como dispositivo de
entrada (Tracker0):
#vrpn Tracker RazerHydra Tracker0
A lo largo de la investigacio´n, utilizamos VRPN para obtener las coordenadas
de los sensores en la biblioteca liblager convert, la cual los convert´ıa a literales de
LaGeR. Para ello, creamos un objeto vrpn Tracker Remote y registramos callbacks
para sus eventos por medio del me´todo register change handler.
5.4.5. Suavizado de datos
Al comienzo del desarrollo de la prueba de concepto, utilizamos la salida cruda
del dispositivo de entrada provisto por VRPN, Tracker0. Sin embargo, vimos que
la salida era demasiado sucia, resultando en hileras de LaGeR llenas de literales
espurios a causa del jitter en las coordenadas de entrada.
Fue por esto que recurrimos al filtro 1AC Filter, el cual es provisto por VRPN
para suavizar los datos.
Para utilizarlo, descomentamos la siguiente l´ınea en el archivo de configuracio´n
/usr/local/etc/vrpn.cfg:
#vrpn Tracker FilterOneEuro Filter0 *Tracker0 2 1.15 1.0 1.2
1.5 5.0 1.2
Esto configuro´ el filtro de la siguiente manera:
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Nombre del dispositivo filtrado: Filter0
Nombre del dispositivo local a filtrar: Tracker0
Nu´mero de sensores a filtrar: 2
Para vectores
Frecuencia de corte mı´nima del filtro de paso bajo: 1.15 Hz
Factor de pendiente de corte (β): 1.0
Frecuencia de corte de la derivada: 1.2 Hz
Para cuaterniones
Frecuencia de corte mı´nima del filtro de paso bajo: 1.5 Hz
Factor de pendiente de corte (β): 5.0
Frecuencia de corte de la derivada: 1.2 Hz
Una vez configurado el filtro fue bastante sencillo utilizarlo en nuestro co´digo.
Basto´ con inicializar VRPN utilizando el dispositivo Filter0 (filtrado) en vez de
Tracker0 (crudo).
5.4.6. Visualizacio´n de equivalencia entre movimientos y
literales de LaGeR
La definicio´n de LaGeR se basa en una equivalencia entre direcciones de movi-
miento y literales, la cual se puede visualizar en te´rminos de un rombicuboctaedro
(ver Seccio´n 4.2). Para facilitar dicha visualizacio´n, instalamos al programa Great
Stella (Webb, 2015). Great Stella es un navegador de poliedros con el cual pudi-
mos etiquetar las caras de un rombicuboctaedro y manipularlo directamente con
el rato´n para rotarlo, aumentar y disminuir el zoom. Adema´s, el programa produjo
un desarrollo del poliedro que se puede imprimir y armar para formar un modelo
f´ısico de papel (ver Figura 5.1).
5.4.7. Bibliotecas externas
Como parte de nuestra implementacio´n, aprovechamos parte del conjunto de
bibliotecas de C++ Boost:
libboost serialization: Provee clases tales como boost::archive::text iarchive
y boost::archive::text oarchive , con las cuales serializamos y des-serializamos
mensajes de suscripcio´n y notificacio´n de gestos en liblager connect.
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Figura 5.1: Rombicuboctaedro etiquetado con literales de LaGeR en Great
Stella
libboost system: Provee una serie de funciones matema´ticas tales co-
mo boost::math::lcm (Least Common Multiple), la cual utilizamos en libla-
ger recognize para expandir gestos al mı´nimo comu´n mu´ltiplo de sus longi-
tudes antes de compararlos.
libboost thread: Provee la clase boost::thread, la cual utilizamos para lan-
zar hilos para el procesamiento de datos (ej. revisio´n de cola de mensajes en
liblager recognize, conversio´n de movimientos a LaGeR en liblager convert).
Adema´s de Boost, tambie´n utilizamos libXtst en lager injector para inyectar
eventos de entrada al sistema operativo por medio del manejador de ventanas X
Server con funciones tales como XTestFakeKeyEvent.
Por u´ltimo, el visualizador de gestos lager viewer esta´ enlazado contra las bi-
bliotecas gra´ficas de OpenGL tales como GLFW (creacio´n y manejo de eventos
de entrada en ventanas), GLM (operaciones matema´ticas para gra´ficos) y GLEW
(deteccio´n en tiempo de ejecucio´n de soporte para extensiones).
5.4.8. Bibliotecas internas
Las bibliotecas internas de LaGeR esta´n documentadas por medio de comen-
tarios especialmente etiquetados en el co´digo. Estos se utilizan durante el proceso
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de build para generar documentacio´n detallada por medio de Doxygen, la cual se
encuentra en docs/index.html.
A continuacio´n presentamos un resumen acerca de cada biblioteca.
5.4.8.1. liblager connect
La principal funcio´n de la biblioteca liblager connect es facilitar el intercambio
de mensajes entre los programas que utilizan LaGeR. Esta provee una cola de
mensajes y los mecanismos necesarios para la suscripcio´n y notificacio´n de men-
sajes de gestos. Es a trave´s de ella que el reconocedor de gestos y sus clientes se
comunican.
Las siguientes clases son los principales componentes de liblager connect:
SubscribedGesture: Gestos suscritos
DetectedGestureMessage: Mensajes para notificar la deteccio´n de un ges-
to
GestureSubscriptionMessage: Mensajes para suscribirse a un gesto
Adema´s se proveen funciones para crear una cola de mensajes, recibir y enviar
mensajes a trave´s de ella, etc.
5.4.8.2. liblager convert
La principal funcio´n de liblager convert es tomar los datos producidos por los
movimientos de un dispositivo de entrada y convertirlos en la hilera de LaGeR
correspondiente. En nuestra implementacio´n, los datos se obtienen por medio de
VRPN y se convierten a trave´s del Algoritmo 1 y el Algoritmo 2.
El principal componente expuesto por liblager convert es la clase singleton
LagerConverter. Entre otros, provee un me´todo pu´blico BlockingGetLagerString
que permite que el llamador bloquee hasta que un gesto haya terminado y su hilera
correspondiente haya sido retornada.
5.4.8.3. liblager recognize
La principal funcio´n de liblager recognize es tomar una hilera de LaGeR, com-
pararla contra un conjunto de gestos almacenados, identificar y retornar el gesto
ma´s similar. Para ello, utiliza las bibliotecas externas de Boost y la biblioteca
interna liblager connect. El reconocimiento de gestos se lleva a cabo segu´n el Al-
goritmo 3.
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El principal componente expuesto por liblager recognize es la clase singleton
LagerRecognizer. Entre otros, provee un me´todo pu´blico RecognizeGesture que
permite que el llamador provea una hilera de LaGeR y reciba el gesto correspon-
diente (o el valor false en caso de que no haya ninguno).
5.4.9. Programas internos
Los programas internos de LaGeR esta´n documentados por medio de comen-
tarios especialmente etiquetados en el co´digo. Estos se utilizan durante el proceso
de build para generar documentacio´n detallada por medio de Doxygen, la cual se
encuentra en docs/index.html.
A continuacio´n presentamos un resumen acerca de cada programa.
5.4.9.1. lager recognizer
La principal funcio´n de lager recognizer es recibir suscripciones a gestos des-
critos en LaGeR para luego notificar a los suscriptores en caso de que un gesto
suficientemente parecido haya sido producido a trave´s de un dispositivo de entrada.
Esto se logra a trave´s del uso de todas las bibliotecas internas de LaGeR:
liblager connect: Para recibir suscripciones y enviar notificaciones
liblager convert: Para convertir los movimientos de un dispositivo de en-
trada en una hilera de LaGeR
liblager recognize: Para obtener el gesto suscrito ma´s similar a la hilera
de LaGeR de entrada
lager recognizer no expone una API externa, sino que se comunica con otros
procesos (e.g., los suscriptores) por medio de una cola de mensajes. Puede ser
invocado por el sistema operativo de forma automa´tica al iniciar el sistema, o
bien ser invocado directamente desde la l´ınea de comandos para ver bita´coras
de debugueo (ver Figura 5.2). Adema´s, lager recognizer provee una opcio´n de
debugueo –draw gestures que invoca lager viewer cada vez que se detecta un gesto
para representar gra´ficamente su hilera de LaGeR y la del candidato ma´s cercano.
5.4.9.2. lager viewer
El objetivo principal de lager viewer es proveer una forma de visualizar hileras
de gestos que han sido representados en LaGeR. Para ello, recibe una hilera de
LaGeR de la l´ınea de comandos y convierte cada literal de movimiento en un
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Figura 5.2: Bita´cora de lager recognizer
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segmento normalizado en la direccio´n correspondiente, y luego dibuja todos los
segmentos para formar un trazo.
En caso de que haya ma´s de un sensor, puede utilizar diferentes colores para
diferenciarlos. Adema´s, utiliza gradientes para indicar la direccio´n del movimiento,
comenzando el trazo de forma oscura y aclara´ndolo cada vez ma´s (ver Figura 5.3).
Los gestos se dibujan en una ventana que le permite al usuario desplazarse la vista
linealmente con las flechas del teclado y rotarla con el mouse (ver Figura 5.4).
Figura 5.3: Lager Viewer mostrando gesto con dos sensores
Figura 5.4: Lager Viewer mostrando CNN desde diferentes a´ngulos
5.4.9.3. lager gesture manager
La principal funcio´n del lager gesture manager es proveer una forma conve-
niente de manejar un archivo de gestos representados en LaGeR. Para ello, provee
un menu´ interactivo en la l´ınea de comandos desde el cual los desarrolladores pue-
den an˜adir gestos (tanto directamente en hileras de LaGeR como por medio de
los movimientos de un sensor), visualizarlos, editarlos y borrarlos (ver Figura 5.5).
Los gestos se traducen a LaGeR por medio de la biblioteca liblager convert y se
visualizan invocando lager viewer.
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Figura 5.5: Menu´ principal de lager gesture manager
5.4.9.4. lager injector
A diferencia de los dema´s programas internos de LaGeR, lager injector no es
estrictamente parte del sistema de representacio´n y reconocimiento de gestos en
s´ı, sino que se incluye como prueba de concepto.
La principal funcio´n de lager injector es proveer un ejemplo para demostrar
que los desarrolladores pueden escribir aplicaciones controladas por gestos de for-
ma sencilla y efectiva utilizando LaGeR. Para ello, carga un archivo de gestos pre-
viamente creado por lager gesture manager y utiliza la biblioteca liblager connect
para enviarle mensajes de suscripcio´n a lager recognizer para cada uno de ellos.
Al ser notificado de un gesto, utiliza la biblioteca libXtst para inyectar eventos de
entrada de teclado al X Server para controlar el manejador de ventanas.
En nuestra implementacio´n, los gestos permiten abrir el navegador web Google
Chrome y llevar a cabo varias tareas tales como abrir una nueva pestan˜a, cargar
el sitio de CNN, hacer zoom in y zoom out, refrescar y cerrar una pestan˜a.
5.4.10. Pruebas
A fin de comprobar la hipo´tesis, llevamos a cabo dos pruebas de usuario que
utilizaron todos los componentes del sistema de descripcio´n y reconocimiento de
gestos por medio de hileras de LaGeR.
5.4.10.1. Prueba 1
La primera prueba tuvo como objetivo comprobar el funcionamiento ba´sico
del sistema en condiciones controladas. Para ello disen˜amos el protocolo descrito
Implementacio´n 46
en el Cap´ıtulo 3, el cual requiere que un usuario novato realice diez repeticiones
por gesto de un conjunto de primitivas (l´ıneas, pol´ıgonos, c´ırculo, gestos de dos
sensores).
La implementacio´n de esta prueba consistio´ de los siguientes pasos:
1. Conectar sensor: Primero que todo, conectamos un dispositivo de entrada
tridimensional (Razer Hydra) al puerto USB de la computadora.
2. Arrancar VRPN: Luego, iniciamos el servidor de VRPN, el cual convierte
los movimientos del dispositivo de entrada en coordenadas X, Y y Z:
sudo vrpn server -f /usr/local/etc/vrpn.cfg
3. Definir gestos: Una vez levantado VRPN, la opcio´n “Add gesture with
sensor” de lager gesture manager nos permitio´ utilizar el dispositivo de en-
trada para definir los gestos primitivos a ser reconocidos por el sistema. In-
ternamente, lager gesture manager utilizo´ la biblioteca liblager convert para
convertir las coordenadas de sensores reportadas por VRPN en hileras de
LaGeR, las cuales se almacenaron en el archivo gestures.dat.
4. Refinar gestos: Para asegurarnos de que las hileras resultantes represen-
taran los gestos de manera adecuada, visualizamos los trazos resultantes
gra´ficamente a trave´s de lager viewer, el cual invocamos con la opcio´n “Show
gesture” de lager gesture manager. En algunos casos, esto nos llevo´ a retocar
las hileras de LaGeR directamente con la ayuda del rombicuboctaedro eti-
quetado de Great Stella y la opcio´n “Edit gesture” de lager gesture manager.
5. Invocar reconocedor: Una vez definidos y refinados los gestos, arrancamos
el reconocedor lager recognizer, el cual utiliza liblager convert para convertir
las coordenadas provistas por VRPN en literales de LaGeR, y luego utiliza
liblager recognize para encontrar la hilera de LaGeR ma´s cercana en gestu-
res.dat. Al ejecutar lager recognizer, pasamos argumentos de entrada para
producir bita´coras detalladas y utilizar el archivo de gestos (gestures.dat):
lager recognizer --print updates --use gestures file
6. Realizacio´n de gestos: Por u´ltimo, instruimos al sujeto a tomar los bas-
tones del dispositivo de entrada y realizar cada gesto diez veces, observando
las bita´coras de lager recognizer.
Los resultados de la Prueba 1 se encuentran en el Ape´ndice B, y se analizan
en la Seccio´n 6.1.
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5.4.10.2. Prueba 2
La segunda prueba tuvo como objetivo replicar condiciones ma´s realistas para
evaluar la utilidad del sistema como un todo. Para ello disen˜amos el protocolo des-
crito en el Cap´ıtulo 3, el cual requiere que un usuario novato realice diez veces una
secuencia de acciones para navegar por la Web con Google Chrome. A diferencia
de la Prueba 1, la Prueba 2 involucro´ el uso de un cliente suscriptor de gestos
descritos en LaGeR y todo el andamiaje relacionado.
La implementacio´n de esta prueba consistio´ de los siguientes pasos:
1. Conectar sensor: Igual a la Prueba 1
2. Arrancar VRPN: Igual a la Prueba 1
3. Definir gestos: Similar a la Prueba 1, solo que en este caso se an˜adieron
hileras de LaGeR para gestos de navegacio´n Web.
4. Refinar gestos: Igual a la Prueba 1
5. Invocar reconocedor: Similar a la Prueba 1, pero en este caso ejecutamos
lager recognizer omitiendo la bandera –use gestures file. Esto ocasiono´ que
el programa utilizara la biblioteca liblager connect para esperar mensajes de
suscripcio´n de gestos, en vez de utilizar un archivo de gestos propio.
6. Arrancar inyector: La Prueba 2 requirio´ de un cliente LaGeR que pu-
diera utilizar la deteccio´n de gestos de lager recognizer para manipular el
sistema operativo. Para ello, arrancamos lager injector, el cual utilizo´ li-
blager connect para enviar mensajes a la cola de suscripcio´n de gestos de
lager recognizer, y libXtst para enviar eventos de entrada (presio´n de teclas)
al sistema operativo a trave´s del manejador de ventanas.
7. Realizacio´n de gestos: Por u´ltimo, instruimos al sujeto a tomar los basto-
nes del dispositivo de entrada y realizar cada secuencia de gestos diez veces.
En este caso el usuario pudo observar en tiempo real el efecto concreto de
sus gestos.
Los resultados de la Prueba 2 se encuentran en el Ape´ndice C, y se analizan
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6.1. Prueba 1
Los datos crudos (∼300 pa´ginas) y filtrados (∼25 pa´ginas) de la Prueba 1
(gestos primitivos) esta´n disponibles al lector por medio de consulta directa al
autor. Los resultados procesados se encuentran en el Ape´ndice B. Estos se dividen
segu´n el gesto evaluado y las 10 corridas que se llevaron a cabo para cada uno.
Para cada corrida tenemos el candidato ma´s cercano reportado por el sensor, si
el sistema indico´ una correspondencia, el porcentaje de la distancia Damerau-
Levenshtein entre las hileras versus su longitud expandida, el umbral de distancia
y el tiempo de procesamiento.
En general, los resultados fueron positivos, ya que la mayor´ıa de los gestos
fueron detectados exitosamente con tiempos de respuesta ra´pidos.
La principal excepcio´n fue el c´ırculo, que no se detecto´ en ninguna de las co-
rridas (ver Cuadro B.5 y Figura B.5). Esto puede ser debido a que el c´ırculo esta´
compuesto por una sola curva continua, lo cual plantea un reto para la relativa-
mente limitada granularidad de los literales de LaGeR (intervalos de 45◦). Adema´s,
el sujeto expreso´ que era muy dif´ıcil reproducir un c´ırculo en el aire, an˜adiendo
que en general es dif´ıcil reproducir c´ırculos de forma uniforme, inclusive con papel
y la´piz. La otra excepcio´n fueron las l´ıneas hacia adelante y hacia atra´s. Estas se
detectaron mucho mejor que el c´ırculo, pero en todo caso presentaron 2 y 4 fallos,
respectivamente (ver Cuadros B.6 y B.7, y Figuras B.6 y B.7). Notamos que el
sujeto tuvo dificultad en reproducir los gestos en el aire de forma exacta, al igual
que con el c´ırculo.
Los resultados del c´ırculo y las l´ıneas hacia adelante y hacia atra´s nos indican
tres posibles soluciones:
1. Los desarrolladores deben ser cuidadosos para no requerir que el usuario
haga gestos excesivamente complicados o inco´modos. Algunos gestos que
pueden parecer simples se vuelven dif´ıciles de reproducir fielmente en espacio
tridimensional al mover un sensor en el aire sin un apoyo o punto de referencia
visual.
2. Los umbrales de deteccio´n deben aumentarse. Au´n las corridas de gestos
exitosos estuvieron cerca del umbral, por lo que fa´cilmente podr´ıan fallar
con otros usuarios o variaciones de uso. Y en general, la gran mayor´ıa de las
corridas har´ıan sido exitosas con solo elevar el umbral 5 %, llegando a una
tasa de e´xito de 100 % con solo subir el umbral a 30 %.
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3. La comparacio´n de hileras por parte del sistema se podr´ıa hacer ma´s precisa
si la distancia entre literales tomara en cuenta la similitud de los movimientos
que representan (ver Cap´ıtulo 7).
6.2. Prueba 2
Los datos crudos (∼400 pa´ginas) y filtrados (∼30 pa´ginas) de la Prueba 2
(utilizacio´n de Google Chrome por medio de gestos) esta´n disponibles al lector por
medio de consulta directa al autor. Los resultados procesados se encuentran en el
Ape´ndice C. Estos incluyen el consolidado de las 10 corridas de la tarea, mostrando
el tiempo total para completar cada una, as´ı como el nu´mero de errores. Adema´s
se presenta el desglose de los datos para la ejecucio´n de cada gesto involucrado en
las corridas de la tarea.
Observamos que el tiempo tendio´ hacia la baja a lo largo de la prueba, pro-
bablemente debido al aprendizaje del sujeto (ver Figura C.1). La tasa de errores
tambie´n tendio´ hacia la baja, pero no con tanta claridad (ver Figura C.2). Estos
resultados, junto con nuestras observaciones cualitativas, indican que el factor que
limito´ el desempen˜o del sujeto no fue el funcionamiento del sistema de reconoci-
miento de gestos, sino su memorizacio´n de los pasos a seguir y la fluidez con que
encadeno´ un gesto tras otro. En general, la tasa de errores fue relativamente baja
y el sujeto reporto´ sentirse satisfecho con su desempen˜o.
Un detalle interesante es que tanto el gesto circular de la Prueba 1 (Circle)
como el gesto para refrescar la pa´gina de la Prueba 2 (RefreshTab) eran ide´nticos
(c´ırculo en el aire), pero tuvieron tasas de e´xito radicalmente diferentes. Mientras
que todos los intentos por reproducirlo en la Prueba 1 fallaron (ver Figura B.5),
todos fueron exitosos en la Prueba 2 (ver Figura C.8). Al analizar los datos crudos
nos dimos cuenta de que, debido a una pulga en el sistema, el umbral de distancia
para el gesto RefreshTab se elevo´ a 30 % versus el 20 % de Circle. Esto ocurrio´
gracias a que la secuencia de la Prueba 2 establecio´ que el gesto RefreshTab deb´ıa
seguir al gesto ZoomOut, el cual se llevo´ a cabo con dos sensores y por lo tanto
se evaluo´ con el umbral ma´s alto. Por algu´n motivo, el u´ltimo movimiento del
segundo sensor para ese gesto se traslado´ al comienzo del LaGeR para RefreshTab,
por lo que se le asigno´ el mismo umbral. En cambio, el gesto para abrir Google
(OpenGoogle) fallo´ la mayor parte del tiempo a pesar de tener una forma muy
similar a RefreshTab (”G”mayu´scula en el aire), ya que siguio´ a un gesto de un
solo sensor y se evaluo´ con el umbral de 20 % (ver Figura C.10). Estos resultados
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proveyeron una demostracio´n fortuita de los beneficios de elevar el umbral de
deteccio´n, lo cual sugerimos en la seccio´n 6.1.
Cap´ıtulo 7
Conclusiones y Trabajo Futuro
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7.1. Conclusiones
La presente investigacio´n probo´ la hipo´tesis de que es posible codificar gestos
por medio de un lenguaje que represente el movimiento de dos puntos correspon-
dientes a las lecturas de un sensor de entrada gestual en espacio bidimensional y
tridimensional. Dicho lenguaje pudo ser utilizado por un sistema operativo para
proveer eventos de gestos a sus aplicaciones de forma agno´stica al dispositivo de
entrada.
Los objetivos planteados se alcanzaron de la siguiente manera:
1. Objetivos 1: Planteamos una forma general de representar el movimiento
de dos puntos por medio de la meta´fora de una rosa de los vientos en tres
dimensiones.
2. Objetivo 2: Formalizamos la meta´fora disen˜ando LaGeR, un lenguaje que
codifica gestos en hileras.
3. Objetivo 3: Disen˜amos un algoritmo de reconocimiento de gestos tolerante
a datos inexactos, basa´ndonos en la distancia Damerau-Levenshtein entre las
hileras de LaGeR que representan los gestos.
4. Objetivo 4: Disen˜amos e implementamos un sistema completo para la crea-
cio´n de aplicaciones controladas por gestos descritos en LaGeR, el cual pro-
bamos con un usuario de forma exitosa.
7.1.1. Trabajo Futuro
Si bien el sistema que implementamos alcanzo´ los objetivos de la investigacio´n,
identificamos varias mejoras que se pueden hacer como parte de investigaciones
futuras:
1. Umbrales de distancia: Durante los experimentos vimos que el factor ma´s
significativo en el e´xito del reconocimiento de gestos fue el umbral ma´ximo de
diferencia entre hileras. Con solo haberlo elevado de 20 % a 30 %, habr´ıamos
obtenido una tasa de e´xito casi total. Esta mejora es notable puesto que es
la ma´s sencilla de llevar a cabo (basta con modificar una constante en libla-
ger convert). Sin embargo, es importante evaluar cuidadosamente el equi-
librio entre facilidad de reconocimiento (la cual se maximiza elevando el
umbral) y capacidad para discriminar entre gestos (la cual se maximiza ba-
jando el umbral). En nuestro caso, establecimos el umbral ma´s bajo posible
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durante la fase de desarrollo, y probablemente lo bajamos demasiado debido
a un efecto de auto-entrenamiento que nos permitio´ reproducir gestos con
ma´s exactitud de la que tendr´ıa un usuario principiante o intermedio.
2. Expansio´n de hileras: La expansio´n de hileras que utilizamos en esta
investigacio´n es propensa a generar hileras relativamente largas (ver Sub-
seccio´n 4.5.1), lo cual puede impactar la velocidad del algoritmo de recono-
cimiento. Una posible mejora es no expandir las hileras si la diferencia de
longitud entre ellas es menor a un cierto porcentaje de sus longitudes. En
caso de que la diferencia sea mayor a dicho umbral, podemos evaluar truncar
una o ambas hileras para asegurarnos de que su longitud no sea prima, lo
cual reducira´ su mı´nimo comu´n mu´ltiplo y por ende su longitud expandida.
3. Comparacio´n de literales: Actualmente, el algoritmo de reconocimiento
deriva la distancia de Damerau-Levenshtein tratando a todos los literales
como equivalentes a la hora de calcular el nu´mero de cambios de caracteres
que se necesitar´ıan para ir de una hilera a otra. Esto no es o´ptimo puesto
que los literales en realidad corresponden a direcciones de movimiento, y
evidentemente algunas direcciones de movimiento son ma´s cercanas entre s´ı.
Esta mejora puede ser relativamente compleja de implementar, y hay que
tener cuidado para no impactar la velocidad de respuesta del sistema, pero
podr´ıa mejorar notablemente la precisio´n del reconocimiento de gestos.
4. Entrenamiento de gestos: El disen˜o de los experimentos establecio´ que
el usuario deb´ıa reproducir gestos previamente definidos por el programa-
dor por medio de una u´nica hilera de LaGeR para representar cada gesto.
Una forma de mejorar las probabilidades de deteccio´n exitosa ser´ıa que el
usuario entrene los gestos antes de usar los programas. Para ello, el utilitario
lager gesture manager ya permite an˜adir entradas al archivo de gestos (hi-
leras de LaGeR) de los programas. Dicha funcionalidad tambie´n se podr´ıa
incorporar directamente en los programas por medio de la biblioteca libla-
ger convert, ya sea como una actividad expl´ıcita o como parte de un me-
canismo de entrenamiento automa´tico y continuo. La deteccio´n tambie´n se
podr´ıa mejorar an˜adiendo mu´ltiples entradas para cada gesto, lo cual ayu-
dar´ıa a tomar en cuenta las variaciones naturales del usuario cada vez que
lleva a cabo el gesto. Al igual que otras mejoras, estas elevar´ıan el tiempo
de deteccio´n a cambio de una mejora en la exactitud de la misma.
Conclusiones y Trabajo Futuro 56
5. Invariabilidad rotativa: En la Subseccio´n 4.5.3 explicamos los motivos por
los que LaGeR como lenguaje no deber´ıa implementar esta propiedad. Sin
embargo, podr´ıa ser u´til que el reconocedor lo haga. Para ello, podr´ıamos
detectar si un gesto es cerrado almacenando las coordenadas del sensor a la
hora de comenzar el gesto, y luego compara´ndolas con las coordenadas a la
hora de finalizar el gesto. El gesto se considerar´ıa cerrado en caso de que la
distancia euclideana entre dichas coordenadas este´ por debajo de un cierto
umbral. Una vez identificados como cerrados, las hileras de LaGeR de los
gestos se podr´ıan comparar de manera similar a hileras corridas tales como
“palabra” vs. “abrapal”, por medio de alguna biblioteca preexistente que
tolere corrimientos.
6. Sistema de suscripciones: Actualmente, los programas que se suscriben
a gestos (e.g., lager injector) a trave´s de lager recognizer solo pueden crear
nuevas suscripciones. Se podr´ıa crear un mecanismo para cancelar las sus-
cripciones por solicitud del cliente, as´ı como un mecanismo para cancelarlas
automa´ticamente en caso de que el programa cliente muera inesperadamente.
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