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a b s t r a c t
A well-known result in extreme value theory indicates that componentwise taken sample
maxima of random vectors are asymptotically independent under weak conditions.
However, in important cases this independence is attained at a very slow rate so that the
residual dependence structure plays a significant role.
In the present article, we deduce limiting distributions of maxima under triangular
schemes of random vectors. The residual dependence is expressed by a technical condition
imposed on the spectral expansion of the underlying distribution.
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0. Introduction
Intuitively speaking, one may say that there is upper tail dependence in a pair of data (x, y) if x and y are simultaneously
large. If this is not the case, one speaks of upper tail independence.We discuss these ideas by regarding bivariate data drawn
from thenormal distributionwith different correlation coefficientsρ; see Fig. 1. Ifρ = 0, onemay agree to tail independence,
i.e., stochastic independence implies tail independence. If ρ = 0.9, a strong tail dependence becomes visual.
More precisely, one may argue with frequencies of data. We say that there is tail dependence if the frequency of both
values xi and yi being large, relative to the frequency of xi being large, is strictly bounded away from zero.
Within the stochastical model, this formulation entails that the conditional probability P(Y > u|X > u) is bounded away
from zero, where X and Y are assumed to be identically distributed random variables with standard normal distribution
function (df) Φ . However, within the stochastical model, we have tail independence for every ρ < 1, i.e. P(Y > u|X >
u)→ 0, as u ↑ ∞, contrary to any intuition. This reveals that there may be a strong residual dependence in the data if tail
independence holds. Such a tail dependence is captured by the coefficient of tail dependence χ¯ , see [12,1], with χ¯ = ρ in
the normal case. In Section 1, we will introduce a residual tail dependence parameter β with β = (1− χ¯)/(1+ χ¯).
According to the literature (see [7, page 301], [14, Prop. 5.27] and [13, Theorem 7.2.5]), pairwise tail independence
of random variables X1, . . . , Xd is equivalent to the asymptotic stochastic independence of componentwise taken sample
maxima
max
i≤n
Xi :=
(
max
i≤n
Xi1, . . . ,max
i≤n
Xid
)
of a sequence Xi = (Xi1, . . . , Xid), i ≤ n, of independent, identically distributed (iid) random vectors. Thus, this result
concerns d-variate sample maxima for sample sizes n as n→∞.
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Fig. 1. Plots of bivariate normal samples with ρ = 0 (left) and ρ = 0.9 (right).
A different formulation of residual tail dependence can be found in [10]: instead of a sequence of random vectors these
authors consider a triangular scheme of normally distributed random vectors. In such a triangular scheme the nth line
contains n random vectors Xi, i ≤ n. These are independent in each line and the pairwise correlation coefficients ρ(n)
converge to 1 with growing sample sizes n. The joint limiting distribution of the sample maxima in each line is an extreme
value distribution (EVD) or, equivalently, a max-stable distribution with a certain dependence structure.
The family of EVDswith reversely exponentialmargins can be characterized as follows; see [3, Theorem4.3.1]. A d-variate
function G is an EVD with reversely exponential margins exp(x), x ≤ 0, if, and only if, the representation
G(x) = exp
(∫
S
min
i≤d (uixi) dµ(u)
)
, x < 0, (1)
is valid, where µ is a finite measure on the d-variate unit simplex
S =
{
u :
∑
i≤d
ui = 1, ui ≥ 0
}
with the property∫
S
ui dµ(u) = 1, i ≤ d. (2)
Therefore one can deduce the following representation of an EVD, namely,
G(x1, . . . , xd) = exp(cD(z)), (3)
for x1, . . . , xd ≤ 0, (x1, . . . , xd) 6= 0, where
c := T2(x) :=
∑
i≤d
xi (4)
and
z := T1(x) :=
 x1∑
i≤d
xi
, . . . ,
xd−1∑
i≤d
xi
 (5)
are the radial and the angular components of x = (x1, . . . , xd) respectively and D : R→ [0, 1] is the Pickands dependence
function; see, e.g., [3, pp. 120–121]. The domain R of D is given by
R :=
{
(t1, . . . , td−1) ∈ [0, 1]d−1 :
∑
i≤d−1
ti ≤ 1
}
. (6)
The radial and angular components can be used to introduce the so-called spectral decomposition of an arbitrary
multivariate distribution; see [3, p. 137]: a d-variate df H with support in (−∞, 0]d is represented by a family of one-
dimensional dfs
Hz(c) := H
(
c
(
z1, . . . , zd−1, 1−
∑
i≤d−1
zi
))
, c ≤ 0,
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with z ∈ R. The structural importance of the densities hz of Hz is enlightened by the fact that convergence of hz(c) as c ↑ 0
implies that
hz(c)→ D(z), c ↑ 0, (7)
and the df H is in the max-domain of attraction of some EVD with reversely exponential margins, where D is the pertaining
Pickands dependence function in (3). Therefore, results of first order can be deduced for extrema under condition (7). If
D(z) = 1, one obtains independence in (3) and tail independence for the df H . In particular, if H is represented as the df
of the bivariate random vector (X, Y ), then P(Y > u|X > u) → 0, u → 0, is equivalent to D = 1. In the articles by Frick
et al. [4] and Frick and Reiss [5], condition (7) is extended successively to the concept of a spectral expansion of length k+ 1
for some k ∈ Nwith D(z) being the leading term.
Next we give an overview of the subsequent sections.
In Section 1, we only consider marginal distributions belonging to the max-domain of attraction of the reversely
exponential df exp(x), x ≤ 0. We basically assume that the marginal random variables are uniformly distributed. Hence
we consider the copula case.
As we now want to analyze triangular schemes of random vectors with the nth line containing n random vectors, we
further extend the expansions related to condition (7) in such a manner that they depend on the sample size n. Another
generalization is required to cover, for example, the normal case, thus getting our basic Condition 1.1. We then deduce
limiting distributions of maxima under this generalized condition.
Section 2 deals with special cases of Section 1. In the first part we investigate the relationship between Condition 1.1
and the above-mentioned expansions. Within this framework we present two examples of bivariate dfs and deduce the
limiting dfs of maxima. The second part exhibits that Condition 1.1 is applicable to triangular arrays of bivariate random
vectors following the standard normal df with [−1, 0]-uniformmargins and varying correlation coefficients. The limiting df
of maxima is identified as the Hüsler–Reiss df with reversely exponential margins.
In Section 3, the previous results are generalized to dfs with margins which belong to the max-domain of attraction of
arbitrary univariate EVDs.
In Appendix A, we present a general representation of spectral densities by means of conditional distributions which
provides further insight in our basic Condition 1.1. An application within the wider framework of max-infinitely divisible
distributions is added in Appendix B.
1. The basic condition and limiting distributions of maxima
In the article by Frick et al. [4], the condition
hz(c) = D(z)+ B(c)A(z)+ o(B(c)), c ↑ 0,
is imposed on the spectral density, where B is a regularly varying function with the exponent of variation β > 0,
i.e. B ∈ RV (β). Recall that it is always possible to write a β-varying function as |c|βL(c), where L is slowly varying in 0;
see [14, p. 13]. If D(z) = 1, then we have tail independence and the exponent β > 0 will be addressed as a residual tail
dependence parameter. The parameter β > 0 reflects the amount of deviation from tail dependence with the additional
value β = 0 characterizing tail dependence. In [5], this condition is extended to an expansion of length k+ 1, namely
hz(c) = D(z)+
k∑
j=1
Bj(c)Aj(z)+ o(Bk(c)), c ↑ 0, (8)
where the Bj are regularly varying. This condition will be extended and generalized by the subsequent Condition 1.1. We
first set up some notation: for a vector z = (z1, . . . , zd−1) ∈ R, with R as defined in (6), let
zd := 1−
∑
i≤d−1
zi,
z(i) := (zi, z1, . . . , zi−1, zi+1, . . . , zd−1) ∈ R, i = 1, . . . , d− 1,
and
z(d) := (zd, z1, . . . , zd−2) ∈ R.
Condition 1.1. Let Hβ(n), β(n) = (β1(n), . . . , βk(n)), n ∈ N, be d-variate dfs and assume that the pertaining spectral densities
satisfy
hβ(n),z
( c
n
)
=
∑
i≤d
ziF
(
k∑
j=1
Bj,βj(n)
( c
n
)
Aj
(
z(i)
)+ o (Bk,βk(n) ( cn))
)
, (9)
as n → ∞, for every c < 0 near 0 and z ∈ R, where F is a univariate df and the Aj : R → R, j = 1, . . . , k, are continuous,
integrable functions. In addition, assume that the functions Bj,βj(n) : (−∞, 0)→ (0,∞), j = 1, . . . , k, satisfy
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lim
c↑0
Bj,βj(n)(ct)
Bj,βj(n)(c)
= tβj(n), t > 0, (10)
with βj(n) > 0 for every n ∈ N, i.e. Bj,βj(n) ∈ RV (βj(n)).
Addendum to Condition 1.1. In Condition 1.1, it is also feasible to choose slowly varying functions for Bj,βj(n), j = 1, . . . , k, i.e.
lim
c↑0
Bj,βj(n)(ct)
Bj,βj(n)(c)
= 1, t > 0, (11)
for every n ∈ N. In this case, the βj(n) are not the exponents of variation but parameters of the functions Bj,βj(n).
We now formulate our main result concerning limiting dfs of maxima under a triangular scheme of random vectors.
Theorem 1.2. Let Hβ(n), β(n) = (β1(n), . . . , βk(n)), n ∈ N, be d-dimensional dfs satisfying Condition 1.1, where F is assumed
to be continuous. Moreover, assume that
βj(n)→ 0, n→∞, (12)
Bj,βj(n) (c/n)→ λj, n→∞, (13)
for any c < 0, where λj ∈ R ∪ [−∞,∞], j = 1, . . . , k.
(i) Then
Hnβ(n)
(y1
n
, . . . ,
yd
n
)
→ exp
(∑
i≤d
yiF
(
k∑
j=1
λjAj
(
T1(y)(i)
)))
=: G(y1, . . . , yd), (14)
as n→∞, with T1(y) as in (5), and G is a max-stable df.
(ii) If in addition
k∑
j=1
λjAj(e1) ≥ ω(F), (15)
where e1 is the first unit vector in Rd−1 and ω(F) is the right endpoint of F , then the univariate margins of G are reversely
exponential.
Proof. We can write
Hnβ(n)
(y1
n
, . . . ,
yd
n
)
= exp
(
n log
(
Hβ(n)
(y1
n
, . . . ,
yd
n
)))
= exp
(
−n
(
1− Hβ(n)
(y1
n
, . . . ,
yd
n
)))
+ o(1), n→∞,
= exp
(
−n
(
1− Hβ(n),T1(y)
(
T2(y)
n
)))
+ o(1), n→∞, (16)
with y = (y1, . . . , yd) < 0, T2 as in (4), andHβ(n),T1(y) denoting the spectral df associated toHβ(n). By presenting the argument
of (16) in terms of the partial derivative hβ(n),z(c), we get
Hnβ(n)
(y1
n
, . . . ,
yd
n
)
= exp
(
−n
∫ 0
T2(y)
n
hβ(n),T1(y)(c) dc
)
= exp
(
−
∫ 0
T2(y)
hβ(n),T1(y)(c/n) dc
)
. (17)
Inserting the representation (9) for hβ(n),T1(y) and substituting c by c · T2(y) leads to
−
∫ 0
T2(y)
hβ(n),T1(y)
( c
n
)
dc = −
∫ 0
T2(y)
∑
i≤d
yi
T2(y)
F
(
k∑
j=1
Bj,βj(n)
( c
n
)
Aj
(
T1(y)(i)
)+ o (Bk,βk(n) ( cn))
)
dc
=
∑
i≤d
yi
∫ 1
0
F
(
k∑
j=1
Bj,βj(n)
(
T2(y)
c
n
)
Aj
(
T1(y)(i)
)+ o (Bk,βk(n) (T2(y) cn))
)
dc,
as n → ∞, which converges to∑i≤d yiF (∑kj=1 λjAj (T1(y)(i))) as n → ∞ according to (12) and (13). Notice that F is
continuous and bounded. From (17), we can finally deduce the convergence (14). According to [3, Section 4.1], G is a df.
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The continuity follows from the continuity of the exponential function, of T1 and T2, of F and of the functions Aj, j = 1, . . . , k.
To see that G is normed, notice that
yn,rF
(
k∑
j=1
λjAj
(
T1(yn)(r)
))→ 0, r = 1, . . . , d,
which implies that G(yn) → 1, as n → ∞, for any sequence (yn)n∈N with yn,r ↑ 0, r = 1, . . . , d. If yn,r ↓ −∞ for some
r ∈ {1, . . . , d}, we have T1(yn)(r) → e1, which implies that
yn,rF
(
k∑
j=1
λjAj
(
T1(yn)(r)
))→−∞
and, thus, G(yn) → 0, as n → ∞. The ∆-monotony holds because G is the pointwise limit of a sequence of dfs. The max-
stability is obvious.
Finally, the marginal distributions can directly be deduced from property (15) by setting y = yiei, i = 1, . . . , d,
in (14). 
In the proof of Theorem 1.2, the ∆-monotony of G is established by using the fact that G is the pointwise limit of a
sequence of dfs. However, one may raise the question whether it is possible to identify the limiting function in (14) as a
df by regarding them separately. This question is answered to some extent for the bivariate case in the subsequent lemma.
Concerning multivariate extensions we refer to Frick [6].
Lemma 1.3. Let
G(x, y) = exp
(
xF
(
k∑
j=1
λjAj
(
x
x+ y
))
+ yF
(
k∑
j=1
λjAj
(
y
x+ y
)))
be a function on (−∞, 0]2, with F being a differentiable univariate df. Put f = F ′. Let the Aj, j = 1, . . . , k, be differentiable and
satisfy condition (15). Moreover, assume that the derivative of
D(z) = zF
(
k∑
j=1
λjAj(z)
)
+ (1− z)F
(
k∑
j=1
λjAj(1− z)
)
, z ∈ [0, 1], (18)
is right-continuous and non-decreasing, and that the condition
f
(
k∑
j=1
λjAj(1)
)
·
k∑
j=1
λjA′j(1) = F
(
k∑
j=1
λjAj(0)
)
(19)
is satisfied. Then G is a max-stable df with reversely exponential margins and Pickands dependence function D.
Proof. Because F and the Aj are differentiable, the derivative D′ of D is given by
D′(z) = F
(
k∑
j=1
λjAj(z)
)
− F
(
k∑
j=1
λjAj(1− z)
)
+ zf
(
k∑
j=1
λjAj(z)
)
k∑
j=1
λjA′j(z)
− (1− z)f
(
k∑
j=1
λjAj(1− z)
)
k∑
j=1
λjA′j(1− z).
Because D′ is right-continuous and non-decreasing, M(z) = 1 + D′(z) is a measure-generating function on [0, 1]. Using
1− F
(∑k
j=1 λjAj(1)
)
= 1, one gets
D(z) = 1− z +
∫ z
0
M(x) dx, z ∈ [0, 1]. (20)
The measure ν generated byM is given by ν([0, z]) = M(z) and satisfies (see [3, p. 166])∫ 1
0
u dν(u) = M(1)−
∫ 1
0
M(x) dx
= 1+ D′(1)−
∫ 1
0
1+ D′(x) dx
= 1+ D′(1)− (1+ D(1)− D(0))
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= 1+ F
(
k∑
j=1
λjAj(1)
)
− F
(
k∑
j=1
λjAj(0)
)
+ f
(
k∑
j=1
λjAj(1)
)
k∑
j=1
λjA′j(1)
− 1− F
(
k∑
j=1
λjAj(1)
)
+ F
(
k∑
j=1
λjAj(1)
)
= 1, (21)
where the last step is due to (19) and (15). Finally, Eq. (21) is used to reformulate representation (20) by
D(z) =
∫ 1
0
max((1− u)z, u(1− z)) dν(u),
which implies that
zF
(
k∑
j=1
λjAj(z)
)
+ (1− z)F
(
k∑
j=1
λjAj(1− z)
)
=
∫ 1
0
max((1− u)z, u(1− z)) dν(u)
for every z ∈ [0, 1]. The assertion follows from the fact thatG satisfies representation (1). The property (2) is fulfilled because
of condition (15), which implies that∫ 1
0
u dν(u) = 1− F
(
k∑
j=1
λjAj(1)
)
= 1
and ∫ 1
0
(1− u) dν(u) = 1− F
(
k∑
j=1
λjAj(1)
)
= 1. 
A continuation of this topic can be found in Lemma 2.2, where simpler conditions are deduced in a special case.
2. Special cases
In this section, we first provide two examples of dfs which satisfy the conditions of Theorem 1.2 with F(u) = 1+ u and
then provide another example where Theorem 1.2 is applied with the standard normal df F = Φ .
2.1. The case F(u) = 1+ u
Let us assume in condition (9) that F is the uniform distribution on [−1, 0], i.e. F(u) = 1+u, u ∈ [−1, 0], and that Bj,βj(n)
satisfies limc↑0 Bj,βj(n)(c) = 0. Then one gets the expansion
hβ(n),z(c/n) = 1+
k∑
j=1
Bj,βj(n)(c/n)Aˆj(z)+ o
(
Bk,βk(n)(c/n)
)
(22)
for the spectral density, where Aˆj, j = 1, . . . , k, is defined by
Aˆj(z) = z1Aj
(
z(1)
)+ · · · + zdAj (z(d)) .
Hence, expansion (9) becomes an expansion of length k+1 as in (8), where the leading termD(z) of the expansion is equal to
1 because we are dealing with the case of tail independence. In that context we formulate a special version of Theorem 1.2.
Corollary 2.1. Let Hβ(n), β(n) = (β1(n), . . . , βk(n)), n ∈ N, be d-dimensional dfs satisfying the expansion (22) of length
k + 1 such that the remainder term converges to 0, as n → ∞, for every c < 0. Assume that the conditions (12) and
(13) of Theorem 1.2 are satisfied. Further, suppose that the Aj are continuous and bounded and satisfy
∑k
j=1 λjAj(z) ≥ −1, z ∈ R.
(i) Then,
Hnβ(n)
(y1
n
, . . . ,
yd
n
)
→ exp
(
T2(y)
(
1+
k∑
j=1
λjAj(T1(y))
))
, (23)
as n→∞, with T1, T2 as in (4), (5), and the limiting function is a df.
(ii) If, in addition,
k∑
j=1
λjAj(ei) = 0, i = 1, . . . , d− 1, and
k∑
j=1
λjAj(0) = 0, (24)
then the limiting marginal distributions are reversely exponential.
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We continue our discussion about the question under which conditions a limiting function of the form (23) is a df. We
merely deal with the bivariate case and restrict ourselves to k = 1.
Lemma 2.2. Let
G(x, y) = exp
(
(x+ y)
(
1+ λA
(
x
x+ y
)))
be a function on (−∞, 0]2 with λ ∈ R and a differentiable function A on the interval [0, 1]. If A satisfies the condition
A(1) = A(0) = 0 and its derivative A′(z)multiplied with λ is right-continuous, non-decreasing and satisfies
λA′(1) = 1, (25)
then G is a max-stable df with reversely exponential margins and Pickands dependence function D(z) = 1+ λA(z), z ∈ [0, 1].
The bivariate dfs in the following two examples satisfy expansions as given in Corollary 2.1. In [4], these expansions were
computed for constant exponents of variation.
Example 2.3. Let Hα be a mixture df as in [4], Example 2, i.e.
Hα(x, y) = pW
(
x
p
,
y
p
)
+ (1− p)W2,α
(
x
p
)
W2,α
(
y
p
)
,
where p ∈ (0, 1),W is a bivariate generalized Pareto df (GPD) andW2,α is a univariate beta df. Now let the parameter α vary
in n, i.e. α = α(n) < −1. We obtain a spectral expansion for every sequence (α(n))n∈N, i.e.
hα(n),z(c/n) = 1+ Bα(n)(c/n)A(z)+ o
(
Bα(n)(c/n)
)
,
where the remainder term converges to 0, as n → ∞, for every c < 0. Moreover, we have Bα(n)(c) = |c|−α(n)−1 for every
member α(n) of any sequence (α(n))n∈N, and the exponent of variation is given by β(n) = −α(n)−1. Now, let α(n)→−1,
n→∞, such that
(α(n)+ 1) log n→ ξ ∈ [−∞, 0], n→∞.
This implies that β(n)→ 0 and Bα(n)(c/n)→ exp(ξ) =: λ ∈ [0, 1], as n→∞. Thus, according to Corollary 2.1, we obtain
Hnα(n)
( x
n
,
y
n
)
→ exp(x+ y),
as n→∞, if λ = 0, and
Hnα(n)
( x
n
,
y
n
)
→ exp(x+ y)λ exp((x+ y)(1− p)/p),
as n→∞, otherwise.
Example 2.4. Let Hα now be the mixture of a bivariate GPD and Joe’s df as in [4, Example 3], i.e.
Hα(x, y) = pW
(
x
p
,
y
p
)
+ (1− p)K
(
x
p
,
y
p
)
,
where
K(x, y) = 1− {(−x)−αγ + (−y)−αγ − (−x)−αγ (−y)−αγ } 1γ ,
with γ ≥ 1 and varying parameter α = α(n) < −1. We obtain a spectral expansion of length 2 for any sequence (α(n))n∈N,
i.e.
hn,z
( c
n
)
= 1+
( |c|
n
)−α(n)−1
(−α(n))(1− p)pα(n) (z−α(n)γ + (1− z)−α(n)γ )1/γ + o ((|c|/n)−α(n)−1) ,
where the remainder term converges to 0, as n → ∞, for every c < 0. The exponent of variation is given by β(n) =
−α(n)− 1. Now, let α(n)→−1, n→∞, such that
(α(n)+ 1) log n→ ξ ∈ [−∞, 0], n→∞.
This implies that β(n)→ 0 and nα(n)+1 → exp(ξ) =: λ ∈ [0, 1], as n→∞. We get
Hnα(n)
( x
n
,
y
n
)
→ exp(x+ y), n→∞,
as n→∞, if λ = 0, and
Hnα(n)
( x
n
,
y
n
)
→ exp(x+ y)λ exp ((x+ y)(1− p)/p (zγ + (1− z)γ )1/γ ) ,
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as n→∞, otherwise. Although condition (24) is not satisfied, Corollary 2.1 is still applicable. The only requiredmodification
consists in the fact that the limiting marginal dfs are not necessarily reversely exponential.
2.2. The bivariate standard normal copula case
We investigate the spectral density hρ(n),z pertaining to the bivariate standard normal df with [−1, 0]-uniform margins
and correlation coefficient ρ(n) ∈ (0, 1). We start with some technical preparations. Computing the derivative of the
spectral df, one gets
hρ(n),z
( c
n
)
= zΦ
(
Φ−1(1+ c(1− z)/n)− ρ(n)Φ−1(1+ cz/n)(
1− ρ(n)2)1/2
)
+ (1− z)Φ
(
Φ−1(1+ cz/n)− ρ(n)Φ−1(1+ c(1− z)/n)(
1− ρ(n)2)1/2
)
. (26)
Now let ρ(n) ∈ (0, 1), n ∈ N, be correlation coefficients which vary with the sample size n and assume that
(1− ρ(n)) log(n)→ λ2 ∈ [0,∞], n→∞. (27)
If λ = 0, we assume that the convergence ρ(n)→ 1, n→∞, is not too fast such that we still have
(1− ρ(n))(log(n))2 →∞, n→∞. (28)
Then one gets for the first argument ofΦ in (26) that
Φ−1(1+ c(1− z)/n)− ρ(n)Φ−1(1+ cz/n)(
1− ρ(n)2)1/2
= (2(1− ρ(n))(log n− log |c|))
1/2
(1+ ρ(n))1/2 −
(2(1− ρ(n)))1/2 log(log n− log |c|)
4 ((1+ ρ(n))(log n− log |c|))1/2
+ log(z)− log(1− z)
(2(1+ ρ(n))(1− ρ(n))(log n− log |c|))1/2 + o
(
log(log n)
(log n)1/2
)
, (29)
as n→∞, for c < 0, z ∈ [0, 1] and ρ(n) ∈ (0, 1). Of course, a corresponding expansion is satisfied for the second argument
ofΦ in representation (26).
Example 2.5. Let Hρ(n) be a bivariate standard normal df with [−1, 0]-uniform margins and correlation coefficient ρ(n)
which varies with the sample size n and assume that (27) and (28) hold. From (26) and (29), we can deduce that the spectral
density of Hρ(n) has a representation of the form (9) for d = 2 with F = Φ and β(n) replaced by ρ(n),
B1,ρ(n)(c) = (2(1− ρ(n))(− log |c|))
1/2
(1+ ρ(n))1/2 , (30)
B2,ρ(n)(c) = 1
(2(1+ ρ(n))(1− ρ(n))(− log |c|))1/2 , (31)
B3,ρ(n)(c) = (2(1− ρ(n)))
1/2 log(− log |c|)
4 ((1+ ρ(n))(− log |c|))1/2 (32)
and
A1 = A3 ≡ 1, (33)
A2(z) = log(z)− log(1− z). (34)
Obviously, the functions Bj,ρ(n) are slowly varying (see the Addendum to Condition 1.1), and we have
lim
n→∞ B1,ρ(n)(c/n) = λ ∈ [0,∞), (35)
lim
n→∞ B2,ρ(n)(c/n) =
1
2λ
∈ (0,∞] (36)
for every c < 0 and
lim
n→∞ B3,ρ(n)(c/n) = 0
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for every sequence (ρ(n))n∈N and c < 0. Thus, an application of Theorem 1.2 leads to
Hnρ(n)
( x
n
,
y
n
)
→ exp
(
xΦ
(
λ+ log |x| − log |y|
2λ
)
+ yΦ
(
λ+ log |y| − log |x|
2λ
))
=: Hλ(x, y),
as n→∞, if λ > 0.
If λ = ∞, we have
Hnρ(n)
( x
n
,
y
n
)
→ exp(x+ y) =: H∞(x, y), n→∞,
and, if λ = 0, we obtain
Hnρ(n)
( x
n
,
y
n
)
→ exp (min(x, y)) =: H0(x, y), n→∞.
Obviously, we have H0 = limλ↓0 Hλ, H∞ = limλ↑∞ Hλ and Hλ(x, y) is the Hüsler–Reiss df with reversely exponential
margins; see [8–11].
3. Extension to other univariate margins
Up to now, we have considered d-variate max-stable dfs with margins belonging to the max-domain of attraction of the
reversely exponential df. We now generally deal with margins that are equal to or belong to the max-domain of attraction
of arbitrary univariate EVDs.
Let
Gi(x) = exp
(
ψαi(x)
)
, 1 ≤ i ≤ d, (37)
where
ψαi(x) :=
−(−x)
−αi , x ≤ 0, αi < 0
−x−αi , x > 0, if αi > 0
− exp(−x), x ∈ R, αi = 0.
Thus we get the family of (reverse)Weibull, Fréchet and Gumbel dfs. In the following lines we denote a d-dimensional max-
stable df with univariate marginal dfs Gi, i ≤ d, by Gα, with α = (α1, . . . , αd) ∈ Rd. The df G with reversely exponential
margins is now denoted by G(−1,...,−1).
According to [3, p. 157], we have
Gα
(
ψ−1α1 (x1), . . . , ψ
−1
αd
(xd)
) = G(−1,...,−1)(x1, . . . , xd), xi < 0, 1 ≤ i ≤ d.
This result, together with representation (3) of G(−1,...,−1) = GD, leads to the representation
Gα(x1, . . . , xd) = exp (cαD(zα))
of an arbitrary max-stable df Gα, where D is a Pickands dependence function, and we call
cα := Tα,2(x) :=∑
i≤d
ψαi(xi) ≤ 0 (38)
and
zα := Tα,1(x) :=
(
ψα1 (x1)
cα
, . . . ,
ψαd−1 (xd−1)
cα
)
∈ R (39)
the modified Pickands coordinates of an arbitrary vector x = (x1, . . . , xd), with xi lying in the domain of ψαi , 1 ≤ i ≤ d.
With these modified Pickands coordinates as our basis, we again define spectral decompositions. For a d-dimensional df Hα
whose ith margin has a support belonging to the domain of ψαi , 1 ≤ i ≤ d, put
(Hα)z(c) := Hα
(
ψ−1α1 (cz1), . . . , ψ
−1
αd−1(czd−1), ψ
−1
αd
(
c
(
1−
∑
i≤d−1
zi
)))
for c ≤ 0 and z ∈ R. Apparently,
Hα(x1, . . . , xd) = H(−1,...,−1)(ψα1(x1), . . . , ψαd(xd))
=: H(1,...,1)(ψα1(x1), . . . , ψαd(xd)).
This implies that
(Hα)z(c) = Hz(c), (40)
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and according to [3, p. 144], it follows that
H ∈ D (G(−1,...,−1))⇔ Hα ∈ D(Gα).
Because of (40), the densities (hα)z and hz of (Hα)z and Hz respectively also coincide. This is the basis for a generalization of
our results in Section 1 to other univariate margins.
Theorem 3.1. Let Hα,β(n), β(n) = (β1(n), . . . , βk(n)), n ∈ N, be d-dimensional dfs satisfying Condition 1.1, i.e., their spectral
densities can be represented by
hα,β(n),z
( c
n
)
=
∑
i≤d
ziF
(
k∑
j=1
Bj,βj(n)
( c
n
)
Aj
(
z(i)
)+ o (Bk,βk(n) ( cn))
)
, (41)
as n→∞, where F is assumed to be continuous and the conditions (12)–(15) are fulfilled. Then we have
Hnα,β(n)(dn,1 + cn,1y1, . . . , dn,d + cn,dyd) → exp
(∑
i≤d
ψαi(yi)F
(
k∑
j=1
λjAj
(
Tα,1(y)(i)
)))
=: Gα(y1, . . . , yd)
as n→∞, with the normalizing constants
dn,i = 0, cn,i = n1/αi , if αi < 0,
dn,i = 0, cn,i = n1/αi , if αi > 0,
dn,i = log(n), cn,i = 1, if αi = 0,
(42)
and Tα,1, Tα,2 as defined in (38), (39), and Gα is a df with the marginal dfs Gi, i = 1, . . . , d, given in (37).
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Appendix A. Motivating Condition 1.1
Our basic Condition 1.1 can be motivated by a certain representation of the spectral density. For that purpose, let
(X1, . . . , Xd) be a d-variate random vector with df H and density h and let Hi be the ith univariate marginal df with density
hi for i = 1, . . . , d. After a transformation to [−1, 0]-uniform margins we obtain the spectral df
Hz(c) = H
(
c
(
z1, . . . , zd−1, 1−
∑
i≤d−1
zi
))
=
∫ H−11 (1+cz1)
−∞
· · ·
∫ H−1d (1+czd)
−∞
h(x1, . . . , xd) dxd · · · dx1,
c < 0, whose derivative with respect to c , which is the spectral density, can be obtained by applying the multidimensional
chain rule; see Theorem 41 in [2]. We have
hz(c) = z1
∫ H−12 (1+cz2)
−∞
· · ·
∫ H−1d (1+czd)
−∞
h
(
H−11 (1+ cz1), x2, . . . , xd
)
dxd · · · dx2 × 1
h1
(
H−11 (1+ cz1)
) + · · ·
+ zd
∫ H−11 (1+cz1)
−∞
· · ·
∫ H−1d−1(1+czd−1)
−∞
h
(
x1, . . . , xd−1,H−1d (1+ czd)
)
dxd−1 · · · dx1 × 1
hd
(
H−1d (1+ czd)
)
= z1
∫ H−12 (1+cz2)
−∞
· · ·
∫ H−1d (1+czd)
−∞
h
(
x2, . . . , xd|H−11 (1+ cz1)
)
dxd · · · dx2 + · · ·
+ zd
∫ H−11 (1+cz1)
−∞
· · ·
∫ H−1d−1(1+czd−1)
−∞
h
(
x1, . . . , xd−1|H−1d (1+ czd−1)
)
dxd−1 · · · dx1
= z1P
(
X2 ≤ H−12 (1+ cz2), . . . , Xd ≤ H−1d (1+ czd)|X1 = H−11 (1+ cz1)
)+ · · ·
+ zdP
(
X1 ≤ H−11 (1+ cz1), . . . , Xd−1 ≤ H−1d−1(1+ czd−1)|Xd = H−1d (1+ czd)
)
. (43)
In what follows, we assume that the random variables X1, . . . , Xd are exchangeable, which implies that all univariate
margins and all conditional dfs are identical. Moreover, we assume that the (d − 1)-variate conditional dfs are again
unconditional (univariate) dfs; see [13, Example 7.2.7]. In particular, we suppose that representation (43) can be
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written as
hz(c) = z1F˜
(
H−12 (1+ cz2), . . . ,H−1d (1+ czd),H−11 (1+ cz1)
)+ · · ·
+ zdF˜
(
H−11 (1+ cz1), . . . ,H−1d−1(1+ czd−1),H−1d (1+ czd)
)
, (44)
where F˜ is a df in the first d− 1 components. Because we assume that F˜ is again an unconditional univariate df, there exist
a function g˜ : Rd → R and a univariate df F such that
F˜ = F ◦ g˜. (45)
Inserting (45) into (44), we get
hz(c) = z1F
(
g˜
(
H−12 (1+ cz2), . . . ,H−1d (1+ czd),H−11 (1+ cz1)
))+ · · ·
+ zdF
(
g˜
(
H−11 (1+ cz1), . . . ,H−1d−1(1+ czd−1),H−1d (1+ czd)
))
.
Finally, we set
g(z1, . . . , zd−1, c) := g˜
(
H−12 (1+ cz2), . . . ,H−1d (1+ czd),H−11 (1+ cz1)
)
for a function g : [0, 1]d−1 × (−∞, 0] → R, where again zd = 1−∑i≤d−1 zi. Thus we obtain the representation
hz(c) = z1F(g(z1, z2, . . . , zd−1, c))+ · · · + zdF(g(zd, z1, . . . , zd−2, c)) (46)
for the spectral density, which is further specified in Condition 1.1.
Appendix B. Max-infinitely divisible limiting distributions
Using the representation (46), one may prove the following extension of Theorem 3.1 (in the notation of Section 3).
Theorem B.1. Let Hα,n, n ∈ N, be d-dimensional dfs whose spectral densities can be represented by(
hα,n
)
z (c) = z1F(gn(z1, z2, . . . , zd−1, c))+ · · · + zdF(gn(zd, z1, . . . , zd−2, c)),
with zd := 1 −∑i≤d−1 zi, where F is a continuous univariate df and the gn : [0, 1]d−1 × (−∞, 0) → R are any measurable
functions for each n ∈ N. Suppose that
gn(z, c/n)→ g(z, c), n→∞, (47)
for every z ∈ R with g : [0, 1]d × (−∞, 0)→ R ∪ {−∞,∞} being a continuous measurable function. Then we have
Hnα,n
(
dn,1 + cn,1y1, . . . , dn,d + cn,dyd
) → exp(∑
i≤d
ψαi(yi)
∫ 1
0
F
(
g
(
Tα,1(y)(i), cTα,2(y)
))
dc
)
=: Gα(y1, . . . , yd), (48)
as n→∞, with the normalizing constants dn,i and cn,i, 1 ≤ i ≤ d, as given in (42) and Tα,1, Tα,2 as defined in (38), (39), and Gα
is a df.
The limiting df Gα in (48) is not necessarily max-stable yet it is max-id; i.e., for every n ∈ N there exists a df Fn such that
Gα = F nn ; see [14, p. 252].
If the limiting function g in (47) depends only on z, i.e. g(z, c) = g(z), for every c ≤ 0, then the limiting df Gα in (48)
becomes
Gα(y1, . . . , yd) = exp
(∑
i≤d
ψαi(yi)F
(
g
(
Tα,1(y)(i)
)))
.
As an example for the limiting df in (48), we mention the bivariate max-id df Hα,λ of Hashorva [9, Theorem 2.1]. It is
introduced as the limiting df of the maxima of an elliptically distributed random vector whose radius has a df lying in the
max-domain of attraction of the Weibull df.
Example B.2. Consider the df Hα,λ introduced by Hashorva, which is given by
Hα,λ(x, y) = exp
(
−(−x)−αζα
(
1√
2|x|
[
λ+ y− x
2λ
])
− (−y)−αζα
(
1√
2|y|
[
λ+ x− y
2λ
]))
, x, y < 0,
where α < 0, λ ∈ R ∪ [−∞,∞] and ζα is a df on [−1, 1] defined by
ζα(u) := Γ (−α + 3/2)
Γ (−α + 1)√pi
∫ u
−1
(1− s2)−α ds, α < 0, z ∈ [−1, 1];
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see [9, Section 2]. Comparing Hα,λ with representation (48) of the limiting df of maxima, we obtain d = 2, and we identify
ψα1(y) = ψα2(y) = −(−y)−α.
Further, by putting F(u) := u and
g(z, c) := ζα(g˜(z, c))+ ζ ′α(g˜(z, c))
(
∂
∂c
g˜(z, c)
)
c,
where
g˜(z, c) = 1√
2z−1/α
λ|c|1/(2α) + z
−1/α − (1− z)−1/α√
2z−1/α
1
2λ
|c|−1/(2α),
we obtain∫ 1
0
F
(
g
(
ψα1(x)
ψα1(x)+ ψα2(y)
, c
(
ψα1(x)+ ψα2(y)
)))
dc = ζα
(
1√
2|x|
[
λ+ y− x
2λ
])
and ∫ 1
0
F
(
g
(
ψα2(y)
ψα1(x)+ ψα2(y)
, c
(
ψα1(x)+ ψα2(y)
)))
dc = ζα
(
1√
2|y|
[
λ+ x− y
2λ
])
.
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