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ABSTRAK 
Pencemaran udara adalah salah satu jenis pencemaran yang terjadi karena ulah manusia 
secara sengaja ataupun tidak sengaja. Zat berbahaya ini dihasilkan melalui proses industri 
dan juga pembakaran minyak kendaraan yang digunakan oleh manusia. Oleh sebab itu 
pentingnya informasi kualitas udara untuk daerah perkotaan maupun pedesaan sangatlah 
penting. Agar setiap masyarakat dapat mengambil tindakan cepat untuk mengatasi 
kondisi udara yang tidak baik. Penelitian ini menggunakan Fuzzy Learning Vector 
Quantization (FLVQ) untuk klasifikasi. Jumlah data yang digunakan yaitu 327 data 
dengan pembagian data 70:30%, 80:20%, 90:10% learning rate  0.1, 0.01 dan 0.001 
koefisien penyempitan 0.1, 0.2, 0.3 dan 0.4 koefisien pelebaran 1.1, 1.2, 1.3 dan 1.4. Nilai 
minimal alfa 0.00001 dan maksimum epoch 200. Hasil dari penelitian yang memiliki nilai 
akurasi tertinggi 62.63% dengan pembagian data 70:30%, learning rate 0.1, koefisien 
penyempitan 0.1 dan koefisien pelebaran 1.1. Metode FLVQ telah berhasil diterapkan 
untuk kasus klasifikasi kualitas udara. Akurasi yang didapat tergolong rendah, hal ini 
dikarenakan sulitnya mendapatkan kombinasi yang memiliki nilali akurasi yang tinggi. 
Kata Kunci: Fuzzy Learning Vector Quantization (FLVQ), Pencemaran Udara, Jaringa 
Syaraf Tiruan, Kualitas Udara, Fuzzy.   
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ABSTRACT 
Air pollution is a one of the pollution that accurs due to human activity intentionally or 
unintentionally. This Dangerous substances produce by the factory industry and laso 
form vehicle fumes. Therefore, air quality information for urban area and rurel area is 
very important. So that every community can take quick action to overcome the bad air 
condition. This research uses Fuzzy Learning Vector Quantization (FLVQ) for 
classification. The total of data used is 327 data by data sharing 70:30%, 80:20% and 
90:10% learning rate  0.1, 0.01 dan 0.001 constriction coefficient 0.1, 0.2, 0.3 and 0.4 
widening coefficient 1.1, 1.2, 1.3 dan 1.4. minimum alpha value 0.00001 and maximal 
epoch 200. The result of this study have an accuracy values 62.63% by sharing data 
70:30%, learning rate 0.1, constriction coefficient 0.1 and widening coefficient 1.1. 
FLVQ method has been successfully applied to the case of air quality. Accuracy obtained 
is quite low, this is due to the difficulty of getting combinations that have high accuracy.  
Kata Kunci: Fuzzy Learning Vector Quantization (FLVQ), Air Pollution, Artificial 
Neural Network, Air Quality, Fuzzy.   
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BAB I 
PENDAHULUAN 
1.1 Latar Belakang 
Masalah pencemaran udara ini terjadi hampir di seluruh kota. Salah satu 
kota yang sangat terkenal dengan masalah pencemaran udaranya adalah kota 
Pekanbaru. Sering terjadi masalah pencemaran udara, seperti bencana kabut asap 
yang terjadi pada tanggal 24/9/2015  menyelimuti kota Pekanbaru dan terus 
memburuk dalam 48 jam terakhir. (bmkg.go.id,2015). Asap bukan satu-satunya 
sumber terjadinya pencemaran udara, akan tetapi hasil proses pembakaran bahan 
bakar yang tidak sempurna, yang di hasilkan oleh mesin-mesin pabrik, 
pembangkit listrik dan kendaraan bermotor yang bersifat gas juga merupakan 
salah satu sumber pencemaran udara. Selain itu asap dan gas tersebut merupakan 
hasil oksidasi dari berbagai unsur penyusun bahan bakar yaitu CO 
(karbonmonoksida), SO2 (Sulfur Dioksida), NOx (Nitrogen Oksida), PM (Partikel 
Mokuler) dan O (ozon). Radiasi juga dapat menghasilkan pencemaran udara, 
namun pencemaran udara tersebut bersifat ambien dan kemudian akan dieksposisi 
dengan udara disekitarnya (Budiyono, 2001). 
Beberapa penelitian telah banyak dilakukan sebelumnya mengenai kualitas 
udara, beberapa diantaranya yaitu prediksi kadar polutan menggunakan ANFIS 
(Sari, 2017). Radial Basis Fuction (RBF) untuk meramalkan trend polutan (Anisa 
dan Buldan, 2004). clustering polutan kimia penyebab Pencemaran Udara (Nur 
dan Maria, 2015). Klasifikasi menggunakan Neves Bayes Classifer (Reza, 2017). 
klasifikasi menggunakan  algoritma  K-NN dengan Euclidean Distance (Abdullah, 
2014). 
Sari (2017) melakukan prediksi kadar polutan menggunakan metode 
ANFIS untuk pemantauan kualitas udara. Model yang digunakan pada penelitian 
ini adalah  model sugeno.Memprediksi kualtias udara dengan lima parameter 
masukan yaitu O3, SO2, NO2, kelembaban dan temperatur. Menghasilkan akurasi 
yang plaing baik yaitu O3 sebesar 88,38% pada nilai range of influence 0,7.
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Learning vector Quantization (LVQ) merupakan suatu metode pelatihan 
untuk melakukan pembelajaran pada lapisan kompetitif yang terawasi (supervised 
learning) yang arsitektur jaringannya berlayer tunggal (single layer). LVQ 
merupakan metode klasifikasi pola masing-masing unit keluaran yang mewakili 
masing-masing kelas. Keunggulan dari metode LVQ ini adalah kemampuannya 
untuk memberikan pelatihan terhadap lapisan lapisan kompetitif sehinnga secara 
otomatis dapat mengklasifikasikan vektor input yang di berikan (Rifwan, dkk, 
2017).  
Logika fuzzy merupakan salah satu cabang ilmu kecerdasan buatan untuk 
membangun sistem cerdas. Logika fuzzy sering digunakan dalam pemecahan 
masalah sistem bukan melalui angka-angka, melainkan secara linguistik atau 
variabel-variebl yang mengandung ketidakpastian/ketidaktegsan. Keunggulan  -
keunggulan dari logika fuzzy yaitu sangat fleksibel, memiliki toleransi-toleransi 
terhadap data-data yang tidak tepat serta mampu memodelkan fungsi-fungsi 
nonlinier yang sangat kompleks (Yulmaini, 2015).  
Metode klasifikasi yang digunakan pada penelitian ini adalah Fuzzy 
Learning Vector Quantization (FLVQ). Dimana FLVQ ini merupakan 
penggabungan antara logika fuzzy dengan neural network, yang biasanya dikenal 
dengan sebutan FNN (Yohanes et al, 2002). Teori fuzzy sesuai untuk menangani 
yang buruk dan sistem yang berubah-ubah sementara neural network digunakan 
sebagai paradigma pembelajaran karena kemampuan belajar dan mentoleransi 
kesalahan sebagai alat diagnosa yang handal. Penggabungan kedua konsep ini 
merupakan cara mengeliminasi kekurangan dan kelebihan dari setiap metode. 
Beberapa penelitian telah dilakukan menggunakan metode FLVQ, salah 
satunya pada penelitian (Syafria, 2014) dengan judul Pemodelan Fuzzy Learning 
Vector Quantization dimana nilai akurasi pada data latih yaitu sebesar 99.7% dan 
93.88% pada data uji. Pada penelitian (Jamitko dkk., 2012) dengan judul Optimasi 
Fuzzy Learning Vector Quantization untuk Sistem Pengenalan Aroma Campuran 
dimana untuk pengujian dari 93 data diperoleh persentase error sebesar 3.2258%. 
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1.2 Rumusan Masalah 
Berdasarkan permasalahan yang telah dijelaskan pada latar belakang diatas  
maka didapat rumusan masalah pada penelitian ini adalah “Bagaimana 
Menerapkan Fuzzy Learning Vector Quantization (FLVQ) Dalam Klasifikasi 
Kualitas Udara di Pekanbaru”. 
1.3 Batasan Masalah 
Dibutuhkan suatu batasan dalam melakukan suatu riset agar tidak 
menyimpang dari yang diharapkan sehingga dapat mencapai tujuannya. Berikut 
yang menjadi batasan batasan masalah pada penelitian ini : 
1. Data yang digunakan adalah nilai rata-rata kualitas udara setiap harinya 
dari Januari 2015 hingga Desember 2015 sebanyak 365 data,  
2. Data yang diperoleh berdasarkan dari Regional Air Quality Monitoring 
Center (RAQMC)/ Laboratorium Udara Kota Pekanbaru, 
3. Parameter yang digunakan berjumlah 5 data yaitu  PM10 (Partikel mokuler 
atau debu), SO2 (Sulfur Dioksida), CO (karbon monoksida), O3(Ozon), 
NO2(Nitrogen Oksida)  
4. Output yang dikeluarkan berupa 5 kategori yaitu kategori baik dengan 
warna hijau dengan indeks 0-50, kategori sedang dengan warna biru 
dengan indeks 51-100, kategori tidak sehat dengan warna kuning dengan 
indeks 101-199, kategori sangat tidak sehat dengan warna merah dengan 
indeks 200-299, dan kategori berbahaya dengan warna hitam dengan 
indeks >300. 
1.4 Tujuan 
Tujuan yang hendak dicapai penulis dari penulisan tugas akhir ini adalah 
mengimplementasikan jaringan syaraf tiruan dalam klasifikasi kualitas udara 
dengan mengggunakan metode Fuzzy Learning Vector Quantization (FLVQ) di 
kota Pekanbaru dan melihat tingkat akurasi pada sistem yang dibuat.  
 I-4 
 
1.5 Sistematika Penulisan 
Sistematika penulisan laporan Tugas Akhir ini terdiri dari pokok-pokok 
permasalahan yang dibahas pada setiap bab-nya yang akan diuraikan menjadi 
beberapa bagian : 
BAB I PENDAHULUAN  
Bagian ini membahas tentang latar belakang maslah, perumusan maslaah, 
pembatasan masalah, tujuan dan sistematika penulisan laporan Penerapan 
Jaringan Syaraf Tiruan untuk Klasifikasi Kualitas Udara Menggunakan 
Metode Fuzzy Learning Vector Quantization (FLVQ) di Pekanbaru. 
BAB II  LANDASAN TEORI  
Bagian ini menjelaskan tentang teori yang berkaitan dengan pencemaran 
udara, jaringan syaraf tiruan serta penjelasan teori-teori yang mendukung 
pembuatan aplikasi ini menggunakan metode Fuzzy Learning Vector 
Quantization (FLVQ). 
BAB III  METODOLOGI PENELITIAN  
Pada bagian ini menjelaskan tentang perancangan system yang meliputi 
tahapan penelitian, perumusan maslaah, pengumpulan data, analisa dan 
perancangan sistem, implementasi dan pengujian dan kesimpulan beserta 
saran. 
BAB IV  ANALISA DAN PERANCANGAN SISTEM 
Bagian ini menjelaskan tentang tahapan-tahapan pembahasan mengenai alur 
operasi metode FLVQ dan juga tahapan analisa dan perancangan system yang 
akan di bangun berdasarkan analisa yang telah dilakukan sebelumnya. 
BAB V  IMPLEMENTASI DAN PENGUJIAN SISTEM 
Pada bagian ini berisi penjelasan tentang batasan implementasi dan 
pengembangan perangkat lunak dan berisi tentang pengujian sistem. 
BAB VI  PENUTUP 
Bagian ini menjelaskan tentang kesimpulan  dari hasil penelitian yang 
dilakukan  dan saran terhadap penelitian berikutnya. 
  
BAB II  
LANDASAN TEORI 
2.1 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan adalah cabang dari salah satu ilmu kecerdasan 
buatan yang digunakan untuk memecahkan masalah terutama di bidang-bidang 
yang melibatkan pengelompokan dan pengenalan pola pada suatu masalah 
sehingga dengan adanya pola dan Jaringan Syaraf Tiruan telah dikembangkan 
dapat membantu. Sejak tahun 1940. Pada tahun 1943 Mc Culloch dan W. H. Pitts 
memperkenalkan pemodelan matematis neuron. Tahun 1949, Hebb mencoba 
mengkaji proses belajar yang dilakukan oleh neuron. Teori ini dikenal sebagai 
Hebbian Law. Tahun 1958, Rosenblatt memperkenalkan konsep perseptron suatu 
jaringan yang terdiri dari beberapa lapisan yang saling berhubungan melalui 
umpan maju (feed foward). (Musli Yanto, Sarjon Defit, et.al, 2015) 
Pengertian lainnya, jaringan syaraf tiruan (JST) adalah paradigma 
pemrosesan suatu informasi yang terinspirasi oleh sistem sel syaraf biologi. JST 
dibentuk sebagai generalisasi model matematika dari jaringan syaraf biologi, 
dengan asumsi bahwa (Nazelliana dkk, 2014):  
1. Pemrosesan informasi terjadi pada banyak elemen sederhana (neuron).  
2. Sinyal dikirimkan diantara neuron-neuron melalui penghubung-
penghubung.  
3. Penghubung antar neuron memiliki bobot yang akan memperkuat atau 
memperlemah sinyal.  
4. Untuk menentukan output, setiap neuron menggunakan fungsi 
aktivasi (biasanya bukan fungsi linier) yang dikenakan pada jumlahan input yang 
diterima. 
Hal yang ingin dicapai dengan melatih JST adalah untuk mencapai 
keseimbangan antara kemampuan memorisasi dan generalisasi. Yang dimaksud 
kemampuan memorisasi adalah kemampuan JST untuk mengambil kembali secara 
sempurna sebuah pola yang telah dipelajari. Kemampuan generalisasi adalah 
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kemampuan JST untuk menghasilkan respon yang bisa diterima terhadap pola-
pola yang sebelumnya telah dipelajari. Hal ini sangat bermanfaat bila pada suatu 
saat ke dalam JST itu diinputkan informasi baru yang belum pernah dipelajari, 
maka JST itu masih akan tetap dapat memberikan tanggapan yang baik, 
memberikan keluaran yang mendekati. (Nazelliana dkk, 2014). 
2.2 Learning Vector Quantization (LVQ) 
Learning vector quantization (LVQ) adalah salah satu bentuk algoritma 
jaringan syaraf tiruan (Neural Network) dimana proses pembelajarannya secara 
otomatis untuk mengklasifikasikan vektor-vektor masukan pada lapisan 
kompetitif yang terawasi (supervised learning) (Kusumadewi, 2004). LVQ 
merupakan klasifikasi pola masing-masing unit keluaran yang mewakili kategori 
atau kelas tertentu.  
Kelas yang dihasilkan berdasarkan pembelajaran pada lapisan kompettif 
berdasarkan jarak  vektornya. Jika ada dua vektor yang memiliki jarak dekat atau 
sama maka kedua vektor tersebut akan dikelompokan kedalam kelas yang sama. 
Berikut merupakan arsitektur dari LVQ (Lestari 2012) pada Gambar 2.1. 
 
Gambar 2.1 Arsitektur Learning Vector Quantization (LVQ) (Lestari, 2012) 
Dimana : 
x1 hingga x6  :    Merupakan masukan inputan 
|| x-w1 || :    Merupakan jarak bobot 
|| x-w2 ||  :    Merupakan jarak bobot 
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F1,F2 : Merupakan lapisan output dimana fungsi purelin sebagai   fungsi 
transfer linier yang digunakan untuk jaringan syaraf tiruan dengan 
menggunakan metode LVQ. Fungsi ini memiliki nilai pada range 0  
sampai 1. 
y1,y2  : Merupakan nilai output  
2.3 Aritmatika Fuzzy 
Bilangan crisp merupakan bilangan yang digunakan dalam kehidupan 
sehari-hari, dimana bilangan crisp ini hanya mempuyai 1 nilai pasti. Contoh dari 
bilangan crisp ini adalah 10, 20, 30, dll (Syafria, 2014). Berikut merupakan 
bilangan crisp pada gamabr 2.2 
 
Gambar 2.2 Bilangan Crisp 
Dalam teori logika fuzzy sebuah nilai dapat bernilai benar dan salah secara 
bersamaan, namun berapa besar tingkat kebenaran dan kesalahan itu tergantung 
kepada bobot keanggotaan yang dimilikinya.  
Himpunan tegas atau crisp merupakan himpunan yang membedakan 
anggota dan non anggotanya dengan batasan yang jelas. Pada himpunan crisp 
nilai keanggotaan suatu bilangan dalam satu himpunan hanya meiliki 2 
kemungkinan. Kemungkinan yang pertama adalah satu (1) yang berarti bilangan 
tersebut merupakan adalah anggota himpunan. Kemungkinan yang kedua adalah 
nol (0) yang berarti bilangan tersebut bukan termasuk kedalam anggota dalam 
suatu himpunan. 
Bilangan fuzzy merupakan bilangan yang tidak persis (imprecise) dalam 
garis rill, misalnya “kira-kira10”, “sekitar 20” dan sebagainya (Abdy, 2018) 
bilangan fuzzy juga merupakan bilangan yang menggunakan konsep himpunan. 
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Dimana anggota dari bilangan fuzzy tersebut tidak memiliki nilai keanggotaan (µ) 
yang sama. 
2.4 Fuzzy Learning Vector Quantization (FLVQ) 
Fuzzy learning vector quantization adalah pengembangan dari learning 
vector quantization. Perbedaan hanya didasarkan pada vector pewakilnya atau 
bobot (w) saja yang menggunakan bilangan fuzzy. Algoritma dari FLVQ ini 
memanfaatkan teori fuzzy pada vector masukan,proses pembelajaran dan 
penentuan kategori vector masukan (Syafria, 2014). 
2.4.1 Arsitektur Fuzzy Learning Vector Quantization (FLVQ) 
Arsitektur FLVQ memiliki 3 lapisan yaitu lapisan masukan (input layer), 
lapisan tersembunyi (hidden layer) dan lapisan keluaran (output layer). Berikut 
merupakan arsitektur FLVQ yang dapat dilihat pada Gambar 2.3. 
 
Gambar 2.3 Arsitektur FLVQ 
Gambar 2.3 pada layer inputan merupakan data yang terdiri dari neuron 
neuron sebagai pola input. Sedangkan pada hidden layer berisi vektor bobot atau 
vektor pewakil dan pada lapisan ini pula nilai similaritas antara setiap neuron pada 
lapisan input dengan setiap neuron vektor pewakil di cari (Jatmiko dkk,. 2011). 
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utama atau cover merupakan halaman pertama ketika user menggunakan sistem. 
Berikut merupakan tampilan halaman utama : 
2.4.2 Fuzzyfication 
Sebelum melakukan inputan data terlebih dahulu melakukan tahapan 
fuzzyfication atau pembentukan vektor pewakil. Proses ini mengubah data crisp 
menjadi vektor fuzzy segitiga. Data akan dikelompokan terhadap kelas atau 
targetnya masing-masing. Kemudian melakukan pembentukan vektor pewakil 
fuzzy dengan mencari nilai minimal, maksimal dan rata-rata (Syafria, 2014). 
Adapun contoh pembentukan vektor pewakil yang dapat dilihat pada Gambar 2.4. 
 
Gambar 2.4 Pembentukan Vektor Fuzzy 
Gambar 2.4 pada proses pembentukan vektor fuzzy dilakukan pencarian 
nilai minimal, maksimal dan rata-rata pada semua inputan yang memiliki kelas 
atau target yang sama. Setiap segitiga mewakili satu parameter masukan terhadap 
satu kelas. Banyaknya parameter masukan pada peneilitian ini adalah 5 dengan 
menggunakan 5 kelas. Sehingga pada penelitian ini memiliki  25 parameter 
masukan pada semua kelas. 
2.4.3 Nilai Similaritas 
Nilai similaritas merupakan pencarian nilai maksimun dari irisan antara 
vektor masukan dengan vektor pewakil. (Imah & Basarudin, 2015). Bobot pada 
fuzzy segita hanya berupa nilai vektor pewakil saja, sedangkan untuk inputan data 
latih dan data uji tetap bernilai crisp. Hal ini dikarenakan pembentukan bilangan 
fuzzy memiliki nilai minimal dan maksimal yang sama dengan komponen 
tengahnya. Sehingga bentuk bilangan fuzzy akan mejadi garis lurus seperti nilai 
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crisp seperti Gambar 2.5. Nilai similaritas dapat dihitung menggunakan 
persamaan sebagai berikut (Denceux dan Manson, 2004) dalam (Syafria,2014): 
µ(x,y) = 
𝑦−𝑥(3)
𝑥(2)−𝑥(3)
        (2.1) 
Dimana : 
µ(x,y) : nilai similaritas 
y : inputan atau nilai masukan 
𝑥(2) : nilai rata-rata 
𝑥(3) : nilai maksimal 
 
Gambar 2.5 Nilai Similaritas (Syafria,2014) 
2.4.4 Kelas Pemenang  
Penentuan kelas pemenang merupakan proses penentuan nilai maksimal 
terhadap nilai similaritas untuk acuan pada proses update bobot pada vektor 
pewakil. Tiap kelas akan dihasilkan n buah µ untuk kelas tersebut (Syafria, 2014). 
Nilai terkecil dari setiap nilai similaritas perlu dicatat dari masing-masing kelas. 
µ(𝑖) = 𝑚𝑖𝑛(µ(𝑖,1), µ(𝑖,2), µ(𝑖,3), … . . µ(𝑖,𝑛))               (2.2) 
Setelah didapat nilai similaritas terkecil langkah selanjutnya adalah 
mencari nilai terbesar dari nilai similaritas atau kelas pemenang dengan 
menggunakan rumus sebagai berikut : 
µ(𝑓𝑖𝑛𝑎𝑙) = 𝑚𝑎𝑥(µ(𝑖,1), µ(𝑖,2), µ(𝑖,3), … . . µ(𝑖,𝑛))    (2.3) 
Kelas dengan nilai similaritas tertinggi merupakan kelas pemenang. Jika 
nilai similaritas dari kelas pemenang adlaah 0, maka data latih dianggap tidak 
terintgrasi. Berikut merupakan contoh penentuan kelas pemenang pada Gambar 
2.6. 
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Gambar 2.6 Penentuan Kelas Pemenang 
2.4.5 Algoritma Pembelajaran 
Pada dasarnya FLVQ memiliki konsep yang sama dengan LVQ pada 
umumnya. Maka dari itu algoritma dari FLVQ juga sama dengan LVQ. Berikut 
merupakan algoritma pembelajaran FLVQ (Syafria, 2014): 
Langkah 0 :  Inisialisasi bobot 
Langkah 1 :  Jika kondisi gagak, lakukan langkah 2-8 
Langkah 2 : Untuk setiap vektor fuzzy masukan, lakukan langkah 3 sampai 6  
Langkah 3 : Hitung jarak antara vektor fuzzy masukan dan vektor pewakil. 
Langkah ini dilakukan dengan cara menghitung nilai similaritas 
vektor masukan dengan vektor pewakil tiap kelas. Kelas dengan 
nilai similaritas terbesar adalah kelas pemenang.  
Langkah 4  : Menentukan indeks j kelas pemenang. 
Langkah 5  : Memeriksa indeks j kelas pemenang dan bandingkan dengan    
informasi  kelas. 
Langkah 6   : Untuk setiap neuron j  
1. Meng-update bobot jika nilai similaritas terbesar adalah 0 
Jika nilai similaritas pada kelas pemenang adalah 0, maka data tidak 
dianggap mausk kedalam kelas manapun. Nilai minimal (𝑤𝑖𝑗
(1))dan nilai 
maksimal(𝑤𝑖𝑗
(3))pada vektor pewakil untuk semua kelas dilebarkan dengan 
menggunakan sebuah konstanta beta (𝛽) yang bernilai lebih dari 1 dan nilai 
tengah (𝑤𝑖𝑗
(2)) bernilai tetap. Berikut adalah rumusnya: 
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(𝑤𝑖𝑗
(1)) = 𝑤𝑖𝑗
(2) − 𝛽(𝑤𝑖𝑗
(2) − 𝑤𝑖𝑗
(1))     (2.4) 
(𝑤𝑖𝑗
(2)) = 𝑤𝑖𝑗
(2)                  (2.5) 
(𝑤𝑖𝑗
(3)) = 𝑤𝑖𝑗
(2) − 𝛽(𝑤𝑖𝑗
(3) − 𝑤𝑖𝑗
(2))      (2.6) 
Dimana : 
𝛽>1 
1 < 𝑖 < 𝑛, 𝑛 = jumlah dimensi 
1 < 𝑗 < 𝑘, 𝑘 = jumlah kelas 
2. Meng-update bobot jika nilai similaritas terbesar adalah sama dengan 
target 
Ketika kelas nilai similaritas pada kelas pemenang adalah 1 dan kelas 
masukan pada data pertama adalah 1 sehingga hasil kategorisasi jaringan juga 
kelas 1. Nilai minimal (𝑤𝑖𝑗
(1))dan nilai maksimal (𝑤𝑖𝑗
(3))pada vektor pewakil 
untuk semua kelas dilebarkan dengan menggunakan sebuah konstanta beta (𝛽) 
yang bernilai lebih dari 1 dan nilai tengah (𝑤𝑖𝑗
(2)) akan bergerak mendekati 
vektor input. Berikut adalah rumusnya : 
(𝑤𝑖𝑗
(2)) = 𝑤𝑖𝑗
(2) + 𝛼(1 − µ𝑖𝑗)(𝑥𝑖 − 𝑤𝑖𝑗
(2))    (2.7)       
Dimana : 
𝛽>1 
1 < 𝑖 < 𝑛, 𝑛 = jumlah dimensi 
j = kelas pemenang 
α = laju pemahaman / learning rate 
3. Meng-update bobot jika nilai similaritas terbesar adalah tidak sama 
dengan target 
Ketika kelas nilai similaritas pada kelas pemenang adalah 1 dan kelas 
masukan pada data pertama adalah 2 sehingga hasil kategorisasi jaringan juga 
kelas 1.Nilai minimal (𝑤𝑖𝑗
(1))dan nilai maksimal (𝑤𝑖𝑗
(3))pada vektor pewakil 
untuk semua kelas disempitkan dengan menggunakan sebuah konstanta beta (𝛽) 
yang bernilai kurang dari 1 dan nilai tengah (𝑤𝑖𝑗
(2)) akan bergerak menjauhi 
vektor input. Berikut adalah rumusnya : 
(𝑤𝑖𝑗
(2)) = 𝑤𝑖𝑗
(2) − 𝛼(1 − µ𝑖𝑗)(𝑥𝑖 − 𝑤𝑖𝑗
(2))   (2.8) 
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Dimana :  
𝛽>1 
1 < 𝑖 < 𝑛, 𝑛 = jumlah dimensi 
j = kelas pemenang 
α = laju pemahaman / learning rate 
 
Langkah 7 :   Memodifikasi laju pemahaman 
Langkah 8 :   Periksa kondisi henti. 
 
Jika semua data pada pembelajaran sudah dimasukan ke dalam algoritma 
pembelajaran, maka pembelajaran pada epoch ke-1 telah selesai dilakukan. Untuk 
masuk pada pembelajaran epoch ke-2  𝛼 akan dikurangi dengan pengurangan alfa 
begitu pula untuk epoch selanjutnya hingga 𝛼 memenuhi syarat henti. Pada saat 
pengujian dilakukan langkah yang sama, hanya saja tidak dilakukan perubahan 
pada vektor pewakil 
2.4.6 Tahapan Pelatihan FLVQ 
Tahapan pelatihan pada fuzzy learning vector quantization terbagi menjadi 
empat yaitu, vektor pewakil (fuzzyfication), nilai similaritas, penentuan kelas 
pemenang dan melakukan pembelajaran. 
Fuzzyfication merupakan tahap pembentukan vektor fuzzy yang didapat 
dari nilai maksimal, minimal dan rata rata dari semua inputan satu kelas atau 
dimensi  yang sama. Proses fuzzyfication akan membentuk fuzzy segitiga seperti 
Gambar 2.4    
Kemudian akan dilakukan pencarian nilai similaritas. Pada lapisan hidden 
layer ini akan dilakukan proses pencarian nilai similaritas dengan menggunakan 
persamaan (2.1) dari vektor pewakil yang sudah didapat. Setelah nilai similaritas 
untuk tiap kelas didapat maka langkah selanjutnya pengambilan nilai minimun 
dari nilai similaritas. 
Setelah proses pengambilan nilai minimun pada nilai similaritas didapat 
menggunakan persamaan (2.2), tahap selanjutnya adalah penentuan kelas 
pemanang menggunakan persamaan (2.3) untuk menghitung nilai maksimal 
 II-10 
 
similaritas. Kelas dengan nilai tertinggi merupakan kelas pemenang. Apabila 
kelas pemenang sama dengan nol (0), maka data latih dianggap tidak terintegrasi. 
Proses selanjutnya setelah mendapatkan nilai similaritas dari kelas 
pemenang maka dilakukan tahap pembelajaran untuk mengupdate bobot vektor 
pewakil. Nilai minimal, maksimal dan rata-rata pada vektor pewakil akan 
diperbarui pada tahap ini. Terdapat tiga kondisi saat melakukan pembelajaran. 
Pertama saat kelas pemenang tidak sama dengan target, makan digunakan 
persamaan (2.4), (2.8) dan (2.6) dalam melakukan proses pembelajaran. Kedua 
saat kelas pemenang sama dengan target, maka digunakan persamaan (2.4), (2.7) 
dan (2.6) dalam melakukan proses pembelajaran. ketiga saat kelas pemenang 
sama dengan nol (0), maka digunakna persamaan (2.4), (2.5) dan (2.6) dalam 
melakukan proses pembelajaran. 
2.5 Pencemaran Udara 
Pencemaran udara adalah salah satu jenis pencemaran yang terjadi karena 
ulah manusia secara sengaja ataupun tidak sengaja. Menurut UU No. 32 tahun 
2009, pencemaran lingkungan hidup berarti masuk atau dimasukannya makhluk 
hidup, zat, energi, dan/atau komponen lain ke dalam lingkungan hidup oleh 
kegiatan manusia sehingga melampaui baku mutu hidup lingkungan yang telah 
ditetapkan. Zat berbahaya ini dihasilkan melalui proses industri dan juga 
pembakaran minyak kendaraan yang digunakan oleh manusia. Maka dari itu, 
pencemaran udara itu dihasilkan secara sengaja ataupun tidak sengaja oleh 
manusia.  
Udara ambien adalah udara yang terdapat di troposfir yang dihirup oleh 
manusia sehari-hari dan dapat mempengaruhi kesehatan manusia serta makhluk 
hidup disekitarnya. Mengenai zat berbahaya yang masuk ke udara tersebut, 
Budiyono (2001) memaparkan berbagai jenis zat berbahaya yang masuk ke udara. 
Zat tersebut adalah  NOx, SOx, CO, Ox, TSP dan PB. Jika kadar dari zat tersebut 
hanya sekian persen atau sedikit, maka udara akan dapat menetralisirkannya. 
Namun, jika berlebihan maka akan menyebabkan udara dan sistem yang ada 
disekitarnya rusak. Menurut Syarial (2017) unsur-unsur berbahaya yang 
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terkandung didalam udara meliputi PM10, SO2, CO, O3 dan NO2. Faktor yang 
paling mempengaruhi baik atau buruknya kualitas udara adalah debu atau PM10, 
hal ini dikarenakan debu yang peling konsisten diantara unsur yang lainnya. 
Berdasarkan peraturan pemerintah Republik Indonesia nomor 41 tahun 
1999 tentang pengendalian udara pasal satu, Baku mutu udara ambien adalah 
ukuran batas atau kadar zat , energi dan/atau komponen yang ada/atau yang 
seharusnya ada dan/atau unsur pencemar yang ditenggang keberadaanya dalam 
udara ambien. Satuan untuk nilai baku mutu adalah µg/m3.  
Indeks Standar Pencemaran Udara (ISPU) adalah angka yang tidak 
mempunyai satuan yang menggambarkan kondisi mutu udara ambien di lokasi 
tertentu, yang didasarkan kepada dampak terhadap kesehatan manusia, nilai 
estetika dan makhluk hidup lainnya.  
Berdasarkan Indeks Standar Pencemaran Udara (ISPU) yang telah 
ditetapkan oleh Badan Pengendalian Dampak Lingkungan (BAPEDAL) Kelima 
unsur tersebut diukur dari stasiun pemantau yang telah ditetapkan pada lokasi-
lokasi dan waktu tertentu. Adapun waktu pengukuran dapat dilihat pada Tabel 
2.1. 
Tabel 2.1 Waktu Pengukuran 
Parameter Waktu Pengukuran 
Partikulat (PM10) 24 jam (peridoe pengukuran rata-rata) 
Sulfur Dioksida (SO2) 24 jam (peridoe pengukuran rata-rata) 
Carbon Monoksida (CO) 8 jam (peridoe pengukuran rata-rata) 
Ozon (O3) 1 jam (peridoe pengukuran rata-rata) 
Nitrogen Dioksida (NO2) 1 jam (peridoe pengukuran rata-rata) 
Setelah dilakukan perhitungan matematis terhadap udara dibutuhkan batas 
indeks standar pencemaran udara yang telah ditetapkan dalam satuan SI. Berikut 
batas indeks standar pencemaran udara pada Tabel 2.2. 
Tabel 2.2 Indeks Standar Pencemaran Udara (ISPU) 
Indeks Standar 
Pencemaran 
Udara 
24 jam PM10 
µg/m3 
24 jam SO2 
µg/m3 
B jam CO 
µg/m3 
1 jam O3 
µg/m3 
1 jam NO2 
µg/m3 
10 50 80 5 120 - 
50 150 365 10 235 - 
100 350 800 17 400 1130 
300 420 1600 34 800 2260 
400 500 2100 46 1000 3000 
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Indeks Standar 
Pencemaran 
Udara 
24 jam PM10 
µg/m3 
24 jam SO2 
µg/m3 
B jam CO 
µg/m3 
1 jam O3 
µg/m3 
1 jam NO2 
µg/m3 
500 600 2620 57.4 1200 3750 
Setelah dilakukan pengukuran rata-rata, akan dilanjutkan mencari 
kosentrasi udara ambien dengan persamaan : 
 I   = 
𝐼𝑎−𝐼𝑏
𝑋𝑎−𝑋𝑏
(Xx - Xb) + 1b  
Keterangan : 
I  = ISPU terhitung 
Ia  = ISPU batas atas 
Ib = ISPU batas bawah 
Xa = Ambien batas atas 
Xb = Ambien batas bawah 
Xx = Kadar ambien nyata hasil pengukuran 
2.6 Akurasi 
Akruasi dari suatu sistem pengukuran merupakan tingkat kedekatan 
pengukuran kuantitas terhadap nilai yang sebenarnya. Akurasi mempunyai peran 
penting dalam melihat suatu keberhasilan dan kegagalan dalam penelitian 
tersebut. Pada penelitian ini penulis menggunakan confusion mattrix dalam 
mengukur tingkat akurasi. Confusion matrix merupakan alat yang berguna untuk 
menganalisis seberapa baik classifier mengenali tuple dari kelas yang berbeda. TP 
dan TN memberikan informasi ketika classifier benar, sedangkan FP dan FN 
memberikan informasi ketika classifier salah (Jiawei Han dkk, 2012 dikutip oleh 
Gofur 2018). Berikut adalah contoh dari confusion matrix pada Tabel 2.3. 
Tabel 2.3 Confusion Matrix 
 Ya Tidak 
Ya TP FN 
Tidak FP TN 
Total P’ N’ 
Akurasi merupakan persentase dari data yang diprediksi secara benar. 
Perhitungan akurasi adalah : 
             𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =   (𝑇𝑃+𝑇𝑁)
(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
      (2.9) 
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Keterangan : 
TP :True positives, merupakan jumlah data dengan kelas positif yang 
diprediksikan positif. 
TN :True negatives, merupakan jumlah data dengan kelas negatif yang 
diprediksikan negatif. 
Fp :False positives, merupakan jumlah data dengan kelas positif diprediksikan 
negatif. 
FN :False negatives, merupakan jumlah data dengan kela positif negatif 
diprediksikan positif. 
2.7 Kajian Pustaka 
Penelitian-penelitian terkait akan dijelaskan dalam bentuk Tabel pada 
Tabel 2.4 berikut ini:  
Tabel 2.4 Penelitian Terkait 
No 
Penulis & 
Tahun 
Judul Metode Hasil 
1 Afif 
Budiyono, 
2001 
Dampak Pencemaran 
Udara Pada 
Lingkungan (Peneliti 
Bidang Pengkajian 
Ozon dan Polusi 
Udara di Pusat 
Pemanfaatan Sains 
Atmosfer dan Iklim) 
 a. Hadirnya pencemaran 
udara seperti NOx, SOx, 
CO, Ox, TSP, PB dan 
logam berat lainnya 
mempunyai dampak buruk 
terhadap lingkungan, baik 
pada kesehatan manusia, 
hewan, tumbuh-tumbuhan 
dan lingkungan alam itu 
sendiri. 
b. Akibat pencemaran 
udara yang terjadi pada 
tubuh manusia adalah 
peningkatan saluran 
pernafasan kronik yang non 
spesifik seperti asma dan 
bronkitis. Sedangkan 
dampak terhadap flora dan 
fauna adalah menurunnya 
tingkat produktivitas 
pertanian, dan juga 
merusak/hilangnya 
keindahan material 
tersebut. 
2 Yasti 
Nurul 
Inayah, 
2015 
Analisis Tingkat 
Pencemaran Udara 
Pada Kawasan 
Terminal Malengkeri 
Di Kota Makasar  
Indeks Standar 
Pencemaran 
Udara (ISPU) 
a. Nilai ISPU untuk 
kawasan Terminal 
Malengkeri Makasar pada 
hari kerja untuk jenis 
polutan Sulfur Dioksida 
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No 
Penulis & 
Tahun 
Judul Metode Hasil 
(SO2), dan Nitrogen 
Dioksida (NO2) tergolong 
baik sedangkan untuk 
polutan Karbon Monoksida 
(CO) tergolong dalam 
kategori tidak sehat 
b. Konsentrasi polutan 
di sekitar kawasan 
Terminal Malengkeri 
menggunakan metode 
otomatis pada hari kerja 
adalah rata-rata untuk 
polutan Sulfur Dioksida 
(SO2) senilai 151,93 
μg/m3, polutan Nitrogen 
Dioksida (NO2) senilai 
119,01 μg/m3, polutan 
Karbon Monoksida (CO) 
senilai 21,01 μg/m3, 
polutan Karbon Dioksida 
(CO2) senilai 0 μg/m3, 
polutan Hidrogen (H2) 
senilai 2,19 μg/m3, polutan 
Hidrogen Sulfida (H2S) 
senilai 74,19 μg/m3, 
polutan Klorida (Cl2) 56,43 
μg/m3. Apabila 
dibandingkan dengan baku 
mutu  udara ambien, maka 
hanya 4 polutan yang dapat 
dibandingkan yaitu SO2, 
NO2, CO dan Cl2 yang 
masing-masing pulutan 
masih berada dibawha 
standar baku mutu untuk 
waktu pengukuran satu jam 
terkecuali Cl2 
diestimasikan ke 24 jam  
3 Christian 
Alberto 
Constantin
o tokan, 
2015 
Pengendalian 
Pencemaran Udara 
Melalui Pengelolaan 
Ruang Terbuka Hijau 
(RTH) Di Kota 
Yogyakarta 
 a. Pelaksanaan 
pengendalian pencemaran 
udara melalui pengelolaan 
RTH masih kurang efektif 
karena kurangnya luasan 
RTH publik yang dimiliki 
Kota Yogyakarta. Luas 
RTH privat telah mencapai 
14,49 %, berarti lebih 
tinggi daripada persyaratan 
minimal, sedangkan RTH 
publik baru mencapai 17,22 
% sehingga terdapat 
kekurangan RTH publik 
sebesar 2,78% guna 
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No 
Penulis & 
Tahun 
Judul Metode Hasil 
memenuhi persyaratan 
minimal pemerintah Kota 
Yogyakarta sejauh ini telah 
melaksanaan rencana 
jangka panjang pengelolaan 
RTH melalui Program Aksi 
RTH tahap I dan tahap II 
yang berhasil 
meningkatkan luas RTH 
sebesar 0,06% pada tahun 
2013. 
4 Ismiyati, 
Marlita, 
Saidah, 
2014 
Pencemaran Udara 
Akibat Emisi Gas 
Buang Kendaraan 
Bermotor  
 b. Solusi untuk 
mengatasi polusi udara 
udara kota diantaranya, 
dengan pembatasan izin 
bagi angkutan umum kecil, 
dengan memperbanyak 
angkutan massal; seperti 
bus dan kereta api. 
Kemudian pembatasan usia 
kendaraan terutama bagi 
angkutan umum juga perlu 
mendapatkan pertimbangan 
secara khusus, mengingat, 
semakin tua kendaraan, 
apalagi yang kurang 
terawat, sangat berpotensi 
besar sebagai penyumbang 
polutan udara. 
5 Fitriani, 
Arifin, 
Widjiantor
o, 2013 
Prediksi kadar Polutan 
Menggunakan 
Jaringan Syaraf Tiruan 
(JST) untuk 
Pemantauan Kualitas 
Udara Di Kota 
Surabaya 
Backpropagati
on  
a. Model JST terbaik 
untuk melakukan prediksi 
terhadap konsentrasi O3 di 
esok hari adalah JST 
multivariate dengan 
arsitektur 7-20-20-1 dan 
fungsi aktivasi berupa 
tansing pada input layer, 
logsig pada hidden layer 
serta purelin pada output 
layer. 
b. Hasil validasi 
terhadap model terbaik 
memberikan performansi 
RMSE 0.234 μg/m3 dan R2 
= 0.92 untuk prediksi 1 hari 
ke depan serta RMSE 0.265 
μg/m3 dan R2 = 0.76 untuk 
prediksi 2 hari ke depan. 
c. Jika dibandingkan 
dengan penelitian 
sebelumnya dengan 
menggunakan 
JSTmultivariate model I 
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No 
Penulis & 
Tahun 
Judul Metode Hasil 
dengan memiliki 
performansi MSE = 13,097 
μg/m3 lebih rendah dari 
penelitian menggunakan  
regression neural network  
dengan MSE = 38.001 
μg/m3 
6 Fadhilah 
Syafria, 
2014 
Pemodelan Fuzzy 
Learning Vector 
Quantization pada 
Pengenalan Suara Paru 
Fuzzy 
Learning 
Vector 
Metode FLVQ lebih baik 
dari LVQ dimana nilai 
akurasi rata-rata pada data 
latih sebesar 99.7% dan 
data uji sebesar 93.88%. 
sedangkan untuk LVQ 
rata-rata data latih 
memiliki akurasi sebesar 
87.83% dan 86.88% untuk 
pengujian. 
7 H. R. 
Sanabila, 
Rochmatul
lah dan W. 
Jatmiko, 
2012 
Optimasi Fuzzy 
Learning Vector 
Quantization untuk 
Sistem Pengenalan 
Aroma Campuran 
Fuzzy 
Learning 
Vector 
a. FLVQ menggunakan 
cross validation memiliki 
tingkat pengenalan 
tertinggi sebesar 88.8% 
b. Tingkat pengenalan 
FLVQ terletak pada 
inisialisasi vektor awal 
saja. semakin baik 
inisialisasi vektor pewakil 
awal, maka akan semakin 
baik pula tingkat 
pengenalan yang 
dihasilkan. 
8 I Gede 
Sujana Eka 
Putra, I K 
G Darma 
Putra dan 
Putu 
Agung 
Bayupati, 
2014 
Klasifikasi sidik jari 
dengan metode Fuzzy 
Learning Vector 
quantizationdan fuzzy 
backpropagation 
metode Fuzzy 
Learning 
Vector 
Quantizationd
an fuzzy 
backpropagati
on 
FLVQ lebih baik dari Fuzzy 
Backpropagation dimana 
FLVQ memiliki persentase 
kecocokan sebesar 93.78%  
dan Fuzzy Bacpropagation 
sebesar 93.30% 
9 Mak Rabin 
Muhamma
d Rahwi, 
Mashuri 
dan Sri 
Maryani, 
2018 
Klasifikasi kualitas 
susu segar 
menggunakan metode 
Fuzzy Learning Vector 
quantization 
Fuzzy 
Learning 
Vector 
quantization 
Hasil pengujian dari 93 data 
susu di Farm Tegalsari, 
diperoleh 46 data termasuk 
kedalam kualitas susu unggul 
dan 47 termasuk kualitas susu 
baik dengan persentase error 
sebesar 3.2258% 
 
  
BAB III 
METODOLOGI PENELITIAN 
Metodologi penelitian adalah sekumpulan peraturan, kegiatan, dan 
prosedur yang digunakan oleh pelaku suatu disiplin  ilmu.  Metodologi penelitian 
dilakukan dengan tujuan untuk mendapatkan hasil yang sesuai dengan yang 
diinginkan. Prosedur tersebut diperlukan agar memudahkan didalam melakukan 
sebuah penelitian. Berikut tahapan-tahapan dalam penelitian: 
 
Gambar 3.1 Metodologi Penelitian 
Berikut penjelasan dari Gambar 3.1: 
3.1 Perumusan Masalah 
Tahapan yang pertama dilakukan dalam metodologi penelitian ini adalah 
perumusan masalah. Mencari dan memahami permasalahan yang di jadikan 
penelitian serta mencarikan solusi terhadap masalah. Perumusan masalah dalam 
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penelitian ini adalah bagaimana mengklasifikasikan kualitas udara Pekanbaru 
menggunakan Fuzzy Learning Vector Quantization (FLVQ) 
3.2 Pengumpulan Data 
Pada tahap ini bertujuan untuk memperoleh data dan informasi yang 
berhubungan dengan penelitian yang akan dilakukan. 
3.2.1 Studi Pustaka 
 Pada tahap studi literatur ini dilakukan untuk memperoleh pengetahuan, 
teori dan konsep yang akan membantu dalam penelitian dengan kasus klasifikasi 
pencemaran udara. Studi literatur dilakukan dengan cara membaca buku, artikel 
dan jurnal-jurnal yang menunjang dalam tugas ini sehingga dapat memudahkan 
penyelesai permasalahan yang ada dan digunakan agar dapat memperkuat hasil 
penelitian penulis dan membantu penulis menemukan hal yang tidak di mengerti 
oleh penulis. 
3.2.2 Wawancara 
 Pada tahap ini dilakukan wawancara dengan kepala laboratorium udara 
kota Pekanbaru pada tanggal 4 Desember 2017. Data yang didapat adalah data 
kualitas udara dari januari 2011 sampai dengan desember 2015 yaitu sebayak 
1825 data. 
3.3 Analisa dan Perancangan Antar Muka 
 Tahapan selanjutnya setelah penulis melakukan pengumpulan data yaitu : 
3.3.1 Analisa Kebutuhan Data 
Data kualitas udara yang digunakan terbagi menjadi 2 jenis, yaitu data 
tidak seimbang dan data seimbang. Dimana data tidak seimbang ini merupakan 
data pada tangal 1 januari 2015 sampai dengan desember 2015 yang berjumlah 
365 data kualitas udara, hal ini dikarenakan data pada tahun 2015 ini merupakan 
data yang lengkap dibandingkan tahun tahun sebelumnya. Sementara jenis data 
seimbang merupakan gabungan data dari tahun 2011 hingga 2015 yang berjumlah 
250 data kualitas udara yang mana jumlah pada setiap kelasnya adalah sama. 
Tahapan analisa model ini terdiri dari: 
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1. Variabel Input 
Variabel input merupakan data inputan yang digunakan untuk 
mengklasifikasi kualitas udara dengan menggunakna metode FLVQ. 
Varibel yang mempengaruhi kualitas udara yaitu PM10, SO2, CO, O3, dan 
NO2 .  
2. Variabel Output 
Tahapan ini merupakan penentuan kelas kkualitas udara yang digunakan. 
Varibel output yang digunakan berjumlah 5 kelas kualitas udara yaitu 
kelas baik, sedang, tidak sehat, sangat tidak sehat dan berbahaya. 
3. Cleaning  
Cleaning data merupakan proses penghapusan data yang tidak konsisten 
atau data yang tidak valid akan dihilangkan. 
4. Pembagian Data 
Tahapan ini merupakan tahapan pembagian data latih dan data uji dari 
keseluruhan data yang telah diproses pada tahap Cleaning sebelumnya. 
Adapun jumlah data yang telah dicleaning sebanyak 327 data pada jenis 
data tidak seimbang dan 250 data pada jenis data seimbang.  
3.3.2 Analisa Klasifikasi Fuzzy Learning Vector Quantization 
Setelah melakukan proses analisa kebutuhan data, proses selanjutnya 
adalah pelatihan menggunakan FLVQ. Berikut adalah langkah-langkah 
pengerjaan FLVQ: 
1. Fuzzyfication (Vektor Pewakil) 
Berfungsi untuk menentukan nilai minimal, rata-rata dan maksimal pada 
setiap kelas terhadap variabel inputan/dimensi inputan. 
2. Nilai Similaritas     
Nilai similaritas merupakan proses untuk menentukan kelas pemenang. 
Nilai similaritas dicari untuk setiap variabel inputan dengan menggunakan 
rumus (2.1) 
3. Nilai Similaritas Terkecil (Implikasi)    
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Setelah didapat nilai similaritas untuk setiap variabel inputan, maka 
langkah selanjutnya adalah menentukan nilai terkecil similaritas pada 
suatu kelas dengan menggunakan rumus (2.2). 
4. Nilai Similaritas Terbesar/ Kelas Pemenang   
Setelah mendapatkan nilai similartas terkecil pada setiap kelas, maka 
langkah selanjutnya adalah menentukan nilai similaritas terbesar atau 
kelas pemenang terhadap semua kelas dengan menggunakan rumus (2.3). 
5. Tahap Pembelajaran      
Setelah kelas pemenang didapat, maka dilakukan pengecekan terhadap 
target dengan 3 kondisi untuk memperbarui vektor pewakil. Pertama 
ketika kelas pemenang sama dengan nol, maka digunakan persamaan 
(2.4), (2.5) dan (2.6) dalam melakukan proses pembelajaran. Kedua ketika 
kelas pemenang sama dengan target atau benar, maka digunakan 
persamaan (2.4), (2.7) dan (2.6). Ketiga  ketika kelas pemenang tidak 
sama dengan target atau salah, maka digunakan persamaan (2.4), (2.8) dan 
(2.6). Setelah bobot vektor pewakil diperbarui langkah selanjutnya adalah 
melakukan pengurangan 𝛼. 
3.3.3 Perancangan Antar Muka 
 Tahapan ini dilakukan setelah selesai proses analisa. Pada penelitian ini 
tahapan yang digunakan berupa rancangan tampilan Grapich User Interface 
(GUI). GUI merupakan penghubung antara user dan program. 
3.4 Implementasi 
Merupakan tahap penyusunan perangkat lunak sistem (coding) dan 
pengujian (testing) apakah sistem dapat berjalan sesuai dengan kebutuhan. Untuk 
mengimplementasikan aplikasi ini maka dibutuhkan perangkat pendukung, 
perangkat tersebut berupa perangkat keras dan perangkat lunak. 
Adapun perangkat yang dibutuhkan adalah: 
Perangkat keras yang dibutuhkan adalah: 
1. Processor  : Intel Core i7 
2. Memory  : 4 GB 
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3. Hardisk  : 500 GB 
 
Perangkat Lunak yang dibutuhkan adalah: 
1. Flat Form  : Windows 
2. Bahasa Pemograman : PHP 
3. DBMS   : MySQL 
4. Web Server  : Apache 
5. Browser  : Google Chrome 
6. Server   : Localhost 
7. Tools   : Microsoft Visio, Notepad ++ 
3.5 Pengujian 
Pengujian yaitu proses yang dilakukan untuk mengetahui apakah hasil 
keluaran sesuai dengan yang ingin dicapai atau tidak. Beirkut ini merupakan 
tahapan dalam pengujian yang dilakukan pada penelitian : 
1. Pengujian blackbox  
Metode ini berpusat pada fungsional perangkat lunak yang digunakan, 
Tujuan metode ini adalah menemukan kesalahan-kesalahan seperti :  
a. Fungsi-fungsi yang tidak sesuai, atauhilang 
b. Kesalahan atau kekeliruan interface 
c. Kesalahan performasi sistem 
d. Kesalahan pengaksesan database atau struktur data yang digunakan 
e. Kesalahan inisialisasi (proses mulai) atau terminasi (proses 
selesai/akhir). 
2. Pengujian akurasi yang dilakukan terbagi atas dua jenis data, yaitu data tak 
seimbang dan data seimbang. Pengujian akurasi yang dilakukan 
menggunakan confusion matrix. 
3. Parameter yang akan diuji pada penelitian ini adalah koefisien pelebaran, 
koefisien penyempitan, learning rate dan pembagian data latih dan data 
uji. 
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3.6 Kesimpulan dan Saran 
Kesimpulan merupakan tahapan akhir dari penelitian yang telah dilakukan, 
dimana dalam kesimpulan ini akan menjelaskan tentang hasil dari penelitian. 
Kemudian memberikan saran peneliti berikutnya ataupun kepada pembaca 
mengenai pengembangan ataupun penyempurnaan penelitian berikutnya yang 
akan dilakukan oleh pembaca. 
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BAB IV 
ANALISA DAN PERANCANGAN SISTEM 
Pada bab ini akan dijelaskan tentang tahapan analisis masalah yang 
berhubungan dengan perancangan sistem. Analisa dan perancangan pada sebuah 
penelitian merupakan hal yang penting. Dimana pada tahapan analisa ini 
bertujuan agar penulis dapat memahami sistem yang akan dibuat. Analisa dan 
perancangan yang akan dibuat pada penelitian ini adalah analisa kebutuhan data, 
preprocessing, processing dan perancangan antar muka.  
Pada penelitian ini akan dilakukan penerapan Fuzzy Learning Vector 
quantization (FLVQ) dalam kasus klasifikasi kualitas udara. Terdapat 5 variabel 
inputan dalam algoritma FLVQ. Sedangkan output atau target pada metode FLVQ 
terdiri dari 5 kelas kualitas udara. 
4.1 Analisa Kebutuhan Data 
Analisa Kebutuhan data merupakan tahap analisa dalam menentukan data 
kualitas udara yang akan digunakan dalam penelitian ini. Data yang digunakan 
dikelompokan menjadi 2 bagian, yaitu :  
a. Data tak seimbang 
365 data kualitas udara kota Pekanbaru pada sistem pemantau Sukajadi 
tahun 2015/2016 yang terdiri dari 264 data kelas kualitas baik, 53 data 
kelas kualitas sedang, 25 data kelas kualitas tidak sehat, 11 data kelas 
kualitias sangat tidak sehat dan 12 data kelas kualitas berbahaya. 
b. Data seimbang 
250 data kualitas udara yang terdiri dari 50 data kelas kualitas baik, 50 
data kelas kualitas sedang, 50 data kelas kualitas tidak sehat, 50 data kelas 
kualitas sangat tidak sehat, 50 data kelas kualitas berbahaya. 
Tahapan-tahapan pada analisa kebutahan data terdiri dari variabel input, 
variabel output, cleaning dan pembagian data. Berikut merupakan tahapan-
tahapan analisa kebutuhan data. 
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4.1.1 Varibel Input  
Pada penelitian ini, variabel input yang digunakan adalah 5 unsur-unsur 
kimia yang terkandung didalam udara. Variabel yang digunakan dapat dilihat 
pada Tabel 4.1. 
Tabel 4.1 Keterangan Variabel Input 
Variabel Keterangan Satuan Nilai 
PM10 Partikulat  ug/m3 
SO2 Sulfur Dioksida  ug/m3 
CO Karbon Monoksida  ug/m3 
O3 Ozon  ug/m3 
NO2 Nitrogen Dioksida  ug/m3 
4.1.2 Variabel Output 
Variabel Output merupakan kelas target kualitas udara. Variabel output 
yang digunakan pada kualitas udara dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Keterangan Variabel Output 
Kelas Keterangan 
1 Baik 
2 Sedang 
3 Tidak Sehat 
4 Sangat Tidak Sehat 
5 Berbahaya 
4.1.3 Cleaning 
Tahap Cleaning merupakan tahapan untuk mendapatkan data yang 
diinginkan dengan menghilangkan sebagian data yang kosong atau yang tidak 
memiliki nilai dengan menggunakan metode cleaning pada data mining. Cleaning  
merupakan tahapan awal pengerjaan untuk memperbaiki data. 
Cleaning hanya dilakukan untuk menghapus data yang tidak lengkap pada 
data kualitas udara tidak seimbang. Berikut merupakan contoh cleaning data dapat 
dilihat pada Tabel 4.3 : 
Tabel 4.3 Contoh Cleaning Data Kualitas Udara 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 1-Jan 28.61 31.97 0.39 22.94 0.43 1 
2 2-Jan 28.82 32.03 0.32 30.23 0.69 1 
... ... ... ... ... ... ... ... 
... ... ... ... ... ... ... ... 
31 29-Jan 28.09 34.19 0.39 21.00 1.15 1 
32 1-Feb 10.61 31.59 0.31 43.50 1.54 1 
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NO TGL PM10 SO2 CO O3 NO2 Output 
33 2-Feb ... 31.82 0.29 36.61 1.80 1 
34 3-Feb ... 30.48 0.34 38.07 2.14 1 
35 4-Feb 13.05 32.05 0.46 23.07 1.96 1 
... ... ... ... ... ... ... ... 
364 30-Dec 16.21 6.26 0.10 17.71 9.93 1 
365 31-Dec 19.03 6.27 0.05 23.00 9.75 1 
Dari Tabel 4.3 data no 33 dan 34 terdapat variabel yang tidak lengkap 
yaitu variabel PM10, sehingga dilakukan proses cleaning pada data tersebut. 
Terdapat 38 data yang dicleaning dari 365 data yang tersedia. Sehingga total data 
yang akan digunakan pada proses pengolahan data adalah sebanyak 327 data  
yang terdiri dari 237 data baik, 49 data sedang, 20 data tidak sehat, 10 data sangat 
tidak sehat dan 11 data berbahaya. Adapun data yang telah dicleaning dapat 
dilihat pada Tabel 4.4. 
Tabel 4.4 Data Cleaning 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 1-Jan 28.61 31.97 0.39 22.94 0.43 1 
2 2-Jan 28.82 32.03 0.32 30.23 0.69 1 
3 3-Jan  9.57 29.75 0.31 29.33 0.46 1 
... ... ... ... ... ... ... ... 
... ... ... ... ... ... ... ... 
325 29-Dec 7.88 6.27 0.02 11.10 7.23 1 
326 30-Dec 16.21 6.26 0.10 17.71 9.93 1 
327 31-Dec 19.03 6.27 0.05 23.00 9.75 1 
4.1.4 Pembagian Data 
Sebelum melakukan proses pembagian data, data yang telah dicleaning 
akan dikelompokan berdasarkan kelasnya masing-masing terlebih dahulu yang 
dapat dilihat pada Tabel 4.5: 
Tabel 4.5 Data Cleaning Berdasarkan Kelas  
No PM10 SO2 CO O3 No2 T 
1      2.93      33.48      0.08      21.43      0.49 1 
2      3.72      33.38      0.09      22.07      1.63 1 
3      3.85      34.53      0.17      20.82      3.25 1 
.... .... .... .... .... .... .... 
238 86.99 46.28 0.65 32.30 1.13 2 
239 51.41 34.23 0.41 54.59 2.45 2 
240 54.27 47.79 0.87 28.02 2.80 2 
.... .... .... .... .... .... .... 
287      160.40      48.51      1.48      40.84      0.93 3 
288      161.38      61.25      1.89      19.18      0.66 3 
289      162.61      20.95      0.98      15.29      0.68 3 
.... .... .... .... .... .... .... 
307      358.38      60.81      2.04      35.32      2.28 4 
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No PM10 SO2 CO O3 No2 T 
308      374.39      76.12      2.21      36.70      0.95 4 
309      376.26      83.53      2.23      34.22      0.73 4 
.... .... .... .... .... .... .... 
325      500.36      22.66      3.46      13.34      1.11 5 
326      510.12      59.46      3.06      19.33      8.00 5 
327      569.00      22.51      3.72      12.57      0.00 5 
Setelah data hasil cleaning dikelompokan kedalam kelasnya masing-
masing maka proses selanjutnya adalah pembagian data. Pada proses ini data 
akan dibagi menjadi dua kelompok yaitu data uji dan data latih. Berikut 
merupakan proses pembentukan data latih dan data uji : 
1. Data latih  
Data latih digunakan untuk proses pembelajaran pada proses identifikasi 
kualitas udara. Data latih yang akan digunakan pada penelitian ini dibagi 
menjadi 3 bagian yang dapat dilihat pada Tabel 4.6. 
Tabel 4.6 Persentasi Jumlah Data Latih 
No. Persentasi Jumlah Data Tak 
Seimbang 
Jumlah data 
Seimbang 
1. 70% 228 175 
2. 80% 261 200 
3. 90% 294 225 
Data-data tersebut akan dilatih menggunakan metode FLVQ yang akan 
dijadikan sebagai acuan dalam pengklasifikasian kelas kualitas udara. 
Tabel 4.7 merupakan contoh dari data latih 90% yang akan digunakan 
sebagai bobot awal. 
Tabel 4.7 Bobot Awal Data Latih 90% 
No PM10 SO2 CO O3 No2 T 
1 21.63 31.62 0.30 37.00 2.35 1 
2 21.70 6.32 0.03 13.44 8.91 1 
3 21.78 30.50 0.30 19.53 0.38 1 
.... .... .... .... .... .... .... 
176 86.99 46.28 0.65 32.30 1.13 2 
177 51.41 34.23 0.41 54.59 2.45 2 
178 54.27 47.79 0.87 28.02 2.80 2 
.... .... .... .... .... .... .... 
271 191.28 95.08 1.23 47.46 1.42 3 
272 197.20 50.33 1.37 37.69 1.39 3 
273 201.47 46.39 1.31 32.46 4.19 3 
.... .... .... .... .... .... .... 
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No PM10 SO2 CO O3 No2 T 
283 393.66 95.97 3.49 28.80 0.85 4 
284 399.46 23.62 2.52 10.38 2.40 4 
285 400.62 77.59 2.60 14.63 2.98 4 
.... .... .... .... .... .... .... 
292 500.36 22.66 3.46 13.34 1.11 5 
293 510.12 59.46 3.06 19.33 8.00 5 
294 569.00 22.51 3.72 12.57 0.00 5 
2. Data Uji 
Data uji merupakan data yang akan diuji berdasarkan dari hasil pelatihan 
data latih menggunakan metode FLVQ untuk kemudian diklasifikasikan. 
Berikut merupakan pembagian data uji yang dapat dilihat pada Tabel 4.8 : 
Tabel 4.8 Persentasi Data Uji 
No Presentasi Jumlah Data Tak 
Seimbang 
Jumlah Data 
Seimbang 
1 30% 99 75 
2 20% 66 50 
3 10% 33 25 
Berikut ini merupakan contoh dari data uji 10% yang akan digunakan 
dapat dilihat pada Tabel 4.9. 
Tabel 4.9 Data Uji 10% 
NO PM10 SO2 CO O3 NO2 Output 
1 13.19 31.87 0.27 26.95 1.84 1 
2 13.37 6.01 0.01 22.13 6.23 1 
3 13.38 32.64 0.14 32.78 1.79 1 
4 13.54 40.52 0.27 24.05 1.94 1 
5 13.55 34.74 0.13 24.70 3.22 1 
6 13.73 7.75 0.03 19.37 12.45 1 
7 14.16 33.34 0.22 32.17 5.06 1 
8 84.37 35.79 0.84 15.89 3.85 2 
9 85.57 41.74 0.58 26.72 2.30 2 
10 64.04 34.82 0.50 60.79 3.50 2 
11 64.15 32.51 0.67 54.56 4.22 2 
12 67.74 41.71 0.52 35.01 2.76 2 
13 71.11 41.04 0.57 27.72 1.71 2 
14 72.33 40.61 0.61 29.08 2.57 2 
15 80.03 46.02 0.69 26.92 1.84 2 
16 82.70 41.76 0.70 30.00 2.08 2 
17 160.40 48.51 1.48 40.84 0.93 3 
18 161.38 61.25 1.89 19.18 0.66 3 
19 162.61 20.95 0.98 15.29 0.68 3 
20 163.15 55.24 1.32 20.28 2.10 3 
21 166.72 66.44 1.86 27.21 2.28 3 
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NO PM10 SO2 CO O3 NO2 Output 
22 167.23 67.30 1.02 35.21 0.92 3 
23 179.11 21.23 1.34 19.02 0.58 3 
24 191.26 72.56 1.45 34.28 0.69 3 
25 358.38 60.81 2.04 35.32 2.28 4 
26 374.39 76.12 2.21 36.70 0.95 4 
27 376.26 83.53 2.23 34.22 0.73 4 
28 390.02 21.00 2.38 11.18 0.79 4 
29 392.18 73.98 3.17 25.26 0.76 4 
30 430.88 26.90 2.32 13.10 0.68 5 
31 431.39 82.68 2.59 16.06 0.84 5 
32 452.41 58.03 2.36 27.74 0.53 5 
33 458.42 20.93 2.70 14.62 2.43 5 
4.2 Analisa Klasifikasi Fuzzy Learning Vector Quantization 
(FLVQ) 
Proses klasifikasi ini merupakan proses yang dilakukan untuk 
mengelompokan inputan data kedalam kelas baik, kelas sedang, kelas tidak sehat, 
kelas sangat tidak sehat dan kelas berbahaya. Proses pengelompokan ini 
menggunakan data latih yang telah diperoleh pada tahap sebelumnya kedalam 
proses klasifikasi dengan menggunkan metode FLVQ.  Berikut ini merupakan 
arsitektur FLVQ yang dapat dilihat pada Gambar 4.1. 
 
Gambar 4.1 Arsitektur FLVQ 
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Pada Gambar 4.1 dijelaskan bahwa arsitektur FLVQ memiliki 3 layer pada 
prosesnya. Layer inputan merupakan data yang terdiri dari neuron neuron sebagai 
pola input. Sedangkan pada hidden layer berisi vektor bobot atau vektor pewakil 
dan pada lapisan ini pula nilai similaritas antara setiap neuron pada lapisan input 
dengan setiap neuron vektor pewakil di cari. 
4.2.1 Proses Pelatihan (training) 
Pada proses pelatihan data kualitas udara yang digunakan adalah data 
tidak seimbang yang memiliki 327 data, dimana data tersebut telah dikelompokan  
menjadi 70%, 80% dan 90%. Porses pelatihan yang akan dilakukan menggunakan 
data 90% data latih dan 10% data uji. Berikut ini merupakan langkah-langkah 
yang harus dilakukan pada proses pelatihan : 
1. Inisialisasi Data Input 
Tahapan inisialisasi data input merupakan tahapan pembentukan bobot 
awal yang didapat dari cleaning data dan vector input. Bobot awal yang 
akan digunakan adalah data latih 90% yang berjumlah 294 data kualitas 
udara yang dapat dilihat pada Tabel 4.7. Sementara parameter yang 
digunakan pada metode FLVQ ini terdiri dari 𝛼 (learning rate) sebesar 
0.01, minimal 𝛼 sebesar 0.00001, pengurangan 𝛼 sebesar 0.1, 𝛽 (beta) 
kecil atau koefisien penyempitan sebesar 0.1, 𝛽 (beta) besar atau koefisien 
pelebaran sebesar 1.1 dan maksimal epoch sebesar 200. 
2. Fuzzyfikasi 
Fuzzyfikasi atau vektor pewakil didapat dari mencari nilai minimal, mean 
dan maksimal pada bobot awal untuk semua variabel inputan pada setiap 
kelas. Berikut merupakan nilai vektor pewakil dari contoh data bobot awal 
pada Tabel 4.7 yang dapat dilihat pada Tabel 4.10. 
Tabel 4.10 Nilai Vektor Pewakil Keseluruhan 
Kelas Variabel Minimal / X1 Mean / X2 Maksimal / X3 
Baik Pm10 2.931532 24.58085 50.19904 
SO2 5.231066 29.11577 47.91602 
CO 0 0.267479 0.847268 
O3 5.984045 29.47019 85.08659 
No2 0.143817 3.588927 13.82231 
Sedang Pm10 51.4106 99.0353 149.3983 
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Kelas Variabel Minimal / X1 Mean / X2 Maksimal / X3 
SO2 20.98590 42.28056 67.3143720 
CO 0.30563260 0.823074 1.608690230 
O3 11.618181 31.15867 54.58648 
No2 0.34018 2.189703 3.851858 
Tidak Sehat Pm10 191.2836 257.8348 335.2397 
SO2 23.516 55.3017 95.083 
CO 1.228 1.7573 2.6594 
O3 9.4834 28.8329 47.4621 
No2 1.0728 2.5263 5.4308 
Sangat Tidak 
Sehat 
Pm10 393.665 405.7022 417.4954 
SO2 22.8092 59.4761 95.9652 
CO 2.4652 2.8805 3.4867 
O3 10.3848 19.1405 28.7952 
No2 0.848 1.9434 2.9831 
Berbahaya Pm10 471.74 500.5602 568.9989 
SO2 20.9982 50.06 102.9761 
CO 2.7418 3.4278 4.9992 
O3 12.5681 18.7123 36.2481 
No2 0 2.5222 8.0024 
 Berikut ini merupakan ilustrasi vektor pewakil yang terdiri dari 5 kelas 
yaitu baik, sedang, tidak sehat, sangat tidak sehat dan berbahaya, dimana 
jumlah segitiga pada masing-masing kelas tergantung pada jumlah 
variabel masukan. 
Kelas Sedang
PM10 SO2 CO O3 NO2
Kelas Tidak 
Sehat
PM10 SO2 CO O3 NO2
Kelas Baik
PM10
2.931
SO2 CO O3 NO2
24.58
50.199
5.23
29.11
47.91
0 0.26
0.84
5.98
29.47
85.08
0.14
3.58
13.82
51.41
99.035
149.39
20.98
42.28
67.314
0.305
0.823
1.608
11.618
31.15
54.58
0.3401
2.189
3.851
191.23
257.83
335.23
23.51
55.301
95.08
1.228
1.7573
2.659
9.48
28.83
47.46
1.07
2.52
5.43
Kelas Sangat 
Tidak Sehat
PM10 SO2 CO O3 NO2
393.66
405.702
417.495
2.809
59.47
95.96
2.46
2.88
3.48
10.38
19.14
28.79
0.84
1.94
2.98
Kelas 
Berbahaya
PM10 SO2 CO O3 NO2
471.74
500.56
568.99
20.99
50.06
102.97
2.74
3.42
4.99
12.56
18.71
36.24
0 2.52
8.002
 
Gambar 4.2 Proses Fuzzyfikasi 
 IV-9 
 
Epoch-1 
Epoch merupakan perulangan yang dilakukan terhadapt data latih yang 
telah ditentukan berdasarkan pembagian data latih 90%. Epcoh berhenti 
melakukan perulangan apabila kondisi telah terpenuhi, ketika telah 
mencapai maksimal epoch dan 𝛼 sudah memenuhi syarat henti. 
Data ke-1  
3. Nilai Similaritas 
Nilai similaritas dihitung dengan setiap kelas pada data latih sebanyak 294 
data kualitas udara untuk semua variabel masukan atau dimensi masukan 
dengan menggunakan persamaan (2.1) dengan nilai fuzzyfikasi yang telah 
didapat sebelumnya pada Tabel 4.10 sebagai berikut : 
Nilai similaritas Pada Kelas Baik 
µPM10 = 
𝑦𝑝𝑚10−𝑥
(3)
𝑥(2)−𝑥(3)
 = 
21.63−50.19904
24.58085−50.19904
 = 1.11536386618824 
µSO2  = 
𝑦𝑆𝑂2−𝑥
(3)
𝑥(2)−𝑥(3)
 = 
31.62−47.91602
29.11577−47.91602
 = 0.866859487460201 
µCO  = 
𝑦𝐶𝑂−𝑥
(3)
𝑥(2)−𝑥(3)
 = 
0.30−0.847268
0.267479−0.847268
 = 0.935893914170172 
µO3 = 0.864622868627251 
µNO2  = 1.12078831143514 
Langkah selanjutnya mencari nilai kelas pemenang dengan mendapatkan 
nilai terkecil dari setiap nilai similaritas yang telah didapat terlebih dahulu 
dengan menggunakan persamaan (2.2) 
µ(1.1) = min {(1.115364),( 0.866859),( 0.935894),( 0.864622),( 1.120788) 
µ(1.1) = 0.864622 
Nilai Similaritas Pada Kelas Sedang 
µpm10 = 
𝑦𝑝𝑚10−𝑥
(3)
𝑥(2)−𝑥(3)
 =
21.62−149.3983
99.0357−149.3983
= 2.5370 
µSO2  = 
𝑦𝑆𝑂2−𝑥
(3)
𝑥(2)−𝑥(3)
 =
31.62−67.3143
42.2805−67.3143
= 1.4258 
µCO  = 
𝑦𝐶𝑂−𝑥
(3)
𝑥(2)−𝑥(3)
 =
0.30−1.6086
0.8230−1.6086
= 1.6599 
µO3 = 0.7506 
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µNO  = 0.9018 
Menentukan milai minimal terhadap nilai similaritas : 
µ(1.2) = min {(2.5370),(1.4258),( 1.6599),(0.7506),(0.9018)} 
µ(1.2) = 0.7506 
 Dilakukan hal yang sama pada kelas tidak sehat, sangat tidak sehat dan 
kelas berbahaya sehingga didapat nilai terkecil dari tiap nilai similaritas 
pada data ke-1 yang dapat dilihat pada Tabel 4.11. 
Tabel 4.11 Nilai Similaritas Terkecil Data Ke-1 
Kelas Pm10 SO2 CO O3 No2 
Nilai 
similaritas 
terkecil 
Baik 
1.115363
86 
0.86685948
74 
0.9358939
14 
0.8646228
68 
1.1207883
11 
0.866859 
Sedang 
2.537040
29 
1.42589277
5 
1.6599008
33 
0.7506937
55 
0.9018436
78 
0.750693755 
Tidak 
Sehat 
4.051606
99 
1.59532751
0 
2.6103619
12 
0.5616319
90 
1.0597148
75 
0.561631990 
Sangat 
Tidak 
Sehat 
33.56767
05 
1.76343870
0 
5.2490131
87 
-
0.8497526
98 
0.6061748
64 
-
0.849752698 
Berbahaya 
7.998011
47 
1.34849829
3 
2.9873996
71 
 -
0.0428407
15 
1.0308997
59 
 -
0.042840715 
 
Berikut ini merupakan ilustrasi penetuan nilai minimal dan kelas 
pemenang: 
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Kelas Sedang
PM10 SO2 CO O3 NO2
Kelas Tidak 
Sehat
PM10 SO2 CO O3 NO2
Kelas Baik
PM10
2.931
SO2 CO O3 NO2
24.58
50.199
5.23
29.11
47.91
0 0.26
0.84
5.98
29.47
85.08
0.14
3.58
13.82
51.41
99.035
149.39
20.98
42.28
67.314
0.305
0.823
1.608
11.618
31.15
54.58
0.3401
2.189
3.851
191.23
257.83
335.23
23.51
55.301
95.08
1.228
1.7573
2.659
9.48
28.83
47.46
1.07
2.52
5.43
Kelas Sangat 
Tidak Sehat
PM10 SO2 CO O3 NO2
393.66
405.702
417.495
2.809
59.47
95.96
2.46
2.88
3.48
10.38
19.14
28.79
0.84
1.94
2.98
Kelas 
Berbahaya
PM10 SO2 CO O3 NO2
471.74
500.56
568.99
20.99
50.06
102.97
2.74
3.42
4.99
12.56
18.71
36.24
0 2.52
8.002
µmin =
(1.115363866), (0.866859487), 
(0.935893914), (0.86462286), 
(1.120788311)
µmin= 0.86462286
µmin =
(2.5370), (1.4258), (1.6599), (0.7506), 
(0.9018)
µmin= 0.7506
µmin =
(7.99801147), (1.348498293), 
(2.987399671), (-0.042840715), 
(1.030899759)
µmin= -0.042840715
µmin =
(33.5676705), (1.763438700), 
(5.249013187), (-0.849752698), 
(0.606174864)
µmin= -0.849752698
µmin =
(4.05160699), (1.595327510), 
(2.610361912), (0.561631990), 
(1.059714875)
µmin= 0.5616
µfinal = 0.86462286
 
Gambar 4.3 Proses Penentuan Kelas Pemenang 
4. Kelas Pemenang  
Langkah selanjutnya menentukan kelas pemenang dengan mengambil nilai 
maksimal pada nilai similaritas terkecil pada Tabel 4.11 dengan persamaan 
(2.3).  
µfinal(1.1) = max {(0.864622),(0.7506), (0.5616), (-0.8497), (-0.0428)} 
µfinal(1.1) = 0.864622 
kelas pemenang pada proses diatas adalah 0.864622 yang merupakan kelas 
baik. Langkah selanjutnya mencocokan hasil kelas pemenang terhadap 
kelas sebenarnya atau target kelas pada data ke-1. Pada tahap ini target 
pada data ke-1 adalah 1 (baik) sehingga dapat disimpulkan bahwa kelas 
pemenang = target 
5. Update Bobot 
Update bobot dilakukan ketika kesimpulan dari kelas pemenang 
didapatkan. Terdapat 3 kondisi dalam meng-update bobot. Apabila  kelas 
 IV-12 
 
pemenang bernilai 0, maka data yang diproses dianggap tidak masuk 
kedalam kelas manapun. Jika kelas pemenang ≠ target, maka dilakukan 
perubahan bobot dengan kondisi rata-rata menjauhi vektor input. Jika 
kelas pemenang = target, maka dilakukan perubahan bobot dengan kondisi 
rata-rata mendekati vektor input. 
Karena kelas pemenang yang didapat sama dengan target maka proses 
perhitungan update bobot pada data ke-1 dilakukan dengan menggunakan 
persamaan (2.4), (2.7) dan (2.6). Berikut ini merupakan contoh update 
bobot menggunakan Tabel nilai 4.10 : 
Wij
(1) = Wij
(2)  - β (Wij(2) - Wij(1)) 
Wij
(2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
Wij
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
Dimana , 
β > 1 
1 < i < n, n = jumlah dimensi 
1 < j < k, k = jumlah kelas 
α = laju pembelajaran/ learning rate 
 
Wpm10
(1) = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = 24.5808 -  1.1 (24.5808–2.9315)  
  = 0.766599645575969 
Wpm10
(2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
  = 24.5808 + 0.01 (1 - 0.864622)(21.63 – 24.5808)  
  = 24.5768537465663 
Wpm10
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = 24.5808 + 1.1 (50.1990 - 24.5808)  
  = 52.7612600411581 
WSO2
(1) 
 = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = 29.1157 -  1.1 (29.1157 – 5.2310)  
  = 2.84259494292060  
WSO2
 (2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
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  = 29.1157 + 0.01 (1 - 0.864622)(31.62 – 29.1157)  
  = 29.1191618168205 
WSO2
 (3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = 29.1157 + 1.1 (47.9160 - 29.1157)  
  = 49.7957075737315 
WCO
(1)
  =  -0.0267478808950728 
WCO
 (2) 
 =  0.267529125923373 
WCO
 (3)
  = 0.905241624750934 
WO3
(1) 
 = 3.63543069013110 
WO3
 (2) 
 = 29.4803806894683 
WO3
 (3)
  = 90.6472091211921 
WNO2
(1) = -0.200693669187921 
WNO2
 (2) = 3.58725354060190 
wNO2
 (3)
 = 14.8458117413546 
Hasil dari proses update bobot diatas akan digunakan sebagai bobot baru 
untuk perhitungan selanjutnya, yaitu data ke-2. Dan proses perhitungan 
data ke-2 dilakukan cara yang sama dengan perhitungan diatas hanya saja 
bobot yang digunakan merupakan hasil bobot pembaruan yang telah dicari 
sebelumnya pada kelas baik. Adapun nilai dari bobot baru yang akan 
dijadikan sebagai vektor pewakil untuk perhitungan pada data ke-2 dapat 
dilihat pada Tabel 4.12 
Tabel 4.12 Bobot baru/Vektor Pewakil baru 
Kelas Variabel Minimal Mean Maksimal 
Baik  Pm10 0.766599 24.5768537465663 52.76126 
SO2 2.842594 29.1191618168205 49.79570 
CO -0.0267478 0.267529125923373 0.90524 
O3 3.63543 29.4803806894683 90.6472 
No2 -0.200693 3.58725354060190 14.845811 
Sedang Pm10 51.4106 99.0353 149.3983 
SO2 20.98590 42.28056 67.3143720 
CO 0.30563260 0.823074 1.608690230 
O3 11.618181 31.15867 54.58648 
No2 0.34018 2.189703 3.851858 
Tidak Sehat Pm10 191.2836 257.8348 335.2397 
SO2 23.516 55.3017 95.083 
CO 1.228 1.7573 2.6594 
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Kelas Variabel Minimal Mean Maksimal 
O3 9.4834 28.8329 47.4621 
No2 1.0728 2.5263 5.4308 
Sangat Tidak 
Sehat 
Pm10 393.665 405.7022 417.4954 
SO2 22.8092 59.4761 95.9652 
CO 2.4652 2.8805 3.4867 
O3 10.3848 19.1405 28.7952 
No2 0.848 1.9434 2.9831 
Berbahaya Pm10 471.74 500.5602 568.9989 
SO2 20.9982 50.06 102.9761 
CO 2.7418 3.4278 4.9992 
O3 12.5681 18.7123 36.2481 
No2 0 2.5222 8.0024 
Data ke-2 
 Perhitungan data ke-2  dilakukan dengan cara yang sama pada data ke-1 
yaitu mencari nilai similaritas terlebih dahulu kemudian menentukan nilai 
similaritas terkecil dan mencari nilai kelas pemenang, yang kemudian 
akan dilakukan meng-update bobot. Berikut merupakan hasil perhitungan 
nilai similaritas pada data ke-2 menggunakan bobot baru pada Tabel 4.12 
yang dapat dilihat pada Tabel 4.13. 
Tabel 4.13 Nilai Similaritas Data ke-2 Epoch-1 
Kelas PM10 SO2 CO O3 No2 µ min 
Baik 1.10189956 2.1027138 1.36464837 1.26217008 0.5275702 0.5275 
Sedang 2.53546307 2.4365261 2.00314583 1.75612728 -3.040796 -3.040 
Tidak Sehat 4.050580 2.2313048 2.90929478 1.82605253 -1.196535 -1.1965 
Sangat Tidak 
Sehat 
33.560935 2.4567958 5.69383020 1.58998938 -5.696366 -5.6963 
Berbahaya 7.9968508 1.82661357 3.15899675 1.30041259 -0.164908 -0.1649 
 Setelah didapat nilai minimal similaritas dari tiap kelas, maka langkah 
selanjutnya adalah menentukan kelas pemenang berdasarkan Tabel 4.13. 
Berikut merupakan perhitungan kelas pemenang : 
µfinal(2.1) = max {(0.5275),( -3.040), (-1.1965), (-5.6963), (-0.1649)} 
µfinal(2.1) = 0.5275 
kelas final yang diperoleh adalah 0.5275 yang merupakan kelas baik. 
Karena kelas pemenang yang didapat sama dengan target maka proses 
perhitungan update bobot dilakukan dengan menggunakan persamaan 
(2.4), (2.7) dan (2.6). berikut ini merupakan contoh update bobot pada 
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data ke-2 menggunakan vektor pewakil yang sudah diperbarui pada Tabel 
4.12 : 
Wij
(1) = Wij
(2)  - β (Wij(2) - Wij(1)) 
Wij
(2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
Wij
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
Dimana , 
β > 1 
1 < i < n, n = jumlah dimensi 
1 < j < k, k = jumlah kelas 
α = laju pembelajaran/ learning rate 
 
Wpm10
(1)
 = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = 24.5768-  1.1 (24.5768– 0.7665)  
  = -1.6144 
Wpm10
(2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
  = 24.5768 + 0.01 (1 – 0.5275)(21.7 – 24.5768)  
  = 24.5632 
Wpm10
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = 24.5768+ 1.1 (52.76126- 24.5768)  
  = 55.5810 
WSO2
(1)
  = Wij
(2)  - β (Wij(2) - Wij(1))  
  = 29.1191-  1.1 (29.1191– 2.842594)  
  = 0.2149  
WSO2
 (2)
 = Wij
(2)  + α (1- µij) (xi- Wij(2)) 
  = 29.1191 + 0.01(1 - 0.5275)(6.32 – 29.1191)  
  = 29.0114 
WSO2
 (3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = 29.1191+ 1.1 (49.79570–29.1191)   
  = 51.8741 
WCO
(1)
  = -0.0561 
WCO
 (2)
  = 0.2664 
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WCO
 (3) 
 = 0.9691 
WO3
(1)
  = 1.0509 
WO3
 (2)
  = 29.4046 
WO3
 (3)
  = 96.7714 
WNO2
(1)
 = -0.5794 
WNO2
 (2)
 = 3.6123 
wNO2
 (3)
 = 15.9691 
Data ke-294 
 Perhitungan data ke-294 adalah perhitungan terakhir pada epoch pertama 
yang dilakukan dengan cara yang sama pada perhitungan sebelumnya 
yaitu dimulai dengan mencari nilai similaritas. Berikut merupakan nilai 
similaritas pada setiap kelas yang dapat dilihat pada Tabel 4.14 : 
Tabel 4.14 Nilai Similaritas Data ke-294 Epoch-1 
Kelas PM10 SO2 CO O3 No2 µ min 
Baik -16.02791 -16.008976 -16.027642 -16.00951 -16.0521 -16.0521 
Sedang 3728.1393 -35585.028 1013.358 -105.05 -136.700 -35585.0 
Tidak Sehat -1167.379 279.3150 -21997.626 -100.670 -142.711 -21997.6 
Sangat Tidak 
Sehat -502.137 220.0878 -714.839 -84.9877 -132.550 -714.839 
Berbahaya -361.153 444.73638 -474.367 -84.3771 -142.635 -474.367 
 Setelah didapat nilai minimal similaritas dari tiap kelas, maka langkah 
selanjutnya adalah menentukan kelas pemenang berdasarkan Tabel 4.14. 
Berikut merupakan perhitungan kelas pemenang : 
µfinal(2.1) = max {(-16.0521),( -35585.02), (-21997.6), (-714.839), (-474.367)} 
µfinal(2.1) = -16.0521 
kelas final yang diperoleh adalah -16.0521 yang merupakan kelas baik, 
sementara target pada data ke 294 adalah berbahaya. Karena kelas 
pemenang yang didapat tidak sama sama dengan target maka proses 
perhitungan update bobot dilakukan dengan menggunakan persamaan 
(2.4), (2.8) dan (2.6). Berikut ini merupakan contoh update bobot pada 
data ke-294 : 
Wij
(1)
 = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = ( 2.53828e+07  2.1842e+07  5.6887e+07  5.3487e+07 
  7.4601e+06)  
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Wij
(2)
 = Wij
(2)  - α (1- µij) (xi- Wij(2)) 
  = (23.9280  27.4826  0.2662  29.8680  4.8422) 
Wij
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = ( -1.8956e+07  -1.8468e+07  -2.2599e+05  -2.0631e+07 
  -5.1414e+06) 
 Setelah perhitungan untuk semua data latih pada epoch-1 dilakukan, 
proses akan dilanjutkan pada epoch ke-2. Laju pembelajaran akan dirubah 
sesuai dengan parameter yang telah ditetapkan sebelumnya. Berikut 
merupakan perubahan pada laju pembelajaran ke-2 : 
α =α – (pengurangan alfa *α) = 0.01 – (0.1 * 0.01) = 0.09 
Epoch 2 
 Perhitungan pada epoch ke-2 dilakukan dengan cara yang sama pada 
epoch-1 sebelumnya, dimana setelah dilakukan perulangan mencapai 294 
akan dilakukan pengecekan alfa. Nilai bobot akhir pada epoch ke-2 
sebagai berikut : 
Data Ke-294 
 Berikut ini merupakan nilai similaritas pada data ke-294 untuk kelas baik, 
sedang, tidak sehat, sangat tidak sehat dan berbahaya dapat dilihat pada 
Tabel 4.15 : 
Tabel 4.15 Nilai Similaritas Data Ke-294 Epoch-2 
Kelas PM10 SO2 CO O3 No2 µ min 
Baik 10.537781 -17.8151 19.534196 -6.58245 -52.1390 -52.1390 
Sedang -21598.201 342.5384 119890.6788 -146.506 3782.320 -21598.201 
Tidak 
Sehat 
-6601.7418 307.1384 -11225.169 -145.604 2907.034 -11225.169 
Sangat 
Tidak 
Sehat 
-3987.5815 297.6493 
 
-4808.712 141.925 4864.734 -4808.712 
Berbahaya -3172.6873 320.2283 -3751.27 -141.766 2915.215 -3172.6873 
 Setelah didapat nilai minimal similaritas dari tiap kelas, maka langkah 
selanjutnya adalah menentukan kelas pemenang berdasarkan Tabel 4.15. 
Berikut merupakan perhitungan kelas pemenang : 
µfinal(2.1) = max {(-52.1390),( -21598.201), (-11225.169), (-4808.712), (-
3172.6873)} 
µfinal(2.1) = -52.1390 
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kelas final yang diperoleh adalah -52.1390 yang merupakan kelas baik. 
Karena kelas pemenang yang didapat tidak sama dengan target maka 
proses perhitungan update bobot dilakukan dengan menggunakan 
persamaan (2.4), (2.8) dan (2.6). berikut ini merupakan contoh update 
bobot pada data ke-2 : 
Wij
(1)
 = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = ( 401.1866  49.34426  2.7080  15.88781 
  7.07499)  
Wij
(2)
 = Wij
(2)  - α (1- µij) (xi- Wij(2)) 
  = (344.471  64.4063  2.30219  18.22098  10.65922) 
Wij
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = ( 350.1425  62.9001083  2.34278  17.98766 
  10.30079) 
 Setelah perhitungan untuk semua data latih pada epoch-2 dilakukan, laju 
pembelajaran akan dirubah sesuai dengan parameter yang telah ditetapkan 
sebelumnya. Berikut merupakan perubahan pada laju pembelajaran : 
α =α – (pengurangan alfa *α) = 0.01 – (0.1 * 0.01) = 0.009 
. 
. 
. 
Epoch 66 
 Perhitungan epoch 66 ini sama seperti perhitungan sebelumnya dengan 
alfa terakhir pada epoch 65 data ke-294 sebesar 0.00000955005. Berikut 
ini merupakan bobot akhir pada perhitungan ke-294 atau data akhir : 
Data Ke-294 
 Berikut ini merupakan pada data ke-294 untuk kelas baik, sedang, tidak 
sehat, sangat tidak sehat dan berbahaya dapat dilihat pada Tabel 4.16 : 
Tabel 4.16 Nilai Similaritas Data Ke-294 Epoch 66 
Kelas PM10 SO2 CO O3 No2 µ min 
Baik 843.4753 697.2130 843.0584 842.9593 849.7582 697.2130 
Sedang -3.1E+07 7E+5 -7.2E+08 -5E+05 13.5942 -7.2E+08 
Tidak Sehat -1.3E+03 6E+05 -2.3E+07 -5E+05 1E+07 -2.3E+07 
Sangat -8E+06 6E+05 -1.1E+07 -5E+05 2E+07 -1.1E+07 
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Kelas PM10 SO2 CO O3 No2 µ min 
Tidak Sehat 
Berbahaya -7E+06 6E+05 -8E+06 -5E+05 1E+07 -8E+06 
 Setelah didapat nilai minimal similaritas dari tiap kelas, maka langkah 
selanjutnya adalah menentukan kelas pemenang berdasarkan Tabel 4.16. 
Berikut merupakan perhitungan kelas pemenang :  
µfinal(2.1) = max {(697.2130), (-7.2E+08), (-2.3E+07), (-1.1E+07), (-8E+06)} 
µfinal(2.1) = 697.213 
kelas final yang diperoleh adalah 697.213 yang merupakan kelas baik, 
sementara kelas target adalah berbahaya. Karena kelas pemenang yang 
didapat tidak sama dengan target maka proses perhitungan update bobot 
dilakukan dengan menggunakan persamaan (2.4), (2.8) dan (2.6). berikut 
ini merupakan contoh update bobot pada data ke-2 : 
Wij
(1)
 = Wij
(2)  - β (Wij(2) - Wij(1)) 
  = (50703.39  -140.201  369.89  -3476.4742  1197.8421) 
Wij
(2)
 = Wij
(2)  - α (1- µij) (xi- Wij(2)) 
  = (50274.025  -138.768  366.762  -3446.59  1187.593) 
Wij
(3)
 = Wij
(2)  + β (Wij(3) - Wij(2)) 
  = (50316.96  -138.911  367.075  -3449.578  1188.6185) 
Proses FLVQ akan berhenti apabila kondisi syarat sudah terpenuhi, yang 
pertama jika epoch telah mencapai batas makimal epoch dan yang kedua 
adalah jika α (laju pembelajaran) telah mencapai batas maksimal yang 
telah ditentukan (0.00001). Maka didapat hasil bobot terakhir yang 
berhenti pada epoch ke-66, dimana bobot terakhir ini akan menjadi acuan 
untuk proses pengujian yang dapat dilihat pada Tabel 4.17 : 
 Tabel 4.17 Bobot Epoch 3 (iterasi terakhir) 
Kelas Variabel Minimal / X1 Mean / X2 Maksimal / X3 
Baik  Pm10 50703.39   50274.025   50316.96   
SO2 -140.201   -138.768   -138.911   
CO 369.89   366.762   367.075   
O3 -3476.4742   -3446.59   -3449.578   
No2 1197.8421 1187.593 1188.6185 
Sedang Pm10 23.141552784 23.141377557 23.141395 
SO2 31.269378925 31.269255907 31.2692 
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Kelas Variabel Minimal / X1 Mean / X2 Maksimal / X3 
CO 0.2808585841 0.2808585364 0.2808585 
O3 56.328806499 56.329758379 56.32966 
No2 1.4543419761 1.4543410025 1.454341 
Tidak Sehat Pm10 23.164764379 23.164344266 23.164386 
SO2 31.271282221 31.271139123 31.2711 
CO 0.2809951401 0.2809936517 0.280993 
O3 56.328466549 56.329422015 56.32932 
No2 1.4543911756 1.4543896830 1.454389 
Sangat 
Tidak Sehat 
Pm10 23.186378051 23.185729911 23.18579 
SO2 31.271892378 31.271742843 31.27175 
CO 0.2811593162 0.2811560957 0.281156 
O3 56.327049807 56.328020220 56.32792 
No2 1.4543059685 1.4543053748 1.454305 
Berbahaya Pm10 23.200243376 23.199448956 23.199528 
SO2 31.270516042 31.270381028 31.27039 
CO 0.2812393108 0.2812352464 0.281235 
O3 56.326987216 56.327958290 56.32786 
No2 1.4543905756 1.4543890893 1.454389 
4.2.2 Proses Pengujian (testing) 
Proses pengujian ini dilakukan untuk mencari hasil klasifikasi kualitas 
udara. Dengan menggunakan cara yang sama pada pelatihan FLVQ sebelumnya. 
Namun pada pengujian hanya terdapat perhitungan similaritas, kelas pemenang 
dan akurasi saja. Berikut merupakan contoh perhitungan pada pengujian: 
Tabel 4.18 Contoh Data Pengujian  
Data Udara Target 
Pm10 13.18 
1 
SO2 31.87 
CO 0.27 
O3 26.95 
No2 1.84 
Nilai Similaritas Pada Kelas Baik 
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Proses perhitungan similaritas ini menggunakan bobot baru hasil dari 
pelatihan terakhir pada Tabel 4.17. Berikut merupakan contoh proses perhitungan 
nilai similaritas kelas baik: 
µpm10 = 
𝑦−𝑥(3)
𝑥(2)−𝑥(3)
 =
13.18−(50316.96)
50274.025−(50316.96)
= 1171.626412 
µSO2  = 
𝑦−𝑥(3)
𝑥(2)−𝑥(3)
 =
31.872−(−138.911)
−138.768−(−138.911)
= 1194.287 
µCO  = 
𝑦−𝑥(3)
𝑥(2)−𝑥(3)
 =
0.269−(367.075)
366.762−(367.075)
=1171.904 
µO3 = 1163.497 
µNO  = 1157.2681 
Langkah selanjutnya adalah mencari nilai kelas pemenang dengan 
mendapatkan nilai terkecil dari setiap nilai similaritas yang telah didapat pada 
kelas baik terlebih dahulu dengan menggunakan persamaan (2.2) : 
µ(1.1) = min {(1171.6264),(1194.287),(1171.904),(1163.497),(1157.2681)} 
µ(1.1) =  1157.2681 
Dilakukan hal yang sama untuk setiap kelas sehingga didapat nilai 
minimalnya yang dapat dilihat pada Tabel 4.19 : 
Tabel 4.19 Nilai Similaritas Tetsing 
Kelas PM10 SO2 CO O3 No2 µ min 
Baik 1171.6264 1194.287 1171.904 1163.497 1157.268 1157.268 
Sedang 571082.66 10782.19 -325782.97 -298638 15426360
0.9 
-325782.97 
Tidak Sehat 239238.65
43 
15359.25 -18402.639 -287990 564584.1
873 
-287990 
Sangat 
Tidak Sehat 
166516.16
77 
-83868.9 -127021.94 -293134 1029068.
836 
-293134 
Berbahaya 126758.86
85 
-67054.2 -49655.032 -298890 4318152.
293 
-298890 
Langkah selanjutnya menentukan kelas pemenang dengan mengambil 
nilai maksimal pada nila similaritas terkecil yang sudah didapat dengan 
persamaan (2.3) 
µfinal(1.1) = max {(1157.268),(-325782.97), (-287990), (-293134), (-298890)} 
µfinal(1.1) = 1157.268 
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Berdasarkan hasil perhitungan diatas, nilai maksimal berada pada kelas 1 
(Baik) dimana kelas awal atau target merupakan kelas 1 (Baik). Sehingga dapat 
disimpulkan bahwa kelas pemenang = target kelas/info kelas sehingga pengujian 
yang dilakukan terbukti benar. Proses klasifikasi pada algoritma FLVQ ini akan 
selesai ketika mendapatkan kelas prediksi dari data uji udara, dimana hasil  dari 
prediksi data uji akan digunakan pada perhitungan tingkat akurasi. 
4.3 Perancangan Antar Muka 
Perancangan antar muka merupakan penghubung antara pengguna (user) 
dengan program. Pada penelitian ini proses perancangan antarmuka menggunakan 
tamplian yang ada telah disediakan pada matlab. Berikut ini merupakan 
perancangan antarmuka (interface) : 
1. Cover (halaman utama) 
Cover merupakan tampilan awal ketika user mengakses program pada 
matlab. Berikut halaman utama dapat dilihat pada Gambar 4.3. 
 
Gambar 4.4 Rancangan Tampilan Menu Utama Cover 
Berikut merupakan keterangan dari Gambar 4.4 pada Tabel 4.20. 
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Tabel 4.20 Keterangan Menu Utama Cover 
No Nama Jenis Keterangan 
1 Logo UIN Suska axes Menampilkan logo UIN SUSKA 
2. Tampilan Klasifikasi 
Klasifikasi merupakan tahap awal dalam pelatihan yaitu pembagian data. 
Berikut halaman klasifikasi dapat dilihat pada Gambar 4.5 
 
Gambar 4.5 Rancangan Klasifikasi 
Berikut merupakan keterangan dari Gambar 4.5 pada Tabel 4.21. 
Tabel 4.21 Keterangan Menu Klasifikasi 
No Nama Jenis Keterangan 
1 
70% data latih dan 30% 
data uji 
Button 
Melakukan proses Pembagian data 70% 
data latih dan 30% data uji terhadap jenis 
data yang dipilih 
2 
80% data latih dan 20% 
data uji 
Button 
Melakukan proses Pembagian data 80% 
data latih dan 20% data uji terhadap jenis 
data yang dipilih 
3 
90% data latih dan 10% 
data uji 
Button 
Melakukan proses Pembagian data 90% 
data latih dan 10% data uji terhadap jenis 
data yang dipilih 
Berikut merupakan tampilan halaman vektor pewakil dan data latih data 
uji yang telah dipilih. Dapat dilihat pada Gambar 4.6 
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Gambar 4.6 Rancangan Vektor Pewakil 
Berikut merupakan keterangan dari Gambar 4.6 pada Tabel 4.22 
Tabel 4.22 Keterangan Halaman Vektor Pewakil 
No Nama Jenis Keterangan 
1 Tabel Data Latih Tabel 
Menampilkan hasil dari pembagian data 
latih yang dipilih 
2 Tabel Data Uji Tabel 
Menampilkan hasil dari pembagian data 
uji yang dipilih 
3 Tabel Kelas Baik Tabel 
Menampilkan hasil dari vektor pewkail 
kelas baik 
4 Tabel Kelas Sedang Tabel 
Menampilkan hasil dari vektor pewkail 
kelas sedang 
5 
Tabel Kelas Tidak 
Sehat 
Tabel 
Menampilkan hasil dari vektor pewkail 
kelas tidak sehat 
6 
Tabel Kelas Sangat 
Tidak Sehat 
Tabel 
Menampilkan hasil dari vektor pewkail 
kelas sangat tidak sehat 
7 Tabel Kelas Berbahaya Tabel 
Menampilkan hasil dari vektor pewkail 
kelas berbahaya 
8 Proses Button Melakukan proses pelatihan klasifikasi 
9 Kembali Button 
Melakukan proses kembali ke halaman 
sebelumnya 
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3. Tampilan Pelatihan 
Pelatihan merupakan proses dari FLVQ dengan menentukan parameter 
parameter pelatihan. Berikut halaman pelatihan yang dapat dilihat pada 
Gambar 4.7. 
 
Gambar 4.7 Rancangan Pelatihan 
Berikut merupakan keterangan dari Gambar 4.7 pada Tabel 4.23. 
Tabel 4.23 Keterangan Menu Pelatihan 
No Nama Jenis Keterangan 
1 Maksimal epoch Edit Menentukan batas maksimal epoch pada 
pelatihan 
2 Minimal alfa Edit Menentukan batas nilai minimal alfa pada proses 
pelatihan 
3 Alfa Edit Menentukan nilai alfa pada proses pelatihan 
4 Beta kecil Edit Menentukan nilai beta kecil pada proses 
pelatihan 
5 Beta besar Edit Menentukan nilai beta besar pada proses 
pelatihan 
6 Pengurangan alfa Edit Menentukan nilai pengurangan alfa pada proses 
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No Nama Jenis Keterangan 
pelatihan 
7 Proses Button Melakukan proses pelatihan 
8 Kembali Button Melakukan proses kembali pada menu 
sebelumnya yaitu pada menu klasifikasi 
9 Tabel pelatihan 
kualitas udara baik 
Tabel Menampilkan hasil dari proses pelatihan kualitas 
udara baik 
10 Tabel pelatihan 
kualitas udara sedang 
Tabel Menampilkan hasil dari proses pelatihan kualitas 
udara sedang 
11 Tabel pelatihan 
kualitas udara tidak 
sehat 
Tabel Menampilkan hasil dari proses pelatihan kualitas 
udara tidak sehat 
12 Tabel pelatihan 
kualitas udara sangat 
tidak sehat 
Tabel Menampilkan hasil dari proses pelatihan kualitas 
udara sangat tidak sehat 
13 Tabel pelatihan 
kualitas udara 
berbahaya 
Tabel Menampilkan hasil dari proses pelatihan kualitas 
udara berbahaya 
4. Tampilan Akurasi 
Menu akurasi merupakan proses pengujian pada data uji untuk 
memperoleh nilai akurasi. Berikut halaman akurasi yang dapat dilihat pada 
Gambar 4.8.  
 
Gambar 4.8 Rancangan Akurasi 
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Berikut merupakan keterangan dari Gambar 4.8 pada Tabel 4.24. 
Tabel 4.24 Keterangan Menu Akurasi 
No Nama Jenis Keterangan 
1 Pembagian Edit Menampilkan persentasi pembagian data yang dipilih 
pada menu klasifikasi 
2 Maksimal  Edit Menampilkan parameter maksimal epoch yang telah 
ditentukan pada proses sebelumnya 
3 Minimal  Edit Menampilkan parameter minimal alfa yang telah 
ditentukan pada proses sebelumnya 
4 Alfa Edit Menampilkan parameter alfa yang telah ditentukan pada 
proses sebelumnya 
5 Beta Edit Menampilkan parameter beta kecil yang telah ditentukan 
pada proses sebelumnya 
6 Beta besar Edit Menampilkan parameter beta besar yang telah 
ditentukan pada proses sebelumnya 
7 Kembali Button Melakukan proses kembali pada menu sebelumnya yaitu 
menu pelatihan 
8 Data dan 
target 
Tabel Menampilkan data uji dan target yang dipilih pada 
proses klasifikasi 
9 Hasil Tabel Menampilkan hasil dari proses pengujian  
10 Akruasi  Tabel Menampilkan hasil akurasi 
5. Tampilan pengujian 
 Tampilan Pengujian merupakan proses dari pengujian menggunakan 
metode FLVQ dengan cara menginputkan data variabel dari udara. berikut 
merupakan tampilan dari pengujian : 
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Gambar 4.9 Rancangan Pengujian 
Berikut merupakan keterangan dari Gambar 4.9 pada Tabel 4.25. 
Tabel 4.25 Keterangan Menu Pengujian  
No Nama Jenis Keterangan 
1 Pm10 Edit Menentukan nilai pm10 atau debu untuk proses 
klasifikasi 
2 SO2 Edit Menentukan nilai So2 atau belerang untuk proses 
klasifikasi 
3 CO Edit Menentukan nilai CO atau karbon monoksida untuk 
proses klasifikasi 
4 O3 Edit Menentukan nilai O3 atau ozon untuk proses 
klasifikasi 
5 NO Edit Menetukan nilai NO atau nitrogen monoksida untuk 
proses klasifikasi 
6 Proses Button Melakukan proses klasifikasi dengan menggunakan 
haisl dari pelatihan FLVQ sebelumnya 
7 Klasifikasi kualitas 
udara 
Edit Menampilkan hasil klasifikasi dari pengujian 
6. Tampilan Perhitungan 
Tampilan perhitungan merupakan hasil epoch dari proses pelatihan 
menggunakan metode FLVQ. Berikut merupakan tampilan dari pengujian: 
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Gambar 4.10 Rancangan Perhitungan 
Berikut merupakan keterangan dari Gambar 4.10 pada Tabel 4.26. 
Tabel 4.26 Keterangan Menu Perhitungan 
No Nama Jenis Keterangan 
1 Stop Epoch Edit Menampilkan epoch terakhir pada pelatihan yang 
telah dilakukan 
2 Tabel Epoch Tabel Menampilkan nilai vektor pewakil yang sudah di 
update 
 
  
BAB VI 
PENUTUP 
6.1 Kesimpulan 
Kesimpulan dari penelitian penerapan jaringan syaraf tiruan untuk 
klasifikasi kualitas udara dengan menggunakan metode Fuzzy Learning Vector 
Quantization (FLVQ) di Pekanbaru sebagai berikut: 
1. Penerapan metode Fuzzy Learning Vector Quantization (FLVQ)) telah 
berhasil dilaksanakan dengan baik.  
2. Dari kedua jenis data mendapatkan hasil akurasi yang berbeda, yaitu data 
tak seimbang memiliki nilai akurasi tertinggi 62.6263% dengan koefisien 
pelebaran 1.1 koefisien penyempitan 0.1 learning rate 0.1 dengan 
pembagian data 70:30% dan data kualitas udara seimbang memiliki nilai 
akurasi sebesar 32%  dengan koefisien pelebaran 1.2 koefisien 
penyempitan 0.2 learning rate 0.001 dengan pembagian data 90:10% 
3. Penentuan nilai parameter masukan pada metode FLVQ sangat 
berpengaruh besar pada tingkat akurasi 
4. Keseimbangan jumlah data latih sangat mempengaruhi kinerja metode 
FLVQ dalam mengklasifikasi kualitas udara kota Pekanbaru  
5. Pada penelitian ini telah dilakukan kombinasi sebanyak 3204 kombinasi. 
Dari seluruh kombinasi tersebut akurasi tertinggi memiliki nilai 
62.6263%. Akurasi yang didapat tergolong rendah, hal ini dikarenakan 
jumlah parameter yang digunakan pada metode FLVQ cukup banyak 
sehingga sulitnya untuk menemukan kombinasi yang memiliki nilai 
akurasi yang tinggi. 
6.2 Saran 
Berdasarkan dari penelitian yang sudah dilakukan, berikut merupakan 
beberapa saran untuk mengembangkan penelitian selanjutnya: 
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1. Penelitian selanjutnya diharapankan menggunakan data latih random 
untuk tiap pembagian jenis data 
2. Penelitian selanjutnya perlu mengoptimalkan dalam pengambilan data 
kualitas udara dan meyeimbangkan jumlah data untuk setiap kelasnya. 
3. Diharapkan untuk menambahkan variabel inputan yang mempengaruhi 
dalam klasifikasi kualitas udara seperti Hydrogen (H2), Hidrogen Sulfida 
(H2S), Klorin dan zat-zat lainnya yang dalam udara.  
\ 
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LAMPIRAN A 
DATA 
Data yang digunakan pada penelitian ini yaitu data kualitas udara untuk 
setiap harinya. Data yang dipakai mulai dari data bulan Januari 2015 sampai 
bulan Desember 2015. Berikut list data kualitas udara dapat dilihat pada Tabel 
A.1 di bawah ini. 
Tabel A.1 Keseluruhan Data 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 1-Jan 28.61 31.97 0.39 22.94 0.43 B 
2 2-Jan 28.82 32.03 0.32 30.23 0.69 B 
3 3-Jan 9.57 29.75 0.31 29.33 0.46 B 
4 4-Jan 21.97 29.35 0.23 28.90 0.21 B 
5 5-Jan 7.70 29.85 0.30 15.42 0.17 B 
6 6-Jan 8.88 29.73 0.26 13.82 0.14 B 
7 7-Jan 9.51 29.87 0.33 17.94 0.25 B 
8 8-Jan 32.67 31.07 0.28 14.29 0.15 B 
9 9-Jan 6.98 30.67 0.29 18.11 0.23 B 
10 10-Jan 21.78 30.50 0.30 19.53 0.38 B 
11 11-Jan 10.91 30.97 0.24 18.81 0.31 B 
12 12-Jan 12.26 30.38 0.38 27.59 0.75 B 
13 13-Jan 21.63 31.62 0.30 37.00 2.35 B 
14 14-Jan 24.16 30.81 0.43 33.75 1.85 B 
15 15-Jan 23.36 34.43 0.37 36.90 1.78 B 
16 16-Jan 21.35 30.50 0.31 48.04 2.26 B 
17 17-Jan 30.13 30.64 0.38 52.21 3.44 B 
18 18-Jan 31.60 29.62 0.30 57.85 2.12 B 
19 19-Jan 31.58 30.63 0.31 48.05 1.87 B 
20 20-Jan 33.58 29.32 0.31 40.69 1.34 B 
21 21-Jan 25.79 29.05 0.31 39.68 1.19 B 
22 22-Jan 22.93 29.11 0.34 35.33 1.20 B 
23 23-Jan 24.91 29.22 0.39 45.53 1.76 B 
24 24-Jan 27.51 30.03 0.36 36.19 1.96 B 
25 25-Jan 22.78 28.09 0.30 31.55 1.16 B 
26 26-Jan 31.43 29.98 0.53 31.55 2.30 B 
27 27-Jan 28.10 30.74 0.45 25.47 1.66 B 
28 28-Jan 32.90 33.22 0.47 14.07 1.19 B 
29 29-Jan 34.10 36.92 0.40 33.08 2.82 B 
30 30-Jan 29.41 32.66 0.48 23.82 2.15 B 
31 31-Jan 28.09 34.19 0.39 21.00 1.15 B 
32 1-Feb 10.61 31.59 0.31 43.50 1.54 B 
33 2-Feb --- 31.82 0.29 36.61 1.80 B 
34 3-Feb --- 30.48 0.34 38.07 2.14 B 
35 4-Feb 13.05 32.05 0.46 23.07 1.96 B 
36 5-Feb 18.19 31.25 0.34 24.65 1.03 B 
37 6-Feb 19.90 30.69 0.31 27.91 1.22 B 
38 7-Feb 25.25 29.71 0.40 29.02 1.92 B 
39 8-Feb 25.26 29.99 0.39 30.60 1.61 B 
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NO TGL PM10 SO2 CO O3 NO2 Output 
40 9-Feb 34.95 33.80 0.60 33.87 2.77 B 
41 10-Feb 35.56 30.47 0.43 45.91 2.62 B 
42 11-Feb 45.48 31.83 0.45 56.40 2.94 B 
43 12-Feb 47.49 29.61 0.49 56.40 2.89 B 
44 13-Feb 64.15 32.51 0.67 54.56 4.22 S 
45 14-Feb 64.04 34.82 0.50 60.79 3.50 S 
46 15-Feb 47.75 30.28 0.36 50.38 1.65 B 
47 16-Feb 44.54 31.09 0.41 46.04 2.20 B 
48 17-Feb 45.85 30.28 0.41 42.87 2.10 B 
49 18-Feb 36.06 30.93 0.36 27.55 1.21 B 
50 19-Feb 37.78 31.69 0.43 27.16 2.34 B 
51 20-Feb 26.66 32.36 0.30 36.84 1.22 B 
52 21-Feb 30.76 31.15 0.32 41.09 1.98 B 
53 22-Feb 51.41 34.23 0.41 54.59 2.45 S 
54 23-Feb 31.63 31.13 0.35 41.46 1.76 B 
55 24-Feb 39.53 29.10 0.37 52.01 2.07 B 
56 25-Feb 44.08 28.93 0.28 57.86 2.02 B 
57 26-Feb 41.56 28.49 0.31 48.64 1.83 B 
58 27-Feb 50.20 28.54 0.43 48.28 2.57 B 
59 28-Feb 41.32 29.79 0.42 41.20 2.24 B 
60 1-Mar 31.52 29.86 0.41 36.23 2.24 B 
61 2-Mar 31.22 30.77 0.46 27.79 2.03 B 
62 3-Mar 34.51 32.85 0.45 37.76 2.82 B 
63 4-Mar 28.75 33.94 0.50 44.67 2.80 B 
64 5-Mar 35.16 32.65 0.41 40.12 5.10 B 
65 6-Mar 48.68 33.18 0.59 36.59 6.16 B 
66 7-Mar 84.37 35.79 0.84 15.89 3.85 S 
67 8-Mar --- --- --- --- --- --- 
68 9-Mar 11.90 32.76 0.41 18.38 1.51 B 
69 10-Mar 22.65 34.06 0.44 23.99 6.99 B 
70 11-Mar 19.50 33.33 0.32 24.94 4.97 B 
71 12-Mar 23.36 33.14 0.30 42.83 5.69 B 
72 13-Mar 39.38 33.81 0.38 43.26 5.23 B 
73 14-Mar 47.27 33.93 0.58 46.47 5.33 B 
74 15-Mar 48.49 34.33 0.33 57.42 2.47 B 
75 16-Mar 12.57 33.01 0.28 33.61 3.56 B 
76 17-Mar 40.38 30.85 0.41 85.09 2.06 B 
77 18-Mar 46.68 33.91 0.57 54.43 7.23 B 
78 19-Mar 34.52 33.99 0.45 45.90 9.29 B 
79 20-Mar 37.32 33.72 0.39 51.27 4.23 B 
80 21-Mar 24.69 31.69 0.33 39.31 5.89 B 
81 22-Mar 19.04 30.86 0.28 44.30 4.17 B 
82 23-Mar 23.12 31.26 0.28 56.42 1.45 B 
83 24-Mar 23.25 31.62 0.48 43.92 2.35 B 
84 25-Mar 29.47 32.40 0.31 29.58 4.35 B 
85 26-Mar 21.94 31.95 0.40 22.48 8.69 B 
86 27-Mar 17.27 33.09 0.34 37.98 1.30 B 
87 28-Mar 20.58 32.06 0.21 33.53 0.92 B 
88 29-Mar 14.69 31.84 0.20 28.49 0.66 B 
89 30-Mar 13.19 31.87 0.27 26.95 1.84 B 
90 31-Mar 13.38 32.64 0.14 32.78 1.79 B 
91 1-Apr 26.88 34.20 0.24 33.66 2.09 B 
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NO TGL PM10 SO2 CO O3 NO2 Output 
92 2-Apr 8.24 33.00 0.27 24.83 3.85 B 
93 3-Apr 16.51 33.48 0.23 27.04 0.31 B 
94 4-Apr 20.76 34.61 0.14 33.12 --- B 
95 5-Apr 15.35 32.37 0.12 33.95 2.09 B 
96 6-Apr 14.16 33.34 0.22 32.17 5.06 B 
97 7-Apr 28.12 34.43 0.21 36.75 5.69 B 
98 8-Apr 22.04 34.92 0.24 32.35 6.96 B 
99 9-Apr 30.40 35.63 0.21 32.75 6.83 B 
100 10-Apr 23.44 34.89 0.19 28.08 4.58 B 
101 11-Apr 23.17 35.09 0.15 37.91 4.72 B 
102 12-Apr 11.65 33.72 0.22 34.69 3.40 B 
103 13-Apr 11.47 33.71 0.15 35.10 5.33 B 
104 14-Apr 38.73 35.85 0.47 30.61 7.34 B 
105 15-Apr 30.61 37.71 0.17 36.01 5.29 B 
106 16-Apr 23.15 33.47 0.20 27.90 2.65 B 
107 17-Apr 34.51 35.28 0.18 37.94 4.95 B 
108 18-Apr 25.00 34.70 0.13 32.59 3.74 B 
109 19-Apr 7.66 33.26 0.13 25.14 3.34 B 
110 20-Apr 22.96 36.36 0.27 31.91 4.23 B 
111 21-Apr 32.43 39.07 0.44 17.05 6.79 B 
112 22-Apr 25.23 37.76 0.26 22.29 2.66 B 
113 23-Apr 17.12 36.49 0.18 32.49 4.44 B 
114 24-Apr 16.13 35.82 0.19 34.17 4.26 B 
115 25-Apr 21.30 36.22 0.27 32.87 5.23 B 
116 26-Apr 20.13 37.40 0.21 41.43 4.46 B 
117 27-Apr 11.68 35.00 0.17 39.02 3.59 B 
118 28-Apr 16.82 35.22 0.21 45.67 3.81 B 
119 29-Apr 10.09 34.97 0.22 34.02 4.44 B 
120 30-Apr 3.85 34.53 0.17 20.82 3.25 B 
121 1-May 16.66 34.36 0.10 24.19 2.73 B 
122 2-May 10.55 33.17 0.11 20.69 0.63 B 
123 3-May 13.55 34.74 0.13 24.70 3.22 B 
124 4-May 16.18 35.49 0.22 18.67 2.29 B 
125 5-May 16.99 35.42 0.20 35.42 3.78 B 
126 6-May 29.23 37.41 0.31 38.03 4.40 B 
127 7-May 16.73 36.52 0.18 --- 4.49 B 
128 8-May 21.05 38.95 0.18 --- 4.86 B 
129 9-May 14.21 36.43 0.19 --- 4.84 B 
130 10-May 17.44 35.19 0.17 --- 4.88 B 
131 11-May 18.50 37.28 0.22 --- 5.64 B 
132 12-May 16.92 37.37 0.25 --- 3.95 B 
133 13-May 15.53 37.23 0.19 --- 3.60 B 
134 14-May 13.43 38.26 0.28 --- 4.17 B 
135 15-May 15.28 38.42 0.21 22.60 2.55 B 
136 16-May 8.84 33.90 0.07 18.43 1.39 B 
137 17-May 7.01 32.86 0.11 23.34 1.74 B 
138 18-May 15.13 37.03 0.42 21.63 3.25 B 
139 19-May 25.31 43.97 0.33 21.08 2.71 B 
140 20-May 33.71 39.50 0.18 22.25 2.25 B 
141 21-May 26.53 43.77 0.24 23.51 1.78 B 
142 22-May 13.54 40.52 0.27 24.05 1.94 B 
143 23-May 25.79 39.35 0.37 20.37 4.62 B 
 A-4 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
144 24-May 36.95 39.79 0.32 22.54 2.77 B 
145 25-May 12.06 37.04 0.20 29.52 2.10 B 
146 26-May 22.76 36.46 0.27 21.91 2.45 B 
147 27-May 18.38 37.15 0.20 19.70 2.43 B 
148 28-May 23.70 38.22 0.21 23.43 2.20 B 
149 29-May 26.78 37.64 0.21 23.37 1.98 B 
150 30-May 20.77 35.16 0.13 27.39 2.38 B 
151 31-May 27.30 34.87 0.19 29.03 2.59 B 
152 1-Jun 34.19 36.47 0.33 30.54 2.73 B 
153 2-Jun 29.39 37.31 0.26 29.57 2.72 B 
154 3-Jun 21.11 36.29 0.22 29.94 2.44 B 
155 4-Jun 15.26 36.73 0.21 19.89 2.23 B 
156 5-Jun 14.79 38.22 0.20 19.18 2.32 B 
157 6-Jun 14.39 36.92 0.13 22.46 1.94 B 
158 7-Jun 5.84 33.38 0.05 22.23 1.03 B 
159 8-Jun 10.35 34.07 0.21 18.27 1.78 B 
160 9-Jun 8.33 35.31 0.30 27.74 1.81 B 
161 10-Jun 18.79 36.88 0.23 20.73 2.21 B 
162 11-Jun 9.51 36.86 0.13 21.71 2.30 B 
163 12-Jun 2.93 33.48 0.08 21.43 0.49 B 
164 13-Jun 10.00 34.94 0.17 27.59 2.35 B 
165 14-Jun 3.72 33.38 0.09 22.07 1.63 B 
166 15-Jun 11.19 35.30 0.21 19.98 1.81 B 
167 16-Jun 16.98 35.58 0.16 21.91 2.41 B 
168 17-Jun 15.21 35.35 0.18 30.78 1.44 B 
169 18-Jun 15.53 36.57 0.18 28.12 1.98 B 
170 19-Jun 26.42 36.31 0.12 28.40 2.45 B 
171 20-Jun 26.81 35.76 0.21 25.52 2.21 B 
172 21-Jun 27.57 36.12 0.18 26.24 2.43 B 
173 22-Jun 35.39 34.67 0.19 29.99 1.38 B 
174 23-Jun 43.32 34.29 0.20 34.43 0.93 B 
175 24-Jun 40.88 35.43 0.25 29.38 1.83 B 
176 25-Jun 46.54 37.30 0.26 40.77 2.50 B 
177 26-Jun 46.29 34.67 0.23 37.77 1.63 B 
178 27-Jun 43.79 34.98 0.25 36.22 1.82 B 
179 28-Jun 54.70 35.57 0.31 34.73 2.24 S 
180 29-Jun 54.88 39.67 0.35 35.43 1.69 S 
181 30-Jun 72.33 40.61 0.61 29.08 2.57 S 
182 1-Jul 71.11 41.04 0.57 27.72 1.71 S 
183 2-Jul 56.11 38.49 0.37 30.36 1.74 S 
184 3-Jul 82.70 41.76 0.70 30.00 2.08 S 
185 4-Jul 48.34 39.38 0.39 38.37 2.34 B 
186 5-Jul 67.74 41.71 0.52 35.01 2.76 S 
187 6-Jul 99.45 40.86 0.62 41.28 1.73 S 
188 7-Jul 95.61 42.64 0.76 35.38 3.10 S 
189 8-Jul 140.30 48.09 1.61 28.07 2.08 S 
190 9-Jul 161.38 61.25 1.89 19.18 0.66 TS 
191 10-Jul 166.72 66.44 1.86 27.21 2.28 TS 
192 11-Jul 123.54 60.86 0.86 24.83 2.03 S 
193 12-Jul 96.81 53.02 0.73 27.06 1.08 S 
194 13-Jul 54.81 48.52 0.39 23.15 1.49 S 
195 14-Jul 24.46 42.66 0.23 20.08 1.37 B 
 A-5 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
196 15-Jul 48.78 47.92 0.42 24.55 0.89 B 
197 16-Jul 34.36 42.69 0.22 21.86 1.42 B 
198 17-Jul 20.09 39.72 0.17 16.11 1.70 B 
199 18-Jul 41.40 43.01 0.50 19.30 1.59 B 
200 19-Jul 19.74 38.45 0.15 25.34 1.29 B 
201 20-Jul --- 38.16 0.26 27.01 1.50 B 
202 21-Jul --- 41.90 0.56 27.86 1.61 B 
203 22-Jul 85.57 41.74 0.58 26.72 2.30 S 
204 23-Jul 54.56 42.56 0.44 27.32 2.36 S 
205 24-Jul 50.00 40.99 0.41 28.95 0.96 B 
206 25-Jul 105.83 47.38 1.10 29.43 2.18 S 
207 26-Jul 54.54 41.15 0.38 27.67 1.43 S 
208 27-Jul 123.82 48.36 1.14 39.46 1.85 S 
209 28-Jul 96.14 48.93 0.57 32.84 1.86 S 
210 29-Jul 80.03 46.02 0.69 26.92 1.84 S 
211 30-Jul 135.17 56.51 1.44 31.07 2.82 S 
212 31-Jul 86.99 46.28 0.65 32.30 1.13 S 
213 1-Aug 102.62 50.49 1.15 24.72 1.47 S 
214 2-Aug 104.95 51.38 0.95 25.00 1.45 S 
215 3-Aug 35.71 45.43 0.43 19.84 0.47 B 
216 4-Aug 11.55 42.53 0.26 25.96 1.92 B 
217 5-Aug 54.27 47.79 0.87 28.02 2.80 S 
218 6-Aug 31.53 42.37 0.38 30.09 2.06 B 
219 7-Aug 55.85 46.32 0.70 19.14 2.51 S 
220 8-Aug --- --- --- --- --- --- 
221 9-Aug 20.21 38.72 0.24 25.66 1.77 B 
222 10-Aug 14.86 38.03 0.20 24.29 1.51 B 
223 11-Aug 22.38 36.94 0.19 29.18 1.77 B 
224 12-Aug 22.46 35.97 0.24 26.64 1.49 B 
225 13-Aug 31.26 37.81 0.31 23.04 2.13 B 
226 14-Aug 32.01 38.67 0.36 27.17 2.10 B 
227 15-Aug 30.20 40.84 0.51 20.46 1.18 B 
228 16-Aug 32.42 37.28 0.24 27.11 1.32 B 
229 17-Aug 44.98 35.72 0.31 32.47 2.23 B 
230 18-Aug 49.46 35.96 0.36 41.02 2.15 B 
231 19-Aug 102.22 41.26 0.69 41.00 3.36 S 
232 20-Aug 99.12 43.11 0.61 37.73 3.09 S 
233 21-Aug 33.50 38.93 0.49 37.14 2.11 B 
234 22-Aug 36.58 37.42 0.40 38.01 2.59 B 
235 23-Aug 131.41 42.32 0.93 42.69 2.61 S 
236 24-Aug 106.14 40.62 0.59 43.30 2.92 B 
237 25-Aug 197.20 50.33 1.37 37.69 1.39 TS 
238 26-Aug 100.45 43.42 0.63 40.06 2.96 S 
239 27-Aug 98.15 42.30 0.60 34.46 3.30 S 
240 28-Aug 114.25 42.77 0.64 35.56 2.25 S 
241 29-Aug 125.16 39.73 0.62 33.58 2.23 S 
242 30-Aug 122.83 38.90 0.61 36.64 2.26 S 
243 31-Aug 160.40 48.51 1.48 40.84 0.93 TS 
244 1-Sep 309.30 52.60 1.69 35.32 2.20 TS 
245 2-Sep 452.41 58.03 2.36 27.74 0.53 BB 
246 3-Sep 335.24 59.12 1.95 43.70 2.16 TS 
247 4-Sep 358.38 60.81 2.04 35.32 2.28 STS 
 A-6 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
248 5-Sep 245.37 56.71 1.61 28.50 2.19 TS 
249 6-Sep 268.64 63.20 2.13 34.19 2.70 TS 
250 7-Sep 392.18 73.98 3.17 25.26 0.76 STS 
251 8-Sep 374.39 76.12 2.21 36.70 0.95 STS 
252 9-Sep 116.63 55.24 1.20 19.13 2.08 S 
253 10-Sep 163.15 55.24 1.32 20.28 2.10 TS 
254 11-Sep 417.27 77.40 3.33 22.59 2.13 STS 
255 12-Sep 393.66 95.97 3.49 28.80 0.85 STS 
256 13-Sep 471.74 102.98 2.98 36.25 3.53 BB 
257 14-Sep 497.69 97.79 5.00 18.67 2.25 BB 
258 15-Sep 301.81 90.04 2.66 25.31 1.07 TS 
259 16-Sep 376.26 83.53 2.23 34.22 0.73 STS 
260 17-Sep 237.21 68.22 1.63 17.06 5.43 TS 
261 18-Sep 431.39 82.68 2.59 16.06 0.84 BB 
262 19-Sep 191.28 95.08 1.23 47.46 1.42 TS 
263 20-Sep 191.26 72.56 1.45 34.28 0.69 TS 
264 21-Sep 149.40 67.31 1.33 36.66 0.90 S 
265 22-Sep 167.23 67.30 1.02 35.21 0.92 TS 
266 23-Sep 110.08 44.54 1.14 22.57 0.34 S 
267 24-Sep 114.60 46.74 0.88 38.42 3.84 S 
268 25-Sep 201.47 46.39 1.31 32.46 4.19 TS 
269 26-Sep 510.12 59.46 3.06 19.33 8.00 BB 
270 27-Sep 400.62 77.59 2.60 14.63 2.98 STS 
271 28-Sep 300.09 34.67 1.76 9.48 3.50 TS 
272 29-Sep 430.88 26.90 2.32 13.10 0.68 BB 
273 30-Sep 399.46 23.62 2.52 10.38 2.40 STS 
274 1-Oct 255.12 23.52 1.79 15.86 1.36 TS 
275 2-Oct 136.08 23.11 1.36 11.62 1.45 S 
276 3-Oct 251.29 23.75 1.95 18.98 2.72 TS 
277 4-Oct 479.81 24.03 2.74 14.02 2.69 BB 
278 5-Oct 390.02 21.00 2.38 11.18 0.79 STS 
279 6-Oct 458.42 20.93 2.70 14.62 2.43 BB 
280 7-Oct 179.11 21.23 1.34 19.02 0.58 TS 
281 8-Oct 129.43 22.62 1.01 22.34 2.76 S 
282 9-Oct 110.13 23.73 0.98 28.53 2.50 S 
283 10-Oct 137.03 22.38 1.05 29.50 3.85 S 
284 11-Oct 162.61 20.95 0.98 15.29 0.68 TS 
285 12-Oct 148.45 23.58 --- 30.02 0.82 S 
286 13-Oct 192.20 23.58 --- 26.52 1.39 TS 
287 14-Oct 112.63 23.04 --- 22.15 2.54 S 
288 15-Oct 112.22 21.99 --- 18.71 1.08 S 
289 16-Oct 141.52 21.79 --- 28.04 1.22 S 
290 17-Oct --- --- --- --- --- --- 
291 18-Oct 458.45 48.75 --- 13.58 9.73 BB 
292 19-Oct 418.59 24.33 --- 18.90 3.44 STS 
293 20-Oct 417.50 22.81 2.47 19.30 1.35 STS 
294 21-Oct 500.36 22.66 3.46 13.34 1.11 BB 
295 22-Oct 475.20 21.00 3.05 16.81 0.07 BB 
296 23-Oct 569.00 22.51 3.72 12.57 0.00 BB 
297 24-Oct 343.88 20.99 2.48 17.01 --- TS 
298 25-Oct 177.05 20.96 1.08 28.61 --- TS 
299 26-Oct 255.10 20.96 --- 18.65 --- TS 
 A-7 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
300 27-Oct 174.17 22.25 1.55 29.16 --- TS 
301 28-Oct 99.93 21.04 1.29 17.23 1.42 S 
302 29-Oct 55.99 20.99 0.93 23.49 2.00 S 
303 30-Oct 47.19 20.96 0.53 29.40 1.26 S 
304 31-Oct 24.47 22.64 0.52 24.51 1.92 B 
305 1-Nov 39.37 23.42 0.45 38.86 2.30 B 
306 2-Nov 41.42 22.18 0.47 38.56 2.60 B 
307 3-Nov 48.29 21.54 0.48 44.13 2.28 B 
308 4-Nov 25.00 21.63 0.58 37.76 2.30 B 
309 5-Nov 21.53 27.09 0.35 19.15 0.74 B 
310 6-Nov 9.79 24.95 0.42 28.54 0.98 B 
311 7-Nov 8.59 24.15 0.36 21.59 1.00 B 
312 8-Nov 14.30 22.42 0.36 23.02 1.50 B 
313 9-Nov 17.39 33.22 0.85 24.85 6.87 B 
314 10-Nov 32.73 6.03 0.10 17.46 13.04 B 
315 11-Nov 28.05 6.08 0.07 16.69 8.41 B 
316 12-Nov 14.61 6.18 0.07 25.24 7.98 B 
317 13-Nov 21.59 5.58 0.07 24.79 6.98 B 
318 14-Nov 24.70 5.56 0.04 16.75 8.81 B 
319 15-Nov 14.51 5.23 0.06 12.68 8.16 B 
320 16-Nov 9.60 6.04 0.06 17.20 8.17 B 
321 17-Nov 10.61 5.91 0.13 22.57 10.86 B 
322 18-Nov 25.01 5.85 0.07 31.55 8.22 B 
323 19-Nov 19.32 5.70 0.06 20.97 7.99 B 
324 20-Nov 18.71 5.63 0.06 23.07 8.12 B 
325 21-Nov --- --- --- --- --- --- 
326 22-Nov --- --- --- --- --- --- 
327 23-Nov --- --- --- --- --- --- 
328 24-Nov 12.92 5.74 0.06 17.07 10.33 B 
329 25-Nov 9.78 5.24 0.06 16.26 8.38 B 
330 26-Nov 14.48 5.87 0.04 23.17 6.37 B 
331 27-Nov 8.46 5.67 0.04 20.24 11.88 B 
332 28-Nov 19.39 6.16 0.02 26.81 10.17 B 
333 29-Nov 11.09 6.01 0.1 16.75 5.11 B 
334 30-Nov 17.63 6.16 0.11 24.05 9.38 B 
335 1-Dec 13.37 6.01 0.1 22.13 6.23 B 
336 2-Dec 20.35 5.83 0.12 15.35 9.37 B 
337 3-Dec 33.09 6.10 0.20 18.57 13.82 B 
338 4-Dec 17.06 5.24 0.10 21.47 8.88 B 
339 5-Dec 17.32 18.01 0.00 13.03 5.42 B 
340 6-Dec --- --- --- --- --- --- 
341 7-Dec 26.75 6.97 0.10 5.98 11.08 B 
342 8-Dec 22.20 6.38 0.08 19.12 10.68 B 
343 9-Dec 21.70 6.32 0.03 13.44 8.91 B 
344 10-Dec 23.10 5.24 0.03 9.70 7.98 B 
345 11-Dec --- --- --- --- --- --- 
346 12-Dec --- --- --- --- --- --- 
347 13-Dec --- --- --- --- --- --- 
348 14-Dec 13.17 6.71 0.03 8.72 9.83 B 
349 15-Dec 13.12 6.39 0.05 13.68 7.86 B 
350 16-Dec 15.15 7.33 0.05 15.50 8.66 B 
351 17-Dec 20.41 6.42 0.09 21.33 9.94 B 
 A-8 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
352 18-Dec 21.81 5.24 0.10 29.11 9.88 B 
353 19-Dec 27.17 6.50 0.10 21.82 11.87 B 
354 20-Dec 11.35 5.24 0.04 20.41 5.45 B 
355 21-Dec 18.51 5.67 0.09 29.02 9.04 B 
356 22-Dec 17.22 5.57 0.04 14.33 5.64 B 
357 23-Dec 12.73 5.80 0.1 12.25 2.71 B 
358 24-Dec --- --- --- --- --- --- 
359 25-Dec --- --- --- --- --- --- 
360 26-Dec --- --- --- --- --- --- 
361 27-Dec --- --- --- --- --- --- 
362 28-Dec 13.73 7.75 0.03 19.37 12.45 B 
363 29-Dec 7.88 6.27 0.02 11.10 7.23 B 
364 30-Dec 16.21 6.26 0.10 17.71 9.93 B 
365 31-Dec 19.03 6.27 0.05 23.00 9.75 B 
 
 
  
LAMPIRAN B 
CLEANING DATA 
Hasil dari proses cleaning data dapat dilihat pada Tabel B.1. 
Tabel B.1 Data Cleaning 
NO PM10 SO2 CO O3 NO2 Output 
1      2.93      33.48      0.08      21.43      0.49 B 
2      3.72      33.38      0.09      22.07      1.63 B 
3      3.85      34.53      0.17      20.82      3.25 B 
4      5.84      33.38      0.05      22.23      1.03 B 
5      6.98      30.67      0.29      18.11      0.23 B 
6      7.01      32.86      0.11      23.34      1.74 B 
7      7.66      33.26      0.13      25.14      3.34 B 
8      7.70      29.85      0.30      15.42      0.17 B 
9      7.88      6.27      0.02      11.10      7.23 B 
10      8.24      33.00      0.27      24.83      3.85 B 
11      8.33      35.31      0.30      27.74      1.81 B 
12      8.46      5.67      0.04      20.24      11.88 B 
13      8.59      24.15      0.36      21.59      1.00 B 
14      8.84      33.90      0.07      18.43      1.39 B 
15      8.88      29.73      0.26      13.82      0.14 B 
16      9.51      29.87      0.33      17.94      0.25 B 
17      9.51      36.86      0.13      21.71      2.30 B 
18      9.57      29.75      0.31      29.33      0.46 B 
19      9.60      6.04      0.06      17.20      8.17 B 
20      9.78      5.24      0.06      16.26      8.38 B 
21      9.79      24.95      0.42      28.54      0.98 B 
22      10.00      34.94      0.17      27.59      2.35 B 
23      10.09      34.97      0.22      34.02      4.44 B 
24      10.35      34.07      0.21      18.27      1.78 B 
25      10.55      33.17      0.11      20.69      0.63 B 
26      10.61      31.59      0.31      43.50      1.54 B 
27      10.61      5.91      0.13      22.57      10.86 B 
28      10.91      30.97      0.24      18.81      0.31 B 
29      11.09      6.01      0.1      16.75      5.11 B 
30      11.19      35.30      0.21      19.98      1.81 B 
31      11.35      5.24      0.04      20.41      5.45 B 
32      11.47      33.71      0.15      35.10      5.33 B 
33      11.55      42.53      0.26      25.96      1.92 B 
34      11.65      33.72      0.22      34.69      3.40 B 
35      11.68      35.00      0.17      39.02      3.59 B 
36      11.90      32.76      0.41      18.38      1.51 B 
37      12.06      37.04      0.20      29.52      2.10 B 
38      12.26      30.38      0.38      27.59      0.75 B 
39      12.57      33.01      0.28      33.61      3.56 B 
40      12.73      5.80      0.1      12.25      2.71 B 
41      12.92      5.74      0.06      17.07      10.33 B 
42      13.05      32.05      0.46      23.07      1.96 B 
43      13.12      6.39      0.05      13.68      7.86 B 
 B-2 
 
NO PM10 SO2 CO O3 NO2 Output 
44      13.17      6.71      0.03      8.72      9.83 B 
45      13.19      31.87      0.27      26.95      1.84 B 
46      13.37      6.01      0.1      22.13      6.23 B 
47      13.38      32.64      0.14      32.78      1.79 B 
48      13.54      40.52      0.27      24.05      1.94 B 
49      13.55      34.74      0.13      24.70      3.22 B 
50      13.73      7.75      0.03      19.37      12.45 B 
51      14.16      33.34      0.22      32.17      5.06 B 
52      14.30      22.42      0.36      23.02      1.50 B 
53      14.39      36.92      0.13      22.46      1.94 B 
54      14.48      5.87      0.04      23.17      6.37 B 
55      14.51      5.23      0.06      12.68      8.16 B 
56      14.61      6.18      0.07      25.24      7.98 B 
57      14.69      31.84      0.20      28.49      0.66 B 
58      14.79      38.22      0.20      19.18      2.32 B 
59      14.86      38.03      0.20      24.29      1.51 B 
60      15.13      37.03      0.42      21.63      3.25 B 
61      15.15      7.33      0.05      15.50      8.66 B 
62      15.21      35.35      0.18      30.78      1.44 B 
63      15.26      36.73      0.21      19.89      2.23 B 
64      15.28      38.42      0.21      22.60      2.55 B 
65      15.35      32.37      0.12      33.95      2.09 B 
66      15.53      36.57      0.18      28.12      1.98 B 
67      16.13      35.82      0.19      34.17      4.26 B 
68      16.18      35.49      0.22      18.67      2.29 B 
69      16.21      6.26      0.10      17.71      9.93 B 
70      16.51      33.48      0.23      27.04      0.31 B 
71      16.66      34.36      0.10      24.19      2.73 B 
72      16.82      35.22      0.21      45.67      3.81 B 
73      16.98      35.58      0.16      21.91      2.41 B 
74      16.99      35.42      0.20      35.42      3.78 B 
75      17.06      5.24      0.10      21.47      8.88 B 
76      17.12      36.49      0.18      32.49      4.44 B 
77      17.22      5.57      0.04      14.33      5.64 B 
78      17.27      33.09      0.34      37.98      1.30 B 
79      17.32      18.01      0.00      13.03      5.42 B 
80      17.39      33.22      0.85      24.85      6.87 B 
81      17.63      6.16      0.11      24.05      9.38 B 
82      18.19      31.25      0.34      24.65      1.03 B 
83      18.38      37.15      0.20      19.70      2.43 B 
84      18.51      5.67      0.09      29.02      9.04 B 
85      18.71      5.63      0.06      23.07      8.12 B 
86      18.79      36.88      0.23      20.73      2.21 B 
87      19.03      6.27      0.05      23.00      9.75 B 
88      19.04      30.86      0.28      44.30      4.17 B 
89      19.32      5.70      0.06      20.97      7.99 B 
90      19.39      6.16      0.02      26.81      10.17 B 
91      19.50      33.33      0.32      24.94      4.97 B 
92      19.74      38.45      0.15      25.34      1.29 B 
93      19.90      30.69      0.31      27.91      1.22 B 
94      20.09      39.72      0.17      16.11      1.70 B 
95      20.13      37.40      0.21      41.43      4.46 B 
 B-3 
 
NO PM10 SO2 CO O3 NO2 Output 
96      20.21      38.72      0.24      25.66      1.77 B 
97      20.35      5.83      0.12      15.35      9.37 B 
98      20.41      6.42      0.09      21.33      9.94 B 
99      20.58      32.06      0.21      33.53      0.92 B 
100      20.77      35.16      0.13      27.39      2.38 B 
101      21.11      36.29      0.22      29.94      2.44 B 
102      21.30      36.22      0.27      32.87      5.23 B 
103      21.35      30.50      0.31      48.04      2.26 B 
104      21.53      27.09      0.35      19.15      0.74 B 
105      21.59      5.58      0.07      24.79      6.98 B 
106      21.63      31.62      0.30      37.00      2.35 B 
107      21.70      6.32      0.03      13.44      8.91 B 
108      21.78      30.50      0.30      19.53      0.38 B 
109      21.81      5.24      0.10      29.11      9.88 B 
110      21.94      31.95      0.40      22.48      8.69 B 
111      21.97      29.35      0.23      28.90      0.21 B 
112      22.04      34.92      0.24      32.35      6.96 B 
113      22.20      6.38      0.08      19.12      10.68 B 
114      22.38      36.94      0.19      29.18      1.77 B 
115      22.46      35.97      0.24      26.64      1.49 B 
116      22.65      34.06      0.44      23.99      6.99 B 
117      22.76      36.46      0.27      21.91      2.45 B 
118      22.78      28.09      0.30      31.55      1.16 B 
119      22.93      29.11      0.34      35.33      1.20 B 
120      22.96      36.36      0.27      31.91      4.23 B 
121      23.10      5.24      0.03      9.70      7.98 B 
122      23.12      31.26      0.28      56.42      1.45 B 
123      23.15      33.47      0.20      27.90      2.65 B 
124      23.17      35.09      0.15      37.91      4.72 B 
125      23.25      31.62      0.48      43.92      2.35 B 
126      23.36      33.14      0.30      42.83      5.69 B 
127      23.36      34.43      0.37      36.90      1.78 B 
128      23.44      34.89      0.19      28.08      4.58 B 
129      23.70      38.22      0.21      23.43      2.20 B 
130      24.16      30.81      0.43      33.75      1.85 B 
131      24.46      42.66      0.23      20.08      1.37 B 
132      24.47      22.64      0.52      24.51      1.92 B 
133      24.69      31.69      0.33      39.31      5.89 B 
134      24.70      5.56      0.04      16.75      8.81 B 
135      24.91      29.22      0.39      45.53      1.76 B 
136      25.00      34.70      0.13      32.59      3.74 B 
137      25.00      21.63      0.58      37.76      2.30 B 
138      25.01      5.85      0.07      31.55      8.22 B 
139      25.23      37.76      0.26      22.29      2.66 B 
140      25.25      29.71      0.40      29.02      1.92 B 
141      25.26      29.99      0.39      30.60      1.61 B 
142      25.31      43.97      0.33      21.08      2.71 B 
143      25.79      39.35      0.37      20.37      4.62 B 
144      25.79      29.05      0.31      39.68      1.19 B 
145      26.42      36.31      0.12      28.40      2.45 B 
146      26.53      43.77      0.24      23.51      1.78 B 
147      26.66      32.36      0.30      36.84      1.22 B 
 B-4 
 
NO PM10 SO2 CO O3 NO2 Output 
148      26.75      6.97      0.10      5.98      11.08 B 
149      26.78      37.64      0.21      23.37      1.98 B 
150      26.81      35.76      0.21      25.52      2.21 B 
151      26.88      34.20      0.24      33.66      2.09 B 
152      27.17      6.50      0.10      21.82      11.87 B 
153      27.30      34.87      0.19      29.03      2.59 B 
154      27.51      30.03      0.36      36.19      1.96 B 
155      27.57      36.12      0.18      26.24      2.43 B 
156      28.05      6.08      0.07      16.69      8.41 B 
157      28.09      34.19      0.39      21.00      1.15 B 
158      28.10      30.74      0.45      25.47      1.66 B 
159      28.12      34.43      0.21      36.75      5.69 B 
160      28.61      31.97      0.39      22.94      0.43 B 
161      28.75      33.94      0.50      44.67      2.80 B 
162      28.82      32.03      0.32      30.23      0.69 B 
163      29.23      37.41      0.31      38.03      4.40 B 
164      29.39      37.31      0.26      29.57      2.72 B 
165      29.41      32.66      0.48      23.82      2.15 B 
166      29.47      32.40      0.31      29.58      4.35 B 
167      30.13      30.64      0.38      52.21      3.44 B 
168      30.20      40.84      0.51      20.46      1.18 B 
169      30.40      35.63      0.21      32.75      6.83 B 
170      30.61      37.71      0.17      36.01      5.29 B 
171      30.76      31.15      0.32      41.09      1.98 B 
172      31.22      30.77      0.46      27.79      2.03 B 
173      31.26      37.81      0.31      23.04      2.13 B 
174      31.43      29.98      0.53      31.55      2.30 B 
175      31.52      29.86      0.41      36.23      2.24 B 
176      31.53      42.37      0.38      30.09      2.06 B 
177      31.58      30.63      0.31      48.05      1.87 B 
178      31.60      29.62      0.30      57.85      2.12 B 
179      31.63      31.13      0.35      41.46      1.76 B 
180      32.01      38.67      0.36      27.17      2.10 B 
181      32.42      37.28      0.24      27.11      1.32 B 
182      32.43      39.07      0.44      17.05      6.79 B 
183      32.67      31.07      0.28      14.29      0.15 B 
184      32.73      6.03      0.10      17.46      13.04 B 
185      32.90      33.22      0.47      14.07      1.19 B 
186      33.09      6.10      0.20      18.57      13.82 B 
187      33.50      38.93      0.49      37.14      2.11 B 
188      33.58      29.32      0.31      40.69      1.34 B 
189      33.71      39.50      0.18      22.25      2.25 B 
190      34.10      36.92      0.40      33.08      2.82 B 
191      34.19      36.47      0.33      30.54      2.73 B 
192      34.36      42.69      0.22      21.86      1.42 B 
193      34.51      35.28      0.18      37.94      4.95 B 
194      34.51      32.85      0.45      37.76      2.82 B 
195      34.52      33.99      0.45      45.90      9.29 B 
196      34.95      33.80      0.60      33.87      2.77 B 
197      35.16      32.65      0.41      40.12      5.10 B 
198      35.39      34.67      0.19      29.99      1.38 B 
199      35.56      30.47      0.43      45.91      2.62 B 
 B-5 
 
NO PM10 SO2 CO O3 NO2 Output 
200      35.71      45.43      0.43      19.84      0.47 B 
201      36.06      30.93      0.36      27.55      1.21 B 
202      36.58      37.42      0.40      38.01      2.59 B 
203      36.95      39.79      0.32      22.54      2.77 B 
204      37.32      33.72      0.39      51.27      4.23 B 
205      37.78      31.69      0.43      27.16      2.34 B 
206      38.73      35.85      0.47      30.61      7.34 B 
207      39.37      23.42      0.45      38.86      2.30 B 
208      39.38      33.81      0.38      43.26      5.23 B 
209      39.53      29.10      0.37      52.01      2.07 B 
210      40.38      30.85      0.41      85.09      2.06 B 
211      40.88      35.43      0.25      29.38      1.83 B 
212      41.32      29.79      0.42      41.20      2.24 B 
213      41.40      43.01      0.50      19.30      1.59 B 
214      41.42      22.18      0.47      38.56      2.60 B 
215      41.56      28.49      0.31      48.64      1.83 B 
216      43.32      34.29      0.20      34.43      0.93 B 
217      43.79      34.98      0.25      36.22      1.82 B 
218      44.08      28.93      0.28      57.86      2.02 B 
219      44.54      31.09      0.41      46.04      2.20 B 
220      44.98      35.72      0.31      32.47      2.23 B 
221      45.48      31.83      0.45      56.40      2.94 B 
222      45.85      30.28      0.41      42.87      2.10 B 
223      46.29      34.67      0.23      37.77      1.63 B 
224      46.54      37.30      0.26      40.77      2.50 B 
225      46.68      33.91      0.57      54.43      7.23 B 
226      47.19      20.96      0.53      29.40      1.26 S 
227      47.27      33.93      0.58      46.47      5.33 B 
228      47.49      29.61      0.49      56.40      2.89 B 
229      47.75      30.28      0.36      50.38      1.65 B 
230      48.29      21.54      0.48      44.13      2.28 B 
231      48.34      39.38      0.39      38.37      2.34 B 
232      48.49      34.33      0.33      57.42      2.47 B 
233      48.68      33.18      0.59      36.59      6.16 B 
234      48.78      47.92      0.42      24.55      0.89 B 
235      49.46      35.96      0.36      41.02      2.15 B 
236      50.00      40.99      0.41      28.95      0.96 B 
237      50.20      28.54      0.43      48.28      2.57 B 
238      51.41      34.23      0.41      54.59      2.45 S 
239      54.27      47.79      0.87      28.02      2.80 S 
240      54.54      41.15      0.38      27.67      1.43 S 
241      54.56      42.56      0.44      27.32      2.36 S 
242      54.70      35.57      0.31      34.73      2.24 S 
243      54.81      48.52      0.39      23.15      1.49 S 
244      54.88      39.67      0.35      35.43      1.69 S 
245      55.85      46.32      0.70      19.14      2.51 S 
246      55.99      20.99      0.93      23.49      2.00 S 
247      56.11      38.49      0.37      30.36      1.74 S 
248      64.04      34.82      0.50      60.79      3.50 S 
249      64.15      32.51      0.67      54.56      4.22 S 
250      67.74      41.71      0.52      35.01      2.76 S 
251      71.11      41.04      0.57      27.72      1.71 S 
 B-6 
 
NO PM10 SO2 CO O3 NO2 Output 
252      72.33      40.61      0.61      29.08      2.57 S 
253      80.03      46.02      0.69      26.92      1.84 S 
254      82.70      41.76      0.70      30.00      2.08 S 
255      84.37      35.79      0.84      15.89      3.85 S 
256      85.57      41.74      0.58      26.72      2.30 S 
257      86.99      46.28      0.65      32.30      1.13 S 
258      95.61      42.64      0.76      35.38      3.10 S 
259      96.14      48.93      0.57      32.84      1.86 S 
260      96.81      53.02      0.73      27.06      1.08 S 
261      98.15      42.30      0.60      34.46      3.30 S 
262      99.12      43.11      0.61      37.73      3.09 S 
263      99.45      40.86      0.62      41.28      1.73 S 
264      99.93      21.04      1.29      17.23      1.42 S 
265      100.45      43.42      0.63      40.06      2.96 S 
266      102.22      41.26      0.69      41.00      3.36 S 
267      102.62      50.49      1.15      24.72      1.47 S 
268      104.95      51.38      0.95      25.00      1.45 S 
269      105.83      47.38      1.10      29.43      2.18 S 
270      106.14      40.62      0.59      43.30      2.92 S 
271      110.08      44.54      1.14      22.57      0.34 S 
272      110.13      23.73      0.98      28.53      2.50 S 
273      114.25      42.77      0.64      35.56      2.25 S 
274      114.60      46.74      0.88      38.42      3.84 S 
275      116.63      55.24      1.20      19.13      2.08 S 
276      122.83      38.90      0.61      36.64      2.26 S 
277      123.54      60.86      0.86      24.83      2.03 S 
278      123.82      48.36      1.14      39.46      1.85 S 
279      125.16      39.73      0.62      33.58      2.23 S 
280      129.43      22.62      1.01      22.34      2.76 S 
281      131.41      42.32      0.93      42.69      2.61 S 
282      135.17      56.51      1.44      31.07      2.82 S 
283      136.08      23.11      1.36      11.62      1.45 S 
284      137.03      22.38      1.05      29.50      3.85 S 
285      140.30      48.09      1.61      28.07      2.08 S 
286      149.40      67.31      1.33      36.66      0.90 S 
287      160.40      48.51      1.48      40.84      0.93 TS 
288      161.38      61.25      1.89      19.18      0.66 TS 
289      162.61      20.95      0.98      15.29      0.68 TS 
290      163.15      55.24      1.32      20.28      2.10 TS 
291      166.72      66.44      1.86      27.21      2.28 TS 
292      167.23      67.30      1.02      35.21      0.92 TS 
293      179.11      21.23      1.34      19.02      0.58 TS 
294      191.26      72.56      1.45      34.28      0.69 TS 
295      191.28      95.08      1.23      47.46      1.42 TS 
296      197.20      50.33      1.37      37.69      1.39 TS 
297      201.47      46.39      1.31      32.46      4.19 TS 
298      237.21      68.22      1.63      17.06      5.43 TS 
299      245.37      56.71      1.61      28.50      2.19 TS 
300      251.29      23.75      1.95      18.98      2.72 TS 
301      255.12      23.52      1.79      15.86      1.36 TS 
302      268.64      63.20      2.13      34.19      2.70 TS 
303      300.09      34.67      1.76      9.48      3.50 TS 
 B-7 
 
NO PM10 SO2 CO O3 NO2 Output 
304      301.81      90.04      2.66      25.31      1.07 TS 
305      309.30      52.60      1.69      35.32      2.20 TS 
306      335.24      59.12      1.95      43.70      2.16 TS 
307      358.38      60.81      2.04      35.32      2.28 STS 
308      374.39      76.12      2.21      36.70      0.95 STS 
309      376.26      83.53      2.23      34.22      0.73 STS 
310      390.02      21.00      2.38      11.18      0.79 STS 
311      392.18      73.98      3.17      25.26      0.76 STS 
312      393.66      95.97      3.49      28.80      0.85 STS 
313      399.46      23.62      2.52      10.38      2.40 STS 
314      400.62      77.59      2.60      14.63      2.98 STS 
315      417.27      77.40      3.33      22.59      2.13 STS 
316      417.50      22.81      2.47      19.30      1.35 STS 
317      430.88      26.90      2.32      13.10      0.68 BB 
318      431.39      82.68      2.59      16.06      0.84 BB 
319      452.41      58.03      2.36      27.74      0.53 BB 
320      458.42      20.93      2.70      14.62      2.43 BB 
321      471.74      102.98      2.98      36.25      3.53 BB 
322      475.20      21.00      3.05      16.81      0.07 BB 
323      479.81      24.03      2.74      14.02      2.69 BB 
324      497.69      97.79      5.00      18.67      2.25 BB 
325      500.36      22.66      3.46      13.34      1.11 BB 
326      510.12      59.46      3.06      19.33      8.00 BB 
327      569.00      22.51      3.72      12.57      0.00 BB 
   C-1 
 
LAMPIRAN C 
PEMBAGIAN DATA 
Berikut kategori pembagian data yang digunakan : 
C.1 Pembagian Data Untuk 70% Data Latih dan 30% Data Uji 
a. Data latih 
Dapat dilihat pada Tabel C.1 
Tabel C.1 Data Latih Untuk Pembagian Data 70%:30% 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 13-Jan      21.63      31.62      0.30      37.00      2.35 1 
2 9-Dec      21.70      6.32      0.03      13.44      8.91 1 
3 10-Jan      21.78      30.50      0.30      19.53      0.38 1 
4 18-Dec      21.81      5.24      0.10      29.11      9.88 1 
5 26-Mar      21.94      31.95      0.40      22.48      8.69 1 
6 4-Jan      21.97      29.35      0.23      28.90      0.21 1 
7 8-Apr      22.04      34.92      0.24      32.35      6.96 1 
8 8-Dec      22.20      6.38      0.08      19.12      10.68 1 
9 11-Aug      22.38      36.94      0.19      29.18      1.77 1 
10 12-Aug      22.46      35.97      0.24      26.64      1.49 1 
11 10-Mar      22.65      34.06      0.44      23.99      6.99 1 
12 26-May      22.76      36.46      0.27      21.91      2.45 1 
13 25-Jan      22.78      28.09      0.30      31.55      1.16 1 
14 22-Jan      22.93      29.11      0.34      35.33      1.20 1 
15 20-Apr      22.96      36.36      0.27      31.91      4.23 1 
16 10-Dec      23.10      5.24      0.03      9.70      7.98 1 
17 23-Mar      23.12      31.26      0.28      56.42      1.45 1 
18 16-Apr      23.15      33.47      0.20      27.90      2.65 1 
19 11-Apr      23.17      35.09      0.15      37.91      4.72 1 
20 24-Mar      23.25      31.62      0.48      43.92      2.35 1 
21 12-Mar      23.36      33.14      0.30      42.83      5.69 1 
22 15-Jan      23.36      34.43      0.37      36.90      1.78 1 
23 10-Apr      23.44      34.89      0.19      28.08      4.58 1 
24 28-May      23.70      38.22      0.21      23.43      2.20 1 
25 14-Jan      24.16      30.81      0.43      33.75      1.85 1 
26 14-Jul      24.46      42.66      0.23      20.08      1.37 1 
27 31-Oct      24.47      22.64      0.52      24.51      1.92 1 
28 21-Mar      24.69      31.69      0.33      39.31      5.89 1 
29 14-Nov      24.70      5.56      0.04      16.75      8.81 1 
30 23-Jan      24.91      29.22      0.39      45.53      1.76 1 
31 18-Apr      25.00      34.70      0.13      32.59      3.74 1 
32 4-Nov      25.00      21.63      0.58      37.76      2.30 1 
33 18-Nov      25.01      5.85      0.07      31.55      8.22 1 
34 22-Apr      25.23      37.76      0.26      22.29      2.66 1 
35 7-Feb      25.25      29.71      0.40      29.02      1.92 1 
36 8-Feb      25.26      29.99      0.39      30.60      1.61 1 
37 19-May      25.31      43.97      0.33      21.08      2.71 1 
38 23-May      25.79      39.35      0.37      20.37      4.62 1 
   C-2 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
39 21-Jan      25.79      29.05      0.31      39.68      1.19 1 
40 19-Jun      26.42      36.31      0.12      28.40      2.45 1 
41 21-May      26.53      43.77      0.24      23.51      1.78 1 
42 20-Feb      26.66      32.36      0.30      36.84      1.22 1 
43 7-Dec      26.75      6.97      0.10      5.98      11.08 1 
44 29-May      26.78      37.64      0.21      23.37      1.98 1 
45 20-Jun      26.81      35.76      0.21      25.52      2.21 1 
46 1-Apr      26.88      34.20      0.24      33.66      2.09 1 
47 19-Dec      27.17      6.50      0.10      21.82      11.87 1 
48 31-May      27.30      34.87      0.19      29.03      2.59 1 
49 24-Jan      27.51      30.03      0.36      36.19      1.96 1 
50 21-Jun      27.57      36.12      0.18      26.24      2.43 1 
51 11-Nov      28.05      6.08      0.07      16.69      8.41 1 
52 31-Jan      28.09      34.19      0.39      21      1.15 1 
53 27-Jan      28.10      30.74      0.45      25.47      1.66 1 
54 7-Apr      28.12      34.43      0.21      36.75      5.69 1 
55 1-Jan      28.61      31.97      0.39      22.94      0.43 1 
56 4-Mar      28.75      33.94      0.50      44.67      2.80 1 
57 2-Jan      28.82      32.03      0.32      30.23      0.69 1 
58 6-May      29.23      37.41      0.31      38.03      4.40 1 
59 2-Jun      29.39      37.31      0.26      29.57      2.72 1 
60 30-Jan      29.41      32.66      0.48      23.82      2.15 1 
61 25-Mar      29.47      32.40      0.31      29.58      4.35 1 
62 17-Jan      30.13      30.64      0.38      52.21      3.44 1 
63 15-Aug      30.20      40.84      0.51      20.46      1.18 1 
64 9-Apr      30.40      35.63      0.21      32.75      6.83 1 
65 15-Apr      30.61      37.71      0.17      36.01      5.29 1 
66 21-Feb      30.76      31.15      0.32      41.09      1.98 1 
67 2-Mar      31.22      30.77      0.46      27.79      2.03 1 
68 13-Aug      31.26      37.81      0.31      23.04      2.13 1 
69 26-Jan      31.43      29.98      0.53      31.55      2.30 1 
70 1-Mar      31.52      29.86      0.41      36.23      2.24 1 
71 6-Aug      31.53      42.37      0.38      30.09      2.06 1 
72 19-Jan      31.58      30.63      0.31      48.05      1.87 1 
73 18-Jan      31.60      29.62      0.30      57.85      2.12 1 
74 23-Feb      31.63      31.13      0.35      41.46      1.76 1 
75 14-Aug      32.01      38.67      0.36      27.17      2.10 1. 
76 16-Aug      32.42      37.28      0.24      27.11      1.32 1 
77 21-Apr      32.43      39.07      0.44      17.05      6.79 1 
78 8-Jan      32.67      31.07      0.28      14.29      0.15 1 
79 10-Nov      32.73      6.03      0.10      17.46      13.04 1 
80 28-Jan      32.90      33.22      0.47      14.07      1.19 1 
81 3-Dec      33.09      6.10      0.20      18.57      13.82 1 
82 21-Aug      33.50      38.93      0.49      37.14      2.11 1 
83 20-Jan      33.58      29.32      0.31      40.69      1.34 1 
84 20-May      33.71      39.50      0.18      22.25      2.25 1 
85 29-Jan      34.10      36.92      0.40      33.08      2.82 1 
86 1-Jun      34.19      36.47      0.33      30.54      2.73 1 
87 16-Jul      34.36      42.69      0.22      21.86      1.42 1 
88 17-Apr      34.51      35.28      0.18      37.94      4.95 1 
89 3-Mar      34.51      32.85      0.45      37.76      2.82 1 
90 19-Mar      34.52      33.99      0.45      45.90      9.29 1 
   C-3 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
91 9-Feb      34.95      33.80      0.60      33.87      2.77 1 
92 5-Mar      35.16      32.65      0.41      40.12      5.10 1 
93 22-Jun      35.39      34.67      0.19      29.99      1.38 1 
94 10-Feb      35.56      30.47      0.43      45.91      2.62 1 
95 3-Aug      35.71      45.43      0.43      19.84      0.47 1 
96 18-Feb      36.06      30.93      0.36      27.55      1.21 1 
97 22-Aug      36.58      37.42      0.40      38.01      2.59 1 
98 24-May      36.95      39.79      0.32      22.54      2.77 1 
99 20-Mar      37.32      33.72      0.39      51.27      4.23 1 
100 19-Feb      37.78      31.69      0.43      27.16      2.34 1 
101 14-Apr      38.73      35.85      0.47      30.61      7.34 1 
102 1-Nov      39.37      23.42      0.45      38.86      2.30 1 
103 13-Mar      39.38      33.81      0.38      43.26      5.23 1 
104 24-Feb      39.53      29.10      0.37      52.01      2.07 1 
105 17-Mar      40.38      30.85      0.41      85.09      2.06 1 
106 24-Jun      40.88      35.43      0.25      29.38      1.83 1 
107 28-Feb      41.32      29.79      0.42      41.20      2.24 1 
108 18-Jul      41.40      43.01      0.50      19.30      1.59 1 
109 2-Nov      41.42      22.18      0.47      38.56      2.60 1 
110 26-Feb      41.56      28.49      0.31      48.64      1.83 1 
111 23-Jun      43.32      34.29      0.20      34.43      0.93 1 
112 27-Jun      43.79      34.98      0.25      36.22      1.82 1 
113 25-Feb      44.08      28.93      0.28      57.86      2.02 1 
114 16-Feb      44.54      31.09      0.41      46.04      2.20 1 
115 17-Aug      44.98      35.72      0.31      32.47      2.23 1 
116 11-Feb      45.48      31.83      0.45      56.40      2.94 1 
117 17-Feb      45.85      30.28      0.41      42.87      2.10 1 
118 26-Jun      46.29      34.67      0.23      37.77      1.63 1 
119 25-Jun      46.54      37.30      0.26      40.77      2.50 1 
120 18-Mar      46.68      33.91      0.57      54.43      7.23 1 
121 30-Oct      47.19      20.96      0.53      29.40      1.26 1 
122 14-Mar      47.27      33.93      0.58      46.47      5.33 1 
123 12-Feb      47.49      29.61      0.49      56.40      2.89 1 
124 15-Feb      47.75      30.28      0.36      50.38      1.65 1 
125 3-Nov      48.29      21.54      0.48      44.13      2.28 1 
126 4-Jul      48.34      39.38      0.39      38.37      2.34 1 
127 15-Mar      48.49      34.33      0.33      57.42      2.47 1 
128 6-Mar      48.68      33.18      0.59      36.59      6.16 1 
129 15-Jul      48.78      47.92      0.42      24.55      0.89 1 
130 18-Aug      49.46      35.96      0.36      41.02      2.15 1 
131 24-Jul      50.00      40.99      0.41      28.95      0.96 1 
132 27-Feb      50.20      28.54      0.43      48.28      2.57 1 
133 4-Jun      15.26      36.73      0.21      19.89      2.23 1 
134 15-May      15.28      38.42      0.21      22.60      2.55 1 
135 5-Apr      15.35      32.37      0.12      33.95      2.09 1 
136 18-Jun      15.53      36.57      0.18      28.12      1.98 1 
137 24-Apr      16.13      35.82      0.19      34.17      4.26 1 
138 4-May      16.18      35.49      0.22      18.67      2.29 1 
139 30-Dec      16.21      6.26      0.10      17.71      9.93 1 
140 3-Apr      16.51      33.48      0.23      27.04      0.31 1 
141 1-May      16.66      34.36      0.10      24.19      2.73 1 
142 28-Apr      16.82      35.22      0.21      45.67      3.81 1 
   C-4 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
143 16-Jun      16.98      35.58      0.16      21.91      2.41 1 
144 5-May      16.99      35.42      0.20      35.42      3.78 1 
145 4-Dec      17.06      5.24      0.10      21.47      8.88 1 
146 23-Apr      17.12      36.49      0.18      32.49      4.44 1 
147 22-Dec      17.22      5.57      0.04      14.33      5.64 1 
148 27-Mar      17.27      33.09      0.34      37.98      1.30 1 
149 5-Dec      17.32      18.01      0.00      13.03      5.42 1 
150 9-Nov      17.39      33.22      0.85      24.85      6.87 1 
151 30-Nov      17.63      6.16      0.11      24.05      9.38 1 
152 5-Feb      18.19      31.25      0.34      24.65      1.03 1 
153 27-May      18.38      37.15      0.20      19.70      2.43 1 
154 21-Dec      18.51      5.67      0.09      29.02      9.04 1 
155 20-Nov      18.71      5.63      0.06      23.07      8.12 1 
156 10-Jun      18.79      36.88      0.23      20.73      2.21 1 
157 31-Dec      19.03      6.27      0.05      23.00      9.75 1 
158 22-Mar      19.04      30.86      0.28      44.30      4.17 1 
159 19-Nov      19.32      5.70      0.06      20.97      7.99 1 
160 28-Nov      19.39      6.16      0.02      26.81      10.17 1 
161 11-Mar      19.50      33.33      0.32      24.94      4.97 1 
162 19-Jul      19.74      38.45      0.15      25.34      1.29 1 
163 6-Feb      19.90      30.69      0.31      27.91      1.22 1 
164 17-Jul      20.09      39.72      0.17      16.11      1.70 1 
165 26-Apr      20.13      37.40      0.21      41.43      4.46 1 
166 9-Aug      20.21      38.72      0.24      25.66      1.77 1 
167 2-Dec      20.35      5.83      0.12      15.35      9.37 1 
168 17-Dec      20.41      6.42      0.09      21.33      9.94 1 
169 28-Mar      20.58      32.06      0.21      33.53      0.92 1 
170 30-May      20.77      35.16      0.13      27.39      2.38 1 
171 3-Jun      21.11      36.29      0.22      29.94      2.44 1 
172 25-Apr      21.30      36.22      0.27      32.87      5.23 1 
173 16-Jan      21.35      30.50      0.31      48.04      2.26 1 
174 5-Nov      21.53      27.09      0.35      19.15      0.74 1 
175 13-Nov      21.59      5.58      0.07      24.79      6.98 1 
176 7-Jul      95.61      42.64      0.76      35.38      3.10 2 
177 28-Jul      96.14      48.93      0.57      32.84      1.86 2 
178 12-Jul      96.81      53.02      0.73      27.06      1.08 2 
179 27-Aug      98.15      42.30      0.60      34.46      3.30 2 
180 20-Aug      99.12      43.11      0.61      37.73      3.09 2 
181 6-Jul      99.45      40.86      0.62      41.28      1.73 2 
182 28-Oct      99.93      21.04      1.29      17.23      1.42 2 
183 26-Aug      100.45      43.42      0.63      40.06      2.96 2 
184 19-Aug      102.22      41.26      0.69      41      3.36 2 
185 1-Aug      102.62      50.49      1.15      24.72      1.47 2 
186 2-Aug      104.95      51.38      0.95      25.00      1.45 2 
187 25-Jul      105.83      47.38      1.10      29.43      2.18 2 
188 24-Aug      106.14      40.62      0.59      43.30      2.92 2 
189 23-Sep      110.08      44.54      1.14      22.57      0.34 2 
190 9-Oct      110.13      23.73      0.98      28.53      2.50 2 
191 28-Aug      114.25      42.77      0.64      35.56      2.25 2 
192 24-Sep      114.60      46.74      0.88      38.42      3.84 2 
193 9-Sep      116.63      55.24      1.20      19.13      2.08 2 
194 30-Aug      122.83      38.90      0.61      36.64      2.26 2 
   C-5 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
195 11-Jul      123.54      60.86      0.86      24.83      2.03 2 
196 27-Jul      123.82      48.36      1.14      39.46      1.85 2 
197 29-Aug      125.16      39.73      0.62      33.58      2.23 2 
198 8-Oct      129.43      22.62      1.01      22.34      2.76 2 
199 23-Aug      131.41      42.32      0.93      42.69      2.61 2 
200 30-Jul      135.17      56.51      1.44      31.07      2.82 2 
201 2-Oct      136.08      23.11      1.36      11.62      1.45 2 
202 10-Oct      137.03      22.38      1.05      29.50      3.85 2 
203 8-Jul      140.30      48.09      1.61      28.07      2.08 2 
204 21-Sep      149.40      67.31      1.33      36.66      0.90 2 
205 19-Sep      191.28      95.08      1.23      47.46      1.42 3 
206 25-Aug      197.20      50.33      1.37      37.69      1.39 3 
207 25-Sep      201.47      46.39      1.31      32.46      4.19 3 
208 17-Sep      237.21      68.22      1.63      17.06      5.43 3 
209 5-Sep      245.37      56.71      1.61      28.50      2.19 3 
210 3-Oct      251.29      23.75      1.95      18.98      2.72 3 
211 1-Oct      255.12      23.52      1.79      15.86      1.36 3 
212 6-Sep      268.64      63.20      2.13      34.19      2.70 3 
213 28-Sep      300.09      34.67      1.76      9.48      3.50 3 
214 15-Sep      301.81      90.04      2.66      25.31      1.07 3 
215 1-Sep      309.30      52.60      1.69      35.32      2.20 3 
216 3-Sep      335.24      59.12      1.95      43.70      2.16 3 
217 12-Sep      393.66      95.97      3.49      28.80      0.85 4 
218 30-Sep      399.46      23.62      2.52      10.38      2.40 4 
219 27-Sep      400.62      77.59      2.60      14.63      2.98 4 
220 11-Sep      417.27      77.40      3.33      22.59      2.13 4 
221 20-Oct      417.50      22.81      2.47      19.30      1.35 4 
222 13-Sep      471.74    102.98      2.98      36.25      3.53 5 
223 22-Oct      475.20      21      3.05      16.81      0.07 5 
224 4-Oct      479.81      24.03      2.74      14.02      2.69 5 
225 14-Sep      497.69      97.79      5.00      18.67      2.25 5 
226 21-Oct      500.36      22.66      3.46      13.34      1.11 5 
227 26-Sep      510.12      59.46      3.06      19.33      8.00 5 
228 23-Oct      569.00      22.51      3.72      12.57      0.00 5 
b. Data uji 
Dapat dilihat pada Tabel C.2. 
Tabel C.2 Data Uji Untuk Pembagian Data 70%:30% 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 12-Jun 2.93 33.48 0.08 21.43 0.49 1 
2 14-Jun 3.72 33.38 0.09 22.07 1.63 1 
3 30-Apr 3.85 34.53 0.17 20.82 3.25 1 
4 7-Jun 5.84 33.38 0.05 22.23 1.03 1 
5 9-Jan 6.98 30.67 0.29 18.11 0.23 1 
6 17-May 7.01 32.86 0.11 23.34 1.74 1 
7 19-Apr 7.66 33.26 0.13 25.14 3.34 1 
8 5-Jan 7.70 29.85 0.30 15.42 0.17 1 
9 29-Dec 7.88 6.27 0.02 11.10 7.23 1 
10 2-Apr 8.24 33.00 0.27 24.83 3.85 1 
11 9-Jun 8.33 35.31 0.30 27.74 1.81 1 
   C-6 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
12 27-Nov 8.46 5.67 0.04 20.24 11.88 1 
13 7-Nov 8.59 24.15 0.36 21.59 1.00 1 
14 16-May 8.84 33.90 0.07 18.43 1.39 1 
15 6-Jan 8.88 29.73 0.26 13.82 0.14 1 
16 7-Jan 9.51 29.87 0.33 17.94 0.25 1 
17 11-Jun 9.51 36.86 0.13 21.71 2.30 1 
18 3-Jan 9.57 29.75 0.31 29.33 0.46 1 
19 16-Nov 9.60 6.04 0.06 17.20 8.17 1 
20 25-Nov 9.78 5.24 0.06 16.26 8.38 1 
21 6-Nov 9.79 24.95 0.42 28.54 0.98 1 
22 13-Jun 10.00 34.94 0.17 27.59 2.35 1 
23 29-Apr 10.09 34.97 0.22 34.02 4.44 1 
24 8-Jun 10.35 34.07 0.21 18.27 1.78 1 
25 2-May 10.55 33.17 0.11 20.69 0.63 1 
26 1-Feb 10.61 31.59 0.31 43.50 1.54 1 
27 17-Nov 10.61 5.91 0.13 22.57 10.86 1 
28 11-Jan 10.91 30.97 0.24 18.81 0.31 1 
29 23-Dec 12.73 5.80 0.1 12.25 2.71 1 
30 24-Nov 12.92 5.74 0.06 17.07 10.33 1 
31 4-Feb 13.05 32.05 0.46 23.07 1.96 1 
32 15-Dec 13.12 6.39 0.05 13.68 7.86 1 
33 14-Dec 13.17 6.71 0.03 8.72 9.83 1 
34 30-Mar 13.19 31.87 0.27 26.95 1.84 1 
35 1-Dec 13.37 6.01 0.1 22.13 6.23 1 
36 31-Mar 13.38 32.64 0.14 32.78 1.79 1 
37 22-May 13.54 40.52 0.27 24.05 1.94 1 
38 3-May 13.55 34.74 0.13 24.70 3.22 1 
39 28-Dec 13.73 7.75 0.03 19.37 12.45 1 
40 6-Apr 14.16 33.34 0.22 32.17 5.06 1 
41 8-Nov 14.30 22.42 0.36 23.02 1.50 1 
42 6-Jun 14.39 36.92 0.13 22.46 1.94 1 
43 26-Nov 14.48 5.87 0.04 23.17 6.37 1 
44 15-Nov 14.51 5.23 0.06 12.68 8.16 1 
45 12-Nov 14.61 6.18 0.07 25.24 7.98 1 
46 29-Mar 14.69 31.84 0.20 28.49 0.66 1 
47 5-Jun 14.79 38.22 0.20 19.18 2.32 1 
48 10-Aug 14.86 38.03 0.20 24.29 1.51 1 
49 18-May 15.13 37.03 0.42 21.63 3.25 1 
50 16-Dec 15.15 7.33 0.05 15.50 8.66 1 
51 17-Jun 15.21 35.35 0.18 30.78 1.44 1 
52 29-Nov 11.09 6.01 0.1 16.75 5.11 1 
53 15-Jun 11.19 35.30 0.21 19.98 1.81 1 
54 20-Dec 11.35 5.24 0.04 20.41 5.45 1 
55 13-Apr 11.47 33.71 0.15 35.10 5.33 1 
56 4-Aug 11.55 42.53 0.26 25.96 1.92 1 
57 12-Apr 11.65 33.72 0.22 34.69 3.40 1 
58 27-Apr 11.68 35.00 0.17 39.02 3.59 1 
59 9-Mar 11.90 32.76 0.41 18.38 1.51 1 
60 25-May 12.06 37.04 0.20 29.52 2.10 1 
61 12-Jan 12.26 30.38 0.38 27.59 0.75 1 
62 16-Mar 12.57 33.01 0.28 33.61 3.56 1 
63 14-Feb 64.04 34.82 0.50 60.79 3.50 2 
   C-7 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
64 13-Feb 64.15 32.51 0.67 54.56 4.22 2 
65 5-Jul 67.74 41.71 0.52 35.01 2.76 2 
66 1-Jul 71.11 41.04 0.57 27.72 1.71 2 
67 30-Jun 72.33 40.61 0.61 29.08 2.57 2 
68 29-Jul 80.03 46.02 0.69 26.92 1.84 2 
69 3-Jul 82.70 41.76 0.70 30.00 2.08 2 
70 7-Mar 84.37 35.79 0.84 15.89 3.85 2 
71 22-Jul 85.57 41.74 0.58 26.72 2.30 2 
72 31-Jul 86.99 46.28 0.65 32.30 1.13 2 
73 22-Feb 51.41 34.23 0.41 54.59 2.45 2 
74 5-Aug 54.27 47.79 0.87 28.02 2.80 2 
75 26-Jul 54.54 41.15 0.38 27.67 1.43 2 
76 23-Jul 54.56 42.56 0.44 27.32 2.36 2 
77 28-Jun 54.70 35.57 0.31 34.73 2.24 2 
78 13-Jul 54.81 48.52 0.39 23.15 1.49 2 
79 29-Jun 54.88 39.67 0.35 35.43 1.69 2 
80 7-Aug 55.85 46.32 0.70 19.14 2.51 2 
81 29-Oct 55.99 20.99 0.93 23.49 2.00 2 
82 2-Jul 56.11 38.49 0.37 30.36 1.74 2 
83 31-Aug 160.40 48.51 1.48 40.84 0.93 3 
84 9-Jul 161.38 61.25 1.89 19.18 0.66 3 
85 11-Oct 162.61 20.95 0.98 15.29 0.68 3 
86 10-Sep 163.15 55.24 1.32 20.28 2.10 3 
87 10-Jul 166.72 66.44 1.86 27.21 2.28 3 
88 22-Sep 167.23 67.30 1.02 35.21 0.92 3 
89 7-Oct 179.11 21.23 1.34 19.02 0.58 3 
90 20-Sep 191.26 72.56 1.45 34.28 0.69 3 
91 4-Sep 358.38 60.81 2.04 35.32 2.28 4 
92 8-Sep 374.39 76.12 2.21 36.70 0.95 4 
93 16-Sep 376.26 83.53 2.23 34.22 0.73 4 
94 5-Oct 390.02 21.00 2.38 11.18 0.79 4 
95 7-Sep 392.18 73.98 3.17 25.26 0.76 4 
96 29-Sep 430.88 26.90 2.32 13.10 0.68 5 
97 18-Sep 431.39 82.68 2.59 16.06 0.84 5 
98 2-Sep 452.41 58.03 2.36 27.74 0.53 5 
99 6-Oct 458.42 20.93 2.70 14.62 2.43 5 
C.2 Pembagian Data Untuk 80% Data Latih dan 20% Data Uji 
a. Data Latih 
Dapat dilihat pada Tabel C.3 
Tabel C.3 Data Latih Untuk Pembagian Data 80%:20% 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 13-Jan 21.63 31.62 0.30 37.00 2.35 1 
2 9-Dec 21.70 6.32 0.03 13.44 8.91 1 
3 10-Jan 21.78 30.50 0.30 19.53 0.38 1 
4 18-Dec 21.81 5.24 0.10 29.11 9.88 1 
5 26-Mar 21.94 31.95 0.40 22.48 8.69 1 
6 4-Jan 21.97 29.35 0.23 28.90 0.21 1 
7 8-Apr 22.04 34.92 0.24 32.35 6.96 1 
8 8-Dec 22.20 6.38 0.08 19.12 10.68 1 
   C-8 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
9 11-Aug 22.38 36.94 0.19 29.18 1.77 1 
10 12-Aug 22.46 35.97 0.24 26.64 1.49 1 
11 10-Mar 22.65 34.06 0.44 23.99 6.99 1 
12 26-May 22.76 36.46 0.27 21.91 2.45 1 
13 25-Jan 22.78 28.09 0.30 31.55 1.16 1 
14 22-Jan 22.93 29.11 0.34 35.33 1.20 1 
15 20-Apr 22.96 36.36 0.27 31.91 4.23 1 
16 10-Dec 23.10 5.24 0.03 9.70 7.98 1 
17 23-Mar 23.12 31.26 0.28 56.42 1.45 1 
18 16-Apr 23.15 33.47 0.20 27.90 2.65 1 
19 11-Apr 23.17 35.09 0.15 37.91 4.72 1 
20 24-Mar 23.25 31.62 0.48 43.92 2.35 1 
21 12-Mar 23.36 33.14 0.30 42.83 5.69 1 
22 15-Jan 23.36 34.43 0.37 36.90 1.78 1 
23 10-Apr 23.44 34.89 0.19 28.08 4.58 1 
24 28-May 23.70 38.22 0.21 23.43 2.20 1 
25 14-Jan 24.16 30.81 0.43 33.75 1.85 1 
26 14-Jul 24.46 42.66 0.23 20.08 1.37 1 
27 31-Oct 24.47 22.64 0.52 24.51 1.92 1 
28 21-Mar 24.69 31.69 0.33 39.31 5.89 1 
29 14-Nov 24.70 5.56 0.04 16.75 8.81 1 
30 23-Jan 24.91 29.22 0.39 45.53 1.76 1 
31 18-Apr 25.00 34.70 0.13 32.59 3.74 1 
32 4-Nov 25.00 21.63 0.58 37.76 2.30 1 
33 18-Nov 25.01 5.85 0.07 31.55 8.22 1 
34 22-Apr 25.23 37.76 0.26 22.29 2.66 1 
35 7-Feb 25.25 29.71 0.40 29.02 1.92 1 
36 8-Feb 25.26 29.99 0.39 30.60 1.61 1 
37 19-May 25.31 43.97 0.33 21.08 2.71 1 
38 23-May 25.79 39.35 0.37 20.37 4.62 1 
39 21-Jan 25.79 29.05 0.31 39.68 1.19 1 
40 19-Jun 26.42 36.31 0.12 28.40 2.45 1 
41 21-May 26.53 43.77 0.24 23.51 1.78 1 
42 20-Feb 26.66 32.36 0.30 36.84 1.22 1 
43 7-Dec 26.75 6.97 0.10 5.98 11.08 1 
44 29-May 26.78 37.64 0.21 23.37 1.98 1 
45 20-Jun 26.81 35.76 0.21 25.52 2.21 1 
46 1-Apr 26.88 34.20 0.24 33.66 2.09 1 
47 19-Dec 27.17 6.50 0.10 21.82 11.87 1 
48 31-May 27.30 34.87 0.19 29.03 2.59 1 
49 24-Jan 27.51 30.03 0.36 36.19 1.96 1 
50 21-Jun 27.57 36.12 0.18 26.24 2.43 1 
51 11-Nov 28.05 6.08 0.07 16.69 8.41 1 
52 31-Jan 28.09 34.19 0.39 21 1.15 1 
53 27-Jan 28.10 30.74 0.45 25.47 1.66 1 
54 7-Apr 28.12 34.43 0.21 36.75 5.69 1 
55 1-Jan 28.61 31.97 0.39 22.94 0.43 1 
56 4-Mar 28.75 33.94 0.50 44.67 2.80 1 
57 2-Jan 28.82 32.03 0.32 30.23 0.69 1 
58 6-May 29.23 37.41 0.31 38.03 4.40 1 
59 2-Jun 29.39 37.31 0.26 29.57 2.72 1 
60 30-Jan 29.41 32.66 0.48 23.82 2.15 1 
   C-9 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
61 25-Mar 29.47 32.40 0.31 29.58 4.35 1 
62 17-Jan 30.13 30.64 0.38 52.21 3.44 1 
63 15-Aug 30.20 40.84 0.51 20.46 1.18 1 
64 9-Apr 30.40 35.63 0.21 32.75 6.83 1 
65 15-Apr 30.61 37.71 0.17 36.01 5.29 1 
66 21-Feb 30.76 31.15 0.32 41.09 1.98 1 
67 2-Mar 31.22 30.77 0.46 27.79 2.03 1 
68 13-Aug 31.26 37.81 0.31 23.04 2.13 1 
69 26-Jan 31.43 29.98 0.53 31.55 2.30 1 
70 1-Mar 31.52 29.86 0.41 36.23 2.24 1 
71 6-Aug 31.53 42.37 0.38 30.09 2.06 1 
72 19-Jan 31.58 30.63 0.31 48.05 1.87 1 
73 18-Jan 31.60 29.62 0.30 57.85 2.12 1 
74 23-Feb 31.63 31.13 0.35 41.46 1.76 1 
75 14-Aug 32.01 38.67 0.36 27.17 2.10 1 
76 16-Aug 32.42 37.28 0.24 27.11 1.32 1 
77 21-Apr 32.43 39.07 0.44 17.05 6.79 1 
78 8-Jan 32.67 31.07 0.28 14.29 0.15 1 
79 10-Nov 32.73 6.03 0.10 17.46 13.04 1 
80 28-Jan 32.90 33.22 0.47 14.07 1.19 1 
81 3-Dec 33.09 6.10 0.20 18.57 13.82 1 
82 21-Aug 33.50 38.93 0.49 37.14 2.11 1 
83 20-Jan 33.58 29.32 0.31 40.69 1.34 1 
84 20-May 33.71 39.50 0.18 22.25 2.25 1 
85 29-Jan 34.10 36.92 0.40 33.08 2.82 1 
86 1-Jun 34.19 36.47 0.33 30.54 2.73 1 
87 16-Jul 34.36 42.69 0.22 21.86 1.42 1 
88 17-Apr 34.51 35.28 0.18 37.94 4.95 1 
89 3-Mar 34.51 32.85 0.45 37.76 2.82 1 
90 19-Mar 34.52 33.99 0.45 45.90 9.29 1 
91 9-Feb 34.95 33.80 0.60 33.87 2.77 1 
92 5-Mar 35.16 32.65 0.41 40.12 5.10 1 
93 22-Jun 35.39 34.67 0.19 29.99 1.38 1 
94 10-Feb 35.56 30.47 0.43 45.91 2.62 1 
95 3-Aug 35.71 45.43 0.43 19.84 0.47 1 
96 18-Feb 36.06 30.93 0.36 27.55 1.21 1 
97 22-Aug 36.58 37.42 0.40 38.01 2.59 1 
98 24-May 36.95 39.79 0.32 22.54 2.77 1 
99 20-Mar 37.32 33.72 0.39 51.27 4.23 1 
100 19-Feb 37.78 31.69 0.43 27.16 2.34 1 
101 14-Apr 38.73 35.85 0.47 30.61 7.34 1 
102 1-Nov 39.37 23.42 0.45 38.86 2.30 1 
103 13-Mar 39.38 33.81 0.38 43.26 5.23 1 
104 24-Feb 39.53 29.10 0.37 52.01 2.07 1 
105 17-Mar 40.38 30.85 0.41 85.09 2.06 1 
106 24-Jun 40.88 35.43 0.25 29.38 1.83 1 
107 28-Feb 41.32 29.79 0.42 41.20 2.24 1 
108 18-Jul 41.40 43.01 0.50 19.30 1.59 1 
109 2-Nov 41.42 22.18 0.47 38.56 2.60 1 
110 26-Feb 41.56 28.49 0.31 48.64 1.83 1 
111 23-Jun 43.32 34.29 0.20 34.43 0.93 1 
112 27-Jun 43.79 34.98 0.25 36.22 1.82 1 
   C-10 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
113 25-Feb 44.08 28.93 0.28 57.86 2.02 1 
114 16-Feb 44.54 31.09 0.41 46.04 2.20 1 
115 17-Aug 44.98 35.72 0.31 32.47 2.23 1 
116 11-Feb 45.48 31.83 0.45 56.40 2.94 1 
117 17-Feb 45.85 30.28 0.41 42.87 2.10 1 
118 26-Jun 46.29 34.67 0.23 37.77 1.63 1 
119 25-Jun 46.54 37.30 0.26 40.77 2.50 1 
120 18-Mar 46.68 33.91 0.57 54.43 7.23 1 
121 30-Oct 47.19 20.96 0.53 29.40 1.26 2 
122 14-Mar 47.27 33.93 0.58 46.47 5.33 1 
123 12-Feb 47.49 29.61 0.49 56.40 2.89 1 
124 15-Feb 47.75 30.28 0.36 50.38 1.65 1 
125 3-Nov 48.29 21.54 0.48 44.13 2.28 1 
126 4-Jul 48.34 39.38 0.39 38.37 2.34 1 
127 15-Mar 48.49 34.33 0.33 57.42 2.47 1 
128 6-Mar 48.68 33.18 0.59 36.59 6.16 1 
129 15-Jul 48.78 47.92 0.42 24.55 0.89 1 
130 18-Aug 49.46 35.96 0.36 41.02 2.15 1 
131 24-Jul 50.00 40.99 0.41 28.95 0.96 1 
132 27-Feb 50.20 28.54 0.43 48.28 2.57 1 
133 12-Jun 2.93 33.48 0.08 21.43 0.49 1 
134 14-Jun 3.72 33.38 0.09 22.07 1.63 1 
135 30-Apr 3.85 34.53 0.17 20.82 3.25 1 
136 7-Jun 5.84 33.38 0.05 22.23 1.03 1 
137 9-Jan 6.98 30.67 0.29 18.11 0.23 1 
138 17-May 7.01 32.86 0.11 23.34 1.74 1 
139 19-Apr 7.66 33.26 0.13 25.14 3.34 1 
140 5-Jan 7.70 29.85 0.30 15.42 0.17 1 
141 29-Dec 7.88 6.27 0.02 11.10 7.23 1 
142 2-Apr 8.24 33.00 0.27 24.83 3.85 1 
143 9-Jun 8.33 35.31 0.30 27.74 1.81 1 
144 27-Nov 8.46 5.67 0.04 20.24 11.88 1 
145 7-Nov 8.59 24.15 0.36 21.59 1 1 
146 16-May 8.84 33.90 0.07 18.43 1.39 1 
147 6-Jan 8.88 29.73 0.26 13.82 0.14 1 
148 7-Jan 9.51 29.87 0.33 17.94 0.25 1 
149 11-Jun 9.51 36.86 0.13 21.71 2.30 1 
150 3-Jan 9.57 29.75 0.31 29.33 0.46 1 
151 16-Nov 9.60 6.04 0.06 17.20 8.17 1 
152 25-Nov 9.78 5.24 0.06 16.26 8.38 1 
153 6-Nov 9.79 24.95 0.42 28.54 0.98 1 
154 13-Jun 10.00 34.94 0.17 27.59 2.35 1 
155 29-Apr 10.09 34.97 0.22 34.02 4.44 1 
156 8-Jun 10.35 34.07 0.21 18.27 1.78 1 
157 2-May 10.55 33.17 0.11 20.69 0.63 1 
158 1-Feb 10.61 31.59 0.31 43.50 1.54 1 
159 17-Nov 10.61 5.91 0.13 22.57 10.86 1 
160 11-Jan 10.91 30.97 0.24 18.81 0.31 1 
161 23-Dec 12.73 5.80 0.1 12.25 2.71 1 
162 24-Nov 12.92 5.74 0.06 17.07 10.33 1 
163 4-Feb 13.05 32.05 0.46 23.07 1.96 1 
164 15-Dec 13.12 6.39 0.05 13.68 7.86 1 
   C-11 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
165 14-Dec 13.17 6.71 0.03 8.72 9.83 1 
166 4-Jun 15.26 36.73 0.21 19.89 2.23 1 
167 15-May 15.28 38.42 0.21 22.60 2.55 1 
168 5-Apr 15.35 32.37 0.12 33.95 2.09 1 
169 18-Jun 15.53 36.57 0.18 28.12 1.98 1 
170 24-Apr 16.13 35.82 0.19 34.17 4.26 1 
171 4-May 16.18 35.49 0.22 18.67 2.29 1 
172 30-Dec 16.21 6.26 0.10 17.71 9.93 1 
173 3-Apr 16.51 33.48 0.23 27.04 0.31 1 
174 1-May 16.66 34.36 0.10 24.19 2.73 1 
175 28-Apr 16.82 35.22 0.21 45.67 3.81 1 
176 16-Jun 16.98 35.58 0.16 21.91 2.41 1 
177 5-May 16.99 35.42 0.20 35.42 3.78 1 
178 4-Dec 17.06 5.24 0.10 21.47 8.88 1 
179 23-Apr 17.12 36.49 0.18 32.49 4.44 1 
180 22-Dec 17.22 5.57 0.04 14.33 5.64 1 
181 27-Mar 17.27 33.09 0.34 37.98 1.30 1 
182 5-Dec 17.32 18.01 0.00 13.03 5.42 1 
183 9-Nov 17.39 33.22 0.85 24.85 6.87 1 
184 30-Nov 17.63 6.16 0.11 24.05 9.38 1 
185 5-Feb 18.19 31.25 0.34 24.65 1.03 1 
186 27-May 18.38 37.15 0.20 19.70 2.43 1 
187 21-Dec 18.51 5.67 0.09 29.02 9.04 1 
188 20-Nov 18.71 5.63 0.06 23.07 8.12 1 
189 10-Jun 18.79 36.88 0.23 20.73 2.21 1 
190 31-Dec 19.03 6.27 0.05 23.00 9.75 1 
191 22-Mar 19.04 30.86 0.28 44.30 4.17 1 
192 19-Nov 19.32 5.70 0.06 20.97 7.99 1 
193 28-Nov 19.39 6.16 0.02 26.81 10.17 1 
194 11-Mar 19.50 33.33 0.32 24.94 4.97 1 
195 19-Jul 19.74 38.45 0.15 25.34 1.29 1 
196 6-Feb 19.90 30.69 0.31 27.91 1.22 1 
197 17-Jul 20.09 39.72 0.17 16.11 1.70 1 
198 26-Apr 20.13 37.40 0.21 41.43 4.46 1 
199 9-Aug 20.21 38.72 0.24 25.66 1.77 1 
200 2-Dec 20.35 5.83 0.12 15.35 9.37 1 
201 17-Dec 20.41 6.42 0.09 21.33 9.94 1 
202 28-Mar 20.58 32.06 0.21 33.53 0.92 1 
203 30-May 20.77 35.16 0.13 27.39 2.38 1 
204 3-Jun 21.11 36.29 0.22 29.94 2.44 1 
205 25-Apr 21.30 36.22 0.27 32.87 5.23 1 
206 16-Jan 21.35 30.50 0.31 48.04 2.26 1 
207 5-Nov 21.53 27.09 0.35 19.15 0.74 1 
208 13-Nov 21.59 5.58 0.07 24.79 6.98 1 
209 7-Jul 95.61 42.64 0.76 35.38 3.10 2 
210 28-Jul 96.14 48.93 0.57 32.84 1.86 2 
211 12-Jul 96.81 53.02 0.73 27.06 1.08 2 
212 27-Aug 98.15 42.30 0.60 34.46 3.30 2 
213 20-Aug 99.12 43.11 0.61 37.73 3.09 2 
214 6-Jul 99.45 40.86 0.62 41.28 1.73 2 
215 28-Oct 99.93 21.04 1.29 17.23 1.42 2 
216 26-Aug 100.45 43.42 0.63 40.06 2.96 2 
   C-12 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
217 19-Aug 102.22 41.26 0.69 41 3.36 2 
218 1-Aug 102.62 50.49 1.15 24.72 1.47 2 
219 2-Aug 104.95 51.38 0.95 25.00 1.45 2 
220 25-Jul 105.83 47.38 1.10 29.43 2.18 2 
221 24-Aug 106.14 40.62 0.59 43.30 2.92 2 
222 23-Sep 110.08 44.54 1.14 22.57 0.34 2 
223 9-Oct 110.13 23.73 0.98 28.53 2.50 2 
224 28-Aug 114.25 42.77 0.64 35.56 2.25 2 
225 24-Sep 114.60 46.74 0.88 38.42 3.84 2 
226 9-Sep 116.63 55.24 1.20 19.13 2.08 2 
227 30-Aug 122.83 38.90 0.61 36.64 2.26 2 
228 11-Jul 123.54 60.86 0.86 24.83 2.03 2 
229 27-Jul 123.82 48.36 1.14 39.46 1.85 2 
230 29-Aug 125.16 39.73 0.62 33.58 2.23 2 
231 8-Oct 129.43 22.62 1.01 22.34 2.76 2 
232 23-Aug 131.41 42.32 0.93 42.69 2.61 2 
233 30-Jul 135.17 56.51 1.44 31.07 2.82 2 
234 2-Oct 136.08 23.11 1.36 11.62 1.45 2 
235 10-Oct 137.03 22.38 1.05 29.50 3.85 2 
236 8-Jul 140.30 48.09 1.61 28.07 2.08 2 
237 21-Sep 149.40 67.31 1.33 36.66 0.90 2 
238 19-Sep 191.28 95.08 1.23 47.46 1.42 3 
239 25-Aug 197.20 50.33 1.37 37.69 1.39 3 
240 25-Sep 201.47 46.39 1.31 32.46 4.19 3 
241 17-Sep 237.21 68.22 1.63 17.06 5.43 3 
242 5-Sep 245.37 56.71 1.61 28.50 2.19 3 
243 3-Oct 251.29 23.75 1.95 18.98 2.72 3 
244 1-Oct 255.12 23.52 1.79 15.86 1.36 3 
245 6-Sep 268.64 63.20 2.13 34.19 2.70 3 
246 28-Sep 300.09 34.67 1.76 9.48 3.50 3 
247 15-Sep 301.81 90.04 2.66 25.31 1.07 3 
248 1-Sep 309.30 52.60 1.69 35.32 2.20 3 
249 3-Sep 335.24 59.12 1.95 43.70 2.16 3 
250 12-Sep 393.66 95.97 3.49 28.80 0.85 4 
251 30-Sep 399.46 23.62 2.52 10.38 2.40 4 
252 27-Sep 400.62 77.59 2.60 14.63 2.98 4 
253 11-Sep 417.27 77.40 3.33 22.59 2.13 4 
254 20-Oct 417.50 22.81 2.47 19.30 1.35 4 
255 13-Sep 471.74 102.98 2.98 36.25 3.53 5 
256 22-Oct 475.20 21 3.05 16.81 0.07 5 
257 4-Oct 479.81 24.03 2.74 14.02 2.69 5 
258 14-Sep 497.69 97.79 5.00 18.67 2.25 5 
259 21-Oct 500.36 22.66 3.46 13.34 1.11 5 
260 26-Sep 510.12 59.46 3.06 19.33 8.00 5 
261 23-Oct 569.00 22.51 3.72 12.57 0.00 5 
b. Data Uji 
Dapat dilihat pada Tabel C.4 
  
   C-13 
 
Tabel C.4 Data Uji Untuk Pembagian Data 80%:20% 
No TGL PM10 SO2 CO O3 NO2 Output 
1 30-Mar 13.19 31.87 0.27 26.95 1.84 1 
2 1-Dec 13.37 6.01 0.1 22.13 6.23 1 
3 31-Mar 13.38 32.64 0.14 32.78 1.79 1 
4 22-May 13.54 40.52 0.27 24.05 1.94 1 
5 3-May 13.55 34.74 0.13 24.70 3.22 1 
6 28-Dec 13.73 7.75 0.03 19.37 12.45 1 
7 6-Apr 14.16 33.34 0.22 32.17 5.06 1 
8 8-Nov 14.30 22.42 0.36 23.02 1.50 1 
9 6-Jun 14.39 36.92 0.13 22.46 1.94 1 
10 26-Nov 14.48 5.87 0.04 23.17 6.37 1 
11 15-Nov 14.51 5.23 0.06 12.68 8.16 1 
12 12-Nov 14.61 6.18 0.07 25.24 7.98 1 
13 29-Mar 14.69 31.84 0.20 28.49 0.66 1 
14 5-Jun 14.79 38.22 0.20 19.18 2.32 1 
15 10-Aug 14.86 38.03 0.20 24.29 1.51 1 
16 18-May 15.13 37.03 0.42 21.63 3.25 1 
17 16-Dec 15.15 7.33 0.05 15.50 8.66 1 
18 17-Jun 15.21 35.35 0.18 30.78 1.44 1 
19 29-Nov 11.09 6.01 0.1 16.75 5.11 1 
20 15-Jun 11.19 35.30 0.21 19.98 1.81 1 
21 20-Dec 11.35 5.24 0.04 20.41 5.45 1 
22 13-Apr 11.47 33.71 0.15 35.10 5.33 1 
23 4-Aug 11.55 42.53 0.26 25.96 1.92 1 
24 12-Apr 11.65 33.72 0.22 34.69 3.40 1 
25 27-Apr 11.68 35.00 0.17 39.02 3.59 1 
26 9-Mar 11.90 32.76 0.41 18.38 1.51 1 
27 25-May 12.06 37.04 0.20 29.52 2.10 1 
28 12-Jan 12.26 30.38 0.38 27.59 0.75 1 
29 16-Mar 12.57 33.01 0.28 33.61 3.56 1 
30 14-Feb 64.04 34.82 0.50 60.79 3.50 2 
31 13-Feb 64.15 32.51 0.67 54.56 4.22 2 
32 5-Jul 67.74 41.71 0.52 35.01 2.76 2 
33 1-Jul 71.11 41.04 0.57 27.72 1.71 2 
34 30-Jun 72.33 40.61 0.61 29.08 2.57 2 
35 29-Jul 80.03 46.02 0.69 26.92 1.84 2 
36 3-Jul 82.70 41.76 0.70 30.00 2.08 2 
37 7-Mar 84.37 35.79 0.84 15.89 3.85 2 
38 22-Jul 85.57 41.74 0.58 26.72 2.30 2 
39 31-Jul 86.99 46.28 0.65 32.30 1.13 2 
40 22-Feb 51.41 34.23 0.41 54.59 2.45 2 
41 5-Aug 54.27 47.79 0.87 28.02 2.80 2 
42 26-Jul 54.54 41.15 0.38 27.67 1.43 2 
43 23-Jul 54.56 42.56 0.44 27.32 2.36 2 
44 28-Jun 54.70 35.57 0.31 34.73 2.24 2 
45 13-Jul 54.81 48.52 0.39 23.15 1.49 2 
46 29-Jun 54.88 39.67 0.35 35.43 1.69 2 
47 7-Aug 55.85 46.32 0.70 19.14 2.51 2 
48 29-Oct 55.99 20.99 0.93 23.49 2.00 2 
49 2-Jul 56.11 38.49 0.37 30.36 1.74 2 
50 31-Aug 160.40 48.51 1.48 40.84 0.93 3 
   C-14 
 
No TGL PM10 SO2 CO O3 NO2 Output 
51 9-Jul 161.38 61.25 1.89 19.18 0.66 3 
52 11-Oct 162.61 20.95 0.98 15.29 0.68 3 
53 10-Sep 163.15 55.24 1.32 20.28 2.10 3 
54 10-Jul 166.72 66.44 1.86 27.21 2.28 3 
55 22-Sep 167.23 67.30 1.02 35.21 0.92 3 
56 7-Oct 179.11 21.23 1.34 19.02 0.58 3 
57 20-Sep 191.26 72.56 1.45 34.28 0.69 3 
58 4-Sep 358.38 60.81 2.04 35.32 2.28 4 
59 8-Sep 374.39 76.12 2.21 36.70 0.95 4 
60 16-Sep 376.26 83.53 2.23 34.22 0.73 4 
61 5-Oct 390.02 21.00 2.38 11.18 0.79 4 
62 7-Sep 392.18 73.98 3.17 25.26 0.76 4 
63 29-Sep 430.88 26.90 2.32 13.10 0.68 5 
64 18-Sep 431.39 82.68 2.59 16.06 0.84 5 
65 2-Sep 452.41 58.03 2.36 27.74 0.53 5 
66 6-Oct 458.42 20.93 2.70 14.62 2.43 5 
C.3 Pembagian Data Untuk 90% Data Latih dan 10% Data uji 
a. Data Latih 
Dapat dilihat pada Tabel C.5 
Tabel C.5 Data Latih Untuk Pembagian Data 90%:10% 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 13-Jan 21.63 31.62 0.30 37.00 2.35 1 
2 9-Dec 21.70 6.32 0.03 13.44 8.91 1 
3 10-Jan 21.78 30.50 0.30 19.53 0.38 1 
4 18-Dec 21.81 5.24 0.10 29.11 9.88 1 
5 26-Mar 21.94 31.95 0.40 22.48 8.69 1 
6 4-Jan 21.97 29.35 0.23 28.90 0.21 1 
7 8-Apr 22.04 34.92 0.24 32.35 6.96 1 
8 8-Dec 22.20 6.38 0.08 19.12 10.68 1 
9 11-Aug 22.38 36.94 0.19 29.18 1.77 1 
10 12-Aug 22.46 35.97 0.24 26.64 1.49 1 
11 10-Mar 22.65 34.06 0.44 23.99 6.99 1 
12 26-May 22.76 36.46 0.27 21.91 2.45 1 
13 25-Jan 22.78 28.09 0.30 31.55 1.16 1 
14 22-Jan 22.93 29.11 0.34 35.33 1.20 1 
15 20-Apr 22.96 36.36 0.27 31.91 4.23 1 
16 10-Dec 23.10 5.24 0.03 9.70 7.98 1 
17 23-Mar 23.12 31.26 0.28 56.42 1.45 1 
18 16-Apr 23.15 33.47 0.20 27.90 2.65 1 
19 11-Apr 23.17 35.09 0.15 37.91 4.72 1 
20 24-Mar 23.25 31.62 0.48 43.92 2.35 1 
21 12-Mar 23.36 33.14 0.30 42.83 5.69 1 
22 15-Jan 23.36 34.43 0.37 36.90 1.78 1 
23 10-Apr 23.44 34.89 0.19 28.08 4.58 1 
24 28-May 23.70 38.22 0.21 23.43 2.20 1 
25 14-Jan 24.16 30.81 0.43 33.75 1.85 1 
26 14-Jul 24.46 42.66 0.23 20.08 1.37 1 
27 31-Oct 24.47 22.64 0.52 24.51 1.92 1 
   C-15 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
28 21-Mar 24.69 31.69 0.33 39.31 5.89 1 
29 14-Nov 24.70 5.56 0.04 16.75 8.81 1 
30 23-Jan 24.91 29.22 0.39 45.53 1.76 1 
31 18-Apr 25.00 34.70 0.13 32.59 3.74 1 
32 4-Nov 25.00 21.63 0.58 37.76 2.30 1 
33 18-Nov 25.01 5.85 0.07 31.55 8.22 1 
34 22-Apr 25.23 37.76 0.26 22.29 2.66 1 
35 7-Feb 25.25 29.71 0.40 29.02 1.92 1 
36 8-Feb 25.26 29.99 0.39 30.60 1.61 1 
37 19-May 25.31 43.97 0.33 21.08 2.71 1 
38 23-May 25.79 39.35 0.37 20.37 4.62 1 
39 21-Jan 25.79 29.05 0.31 39.68 1.19 1 
40 19-Jun 26.42 36.31 0.12 28.40 2.45 1 
41 21-May 26.53 43.77 0.24 23.51 1.78 1 
42 20-Feb 26.66 32.36 0.30 36.84 1.22 1 
43 7-Dec 26.75 6.97 0.10 5.98 11.08 1 
44 29-May 26.78 37.64 0.21 23.37 1.98 1 
45 20-Jun 26.81 35.76 0.21 25.52 2.21 1 
46 1-Apr 26.88 34.20 0.24 33.66 2.09 1 
47 19-Dec 27.17 6.50 0.10 21.82 11.87 1 
48 31-May 27.30 34.87 0.19 29.03 2.59 1 
49 24-Jan 27.51 30.03 0.36 36.19 1.96 1 
50 21-Jun 27.57 36.12 0.18 26.24 2.43 1 
51 11-Nov 28.05 6.08 0.07 16.69 8.41 1 
52 31-Jan 28.09 34.19 0.39 21 1.15 1 
53 27-Jan 28.10 30.74 0.45 25.47 1.66 1 
54 7-Apr 28.12 34.43 0.21 36.75 5.69 1 
55 1-Jan 28.61 31.97 0.39 22.94 0.43 1 
56 4-Mar 28.75 33.94 0.50 44.67 2.80 1 
57 2-Jan 28.82 32.03 0.32 30.23 0.69 1 
58 6-May 29.23 37.41 0.31 38.03 4.40 1 
59 2-Jun 29.39 37.31 0.26 29.57 2.72 1 
60 30-Jan 29.41 32.66 0.48 23.82 2.15 1 
61 25-Mar 29.47 32.40 0.31 29.58 4.35 1 
62 17-Jan 30.13 30.64 0.38 52.21 3.44 1 
63 15-Aug 30.20 40.84 0.51 20.46 1.18 1 
64 9-Apr 30.40 35.63 0.21 32.75 6.83 1 
65 15-Apr 30.61 37.71 0.17 36.01 5.29 1 
66 21-Feb 30.76 31.15 0.32 41.09 1.98 1 
67 2-Mar 31.22 30.77 0.46 27.79 2.03 1 
68 13-Aug 31.26 37.81 0.31 23.04 2.13 1 
69 26-Jan 31.43 29.98 0.53 31.55 2.30 1 
70 1-Mar 31.52 29.86 0.41 36.23 2.24 1 
71 6-Aug 31.53 42.37 0.38 30.09 2.06 1 
72 19-Jan 31.58 30.63 0.31 48.05 1.87 1 
73 18-Jan 31.60 29.62 0.30 57.85 2.12 1 
74 23-Feb 31.63 31.13 0.35 41.46 1.76 1 
75 14-Aug 32.01 38.67 0.36 27.17 2.10 1 
76 16-Aug 32.42 37.28 0.24 27.11 1.32 1 
77 21-Apr 32.43 39.07 0.44 17.05 6.79 1 
78 8-Jan 32.67 31.07 0.28 14.29 0.15 1 
79 10-Nov 32.73 6.03 0.10 17.46 13.04 1 
   C-16 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
80 28-Jan 32.90 33.22 0.47 14.07 1.19 1 
81 3-Dec 33.09 6.10 0.20 18.57 13.82 1 
82 21-Aug 33.50 38.93 0.49 37.14 2.11 1 
83 20-Jan 33.58 29.32 0.31 40.69 1.34 1 
84 20-May 33.71 39.50 0.18 22.25 2.25 1 
85 29-Jan 34.10 36.92 0.40 33.08 2.82 1 
86 1-Jun 34.19 36.47 0.33 30.54 2.73 1 
87 16-Jul 34.36 42.69 0.22 21.86 1.42 1 
88 17-Apr 34.51 35.28 0.18 37.94 4.95 1 
89 3-Mar 34.51 32.85 0.45 37.76 2.82 1 
90 19-Mar 34.52 33.99 0.45 45.90 9.29 1 
91 9-Feb 34.95 33.80 0.60 33.87 2.77 1 
92 5-Mar 35.16 32.65 0.41 40.12 5.10 1 
93 22-Jun 35.39 34.67 0.19 29.99 1.38 1 
94 10-Feb 35.56 30.47 0.43 45.91 2.62 1 
95 3-Aug 35.71 45.43 0.43 19.84 0.47 1 
96 18-Feb 36.06 30.93 0.36 27.55 1.21 1 
97 22-Aug 36.58 37.42 0.40 38.01 2.59 1 
98 24-May 36.95 39.79 0.32 22.54 2.77 1 
99 20-Mar 37.32 33.72 0.39 51.27 4.23 1 
100 19-Feb 37.78 31.69 0.43 27.16 2.34 1 
101 14-Apr 38.73 35.85 0.47 30.61 7.34 1 
102 1-Nov 39.37 23.42 0.45 38.86 2.30 1 
103 13-Mar 39.38 33.81 0.38 43.26 5.23 1 
104 24-Feb 39.53 29.10 0.37 52.01 2.07 1 
105 17-Mar 40.38 30.85 0.41 85.09 2.06 1 
106 24-Jun 40.88 35.43 0.25 29.38 1.83 1 
107 28-Feb 41.32 29.79 0.42 41.20 2.24 1 
108 18-Jul 41.40 43.01 0.50 19.30 1.59 1 
109 2-Nov 41.42 22.18 0.47 38.56 2.60 1 
110 26-Feb 41.56 28.49 0.31 48.64 1.83 1 
111 23-Jun 43.32 34.29 0.20 34.43 0.93 1 
112 27-Jun 43.79 34.98 0.25 36.22 1.82 1 
113 25-Feb 44.08 28.93 0.28 57.86 2.02 1 
114 16-Feb 44.54 31.09 0.41 46.04 2.20 1 
115 17-Aug 44.98 35.72 0.31 32.47 2.23 1 
116 11-Feb 45.48 31.83 0.45 56.40 2.94 1 
117 17-Feb 45.85 30.28 0.41 42.87 2.10 1 
118 26-Jun 46.29 34.67 0.23 37.77 1.63 1 
119 25-Jun 46.54 37.30 0.26 40.77 2.50 1 
120 18-Mar 46.68 33.91 0.57 54.43 7.23 1 
121 30-Oct 47.19 20.96 0.53 29.40 1.26 1 
122 14-Mar 47.27 33.93 0.58 46.47 5.33 1 
123 12-Feb 47.49 29.61 0.49 56.40 2.89 1 
124 15-Feb 47.75 30.28 0.36 50.38 1.65 1 
125 3-Nov 48.29 21.54 0.48 44.13 2.28 1 
126 4-Jul 48.34 39.38 0.39 38.37 2.34 1 
127 15-Mar 48.49 34.33 0.33 57.42 2.47 1 
128 6-Mar 48.68 33.18 0.59 36.59 6.16 1 
129 15-Jul 48.78 47.92 0.42 24.55 0.89 1 
130 18-Aug 49.46 35.96 0.36 41.02 2.15 1 
131 24-Jul 50.00 40.99 0.41 28.95 0.96 1 
   C-17 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
132 27-Feb 50.20 28.54 0.43 48.28 2.57 1 
133 8-Nov 14.30 22.42 0.36 23.02 1.50 1 
134 6-Jun 14.39 36.92 0.13 22.46 1.94 1 
135 26-Nov 14.48 5.87 0.04 23.17 6.37 1 
136 15-Nov 14.51 5.23 0.06 12.68 8.16 1 
137 12-Nov 14.61 6.18 0.07 25.24 7.98 1 
138 29-Mar 14.69 31.84 0.20 28.49 0.66 1 
139 5-Jun 14.79 38.22 0.20 19.18 2.32 1 
140 10-Aug 14.86 38.03 0.20 24.29 1.51 1 
141 18-May 15.13 37.03 0.42 21.63 3.25 1 
142 16-Dec 15.15 7.33 0.05 15.50 8.66 1 
143 17-Jun 15.21 35.35 0.18 30.78 1.44 1 
144 29-Nov 11.09 6.01 0.1 16.75 5.11 1 
145 15-Jun 11.19 35.30 0.21 19.98 1.81 1 
146 20-Dec 11.35 5.24 0.04 20.41 5.45 1 
147 13-Apr 11.47 33.71 0.15 35.10 5.33 1 
148 4-Aug 11.55 42.53 0.26 25.96 1.92 1 
149 12-Apr 11.65 33.72 0.22 34.69 3.40 1 
150 27-Apr 11.68 35.00 0.17 39.02 3.59 1 
151 9-Mar 11.90 32.76 0.41 18.38 1.51 1 
152 25-May 12.06 37.04 0.20 29.52 2.10 1 
153 12-Jan 12.26 30.38 0.38 27.59 0.75 1 
154 16-Mar 12.57 33.01 0.28 33.61 3.56 1 
155 4-Jun 15.26 36.73 0.21 19.89 2.23 1 
156 15-May 15.28 38.42 0.21 22.60 2.55 1 
157 5-Apr 15.35 32.37 0.12 33.95 2.09 1 
158 18-Jun 15.53 36.57 0.18 28.12 1.98 1 
159 24-Apr 16.13 35.82 0.19 34.17 4.26 1 
160 4-May 16.18 35.49 0.22 18.67 2.29 1 
161 30-Dec 16.21 6.26 0.10 17.71 9.93 1 
162 3-Apr 16.51 33.48 0.23 27.04 0.31 1 
163 1-May 16.66 34.36 0.10 24.19 2.73 1 
164 28-Apr 16.82 35.22 0.21 45.67 3.81 1 
165 16-Jun 16.98 35.58 0.16 21.91 2.41 1 
166 5-May 16.99 35.42 0.20 35.42 3.78 1 
167 4-Dec 17.06 5.24 0.10 21.47 8.88 1 
168 23-Apr 17.12 36.49 0.18 32.49 4.44 1 
169 22-Dec 17.22 5.57 0.04 14.33 5.64 1 
170 27-Mar 17.27 33.09 0.34 37.98 1.30 1 
171 5-Dec 17.32 18.01 0.00 13.03 5.42 1 
172 9-Nov 17.39 33.22 0.85 24.85 6.87 1 
173 30-Nov 17.63 6.16 0.11 24.05 9.38 1 
174 5-Feb 18.19 31.25 0.34 24.65 1.03 1 
175 27-May 18.38 37.15 0.20 19.70 2.43 1 
176 21-Dec 18.51 5.67 0.09 29.02 9.04 1 
177 20-Nov 18.71 5.63 0.06 23.07 8.12 1 
178 10-Jun 18.79 36.88 0.23 20.73 2.21 1 
179 31-Dec 19.03 6.27 0.05 23.00 9.75 1 
180 22-Mar 19.04 30.86 0.28 44.30 4.17 1 
181 19-Nov 19.32 5.70 0.06 20.97 7.99 1 
182 28-Nov 19.39 6.16 0.02 26.81 10.17 1 
183 11-Mar 19.50 33.33 0.32 24.94 4.97 1 
   C-18 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
184 19-Jul 19.74 38.45 0.15 25.34 1.29 1 
185 6-Feb 19.90 30.69 0.31 27.91 1.22 1 
186 17-Jul 20.09 39.72 0.17 16.11 1.70 1 
187 26-Apr 20.13 37.40 0.21 41.43 4.46 1 
188 9-Aug 20.21 38.72 0.24 25.66 1.77 1 
189 2-Dec 20.35 5.83 0.12 15.35 9.37 1 
190 17-Dec 20.41 6.42 0.09 21.33 9.94 1 
191 28-Mar 20.58 32.06 0.21 33.53 0.92 1 
192 30-May 20.77 35.16 0.13 27.39 2.38 1 
193 3-Jun 21.11 36.29 0.22 29.94 2.44 1 
194 25-Apr 21.30 36.22 0.27 32.87 5.23 1 
195 16-Jan 21.35 30.50 0.31 48.04 2.26 1 
196 5-Nov 21.53 27.09 0.35 19.15 0.74 1 
197 13-Nov 21.59 5.58 0.07 24.79 6.98 1 
198 12-Jun 2.93 33.48 0.08 21.43 0.49 1 
199 14-Jun 3.72 33.38 0.09 22.07 1.63 1 
200 30-Apr 3.85 34.53 0.17 20.82 3.25 1 
201 7-Jun 5.84 33.38 0.05 22.23 1.03 1 
202 9-Jan 6.98 30.67 0.29 18.11 0.23 1 
203 17-May 7.01 32.86 0.11 23.34 1.74 1 
204 19-Apr 7.66 33.26 0.13 25.14 3.34 1 
205 5-Jan 7.70 29.85 0.30 15.42 0.17 1 
206 29-Dec 7.88 6.27 0.02 11.10 7.23 1 
207 2-Apr 8.24 33.00 0.27 24.83 3.85 1 
208 9-Jun 8.33 35.31 0.30 27.74 1.81 1 
209 27-Nov 8.46 5.67 0.04 20.24 11.88 1 
210 7-Nov 8.59 24.15 0.36 21.59 1 1 
211 16-May 8.84 33.90 0.07 18.43 1.39 1 
212 6-Jan 8.88 29.73 0.26 13.82 0.14 1 
213 7-Jan 9.51 29.87 0.33 17.94 0.25 1 
214 11-Jun 9.51 36.86 0.13 21.71 2.30 1 
215 3-Jan 9.57 29.75 0.31 29.33 0.46 1 
216 16-Nov 9.60 6.04 0.06 17.20 8.17 1 
217 25-Nov 9.78 5.24 0.06 16.26 8.38 1 
218 6-Nov 9.79 24.95 0.42 28.54 0.98 1 
219 13-Jun 10.00 34.94 0.17 27.59 2.35 1 
220 29-Apr 10.09 34.97 0.22 34.02 4.44 1 
221 8-Jun 10.35 34.07 0.21 18.27 1.78 1 
222 2-May 10.55 33.17 0.11 20.69 0.63 1 
223 1-Feb 10.61 31.59 0.31 43.50 1.54 1 
224 17-Nov 10.61 5.91 0.13 22.57 10.86 1 
225 11-Jan 10.91 30.97 0.24 18.81 0.31 1 
226 23-Dec 12.73 5.80 0.1 12.25 2.71 1 
227 24-Nov 12.92 5.74 0.06 17.07 10.33 1 
228 4-Feb 13.05 32.05 0.46 23.07 1.96 1 
229 15-Dec 13.12 6.39 0.05 13.68 7.86 1 
230 14-Dec 13.17 6.71 0.03 8.72 9.83 1 
231 31-Jul 86.99 46.28 0.65 32.30 1.13 2 
232 22-Feb 51.41 34.23 0.41 54.59 2.45 2 
233 5-Aug 54.27 47.79 0.87 28.02 2.80 2 
234 26-Jul 54.54 41.15 0.38 27.67 1.43 2 
235 23-Jul 54.56 42.56 0.44 27.32 2.36 2 
   C-19 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
236 28-Jun 54.70 35.57 0.31 34.73 2.24 2 
237 13-Jul 54.81 48.52 0.39 23.15 1.49 2 
238 29-Jun 54.88 39.67 0.35 35.43 1.69 2 
239 7-Aug 55.85 46.32 0.70 19.14 2.51 2 
240 29-Oct 55.99 20.99 0.93 23.49 2.00 2 
241 2-Jul 56.11 38.49 0.37 30.36 1.74 2 
242 7-Jul 95.61 42.64 0.76 35.38 3.10 2 
243 28-Jul 96.14 48.93 0.57 32.84 1.86 2 
244 12-Jul 96.81 53.02 0.73 27.06 1.08 2 
245 27-Aug 98.15 42.30 0.60 34.46 3.30 2 
246 20-Aug 99.12 43.11 0.61 37.73 3.09 2 
247 6-Jul 99.45 40.86 0.62 41.28 1.73 2 
248 28-Oct 99.93 21.04 1.29 17.23 1.42 2 
249 26-Aug 100.45 43.42 0.63 40.06 2.96 2 
250 19-Aug 102.22 41.26 0.69 41 3.36 2 
251 1-Aug 102.62 50.49 1.15 24.72 1.47 2 
252 2-Aug 104.95 51.38 0.95 25.00 1.45 2 
253 25-Jul 105.83 47.38 1.10 29.43 2.18 2 
254 24-Aug 106.14 40.62 0.59 43.30 2.92 2 
255 23-Sep 110.08 44.54 1.14 22.57 0.34 2 
256 9-Oct 110.13 23.73 0.98 28.53 2.50 2 
257 28-Aug 114.25 42.77 0.64 35.56 2.25 2 
258 24-Sep 114.60 46.74 0.88 38.42 3.84 2 
259 9-Sep 116.63 55.24 1.20 19.13 2.08 2 
260 30-Aug 122.83 38.90 0.61 36.64 2.26 2 
261 11-Jul 123.54 60.86 0.86 24.83 2.03 2 
262 27-Jul 123.82 48.36 1.14 39.46 1.85 2 
263 29-Aug 125.16 39.73 0.62 33.58 2.23 2 
264 8-Oct 129.43 22.62 1.01 22.34 2.76 2 
265 23-Aug 131.41 42.32 0.93 42.69 2.61 2 
266 30-Jul 135.17 56.51 1.44 31.07 2.82 2 
267 2-Oct 136.08 23.11 1.36 11.62 1.45 2 
268 10-Oct 137.03 22.38 1.05 29.50 3.85 2 
269 8-Jul 140.30 48.09 1.61 28.07 2.08 2 
270 21-Sep 149.40 67.31 1.33 36.66 0.90 2 
271 19-Sep 191.28 95.08 1.23 47.46 1.42 3 
272 25-Aug 197.20 50.33 1.37 37.69 1.39 3 
273 25-Sep 201.47 46.39 1.31 32.46 4.19 3 
274 17-Sep 237.21 68.22 1.63 17.06 5.43 3 
275 5-Sep 245.37 56.71 1.61 28.50 2.19 3 
276 3-Oct 251.29 23.75 1.95 18.98 2.72 3 
277 1-Oct 255.12 23.52 1.79 15.86 1.36 3 
278 6-Sep 268.64 63.20 2.13 34.19 2.70 3 
279 28-Sep 300.09 34.67 1.76 9.48 3.50 3 
280 15-Sep 301.81 90.04 2.66 25.31 1.07 3 
281 1-Sep 309.30 52.60 1.69 35.32 2.20 3 
282 3-Sep 335.24 59.12 1.95 43.70 2.16 3 
283 12-Sep 393.66 95.97 3.49 28.80 0.85 4 
284 30-Sep 399.46 23.62 2.52 10.38 2.40 4 
285 27-Sep 400.62 77.59 2.60 14.63 2.98 4 
286 11-Sep 417.27 77.40 3.33 22.59 2.13 4 
287 20-Oct 417.50 22.81 2.47 19.30 1.35 4 
   C-20 
 
NO TGL PM10 SO2 CO O3 NO2 Output 
288 13-Sep 471.74 102.98 2.98 36.25 3.53 5 
289 22-Oct 475.20 21 3.05 16.81 0.07 5 
290 4-Oct 479.81 24.03 2.74 14.02 2.69 5 
291 14-Sep 497.69 97.79 5.00 18.67 2.25 5 
292 21-Oct 500.36 22.66 3.46 13.34 1.11 5 
293 26-Sep 510.12 59.46 3.06 19.33 8.00 5 
294 23-Oct 569.00 22.51 3.72 12.57 0.00 5 
b. Data Uji 
Dapat dilihat pada Tabel C.6 
Tabel C.6 Data Uji Untuk Pembagian Data 90%:10% 
NO TGL PM10 SO2 CO O3 NO2 Output 
1 30-Mar 13.19 31.87 0.27 26.95 1.84 1 
2 1-Dec 13.37 6.01 0.1 22.13 6.23 1 
3 31-Mar 13.38 32.64 0.14 32.78 1.79 1 
4 22-May 13.54 40.52 0.27 24.05 1.94 1 
5 3-May 13.55 34.74 0.13 24.70 3.22 1 
6 28-Dec 13.73 7.75 0.03 19.37 12.45 1 
7 6-Apr 14.16 33.34 0.22 32.17 5.06 1 
8 7-Mar 84.37 35.79 0.84 15.89 3.85 2 
9 22-Jul 85.57 41.74 0.58 26.72 2.30 2 
10 14-Feb 64.04 34.82 0.50 60.79 3.50 2 
11 13-Feb 64.15 32.51 0.67 54.56 4.22 2 
12 5-Jul 67.74 41.71 0.52 35.01 2.76 2 
13 1-Jul 71.11 41.04 0.57 27.72 1.71 2 
14 30-Jun 72.33 40.61 0.61 29.08 2.57 2 
15 29-Jul 80.03 46.02 0.69 26.92 1.84 2 
16 3-Jul 82.70 41.76 0.70 30.00 2.08 2 
17 31-Aug 160.40 48.51 1.48 40.84 0.93 3 
18 9-Jul 161.38 61.25 1.89 19.18 0.66 3 
19 11-Oct 162.61 20.95 0.98 15.29 0.68 3 
20 10-Sep 163.15 55.24 1.32 20.28 2.10 3 
21 10-Jul 166.72 66.44 1.86 27.21 2.28 3 
22 22-Sep 167.23 67.30 1.02 35.21 0.92 3 
23 7-Oct 179.11 21.23 1.34 19.02 0.58 3 
24 20-Sep 191.26 72.56 1.45 34.28 0.69 3 
25 4-Sep 358.38 60.81 2.04 35.32 2.28 4 
26 8-Sep 374.39 76.12 2.21 36.70 0.95 4 
27 16-Sep 376.26 83.53 2.23 34.22 0.73 4 
28 5-Oct 390.02 21.00 2.38 11.18 0.79 4 
29 7-Sep 392.18 73.98 3.17 25.26 0.76 4 
30 29-Sep 430.88 26.90 2.32 13.10 0.68 5 
31 18-Sep 431.39 82.68 2.59 16.06 0.84 5 
32 2-Sep 452.41 58.03 2.36 27.74 0.53 5 
33 6-Oct 458.42 20.93 2.70 14.62 2.43 5 
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