Abstract-We consider adaptive output feedback control of uncertain nonlinear systems, in which both the dynamics and the dimension of the regulated system may be unknown. However, the relative degree of the regulated output is assumed to be known. Given a smooth reference trajectory, the problem is to design a controller that forces the system measurement to track it with bounded errors. The classical approach requires a state observer. Finding a good observer for an uncertain nonlinear system is not an obvious task. We argue that it is sufficient to build an observer for the output tracking error. Ultimate boundedness of the error signals is shown through Lyapunov's direct method. The theoretical results are illustrated in the design of a controller for a fourth-order nonlinear system of relative degree two and a high-bandwidth attitude command system for a model R-50 helicopter.
I. INTRODUCTION

R
ESEARCH in adaptive output feedback control of uncertain nonlinear systems is motivated by the many emerging applications that employ novel actuation devices for active control of flexible structures, fluid flows, and combustion processes. These include such devices as piezoelectric films and synthetic jets, which are typically nonlinearly coupled to the dynamics of the processes they are intended to control. Modeling for these applications may vary from having accurate low-frequency models in the case of structural control problems to having no reasonable set of model equations in the case of active control of flows and combustion processes. Regardless of the extent of the model accuracy that may be present, an important aspect in any control design is the effect of parametric uncertainty and unmodeled dynamics. While it can be said the issue of parametric uncertainty is addressed within the context of adaptive control, very little can be said regarding robustness of the adaptive process to unmodeled internal process dynamics.
Manuscript received March 5, 2001 ; revised February 15, 2002 . This work has been sponsored by AFOSR under Contract F4960-01-1-0024 and the NASA National Rotorcraft Center under Contract NCC 2- Output feedback control of full relative degree affine-incontrol systems, using a high-gain observer, was introduced in [9] . A solution to the output feedback stabilization problem for systems in which nonlinearities depend only upon the available measurement was given in [32] . In [24] and [28] , we find backstepping-based approaches to adaptive output feedback control of uncertain systems that are linear with respect to unknown parameters. An extension of these methods due to Jiang can be found in [20] .
For adaptive observer design, the condition of linear dependence upon unknown parameters has been relaxed by introducing a neural network (NN) in the observer structure [26] . Adaptive output feedback control using a high-gain observer and radial basis function NNs has been proposed in [36] for nonlinear systems represented by input-output models. Another method that involves design of an adaptive observer using function approximators and backstepping control can be found in [7] . In [11] and [12] , adaptive state and output feedback neurocontrol is developed for full relative degree nonaffine nonlinear systems.
The state estimation based adaptive output feedback control design procedure in [26] is developed for systems of the form which implies that the relative degree of is two. In [17] , that methodology is extended to full-vector relative-degree multipleinput-multiple-output (MIMO) systems, nonaffine in control, assuming each of the outputs has relative degree less than or equal to two These restrictions are related to the form of the observer used in the design procedure. Constructing a suitable observer for a highly nonlinear and uncertain system is not an obvious task in general, particularly if the system is of unknown (but bounded) dimension. Therefore, a solution to adaptive output feedback control problem that avoids state estimation is highly desirable.
In [3] , a direct adaptive output feedback control architecture for nonaffine in control systems has been developed that is not only robust to unmodeled dynamics, but also learns to interact with and control these dynamics. The approach is applicable 1045-9227/02$17.00 © 2002 IEEE to systems of unknown but bounded dimension. However, the stability analysis was carried out with linearly parameterized NNs. Linearly parameterized NNs have been shown to be universal approximators only for suitably chosen basis functions [33] , [34] . The number of required basis functions increases dramatically with the dimension of the input space. Moreover, in several significant engineering applications, including flight test demonstrations [5] , [29] , it has been shown that nonlinearly parameterized NNs are superior in their ability to compensate for modeling error. In [4] , case studies are presented that demonstrate this phenomenon. Therefore, one challenge is to design an output feedback controller, whose adaptive term adjusts on-line for unknown nonlinearities using nonlinearly parameterized NNs.
In this paper, we develop an adaptive output feedback control methodology for nonaffine minimum phase nonlinear systems using nonlinearly parameterized single-hidden-layer (SHL) NNs. The approach shares some common features with the one proposed in [3] , but differs significantly in the definition of the error signal used by the NN weight adaptation laws. We propose a linear observer for the almost linear tracking error dynamics, the output of which is used as a teaching signal for the SHL NN. The NN operates over available input-output history of the controlled system. The linear portion of the error dynamics is stabilized by a linear output feedback dynamic compensator. In [16] , this idea has been introduced for output feedback control of nonlinear systems without zero-dynamics using linearly parameterized NNs for the adaptation. In this paper, we develop a stability analysis that allows for extension of the same idea to minimum phase systems of arbitrary but otherwise bounded dimension. One implication is that, in addition to being adaptive to parametric uncertainty, the controller architecture is adaptive to unmodeled dynamics as well. Simulations of a fourth-order nonlinear system of relative degree two and a high bandwidth control design for an R-50 helicopter model of relative degree three are used to illustrate the theoretical results. This paper is organized as follows: In Section II, we present the problem formulation. In Section III, we develop the controller structure. The observer design is presented in Section IV. Section V discusses the SHL NN implementation. Section VI contains the stability analysis. Section VII provides a collection of remarks concerning the conditions in Section VI. Applications are discussed in Section VIII, and Section IX summarizes the paper. Throughout the manuscript, boldface symbols denote vectors, capital letters are used for matrices, and lowercase letters for scalars.
II. PROBLEM FORMULATION
Let the dynamics of an observable and stabilizable nonlinear single-input-single-output (SISO) system be given by the following equations: (1) where is the state of the system, are the system input (control) and output (measurement) signals, respectively, and and are sufficiently smooth partially known functions. Moreover, need not be known.
Assumption 1: The dynamical system in (1) satisfies the conditions for output feedback linearization with relative degree .
Following [19] , there exists a mapping . . . (2) with , being the Lie derivatives that transforms the system (1) into the so-called normal form [19] , [35] ( 3) where , , and are the states associated with the internal dynamics, and is globally Lipshitz continuous in its arguments.
Assumption 2: The system is globally exponentially minimum phase, i.e., the internal dynamics , defined in (3), while setting , have globally exponentially stable equilibrium at
. From a converse Lyapunov theorem, one can deduce that there exists a Lyapunov function satisfying the following conditions [21] , [36] :
The objective is to synthesize a feedback control law that utilizes the available measurement so that tracks a smooth bounded reference trajectory with bounded error.
III. CONTROLLER DESIGN AND TRACKING ERROR DYNAMICS
A. Feedback Linearization and Model Inversion Error
A linearizing feedback control law is approximated by introducing the following signal: (5) where is defined as (6) and is commonly referred to as pseudocontrol. The function represents any available approximation of that is invertible with respect to its second argument. It may be constructed from approximate linear models. Additional requirements on will be specified in Assumption 3. For now, it is enough to assume its invertibility. With this definition of pseudocontrol the output dynamics can be expressed as (7) where (8) is the difference between the possibly unknown function and its approximation , usually referred to as modeling error.
The pseudocontrol is chosen to have the form (9) where is the th derivative of the input signal, generated using an th (or higher)-order stable reference model forced by an external input, is the output of a linear output feedback dynamic compensator, and is the adaptive control signal designed to cancel . A block diagram of the proposed controller is shown in Fig. 1 .
With (9), the output dynamics in (7) reduce to (10) From (8), notice that depends on through , whereas has to be designed to cancel . Therefore, the following assumption is introduced to guarantee existence and uniqueness of a solution for . Assumption 3: The mapping is a contraction over the entire input domain of interest.
A contraction is defined by the following condition:
Using (8), this implies which can be rewritten in the following way:
Condition (11) is equivalent to
The first condition states that unmodeled control reversal is not permissible. The second condition places a lower bound on our estimate of the control effectiveness in (5).
B. Design of the Dynamic Compensator and Error Dynamics
Define the output tracking error (14) With this definition, the dynamics in (10) can be rewritten (15) For the case , the adaptive term in (9) is not required, and the error dynamics in (15) reduce to (16) The following linear compensator is introduced to stabilize the dynamics in (16): (17) Note that needs to be at least of dimension [2] . This follows from the fact that (16) corresponds to error dynamics that have poles at the origin. One could elect to design a compensator of dimension as well. In the future, we will assume that the minimum dimension is chosen.
Returning to (15) , notice that the vector together with the compensator state will obey the following dynamics, hereafter (with a slight abuse of language) referred to as tracking error dynamics: (18) 
and a new vector (20) With these definitions, the error dynamics in (18) can be rewritten (21) Note that , , , and in (17) should be designed such that is Hurwitz. Naturally, there might be multiple approaches for doing this in the most general case.
IV. DESIGN AND ANALYSIS OF AN OBSERVER FOR THE ERROR DYNAMICS
For the full-state feedback application [4] , [27] , [29] , [30] , Lyapunov-like stability analysis of the error dynamics in (21) results in update laws for the adaptive control parameters in terms of the error vector . In [17] , [18] , and [23] , adaptive state observers are used to provide the necessary estimates in the adaptation laws. However, the stability analysis was limited to second-order systems with position measurements. To relax these assumptions, we propose a simple linear observer for the tracking error dynamics in (21) and show through Lyapunov's direct method that the adaptive part of the control signal can compensate for the inversion error, if the output of this observer is used as an error signal for the adaptive laws. Other than for adaptive laws, this observer is not being used in the design.
A minimal-order observer of dimension may be designed for the dynamics in (21) . However, to streamline the subsequent stability analysis, in what follows, we consider the case of a full-order observer of dimension . To this end, consider the following linear observer for the tracking error dynamics in (21): (22) where is a gain matrix and should be chosen such that is asymptotically stable, and is defined in (21) . The following remark will be useful in the sequel. Remark 1: Equation (22) provides estimates only for the states that are feedback linearized with the transformation (2) and not for the states that are associated with the internal dynamics.
Let (23) Then, the observer error dynamics can be written
V. SHL NN APPROXIMATION OF THE INVERSION ERROR
A. NN Approximation
The term "artificial NN" has come to mean any architecture that has massively parallel interconnections of simple "neural" processors. Given , an SHL NN has an output given by (25) where is activation function, are the first-to-second layer interconnection weights, are the second to third layer interconnection weights, is associated with the number of neurons in the hidden layer, and and are bias terms. Such an architecture is known to be a universal approximator of continuous nonlinearities with "squashing" activation functions [10] , [13] . This implies that a general function , can be written as (26) where is the function reconstruction error. In general, given a constant real number , is within range of the NN (25) , if there exist constant weights and , such that for all , the representation in (26) holds with . The following theorem extends these results to map the unknown dynamics of an observable system from available input-output history [3] , [15] .
Theorem 1: Given , there exists a set of bounded weights and , such that in (8) can be approximated over a compact set by an SHL NN (27) using the input vector (28) where with , denoting time-delay and being a uniform bound for all . In [25] , explicit upper bounds and rate of convergence for this approximation are derived. It has been shown that when , then the error bound of such an approximation converges to Barron's original result [1] .
Remark 2: To be consistent with (8), the input vector (28) to the NN must be defined using the actual control signal and not the pseudocontrol. Use of in place of is justified by the relationship in (5), which represents a static map between these two signals. The first component in (28) is introduced to approximate a nonzero offset of .
Remark 3: The input-output history of the original nonlinear system is needed to map in systems with zero dynamics, because for such systems the unobservable subspace is not estimated by (22) , as noted in Remark 1. If the system has full relative degree, the observer in (22) provides all the estimates needed for the reconstruction of , and no input-output history is required [16] .
B. Adaptive Control
The adaptive signal is chosen to be the output of an SHL NN (29) where and are estimates of and that are updated according to the following adaptation laws: (30) in which and are initial values (or guess) of the NN weights, , denotes the Jacobian matrix, is the solution of the Lyapunov equation (31) for some , , and are adaptation gain matrices. Notice that in (29) , there is an algebraic loop, since , by definition, depends upon through , see (28) . However, with bounded squashing functions, this algebraic loop has at least one fixed-point solution.
Using (27) and (29), the error dynamics in (21) can be expressed as (32) Define (33) and note that (34) where and are the upper bounds for the weights in (27) 
the subscript denoting the Frobenius norm. With (34), the representation (36) allows for the following upper bound for some computable , :
For the stability proof, we will need the following representation:
where Such a representation is achieved via Taylor series expansion of around the estimates (refer to [27] for more details).
With the bound in (28), a bound for over a compact set can be presented as follows [27] : (38) where and are computable constants, depends upon unknown constant , and upon . Thus, the forcing term in (32) can be written (39)
VI. STABILITY ANALYSIS
In this section, we show through Lyapunov's direct method that if the initial errors of the variables , and belong to a prescribed compact set, then they are ultimately bounded. We will denote the composite error vector (40) Recall that (27) introduces the compact set over which the NN approximation is valid. From (27) , it follows that (41) where , being introduced in (2) . The set can be viewed as , where , all three being compact sets. Notice that the static map in (5) and (6) ensures that , being a compact set. The relationship in (9) and the boundedness of , as a stabilizer of (16), ensure that , and , these two sets being compact as well. Also notice that since the observer in (22) 46) and is defined as where , , , , and satisfies for some with minimum eigenvalue . The significance of this assumption is discussed in Section VII. We are now ready to state the main result.
Theorem 2: Let the Assumptions 1-4 hold, and let for introduced in (31) . Then, if the initial errors belong to the compact set , defined in (57), the feedback control law given by (5) and (9), along with (30), guarantees that the signals , , , and in the closed-loop system are ultimately bounded.
Proof: Consider the following Lyapunov function for the systems in (24) and (32): (47) The derivative of along (24) and (32) The condition in (45) ensures that , and thus ultimate boundedness of .
Remark 4: Using Assumption 2 and the conditions implied in (4), it can be shown that the elements of are bounded. Following an argument similar to that found in [6] where is the Lipschitz constant of in . It follows that and is, therefore, rendered negative definite outside the compact set . Assumption 2 ensures that any trajectory starting in will eventually converge to this ball.
VII. COMMENTS 1) If and in (1) are unknown, then for (6), we may use subject to the conditions (12) and (13) on . 2) The NN update laws (30) consist of a gradient algorithm along with the standard sigma modification term to prevent parameter drift [31] . 3) The ultimate bound for the tracking error and its estimate, as indicated in (50) and (51), can be made small by choosing large without proportionally increasing . Unfortunately, this requires increasing the compensator gains in (17) , which may lead to a peaking phenomenon, as described in [36] . However, Theorem 2 remains valid as long as Assumptions 1-4 hold. 4) Assumption 4 may be interpreted as implying both an upper and lower bound for the adaptation gains. Define , and and , where denotes the eigenvalue. Then, an upper bound for the adaptation gains results when and , for which the relation in (45) reduces to . A lower bound for the adaptation gains results when and , for which (45) reduces to . 5) Implementation of (29) requires a fixed-point iteration at each integration step. It is more practical to avoid this iteration by using a one-step delayed value of in calculating the input . Implementations using both approaches resulted in imperceptible differences in our numerical studies. 6) In the case of systems of unknown dimension but with known relative degree, the methodology applies with a slight modification of the input vector to the network: A sufficiently large range of input-output data should be used, i.e., . 7) The developed methodology can be extended to MIMO systems.
VIII. APPLICATIONS
A. Van der Pol Example
To illustrate that the approach is applicable to systems with both parametric uncertainty and unmodeled dynamics, we first consider the following nonlinear system: with initial conditions , , , and
. The output has a relative degree of . From a practical perspective, the system can be thought of as a second-order nonlinear system model, whose realization consists of states and , in which the output is modeled as . However, the system also contains a very lightly damped unmodeled mode, with a natural frequency equal to that of the linearized system. This mode is excited by the system displacement state and coupled to the measurement. The output does not have full relative degree in the presence of the unmodeled mode. The low natural frequency of this mode is encompassed by the bandwidth of the controlled system. We treat this example as if even the nonlinear portion of the model is unknown to the designer, and only the fact that is given, i.e., approximate feedback linearization in (6) is performed using . The following dynamic compensator:
places the poles of the closed-loop error dynamics in (18) at 3, . The observer dynamics in (22) were designed so that its poles are four times faster than those of the error dynamics. We implemented ten hidden neurons and the following sigmoidal basis function:
(58) 
with
. The adaptation gains were set to and , with sigma modification gain . A second-order command filter was implemented so that (59) with and , and for defined to be a square wave of amplitude 1.
In Fig. 3 , we show the tracking performance without NN augmentation, while in Fig. 4 , we show it with NN augmentation. The plots compare the actual (solid line) and commanded position signals (dashed line). Figs. 5 and 6 compare the control efforts without and with adaptation.
B. R-50 Helicopter Example
As a second application example, we consider the design of an adaptive controller for an R-50 experimental helicopter. Once again, our perspective is to account for unmodeled dynamics present within the bandwidth of the control design by recognizing the effect of these dynamics on the relative degree of the regulated output. This implies that in the context of controlling the system with unmodeled dynamics we must treat the design like an output feedback problem. We will illustrate the main ideas by considering the design of a high-bandwidth pitch-attitude tracking control system for a linearized representation of the R-50 dynamics in hover. Fig. 7 illustrates the control implementation block diagram.
The pitch channel equation of the R-50 helicopter can be expressed as a single-input-multi-output system (60) where is the body axis forward velocity, is the body pitch rate, is the pitch angle, is the control rotor longitudinal tilt angle, is the body axis vertical velocity, is the longitudinal cyclic input, and is the measurements. This example differs from the previous one in that we have more than one measurement available for feedback. The control objective is regulation and tracking of commanded pitch attitude. We assume that the actuator responds to the commanded input according to the following first-order dynamics: (61) where is the input to the actuator dynamics and the actuator time constant
. With the addition of the actuator dynamics, the linearized longitudinal dynamics of the helicopter can be written in the following form:
The coefficients for the hover flight condition are given by , , ,
Thus, we have a sixth-order system with relative degree three (63)
As shown in Fig. 7 , the commanded pitch attitude is processed through a linear third-order filter where , , and . In this case, the inversion is performed so that two poles are placed at the origin and one is shifted to . Thus, (7) becomes (64) To construct an approximate inverse from the measured variables, we substituted only the -and -dependent terms from the and expressions in (63) into (64) and solved for
Then, using (9) (66) Additional parametric error was introduced by choosing , . The error dynamics that results from the control design can be written in the following form:
(67)
The three parameters , , and were chosen to place the eigenvalues of (67) at 20, . The observer's poles [eigenvalues of in (24) ] were chosen to be four times the values of the poles assigned for the error dynamics. For the NN, we have chosen five hidden neurons with the sigmoidal function given in (58) having activation potential . The adaptation gains were set to and , with sigma modification gain . Fig. 8 shows tracking performance and control history in the pitch axis without the aid of the NN. The oscillations in the response in Fig. 8 are due to the interaction with the control rotor dynamics. Fig. 9 shows the results achieved with NN augmentation. This shows that the NN augmented high bandwidth controller can learn to interact with the unmodeled control rotor dynamics, which are not included in (65). Fig. 10 shows the time history of NN weights and compares the NN output with , which is the inversion error. The observer performance is given in Fig. 11 . The complete R-50 application along with flight test evaluations is discussed in [8] , [14] , and [22] .
IX. SUMMARY
A new approach is proposed for adaptive output feedback control of uncertain nonlinear systems using NNs. Under the assumption that the system is feedback linearizable, an SHL NN is introduced to cancel the inversion error. The network learns online, and no offline training is required. A simple linear observer is introduced to estimate the derivatives of the tracking error. These estimates are used in the adaptation laws for the NN parameters. Ultimate boundedness of the tracking error and observation error are shown using Lyapunov's direct method. The methodology is applicable to minimum phase observable and stabilizable systems of unknown but bounded dimension, as long as the relative degree is known. Simulations of a fourthorder nonlinear system with relative degree two and of an R-50 experimental helicopter with relative degree three validate the theoretical results.
