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Abstract
Recent advances in neural network-based gen-
erative modeling have reignited the hopes in
having computer systems capable of seam-
lessly conversing with humans and able to un-
derstand natural language. Neural architec-
tures have been employed to generate text ex-
cerpts to various degrees of success, in a mul-
titude of contexts and tasks that fulfil vari-
ous user needs. Notably, high capacity deep
learning models trained on large scale datasets
demonstrate unparalleled abilities to learn pat-
terns in the data even in the lack of explicit su-
pervision signals, opening up a plethora of new
possibilities regarding producing realistic and
coherent texts. While the field of natural lan-
guage generation is evolving rapidly, there are
still many open challenges to address. In this
survey we formally define and categorize the
problem of natural language generation. We
review particular application tasks that are in-
stantiations of these general formulations, in
which generating natural language is of prac-
tical importance. Next we include a compre-
hensive outline of methods and neural archi-
tectures employed for generating diverse texts.
Nevertheless, there is no standard way to as-
sess the quality of text produced by these gen-
erative models, which constitutes a serious bot-
tleneck towards the progress of the field. To
this end, we also review current approaches
to evaluating natural language generation sys-
tems. We hope this survey will provide an in-
formative overview of formulations, methods,
and assessments of neural natural language
generation.
1 Introduction
Recent successes in deep generative modeling and
representation learning have led to significant ad-
vances in natural language generation (NLG), mo-
tivated by an increasing need to understand and
derive meaning from language. The research field
of text generation is fundamental in natural lan-
guage processing and aims to produce realistic and
plausible textual content that is indistinguishable
from human-written text (Turing, 1950). Broadly
speaking, the goal of predicting a syntactically
and semantically correct sequence of consecutive
words given some context is achieved in two steps
by first estimating a distribution over sentences
from a given corpus, and then sampling novel and
realistic-looking sentences from the learnt distri-
bution. Ideally, the generated sentences preserve
the semantic and syntactic properties of real-world
sentences, and are different from the training ex-
amples used to estimate the model (Zhang et al.,
2017b). Language generation is an inherently
complex task, which requires considerable linguis-
tic and domain knowledge at multiple levels, in-
cluding syntax, semantics, morphology, phonol-
ogy, pragmatics, etc. Moreover, texts are gener-
ated to fulfill a communicative goal (Reiter, 2019),
such as to provide support in decision making,
summarize content, translate between languages,
converse with humans, make specific texts more
accessible, as well as to entertain users or encour-
age them to change their behaviour. Therefore
generated texts should be tailored to their specific
audience in terms of appropriateness of content
and terminology used (Paris, 2015), as well as for
fairness and transparency reasons (Mayfield et al.,
2019). For a long time natural language gener-
ation models have been rule-based or relied on
training shallow models on sparse high dimen-
sional features. With the recent resurgence of neu-
ral networks, neural networks based models for
text generation trained with dense vector represen-
tations have established unmatched prior perfor-
mance and reignited the hopes in having machines
able to understand language and seamlessly con-
verse with humans. Indeed, generating meaning-
ful and coherent texts is pivotal to many natural
language processing tasks. Nevertheless, design-
ing neural networks that can generate coherent text
and model long-term dependencies has long been
a challenge for natural language generation due to
the discrete nature of text data. Beyond that, the
ability of neural network models to understand lan-
guage and ground textual concepts beyond picking
up on shallow patterns in the data still remains lim-
ited. Finally, evaluation of generative models for
natural language is an equally active and challeng-
ing research area of significant importance in driv-
ing forward the progress of the field.
In this work we formally define the problem
of neural text generation at particular contexts
and present the diverse practical applications of
text generation in Section 2. In Section 3 we in-
clude a comprehensive overview of deep learning
methodologies and neural model architectures em-
ployed in the literature for neural network-based
natural language generation. We review methods
for the evaluation of the generated texts in Sec-
tion 4. Finally, in Section 5 we conclude with
insights and future perspectives regarding neural
text generation and evaluation. Given the rapid
evolution of this field of research, we hope the
current survery will serve as a thorough overview
of present times neural-network based natural lan-
guage generation and evaluation for anyone inter-
ested in learning about these topics, and will pro-
vide the reader with the up-to-date information on
the latest research advances. Compared to the sur-
vey of (Gatt and Krahmer, 2018), our overview is
a more comprehensive and updated coverage of
neural network methods and evaluation centered
around the novel problem definitions and task for-
mulations.
2 Problem Definitions
In what follows we formally define the natural lan-
guage generation problem according to context,
conditions and constraints considered when pro-
ducing new text. We divide text generation into
the following three categories: i) generic or free-
text generation presented in Section 2.1, ii) con-
ditional text generation introduced in Section 2.2,
and iii) constrained text generation outlined in Sec-
tion 2.3. For each category we define the text
generation problem according to the assumptions
made, and clarify differences between these cate-
gories. In addition, in Section 2.4 we provide ex-
amples of application areas where language gener-
ation presents rich practical opportunities.
2.1 Generic / Free-Text Generation
The problem of generic text generation aims to
produce realistic text without placing any exter-
nal user-defined constraints on the model output.
Nevertheless, it does consider the intrinsic history
of past words generated by the model as context.
We formally define the problem of free-text gener-
ation.
Given a discrete sequence of text tokens x =
(x1, x2, . . . , xn) as input where each xi is drawn
from a fixed set of symbols, the goal of language
modeling is to learn the unconditional probability
distribution p(x) of the sequence x. This distri-
bution can be factorized using the chain rule of
probability (Bengio et al., 2003) into a product of
conditional probabilities:
p(x) =
n∏
i=1
p(xi|x<i) (1)
When p(x) is modeled by a neural network with
parameters θ, the neural network is trained to min-
imize the negative log-likelihood over a collection
of samples D = {x1, . . . , x|D|}:
L(D) = −
|D|∑
k=1
log pθ(x
k
i |x
k
<i) (2)
Large scale models for generic text generation
show promising abilities to produce coherent texts.
Nevertheless, the problem of free-text generation
is challenging as it places a lot of burden on the
generative model to capture complex semantic and
structural features underlying the data distribution.
This can often result in incoherent and largely ran-
domized generated text. In addition, the generated
content is uncontrollable with respect to particular
attributes and modes of data being generated.
2.2 Conditional Text Generation
Conditional text generation is useful when gener-
ating textual content whose attributes can be con-
trolled/ adjusted so as to enable the manipulation
of the generated content. By conditioning the
generative model on additional information, it be-
comes possible to direct the data generation pro-
cess and control which modes of the data are gen-
erated. In the literature conditional text generation
is sometimes referred to as context-dependent text
generation. We are aware that the word context
may carry different semantics for different readers,
therefore we want to clarify that in this survey the
definition of conditional text generation considers
as context only external attributes to the model and
not any model intrinsic attributes such as for exam-
ple, the history of past generated words which is
already included in the formulation of the generic
text generation problem in Section 2.1.
Conditional language models are used to learn
the distribution p(x|c) of the data x conditioned on
a specific attribute code c. Similar to the formula-
tion of generic text generation, the distribution can
still be decomposed using the chain rule of proba-
bility as follows:
p(x|c) =
n∏
i=1
p(xi|x<i, c) (3)
The conditional language model parameterized by
a neural network can be trained with a negative
log-likelihood loss function which takes into ac-
count the control code c:
L(D) = −
|D|∑
k=1
log pθ(x
k
i |x
k
<i, c
k) (4)
As specified above, conditional models for text
generation add a contextual variable or condition
into the probabilistic model transforming it into a
conditional probability model. Nevertheless, con-
ditional models do not place any hard constraints
on the generated output. Conditioning the gen-
erated text on specific low-level attributes is ap-
proached in two ways in the literature, by either us-
ing i) conditional training (Fan et al., 2018a) meth-
ods which condition the model on additional con-
trol features at training time modeling P (y|x, z) as
a function of the output y given the input x and dis-
crete control variable z, or via ii) weighed decod-
ing (Ghazvininejad et al., 2017) methods which
add control features to the decoding scoring func-
tion at test time only. Examples of attributes
used for conditioning the generated text are the
source sentence in machine translation, the con-
versational history in dialogue systems, the input
document in text summarization and text simpli-
fication, the input question in question answering
systems, or contextual information such as prod-
uct, time and location in review generation.
2.3 Constrained Text Generation
The problem of constrained text generation is fo-
cusing on generating coherent and logical texts
that cover a specific set of concepts (such as pre-
defined nouns, verbs, entities, phrases or sentence
fragments) desired to be present in the output, and/
or abide to user-defined rules which reflect the par-
ticular interests of the system user. Lexically con-
strained text generation (Hokamp and Liu, 2017)
places explicit constraints on independent attribute
controls and combines these with differentiable ap-
proximation to produce discrete text samples. In
the literature the distinction between conditional,
controlled and constrained text generation is not
clearly defined, and these terms are often used in-
terchangeably. In fact, the first work that proposed
generating constrained text is actually referring to
the task as controlled generation (Hu et al., 2017).
In what follows we formally define the problem of
constrained text generation.
Let us consider we are (optionally) given an
unordered or ordered set of n concepts x =
{c1, c2, . . . , cn} ∈ X , where X denotes the space
of all concepts, and each ci ∈ C , where C rep-
resents the concept vocabulary and ci denotes a
noun or a verb. In addition, let us assume we
are also (optionally) given a set of m rules y =
{y1, y2, . . . , ym} ∈ Y , with yi ∈ R, where R de-
notes the space of all rules, and each yi is a text
generation constraint expressed in logical form.
We formulate constrained text generation as learn-
ing the structured predictive function f : X ∪Y →
Z ,X∪Y 6= φwhich maps a set of concepts and/ or
constraint rules to a generated sentence. Therefore,
constrained text generation methods impose con-
straints on the generated sentences and produce
output in the form of grammatical sentence z ∈ Z
which contains all concepts present in x and/ or
meets all constraints specified in y. The matching
function f manipulates the probability distribution
and indicates to which extent the constraints are
satisfied. In the literature, constraint text genera-
tion methods are categorized into:
• Soft-constrained text generation (priming):
requires the generated sentences to be seman-
tically related to the given constraints, with-
out strictly enforcing the presence of those
constraints (for eg., topic words) in the gen-
erated content. The matching function f is in
this case a soft measure of semantic similarity.
Typically, a corpus of (keyword, text) pairs is
first constructed, followed by training a con-
ditional text generation model to capture their
co-occurence and generate text which con-
tains the constrained keywords. Nevertheless,
this approach does not guarantee that all de-
sired keywords will be preserved during gen-
eration; some of them may get lost and will
not be found in the generated output, in par-
ticular when there are constraints on simulta-
neously including multiple keywords.
• Hard-constrained text generation: refers to
the mandatory inclusion of certain keywords
in the output sentences. The matching func-
tion f is in this case a binary indicator, which
rules out the possibility of generating infea-
sible sentences that do not meet the given
constraints. Therefore, by placing hard con-
straints on the generated output, all lexi-
cal constraints must be present in the gen-
erated output. Unlike soft-constrained mod-
els which are straightforward to design, the
problem of hard-constrained text generation
requires the design of complex dedicated neu-
ral network architectures.
Constrained text generation is useful in many
scenarios, such as incorporating in-domain ter-
minology in machine translation (Post and Vilar,
2018), avoiding generic and meaningless re-
sponses in dialogue systems (Mou et al., 2016), in-
corporating ground-truth text fragments (such as
semantic attributes, object annotations) in image
caption generation (Anderson et al., 2017). Typ-
ical attributes used to generate constrained nat-
ural language are the tense and the length of
the summaries in text summarization (Fan et al.,
2018a), the sentiment of the generated content in
review generation (Mueller et al., 2017), language
complexity in text simplification or the style in
text style transfer applications. In addition, con-
strained text generation is used to overcome lim-
itations of neural text generation models for dia-
logue such as genericness and repetitiveness of re-
sponses (See et al., 2019), (Serban et al., 2016).
Nevertheless, generating text under specific lex-
ical constraints is challenging (Zhang et al., 2020).
While for humans it is straightforward to gener-
ate sentences that cover a given set of concepts or
abide to pre-defined rules by making use of their
commonsense reasoning ability, generative com-
monsense reasoning with a constrained text gen-
eration task is not as simple for machine learning
models (Lin et al., 2019).
2.4 Natural Language Generation Tasks
In what follows we present natural language gener-
ation tasks which are instances of generic, condi-
tional and constrained text generation. All these
applications demonstrate the practical value of
generating coherent and meaningful texts, and that
advances in natural language generation are of im-
mediate applicability and practical importance in
many downstream tasks.
2.4.1 Neural Machine Translation
The field of machine translation is focusing on
the automatic translation of textual content from
one language into another language. The field
has undergone major changes in recent years,
with end-to-end learning approaches for auto-
mated translation based on neural networks re-
placing conventional phrase-based statistical meth-
ods (Bahdanau et al., 2014), (Wu et al., 2016a). In
contrast to statistical models which consist of sev-
eral sub-components trained and tuned separately,
neural machine translation models build and train
a single, large neural network end-to-end by feed-
ing it as input textual content in the source lan-
guage and retrieving its corresponding translation
in the target language. Neural machine transla-
tion is a typical example of conditional text gen-
eration, where the condition encapsulated by the
conditional attribute code c is represented by the
input sentence in the source language and the goal
task is to generate its corresponding translation in
the target language. In addition, neural machine
translation is also an instance of constrained text
generation given that it imposes the constraint to
generate text in the target language. Additional
constraints can be placed on the inclusion in the
target sentence of named entities already present
in the source sentence. In what follows we for-
mally define the problem of neural machine trans-
lation.
We denote with Vs the vocabulary of the source
language and with Vt the vocabulary of the target
language, with |Vt| ≈ |Vs| and Vt∩Vs = φ. Let us
also denote with with V ∗s and V
∗
t all possible sen-
tences under Vs, respectively Vt. Given a source
sentence X = (x1, x2, . . . , xl),X ∈ V
∗
s , xi ∈ Vs,
where xi is the i
th word in X, ∀i = 1, . . . , l, the
goal is to generate the distribution over the possi-
ble output sentences Y = (y1, y2, . . . , yl′ ), Y ∈
V ∗t , yj ∈ Vt, where yj is the j
th word in Y ,
∀j = 1, . . . , l
′
by factoring Y into a chain of condi-
tional probabilities with left-to-right causal struc-
ture using a neural network with parameters θ:
p(Y |X; θ) =
l
′
+1∏
t=1
p(yt|y0:t−1, x1:l; θ) (5)
Special sentence delimiters y0(<S>) and
yl′+1(<E>) are commonly added to the vocab-
ulary to mark the beginning and end of target
sentence Y . Typically in machine translation the
source and target vocabularies consist of the most
frequent words used in a language (for eg., top
15,000 words), while the remaining words are
replaced with a special <UNK> token. Every
source sentence X is usually mapped to exactly
one target sentence Y , and there is no sharing of
words between the source sentence X and the
target sentence Y .
Although neural network based approaches to
machine translation have resulted in superior per-
formance compared to statistical models, they are
computationally expensive both in training and in
translation inference time. The output of machine
translation models is evaluated by asking human
annotators to rate the generated translations on var-
ious dimensions of textual quality, or by compar-
isons with human-written reference texts using au-
tomated evaluation metrics.
2.4.2 Text Summarization
Text summarization is designed to facilitate a
quick grasp of the essence of an input document
by producing a condensed summary of its content.
This can be achieved in two ways, either by means
of extractive summarization or through abstrac-
tive/generative summarization. While extractive
summarization (Nallapati et al., 2017) methods
produce summaries by copy-pasting the relevant
portions from the input document, abstractive sum-
marization (Rush et al., 2015), (Nallapati et al.,
2016), (See et al., 2017) algorithms can generate
novel content that is not present in the input doc-
ument. Hybrid approaches combining extractive
summarization techniques with a a neural abstrac-
tive summary generation serve to identify salient
information in a document and generate distilled
Wikipedia articles (Liu et al., 2018b). Character-
istics of a good summary include brevity, fluency,
non-redundancy, coverage and logical entailment
of the most salient pieces of information from the
input document(s).
Text summarization is a conditional text gener-
ation task where the condition is represented by
the given document(s) to be summarized. Addi-
tional control codes are used in remainder summa-
rization offering flexibility to define which parts
of the document(s) are of interest, for eg., remain-
ing paragraphs the user has not read yet, or in
source-specific summarization to condition sum-
maries on the source type of input documents,
for eg., newspapers, books or news articles. Be-
sides being a conditional text generation task, text
summarization is also a typical example of con-
strained text generation where the condition is set
such that the length of the resulting summary is
strictly less than the length of the original docu-
ment. Unlike machine translation where output
length varies depending on the source content, in
text summarization the length of the output is fixed
and pre-determined. Controlling the length of the
generated summary allows to digest information
at different levels of granularity and define the
level of detail desired accounting for particular
user needs and time budgets; for eg., a document
can be summarized into a headline, a single sen-
tence or a multi-sentence paragraph. In addition,
explicit constraints can be placed on specific con-
cepts desired for inclusion in the summary. Most
frequently, named entities are used as constraints
in text summarization to ensure the generated sum-
mary is specifically focused on topics and events
describing them. In addition, in the particular case
of extractive summarization, there is the additional
constraint that sentences need to be picked explic-
itly from the original document. In what follows
we formally define the task of text summarization.
We consider the input consisting of a sequence
of M words x = (x1, x2, . . . , xM ), xi ∈ VX , i =
1, . . . ,M , where VX is a fixed vocabulary of size
|VX |. Each word xi is represented as an indicator
vector xi ∈ {0, 1}
VX , sentences are represented
as sequences of indicators and X denotes the set
of all possible inputs. A summarization model
takes x as input and yields a shorter version of it in
the form of output sequence y = (y1, y2, . . . , yN ),
with N < M and yj ∈ {0, 1}
VY ,∀j = 1, . . . , N .
Abstractive / Generative Summarization We de-
fine Y ⊂ ({0, 1}VY , . . . , {0, 1}VY ) as the set of all
possible generated summaries of length N , with
y ∈ Y . The summarization system is abstractive
if it tries to find the optimal sequence y∗, y∗ ⊂ Y ,
under the scoring function s : X ×Y → R, which
can be expressed as:
y∗ = argmax
y∈Y
s(x, y) (6)
Extractive Summarization As opposed to ab-
stractive approaches which generate novel sen-
tences, extractive approaches transfer parts from
the input document x to the output y:
y∗ = argmax
m∈{1,...,M}N
s(x, x[m1,...,mN ]) (7)
Abstractive summarization is notably more chal-
lenging than extractive summarization, and al-
lows to incorporate real-world knowledge, para-
phrasing and generalization, all crucial compo-
nents of high-quality summaries (See et al., 2017).
In addition, abstractive summarization does not
impose any hard constraints on the system out-
put other than shorter length and gives the sys-
tem a lot of freedom to generate suitable content,
which in turn results in the system’s ability to fit
a wide range of training data. Approaches for
neural abstractive summarization build upon ad-
vances in machine translation. Attention mech-
anisms (Bahdanau et al., 2014) and pointer net-
works (Vinyals et al., 2015b) are used to focus on
specific parts of the source document and copy
input entities. Nevertheless, a common limita-
tion of current abstractive summarization models
is their tendency to copy long passages from the
source document as opposed to generating novel
content. Consequently, the word overlap between
the source document and the generated abstrac-
tive summary is generally high (See et al., 2017),
(Krys´cin´ski et al., 2018).
Very related in nature to the task of text summa-
rization is the problem of text compression, which
takes as input a text document and aims to produce
a short summary of it by deleting the least criti-
cal information, while retaining the most impor-
tant ideas and preserving sentence fluency. Sen-
tence compression is referred in the literature as
a “scaled down version of the text summariza-
tion problem”(Knight and Marcu, 2002), and is
of practical importance in many downstream ap-
plications including text summarization, subtitle
generation and displaying text on small screens
(Mallinson et al., 2018). Similar to text summa-
rization, text compression is both a conditional
text generation and constrained text generation
task. The condition is represented by the input
document for which the text compression system
needs to output a condensed version. The task is
also constrained text generation given the system
needs to produce a compressed version of the in-
put strictly shorter lengthwise. In addition, there
can be further constraints specified when the text
compression output is desired to be entity-centric.
We denote with Ci = {ci1, ci2, . . . , cil} the set
of possible compression spans and with yy,c a bi-
nary variable which equals 1 if the cth token of the
ith sentence sˆi in documentD is deleted, we are in-
terested in modeling the probability p(yi,c|D, sˆi).
Following the same definitions from section 2.4.2,
we can formally define the optimal compressed
text sequence under scoring function s as:
y∗ = argmax
m∈{1,...,M}N ,mi−1<mi
s(x, x[m1,...,mN ]) (8)
Shorter paraphrases are generated through end-
to-end neural networks in (Filippova et al., 2015).
Unsupervised models based on denoising autoen-
coders wihout the need for paired corpora are used
in (Fevry and Phang, 2018). The level of com-
pression is computed as the character length ra-
tio between the source sentence and the target
sentence (Martin et al., 2019b). Sentence com-
pressions are identified by constituency parsing
and scored by neural models for text summariza-
tion (Xu and Durrett, 2019). Factors directly im-
pacting the generated summary complexity where
are the compression rate, the summarization tech-
nique and the nature of the summarized corpus
(Vodolazova and Lloret, 2019).
Current datasets, models and evaluation metrics
for text summarization are considered not robust
enough (Kryscinski et al., 2019). Shortcomings in-
clude uncurated automatically collected datasets,
models that overfit to biases in the data and pro-
duce outputs with little diversity, as well as non-
informative evaluation metrics weakly correlated
with human judgements.
2.4.3 Text Simplification
Text simplification is designed to reduce the lexi-
cal and syntactic complexity of text, while preserv-
ing the main idea and approximating the original
meaning. The goal of text simplification systems
is to make highly specialized textual content acces-
sible to readers who lack adequate literacy skills,
such as children, people with low education, peo-
ple who have reading disorders or dyslexia, and
non-native speakers of the language. In the lit-
erature text simplification has been addressed at
multiple levels: i) lexical simplification (Devlin,
1999) is concerned with replacing complex words
or phrases with simpler alternatives; ii) syntactic
simplification (Siddharthan, 2006) alters the syn-
tactic structure of the sentence; iii) semantic sim-
plification (Kandula et al., 2010), sometimes also
known as explanation generation, paraphrases por-
tions of the text into simpler and clearer variants.
More recently, end-to-end models for text simpli-
fication attempt to address all these steps at once.
Text simplification is an instance of conditional
text generation given we are conditioning on the
input text to produce a simpler and more readable
version of a complex document, as well as an in-
stance of constrained text generation since there
are constraints on generating simplified text that is
shorter in length compared to the source document
and with higher readability level. To this end, it is
mandatory to use words of lower complexity from
a much simpler target vocabulary than the source
vocabulary. We formally introduce the text simpli-
fication task below.
Let us denote with Vs the vocabulary of the
source language and with Vt the vocabulary of the
target language, with |Vt| ≪ |Vs| and Vt ⊆ Vs. Let
us also denote with with V ∗s and V
∗
t all possible
sentences under Vs, respectively Vt. Given source
sentence X = (x1, x2, . . . , xl),X ∈ V
∗
s , xi ∈ Vs,
where xi is the i
th word in X, ∀i = 1, . . . , l, the
goal is to produce the simplified sentence Y =
(y1, y2, . . . , yl′ ), Y ∈ V
∗
t , yj ∈ Vt, where yj is
the jth word in Y , ∀j = 1, . . . , l
′
by modeling the
conditional probability p(Y |X). In the context of
neural text simplification, a neural network with
parameters θ is used to maximize the probability
p(Y |X; θ).
Next we highlight differences between machine
translation and text simplification. Unlike ma-
chine translation where the output sentence Y
does not share any common terms with the in-
put sentence X, in text simplification some or
all of the words in Y might remain identical
with the words in X in cases when the terms in
X are already simple. In addition, unlike ma-
chine translation where the mapping between the
source sentence and the target sentence is usu-
ally one-to-one, in text simplification the rela-
tion between the source sentence and the target
sentence can be one-to-many or many-to-one, as
simplification involves splitting and merging op-
erations (Surya et al., 2018). Furthermore, infre-
quent words in the vocabulary cannot be simply
dropped out and replaced with an unknown to-
ken as it is typically done in machine translation,
but they need to be simplified appropriately corre-
sponding to their level of complexity (Wang et al.,
2016a). Lexical simplification and content re-
duction is simultaneously approached with neu-
ral machine translation models in (Nisioi et al.,
2017), (Sulem et al., 2018c). Nevertheless, text
simplification presents particular challenges com-
pared to machine translation. First, simplifica-
tions need to be adapted to particular user needs,
and ideally personalized to the educational back-
ground of the target audience (Bingel, 2018),
(Mayfield et al., 2019). Second, text simplifica-
tion has the potential to bridge the communica-
tion gap between specialists and laypersons in
many scenarios. For example, in the medical do-
main it can help improve the understandability
of clinical records (Shardlow and Nawaz, 2019),
address disabilities and inequity in educational
environments (Mayfield et al., 2019), and assist
with providing accessible and timely information
to the affected population in crisis management
(Temnikova, 2012).
2.4.4 Text Style Transfer
Style transfer is a newly emerging task designed
to preserve the information content of a source
sentence while delivering it to meet desired pre-
sentation constraints. To this end, it is important
to disentangle the content itself from the style in
which it is presented and be able to manipulate the
style so as to easily change it from one attribute
into another attribute of different or opposite po-
larity. This is often achieved without the need for
parallel data for source and target styles, but ac-
counting for the constraint that the transferred sen-
tences should match in style example sentences
from the target style. To this end, text style trans-
fer is an instance of constrained text generation.
In addition, it is also a typical scenario of con-
ditional text generation where we are condition-
ing on the given source text. Style transfer has
been originally used in computer vision applica-
tions for image-to-image translation (Gatys et al.,
2016), (Liu and Tuzel, 2016), (Zhu et al., 2017),
and more recently has been used in natural natu-
ral language processing applications for machine
translation, sentiment modification to change the
sentiment of a sentence from positive to negative
and vice versa, word substitution decipherment
and word order recovery (Hu et al., 2017).
The problem of style transfer in language gener-
ation can be formally defined as follows. Given
two datasets X1 = {x
(1)
1 , x
(2)
1 , . . . , x
(n)
1 } and
X2 = {x
(1)
2 , x
(2)
2 , . . . , x
(n)
2 } with the same con-
tent distribution but different unknown styles y1
and y2, where the samples in datasetX1 are drawn
from the distribution p(x1|y1) and the samples
in dataset X2 are drawn from the distribution
p(x2|y2), the goal is to estimate the style trans-
fer functions between them p(x1|x2; y1, y2) and
p(x2|x1; y1, y2). According to the formulation of
the problem we can only observe the marginal dis-
tributions p(x1|y1) and p(x2|y2), and the goal is
to recover the joint distribution p(x1, x2|y1, y2),
which can be expressed as follows assuming the
existence of latent content variable z generated
from distribution p(z):
p(x1, x2|y1, y2) =
∫
z
p(z)p(x1|y1, z)p(x2|y2, z)dz
(9)
Given that x1 and x2 are independent from each
other given z, the conditional distribution corre-
sponding to the style transfer function is defined:
p(x1|x2; y1, y2) =
∫
z
p(x1, z|x2; y1, y2)dz
=
∫
z
p(x1|y1, z)p(x2|y2, z)dz
= Ez∼p(z|x2,y2)[p(x1|y1, z)]
(10)
Models proposed in the literature for style transfer
rely on encoder-decoder models. Given encoder
E : X × Y → Z with paramters θE which infers
the content z and style y for a given sentence x,
and generator G : Y × Z → X with parameters
θG which given content z and style y generates
sentence x, the reconstruction loss can be defined
as follows:
Lrec =Ex1∼X1 [− log pG(x1|y1, E(x1, y1))]+
Ex2∼X2 [− log pG(x2|y2, E(x2, y2))]
(11)
Latent VAE representations are manipulated to
generate textual output with specific attributes, for
eg. contemporary text written in Shakespeare style
or improving the positivity sentiment of a sentence
(Mueller et al., 2017). Style-independent con-
tent representations are learnt via disentangled la-
tent representations for generating sentences with
controllable style attributes (Shen et al., 2017),
(Hu et al., 2017). Language models are employed
as style discriminators to learn disentangled rep-
resentations for unsupervised text style transfer
tasks such as sentiment modification (Yang et al.,
2018d).
2.4.5 Dialogue Systems
A dialogue system, also known as a conversational
agent, is a computer system designed to converse
with humans using natural language. To be able
to carry a meaningful conversation with a human
user, the system needs to first understand the mes-
sage of the user, represent it internally, decide how
to respond to it and issue the target response using
natural language surface utterances (Chen et al.,
2017a). Dialogue generation is an instance of con-
ditional text generation where the system response
is conditioned on the previous user utterance and
frequently on the overall conversational context.
Dialogue generation can also be an instance of
constrained text generation when the conversation
is carried on a topic which explicitly involves en-
tities such as locations, persons, institutions, etc.
From an application point of view, dialogue sys-
tems can be categorized into (Keselj, 2009):
• task-oriented dialogue agents: are designed
to have short conversations with a human user
to help him/ her complete a particular task.
For example, dialogue agents embedded into
digital assistants and home controllers assist
with finding products, booking accommoda-
tions, provide travel directions, make restau-
rant reservations and phone calls on behalf of
their users. Therefore, task-oriented dialogue
generation is an instance of both conditional
and constrained text generation.
• non-task oriented dialogue agents or chat-
bots: are designed for carrying extended
conversations with their users on a wide
range of open domains. They are set up to
mimic human-to-human interaction and un-
structured human dialogues in an entertaining
way. Therefore, non-task oriented dialogue is
an instance of conditional text generation.
We formally define the task of dialogue genera-
tion. Generative dialogue models take as input a
dialogue context c and generate the next response
x. The training data consists of a set of samples
of the form {cn, xn, dn} ∼ psource(c, x, d), where
d denotes the source domain. At testing time, the
model is given the dialog context c and the target
domain, and must generate the correct response
x. The goal of a generative dialogue model is
to learn the function F : C × D → X which
performs well on unseen examples from the tar-
get domain after seeing the training examples on
the source domain. The source domain and the
target domain can be identical; when they differ
the problem is defined as zero-shot dialogue gen-
eration (Zhao and Eskenazi, 2018). The dialogue
generation problem can be summarized as:
Training data : {cn, xn, dn} ∼ psource(c, x, d)
Testing data : {c, x, d} ∼ ptarget(c, x, d)
Goal : F : C ×D → X
(12)
A common limitation of neural networks for di-
alogue generation is that they tend to generate
safe, universally relevant responses that carry little
meaning (Serban et al., 2016), (Li et al., 2016a),
(Mou et al., 2016); for example universal replies
such as “I don’t know” or “something” frequently
occur in the training set are likely to have high
estimated probabilities at decoding time. Addi-
tional factors that impact the conversational flow
in generative models of dialogue are identified as
repetitions and contradictions of previous state-
ments, failing to balance specificity with gener-
icness of the output, and not taking turns in ask-
ing questions (See et al., 2019). Furthermore, it
is desirable for generated dialogues to incorporate
explicit personality traits (Zheng et al., 2019) and
control the sentiment (Kong et al., 2019a) of the
generated response to resemble human-to-human
conversations.
2.4.6 Question Answering
Question answering systems are designed to find
and integrate information from various sources to
provide responses to user questions (Fu and Feng,
2018). While traditionally candidate answers con-
sist of words, phrases or sentence snippets re-
trieved and ranked appropriately from knowledge
bases and textual documents (Kratzwald et al.,
2019), answer generation aims to produce more
natural answers by using neural models to gener-
ate the answer sentence. Question answering can
be considered as both a conditional text generation
and constrained text generation task. A question
answering system needs to be conditioned on the
question that was asked, while simultaneously en-
suring that concepts needed to answer the question
are found in the generated output.
A question answering system can be formally
defined as follows. Given a context paragraph
C = {c1, c2, . . . , cn} consisting of n words
from word vocabulary V and the query Q =
{q1, q2, . . . , qm} ofm words in length, the goal of
a question answering system is to either: i) output
a span S = {ci, ci+1, . . . , ci+j},∀i = 1, . . . , n
and ∀j = 0, . . . , n − i from the original context
paragraph C , or ii) generate a sequence of words
A = {a1, a2, . . . , al}, ak ∈ V,∀k = 1, . . . , l as
the output answer. Below we differentiate between
multiple types of question answering tasks:
• Factoid Question Answering: given a descrip-
tion of an entity (person, place or item) for-
mulated as a query and a text document, the
task is to identify the entity referenced in the
given piece of text. This is an instance of
both conditional and constrained text gener-
ation, given conditioning on the input ques-
tion and constraining the generation task to
be entity-centric. Factoid question answering
methods combine word and phrase-level rep-
resentations across sentences to reason about
entities (Iyyer et al., 2014), (Yin et al., 2015).
• Reasoning-based Question Answering: given
a collection of documents and a query,
the task is to reason, gather, and synthe-
size disjoint pieces of information spread
within documents and across multiple docu-
ments to generate an answer (De Cao et al.,
2019). The task involves multi-step rea-
soning and understanding of implicit rela-
tions for which humans typically rely on
their background commonsense knowledge
(Bauer et al., 2018). The task is conditional
given that the system generates an answer
conditioned on the input question, and may
be constrained when the information across
documents is focused on entities or specific
concepts that need to be incorporated in the
generated answer.
• Visual Question Answering: given an image
and a natural language question about the im-
age, the goal is to provide an accurate natural
language answer to the question posed about
the image (Antol et al., 2015). By its nature
the task is conditional, and can be constraint
when specific objects or entities in the image
need to be included in the generated answer.
Question answering systems that meet var-
ious information needs are proposed in the
literature, for eg., for answering mathemat-
ical questions (Schubotz et al., 2018), med-
ical information needs (Wiese et al., 2017),
(Bhandwaldar and Zadrozny, 2018), quiz bowl
questions (Iyyer et al., 2014), cross-lingual and
multi-lingual questions (Loginova et al., 2018).
In practical applications of question answering,
users are typically not only interested in learning
the exact answer word, but also in how this is
related to other important background information
and to previously asked questions and answers
(Fu and Feng, 2018).
2.4.7 Image / Video Captioning
Image captioning is designed to generate captions
in the form of textual descriptions for an image.
This involves the recognition of the important ob-
jects present in the image, as well as object prop-
erties and interactions between objects to be able
to generate syntactically and semantically correct
natural language sentences (Hossain et al., 2019).
In the literature the image captioning task has been
framed from either a natural language generation
perspective (Kulkarni et al., 2013), (Chen et al.,
2017b) where each system produces a novel sen-
tence, or from a ranking perspective where exist-
ing captions are ranked and the top one is selected
(Hodosh et al., 2013). Image/ video captioning is
a conditional text generation task where the cap-
tion is conditioned on the input image or video. In
addition, it can be a constrained text generation
task when specific concepts describing the input
need to be present in the generated output.
Formally, the task of image/ video captioning
takes as input an image or video I and generates
a sequence of words y = (y1, y2, . . . , yN ), y ∈
V ∗ and yi ∈ V,∀i = 1, . . . , N , where V de-
notes the vocabulary of output words and in-
cludes special tokens to mark the beginning <S>
and end <E> of a sentence, as well as the un-
known token <UNK> used for all words not
present in the vocabulary V , and V ∗ denotes all
possible sentences over V . Given training set
D = {(I, y∗)} containing m pairs of the form
(Ij , y
∗
j ),∀j = 1, . . . ,m consisting of input im-
age Ij and its corresponding ground-truth caption
y∗j = (y
∗
j1
, y∗j2 , . . . , y
∗
jM
), y∗j ∈ V
∗ and y∗jk ∈
V,∀k = 1, . . . ,M , we want to maximize the prob-
abilistic model p(y|I; θ) with respect to model pa-
rameters θ.
2.4.8 Narrative Generation / Story Telling
Neural narrative generation aims to produce co-
herent stories automatically and is regarded as an
important step towards computational creativity
(Gerva´s, 2009). Unlike machine translation which
produces a complete transduction of an input sen-
tence which fully defines the target semantics,
story telling is a long-form open-ended text gen-
eration task which simultaneously addresses two
separate challenges: the selection of appropriate
content (“what to say”) and the surface realization
of the generation (“how to say it”)(Wiseman et al.,
2017). In addition, the most difficult aspect of
neural story generation is producing a a coherent
and fluent story which is much longer than the
short input specified by the user as the story ti-
tle. To this end, many neural story generation
models assume the existence of a high-level plot
(commonly specified as a one-sentence outline)
which serves the role of a bridge between titles and
stories (Chen et al., 2019a), (Fan et al., 2018b),
(Xu et al., 2018b), (Drissi et al., 2018), (Yao et al.,
2019). Therefore, narrative generation is a con-
strained text generation task since explicit con-
straints are placed on which concepts to include
in the narrative so as to steer the generation in par-
ticular topic directions. In addition, another con-
straint is that the output length needs to be strictly
greater than the input length. We formally define
the task of narrative generation below.
Assuming as input to the neural story generation
system the title x = x1, x2, . . . , xI consisting of
I words, the goal is to produce a comprehensible
and logical story y = y1, y2, . . . , yJ of J words in
length. Assuming the existence of a one sentence
outline z = z1, z2, . . . , zK that contains K words
for the entire story, the latent variable model for
neural story generation can be formally expressed:
P (y|x; θ, γ) =
∑
z
P (z|x; θ)P (y|x, z; γ) (13)
where P (z|x; θ) defines a planning model parame-
terized by θ and P (y|x, z; γ) defines a generation
model parameterized by γ.
The planning model P (z|x; θ) receives an input
the one sentence title z for the narrative and gener-
ates the narrative outline given the title:
P (z|x; θ) =
K∏
k=1
P (zk|x, z<k; θ) (14)
where z<k = z1, z2, . . . , zk−1 denotes a partial
outline. The generation model is used to produce
a narrative given a title and an outline:
P (y|x, z; γ) =
J∏
j=1
P (yj |x, z, y<j ; γ) (15)
where y<j denotes a partially generated story.
Hierarchical models for story generation break
down the generation process into multiple steps:
first modelling the action sequence, then the story
narrative, and finally entities such as story char-
acters (Fan et al., 2019). While existing mod-
els can generate stories with good local coher-
ence, generating long stories is challenging. Dif-
ficulties in coalescing individual phrases into co-
herent plots and in maintaining character con-
sistency throughout the story lead to a rapid
decrease in coherence as the output length in-
creases (van Stegeren and Theune, 2019). Neu-
ral narrative generation combining story-writing
with human collaboration in an interactive way im-
proves both story quality and human engagement
(Goldfarb-Tarrant et al., 2019).
2.4.9 Poetry Generation
Automatic poetry generation is an important step
towards computational creativity. In the poem gen-
eration literature, the generator operates in an in-
teractive context where the user initially supplies
the model with a set of keywords representing the
concepts which outline the main writing intents, as
well as their ordering. The user is also in charge
of selecting a particular format for the generated
poem. For example, common formats are qua-
train, consisting of 4 lines of sentences, or reg-
ulated verse in which the poem is made up of 8
lines of sentences. The process is interactive and
the author can keep modifying terms to reflect his
writing intent. Poetry generation is a constrained
text generation problem since user defined con-
cepts need to be included in the generated poem.
At the same time, it can also be a conditional text
generation problem given explicit conditioning on
the stylistic features of the poem. We define the
petry generation task below.
Given as input a set of keywords that
summarize an author’s writing intent K =
{k1, k2, . . . , k|K|}, where each ki ∈ V, i =
1, . . . , |K| is a keyword term from vocabulary V ,
the goal is to generate a poem P = {w|w ∈ Ω}
where each term w is selected from the candidate
term set Ω = {w|w ∈ {K∪{V −K}}}, andK ⊆
P,P ⊆ Ω to fit the user specified constraints of the
poetry format. The generative model computes the
probability of line Si+1 = w1, w2, . . . , wm given
all previously generated poem lines S1:i, i ≥ 1 (or
alternatively, only the previous generated line or
lexical n-grams) as follows:
P (Si+1|S1:i) =
m−1∏
j=1
P (wj+1|w1:j, S1:i) (16)
Poetry composition is formulated as a con-
strained optimization problem in a generative
summarization framework in iPOET (Yan et al.,
2013). Candidate terms from a large human-
written poem corpus are retrieved to match the
user intent, and then clustered to fit the poetry
format, tone, rhythm, etc. Each cluster gener-
ates one line of the poem in a multi-pass gen-
erative summarization framework by conducting
iterative term substitutions so that the generated
poem matches the initial user constraints and po-
etic preference, and the relevance and coherence
of the output is maximized. Generative models
that jointly perform content selection and surface
realization are proposed in (Zhang and Lapata,
2014). Generated poems are revised and pol-
ished through multiple style configurations in
(Ghazvininejad et al., 2017). Neural poetry gener-
ation models based on maximum likelihood esti-
mation (MLE) only learn the most common pat-
terns in the poetry corpus and generate outputs
with little diversity (Zhang et al., 2017a). In ad-
dition, these MLE based models suffer from loss-
evaluation mismatch (Wiseman and Rush, 2016)
manifested through incompatibility at evaluation
time between the word-level loss function opti-
mized by MLE and humans focusing on whole se-
quences of poem lines and assessing fine-grained
criteria of the generated text such as fluency, coher-
ence, meaningfulness and overall quality. These
human evaluation criteria are modeled and incor-
porated into the reward function of a mutual re-
inforcement learning framework for poem genera-
tion (Yi et al., 2018). For a detailed overview of
poetry generation we point the reader to (Oliveira,
2017).
2.4.10 Review Generation
Product reviews allow users to express opinions
for different aspects of products or services re-
ceived, and are popular on many online review
websites such as Amazon, Yelp, Ebay, etc. These
online reviews encompass a wide variety of writ-
ing styles and polarity strengths. The task of re-
view generation is similar in nature to sentiment
analysis and a lot of past work has focused on
identifying and extracting subjective content in re-
view data (Liu, 2015), (Zhao et al., 2016). Auto-
matically generating reviews given contextual in-
formation focused on product attributes, ratings,
sentiment, time and location is a meaningful con-
ditional text generation task. Common product at-
tributes used in the literature are the user ID, the
product ID, the product rating or the user senti-
ment for the generated review (Dong et al., 2017),
(Tang et al., 2016). The task can also be con-
strained text generation when topical and syntac-
tic characteristics of natural languages are explic-
itly specified as constraints to incorporate in the
generation process. We formally define the review
generation task below.
Given as input a set of product attributes a =
(a1, a2, . . . , a|a|) of fixed length |a|, the goal is to
generate a product review r = (y1, y2, . . . , y|r|) of
variable length |r| by maximizing the conditional
probability p(r|a):
p(r|a) =
|r|∏
t=1
p(yt|y<t, a) (17)
where y<t = (y1, y2, . . . , yt−1). The training data
consists of pairs (a, r) of attributes awith their cor-
responding reviews r, and the model learns to max-
imize the likelihood of the generated reviews given
the input attributes for the training dataD. The op-
timization problem can therefore be expressed as:
max
∑
(a,r)∈D
log p(r|a) (18)
Generating long, well-structured and informa-
tive reviews requires considerable effort when
written by human users and is a similarly challeng-
ing task to do automatically (Li et al., 2019a).
2.4.11 Miscellaneous tasks related to natural
language generation
Handwriting synthesis aims to automatically gen-
erate data that resembles natural handwriting and
is a key component in the development of intelli-
gent systems that can provide personalized experi-
ences to humans (Zong and Zhu, 2014). The task
of handwritten text generation is very much analo-
gous to sequence generation. Given as input a user
defined sequence of words x = (x1, x2, . . . , xT )
which can be either typed into the computer sys-
tem or fed as an input image I to capture the user’s
writing style, the goal of handwriting generation is
to train a neural network model which can produce
a cursive handwritten version of the input text to
display under the form of output imageO (Graves,
2013). Handwriting generation is a conditional
generation task when the system is conditioning
on the input text. In addition, it is also a con-
strained text generation task since the task is con-
strained on generating text in the user’s own writ-
ing style. While advances in deep learning have
given computers the ability to see and recognize
printed text from input images, generating cursive
handwriting is a considerably more challenging
problem (Alonso et al., 2019). Character bound-
aries are not always well-defined, which makes it
hard to segment handwritten text into individual
pieces or characters. In addition, handwriting eval-
uation is ambiguous and not well defined given the
multitude of existent human handwriting style pro-
files (Mohammed et al., 2018).
Other related tasks where natural language
generation plays an important role are generat-
ing questions, arguments, counter-arguments and
opinions, news headlines and digests, reports, fi-
nancial statements, stock market reports, sports re-
ports, slides and entire presentations, error correc-
tions, generating creative and entertaining texts,
composing music, lyrics and tweets, data-to-text
generation, paraphrasing, speech synthesis, gener-
ating proteins as sequences of aminoacids, code in
a programming language of choice, etc. All these
tasks illustrate the widespread importance of hav-
ing robust models for natural language generation.
3 Models
Neural networks are used in a wide range of su-
pervised and unsupervised machine learning tasks
due to their ability to learn hierarchical representa-
tions from raw underlying features in the data and
model complex high-dimensional distributions. A
wide range of model architectures based on neural
networks have been proposed for the task of nat-
ural language generation in a wide variety of con-
texts and applications. In what follows we briefly
discuss the main categories of generative models
in the literature and continue with presenting spe-
cific models for neural language generation.
Deep generative models have received a lot of
attention recently due to their ability to model
complex high-dimensional distributions. These
models combine uncertainty estimates provided
by probabilistic models with the flexibility and
scalability of deep neural networks to learn in an
unsupervised way the distribution from which data
is drawn. Generative probabilistic models are use-
ful for two reasons: i) can perform density esti-
mation and inference of latent variables, and ii)
can sample efficiently from the probability density
represented by the input data and generate novel
content. Deep generative models can be classified
into either explicit or implicit density probabilistic
models. On the one hand, explicit density mod-
els provide an explicit parametric specification of
the data distribution and have tractable likelihood
functions. On the other hand, implicit density mod-
els do not specify the underlying distribution of
the data, but instead define a stochastic process
which allows to simulate the data distribution af-
ter training by drawing samples from it. Since
the data distribution is not explicitly specified, im-
plicit generative models do not have a tractable
likelihood function. A mix of both explicit and
implicit models have been used in the literature
to generate textual content in a variety of settings.
Among these, we enumerate explicit density mod-
els with tractable density such as autoregressive
models (Bahdanau et al., 2014), (Vaswani et al.,
2017), explicit density models with approxi-
mate density like the Variational Autoencoder
(Kingma and Welling, 2013), and implicit direct
density generative models such as Generative Ad-
versarial Networks (Goodfellow et al., 2014).
Autoregressive (Fully-observed) generative
models model the observed data directly without
introducing dependencies on any new unobserved
local variables. Assuming all items in a sequence
x = (x1, x2, . . . , xN ) are fully observed, the prob-
ability distribution p(x) of the data is modeled in
an auto-regressive fashion using the chain rule of
probability:
p(x1, x2, . . . , xN ) =
N∏
i=1
p(xi|x1, x2, . . . , xi−1)
(19)
Training autoregressive models is done by max-
imizing the data likelihood, allowing these mod-
els to be evaluated quickly and exactly. Sampling
from autoregressive models is exact, but it is ex-
pensive since samples need to be generated in se-
quential order. Extracting representions from fully
observed models is challenging, but this is cur-
rently an active research topic.
Latent variable generative models explain hid-
den causes by introducing an unobserved random
variable z for every observed data point. The data
likelihood p(x) is computed as follows:
log p(x) =
∫
pθ(x|z)p(z)dz = Ep(z)[pθ(x|z)]
(20)
Latent models present the advantage that sampling
is exact and cheap, while extracting latent features
from these models is straightforward. They are
evaluated using the lower bound of the log like-
lihood.
Implicit density models (among which the most
famous models are GANs) introduce a second dis-
criminative model able to distinguish model gen-
erated samples from real samples in addition to
the generative model. While sampling from these
models is cheap, it is inexact. The evaluation
of these models is difficult or even impossible to
carry, and extracting latent representations from
these models is very challenging. We summarize
in Table 1 characteristics of the three categories of
generative models discussed above.
In what follows we review models for neural
language generation from most general to the most
specific according to the problem definition cate-
gorization presented in Section 2; for each model
architecture we first list models for generic text
generation, then introduce models for conditional
text generation, and finally outline models used
Table 1: Comparison of generative model frameworks.
Model type Evaluation Sampling
Fully-observed Exact and Exact and
Cheap Expensive
Latent models Lower Bound Exact and
Cheap
Implicit models Hard or Inexact and
Impossible Cheap
for constrained text generation. We begin with re-
current neural network models for text generation
in Section 3.1, then present sequence-to-sequence
models in Section 3.2, generative adversarial net-
works (GANs) in Section 3.4, variational autoen-
codes (VAEs) in Section 3.5 and pre-trained mod-
els for text generation in Section 3.8. We also pro-
vide a comprehensive overview of text generation
tasks associated with each model.
3.1 Recurrent Architectures
3.1.1 Recurrent Models for Generic /
Free-Text Generation
Recurrent Neural Networks (RNNs)
(Rumelhart et al., 1986), (Mikolov et al., 2010)
are able to model long-term dependencies in
sequential data and have shown promising results
in a variety of natural language processing tasks,
from language modeling (Mikolov, 2012) to
speech recognition (Graves et al., 2013) and
machine translation (Kalchbrenner and Blunsom,
2013). An important property of RNNs is the
ability of learning to map an input sequence of
variable length into a fixed dimensional vector
representation.
At each timestep, the RNN receives an input,
updates its hidden state, and makes a prediction.
Given an input sequence x = (x1, x2, . . . , xT ),
a standard RNN computes the hidden vector se-
quence h = (h1, h2, . . . , hT ) and the output vec-
tor sequence y = (y1, y2, . . . , yT ), where each dat-
apoint xt, ht, yt,∀ t ∈ {1, . . . , T} is a real valued
vector, in the following way:
ht = H(Wxhxt +Whhht−1 + bh)
yt = Whyht + by
(21)
In Equation 21 terms W denote weight matrices,
in particular Wxh is the input-hidden weight ma-
trix and Whh is the hidden-hidden weight ma-
trix. The b terms denote bias vectors, where bh
is the hidden bias vector and by is the output bias
vector. H is the function that computes the hid-
den layer representation. Gradients in an RNN
are computed via backpropagation through time
(Rumelhart et al., 1986), (Werbos, 1989). By def-
inition, RNNs are inherently deep in time con-
sidering that the hidden state at each timestep is
computed as a function of all previous timesteps.
While in theory RNNs can make use of informa-
tion in arbitrarily long sequences, in practice they
fail to consider context beyond the few previous
timesteps due to the vanishing and exploding gra-
dients (Bengio et al., 1994) which cause gradient
descent to not be able to learn long-range tempo-
ral structure in a standard RNN. Moreover, RNN-
based models contain millions of parameters and
have traditionally been very difficult to train, lim-
iting their widespread use (Sutskever et al., 2011).
Improvements in network architectures, optimiza-
tion techniques and parallel computation have re-
sulted in recurrent models learning better at large-
scale (Lipton et al., 2015).
Long Short Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997) networks are
introduced to overcome the limitations posed by
vanishing gradients in RNNs and allow gradient
descent to learn long-term temporal structure. The
LSTM architecture largely resembles the standard
RNN architecture with one hidden layer, and
each hidden layer node is modified to include a
memory cell with a self-connected recurrent edge
of fixed weight which stores information over
long time periods. A memory cell ct consists of a
node with an internal hidden state ht and a series
of gates, namely an input gate it which controls
how much each LSTM unit is updated, a forget
gate ft which controls the extent to which the
previous memory cell is forgotten, and an output
gate ot which controls the exposure of the internal
memory state. The LSTM transition equations at
timestep t are:
it = σ(W
(i)xt + U
(i)ht−1 + b
(i))
ft = σ(W
(f)xt + U
(f)ht−1 + b
(f))
ot = σ(W
(o)xt + U
(o)ht−1 + b
(o))
ut = σ(W
(u)xt + U
(t)ht−1 + b
(t))
ct = it ⊙ ut + ft ⊙ ct−1
ht = ot ⊙ tanh(ct)
(22)
In Equation 22, xt is the input at the current
timestep t, σ denotes the logistic sigmoid func-
tion and ⊙ denotes elementwise multiplication. U
and W are learned weight matrices. LSTMs can
represent information over multiple time steps by
adjusting the values of the gating variables for
each vector element, therefore allowing the gra-
dient to pass without vanishing or exploding. In
both RNNs and LSTMs the data is modeled via
a fully-observed directed graphical model, where
the distribution over a discrete output sequence
y = (y1, y2, . . . , yT ) is decomposed into an or-
dered product of conditional distributions over to-
kens:
P (y1, y2, . . . , yT ) = P (y1)
T∏
t=1
P (yt|y1, . . . , yt−1)
(23)
Similar to LSTMs, Gated Recurrent Units
(GRUs) (Cho et al., 2014) learn semantically and
syntactically meaningful representations of natu-
ral language and have gating units to modulate the
flow of information. Unlike LSTMs, GRU units
do not have a separate memory cell and present a
simpler design with fewer gates. The activation hjt
at timestep t linearly interpolates between the acti-
vation at the previous timestep hj−1t and the candi-
date activation h˜jt . The update gate z
j
t decides how
much the current unit updates its content, while the
reset gate rjt allows it to forget the previously com-
puted state. The GRU update equations at each
timestep t are:
hjt = (1− z
j
t )h
j
t−1 + z
j
t h˜
j
t
zjt = σ(Wzxt + Uzht−1)
j
h˜jt = tanh(Wxt + U(rt ⊙ ht−1))
j
rjt = σ(Wrxt + Urht−1)
j
(24)
Models with recurrent connections are trained
with teacher forcing (Williams and Zipser, 1989),
a strategy emerging from the maximum likelihood
criterion designed to keep the recurrent model pre-
dictions close to the ground-truth sequence. At
each training step the model generated token yˆt
is replaced with its ground-truth equivalent token
yt, while at inference time each token is generated
by the model itself (i.e. sampled from its condi-
tional distribution over the sequence given the pre-
viously generated samples). The discrepancy be-
tween training and inference stages leads to expo-
sure bias, causing errors in the model predictions
that accumulate and amplify quickly over the gen-
erated sequence, (Lamb et al., 2016). As a remedy,
Scheduled Sampling (Bengio et al., 2015) mixes
inputs from the ground-truth sequence with inputs
generated by the model at training time, gradually
adjusting the training process from fully guided
(i.e. using the true previous token) to less guided
(i.e. using mostly the generated token) based on
curriculum learning (Bengio et al., 2009). While
the model generated distribution can still diverge
from the ground truth distribution as the model
generates several consecutive tokens, possible so-
lutions are: i) make the self-generated sequences
short, and ii) anneal the probability of using self-
generated vs. ground-truth samples to 0, accord-
ing to some schedule. Still, models trained with
scheduled sampling are shown to memorize the
distribution of symbols conditioned on their posi-
tion in the sequence instead of the actual prefix of
preceding symbols (Husza´r, 2015).
Many extensions of vanilla RNN and LSTM
architectures are proposed in the literature
aiming to improve generalization and sample
quality (Yu et al., 2019). Bidirectional RNNs
(Schuster and Paliwal, 1997), (Berglund et al.,
2015) augment unidirectional recurrent models
by introducing a second hidden layer with con-
nections flowing in opposite temporal order to
exploit both past and future information in a
sequence. Multiplicative RNNs (Sutskever et al.,
2011) allow flexible input-dependent transitions,
however many complex transition functions hard
to bypass. Gated feedback RNNs and LSTMs
(Chung et al., 2014) rely on gated-feedback
connections to enable the flow of control signals
from the upper to lower recurrent layers in the net-
work. Similarly, depth gated LSTMs (Yao et al.,
2015) introduce dependencies between lower
and upper recurrent units by using a depth gate
which connects memory cells of adjacent layers.
Stacked LSTMs stack multiple layers at each
time-step to increase the capacity of the network,
while nested LSTMs (Moniz and Krueger, 2018)
selectively access LSTM memory cells with inner
memory. Convolutional LSTMs (Sainath et al.,
2015), (Xingjian et al., 2015) are designed for
jointly modeling spatio-temporal sequences. Tree-
structured LSTMs (Zhu et al., 2015), (Tai et al.,
2015) extend the LSTM structure beyond a linear
chain to tree-structured network topologies, and
are useful at semantic similarity and sentiment
classification tasks. Multiplicative LSTMs
(Krause et al., 2016) combine vanilla LSTM
networks of fixed weights with multiplicative
RNNs to allow for flexible input-dependent
weight matrices in the network architecture. Mul-
tiplicative Integration (Wu et al., 2016b) RNNs
achieve better performance than vanilla RNNs by
using the Hadamard product in the computational
additive building block of RNNs. Mogrifier
LSTMs (Melis et al., 2019) capture interactions
between inputs and their context by mutually
gating the current input and the previous output of
the network. For a comprehensive review of RNN
and LSTM-based network architectures we point
the reader to (Yu et al., 2019).
3.1.2 Recurrent Models for Conditional Text
Generation
A recurrent free-text generation model becomes a
conditional recurrent text generation model when
the distribution over training sentences is condi-
tioned on another modality. For example in ma-
chine translation the distribution is conditioned on
another language, in image caption generation the
condition is the input image, in video description
generation we condition on the input video, while
in speech recognition we condition on the input
speech.
Content and stylistic properties (such as senti-
ment, topic, style and length) of generated movie
reviews are controlled in a conditional LSTM
language model by conditioning on context vec-
tors that reflect the presence of these proper-
ties (Ficler and Goldberg, 2017). Affective di-
alogue responses are generated by conditioning
on affect categories in an LSTM language model
(Ghosh et al., 2017). A RNN-based language
model equipped with dynamic memory outper-
forms more complex memory-based models for di-
alogue generation (Mei et al., 2017). Participant
roles and conversational topics are represented as
context vectors and incorporated into a LSTM-
based response generation model (Luan et al.,
2016).
3.1.3 Recurrent Models for Constrained Text
Generation
Metropolis-Hastings sampling (Miao et al., 2019)
is proposed for both soft and hard constrained sen-
tence generation from models based on recurrent
neural networks. The method is based on Markov
Chain Monte Carlo (MCMC) sampling and per-
forms local operations such as insertion, deletion
and replacement in the sentence space for any ran-
domly selected word in the sentence.
Hard constraints on the generation of scientific
paper titles are imposed by the use of a forward-
backward recurrent language model which gener-
ates both previous and future words in a sentence
conditioned on a given topic word (Mou et al.,
2015). While the topic word can occur at any
arbitrary position in the sentence, the approach
can only generate sentences constrained precisely
on one keyword. Multiple constraints are incor-
porated in sentences generated by a backward-
forward LSTM language model by lexically substi-
tuting constrained tokens with their closest match-
ing neighbour in the embedding space (Latif et al.,
2020). Guiding the conversation towards a des-
ignated topic while integrating specific vocabu-
lary words is achieved by combining discourse-
level rules with neural next keywords prediction
(Tang et al., 2019). A recurrent network based
sequence classifier is used for extractive summa-
rization in (Nallapati et al., 2017). Poetry genera-
tion which obeys hard rhythmic, rhyme and topic
constraints is proposed in (Ghazvininejad et al.,
2016).
3.2 Sequence-to-Sequence Architectures
Although the recurrent models presented in Sec-
tion 3.1 present good performance whenever large
labeled training sets are available, they can only be
applied to problems whose inputs and targets are
encoded with vectors of fixed dimensionality. Se-
quences represent a challenge for recurrent models
since RNNs require the dimensionality of their in-
puts and outputs to be known and fixed beforehand.
In practice, there are many problems in which the
sequence length is not known a-priori and it is nec-
essary to map variable length sequences into fixed-
dimensional vector representations. To this end,
models that can map sequences to sequences are
proposed. These models makes minimal assump-
tions on the sequence structure and learn to map an
input sequence into a vector of fixed dimensional-
ity and then map that vector back into an output
sequence, therefore learning to decode the target
sequence from the encoded vector representation
of the source sequence. We present these models
in detail below.
3.3 Sequence-to-sequence models that
condition on the input text
Sequence-to-sequence (seq2seq) mod-
els (Kalchbrenner and Blunsom, 2013),
(Sutskever et al., 2014), (Cho et al., 2014) are
conditional language models which can deal with
variable length inputs and output. Also known
as encoder-decoder models, they have been very
successful in machine translation (Luong et al.,
2015b), text summarization (Nallapati et al.,
2016), dialogue systems (Vinyals and Le, 2015),
and image and video captioning (Vinyals et al.,
2015d). Seq2seq models consist of two paired
recurrent neural networks: the first network
(encoder) summarizes a variable-length source
sequence of symbols x = (x1, x2, . . . , xT ) into
a rich fixed-length vector representation v, while
the second network (decoder) uses the vector
representation v as its initial hidden state and
deciphers it into another variable-length target
sequence of symbols y = (y1, y2, . . . , yT ′)
by computing the conditional probability of
each word yt in the target sequence given the
previous words y1, y2, . . . , yt−1 and the input
x, where length T of input may differ from
length T ′ of output. The conditional probability
p(y1, y2, . . . , yT ′ |x1, x2, . . . , xT ) of the output
sequence y given the input sequence x can be
formally expressed as:
p(y1, y2, . . . , yT ′ |x1, x2, . . . , xT ) =
T ′∏
t=1
p(yt|v, y1, y2, . . . , yt−1)
(25)
Typical architectural choices for the encoder
and decoder are RNN and LSTM neural net-
works. In addition, deep convolutional networks
are proposed to model long-range dependen-
cies in lengthy documents (Dauphin et al., 2017),
(Gehring et al., 2017). Given training set consist-
ing of N paired input and output sentences, a
sequence-to-sequence model is trained using max-
imum likelihood to maximize the conditional log-
likelihood of the correct target sentence yn given
the source sentence xn for every (xn, yn) pair and
model parameters θ:
max
θ
1
N
N∑
t=1
log pθ(yn|xn) (26)
After training, the sequence-to-sequence model
can be used in two ways: i) to produce a probabil-
ity score pθ(y|x) for a given pair (x, y) of input x
and output y sequences, or ii) to generate the target
sequence y corresponding to the input sequence x.
In the latter case, decoding methods are used to
generate the most likely output sequence. In what
follows we present decoding strategies for neural
sequence-to-sequence generative models.
Decoding Generating the most likely output se-
quence from a trained model involves running
an exhaustive search over all possible output se-
quences, scoring them based on their likelihood
and selecting the most likely sequence yˆ such that:
yˆ = argmax
y
P (y|x) = argmax
y
N∏
t=1
P (yt|y<t, x)
(27)
In Equation 27, the model outputs a probability
distribution over the next token at each timestep
t given the input x and the previously predicted
tokens y<t. The probability distribution over the
next word in the target vocabulary wi ∈ V is com-
monly modeled using a softmax function:
P (yt = wi|y<t, x) =
exp(zt,i)∑V
j=1 exp(zt,j)
, (28)
where zt = f(y<t, x) represents the output of
the encoder-decoder model given input sequence
x and the sequence of tokens predicted so far y<t.
While Equation 27 theoretically outputs the opti-
mal output sequence yˆ, in practice it is intractable
to run an exhaustive search to find yˆ precisely.
The exact decoding problem is exponential in the
length of the source sentence x, and factors such as
the branching factor, number of timesteps and the
large vocabulary size impede yielding precisely
the most probable sequence yˆ from the trained
model. Alternative decoding strategies based on
heuristic search are used to find reasonable ap-
proximations of the optimal output sequence. As
opposed to exact decoding, these sampling tech-
niques are incomplete decoding strategies which
exclude tokens from consideration at each step,
and generate a random sequence according to the
learnt probability distribution. The decoding strat-
egy of choice bears a huge impact on the qual-
ity of the generated machine text, even when the
same neural language model is used for genera-
tion (Holtzman et al., 2019). In what follows we
present decoding methods commonly used in the
NLG literature, noting that the best decoding strat-
egy for text generation from a trained language
model is still largely an unresolved problem.
Argmax/ Greedy search The argmax sam-
pler is the simplest approach to decoding a likely
sequence. At each timestep it greedily selects
the most likely (argmax) token over the softmax
output distribution and feeds it as input to the
next timestep until the end-of-sentence token is
reached, as follows:
yˆt = argmax
yt
P (yt|y<t, x) (29)
Greedy decoding preserves a single hypothesis
at each timestep, however selecting the best in-
dividual token output per timestep does not nec-
essarily result in the best overall output hypothe-
sis – there may well exist a better path which in-
cludes a less likely token (not argmax) at some
point in the decoding process; the method will
also miss a high-probability token hiding after
a low-probability one. In addition, other limita-
tions of greedy decoding include the generation
of repetitive and short output sequences which
lack in diversity even for large well-trained mod-
els (Holtzman et al., 2019), (Radford et al., 2019),
and the impossibility to generate multiple samples
during decoding. This makes it a suboptimal de-
coding strategy (Chen et al., 2018b).
Random/ Stochastic/ Temperature search/
Ancestral Sampling Stochastic sampling intro-
duces randomness in decoding and arbitrarily sam-
ples each output token from the model’s distri-
bution at each timestep. A temperature parame-
ter T > 0 is commonly used to control how flat
(T → ∞) or greedy (T → 0) the multinomial
distribution over the next token is (Ackley et al.,
1985). Values of T > 1 cause increasingly more
random outputs, while T ≈ 0 resembles greedy
sampling:
P (yt = wi|y<t, x) =
exp(zt,i/T )∑V
j=1 exp(zt,j/T )
(30)
It is important to note that doing completely
random sampling can negatively impact sequence
generation as it introduces unlikely words and mis-
takes not encountered at training time (Fan et al.,
2018b).
Beam search Beam search is an approximate
graph-based inference algorithm which explores
the hypothesis space in a greedy left-to-right
(breadth-first) manner over a limited portion of
the overall search space. Each hypothesis is ex-
panded iteratively one token at a time and only
the k-best hypotheses are eventually kept, where
k denotes the beam width or beam size. Unlike
greedy decoding which maintains a single hypoth-
esis at a time and can miss out a highly probable
token when it is preceded by a low probable one,
beam search explores multiple sequences in paral-
lel and mitigates the aforementioned problems by
maintaining a beam (set of k hypotheses) of poten-
tial sequences constructed word-by-word. More
specifically, the decoding process begins with the
start-of-sentence token and at every step of decod-
ing new k-best tokens wi are selected according
to the probability distribution P (yt = wi|y<t, x).
Each partial hypothesis is expanded with a new to-
ken and its cumulative log-probability is updated
accordingly to capture model’s preferences. The
process repeats until the end-of-sentence token is
produced, at which time the hypothesis is com-
plete. Finally, all complete hypotheses are scored
in descending order of their likelihood and only
the k-best scoring hypothesis are preserved. De-
coding new sequences from the trained model is
equivalent to finding the sequence y∗ that is most
probable under the model distribution:
y∗ = argmax
y
p(y|x) = argmin
y
− log p(y|x)
(31)
Beam search was effective in early work
on neural machine translation (Sutskever et al.,
2014) and has become the standard algorithm
for many language generation tasks at sam-
pling sufficiently likely sequences from proba-
bilistic encoder-decoder models. Nevertheless,
beam search is sensitive to output length and
best results are obtained when the length of
the target sentence is predicted before decoding
(Murray and Chiang, 2018), (Yang et al., 2018b).
Beam search decoding is also slow as it in-
troduces a substantial computational overhead
(Cho, 2016) and the candidate sequences it pro-
duces are short, dull, generic, and include com-
mon phrases and repetitive text from the train-
ing set (Shao et al., 2016), (Vijayakumar et al.,
2016), (Sordoni et al., 2015), (Li et al., 2016a),
(Wolf et al., 2019). While the use of maximum
likelihood as a training objective leads to high
quality models for many language understanding
tasks, maximization based decoding results in neu-
ral text degeneration (Holtzman et al., 2019). In
addition, the likelihood objective assigns too much
probability to repetitive and frequent words, fo-
cusing only on producing the next word and not
on optimizing sequence generation (Welleck et al.,
2019b). Consequently, the generated outputs pro-
duced by beam search lack in diversity (Li et al.,
2016b), (Li et al., 2016a), (Gimpel et al., 2013)
and are largely variations of the same high like-
lihood beam with minor differences in punctua-
tion and morphology (Li and Jurafsky, 2016). In-
creasing the beam size leads to a degrade in perfor-
mance and negatively affects sequence generation
quality (Koehn and Knowles, 2017), (Yang et al.,
2018b). As an alternative to maximum likelihood
training, unlikelihood training is proposed to force
the model to assign lower probability scores to un-
likely generations (Welleck et al., 2019a).
Extensions of beam search are proposed focus-
ing on improving output diversity, and can be ap-
plied either during the decoding process or post-
decoding. We present diversity promoting meth-
ods used during the decoding process first. N -
gram blocking (Paulus et al., 2017), (Klein et al.,
2017) discards a hypothesis if the occurrence fre-
quency of any token within it is greater than one;
this strategy is used to block previously gener-
ated n-grams from subsequent generation. Itera-
tive beam search (Kulikov et al., 2019) runs mul-
tiple iterations of beam search on disjunct areas
of the search space, ensuring there is no over-
lap between the current search space and areas
explored by previous iterations. Diverse beam
search (Vijayakumar et al., 2016) augments beam
search with a diversity promoting term which en-
sures a candidate hypothesis is sufficiently dif-
ferent from other partial hypotheses according to
standard diversity functions such as n-gram diver-
sity, neural embedding diversity and Hamming dis-
tance. Cluster-based beam search (Tam, 2020)
clusters semantically similar partial hypothesis us-
ing k-means clustering, followed by hypothesis
pruning to keep only top candidate hypotheses
from each cluster. Noisy parallel decoding (Cho,
2016) can be combined with any decoding strat-
egy and works by injecting noise (randomly sam-
pled from a normal distribution) into the hidden
state of the decoder at each timestep, followed by
running in parallel multiple approximate decoding
processes. Top-g capping beam search (Li et al.,
2016b), (Li and Jurafsky, 2016) incentives diver-
sity by grouping candidate hypotheses according
to their parent, and selects top-g candidates from
each group. Post-decoding diversity-promoting
methods are also proposed. The simplest strategy
to increase the diversity of outputs is to cluster de-
coded sentences and remove highly similar candi-
dates (Kriz et al., 2019). Along the same line, it is
possible to over-sample generated sequences from
the model and filter them down to retain a smaller
number of outputs (Ippolito et al., 2018); random
sampling is the recommended way to over-sample
candidates.
Lexically constrained decoding with grid beam
search is used to enforce lexical constraints (words
or phrases) and incorporate additional knowl-
edge in the generated output (Hokamp and Liu,
2017). The search space is hard constrained to
produce only candidates which contain one or
more pre-specified sub-sequences. Similarly, con-
strained beam search (Anderson et al., 2017) is
used to force the inclusion of specific words in
the generated sequences by adopting a finite-state
machine approach which recognizes valid con-
strained and complete outputs. Dynamic beam al-
location (Post and Vilar, 2018) improves the time
efficiency of constrained decoding by grouping
beam candidates according to how many con-
straints they meet. Vectorized dynamic beam al-
location achieves even faster decoding by organiz-
ing into a trie the constraints that have not yet been
generated (Hu et al., 2019).
In addition, decoding methods that optimize for
output with high probability produce incoherent,
repetitive and generic output sequences. Beam
search and greedy decoded texts fail to reproduce
the distribution of words in human generated texts
(Holtzman et al., 2019). As a remedy, decoding
strategies that truncate the neural probability dis-
tribution at different thresholds establish a trust-
worthy prediction zone from which tokens can
be sampled according to their relative probabili-
ties. Next we present thresholding-based decoding
strategies.
Top-k sampling The top-k random sampling
(Fan et al., 2018b) scheme restricts sampling from
the k most likely terms in the distribution and
introduces randomness in the decoding process.
New words are generated at each timestep by
randomly selecting k (typically k = 10) tokens
from the most likely candidate tokens sampled
from the probability distribution of each word in
the vocabulary being the likely next word given
the previously selected words. This decoding
scheme is found more effective than beam search
(Radford et al., 2019), (Holtzman et al., 2018).
Nucleus (Top-p) sampling Nucleus sam-
pling (Holtzman et al., 2019) suppresses the unre-
liable tail of the probability distribution consist-
ing of tokens with relatively low probability and
samples tokens from the remaining top-p portion
or nucleus, which concentrates highest probability
mass. This approach allows the model to gener-
ate tokens from the vast majority of the probabil-
ity mass and prevents sampling low probability to-
kens.
Penalized sampling Penalized sampling
(Keskar et al., 2019) is used at inference time
to encourage output diversity. By discounting
the probability of the already generated tokens
in a sequence, the model is discouraged from
generating them again.
Sequence Generation In what follows we
present the dominant approaches used in neural se-
quence generation.
1. Monotonic / Autoregressive Sequence Gen-
eration: In natural language generation se-
quences are typically generated iteratively
following a left-to-right generation order
in which new tokens are added succes-
sively to the end of an unfinished se-
quence. Monotonic neural text generation de-
composes the sequence prediction problem
into a series of next token predictions, i.e.
given input sequence x and assuming the
availability of ground-truth previous tokens
(y∗1 , y
∗
2, . . . , y
∗
t−1) predict the next token yt:
P (Y |x) =
T∏
t=1
p(yt|y1, y2, . . . , yt−1, x)
(32)
The learning process maximizes the log-
probability of a correct output sequence given
the input x, teaching the model to predict the
correct next token p(y∗t |y
∗
1, y
∗
2 , . . . , y
∗
t−1, x)
by using a cross-entropy loss applied at each
decoding step:
max log p(Y ∗|x) =
T∑
t=1
log p(y∗t |y
∗
1 , y
∗
2, . . . , y
∗
t−1, x)
(33)
With recent advances in text representation
learning, monotonic generation of sequences
has become the standard approach in neu-
ral text generation. Autoregressive models
are easy to train and achieve robust perfor-
mance on large datasets. To speed up their
training, models that leverage parallelism
at training time replace recurrent layers in
the decoder with masked convolution layers
(Kalchbrenner et al., 2016), (Gehring et al.,
2017) or self-attention (Vaswani et al., 2017).
Nevertheless, at inference time autoregres-
sive decoding with beam search can be slow
as the individual steps of the decoder must
run sequentially (Gu et al., 2017).
2. Parallel Sequence Generation: Recent
work in text generation is challenging the as-
sumption that text needs to be generated se-
quentially (Gu et al., 2017). Indeed, the sim-
plistic procedure of sequential token genera-
tion does not reflect how humans write text
(Guu et al., 2018) and is limiting content di-
versity (Mehri and Sigal, 2018). In contrast
to standard autoregressive models that pre-
dict each word conditioned on all previous
words and naturally model the length of a
target sequence, non-autoregressive models
enable parallel generation of output tokens
and incorporate target sequence length pre-
diction at inference time (Lee et al., 2018).
Sequence generation in parallel speeds up in-
ference by leveraging parallel computation,
and captures dependencies between tokens
by iteratively refining a sequence (Lee et al.,
2018). Parallel decoding models include iter-
ative refinement (Lee et al., 2018), noisy par-
allel decoding (Gu et al., 2017), masked lan-
guage models (Ghazvininejad et al., 2019),
(Ghazvininejad et al., 2020), insertion-based
methods (Stern et al., 2019), (Chan et al.,
2019), (Gu et al., 2019a), edit-based meth-
ods (Gu et al., 2019b), (Ruis et al., 2020),
normalizing flow models (Ma et al., 2019b)
and connectionist temporal classification
(Libovicky` and Helcl, 2018).
Non-autoregressive generation models ap-
proach the performance of autoregressive
models and have been successfully ap-
plied in machine translation (Gu et al., 2017),
(Guo et al., 2019), (Saharia et al., 2020) and
speech synthesis (Oord et al., 2018). Nev-
ertheless, they make the limiting assump-
tion that output tokens are conditionally in-
dependent given the input, which leads to
the presence of redundant tokens in the non-
autoregressive generated sequences. In addi-
tion, unlike their autoregressive counterparts
which stop generation by emitting the end-of-
sentence token, non-autoregressive models
need to explicitly incorporate output length
prediction as a preliminary generation step.
3. Non-Monotonic Sequence Generation: As
opposed to monotonic sequence generation,
flexible sequence generation produces an out-
put sentence without following a strict pre-
defined left-to-right order. To this end,
non-monotonic generation approaches de-
compose a ground-truth sequence Y into a
multi-set of items to be generated Y and a
set of ordering constraints C (Welleck et al.,
2018). Naturally, the order is which se-
quences are generated impacts performance
(Vinyals et al., 2015a). Generating sequences
in arbitrary orders by simultaneously pre-
dicting a word and the position in which
it should be inserted during each decoding
step presents comparable performance to con-
ventional left-to-right generation (Gu et al.,
2019a). A hierarchical approach to decod-
ing is proposed by deliberation networks
(Xia et al., 2017), where the first-pass de-
coder generates a raw sequence which is then
further polished and refined by a second de-
coder. Review networks (Yang et al., 2016b)
further edit the encoder hidden states before
generating the output sentence.
Different layers in sequence-to-sequence mod-
els exhibit different functionality and learn differ-
ent representations. While lower layers of the
encoder learn to represent word structure, higher
layers of the encoder capture semantics and word
meaning (Belinkov et al., 2017). This is consistent
with findings on representations learnt by CNNs
on image data (Zeiler and Fergus, 2014).
Sequence-to-sequence models are trained in a
multitask learning settings in which either the en-
coder, the decoder or both encoder and decoder
are shared between multiple tasks (Luong et al.,
2015a), (Dong et al., 2015).
Attention The attention mechanism
(Bahdanau et al., 2014), (Luong et al., 2015b)
is proposed to enhance seq2seq models with a
random access memory which allows to handle
long input sequences and focus on salient pieces
of input information. Attention dynamically
attends to different parts of the input while
generating each target-side word. In order
to estimate the relevance of input tokens, the
distribution of attention weights is computed
over all input tokens and higher values are as-
signed to those tokens considered relevant. The
attention mechanism is a crucial component of
many seq2seq models used in image captioning
(Xu et al., 2015), machine translation (Jean et al.,
2015), (Luong and Manning), constituency
parsing (Vinyals et al., 2015c), visual object
tracking (Mnih et al., 2014), abstractive sum-
marization (Rush et al., 2015), (Nallapati et al.,
2016). Besides performance gains, attention is
also commonly used as a tool for interpreting the
behaviour of neural architectures since it allows to
dynamically highlight relevant features of the raw
input data (Hermann et al., 2015) or higher-level
neural representations (Galassi et al., 2019).
In the context of encoder-decoder models
for neural machine translation (Bahdanau et al.,
2014), attention is designed to learn alignments be-
tween the decoding states and the encoded memo-
ries. Therefore, attention makes all encoder hid-
den states available to the decoder at decoding
time (i.e. soft attention) as opposed to regular
seq2seq models where the decoder can only ac-
cess the last encoder hidden state. The attention
mechanism computes alignment weights for all in-
put positions, and decides how much information
to retrieve from the input by learning where to fo-
cus. The benefit of using attention is that the en-
coder no longer needs to encode all source-side in-
formation into a fixed-length vector, while the de-
coder can selectively retrieve information spread
throughout the entire input sequence. Empirical
evidence shows that the attention model is more
efficient than the encoder-decoder approach since
its dynamic alignment mechanism requires less pa-
rameters and training instances (Jean et al., 2015).
In its basic formulation, the attention function
maps a sequence of K vectors or keys ki with di-
mensionality dk corresponding to input features
(either word or character level embeddings) to a
distribution a of weights ai, |a| = dk for the input
query q. If q is defined (for eg., machine trans-
lation, question answering), input elements which
are relevant to q will be selected; if q is undefined
(for eg., document classification), inherently rel-
evant input elements are selected. The compati-
bility function f is used to measure how well the
query matches the keys, yielding a vector e of en-
ergy scores (Zhao and Zhang, 2018) with dimen-
sionality dk where each element ei represents the
relevance of key ki to query q under f ; please see
Table 2.
e = f(q,K) : energy scores (34)
Next, the energy scores e are transformed into
a vector a of attention weights ai with dimension-
ality dk by mapping to the distribution function g
(softmax function is a common choice). While the
attention weights ai still represent the relevance
of each element ki to the query, new representa-
tions of the keys ki are computed under the form
of sequence V of dk vectors vi (Cui et al., 2017).
There is a one-to-one mapping between elements
of V and K , and the two vectors are different rep-
resentations of the same data. Nevertheless, atten-
tion weights ai are applied on vectors values vi to
obtain vector Z of attention-weighted representa-
tions of V . Finally, all elements zi of Z are ag-
gregated to obtain a compact representation of the
input in the form of context vector c:
a = g(e) : attention weights
zi = aivi : weighted representations
c =
dk∑
i=1
zi : context vector
(35)
In the literature attention mechanisms are cate-
gorized based on whether attention is placed on all
or just a few source positions. In what follows we
review the main categories of attention models.
Soft vs. Hard Attention The distinction be-
tween soft and hard attention is proposed in im-
age caption generation (Xu et al., 2015), based on
whether the attention model has access to the en-
tire image or just an image patch. Deterministic
Soft Attention places the attention weights “softly”
over all patches in the source image. The model is
differentiable and can be trained via standard back-
propagation. Nevertheless, it can be expensive to
compute when the source input is large. Stochas-
tic Hard Attention only selects a one patch of the
image to attend at a time. While at inference time
hard attention is less expensive to compute com-
pared to soft attention, it is non-differentiable. To
this end, hard attention is trained either by max-
imizing an approximate variational lower bound,
or via the Reinforce (Williams, 1992) algorithm.
Global vs. Local Attention The distinction be-
tween global and local attention is proposed in
the context of machine translation (Luong et al.,
2015b). Global Attention attends to all source
words for each target word, i.e. all hidden states
of the encoder are used to calculate the context
vector ct as the weighted average over all source
states according to attention values at. Global at-
tention is same as the deterministic soft attention
proposed in (Xu et al., 2015) and resembles the
attention mechanism in (Bahdanau et al., 2014)
with minor architectural differences. Nevertheless,
since global attention simultaneously attends to all
words on the source side for each target word, it is
computationally expensive and impractical in sce-
narios where the source sentence is long. Local
attention considers for each target word only a sub-
set of source words from a small context window
at a time. Local attention combines the soft and
hard attention mechanisms proposed in (Xu et al.,
2015) – it eliminates the extensive computational
needs of soft attention and adds differentiability to
hard attention. For the current target word at time
t, the model identifies a single aligned source posi-
tion pt by either assuming source-to-target mono-
tonic alignments or by predicting it. The context
window of words [pt − D, pt + D],D ∈ N
∗ cen-
tered at pt is then used to compute the context vec-
tor ct.
Self-Attention / Intra-Attention Aiming to dis-
cover lexical relations between tokens in an in-
put sequence, memory and attention are combined
within a sequence encoder to create an attention-
Table 2: Attention compatibility functions.
Name Alignment function Reference
Similarity / Content-based f(q,K) = cos(q, k) (Graves et al., 2014)
Additive / Concat f(q,K) = vTa tanh(W [K; q]) (Bahdanau et al., 2014),
(Luong et al., 2015b)
General / Bilinear f(q,K) = qTWK (Luong et al., 2015b)
Dot-Product f(q,K) = qTK (Luong et al., 2015b)
Scaled Dot-Product f(q,K) = q
TK√
(dk)
(Vaswani et al., 2017)
Location-based f(q,K) = softmax(Wq) (Luong et al., 2015b)
based memory addressing mechanism which can
generate contextual representations of input to-
kens (Cheng et al., 2016). The intra-attention
mechanism can either be used for single sentences
to compute a sentence representation which relates
different positions in the sequence, or integrated
with encoder-decoder architectures to identify uni-
directed (and presumably latent) relations between
input tokens which mimic the human memory
span. All intermediate relations captured by self-
attention are soft and differentiable.
Self-attention was first applied in the context
of machine reading (Cheng et al., 2016), where a
LSTM architecture is enhanced with a memory
network (Weston et al., 2014) to extract and rep-
resent meaning from natural language text. Self-
attention is a general mechanism that can be ap-
plied to a wide variety of network architectures
and tasks; it can be used as a stand-alone layer
and is especially effective when used in later lay-
ers (Ramachandran et al., 2019). Self-attention
has become increasingly popular in recent years
in a variety of tasks including reading comprehen-
sion, abstractive summarization, question answer-
ing, textual entailment, learning task-independent
sentence representations, and is an integral compo-
nent of many state-of-the-art neural network mod-
els (Radford et al., 2019), (Devlin et al., 2018).
Multi-head Attention Nevertheless, a single at-
tention layer, especially when computed as a sim-
ple weighted average, cannot model complex func-
tions. As opposed to self-attention which performs
a single attention function at a time, multi-head
attention consists of several attention layers (or
“heads”) running in parallel and focusing simul-
taneously on different parts of the input. These
attention heads jointly attend to information from
different representation subspaces at different posi-
tions. Models consisting entirely of multi-headed
attention have led to considerable progress on a di-
verse range of language processing tasks, and in
many cases have successfully replaced the more
complex recurrence or convolutional neural mech-
anisms.
Transformer (Vaswani et al., 2017) is the first
transduction model based exclusively on attention
mechanisms which is highly paralellizable and
can handle long-term dependencies while entirely
omitting recurrent and convolutional layers. The
model consists of a stacked encoder-decoder ar-
chitecture with self-attention (Cheng et al., 2016)
and point-wise, fully connected layers in both the
encoder and decoder. The encoder embodies a
stack of six identical layers, where each encoder
layer contains two sub-layers: i) a multi-head self-
attention mechanism, followed by ii) a position-
wise fully connected feed-forward network. Sim-
ilarly, the decoder is also composed of a stack
of six layers, where each decoder layer contains
three sub-layers: i) a multi-head attention over the
output of the encoder stack, ii) a multi-head self-
attention mechanism, and iii) a position-wise fully
connected feed-forward network. In addition, to
prevent incorporating any future information at de-
coding time and keep the model auto-regressive,
causal constraints are placed on the self-attention
decoder blocks. Finally, in the absence of any
position-aware recurrence or convolutional mecha-
nisms, sequence ordering information is provided
to the model via relative or absolute positioning en-
codings injected into the input embeddings at the
bottom of the encoder and decoder stacks.
Transformer is the first entirely attention-based
model applied to machine translation. Improve-
ments in the memory and computational efficiency
of the model are proposed in numerous follow-
up works. Notably, the on-going trend nowa-
days is to extend the Transformer architecture to
Transformer-based models larger than ever before,
and train them on datasets bigger than ever before
with superior performance on various sequence
learning tasks, including neural machine transla-
tion, language understanding, and sequence pre-
diction. We present these models in more detail
Section 3.8.
3.3.1 Sequence-to-sequence models that
handle additional conditions
Sequence to sequence (Sutskever et al., 2014)
models can be conditioned on specific attributes
at training time so as to control their output at
inference time. In the literature the main ways
in which generative encoder-decoder models are
conditioned are categorized (Sennrich et al., 2016)
as follows: i) adding special tokens at the begin-
ning (Johnson et al., 2017) or end (Sennrich et al.,
2016) of the source text , ii) incorporating addi-
tional conditions into the decoder hidden states,
therefore bypassing attention (Logeswaran et al.,
2018), and iii) connecting the conditions directly
to the decoder output layer. In addition, when cat-
egorical attributes are used in conjuction with end-
to-end neural text classification models, incorpo-
rating these attributes in the attention mechanism
is the least effective method (Amplayo, 2019).
Attribute-conditioned review generation uses an
attention-enhanced attribute-to-sequence model to
generate reviews conditioned on specific product
attributes (Dong et al., 2017), (Tang et al., 2016).
Natural language descriptions of database events
are generated via encoder-decoder models for
concept-to-text generation (Mei et al., 2016) and
table-to-text generation (Liu et al., 2018c). Gener-
ating questions from long documents is achieved
by combining a sequence-to-sequence model with
multi-stage attention to represent the broad docu-
ment context (Tuan et al., 2019). A hierarchical
sequence-to-sequence architecture is proposed for
generating dialogue responses by first sampling a
continuous variable in the latent space and then
generating the response conditioned on that la-
tent variable (Serban et al., 2017). A dual atten-
tion sequence-to-sequence framework which con-
ditions on both the source text and factual infor-
mation is used in abstractive summarization for en-
couraging faithfulness of the generated content to
the source document (Cao et al., 2018).
3.3.2 Sequence-to-sequence models that
handle constraints
Hierarchical story generation systems (Fan et al.,
2018b) use a two-step approach to text generation:
first generate a prompt describing the topic of the
story, and then conditioned on the given prompt
generate the content of the story. To this end, fu-
sion mechanisms (Sriram et al., 2018) used on top
of sequence-to-sequence models encourage condi-
tioning on the story outline and are found useful
at building dependencies between the given inputs
and the generated outputs. Entity-focused story
generation is proposed in (Clark et al., 2018a).
Concise summaries of a specific desired
length are obtained by controlling the output se-
quence length for neural encoder-decoder models
through either learning or decoding-based meth-
ods (Kikuchi et al., 2016). The most salient sen-
tences in a document are identified using extrac-
tive summarization and then paraphrased using an
encoder-decoder based sentence abstractor model
(Nikolov and Hahnloser, 2020). Nevertheless, in
abstractive summarization conventional sequence-
to-sequence models often suffer from repetition
and semantic irrelevance (Lin et al., 2018), and the
attention-based encoder outputs are noisy when
there is no obvious alignment relationship be-
tween the source text and the target summary
(Zhou et al., 2017). To alleviate the problem,
global encoding of the source context is used to
filter encoder outputs and refine represnetations
learnt at each timestep based on the global con-
text (Lin et al., 2018). An encoder-decoder frame-
work for extractive summarization which incorpo-
rates both a sentence encoder and a document en-
coder to capture context surrounding a sentence,
as well as a document decoder to predict sentence
labels for inclusion in the summary based on rep-
resentations learned by the document encoder is
proposed in (Zhang et al., 2018b). A hierarchical
document encoder is combined with an attention-
based extractor for selecting sentences and words
in extractive summarization (Cheng and Lapata,
2016). Other approaches to hierarchical abstrac-
tive multi-document summarization combine max-
imal marginal relevance which serves to extract
sentences from the original document based on
their relevance and redundancy with the pointer-
generator network (See et al., 2017) used to alter-
nate between copying words from the source doc-
uments with outputting other vocabulary words
(Fabbri et al., 2019). In text simplification ap-
pending special tokens to input sentences at
training time is found to improve performance
(Nishihara et al., 2019). Similarly, sequence to
sequence models parameterized on specific at-
tributes of the target simplification, such as length,
paraphrasing, lexical complexity and syntactic
complexity are proposed in (Martin et al., 2019b).
An attentional encoder-decoder framework with
side constraints for politeness is used to con-
trol for the level of courtesy in machine transla-
tion (Sennrich et al., 2016). Textual attributes of
sentences such as sentiment, tense, voice, mood
and negation are modified by incorporating con-
ditioning information into neural encoder-decoder
models (Logeswaran et al., 2018). Generating
emotional responses in neural conversational sys-
tems is achieved by feeding the emotion cate-
gory embedding to a sequence-to-sequence de-
coder (Zhou et al., 2018), (Asghar et al., 2018).
Furthermore, informative and on-topic dialogue re-
sponses are generated via sentence control func-
tions (Ke et al., 2018). Many encoder-decoder
models treat the entire dialogue history as one
single sequence (Serban et al., 2016), while oth-
ers treat each conversational turn as a separate
sequence (Vinyals and Le, 2015), (Shang et al.,
2015),(Dusˇek and Jurcicek, 2016). A topic aware
sequence-to-sequence model is used to gener-
ate on-topic conversational responses (Xing et al.,
2016). Topic words are extracted using Latent
Dirichlet Allocation and the decoder produces
each word conditioned on both the input message
and the topics through a joint attention mecha-
nism. Abstractive summaries are produced re-
lying on a pointer-generator network (See et al.,
2017), a hybrid model which combines pointer
networks (Vinyals et al., 2015b) to accurately re-
produce source side information with a sequence-
to-sequence attentional model to generate new
words.
Synthesizing sentences containing specific key-
words is done in a sequence-to-sequence back-
ward and forward (Mou et al., 2016) model by
first generating the sentence fragment to the left
of the given keyword (in reverse order and con-
ditioned on that keyword), then encoding the sen-
tence fragment generated so far, followed by de-
coding the sentence fragment to the right of the
keyword conditioned on the already generated
first part. An encoder-decoder framework for fac-
toid question answering (Yin et al., 2016) is able
to query and generate answers containing terms
retrieved from a knowledge base. Constrained
modification of factual Wikipedia sentences ac-
cording to given claims is performed via a two-
encoder sequence-to-sequence model with copy
attention (Shah et al., 2020). Style transfer be-
tween scientific paper titles and newspaper titles
is approached using multiple decoders for each
style, or by passing encoded representations com-
bined with style embeddings to a single decoder
(Fu et al., 2018). Generating memorable headlines
constrained on stylistic attributes such as humour,
romance and clickbait is performed in a sequence-
to-sequence Transformer-based model for stylistic
headline generation (Jin et al., 2020). A denoising
autoencoding approach is adopted for style trans-
fer which replces learning disentangled latent rep-
resentations with back-translation (Lample et al.,
2018). Neural machine translation models with
attention are used for style transfer via back-
translation in the absence of parallel aligned
data (Zhang et al., 2018d) Neural paraphrase gen-
eration is performed through a syntactically
constrained encoder-decoder model (Iyyer et al.,
2018) or via a sequence-to-sequence model with
pivoting over multiple sentences from multiple
languages (Mallinson et al., 2017). Neural poetry
translation with a sequence-to-sequence model is
proposed in (Ghazvininejad et al., 2018).
3.4 GAN Architectures
3.4.1 GAN Models for Generic / Free-Text
Generation
Generative Adversarial Networks (GANs)
(Goodfellow et al., 2014) train generative models
through an adversarial process which consists of
two competing models trained simultaneously: a
generative model G that captures the data distri-
bution and whose objective is to generate fake
data which is indistinguishable from real data,
and a discriminative model D which estimates
the probability that a sample came from the
training data rather from the generator G. The
generator G(z, θG) learns the distribution pg
over real data x by mapping function the prior
noise distribution pz(z) to real data, while the
discriminator D(x, θD) outputs a single scalar
value representing the probability that a sample
came from the training data instead of pg. The
optimization objective for the two-player mini-
max game between the G and D can be formally
expressed as:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)]
+ Ez∼pz(z)[log(1−D(G(z))]
(36)
The GAN framework relies on an implicit prob-
ability model, as opposed to incorporating an ex-
plicit formulation of the probability density. Un-
like autoregressive modeling in which exposure
bias is a common issue, in GANs this issue is
avoided by sampling synthetic examples at train-
ing time from the generator and providing them as
input to the discriminator for comparison with real
sentences (i.e. sentence-level comparison instead
of word-level comparison). The latent represen-
tations extracted from real data are distributed ac-
cording to the specified prior pz(z) (for eg. Gaus-
sian or uniform). Gradients are backpropagated
from the discriminator D through the generated
samples to the generator G; note that this is pos-
sible only when the generated samples are differ-
entiable w.r.t the θG generator parameters. When
the discriminator is trained to optimality before
each generator parameter update, the GAN adver-
sarial game is equivalent to minimizing the Jenson-
Shannon divergence between the real data distri-
bution px(.) and the synthetic data distribution
p(G(z)), z ∼ pz(.) (Arjovsky and Bottou, 2017).
Nevertheless, in such cases gradients can vanish as
the discriminator saturates, learns to reject all sam-
ples and gives meaningless gradients to the genera-
tor. In practice, the second term in Equation (36) is
replaced with Ez∼pz(z)[log(D(G(z))] which helps
circumvent the vanishing gradient problem to a
certain extent (Goodfellow et al., 2014).
GAN-based models can be either continuous or
discrete, depending on whether the model learns
the probability distribution over a sequence of to-
kens or each individual token p(xt|x<t) at a time.
While in the former case it is possible to directly
backpropagate from the discriminator into the gen-
erator, in the latter case the generator output is non-
differentiable and backpropagation becomes chal-
lenging since gradients cannot be passed through
the discrete output words of the generator. There-
fore, the difficulty of applying GANs to discrete
data is caused by the discontinuity which prohibits
the update of the generator parameters via stan-
dard back-propagation. The non-differentiability
of discrete word tokens results in difficult genera-
tor optimization. Nevertheless, discrete represen-
tations are more interpretable and more compu-
tationally efficient than their continuous counter-
parts (Jang et al., 2017). Given that the composi-
tion of the generator and discriminator needs to be
fully differentiable, existing GAN-based solutions
for dealing with discrete data such as text can be
categorized as follows: i) reinforcement learning
based methods, ii) latent space solutions, and iii)
continuous approximations of discrete sampling.
We present these below.
Reinforcement Learning (RL) methods Dis-
crete GAN models for text generation which em-
ploy RL to train the non-differentiable generator
represent the current state as the tokens gener-
ated so far and the current action is the next to-
ken to generate. A discriminator is used to eval-
uate the current state and provide rewards to the
generator to guide its learning. RL-based ap-
proaches for training GANs on discrete sequences
perform gradient policy update via REINFORCE
(Williams, 1992) to bypass the generator differ-
entiation problem. Nevertheless, RL training
presents its own challenges difficult to deal with,
such as the large action space, reward sparsity,
the credit assignment problem and large variance
for gradient estimation (Maddison et al., 2016),
(Zhang et al., 2017b). Indeed, RL algorithms ap-
plied to dynamic environments with sparse reward
are very unstable and the credit assignment prob-
lem through discrete computation makes it diffi-
cult to pass gradient information to the generator
(Che et al., 2017). SeqGAN (Yu et al., 2017) em-
ploys Monte Carlo policy gradient to overcome
the differentiation difficulty for discrete data gen-
eration, RankGAN (Lin et al., 2017) trains the
discriminator in a learning to rank setting and
evaluates the quality of the generated samples
through their relative ranking scores, while Leak-
GAN (Guo et al., 2018) overcomes reward spar-
sity in a hierarchical RL setting by allowing
the discriminator to leak its own high-level fea-
tures to the generator. Monte-Carlo(MC) roll-
outs are commonly used to provide ample feed-
back to the generator at every timestep and cir-
cumvent the credit assignment problem. StepGAN
(Tuan and Lee, 2019) proposes a more computa-
tionally efficient approach in which the discrim-
inator issues rewards without computing the en-
tire search tree. Pre-training the generator with
a negative log-likelihood objective is also com-
monly used to reduce the large action space and
avoid reward sparsity. Nevertheless, RL based
methods with pre-training tend to be computa-
tionally expensive and more inefficient than so-
lutions based on latent or continuous approxima-
tions (Haidar and Rezagholizadeh, 2019). In addi-
tion, GAN practical limitations include mode col-
lapse (Metz et al., 2016) which occurs when the
generator produces same representation for multi-
ple latent representations, and vanishing gradients
(Arjovsky and Bottou, 2017) when the discrimina-
tor is close to its local optimum and the generators
contribution to the learning signal is insignificant;
the GAN objective in Equation 36 thus becomes a
weak learning signal.
Latent space solutions These methods extract
latent representations of the discrete input data
by means of autoencoding and apply smooth
transformations to learn the data manifold. Ad-
versarially regularized autoencoders (Zhao et al.,
2018a) map discrete inputs to an adversarially reg-
ularized continuous latent space. TextKD-GAN
(Haidar and Rezagholizadeh, 2019) uses knowl-
edge distillation on sentence representations learnt
by an autoencoder to train the generator to produce
similar continuous representations.
Continuous approximations Generating se-
quences of discrete elements by sampling from
a multinomial distribution on discrete objects is
not differentiable with respect to the distribution
parameters and is the main limitation why GANs
cannot not be directly applied to text generation.
Nevertheless, approximating the multinomial
distribution with the continuous Gumbel-softmax
distribution (Jang et al., 2017), a continuous
distribution over the simplex that can approx-
imate samples from a categorical distribution,
is differentiable and allows to backpropagate
through samples (Kusner and Herna´ndez-Lobato,
2016). In addition, the non-differentiable argmax
operator is approximated at learning time with
the soft-argmax (Zhang et al., 2016c) operator, a
continuous differentiable function (Zhang et al.,
2017b). Other gradient estimators for training
neural networks with discrete units include
straight-through estimators (Bengio et al., 2013),
(Raiko et al., 2014) and Concrete relaxations
(Maddison et al., 2016).
Many GAN models have been proposed to ad-
dress the task of text generation. Pre-training
(Yu et al., 2017), (Li et al., 2017a), (Yang et al.,
2018c) or joint training (Lamb et al., 2016),
(Che et al., 2017) of the generator and discrimi-
nator with a supervised maximum-likelihood loss
is commonly employed before the start of adver-
sarial training, aiming to reduce training insta-
bility and guide the generator towards promising
improvement directions. Alternatively, in cases
when the generator acts randomly, all samples pro-
duced by the generator will be easily recognized
as fake by the discriminator and consequently a
low reward will be assigned to any generator ac-
tion, resulting in an ineffective training proce-
dure. TextGAN (Zhang et al., 2017b) leverages a
GAN framework (consisting of a LSTM genera-
tor and a CNN discriminator) which forces empir-
ical distributions of real and synthetic sentences
to have matched moments in latent-feature space.
Instead of optimizing for the GAN objective, Ma-
liGAN (Che et al., 2017) uses a normalized max-
imum likelihood target optimized via importance
sampling. RelGAN (Nie et al., 2018) uses a rela-
tional memory based generator to model long dis-
tance dependencies, along with embedded repre-
sentations in the discriminator to provide more in-
formative signal to the generator.
Nevertheless, there are also models using purely
adversarial training techniques. ScratchGAN
(d’Autume et al., 2019) attempts to train language
GANs from scratch, i.e. without maximum like-
lihood pre-training; the model generates realistic
looking samples by heavily relying on engineer-
ing tricks such large batch sizes for variance re-
duction, dense rewards provided by a recurrent
discriminator at each step for each generated to-
ken, and discriminator regularization. A curricu-
lum learning strategy is proposed to generate se-
quences of increasing length also starting from
scratch (Press et al., 2017). Wasserstein GANs-
GP (Gulrajani et al., 2017) train a character-level
language model in which the discriminator distin-
guishes between one-hot representations of real
text and the probabilistic (softmax) output vector
from the generator; for more stable training the
norm of the gradient from the discriminator is pe-
nalized. Boundary-seeking GANs (Hjelm et al.,
2018) compute importance weights for the gener-
ated samples based on their estimated difference
from the generator to use as policy gradients for
the generator.
To overcome reward sparsity, self-adversarial
learning (Zhou et al., 2020) provides dense re-
wards to the generator by comparing text quality
between pairs of generated samples similar (un-
like standard GANs which compare fake and real
texts). The generator is rewarded by the pair-
wise comparative discriminator whenever the cur-
rent generated sentence is better than previously
generated samples, similar to a self-play / self-
improvement scenario. In FM-GAN (Chen et al.,
2018a), latent feature distributions of real and syn-
thetic sentences are minimized by the generator
when synthesizing realistic text, and maximized
to delineate the dissimilarity of the feature distri-
butions by the discriminator.
In spite of these attempts at overcoming limita-
tions of GANs for language generation, adversar-
ial learning hurts performance (Semeniuta et al.,
2018), (Garbacea et al., 2019). GAN-based mod-
els are frequently unstable during training (even
less stable than regular language models), ex-
tremely sensitive to random initialization and the
choice of hyperparameters (Salimans et al., 2016),
and the error signal provided by the discriminator
can be insufficient to train the generator to pro-
duce fluent language (Yang et al., 2018d). In ad-
dition, training GANs using gradient-based meth-
ods is inherently difficult due to training instability
and frequently gradient based optimization fails to
converge (Salimans et al., 2016), (Gulrajani et al.,
2017). In turn, samples produced by GANs are at
their best comparable to or even worse in quality
than samples produced by properly tuned conven-
tional language models; the latter are frequently
reported in the literature to yield better results
than many GAN-based systems (Semeniuta et al.,
2018). The extent to which GANs generalize
from the training data as opposed to memoriz-
ing training examples is still an open question
(Nagarajan et al.). Therefore, the benefits of us-
ing GANs for language generation are rather un-
clear, and GAN-based models seem to not ben-
efit much from the maximum likelihood pre-
training approach combined with small amounts
of adversarial fine-tuning. This in turn suggests
that best performing GAN models tend to stay
close to the maximum-likelihood training solu-
tion (Caccia et al., 2018). Nevertheless, more re-
cent results indicate that relying on pure adversar-
ial training and avoiding the maximum likelihood
pre-training step in the GAN training procedure
achieves comparable results to maximum likeli-
hood models for unsupervised unconditional word-
level text generation (d’Autume et al., 2019).
3.4.2 GAN Models for Conditional Text
Generation
Conditional GANs (Mirza and Osindero, 2014)
are constructed by feeding the data we wish to con-
dition on y (for eg., class labels or auxiliary data
from other modalities) to both the generator and
the discriminator as an additional input layer. In
the generator G the prior input noise pz(z) and
y are combined in the hidden joint representation,
while in the discriminator D the data x and the
conditioning information y are specified as differ-
ent inputs to a discriminative function. The condi-
tional GAN objective function is formulated as:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x|y)]
+ Ez∼pz(z)[log(1−D(G(z|y))]
(37)
Diverse text generation is encouraged by having
a language-model based discriminator reward the
generator based on the novelty of text produced
(Xu et al., 2018a). Unlike classifier-based discrim-
inators which in cases when classification accu-
racy saturates no longer distinguish between rel-
ative degrees of novelty, the cross-entropy of the
language model does not saturate and is discrim-
inative between repetitive text and novel and flu-
ent text. Generic and uninformative responses are
a common problem in dialogue systems. A varia-
tional mutual information objective is employed to
encourage natural conversations with diverse and
unpredictable responses (Zhang et al., 2018c). Ad-
versarial training for open-domain dialogue gen-
eration in a reinforcement learning setting is pro-
posed to generate the next response given the di-
alogue utterance history (Li et al., 2017a). To
alleviate the credit assignment problem, rewards
for each action (word) selection step in partially
decoded sequences are assigned by either using
Monte Carlo search, or by training a discriminator
to provide a reward to a partial utterance; neverthe-
less, computing such a reward is time-consuming.
MaskGAN (Fedus et al., 2018) adopts a fill-in-
the-blank approach to text generation and masks
contiguous blocks of words in a sentence; an
actor-critic conditional GAN fills in missing text
conditioned on the surrounding context. Condi-
tional GANs are used to generate image (Dai et al.,
2017) and video (Yang et al., 2018a) captions. Au-
toregressive and adversarial models are combined
for neural outline generation (Subramanian et al.,
2018). Conditional GANs for neural machine
translation with a sentence-level BLEU reinforced
objective are proposed in (Yang et al., 2018c).
Generating poems from images is accomplished
by extracting coupled visual-poetic embeddings
and feeding them to a recurrent neural network for
poem generation in an adversarial training frame-
work with multiple discriminators via policy gra-
dient (Liu et al., 2018a).
3.4.3 GANModels for Constrained Text
Generation
BFGAN (Liu et al., 2019a) is the first GAN-based
model proposed for lexically constrained sentence
generation. The model architecture employs two
generators, namely a forward generator and a
backward generator, as well as a discriminator that
guides their joint training and learns to distinguish
human-written sentences from machine-generated
lexically constrained sentences. The model is used
to generate user reviews for Amazon products and
conversational responses with lexical constraints.
GAN-based stylistic headline generation is pro-
posed in (Shu et al., 2018).
3.5 VAE Architectures
3.5.1 VAEModels for Generic / Free-Text
Generation
The variational autoencoder (VAE)
(Kingma and Welling, 2013), (Rezende et al.,
2014), (Doersch, 2016), (Kingma and Welling,
2019) is a generative model which integrates
stochastic latent variables into the conventional
auto-encoder architecture. VAE-based generative
models aim to produce realistic samples by
feeding noise vectors through the decoder. Given
observed variable x, the VAE framework assumes
that x is generated from latent variable z and
models their joint probability as follows:
pθ(x, z) = pθ(x|z)pθ(z) (38)
The model is parameterized by θ and pθ(z) rep-
resents the prior, which is typically chosen to be
a simple Gaussian distribution. VAE learns the
conditional probability distribution pθ(x|z) which
models the generation procedure of the observed
data x given latent variable z. However, this dis-
tribution over latent variables is intractable and
VAEs derive an analytic approximation in the form
of recognition model qφ(z|x) which estimates la-
tent variable z for a particular observation x. Prob-
ability distributions p and q are parameterized by
neural network parameters θ and φ (variational pa-
rameters), and are learnt by maximizing the varia-
tional lower bound on the marginal log likelihood
of data:
log pθ(x) ≥ Ez∼qφ(z|x)[log pθ(x|z)]
−KL(qφ(z|x)||p(z))
(39)
The KL term ensures distributions estimated by
the recognition model q(z|x) do not diverge from
the prior probability distribution p(z) imposed
over the latent variables. The reparameterization
trick is used to train the model with backpropaga-
tion and optimize the parameters with gradient de-
scent. According to the reparameterization trick,
the Gaussian latent variables z are reparameterized
by the differentiable functions w.r.t. φ and are ex-
pressed in deterministic form as z = gφ(ǫ, x) with
mean µ and variance σ2, where ǫ ∼ N (0, 1) is an
independent Gaussian noise variable. To this end,
instead of generating z from qφ(z|x), z is obtained
from z = µφ(x) + σφ(x) ◦ ǫ, allowing gradients
to backpropagate through φ. VAEs are considered
a regularized version of the standard autoencoder,
where the latent variable z captures the variations
ǫ in the observed variable x.
While VAEs achieve strong performance in
continuous domains, for eg. image modeling
(Bachman, 2016), (Gulrajani et al., 2016), using
VAEs on discrete text sequences is more challeng-
ing due to optimization issues. Parameterizing
conditional likelihoods with powerful function ap-
proximators such as neural networks makes pos-
terior inference intractable and introduces points
of non-differentiability which complicate back-
propagation (Kim et al., 2018). In particular, the
collapse of the KL divergence term in the la-
tent loss to zero leads to the model behaving
like a regular language model and completely ig-
noring the latent representations (Bowman et al.,
2015), (Pelsmaeker and Aziz, 2019). This pos-
terior collapse issue occurs in particular when
learning VAEs with an auto-regressive decoder,
and in such cases the model generates repeti-
tive and uninteresting samples (Semeniuta et al.,
2017) and behaves like a regular language model
(Pelsmaeker and Aziz, 2019). In addition, the as-
sumption that the variational posterior is Gaus-
sian introduces an approximation gap with respect
to the true posterior (Cremer et al., 2018). Solu-
tions proposed in the literature aim to force the de-
coder to incorporate the information from the la-
tent vectors by imposing structured sparsity on the
latents (Yeung et al., 2016), batch normalization
and deterministic warm-up to gradually turn on the
KL-term (Sønderby et al., 2016), as well as input
dropout (Bowman et al., 2015) and adding auxil-
iary reconstruction terms computed from the acti-
vations of the last decoder layer (Semeniuta et al.,
2017). Nevertheless, training deep latent variable
models for discrete structures is still an open re-
search problem (Zhao et al., 2018a).
An RNN-based variational autoencoder gen-
erative model is used to generate natural lan-
guage sentences from a latent continuous space
(Bowman et al., 2015). To this end, distributed
latent representations encode the full content of
sentences and allow to explicitly incorporate and
vary textual attributes such as style, topic, and
high-level syntactic features. Nevertheless, the
authors report the negative result that VAEs with
LSTM decoders perform worse than LSTM lan-
guage models; this is attributed to LSTM decoders
ignoring the conditioning information from the en-
coder. In follow-up work, VAEs outperform lan-
guage models when the decoder architecture is
changed with a dilated CNN, demonstrating the
trade-off between the effectiveness of encoding in-
formation and the contextual capacity of the de-
coder (Yang et al., 2017). For generating longer
texts, a VAE framework based on a convolutional
encoder and a decoder which combines deconvolu-
tional and RNN layers is used in (Semeniuta et al.,
2017). The variational RNN (Chung et al., 2015)
incorporates random latent variables into the hid-
den state of a recurrent neural network and is de-
signed to model variability in highly structured se-
quential data such as speech.
Finally, it is important that the posterior distribu-
tion over latent variables appropriately covers the
latent space (Bowman et al., 2015). When map-
ping sentences to latent representations there are
many regions in the latent space which do not nec-
essarily map or decode to realistic-looking sen-
tences, therefore it is not enough to only cover a
small region of the latent space corresponding to a
manifold embedding (Zhang et al., 2017b). VAEs
for text generation are also difficult to train when
combined with powerful autoregressive decoders
– “posterior collapse” causes the model to rely en-
tirely on the decoder and ignore latent variables.
Latent space expanded VAE disperses sentences
into the latent space based on their similarity to
avoid mode collapse (Song et al., 2019b).
3.5.2 VAE Models for Conditional Text
Generation
In the standard VAE model it is difficult to control
textual features directly since the latent code is as-
sumed to be Gaussian distributed; this makes it im-
possible to distinguish which part of code controls
the structure and which part controls the semantics
(Li et al., 2019c).
A document-level language model based on
the VAE architecture is introduced in (Miao et al.,
2016) for the answer selection problem. The
model represents texts as bags of words and ex-
tracts a continuous semantic latent variable for
each document which is then passed to decoder
which generates either generic or conditional sen-
tence reconstructions. Auto-encoding sentence
compression (both extractive and abstractive) is
modeled in the VAE framework by first drawing
a compact summary sentence from a latent back-
ground language model, and then drawing the ob-
served sentence conditioned on the latent sum-
mary (Miao and Blunsom, 2016). Variational neu-
ral machine translation (Zhang et al., 2016a) incor-
porates a continuous latent variable to learn the
conditional distribution of a target sentence given
a source sentence and learn the underlying seman-
tics of sentence pairs. In follow-up work, the vari-
ational recurrent neural machine translation model
introduces a sequence of continuous random latent
variables z = {z1, z2, . . . , zN} to capture the un-
derlying semantics of sentence pairs and model the
high variability in structured data (Su et al., 2018).
Conditional VAEs that condition on observed im-
ages are proposed for image caption generation
(Pu et al., 2016). A conditional VAE is introduced
for the task of poetry generation (Liu et al., 2019c),
conditioning on aesthetical aspects of the gener-
ated poem such as the use of metaphor and per-
sonification.
3.5.3 VAE Models for Constrained Text
Generation
Semi-supervised VAEs that operate on both con-
tinuous and discrete latent variables are used for
labeled sequence transduction – given an input se-
quence and a set of labels, the model changes the
input sequence to reflect attributes of the given
labels (Zhou and Neubig, 2017). VAEs are en-
hanced with attribute discriminators that help the
model learn disentangled latent representations of
semantic structures (Hu et al., 2017). In addition,
this also helps enhance interpretability in the la-
tent space where each attribute is focusing solely
on just one aspect of the generated samples; au-
thors control for the sentiment and tense of the
generated sentences. Implicit latent features in
VAEs are extracted following a sample-based ap-
proach which aligns the posterior to the prior dis-
tribution (Fang et al., 2019). Topic guided vari-
ational autoencoder (Wang et al., 2019c) is used
for text generation on a specific topic of interest.
Unlike the VAE which specifies a simple Gaus-
sian prior for the latent code, the model speci-
fies the prior as a Gaussian mixture model param-
eterized by a neural topic module. Style trans-
fer for tasks such as sentiment modification, word
substitution and word ordering is achieved using
a VAE model that separates content from stylis-
tic properties of text (Shen et al., 2017). To this
end, the VAE encoder takes as input a sentence
and its original style indicator and maps it to a
style-independent content representation; this rep-
resentation is then passed to a style-dependent de-
coder for generation. Learning disentangled rep-
resentations for style transfer are also proposed in
(Balasubramanian et al., 2020), (John et al., 2019).
Paraphrase generation is performed through a
VAE module with two latent variables designed to
capture semantics and syntax (Chen et al., 2019b),
(Bao et al., 2019).
3.6 Memory-based Architectures
Although RNNs and LSTMs are trained to pre-
dict the next token in a sequence, their memory is
small and used mainly to store information about
local context, which does not allow these mod-
els to accurately recall facts from the past. In-
deed, recurrent neural network memory degrades
with time (Khandelwal et al., 2018). Parametric
neural networks implicitly encapsulate memory in
their weights, nevertheless this hurts their abil-
ity to generalize across complex linguistic tasks
(Nematzadeh et al.). Attempts to capture non-
local dependencies in language models aim to en-
hance their ability to adapt to a changing envi-
ronment and dynamically update the word proba-
bilities based on the long-term context. Improv-
ing neural language models with external stor-
age units is done by means of introducing an
external memory component in the form of a
soft attention mechanism (Bahdanau et al., 2014),
(Luong et al., 2015b), (Daniluk et al., 2017) which
allows them to focus on specific parts of the
input, an explicit memory block which implic-
itly captures dependencies for word prediction
(Tran et al., 2016), or cache model (Grave et al.,
2016) which can be added on top of a pre-trained
language model. Shared memory models are re-
ported to further improve attention based neural
models (Munkhdalai and Yu, 2017).
Integrated LSTM networks are proposed to al-
leviate the practical engineering requirements of
LSTMs by relying on external memory units to
enhance the memory capacity of neural networks.
Neural Turing Machines (Graves et al., 2014) ex-
tend the memory resources of RNNs by coupling
them with an addressable external memory bank
that can be read from and written to (i.e. ran-
dom access memory with read and write oper-
ations). C-LSTMs (Zhou et al., 2015) combine
CNN with LSTM networks to learn high-level
sentence representations that capture both local
features of phrases and global and temporal sen-
tence semantics. In the context of question an-
swering, the use of a long-term memory acting
similar to a dynamic knowledge base which can
be read from and written to is proposed in mem-
ory networks (Weston et al., 2014). Nevertheless,
the discrete model is difficult to train via back-
propagation and requires supervision at each layer
of the network. The memory network architec-
ture is further extended to operate without super-
vision in a continuous space (Sukhbaatar et al.,
2015). Single-layer LSTM networks enhanced
with an unbounded differentiable memory, yield
comparable performance to deep RNNs in sen-
tence transduction tasks such as machine transla-
tion (Grefenstette et al., 2015). Memory based ar-
chitectures incorporating stacked layers of mem-
ories for storing and accessing intermediate rep-
resentations in sequence-to-sequence learning are
proposed in (Meng et al., 2015). Dynamic mem-
ory networks (Kumar et al., 2016) are used to gen-
erate relevant answers in question answering by
means of episodic memories reasoned over in a hi-
erarchical recurrent sequence model.
Memory architectures for recurrent neural
network language models are compared in
(Yogatama et al., 2018). Stack-based memory ac-
cess which dynamically stores and retrieves con-
textual information with a stack is shown to out-
perform sequential access which fails at capturing
long term dependencies or random memory access
in which the learner needs to infer dependencies
from the data in the absence of any structural bi-
ases. Instead of having a monolithic model to
fit all training examples, a few-shot meta-learning
scenario in which multiple task-specific models
covering groups of similar examples is proposed
in (Huang et al., 2018).
While the on-going trend in language model-
ing is to learn contextual representations from ever
larger datasets, alternative methods which are sam-
ple efficient and leverage smaller amounts of data
represents the next research frontier for deep learn-
ing models. kNN-LMs (Khandelwal et al., 2019)
is a general framework which allows to augment
any pre-trained language model by means of lin-
early interpolating its next word distribution with
a k-nearest neighbors search. The approach helps
memorize long-tail patterns (e.g., factual knowl-
edge and rare n-grams) explicitly by drawing near-
est neighbours from any text collection in the
pre-trained embedding space rather than modeling
these rare patterns implicitly in the model parame-
ters.
An additional memory component is used to
store external simplification rules from a para-
phrase database in neural text simplification in
combination with the multi-layer and multi-head
attention Transformer architecture (Zhao et al.,
2018b); the additional memory is used to rec-
ognize the context and output of each sim-
plification rule. Neural semantic encoders
(Munkhdalai and Yu, 2017) augment neural net-
work models with an evolving memory of the in-
put sequence for natural language understanding
tasks including natural language inference, ques-
tion answering, sentence classification, sentiment
analysis and machine translation. Relational mem-
ory (Santoro et al., 2018) adds interactions be-
tween memory units via attention and is designed
to enhance reasoning abilities of neural networks
across sequential information. An external fac-
tual memory component is incorporated into a neu-
ral pre-trained language model for question an-
swering (Verga et al., 2020). Finally, memory net-
works are used to generate scientific articles with
constraints on entities and human-written paper ti-
tles (Wang et al., 2019b).
3.7 Reinforcement Learning (RL)
Architectures
3.7.1 RL Models for Generic / Free-Text
Generation
Reinforcement learning is used in the context of
natural language generation to directly optimize
non-differentiable reward functions and evaluation
metrics. To this end, policy gradient methods
such as REINFORCE (Williams, 1992) are used
to alleviate current issues in training generative
models for text generation, namely exposure bias
and loss functions which do not operate at the se-
quence level. In the RL framework the generative
model is seen as an agent with parameters that de-
fine a policy and which interacts with an external
environment by taking actions, receives a reward
once it reaches the end of a sequence and updates
its internal state consequently. While any user-
defined reward function can be employed for train-
ing, most frequently optimized metrics with RL
are BLEU for machine translation and image cap-
tioning (Ranzato et al., 2015), (Wu et al., 2016a),
ROUGE for text summarization (Ranzato et al.,
2015), (Paulus et al., 2017). Nevertheless, policy
gradient algorithms present large variance and gen-
erally struggle in settings with large action spaces
such as natural language generation. In addition,
the improvement in the optimized metrics is not
always reflected in human evaluations (Wu et al.,
2016a). In the context of machine translation in
particular, reinforcement learning methods do not
optimize the expected reward and take very long
time to converge (Choshen et al., 2019).
3.7.2 RL Models for Conditional Text
Generation
Deep reinforcement learning is used to model the
future reward in neural conversational systems and
reward responses that are informative, coherent
and simple (Li et al., 2016c). Algorithms such
as DQN (Zhao and Eskenazi, 2016), (Li et al.,
2017b), (Peng et al., 2018b), (Cuaya´huitl et al.,
2016), policy-gradient (Liu et al., 2017a) and
actor-critic (Peng et al., 2018a), (Liu and Lane,
2017) have been widely used for single-domain
or multi-domain dialogue generation for movie-
ticket bookings and restaurant search.
Inverse reinforcement learning produces more
dense reward signals and generates texts with
higher diversity (Shi et al., 2018). Inverse re-
inforcement learning has been applied in para-
phrase generation (Li et al., 2018) and in open-
domain dialogue systems (Li et al., 2019d) for
modeling the reward function. Reward functions
are learnt from human preferences and further
optimized with reinforcement learning for tuning
language models (Ziegler et al., 2019) and text
summarization (Bo¨hm et al., 2019). Conditional
RNNs are trained via REINFORCE to directly
optimize for test time evaluation metrics such as
BLEU for machine translation and image caption-
ing, and ROUGE for text summarization tasks
(Ranzato et al., 2015).
Sequence-to-sequence models can be further
improved with reinforcement learning training to
alleviate exposure bias and improve generaliza-
tion (Keneshloo et al., 2019). Neural machine
translation is framed as a stochastic reinforcement
learning policy with translation adequacy rewards
(Kong et al., 2019b). Generating polite dialogue
responses is encouraged by rewarding polite ut-
terances with positive reward, and rude ones dis-
couraged with negative reward (Niu and Bansal,
2018). Internal rewards such as ease of answer-
ing, semantic coherence, emotional intelligence,
as well as external rewards based on human feed-
back are incorporated through reinforcement learn-
ing in an encoder-decoder framework for dialogue
response generation focused on movie and restau-
rant reviews (Srinivasan et al., 2019). Dialogue re-
sponses are generated by conditioning on discrete
attributes such as sentiment, emotion, speaker id,
speaker personality and user features when fram-
ing dialogue attribute selection as a reinforcement
learning problem (Sankar and Ravi, 2019). Ab-
stractive headline generation is performed in a re-
inforcement learning setting which maximizes the
sensationalism score as the reward for the rein-
forcement learner (Xu et al., 2019).
Hierarchical models decompose the learning
problem into a sequence of sub-problems and are a
natural fit to language given its hierarchical struc-
ture. These models first decompose natural lan-
guage into a sequence of utterances, and then de-
compose each utterance into a sequence of words.
Hierarchical reinforcement learning is employed
in open-domain dialogue generation to optimize
for human-centered metrics of conversation qual-
ity and prevent the generation of inappropriate,
biased or offensive language (Saleh et al., 2019).
Hierarchical sequence-to-sequence dialogue mod-
els are employed to learn reward functions from
human interactions (Jaques et al., 2019). Task-
oriented dialogue systems (Peng et al., 2017),
(Budzianowski et al., 2017), (Tang et al., 2018),
(Zhang et al., 2018a) learn hierarchical dialogue
policies by diving a complex goal-oriented task
into a set of simpler subgoals with distinct reward
functions; these methods have been applied to var-
ious dialogue tasks such as travel planning or task-
oriented visual dialogue.
3.7.3 RL Models for Constrained Text
Generation
Non-monotonic constrained text generation is
framed as part of an immitation learning frame-
work (learning a generation policy that mimics the
actions of an oracle generation policy) in which
a token is first generated in an arbitrary position
in the sentence, and the model recursively gener-
ates a binary tree of words to its left and right
(Welleck et al., 2019a).
Extractive and abstractive sentences are mixed
in a hierarchical reinforcement learning frame-
work for text summarization in which a copy-
or-rewrite mechanism allows to switch between
copying a sentence and rewriting a sentence
(Xiao et al.). Policy gradient methods that opti-
mize non-differentiable evaluation metrics (for eg.,
ROUGE) are used for extractive summarization
in a contextual bandit setting (Dong et al., 2018)
or in a sentence ranking setting (Narayan et al.,
2018), as well as for abstractive summarization
in a hierarchical setting (Chen and Bansal, 2018).
Saliency and logical entailment rewards for ab-
stractive summarization are simultaneously opti-
mized by means of reinforce-based policy gradi-
ent (Pasunuru and Bansal, 2018). A hybrid learn-
ing objective which combines standard supervised
word prediction using maximum likelihood with
reinforcement learning policy gradient is used for
abstractive summarization (Paulus et al., 2018),
(Celikyilmaz et al., 2018). To improve the level
of abstraction in summary generation, a ROUGE
based reward is combined with a novelty metric
which counts the fraction of unique n-grams in the
summary that are novel in the policy gradient op-
timization objective (Krys´cin´ski et al., 2018). A
cycled reinforcement learning approach with un-
paired data is proposed for the task of sentiment-
to-sentiment translation to generate emotionally
charged sentences (Xu et al., 2018c).
3.8 Transfer Learning for NLG
3.8.1 Transfer Learning Models for Generic /
Free-Text Generation
Recent advances in natural language generation
rely on pre-training a large generative language
model on a large corpus of unsupervised data, fol-
lowed by fine-tunning the model for specific appli-
cations. The goal of pre-training is to provide mod-
els with general purpose knowledge that can be
leveraged in many downstream tasks (Raffel et al.,
2019). Indeed, large-scale language models pre-
trained on huge unlabeled datasets have shown un-
paralleled text generation capabilities substantially
outperforming training on supervised datasets
from scratch and have considerably advanced the
state-of-the-art on many natural language process-
ing problems. These models leverage the Trans-
former architecture (Vaswani et al., 2017) pre-
trained on large amounts of text and optimize
for different unsupervised language modeling ob-
jectives, showing that transferring many self-
attention blocks can often replace task-specific
architectures (Devlin et al., 2018), (Radford et al.,
2019). High-capacity language models pre-trained
on large datasets can be an alternative to tra-
ditional knowledge bases extracted from text
(Petroni et al., 2019). These models can ac-
quire commonsense reasoning capabilities about
previously unseen events (Sap et al., 2019), in-
fer relations between entities (Jiang et al., 2019),
(Soares et al., 2019), (Rosset et al., 2020), an-
swer factoid questions and commonsense queries
(Trinh and Le, 2018), as well as open-domain
questions without access to any external context
or knowledge source (Roberts et al., 2020). Nev-
ertheless, while these models leverage massive
amounts of data and excel at capturing statistical
patterns in the datasets, they are sample inefficient
and fail to generalize as quickly and robustly as
humans (Linzen, 2020).
3.8.2 Transfer Learning Models for
Conditional Text Generation
Early work (Ramachandran et al., 2017) shows
that pretraining improves the generalization of
sequence-to-sequence models. Using unsuper-
vised learning to initialize the weights of both the
encoder and decoder with the pretrained weights
of language models outperforms purely super-
vised learning baselines for machine translation
and abstractive summarization. Moreover, lan-
guage modeling pre-training is also helpful for dif-
ficult text generation tasks such as chit-chat dia-
log and dialog based question answering systems
(Dinan et al., 2018), (Wolf et al., 2019).
Representation models for language success-
fully adopt a masked language modeling approach
similar to denoising auto-encoding (Vincent et al.,
2008), in which the identities of a subset of input
tokens are masked and a neural network is trained
to recover the original input. BERT (Devlin et al.,
2018) is a multi-layer bidirectional Transformer
(Vaswani et al., 2017) encoder used for learning
deep contextualized token representations from
unlabeled text; the model incorporates left and
right context fusion to predict the masked words.
Nevertheless, the bidirectional nature of BERT
does not allow to use the model as is for text gen-
eration purposes (Wang and Cho, 2019). BERT
is used for sequence generation for text summa-
rization as part of a pre-trained encoder-decoder
framework which relies on a BERT-based encoder
and a Transformer-based decoder (Zhang et al.,
2019a). A similar BERT-based encoding approach
is adopted for both extractive and abstractive text
summarization in (Liu and Lapata, 2019b). In par-
allel, masked sequence-to-sequence pre-training
(Song et al., 2019a) proposes a BERT inspired
pre-trained objective in an encoder-decoder frame-
work in which the decoder is trained to reconstruct
an encoded sentence with randomly masked frag-
ments; the model is applied to generative tasks
such as neural machine translation, text summa-
rization and conversational response generation.
UniLM (Dong et al., 2019) extends BERT for se-
quence generation by combining unidirectional,
bidirectional and sequence-to-sequence unsuper-
vised language modeling objectives. Building
upon the success of natural language models, a
wide range of models are proposed for jointly
modeling vision and language tasks, including Vi-
sualBERT (Li et al., 2019b), ViLBERT (Lu et al.,
2019), VideoBERT (Sun et al., 2019a) for image
and video captioning, visual question answering
and visual commonsense reasoning.
OpenAI-GPT (Radford et al., 2018),
(Radford et al., 2019), (Brown et al., 2020)
autoregressive models learn universal represen-
tations from massive unlabeled datasets useful
for a wide range of language tasks such as text
summarization, machine translation, question
answering and reading comprehension. These
models build upon the left-to-right Transformer
(Vaswani et al., 2017) to predict a text sequence
word-by-word initially in a semi-supervised
fashion (Radford et al., 2018), by combining
unsupervised generative pre-training on a large
unlabeled text corpus with supervised discrimina-
tive fine-tuning for quick adaptation to a particular
task. Later extensions (Radford et al., 2019),
(Brown et al., 2020) are completely unsupervised
and demonstrate the ability to adapt to few-shot
and zero-shot settings even without fine-tuning in
a multitude of text generation scenarios, including
machine translation, text summarization, question
answering and news story generation.
Many other extensions demonstrate that
Transformers can be used for generative tasks.
Transformer Memory Networks (Dinan et al.,
2018) combine the Transformer architecture with
memory networks (Sukhbaatar et al., 2015) in
the context of dialogue agents that store ency-
clopedic knowledge in large memory systems
and carry engaging open-domain conversations.
Transformer-XL (Dai et al., 2019) captures
longer term dependencies by adding recurrence
into the deep self-attention network. A BERT
initialized Transformer model is proposed for
text simplification (Jiang et al., 2020). BART
(Lewis et al., 2019) relies on the Tranformer
architecture to train a sequence-to-sequence
denoising autoencoder for tasks such as abstrac-
tive dialogue generation, question answering,
machine translation and text summarization.
Turing-NLG (Microsoft, 2020) is a Transformer
based generative language model useful in text
summarization and question answering. More
efficient versions which improve memory and
time constraints for long-term structure generation
are proposed by Sparse Transformers (Child et al.,
2019), Reformer (Kitaev et al., 2019), Universal
Transformers (Dehghani et al., 2018), Com-
pressed Transformer (Rae et al., 2019), Evolved
Transformer (So et al., 2019), Megatron-LM
(Shoeybi et al., 2019), Big Bird (Zaheer et al.,
2020), (Rae and Razavi, 2020). Wikipedia articles
are generated using a decoder-only sequence
transduction model by conditioning on the article
title (Liu et al., 2018b). Furthermore, Trans-
former language models are found to outperform
sequence-to-sequence models for neural docu-
ment summarization (Subramanian et al., 2019).
Conditional Transformer is used to control for
attributes of the generated text such as style and
content (Keskar et al., 2019). Similarly, the pre-
trained Transformer is combined with attribute
classifiers to control attributes of the generated
language (Dathathri et al., 2019). Lexical and
syntactic constraints are added to the Transformer
architecture to control the type and level of text
simplification (Mallinson and Lapata, 2019). A
hierarchical Transformer encoder is used for
multi-document summarization (Liu and Lapata,
2019a). MARGE (Lewis et al., 2020a) proposes a
self-supervised alternative to the masked language
modeling objective by reconstructing the target
text conditioned on retrieved related documents,
and is used for machine translation, text summa-
rization, question answering and paraphrasing.
Any natural language processing task can be
formulated as a “text-to-text” generation problem,
feeding text as input and producing new text as
output in T5 (Raffel et al., 2019). In addition, ad-
versarial pre-training on top of Transformer-based
language models by applying perturbations in
the embedding space improves robustness and
generalization (Liu et al., 2020), (Wang et al.,
2019a).
Flexible sequence generation in arbitrary or-
ders with dynamic length changes and refine-
ment through insertion and deletion operations is
introduced in Levenstein Transformer (Gu et al.,
2019b). Similarly, generating sequences in the
absence of a predefined generation and through
iterative refinement in multiple passes is pro-
posed in (Emelianenko et al., 2019), (Ford et al.,
2018). Furthermore, neural network-based pre-
trained language models can act like universal
and general-purpose decoders for generative tasks
(Raffel et al., 2019) and can be steered to recover
arbitrary sentences (Subramani et al., 2019). The
main components of Transformers attention and
the evolution of representations learnt across lay-
ers are analyzed in (Tsai et al., 2019), (Voita et al.,
2019), (Kaplan et al., 2020), (Talmor et al., 2019),
(Yogatama et al., 2019).
3.8.3 Transfer Learning Models for
Constrained Text Generation
Recent progress in Transformer-based language
models has led to generative models that learn
powerful distributions and produce high quality
samples. While these large scale language mod-
els display promising text generation capabilities,
it is desirable to allow the user to control differ-
ent aspects of the generated text and include user-
defined key phrases in the generated output.
Soft-constrained text generation by integrating
external knowledge into a neural conversational
model is achieved by encoding the conversation
history and relevant external text excerpts, and
passing them both to a Transformer-based re-
sponse generator (Qin et al., 2019b). Counter-
factual story generation does minimal revisions
to an existing story constrained on a given in-
tervening counterfactual event. OpenAI-GPT2
(Radford et al., 2019) pre-trained model is used
to re-write a story through counterfactual reason-
ing and make the narrative consistent with the
imposed constraints (Qin et al., 2019a). OpenAI-
GPT2 (Radford et al., 2019) is also used for ab-
stractive summarization in a reinforcement learn-
ing setting which trains the summarization agent
to maximize coverage and fluency constrained
on a given length (Laban et al., 2020). Hard-
constrained text generation under specified lexi-
cal constraints is performed by using a masked
language modeling objective (Devlin et al., 2018)
which recursively inserts new tokens between
existing ones until a sentence is completed
(Zhang et al., 2020). Sentence generation is car-
ried in a hierarchical fashion, by first generating
high-level words (nouns, verbs, adjectives), us-
ing them as pivoting points for iteratively insert-
ing finer granularity details, and finally adding
the least informative words (pronouns and prepo-
sitions).
3.9 Discussion - Neural NLG
Advances in the field of deep learning have
reignited the hopes of having machine models ca-
pable to generate realistic and coherent natural lan-
guage. The field of natural language generation
has undergone major changes in recent years, and
is currently witnessing impressive developments
and an increased surge in interest. The availabil-
ity of large and diverse datasets, combined with
powerful neural models and compute-intensive in-
frastructure have led to high-capacity neural mod-
els achieving widespread success in a multitude of
language generation tasks, from machine transla-
tion, text summarization, to dialogue generation
and creative applications such as story and poetry
generation.
In this section we have presented the latent
developments in natural language generation and
introduced the models employed for generating
texts that fulfill various user goals in a multi-
tude of problem scenarios. Significant perfor-
mance gains are reported by using larger and
larger models, on datasets larger than ever be-
fore. Consequently, it is not clear where the ceil-
ing is when combining pre-training with finetun-
ing approaches (Radford et al., 2019). Neverthe-
less, conducting comparisons between the various
neural approaches to natural language generation
is challenging, since it is not always possible to
reproduce the reported results, datasets used are
not always publicly available, and the impact of
many key hyperparameters and training data size
presents a significant impact on the final perfor-
mance (Liu et al., 2019b).
Despite the reported recent success, natural lan-
guage generation remains a difficult problem to
model and there is still a large gap to achieving hu-
man peformance (Turing, 1950), (Linzen, 2020).
Generating long and coherent pieces of text that
capture long-term dependencies in the data is par-
ticularly challenging. Longer generated texts are
frequently incoherent and present grammatical er-
rors, lack in diversity, include redundant, short and
safe phrases, and contradictory arguments. Unsur-
prisingly, powerful neural models tend to memo-
rize the training data and often fail to generalize
and demonstrate that they learn meaningful repre-
sentations that capture more than just shallow pat-
terns in the data. Moreover, these systems are brit-
tle, sensitive to slight changes in the data distribu-
tion and task specification (Radford et al., 2019).
The lack of generalization is also directly tied to
their inability to perform natural language under-
standing and inference, both important hallmarks
of intelligence. Natural language understanding
requires mastery of linguistic structure and the
ability to ground it in the world, and meaning can-
not be learnt solely by relying on huge training
datasets (Bender and Koller). In addition, robust
evaluation metrics which can accurately measure
the “goodness” of the generated language are im-
perative for quantifying research progress, com-
paring natural language generation models and
pushing forward the state-of-the-art.
While current generative models display
promising free-form text generation abilities
with rather little conditioning beyond the input
context on the generated output, it is desirable
to produce output conditioned or constrained on
particular text attributes for the generation of
meaningful texts in specific contexts. To this
end, modeling and manipulating the stylistic
properties of the generated text also reflects how
humans communicate with a specific intent or
goal in mind. Conditional and constrained text
generation are important research directions for
better human-AI interaction which allow users to
control the content and style of the generated text.
Furthermore, approaches that incorporate external
information in the generation process enhance
language representations with structured knowl-
edge facts for more general and effective language
understanding (Sun et al., 2019b), (Lewis et al.,
2020b), (Rosset et al., 2020).
The current trend nowadays is to train bigger
models on ever larger datasets, however large mod-
els are not necessarily more robust to adversar-
ial examples (Jia and Liang, 2017) and their be-
haviour is unpredictable and inconsistent when the
test set distribution differs from the training data
distribution (McCoy et al., 2019). Instead, train-
ing these models on diverse datasets has the po-
tential to improve out-of-distribution robustness
(Hendrycks et al., 2020). To this end, careful con-
sideration is required when selecting the training
data to ensure fair and unbiased language gen-
eration, and responsible research and innovation
(Brundage, 2016). For example, relying on un-
curated movie scripts or dialog datasets collected
online for training models often leads to mali-
cious, aggressive, biased or offensive responses
(Blodgett et al., 2020). Abstractive summariza-
tion models tend to generate untruthful informa-
tion and fake facts when fusing parts of the source
document (Cao et al., 2018). Societal biases such
as race, gender and age are often encoded in the
word embeddings used by the generative models
(Romanov et al., 2019). To prevent such problems,
an increased focus on the fairness, accountability,
and transparency issues of generative systems is
essential and imperative .
Neural generative models, especially large-
scale pre-trained models, encode commonsense
knowledge and factual and relational information
in their latent parameters (Petroni et al., 2019),
(Roberts et al., 2020). However, inspecting and in-
terpreting this information is not straightforward
(Lei, 2017). Adding interpretability to neural mod-
els can increase user’s acceptance of the models
and trust in their ability to make informed deci-
sions (Reiter, 2019). To this end, natural lan-
guage generation can help with providing human-
interpretable explanations for neural generative or
discriminative models (Forrest et al., 2018).
Finally, it is important to consider text gen-
eration for low resource languages or tasks for
which large datasets are not readily available
(Tilk and Aluma¨e, 2017). There is a huge gap be-
tween neural generative models’s ability to gen-
eralize quickly and robustly in low-resource set-
tings compared to human’s ability to learn lan-
guage from limited exposure to data (Linzen,
2020). Performing text generation in few-shot
or zero-shot settings in an important step towards
having general systems which can perform many
tasks (Radford et al., 2019), eventually without the
need to manually create and annotate a training
dataset for each task in particular (Brown et al.,
2020). Having competent general-purpose sys-
tems which can perform many tasks and which
can easily generalize to new domains instead of
relying on specialized narrow expert systems is a
longstanding dream of artificial intelligence. Re-
cent progress shows that designing task specific ar-
chitectures can be replaced with large models able
to simultaneously accomplish a multitude of natu-
ral language generation tasks in diverse domains
(Gururangan et al., 2020). Moreover, the OpenAI
GPT2 (Radford et al., 2019) model shows that ar-
chitectures designed specifically for text genera-
tion can be straightforwardly used for image gen-
eration too (Chen et al., 2020).
We hope to see progress in the future on the
research directions outlined for developing robust
and fair natural language generation systems.
4 Evaluation Methods
While many natural language generation models
have been proposed in the literature, a critical
question is what objective metrics to use for their
evaluation and for meaningful comparison with
other models. Choosing the appropriate model
is important for obtaining good performance in
a specific application, nevertheless the choice of
the evaluation metric is equally important for mea-
suring progress and drawing the right conclusions.
As we are witnessing considerable progress in the
field of natural language generation, evaluation
of the generated text is largely an unsolved prob-
lem. Currently, there is no consensus on how NLG
systems should be evaluated (van der Lee et al.,
2019), (Gkatzia and Mahamood, 2015), and the
lack of meaningful quantitative evaluation meth-
ods to accurately assess the quality of trained mod-
els is detrimental to the progress of the field. In the
absence of well established evaluation measures,
natural language evaluations are carried in a rather
ad-hoc manner with a lot of variability across the
proposed models and tasks, resulting in mislead-
ing performance measures. Subjective evaluations
based on visual inspection of the generated sam-
ples are often carried, making it difficult to quan-
tify and judge precisely the quality of a generative
model (Hashimoto et al., 2019). In addition, the
evaluation of generative models is a notoriously
difficult problem (Borji, 2019).
The two main approaches to performance eval-
uations are based on either intrinsic or extrinsic
criteria. While intrinsic criteria relate to a sys-
tem’s objective, extrinsic criteria focus to its func-
tion and role in relation to the purpose it was de-
signed for (Galliers and Jones, 1993). In what fol-
lows we summarize these approaches to natural
language evaluation, starting with intrinsic evalua-
tion in Section 4.1, continuing with extrinsic eval-
uation in Section 4.2, and finally summarize these
approaches and main takeaways in Section 4.3.
4.1 Intrinsic Evaluation
Intrinsic measures of evaluation assess properties
of the system or system components in terms of
the output produced, and can be further catego-
rized into user like measures (human-based, sub-
jective assessment of quality) or output quality
measures (corpora-based, carried automatically)
(Belz and Hastie, 2014). We provide a detailed
overview of intrinsic evaluation metrics below.
4.1.1 Human Evaluation
Human evaluation of generative models is a
straightforward surrogate of the Turing test in
which human judges are asked to assess whether
machine-generated samples can be distinguished
from real data. Human evaluations measure either
holistic properties of the generated text, such as
overall quality, or are conducted at a more finer-
grained level to measure particular attributes such
as fluency, relevance (Dathathri et al., 2019), ad-
equacy, correctness, informativeness, naturalness,
meaning preservation, simplicity, grammaticality,
degree of realism (Novikova et al., 2017). Human
evaluations are commonly regarded as the gold
standard for generative models, however there is a
high degree of variation in the way human evalua-
tions are conducted (van der Lee et al., 2019). Fur-
thermore, these evaluations are expensive to carry
and it is impossible to thoroughly assess through
human evaluations any generative model across
the entire quality-diversity spectrum. Typically
only a few samples generated by the model are pre-
sented to human raters, allowing to measure preci-
sion and sample quality, but not recall and diver-
sity. In addition, it is impossible to identify mod-
els which simply plagiarize the training set; due to
this human evaluations may yield unrealistically
optimistic scores (Semeniuta et al., 2018). Human
crowdsourcing evaluations are proposed to assess
generative realism in HYPE (Zhou et al., 2019).
Best practices for carrying human evaluations are
summarized in (van der Lee et al., 2019). With the
latest advances in natural language generation, it
is frequently reported in the literature that human
evaluators have difficulty in identifying machine-
generated sentences in the domain of short stories
(Donahue et al., 2020) or online product reviews
(Garbacea et al., 2019).
4.1.2 Automated Evaluation Metrics
Automatic evaluation is a quicker and cheaper al-
ternative compared to human evaluation. Never-
theless, the use of automated evaluation metrics
is dependent upon their correlation with human
judgements of quality. To this end, there is a wide
variety of factors that influence the correlation of
automatic evaluation metrics with human judge-
ments (Fomicheva and Specia, 2019), including
domain, type of human evaluation employed and
its reliability, type of machine learning system as-
sessed, language pair (for machine translation), or
correlation metric used which can be unstable and
highly sensitive to outliers (Mathur et al., 2020).
From a machine learning perspective, automated
evaluation can be divided into learnable and non-
learnable evaluation metrics. While non-learnable
evaluation metrics rely on heuristics / manually de-
fined equations to measure the quality of the gen-
erated sentences, learnable metrics train machine
learning models to immitate human judgements.
N-gram based metrics Metrics measuring
word overlaps were originally developed in
the machine translation community to estimate
surface similarity between the translated texts and
a set of ground-truth human-written references in
the target language, and are currently adopted for
the evaluation of the generated text in a multitude
of tasks. These metrics assume the existence
of a human-written set of references which is
often not available (Xu et al., 2016), and make
strong assumptions regarding its correctness and
completeness (Novikova et al., 2017). BLEU
(Papineni et al., 2002), SentBLEU (Lin and Och,
2004b), ∆ BLEU (Galley et al., 2015), NIST
(Doddington, 2002), ROUGE (Lin and Och,
2004a), METEOR (Banerjee and Lavie,
2005), (Lavie and Denkowski, 2009),
(Denkowski and Lavie, 2014), (Guo and Hu,
2019), SERA (Cohan and Goharian,
2016), LEPOR (Han et al., 2012), CIDEr
(Vedantam et al., 2015), SPICE (Anderson et al.,
2016), SPIDER (Liu et al., 2017b), SARI
(Xu et al., 2016), RIBES (Isozaki et al., 2010),
MPEDA (Zhang et al., 2016b) are commonly
used to assess sample quality based on compar-
isons with a set of human-written references in
many natural language generation tasks such as
dialogue systems (Song et al., 2016), (Tian et al.,
2017), machine translation, text summarization,
text simplification, image captioning. Metrics
measuring n-gram overlap at character level
are also proposed in CHRF (Popovic´, 2015),
CHRF++ (Popovic´, 2017). As demonstrated
by numerous studies, n-gram matching is not
adequate for the evaluation of unsupervised
language generation models as it fails to capture
semantic variation. Indeed, BLEU scores are
insufficient in evaluating text generative systems
(Reiter, 2020), lack interpretability, do not detect
deterioration in sample quality (van der Lee et al.,
2019) and overall are not representative of the
quality of a model (Semeniuta et al., 2018).
Multiple studies also show that n-gram based
metrics correlate poorly with human judge-
ments at the instance-level (Novikova et al.,
2017), (Stent et al., 2005), (Specia et al., 2010),
(Wu et al., 2016a), (Liu et al., 2016), fail to
account for semantic similarity (Chaganty et al.,
2018), do not capture diversity (Liu et al., 2016),
cannot distinguish between outputs of medium
and good quality (Novikova et al., 2017), do not
reflect genuine quality improvements in the model
output (Mathur et al., 2020) or nuanced qual-
ity distinctions (Fomicheva and Specia, 2019),
and generally are not a good way to perform
evaluation even when good quality references
are available as false conclusions can be drawn
(Sˇtajner et al., 2015). For task-specific applica-
tions, it is reported that word-overlap metrics
are more effective for question answering and
machine translation, while for dialogue generation
and text summarization they present little to no
correlation with human judgements (Liu et al.,
2016), (Novikova et al., 2017), (Kryscinski et al.,
2019). Interestingly, in machine translation
these metrics do better on average at evaluating
high quality samples as opposed to low quality
samples (Fomicheva and Specia, 2019), given
that it is difficult to draw meaningful conclusions
regarding output quality when there are very
few candidate-reference matches. In addition,
BLEU is not suitable for the evaluation of text
simplification (Sulem et al., 2018a) and document
generation (Wiseman et al., 2017), and cannot
judge the rhythm, meter, creativity, syntactic
and semantic coherence in poetry generation
(Ghazvininejad et al., 2017). Moreover, opti-
mizing discrete metrics such as ROUGE in a
reinforcement learning setting does not does
not necessarily guarantee an increase in qual-
ity, readability and relevance of the generated
output (Liu et al., 2016), (Paulus et al., 2018).
Furthermore, BLEU, ROUGE and METEOR are
inversely correlated with diversity (Sultan et al.,
2020).
Nevertheless, there are also studies which re-
port high system level correlations for these
metrics with human judgements (Sulem et al.,
2018b), (Snover et al., 2006), (Anderson et al.,
2016), at the system-level (Reiter and Belz, 2009),
(Specia et al., 2010), (Ma et al., 2019a), sentence-
level (Fomicheva and Specia, 2019) and on worse
quality samples (Novikova et al., 2017). Auto-
matic evaluation metrics are more reliable at evalu-
ating the output of neural machine translation mod-
els and less reliable at evaluating conventional sta-
tistical translation models, mainly due to differ-
ences in translation errors (Fomicheva and Specia,
2019). BLEU and METEOR correlate the most
with human judgments of grammaticality and
meaning preservation, whereas text simplicity
is best evaluated by basic length-based metrics
(Martin et al., 2019a). ROUGE and its vari-
ants is found to agree with manual evaluations
of text summarization (Owczarzak et al., 2012),
(Rankel et al., 2013). In addition, FKBLEU
(Xu et al., 2016), iBLEU (Sun and Zhou, 2012)
capture the adequacy and diversity of the gener-
ated paraphrase sentence. Metrics assessing in-
exact matches are also proposed, for eg. TINE
(Rios et al., 2011).
Estimating the quality of generated text does not
require a set of human-written references when
it is cast into a prediction task based on fea-
tures learnt from the training data (Specia et al.,
2010). Reference-less automatic evaluation is
also proposed in SAMSA (Sulem et al., 2018b),
which uses semantic parsing on the source side
to assess simplification quality. Alternatively,
evaluation without requiring references is car-
ried by computing the similarity between the
generated output with the source documents in
text summarization (Louis and Nenkova, 2013),
(Steinberger and Jezˇek, 2012).
Grammar-based metrics The use of grammar-
based evaluation metrics has been studied in ma-
chine translation (Gime´nez and Ma`rquez, 2008b),
grammatical error correction (Napoles et al.,
2016), and proposed for the evaluation of gener-
ated texts in (Novikova et al., 2017). The authors
use the number of mispelings and the Stanford
parser score as a crude proxy for the grammatical-
ity of a sentence, in combination with standard
readability metrics. Compared to word-overlap
metrics, grammar-based metrics do not require a
corpus of human-written references, however they
fail to establish how relevant the output is to the
input.
Perplexity Perplexity (Jelinek et al., 1977) is
commonly used to evaluate and compare language
models, and measures the average number of
words the model is uncertain about when mak-
ing a prediction. Nevertheless, perplexity is a a
model dependent metric, and “how likely a sen-
tence is generated by a given model” is not di-
rectly comparable across different models. Per-
plexity based evaluation metrics are proposed to
measure the fluency and diversity of the gener-
ated samples. Reverse Perplexity and Forward
Perplexity (Kim et al., 2017) scores are calculated
by training language models on synthetic samples,
respectively real samples, and measuring the per-
plexity of the trained model on real samples, re-
spectively generated samples. The Forward Per-
plexity score captures precision of the generative
model, however it is biased in cases when the
model repetitively generates only a few highly
likely sentences that yield high scores. The Re-
verse Perplexity score is dependent upon the qual-
ity of the data sample which serves as a proxy for
the true data distribution, and the capacity of the
language model.
Nevertheless, perplexity is shown to be an in-
adequate measure of quality (Theis et al., 2016),
(Fedus et al., 2018). Likelihoods do not necessar-
ily correspond well to sample quality due to the
fact that models with high likelihood can gener-
ate low-quality samples, and conversely samples
of good quality can present low likelihood. More-
over, infinite perplexity can still be obtained from
a perfect model even when its ability to generate
test sentences is removed (Hashimoto et al., 2019).
Finally, perplexity cannot detect mode collapse in
GANs and comparing GAN models based on per-
plexity puts them at disadvantage with other mod-
els since they do not optimize for this objective.
Distance-based metrics Levenstein distance
(Levenshtein, 1966), also known as word edit
distance or word error rate (Nießen et al., 2000),
quantifies the minimum amount of editing (in
terms of additions, deletions and paraphrasing op-
erations) a human would have to perform to con-
vert a hypothesis sentence into its closest refer-
ence sentence. TER (Snover et al., 2006) normal-
izes the number of edit operations with the av-
erage number of words in the reference, while
TER-Plus (Snover et al., 2009) relaxes the exact
word match assumptions by also counting can-
didate words that share a stem, are synonyms
or paraphrases of the reference words. ITER
(Panja and Naskar, 2018) includes stem match-
ing, optimizable edit costs and improved normal-
ization. PER (Tillmann et al., 1997) computes
position-independent word error rate at the word
level. CDER (Leusch et al., 2006) is combines
edit distance with block reorderings. CharacTER
(Wang et al., 2016b) and EED (Stanchev et al.,
2019) extend the edit distance at character level.
Jensen-Shannon divergence compares the under-
lying probability distributions of n-grams in sys-
tem summaries and source documents (Lin et al.,
2006), (Louis and Nenkova, 2013).
Inspired by distance based metrics such as
Inception Score (IS) (Salimans et al., 2016) and
Fre´chet Inception Distance (FID) (Heusel et al.,
2017) widely used to measure the similarity
between real and generated samples in com-
puter vision, Fre´chet InferSent Distance (FISD)
(Semeniuta et al., 2018) is the equivalent of FID
for text evaluation purposes. The FID metric is de-
signed to capture both the quality and diversity of
the generated samples by measuring the distance
in the embedding space between distributions of
features extracted from real and generated sam-
ples, nevertheless it does not differentiate the fi-
delity and diversity aspects of the generated output
(Naeem et al., 2020). Kernel Inception Distance
(KID) (Bin´kowski et al., 2018) is used to measure
convergence in GANs through an unbiased esti-
mator independent of sample size. Word Mover’s
distance (WMD) (Kusner et al., 2015) treats doc-
uments as bags of embeddings and measures the
semantic distance between two texts by comput-
ing the amount of flow traveling between embed-
ded words in two documents after aligning seman-
tically similar words. Cosine similarity in the em-
bedding space is used to measure distances be-
tween source and target sentences in neural style
transfer and quantify the content preservation rate
(Fu et al., 2018). RUBER (Tao et al., 2018) is used
for the evaluation of dialogue systems and mea-
sures embedding space cosine similarity between
a generated response and its query in conversa-
tional tasks.
Discriminative Evaluation Learnt discrimina-
tive models are analogous to learning the discrim-
inator in GANs (Goodfellow et al., 2014). Based
on the two-sample tests (Lehmann and Romano,
2006) in statistics which summarize differences
between two samples into a real-valued test statis-
tic, the goal is to estimate whether two samples
Sp ∼ P
n and Sq ∼ Q
m are drawn from the same
data distribution. If P = Q, the test accuracy
of a binary classifier trained on data samples
drawn from the two distributions would remain
near-chance level, while if P 6= Q the classifier
reveals distributional differences between Sp and
Sq. To this end, a classification model is trained
with human-written (real) and machine-generated
(fake) data samples and its classification ac-
curacy on the test set is used to estimate the
quality of the generated samples (Bowman et al.,
2015), (Kannan and Vinyals, 2017), (Li et al.,
2017a), (Hodosh and Hockenmaier, 2016),
(Lopez-Paz and Oquab, 2016), (Im et al., 2018),
(Ravuri and Vinyals, 2019). Nevertheless, this
approach requires (re-)training a classifier when-
ever a new generative model is considered and
might be biased in cases when the real and fake
distributions differ in just one dimension, yielding
high overall accuracy but nonetheless assigning
lower quality to a superior model (Sajjadi et al.,
2018).
Class-conditional GAN architectures are
compared by means of evaluation metrics that
measure the difference between the learned
(generated) and the target (real) distributions.
GAN-train and GAN-test (Shmelkov et al., 2018)
train a classification network on synthetic/real
samples generated by a GAN model and eval-
uate its classification performance on a test
set consisting of real-world/generated exam-
ples. GAN-train is analogous to recall, while
GAN-test is similar to precision. A similar
approach is proposed in (Ravuri and Vinyals,
2019), where the Classification Accuracy Score
(CAS) measures the performance of a classifier
trained on synthetic data at inferring the class
labels of real data samples. The metric allows
to understand limitations and deficiencies of
the generative model. Classification accuracy is
also used to measure transfer strength in neural
style transfer (Shen et al., 2017) (Fu et al., 2018),
(Zhou et al., 2018). LEIC (Cui et al., 2018) is
used in image captioning to predict if a caption
is human-written or machine-generated. Fur-
thermore, classification models are also built to
distinguish human reference translations from
machine translations (Corston-Oliver et al., 2001),
(Kulesza and Shieber, 2004), (Gamon et al.,
2005).
Precision, Recall and F1 score are used to mea-
sure the distance of the generated samples to the
real data manifold (Lucic et al., 2018). When pre-
cision is high, the generated samples are close to
the data manifold, and when recall is high, the
generator outputs samples that cover the manifold
well. Metrics that aggregate precision and recall
such as Fβ , a generalization of the F1 score, are
used to quantify the relative importance of pre-
cision and recall (Sajjadi et al., 2018). Neverthe-
less, the data manifold of non-synthetic data is
unknown and therefore impossible to compute in
practice.
Readability Metrics Flesch-Kincaid Grade
Level (Flesch, 1948), (Kincaid et al., 1975) and
Flesch Reading Ease (Flesch, 1979) are used to
account for simplicity and measure the reading
difficulty of a piece of text. Both metrics are
computed as linear combinations of the number
of words per sentence and number of syllables
per word with different weighting factors. Never-
theless, even though these metrics are frequently
used to measure readability, they should not
be used on their own but in combination with
metrics able to capture the grammaticality and
meaning preservation of the generated output
(Wubben et al., 2012).
Diversity Metrics There are many tasks in
which it is desirable to generate a set of diverse
outputs, such as in story generation to provide mul-
tiple continuations for a story prompt (Clark et al.,
2018b), in image captioning to capture differ-
ent perspectives about an image (Krause et al.,
2017), in text reranking algorithms to select
best candidate responses and improve user per-
sonalization in open-ended dialogue generation
and machine translation (Li et al., 2015), and
in question generation to produce more accu-
rate answers (Sultan et al., 2020). In the litera-
ture diversity of the generated text is regarded
from multiple perspectives, on the one hand
considering diversity as a measure of how dif-
ferent generated sentences are from each other
in terms of word choice, topic and meaning
(Vijayakumar et al., 2016), (Gimpel et al., 2013),
(Ippolito et al., 2018), and on the other hand ac-
counting for the level of sentence interestingness
or unlikeliness (Hashimoto et al., 2019).
Perplexity on a reference set, n-gram diver-
sity (Li et al., 2016a) and Self-BLEU (Zhu et al.,
2018) are commonly used measures of the di-
versity of the generated samples. In addition,
Backward-BLEU (Shi et al., 2018) evaluates test
data using the generated samples as reference; the
higher the score the more diverse the generator out-
put. Lexical diversity (Bache et al., 2013) calcu-
lates the ratio of unique tokens to the total number
of generated tokens. Similarly, Distinct-k or Dist-
k (Li et al., 2016a) measures the total number of
unique k-grams normalized by the total number
of generated k-gram tokens to avoid favoring long
sentences. Nevertheless, the Dist-k metric ignores
the fact that infrequent k-grams contribute more
to diversity than frequent ones and assign same
weight to all k-grams that appear at least once. En-
tropy based metrics such as Ent-k (Zhang et al.,
2018c) are proposed to reflect the frequency dif-
ference of k-grams and to analyze the information
content of the generated responses in dialogue sys-
tems (Serban et al., 2017), (Mou et al., 2016).
Learnt Evaluation Metrics based on Continu-
ous Representations Unlike traditional evalua-
tion metrics based on heuristics, learnable met-
rics train machine learning models on human an-
notated datasets to learn a scoring function that re-
produces human judgements. Traditional machine
learning models can incorporate human-specified
attributes and handcrafted features, while neural
network based approaches work in an end-to-end
fashion. In what follows we provide an overview
of machine learning based evaluation metrics.
• Fully-learnt metrics leverage existing
datasets of human ratings to learn automated
evaluation metrics that fit the human data
distribution. In addition, these metrics can
be tuned to measure specific properties of
the generated texts, such as fluency, style,
grammaticality, fidelity, etc.
MTeRater and MTeRater-Plus (Parton et al.,
2011) learn a ranking model for scoring ma-
chine translation candidates. A similar rank-
ing approach to evaluating machine transla-
tion outputs is adopted in (Avramidis et al.,
2011). Machine translation evaluation is ap-
proached as a regression task based on lin-
guistic features extracted from the source
sentence and its translation (Specia et al.,
2010). BEER (Stanojevic´ and Simaan, 2014)
trains a linear regression model by combin-
ing sub-word features (character n-grams)
with global word order features (skip bi-
grams). Linear regression based on human
judgements is used to learn a model for
scoring system summaries in (Peyrard et al.,
2017). RUSE (Shimanaka et al., 2018)
combines three universal sentence embed-
dings in a multi-layer perceptron regres-
sor model. ESIM (Chen et al., 2017c),
(Mathur et al., 2019) feeds the encoded rep-
resentations of the candidate and the refer-
ence sentence into a feedforward regressor.
BLEURT (Sellam et al., 2020) does quality
evaluation by incorporating lexical and se-
mantic pre-training signals and fine-tuning
BERT (Devlin et al., 2018) on human rat-
ings datasets for similarity score prediction.
MAUDE (Sinha et al., 2020) is proposed for
the evaluation of online dialogue conversa-
tions and works by leveraging sentence rep-
resentations from the BERT pre-trained lan-
guage model to train text encoders which can
distinguish between valid dialogue responses
and generated negative examples.
Models trained on human judgements
are used to predict human scores to dia-
logue responses. ROSE (Conroy and Dang,
2008) is a linear combination of ROUGE
(Lin and Och, 2004a) based metrics de-
signed to maximize correlation with
human responsiveness. A voting based
regression model is proposed to score
summaries in (Hirao et al., 2007). Re-
gression based models are also used as a
sentence-level metric of machine translation
quality (Quirk, 2004), (Albrecht and Hwa,
2007b), (Albrecht and Hwa, 2007a),
(Gime´nez and Ma`rquez, 2008a),
(Specia et al., 2009). ADEM (Lowe et al.,
2017) learns to mimic human judgements in
dialogue systems by training a hierarchical
RNN encoder to capture the similarity
between the dialogue context, the generated
model response and human-written reference
responses. PARADISE (Walker et al., 1997)
is one of the first learnt evaluation metrics
for the evaluation of task-based dialogue
systems.
• Hybrid metrics combine learnt elements with
human-defined logical rules, for example,
contextual embeddings with token alignment
rules. These metrics are robust to train-
ing/ testing data distributing drifts and can
work even when limited training data is avail-
able. ROUGE (Lin and Och, 2004a) is en-
hanced with word embeddings in ROUGE-
WE (Ng and Abrecht, 2015) to capture se-
mantic similarities between words beyond
surface lexicographic matches. Human
judgements are elicited to extract sets of
words with similar meanings for summary
evaluation with the Pyramid scoring scheme
(Harnly et al., 2005), and later extended
to fully automated evaluation (Yang et al.,
2016a). YiSi (Lo, 2019) and MEANT
(Lo and Wu, 2011) measure translation qual-
ity by matching semantic frames. BERTscore
(Zhang et al., 2019b) evaluates generated text
against gold standard references using soft-
string similarity matches (i.e. cosine sim-
ilarity) computed on pre-trained contextual-
ized BERT (Devlin et al., 2018) token em-
beddings. MoverScore (Zhao et al., 2019)
combines contextualized representations of
system and reference texts with semantic
measures of distance computed using Word
Movers Distance (Kusner et al., 2015). Fur-
thermore, Word Movers Distance is ex-
tended to evaluate multi-sentence texts in
(Clark et al., 2019). Transformers-based Lan-
guage Models (Kane´ et al., 2019) such as
RoBERTa (Liu et al., 2019b) are fine-tuned
to predict sentence similarity, logical en-
tailment and robustness to grammatical er-
rors for text evaluation purposes. Human
and statistical evaluation are combined in
HUSE (Hashimoto et al., 2019), an evalua-
tion framework which estimates the optimal
error rate of predicting whether a piece of text
is human-written or machine-generated. Sim-
ilarly, automatic metrics are combined with
human evaluation to infer an unbiased esti-
mator based on control variates which aver-
ages differences between human judgments
and automatic metrics rather than averaging
the human judgments alone (Chaganty et al.,
2018). However, a limitation of such
learned evaluation metrics is that they do
not generalize well across different systems
(Chaganty et al., 2018).
4.2 Extrinsic Evaluation
Extrinsic evaluation measures the effectiveness of
the generated texts on downstream natural lan-
guage processing tasks or directly on end users.
Consequently, extrinsic evaluation is considered
the most meaningful type of evaluation in NLG
and is generally more useful than intrinsic eval-
uation (Reiter and Belz, 2009), however extrinsic
evaluations are less frequently carried in the litera-
ture as they are cost and time intensive, and require
careful design.
Extrinsic evaluation methods can be catego-
rized into system-purpose-success and user-type-
success metrics (Belz and Hastie, 2014). System-
type success metrics quantify the performance of
the generated texts on downstream tasks such as
information retrieval (Fujii et al., 2009), informa-
tion extraction (Parton et al., 2009), question an-
swering and reading comprehension (Jones et al.,
2007). User-type success metrics measure the
impact of the system on real users as the ex-
tent to which it helps them achieve the task it
was designed for. Extrinsic evaluations are com-
monly used in evaluating the performance of task-
oriented dialogue agents designed to carry short
conversations with human users and assist them
in accomplishing a particular goal (Deriu et al.,
2020).
User performance on a specific task is a di-
rect indicator of text quality (Young, 1999),
(Mani et al., 1999), (Di Eugenio et al., 2002),
(Carenini and Moore, 2006), (Hastie et al., 2016).
NLG texts are shown to assist humans in decision-
making under uncertainty (Gkatzia et al., 2016).
Nevertheless, task based evaluations can be expen-
sive and time-consuming to carry, and results ob-
tained depend on the good will of the participants
in the study. Moreover, it is hard to generalize re-
sults to new tasks, especially if there is little to no
correlation between them. Finally, not every piece
of text has a clear function, therefore in some cases
a relevant task may not be readily available.
4.3 Discussion - NLG Evaluation
In this section we have introduced a wide diversity
of metrics for the evaluation of the generated lan-
guage. As the field of natural language generation
is advancing at a fast pace, evaluation becomes
critical for measuring progress and conducting fair
comparisons between generative models. While
many automated evaluation metrics are well estab-
lished for judging specific natural language tasks,
such as BLEU for machine translation, ROUGE
and METEOR for text summarization, SARI for
text simplification, CIDEr and SPICE for image
captioning, there is no universal metric that fits
all natural language generation tasks and captures
all desirable properties of language. To this end,
it is necessary to rely on multiple metrics that
reflect different textual attributes such as gram-
maticality, fluency, coherence, readability, diver-
sity, etc. when conducting language evaluations.
However, small changes in the scores reported by
these automatic evaluation metrics are not reliable
to draw definite conclusions (Mathur et al., 2020).
Human evaluations remain the gold-standard in
natural language generation and automated evalu-
ation metrics can only be used as a proxy for hu-
man judgements only when there is reasonable cor-
relation with human decisions. Ideally, automated
evaluations are carried simultaneously with human
annotation studies, and not as a replacement of hu-
man evaluations.
While progress has been made recently on
proposing new evaluation metrics to assess the
output of natural language generation systems,
more robust evaluation procedures are needed
(Novikova et al., 2017). Moving beyond tradi-
tional evaluation metrics that only account for
shallow surface form comparisons between the
generated texts and gold-standard reference texts,
emerging directions in evaluating natural language
generation output are focusing on conducting se-
mantic comparisons to achieve better correlation
with human judgments (Zhao et al., 2019). Eval-
uation metrics based on word and sentence-level
embeddings trained from large-scale data and
which capture semantic variations show promise
in having scalable, cheap, fast and realiable au-
tomated evaluation (Ma et al., 2019a). Robust
evaluation metrics should also incorporate con-
text (Tian et al., 2017), and account for diversity
of content and the presence of rare words which
are found to be more indicative for sentence sim-
ilarity than common words (Zhang et al., 2019b).
Evaluating long texts poses special challenges
in terms of assessing long-term inter-sentence or
inter-paragraph coherence, correctness, fluency,
style and semantics, diversity, creativity. It is de-
sirable to have new metrics that are tailored for
the evaluation of long texts in particular account-
ing for these criteria. In addition, reference-less
evaluation of the generated output is an important
research direction for tasks such as machine trans-
lation, text simplification or dialogue generation
when no gold-standard reference data is available
(Novikova et al., 2017), (Shimanaka et al., 2018).
The reference-less quality estimation approach re-
lies on neural networks to predict a quality score
for the generated output by comparing it to the
source meaning representation only, therefore pre-
senting the benefit of less resources invested in
collecting expensive human-written annotations.
Moreover, meaningful extrinsic evaluation metrics
that measure the contribution of the generated lan-
guage to task success in a variety of scenarios rep-
resent an important future research direction.
Finally, metrics that evaluate the interpretability
of neural network models, are able to explain the
decisions made (especially valid for metrics based
on large pre-trained models) and measure the fair-
ness of generated texts are needed to ensure unbi-
ased, responsible and ethical usage of the natural
language generation technology for societal bene-
fit, while combating any of its potential malicious
deployments (Ippolito et al., 2020), (Kreps et al.,
2020). Interpretable explanations can also help de-
termine how much factual knowledge is encoded
within the latent parameters of the model, typi-
cally inaccessible to inspection and interpretation,
and to what extent this information is memorized
from the training corpora (Petroni et al., 2019),
(Verga et al., 2020).
In parallel with our work, evaluation meth-
ods for text generation are also reviewed in
(Celikyilmaz et al., 2020), offering a complemen-
tary perspective on approaches to natural language
evaluation.
5 Conclusion
In the present work we have formally defined the
problem of natural language generation at partic-
ular contexts and in a variety of natural language
processing tasks. In addition, we have presented
diverse generative models based on neural net-
works employed for natural language generation,
including recurrent neural networks, sequence-to-
sequence models, VAEs, GANs, memory and
transfer learning architectures for which we sum-
marized the latest advances focused on language
generation. Moreover, we have included a com-
prehensive overview of methods for evaluating the
quality of the generated texts. Given the latest de-
velopment and the rapid advances in the field, a
lot of progress has been made in recent years in
both natural language generation and evaluation.
Nevertheless, there are still many open challenges
to address, including improving generalization to
produce novel outputs beyond just memorizing
training set examples, generating long-term coher-
ent and diverse texts conditioned or constrained on
particular attributes and stylistic properties, learn-
ing from few examples in low-resource settings,
ensuring fair, ethical and socially responsible uses
of the generated text and improving the account-
ability, explainability and transparency of natural
language generative systems.
Evaluation of the generated output is crucial
for improving the performance of generative mod-
els of natural language, nevertheless it largely re-
mains an open challenge. Human evaluations rep-
resent the gold-standard for assessing the quality
of machine-generated texts, and automated eval-
uation metrics should be used with caution only
when they present reasonable correlation with hu-
man judgements as a complement to human anno-
tations and not as a replacement. Since no auto-
mated metric captures all desirable properties of
generated text, ideally multiple automated metrics
are used simultaneously to capture fine-grained
textual attributes such as fluency, readability, co-
herence, correctness, diversity, etc. Promising
directions for developing new evaluation metrics
are focused on training neural models to perform
reference-less semantic evaluations in the embed-
ding space by means of comparing the generated
output with the source input, as opposed to collect-
ing expensive human-written ground-truth annota-
tions for every task. We also hope to see more
focus on task-specific extrinsic evaluation metrics,
as well as evaluation metrics which ensure the gen-
erated texts are fair, unbiased and do not encode
societal stereotypes.
In this survey we have summarized the most
recent developments in neural language genera-
tion in terms of problem formulation, methods and
evaluation. We hope it serves as a useful resource
for anyone interested in learning and advancing
this fascinating field of research.
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