Abstract. Excitation of f-and p-modes by Reynolds stresses and entropy fluctuations is reviewed. Approximations made to allow semi-analytic analysis are discussed. The spectrum of solar convection is presented and shown to NOT be separable into independent spatial and temporal factors. An appropriate fitting formula is presented.
Wave excitation
Our reasons to make numerical simulations of solar convection is to understand physical processes, to validate methods used to analyze observations (particularly those of local helioseismology) and to understand the observations.
One application of realistic solar convection simulations is to understand the mechanism of and calculate the rate of excitation of stellar p-mode oscillations. The excitation mechanism for solar oscillations is the P dV work of the turbulent pressure (or Reynolds stresses) and the non-adiabatic gas pressure fluctuations (which are equivalent to the Here, δP * ω is the discrete Fourier amplitude of the pseudo-Lagrangian variation of the incoherent turbulent pressure and non-adiabatic gas pressure; ξ ω (r) is the radial p-mode of angular frequency ω displacement eigenfunction and ∂ξ ω /∂r is the mode compression; E ω is the mode energy; ∆ν is the reciprocal of the duration over which the excitation is evaluated (see and Stein et al. 2004 . This expression can be evaluated using data from convection simulations.
In much of the analytic work on oscillation excitation (e.g. Goldreich et al. 1994 it was assumed that the mode compression factor was slowly varying and could be pulled outside the integral giving an excitation rate that was the product of the sum of the squares of the turbulent and gas pressure fluctuations times the square of the mode compression. This eliminates the interaction between the two different pressure contributions and the effect of spatially varying compression. That is not necessary and Houdek has now dropped this simplifying assumption. In fact, the turbulent pressure and entropy fluctuation contributions to the driving sometimes reinforce each other and sometimes interfere destructively. There is also some cancellation between excitation close to the surface and damping at larger depths.
The excitation spectrum decreases at low frequencies because of mode properties -the mode mass increases toward low frequencies and the mode compression decreases toward low frequencies. The excitation spectrum decreases toward high frequencies because of the properties of the convection -the pressure fluctuations decrease at high frequencies because convection is a low frequency phenomenon.
Another assumption made in analytic excitation expressions is that the turbulence spectrum can be factored into spatial and temporal factors. Based on our hydrodynamic convection simulations we find that the turbulent energy spectrum can't be separated into independent spatial and temporal factors. The temporal spectrum depends on the spatial wave number and the spatial spectrum depends on the frequency. The spectrum can be fit by a formula of the form
where width w(k) and the exponent n(k) are functions of the spatial scale. The relative importance of Reynolds stresses and entropy fluctuations has also been discussed with differing conclusions (Goldreich et al. 1994 , Samadi et al. 2003 . Entropy fluctuations are significant near optical depth unity where energy transport is changing from convective to radiative. Locally in space and time they are not in balance, so that there is local heating and cooling which produces entropy fluctuations. Near the surface the work of the non-adiabatic gas pressure (entropy) fluctuations is comparable to the work of the turbulent pressure (Reynolds stress) fluctuations. But entropy fluctuations are only important near the surface. Turbulent pressure fluctuations, on the other hand, are large where the convective velocities are large, which occurs over a much deeper range, especially at low frequencies. For the Sun, and most of the other stars we have looked at, the dominant excitation mechanism is the turbulent pressure fluctuations. Günter Houdek has developed an analytic theory of mode excitation that does not separate the pressure fluctuations from the mode compression terms,
This is a big improvement over past theories. He uses a mixing-length convective model and does not included the driving by entropy fluctuations. He has compared his excitation results with our numerical results for several stars (Fig. 1) . The mixing-length convective model leads to a narrower layer of large turbulent pressure with a larger maximum ratio of turbulent to gas pressure.
Supergranulation scale convection simulation
Another important application of realistic convection simulations is to test and refine local helioseismic inversion methods. There has been no validation of local helioseismology inversion methods to date. Our goal is to provide a data set that the local helioseismologists can apply their inversion techniques to and compare their results with what is actually happening in the simulation. In order for them to do that they need a large size because they are looking at waves that propagate down into the interior and return to the surface in a different place. The deeper the waves penetrate into the interior the farther away they return to the surface. A long time sequence is needed to separate the signal from the noise. We have a simulation that is 48 Mm wide by 20 Mm deep that has run for 65 hours of solar time. This is supergranulation scale, so a bonus is that we will learn something about the nature of supergranulation. Our intention is to double the horizontal size to 96 Mm wide, which is what people doing ring diagram analysis tell us they need and will also permit time-distance analysis down to depths of order 10 Mm.
The turnover time at 20 Mm depth is about 48 hours. In order to relax the simulation both thermally and dynamically we needed to run it for many turnover times. We didn't run it for many turnover times at the full horizontal scale. We started at 12 Mm wide for 4 334 R. F. Stein et al. turnover times, then another 2 turnover times at 24 Mm wide and finally for 1.5 turnover times at 48 Mm wide. It is thermally well relaxed but is not quite dynamically relaxed at the largest scales. At these scales it is also necessary to include the effects of rotation, so we have included f-plane rotation (constant rotation rate throughout the domain). A surface shear layer develops as observed on the Sun. We have not yet included magnetic fields but will be adding them. We use a grid of 500 cubed so the horizontal grid size is 100 km. The vertical grid size varies from 12 km at the surface increasing to 70 km at the bottom. Spatial derivatives are calculated as sixth order finite differences on a staggered grid and time advance is by a low memory third order Runge-Kutta scheme. In order to make it realistic we calculate the pressure as a function of density and energy per unit mass from a tabular equation of state that includes LTE ionization and excitation of hydrogen, helium and other abundant elements. Radiative heating and cooling drives the convection and controls the structure of the photosphere. Since the domain includes optical depth unity neither the optically thin nor the diffusion limits are appropriate, so we solve the transfer equation assuming LTE and reduce the number of frequencies by using a multigroup method whereby the opacity and source function at each frequency is assigned to one of 4 bins according to the magnitude of the opacity (Nordlund 1982 . Regner Trampedach is working on an alternative method which solves for the radiation field at 50 specially selected frequencies. Figure 2 shows the mean atmosphere. The temperature goes from about 4000 K near the temperature minimum to a little over 100,000 K at the bottom. The density and pressure vary by over 6 orders of magnitude, so it is very highly stratified. It includes hydrogen ionization, first helium ionization and most of the second helium ionization zone. Figure 3 shows a vertical slice through the domain. Red are downflows and blue upflows and fluid streamlines are shown. ¿From a movie one can see that at the surface features are evolving very rapidly, on the order of minutes, while at large depths they are evolving very slowly, on the order of hours. The downflows in the intergranular lanes are swept sideways by the upflows which are diverging because of mass conservation -most of the fluid from below can not be carried into the lower density layers above but most turnover and head back down within a scale height. The downflows are swept into larger downflows which penetrate down deeper. In addition, some of the downflows are halted as they beat their way downward against the upflows. Images of the vertical velocity in horizontal planes at different depths (Fig. 4) clearly show that the size of the horizontal structures changes continuously from granulation at the surface to supergranulation at large depths. There is no particular scale of mesogranulation and probably not of supergranulation either. Another way of visualizing this is to look at streamlines (Fig. 5) . Here streamlines have been seeded uniformly at 2 Mm intervals at the surface. The left image shows that fluid moving up at the surface comes from very small isolated locations at depth. The right image shows that fluid moving down at the surface collects in the boundaries of supergranulation scale cells at large depth. Further, the catch basin for the fluid that reaches the bottom to form the downflow boundaries of the supergranules at large depth comes from a small portion of the surface that tends to lie approximately above the supergranule boundaries. Figure 6 shows the velocity spectrum for the simulated vertical and horizontal velocities at a height of 200 km above continuum optical depth unity and for high resolution MDI data. The total velocity (solid) is separated into convective (dashed) and oscillatory (dotted) components by whether ω is less or more than ck where c is taken to be 6 km/s. The first thing to observe is that the spectrum is smooth. There is a maximum at granulation scale. There is no feature at mesogranulation scale. There is a small enhancement with respect to the general power law in the MDI convective component at supergranulation scales. The horizontal velocity is almost purely convective. The convective velocity is dominated by convective motions at small scales but by oscillatory motions at large scales.
Application: helioseismology
The reason these simulations are useful to helioseismology is because they posses a rich spectrum of modes that are excited naturally in the simulation (Fig. 7) . As an initial step, Junwei Zhao calculated the time-distance diagram for the first 8.5 hours of the simulation and compared it with that from the MDI high resolution data which gave very similar results (Georgobiani et al. 2007) . He has also looked at where the waves are produced and how they propagate by correlating each point at the surface with all the 336 R. F. Stein et al. points below. This essentially produces a Green's function for the waves (Fig. 8) . The waves at the surface propagate into the interior and spread horizontally and some power returns to the surface.
Junwei Zhao and Aaron Birch have also compared the results from a time-distance analysis with what is actually in the simulation. Figure 9 shows the travel time difference between north and south traveling waves and the simulated north-south velocity at 200 km up in the photosphere. The patterns are similar but not identical. Also, the quality of the agreement is different for the north-south and east-west directions. The same issue has occurred in analyzing the MDI data. Clearly, more work needs to be done.
These data are available to the community at the Stanford Helioseismology Archive (http://sha.stanford.edu/).
Wave propagation
To understand local helioseismology and chromospheric and coronal dynamics and heating it is also important to study wave propagation. Viggo Hansteen has studied MHD wave propagation and mode coupling in 2D using a similar code. There is a lot of mode coupling and reflection that occurs at β = 1 surface, where β is the ratio of gas to magnetic pressure. However, it is not easy to separate the different wave modes in such non-linear calculations.
Idealized linear wave propagation studies are also important. They are much faster than realistic non-linear calculations. They can be used to study many different cases, to explore parameter space and to isolate different physical effects. I present a few of many examples.
Joe Werne has shown that the difference in wave travel times in opposite directions along the ray path can indeed be inverted to find the fluid flow. In a 2D experiment, he analyzed waves produced by sources at random locations and times in the presence of a large scale flow. He calculated the acoustic travel times in one direction and its opposite 338 R. F. Stein et al. and then their difference and showed it was possible to recover the large scale flow field properties.
Paul Cally and Hannah Schunker studied wave transmission and mode coupling at Alfven speed (a) equals the sound speed (c) (Schunker & Cally 2006) . For acoustic waves propagating in the direction of the magnetic field, most of the energy gets transmitted as an acoustic slow wave propagating along the field and some gets converted to a magnetic fast wave which eventually gets refracted back down and when it again traverses the a=c level it is mostly reconverted to an acoustic fast wave with a little energy transmitted into a magnetic (slow) wave because of the large angle of attack with respect to the magnetic field (Fig. 10 ). It is a very different story when an acoustic wave encounters the β = 1 level at a large angle to the magnetic field (Fig. 11) . In this case, most of the power gets converted into a magnetic (fast) wave, with only a little transmitted 9as an acoustic (slow) wave. The magnetic fast wave is again refracted back down, but now encounters the a=c level propagating nearly along the magnetic field so there is not much mode coupling and it passes through as an acoustic fast wave. These types of studies are important for understanding mode coupling at the a=c surface.
The magnetic field also reduces the acoustic cutoff frequency. Both mode coupling and the reduced acoustic frequency in the presence of strong magnetic fields allow long period acoustic waves to reach the chromosphere. Hence, there are "magnetic holes" where there is enhanced acoustic heating in the chromosphere as well as magnetic heating. Stuart Jefferies (Jefferies et al. 2006 ) finds that there is more energy reaching the chromosphere as long period acoustic waves than high frequency waves where the magnetic field is strong, so locally there can be significant acoustic heating in magnetic concentrations in the chromosphere (Fig. 12) .
In conclusion, simulations have much to offer in helping us test and refine local helioseismic methods, in understanding mode excitation and damping, in clarifying the dynamics and heating mechanisms in the chromosphere and corona. Wave energy flux at 3 mHz at a height of 400 km above τ500 = 1. Left shows this low frequency acoustic energy flux is highly localized in space. Right shows that there is a larger acoustic flux at low frequencies than at high frequencies reaching this height.
