Symbolic-Numeric Algebra for Polynomials (SNAP) is a prototype package that includes basic functions for computing approximate algebraic properties, such as the approximate GCD of polynomials. Our aim is to show how the unified tolerance mechanism we introduce in the package works. Using this mechanism, we can carry out approximate calculations under certified tolerances. In this article, we demonstrate the functionality of the currently released package (Version 0.2), which is downloadable from wwwmain.h.kobe-u.ac.jp/~nagasaka/research/snap/index.phtml.en. ‡ Introduction Recently, there have been many results in the area of symbolic-numeric algorithms, especially for polynomials (for example, approximate GCD for univariate polynomials [1, 2, 3, 4] and approximate factorization for bivariate polynomials [5, 6, 7, 8] ). We think those results have practical value, which should be combined and implemented into one integrated computer algebra system such as Mathematica. In fact, Maple has such a special package called SNAP (SymbolicNumeric Algorithms for Polynomials). Currently, ours is the only such package available for Mathematica.
‡ Introduction
Recently, there have been many results in the area of symbolic-numeric algorithms, especially for polynomials (for example, approximate GCD for univariate polynomials [1, 2, 3, 4] and approximate factorization for bivariate polynomials [5, 6, 7, 8] ). We think those results have practical value, which should be combined and implemented into one integrated computer algebra system such as Mathematica. In fact, Maple has such a special package called SNAP (SymbolicNumeric Algorithms for Polynomials). Currently, ours is the only such package available for Mathematica.
We have been developing our SNAP package for Mathematica, which is an abbreviation for Symbolic-Numeric Algebra for Polynomials. We use algebra to mean continuous capabilities of approximate operations; for example, computing an approximate GCD between an empirical polynomial and the nearest singular polynomial computed by SNAP functions of another empirical polynomial. This continuous applicability is more important for practical computations than the number of algorithms that are already implemented, especially for average users.
Our aim is to provide practical implementations of SNAP functions with a unified tolerance mechanism for polynomials like Mathematica's floating-point numbers or Kako and Sasaki's effective floating-point numbers [9] . Our idea is very simple. We only have to add new data structures representing such polynomials with tolerances and basic calculation routines and SNAP functions for the structures. At this time, only simple tolerance representations (l 2 -norm, l 1 -norm, and l ¶ -norm) for coefficient vectors of polynomials and a few SNAP functions are implemented, but the package is an ongoing project (Version 1.0 should be released in March 2007).
· Difference Between Numerical and Algebraic Computations
Let us consider a typical numerical computation-finding numerical roots:
In [1] We might assume that polynomials that are close have roots that are close.
In [2] If this argument is not correct, the problem is called "numerically unstable." Hence, "numerical stability" of the given problem and "significant digits" of the calculated solutions are important in numerical computations. Mathematica's accuracy and precision tracking system are very useful for this purpose and are based on the concept that the higher precision used, the closer the solutions.
Unfortunately, this concept may not be correct for algebraic computations. Let us consider a factorization:
In [3] We cannot factor this polynomial if we increase the precision of the computation because algebraic properties are generally not continuous. Forward and backward error analyses may not be the solution, though they can be of supplemental use. The previous polynomial, for example, can be either reducible or irreducible, and we may not be able to know which property is correct.
We note that there are two approaches to operating with empirical polynomials in an extreme instance-using inexact or exact approximations. For example, let us consider factoring bivariate polynomials. The following numerical polynomial is reducible if we rationalize its coefficients up to machine precision:
(1) f Hx, yL = -7. + 7. Normal converts the given SNAP representation to its normal polynomial expression.
SNAPQ tests whether the given expression is a SNAP structure or not. Tolerance returns the tolerance of the given SNAP structure.
SetTolerance overwrites the tolerance of the given SNAP structure.
TransformSNAP converts the given SNAP structure to the structure with the given scheme.
Element tests whether the given polynomial is in the given SNAP structure or not. Expand has the same effect as the built-in function.
ReplaceAll has the same effect as the built-in function. 
· Tolerance Mechanisms
We introduce the following data structures for empirical polynomials. They are very simple, but there is no system in which we can automatically use these structures in a way similar to Mathematica's floating-point numbers or Kako and Sasaki's effective floating-point numbers [9] . These structures are different from those used in the previous version of this package [10, 11] . The latest version can operate on polynomials that have more than two variables (bivariate or multivariate polynomials).
Definition 1 (SNAP Structures).
We define the following SNAP structures (like sets of neighbors) for approximate polynomials for the given polynomial f Hu 1 , … , u r L oe @u 1 , … , u r D and tolerance e oe :
where °f ¥ p denotes coefficient vector norms for polynomials:
In the rest of this article, P * H f , eL means any
Remark 1.
You might think that the following definition is better than the previous definition:
However, this definition produces strange results. For example, let e be an arbitrary small positive real number and f be the following polynomial:
For this polynomial, P * H f , eL includes polynomials that have n roots (counting multiplicities) and also polynomials that have at most n -1 roots. Moreover, one might want to preserve more than total degree in the multivariate case (sometimes which is called triangle degree while it is called rectangle degree in the definition 1). Those degree models are too advanced for the current results in this research area and they cause unusual results for the known algorithms; hence, we use the expressions of Definition 1.
The coefficient vector norms for polynomials have properties similar to normal vector norms (see [12] for a discussion of these basic properties); hence, we have the following corollary.
Corollary 1.
We have the following properties:
where e i denotes the degree of f Hu 1 , … , u r L with respect to u i .
Lemma 1.
We have the following properties for polynomials f Hu 1 , … , u r L and hHu 1 , … , u r L:
f êê ê µ h êê oe
" f êê ê oe Proof of Lemma 1. The lemma is proved by the following properties of vector and matrix norms [12] , since any multiplication of polynomials can be done as matrix multiplications: 
we have the following properties: The condition of Lemma 2 is necessary for ensuring equalities for degrees in
Without the condition, unusual results as in Remark 1 may occur. However, for example, we have to operate with the following computation and determine the set S. This is important especially for divisions (quotient and remainder) and reductions (for non-univariate polynomials):
We introduce a simple rule to handle this. If the norm of the leading coefficients of the representative polynomial f , with respect to u i , is not larger than the tolerance e, then we rewrite the SNAP structure as follows:
where f new denotes f -(all the leading monomials of f , with respect to u i ).
· Tolerance Implementations
According to the previous definitions, we have implemented the structures, basic operations (addition and multiplication) on the structures, and functions that transform one structure into another.
We define the following expression to represent the SNAP structures P 2 H f , eL, P 1 H f , eL, and P ¶ H f , eL, where scheme can be AbsolutePolynomial2Norm, AbsolutePolynomial1Norm, and AbsolutePolynomialiNorm, respectively. In a future release, other schemes will be implemented.
SNAPf,,u 1 ,e 1 , ,u r ,e r ,scheme
Using this structure, we have implemented basic functions provided by the mechanisms and now show some of their expressions. We note that the package also provides functions that automatically transform the given polynomial to the previous representation. One aim of the package is providing an environment in which we use SNAP structures transparently, like Mathematica's floating-point numbers; hence, we have implemented the following Format code.
FormatSNAPf_, e_, variables_, scheme_ : N f
In this version, we suppose that the basic four operations between Mathematica's bigfloat numbers and its interval arithmetic guarantee the precision of their results, since basically we use Mathematica's own arithmetic for estimations. All the implementations depend on Mathematica's accuracy and precision tracking system, though in our implementation, we round up all the error parts in case our assumption is incorrect.
· Tolerance Examples
Next we show some examples of the SNAP tolerance mechanism. This loads the package.
In [5] This gives a SNAP structure. The output looks like a normal expression.
In [6] This gives the FullForm of the previous SNAP structure.
In [7] The error bound of this SNAP structure, which is a a set of polynomials, is given by Tolerance.
In [8] 
1.53791259446773  10
15
Each calculation enlarges its error bound.
In [9] 
In[10]:=

Toleranceg2
Out[10]=
 10
13
By using Element, we can check whether a polynomial is included in the given SNAP structure or not. The error bound of the following SNAP structure is about 1.53791 µ 10 -15 ; hence, we have these results.
In [11] We can expand the expression of the representative polynomial of a SNAP structure.
In [14] Any result of a substitution for a SNAP structure also has a guaranteed accuracy.
In [15] 
12
We show the situation discussed in the last paragraph of the Tolerance Mechanisms subsection.
In [17] Because this rewriting can be important for users, this package generates the displayed warning. ‡ Other Basic Operations
We implemented other basic operations: a polynomial division (quotient and remainder), reductions (for non-univariate polynomials), and root-finding with error considerations.
Function Purpose
NSolve finds numerical roots with error considerations.
PolynomialQuotient computes a polynomial quotient as a SNAP structure. PolynomialRemainder computes a polynomial remainder as a SNAP structure. PolynomialReduce computes a reduced polynomial as a SNAP structure. D computes derivatives as SNAP structures. 
· Polynomial Division (Univariate Case)
Let f HxL and gHxL be the following polynomials of degrees n and m, m § n, with tolerances e f and e g , respectively:
Dividing f HxL by gHxL is defined as follows, with polynomials qHxL and rHxL:
For SNAP structures, we have to check that the polynomials q êê HxL and r êê HxL for the given f êê ê HxL and g êê HxL are properly related to qHxL and rHxL:
We have the following corollaries [11] . Note the discussion at the end of the Tolerance Mechanisms subsection.
In these corollaries, G is the Hn + 1L µ Hn + 1L matrix:
Corollary 2. If the following expression holds,
we have
Corollary 3. If the following expression holds,
we have 
· Polynomial Reduction (More than One Variable Case)
Since the SNAP structure is extended to multivariate polynomials in this version, we introduce polynomial reductions. Because a reduction can be done by two multiplications and one subtraction, we just reduce polynomials by ordinary algorithms using the SNAP structures introduced in the previous section. Note that we assume that the given polynomial basis is a Gröbner basis for any possible combinations of polynomials in the basis, and the result, including tolerance, is dependent on a specified term order.
· Root Finding with Error Considerations
There are many root-finding methods. Basically, Mathematica uses the JenkinsTraub method. Since those roots found by numerical methods may not be the exact ones, we have to consider numerical errors after calculations. For example, Smith [13] studied error bounds for numerical roots.
However, working with polynomials with errors in their coefficients extends the problem. Terui and Sasaki [14] studied an extended version of Smith's work, by which we can bound errors included in numerical roots of polynomials with errors on their coefficients and for polynomials represented as SNAP structures.
Lemma 3 (Statement in [14]).
For any polynomial f êê ê HxL oe P * H f , eL, we have
where n denotes the degree of f HxL, z 1 , … , z n and z êê pH1L , … , z êê pHnL are the roots of f HxL and f êê ê HxL, respectively, pHiL is a permutation of 81, … , n< that minimizes the maximum distance between the roots: max i †z i -z êê pHiL §, and f n denotes the leading coefficient of f HxL.
· Partial Derivation with Error Considerations
Computing the partial derivatives of the given polynomial is also important. We have the following trivial lemma to calculate the derivatives of SNAP structures.
Lemma 4. For any polynomial f
êê ê Hu 1 , … , u r L oe P * H f , eL, we have
· Examples
Here we show some examples of basic operations of the package using the previous polynomial.
In [19] The following examples give all the roots of the given representative polynomial with or without considerations of the error bound. We recommend comparing the following two results of NSolve and System'NSolve. NSolve with a SNAP structure considers all the possible polynomials within the structure; hence, their tolerances are larger than that of NSolve without a SNAP structure.
This gives a result with error considerations according to Lemma 3.
In [20] This gives the quotient and remainder of g2 by h with error considerations. Note that though h is not in the SNAP structure, it is automatically transformed into it and SNAP functions are overloaded because the built-in functions are not compatible with such arguments including a SNAP structure.
This gives the quotient and remainder of g2 by h with error considerations. Note that though h is not in the SNAP structure, it is automatically transformed into it and SNAP functions are overloaded because the built-in functions are not compatible with such arguments including a SNAP structure.
In [26] In the next example, PolynomialRemainder gives a pseudo-zero number since g can divide g2. However, these polynomials have their error bounds, and we cannot argue that its remainder is completely zero; hence, the following warning messages are generated.
In [28] The tolerance correction mechanism used in NSolve with SNAP structures assumes that the given representative polynomial does not have multiple roots. Therefore, the following warning message is generated if the given polynomial has multiple (or close) roots and any tolerance correction is not applied. This means that any output of Tolerance below is not reliable.
In [32] The tolerance correcting method used in SNAP computes subtractions among close numbers so it requires a certain precision. In this case, working precision is not enough; hence, we increase it. FactorList gives a list of pseudo-factors of the given monic polynomial. 
· Approximate GCD and Divisors (Univariate Case)
From the early historical period of symbolic-numeric computations, various approximate GCDs have been studied. The problem treated here is very simple: for the given polynomials gHxL and hHxL and the tolerance e, find a polynomial f HxL of maximal degree that satisfies
where * denotes 2, 1, or ¶. The polynomial f HxL is called an e-GCD of polynomials gHxL and hHxL with tolerance e. Currently, we have implemented the algorithm by Pan [2] , for the 2-norm case only.
We note that there are also other approximate GCDs that have slightly different definitions and approximate GCDs of multivariate polynomials. Those approximate GCDs will be implemented in a future release.
Considering approximate GCDs, the following concept of an e-divisor is useful. For the given polynomial gHxL and the tolerance e, we call a polynomial f HxL an e-divisor of gHxL if f HxL satisfies
where * denotes 2, 1, or ¶. Moreover, in this package, we call the quotient of g êê HxL by f HxL an e-quotient of gHxL by f HxL. These concepts are used in Pan's algorithm, and currently we have only implemented the 2-norm case.
Note that, theoretically, e-GCD, e-divisor, and e-quotient are exact polynomials, since only the given polynomials have perturbation parts, and e-GCD, e-divisor, and e-quotient are treated as exact polynomials in those computations. However, due to numerical errors, in this package, e-GCD, e-divisor, and e-quotient are treated as SNAP structures.
We also provide a coprimeness check function that uses the well-known fact that if the Sylvester matrix of the given two polynomials has full rank, then they are coprime [15] .
· Nearest Singular Polynomial (Univariate Case)
The nearest singular polynomial [16, 17, 18] of f HxL is the nearest polynomial f êê ê HxL that has a double root, minimizes °f HxL -f êê ê HxL¥, and has the same degree as f HxL. A similar problem that finds the nearest polynomial with constrained roots has been studied in [19, 20] .
In this package, finding the nearest singular polynomial can be written as follows.
For the given polynomial f HxL and tolerance e, find a polynomial f êê ê HxL satisfying
where * denotes 1, 2, or ¶; if the output is False, the nearest singular polynomial does not exist in the given SNAP structure. The current version of the package solves this problem using the known algorithm [18] , so the command can only solve the problem for the 2-norm case. The constrained roots version of the problem will be solvable in a future release.
Note that the current implementation outputs a normal polynomial (not in a SNAP structure) and the given tolerance for the command corresponding to the nearest singular polynomial does not have the same meaning as the other commands of the SNAP package. For more information, see [18] .
· Irreducibility Testing for Bivariate Polynomials
Conventional ordinary factorization algorithms may always output "absolutely irreducible" for numerical or empirical polynomials, since the given polynomial may have error parts on its coefficients even if the original polynomial is reducible. Moreover, if a numerical factorization algorithm, for example [7] , outputs "no nontrivial factors found," it does not mean "absolutely irreducible," since those algorithms can basically find factors when the given polynomial is close enough to a reducible polynomial. Hence, the "irreducibility testing" problem is still important for numerical or empirical polynomials [21, 22, 23, 24, 25] .
In this package, the problem becomes:
For the given SNAP structure P * H f , eL, prove that any polynomial f êê ê Hu 1 , … , u r L oe P * H f , eL is absolutely irreducible.
The algorithm implemented in this package (Nagasaka [23] ) is an improved version of the algorithm of Kaltofen and May [22] for bivariate polynomials. Note that the current implementation is based on the algorithm for the 2-norm case; hence, there are possibilities of improvement for another norm. The version for more than two variables will be implemented in a future release. The largest problem in implementing more than two variables is effectiveness, and further studies are needed.
The previously mentioned methods [22, 23] use the coefficients of the given polynomial directly, so we can adapt it to Mathematica's coefficient-wise accuracy concept. This is better than the original methods, because treating tolerances as polynomial norms tends to overestimate. The current implementation can do this for polynomials not in SNAP structures.
· Numerical Factorization of Multivariate Polynomials
For the same reason as the previous test for irreducibility, we have to use completely different factorization algorithms for numerical or empirical polynomials.
In this package, we have implemented Sasaki's algorithm [7] with a degree bound studied by Bostan et al. [26] . Currently, for nonmonic polynomials, the command is not stable since none of the approximate GCD algorithms for multivariate polynomials that are needed for factoring nonmonic polynomials are implemented.
Note that the given polynomial may have approximate factors (or so-called numerical or pseudo-factors) even if the algorithm outputs "absolutely irreducible" or "no factors." Therefore, you are encouraged to use the preceding irreducibility testing when you do not get approximate factors.
· Examples
Here we show some examples of SNAP operations using this previously defined polynomial.
In Here we introduce another polynomial. Though it is not in a SNAP structure, treating it as such is acceptable. The built-in function outputs that these polynomials are coprime.
In[41]:=
System'PolynomialGCDNormalg, h
The SNAP package can compute the e-GCD as follows, where e = 0.0001. Note that the current implementation of PolynomialGCD for SNAP structures is still experimental and that the definition of the greatest common divisor of SNAP structures may change in the future. We can check its approximate divisibility. This also checks whether they are coprime or not within their tolerance. This gives the nearest singular polynomial to g, so the output polynomial nsg has a double root. Note that the current implementation of NearestSingular Polynomial is still experimental and that the definition of the nearest singular polynomial of a SNAP structure may change in the future. To show an example of absolute irreducibility testing, we define the following bivariate polynomial.
This tests its absolute irreducibility within the given tolerance 0.00001. 
0.000791622
A warning message is generated if the package routines encounter a machine precision number. We recommend not using machine precision numbers. This gives an example using the algorithm adapted for Mathematica's coefficientwise accuracy concept. Hence, changing all the coefficients within their accuracy does not change its absolute irreducibility. For numerical polynomials, the built-in function gives the input. If we use a SNAP structure, its tolerance is automatically used as a backward error bound. The SNAP package is useful for almost all users who have to work with polynomials with errors in their coefficients. Users may think that Mathematica has its own accuracy and precision system, and therefore another structure like those in SNAP is unnecessary. This will be true in the future; however, at least now, most of the latest algorithms for numerical or empirical polynomials cannot operate with coefficient-wise accuracy and precision. Using only significant digits like Mathematica's cannot answer the algebraic problems, though it can guarantee significant digits of coefficients generated by polynomial arithmetic. Moreover, most of the algorithms in symbolic-numeric computations have to use matrix computations and are not compatible with coefficient-wise concepts, since they usually use matrix norms. Depending on the algorithm, by using absolute irreducibility testing, for example, we can combine them with Mathematica's coefficientwise error scheme and we plan to incorporate that in a future release.
Moreover, we are considering whether computing Canonical Comprehensive Gröbner Bases (CCGB) should be integrated into the SNAP package since we have implemented CCGB in Mathematica and some kind of CCGB is the only way to treat numerical errors exactly. They can be represented as parameters on coefficients; however, this method is so time-consuming that this release does not have CCGB routines. We note that Mathematica can compute Gröbner bases Moreover, we are considering whether computing Canonical Comprehensive Gröbner Bases (CCGB) should be integrated into the SNAP package since we have implemented CCGB in Mathematica and some kind of CCGB is the only way to treat numerical errors exactly. They can be represented as parameters on coefficients; however, this method is so time-consuming that this release does not have CCGB routines. We note that Mathematica can compute Gröbner bases numerically, but we think any result is not guaranteed mathematically. However, Mathematica's built-in computation of numerical Gröbner bases is more advanced than finding pseudo-solutions numerically, which is very difficult, and there are few known academic results. ‡ Acknowledgment
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