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Abstract
Computational Fluid Dynamic simulations take a long time to run, yet the results
that these simulations produce is required quickly in user interfaces and optimisation
routines. One solution to this is preprocessing the simulations and using this as the
basis of some interpolation methodology, such as neural networks. However creating
such a system is not a simple task. A trade off needs to be made between the quality
of the simulations run and thus the speed at which simulations can be generated; the
number of simulations run and the time allocated to gathering data; the amount of
inputs to interpolate over and the complexity of the system. This is complicated by the
fact that simulations are difficult to run and monitor and thus can be hard to generally
automate. Furthermore, merely running more simulations is not necessarily useful:
the parameters used to run a simulation are critical to improve the interpolation
ability of the prediction methodology, especially when dealing with more than a small
number of inputs.
This thesis proposes a system, CFDLearner, which is a framework that attempts
to break this problem down into a number of modules that then can be independently
solved. It deals with the execution, monitoring and extraction of data from simula-
tions, the generation of parameters with which a simulation is run and the learning
of the results generated to create an “expert surveyor” which is capable of quickly
estimating the results gained from the simulations. Furthermore a visualisation tool
is generated which provides a means of assessing the confidence of the interpolated
results and allows for the optimisation of outputs. To accomplish this task, new
techniques are proposed in the fields of neural networks, parameter selection and
knowledge based systems.
CFDLearner has been used with the Fire Dynamics Simulator to simulate single
compartment house fires. The advantages of the novel neural network methodolo-
gies used and the adaptive parameter selection scheme are presented. Furthermore
the utility of CFDLearner is demonstrated in its graphical ability to interactively
allow users to simply navigate through hundreds of simulation results with multiple
input and output parameters. This allows non-expert users to simply obtain useful
information about complex simulations without having to understand the underlying
complexity that it takes to generate and collate such data.
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Chapter 1
Introduction
Computational Fluid Dynamics (CFD) is a field in which the flows of liquids and gases
are modelled. It has great utility in the design of aerodynamic structures, pumps,
engines, health science and fire safety. A major problem with computational fluid
dynamic simulations is that they cannot be easily used in contexts where the results
gained from them is needed quickly, for instance in user interfaces and optimisation
tools. This problem is created since, although it takes between hours and months to
simulate fluids, these situations require results within seconds. The second problem
is that the specification of such simulations and the extraction of meaningful results
from them is beyond the experience of many designers that could benefit from such
simulations. Thus, there is a need to design and implement a system that can allow
experts to specify a means to create simulations and then provide results quickly and
clearly to non-expert users.
1.1 Motivation and Objectives
This thesis proposes a framework to extract an expert’s knowledge of computational
fluid dynamics into a computationally useful interface, run simulations based upon
this expertise and then use the data generated to quickly predict specific values. This
is demonstrated on single compartment fire simulations.
Innovations are presented in the fields of:
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• Adaptive Sampling Techniques
• Kernel based Neural Networks
• Knowledge based Systems
Adaptive sampling techniques allow the prioritising of the simulations that are
estimated to enhance the body of information the most. The results of these simula-
tions are then taught to a kernel based neural network, which allows for fast learning
of data and quick prediction of new values. This quick prediction is then used as the
basis of a knowledge based system which allows users to explore the domain of values
sampled and search for optimal values of parameters.
The research presented in this thesis will be useful to the field of fluid dynamics
and, more generally, to all computational simulations. It provides a framework which
allows intelligent data extraction to be performed. The adaptive sampling techniques
demonstrated herein have been cited [52] as a gap in the field of metamodels. The
knowledge based system which allows non-experts to easily view multi-dimensional
data is also new and dependent upon this new metamodel.
1.2 Organisation of the thesis
The research described in this thesis demonstrates the validity of a CFD learning
framework through implementing a working solution. This will be composed of mod-
ules that specifically address the problems mentioned. The methodology used to
create this solution is now described.
1. The requirements are identified.
2. A system is proposed.
3. An application is designed.
4. The software technologies are described.
5. The software is tested using simulations and experimental data.
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6. If the tests show that the system works within acceptable parameters, the system
is proven to be valid.
The thesis is divided into six chapters. The first chapter (this chapter) explains
the motivation for the research. The second chapter gives a detailed background of
the subject and investigates the use of intelligent systems with computational fluid
dynamics in the past so that later chapters may be understood. The third chap-
ter defines the requirements necessary for a computational fluid dynamics prediction
system, proposes a solution to the problem, gives an overview of the major system
components and explains the specific technologies used within the framework. The
fourth chapter describes the overall structure of the framework. The fifth chapter de-
scribes how the system has been used with a fire-based computational fluid dynamics
simulator, tests the individual modules of the framework and in doing so, demon-
strates the use of the framework. The final chapter summarises the work carried out
in the thesis.
1.3 Glossary of Terms
Abstract Class In Object Orientated programming, an abstract class is a unit of
code which has some sections deliberately left out, with the intention that other
programmers will use the abstract class as a base and themselves provide the
further functionality that is needed.
API An Application Programmer’s Interface is a set of commands that an application
provides, which enables third party programmers to communicate with this
application.
CFD Computational Fluid Dynamics, a method to iteratively model the behaviour
of fluids over time.
EA Evolutionary Algorithm, a group of population based optimisation algorithms.
FDS Fire Dynamics Simulator, an application that used computational fluid dynam-
ics to model fires in structures.
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Fuzzy ART Fuzzy Adaptive Resonance Theory, a kind of neural network that clus-
ters similar values.
GA Genetic Algorithm, a kind of evolutionary algorithm, specifically based on bio-
logical evolution.
GRNN General Regression Neural Network, a kind of neural network that creates
many nodes for each datum presented to it.
Intractable In computation complexity theory, an intractable algorithm takes more
than polynomial resources to execute.
Map A list of key-value pairs, where the key maps to a value. It is represented
as map = key − type⇒ value− type. It is stored in a data structure, such
as a hashtable, in which obtaining the value given a key is performed quickly.
Retrieval of key k from map m is represented as m[k].
NN Neural Network, an set of algorithms in artificial intelligence that mimics the
way brains work to learn data sets.
Overriding methods In Object Orientated programming, overriding occurs when a
class declares a method and a class that inherits from this parent class redefines
the method to execute different instructions.
PBS Portable Batch Scheduler, an application that allows other programs to run in
a distributed environment.
Process In operating systems, a process is a self-contained program which is cur-
rently executing instructions. It has no ability to communicate to other pro-
cesses except through files and specially declared operating system-dependent
inter-process communication mechanisms.
RMS Response Surface Methodology, a means by which the response of a system
may be estimated.
stderr, stdout In operating systems, a process has two specially defined channels
through which it may output data, which is displayed in command line appli-
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cations. stdout is used to give general output to a user and to prompt for
interaction. stderr is used to report errors that have occurred during a pro-
gram’s execution.
Thread In operating systems, a process may have many “threads of execution”.
These allow a program to do many tasks at once, while still accessing the same
data in memory.
1.4 Summary
This chapter has introduced the issues associated with the current state of computa-
tional fluid dynamics simulations. These issues will require a system that incorporates
domain specific expert knowledge and novel sampling techniques. An overview has
been provided to show the methodology in regards to design, implementation and
testing that will be used in this thesis.
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Chapter 2
Background and Survey
2.1 Introduction
This chapter provides background to issues discussed in later chapters. It shows how
the problem of CFD response times arises and proposes broad solutions that may be
taken, using intelligent systems. Past work on this problem is then examined. Re-
search is presented on previous systems that attempt to integrate CFD and intelligent
systems, in the specific subfields of expert systems, interpolation and optimisation of
results. This also looks at other issues, namely selecting the parameters of CFD sim-
ulations, minimising CFD run times and displaying the output of CFD simulations.
This chapter is organised as follows: Computational Fluid Dynamics for Engineer-
ing Applications describes the issues involved with using CFD simulations as a basis of
software systems, Intelligent Systems: an overview broadly discusses the techniques
that will be used in this thesis, Issues in Integrating IS and CFD talks of the problems
that need to be overcome in using these technologies together and State of the Art
of Intelligent Systems in CFD systems provides a literature review of the relevant
research that has previously been undertaken in these fields.
6
2.2 Computational Fluid Dynamics for Engineering
Applications
The engineering of many feats is dependant upon the properties of fluids. The aero-
dynamics of vehicles, cooling systems and pumps design, the flow of air and blood in
the body, as well as combustive process are all broad examples of fluid based systems.
All such problems may be analysed by studying the properties of the fluids involved.
However to do this experimentally is difficult for a number of reasons:
• Detailed measurements may require expensive equipment or need to be taken
with values that create responses at extreme temperatures and pressures which
can destroy sensitive electronic measurement devices.
• Experiments take a long time to set up and it is hard to vary physical geometries,
like the circumference of tubes and the dimensions of inlets.
• Special apparatus is required to precisely set the desired properties of the fluids,
like the speed of the fluid.
• There is error associated with each measurement, thus potentially requiring
many attempts to obtain a representative result.
Thus, a computational approach is desirable in which the properties of fluids are
somehow simulated. Computational approaches are non-destructive and furthermore
do not require human intervention to physically set up and alter scenarios. Precision
in creating the initial state is guaranteed, as are accurate readings. Two problems
exist however: that the time to run the simulations can be large (although this can
be solved by utilising more computational resources) and a large degree of expertise
with the software is required to ensure that the model is correct and will accurately
model the physical system as desired.
To better understand the nature of fluids, the Navier-Stokes equations are applied.
In essence, these equations describe the conservation of mass, momentum and energy
within a volume of a single type of fluid, enabling the velocities in the volume to be
found.
7
The solutions to these equations are then generated by an iterative process, this is
known as “computational fluid dynamics”, or CFD. CFD relies on breaking down the
volume that is simulated into small but discrete cells; the entirety is known as a mesh.
Equations are then solved for each individual cell for each time instant. Incorporating
the time, if there are n physical dimensions, this then makes the solution to the
problem an n + 1 dimensional problem. For non-trivial problems this takes a lot of
computational time; in the order or hours, days or in extreme cases months.
For example, imagine the flow of air in a room with dimensions all of 2 metres.
With a mesh of 10 cm per side, 8000 cells are required. If the time increment is 0.1
seconds, then 4.8∗106 cells need to be evaluated. If it takes 0.001 seconds to evaluate
all the formulae within a single cell, then the total time to run the simulation is 4800
seconds or 80 minutes.
A coarse grid such as the one used may, however, give poor results since the
formulae are calculated for a large volume. This is particularly important in certain
areas such as close to the walls where the fluid will be interacting with the surface.
If, instead, a grid of 1 cm per side is used then 8,000,000 cells are required, making
the simulation instead require 4.8 ∗ 109 evaluations (an increase of 103 - a factor of
10 in each of the 3 dimensions) which would take 55.5 days to perform. Thus a
normal approach is to ensure the simulation works (albeit with poor results) at a
low resolution and, when issues involved in specifying the problem are resolved, then
increase the resolution. Furthermore the grid resolution is not normally the same in
all areas, for instance it may be finer around the walls and inlets and coarser in the
centre of the room.
Many applications exist to perform the CFD simulations. Generalised software
products exist which are able to model arbitrary situations, eg Fluent [4] and CFX
[1]. Others are custom applications that are specific to certain scenarios, eg FDS [3] is
used for simulating fires and the resultant gas flows, SPLASH [10] used for simulation
flows about sea-going vessels. Such simulators generally allow for arbitrary geometries
to be specified, as well as the initial conditions of the simulation like the speed of flows
at the boundaries.
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2.2.1 Importance of achieving fast response times
Since simulations take a considerable amount of time to execute, this means that the
output of a CFD simulation cannot be used in any system that requires fast response
times. For example, they cannot be used to give results in a user interface: a user
ought not wait more than 10 seconds for a result [72]. Furthermore it cannot be used
as the input to a optimisation algorithm: generally these require lots of evaluations:
using a CFD as an input effectively adds an enormous overhead to the problem being
solved, which means that the optimisation algorithm will take an order of magnitude
longer to run than a single simulation. There are various methods that can be used
to decrease the time a simulation takes, but none will allow a fundamentally complex
simulation to give results in a short period of time as needed by these two situations.
If results are required quickly, then there are two options: finding some other
means of obtaining the desired results without using CFD simulations or preprocessing
the data so that when it is required it can be given. Analytically solving the Navier-
Stokes equations would bypass the need for CFD. However, analytical solutions work
only for very simple situations; there is currently a million dollar prize that will
be awarded for “solving” the Navier-Stokes equations in 3 dimensions by the Clay
Mathematics Institute [39]. Thus numerical solutions must be used; hence some means
of running simulations first and then determining the results of the desired scenario
based on this previously achieved body of information is necessary. Furthermore, if
multiple simulations have been run in anticipation, then it is not necessary to run
the precise simulation that is required: instead it is possible to interpolate between
previous simulations’ data and to then give an estimation of the result.
The following question then can be asked: if many simulations are going to be run,
then with what parameters should these simulations be run? There needs to be some
way of determining which values the input parameters of the simulations should be
to give the most new information. Furthermore, if simulations are not all being run
at the same time, but one after another, then the information gained from previous
simulations should aid in the selection of subsequent simulation parameters. Also, if
many simulations are going to be run, then it is of more importance to spend time
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determining the optimal settings for the simulation (for example, the grid width),
as compared to a scenario where only a single simulation is being run. Determining
optimal settings itself takes a number of simulation runs, therefore any benefit gained
will only be observed after a number of runs. This must then be a further step that
occurs before actual simulations are run, and only when the potential increase in
speed warrants the extra time that the optimisation will take.
Thus to solve the problem of gaining quick answers, several new problems are
posed.
1. How is it possible to interpolate between various results?
2. Which simulations should be run and in what order?
3. What settings can be optimised for the simulation so that each simulation runs
in as little time as possible, while still giving sufficiently accurate results?
These questions will be discussed in detail to determine the relevant past research
that is pertinent to this discussion. The issues raised here will be discussed further,
drawing inspiration from previous work in this field, to determine what knowledge
exists to solve these new problems.
2.3 Intelligent Systems: an overview
Intelligent Systems are the culmination of the progress that has been made since the
birth of artificial intelligence (AI). Artificial intelligence’s birth coincided with that
of computing. Early researcher Alan Turing was both responsible for creating early
computers during WWII and the field of artificial intelligence. In 1952, he produced
the first chess program to play against humans. This, however, had to compute by
hand, since no computer was powerful enough to execute it [96]. Since then, many
fields have opened up in AI and a great number of technologies and algorithms have
been devised to facilitate their ends. Intelligent Systems (IS) attempt to use these
in action. The IEEE Journal of Intelligent Systems, defines them as “systems that
perceive, reason, learn, and act intelligently”.
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Some of the common needs required by IS are learning information, optimising
data sets and representing uncertainty. These are performed commonly by neural
networks (NN), evolutionary algorithms (EA) and fuzzy logic, respectively.
The theory of neural networks is based on the physical neurons that make up
brain tissue. Similar to their physical analogue, they are made up on many “neu-
rons” which are connected to many other neurons. Neurons may turn on and off
based on their inputs, which in turn changes the activation of other neurons in the
network. The amount of activation required is based on weights attached to each
input. These weights may be changed to alter the way these neurons work. Error
can then be determined between an input to the network and the desired output, and
using algorithms such as backwards propagation, the weights can be transformed in
such a way that they “learn” a set of inputs and outputs.
This can then be used to predict future behaviour of a system or as a classifier. For
example, given a dataset about a company’s current state of health (working capital,
total assets, earnings, etc) and their future health (whether the company failed or
not) one could create a neural network to predict whether a company was likely to
succeed [64]. Alternatively, given many forms of hand written digits or letters, a
neural network could be trained to classify these in the future [16].
Evolutionary algorithms are based upon the observed processes of evolution. This
is used to optimise a specific function by competing members against each other to
mimic the Darwinian “survival of the fittest”. In particular the genetic algorithm is
based on the biological analogue of mutation and sexual reproduction of DNA. Mul-
tiple individuals are used in a population, each of which has a series of bits (known as
the genotype), used to represent DNA. At each iteration, the fittest individuals (mea-
sured through calculating some function) are selected and the genotypes combined.
These are then mutated and a new population is formed.
This can be used to find good solutions to well described problems. For example,
in the case of a neural network, the problem is creating weights such that they ensure
that feeding a wide range of inputs creates the corresponding outputs with as little
error as possible. In this case, the weights of the neural network are the genotype
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and the evaluation function is the error produced in attempting to predict a data set
[104].
Finally, fuzzy logic is an extension of normal logic [107]. Normal (or boolean)
logic deals with true or false propositions, eg “The water is boiling”. Fuzzy logic
allows for propositions that have some, but not complete truth, eg “The water is
warm”. Boolean logic consists only of two values “1” for truth and “0” for falsity.
Fuzzy logic extends this by allowing intermediate values, eg “0.3”. With such values,
normal operators of boolean logic (AND, OR and NOT) can be extended to the fuzzy
domain: OR becomes the maximum of two logical values, AND becomes the minimum
of two logical values, NOT is 1 minus the logical value.
With fuzzy logic, uncertainty and partial truth can be expressed. It is commonly
used within other systems to allow them to be more generalised. For instance, the
simplest neural networks classify a set of boolean inputs to a boolean output. Fuzzy
logic allows this to be extended so that a fuzzy-neural network may be created which
can express that an input may be classified to an output to a certain degree [43].
2.4 Issues in Integrating Intelligent Systems and
Computational Fluid Dynamics
2.4.1 Interpolation
Interpolation in the field of intelligent systems is generally handled by neural networks.
These systems are capable of predicting output values given an input, having first been
presented a number of input/output pairs. To gather this data from CFD simulations
requires some analysis of the inputs required and the outputs generated.
A CFD simulation produces a great deal of data. This data needs to be condensed
down into a form that can be used in a predictive system through some means of
analysis. There are currently two ways of analysing this data. The first way is
the traditional means of visualising the data using graphs and figures of flows at
certain locations. By this method, one can look visually for trends and perhaps
derive equations to explain them. This method was utilised in [22] to optimise the
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design of a rotary blood pump. In [40] the values of each grid location for a particular
simulation is taught to a neural network. This is hard to generalise for multiple
solutions because of the resultant high dimensionality of the data and the difficulty
with generalising over different grids and simulation schemes. This method is also not
generally well automated so is not particularly relevant to a solution that is applicable
for our problem.
Another, more appropriate, way to analyse the data is to calculate specific pa-
rameters from the CFD’s output (eg the average heat over an area or the length of a
recirculation) and to use these values to characterise the CFD. Teaching parameters
that are calculated from the simulation, instead of raw data, is more useful, as the
parameters can be easily compared between simulations, even if the geometries and
grid patterns are different. Also, reducing the dimensionality into a smaller number
of derived parameters means that data from a CFD run is more quickly taught to a
neural network and the results are easier for humans to understand.
Thus to interpolate between the data gained from a simulation there needs to be
a definite set of inputs and outputs that uniquely describe it. These parameters take
a number of forms and ought to be categorised for the purpose of understanding the
nature of the relationship between inputs and outputs in CFD simulations.
Categorisation of inputs
The broadest categorisation breaks inputs into problem related properties and simu-
lation related properties. Problem related properties are constraints of the problem:
the shape of the volume in which fluids are moving, the properties of the fluid and
the initial velocities of the fluid. Simulation related properties are variables needed
to satisfy the simulation algorithms: the resolution of the grid, the constants used in
the calculations and even the choice of simulation method.
The problem based inputs can be further split into a number of different categories:
geometric parameters, boundary conditions and fluid parameters. It is these inputs
for which the prediction of results will be desired.
The geometric parameters have to do with the volume in which the simulation is
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taking place. Such values may be specified as a specific mesh, however more often
there are more general properties from which the mesh may be generated. For ex-
ample, in a simulation that is modelling flow through a regular cylindrical pipe, only
the pipe diameter and length need be specified and the geometry may be specified as
a parametric equation, eg G(l, w) = lcos(u)i+ lsin(u)j + wz with a regular mesh of
size l
n
, l
n
, w
n
. If however the simulation is, for example, the nasal passage of a specific
person, the mesh of which has been generated by tessellating the results of magnetic
resonance imaging (MRI) as in [50], such a concise manner of specification may not
be possible. However, in such a case, it is unlikely that a user would want to alter
the entire geometric domain. At most certain, sections may wish to be altered, in
the particular the opening of inlets. Such small things can be parameterised into a
complicated mesh by only changing the size of this opening.
Boundary conditions are the velocities profiles of the fluids at the inlet and outlet
locations. They are linked to the geometric parameters in that they must be specified
for a location in the volume defined by the geometric parameters. A fire in a room
could be seen to be a boundary condition in which the fire is an inlet, injecting hot
gas into a room [78].
The fluid parameters have to do with the specific values of the fluid that is being
simulated. These include the temperature, viscosity and density of the simulated
fluid. These are necessary to be set, and the response in the output of changing these
may be analysed. They differ from geometric parameters from a functional point of
view in that changing them is a relatively simple task. In comparison, when changing
geometric values the mesh may need to be recalculated. Note that in single phase
flow (only one type of fluid is used) these are one-dimensional values, when multiple
phases are being used (when multiple types of fluids are interacting with eachother,
eg bubbles in water) the number of values will need to be commensurate with the
amount of fluids being simulated.
Simulation parameters have to do with settings of the simulation that are not in
the problem domain, but rather are specific to the simulator. These are still necessary
to set, however it is unlikely that the values will need to be altered. With the exception
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of the grid resolution, these will need to be set by an expert who understands the
situations for which the simulations will be used and thus can be set correctly. For
example, there are different turbulence models such as large eddy simulation and the
k-epsilon technique that may be used depending upon the scenario.
The grid resolution however is dependant upon the values that are being simulated.
A simulation with very small velocity values may be adequately simulated with a
coarse grid. However, when the velocity values are increased and turbulence occurs,
more detail may be required.
Such a taxonomy does not appear to have been attempted in the literature. The
closest attempt is in [86] where the Shirayama divides parameters into design param-
eters, physical parameters and computational parameters. A less detailed analysis is
given by [67] which developed a taxonomy of input variables for simulations, although
this was not based on the functionality of the variables but rather the type of values
that are expected, eg discrete vs continuous. It is important to give this kind of spec-
ification as it gives an understanding of the relationships between the different factors
and the order in which they ought to be specified. For example, boundary conditions
cannot be specified until the grid is set, whereas fluid parameters and simulation
parameters are independent of both of them.
Input Specification
It is necessary to specify the problem related properties between which interpola-
tion should occur. Since every input is effectively another dimension to the problem,
the time to simulate enough data will become exponentially longer with each addi-
tional variable. Thus the number of inputs to use ought to be proportional to the
amount of time desired to spend creating the interpolation system. This input screen-
ing process is commonly used in response surface methodology, eg [55], [106]. Each
input will also need a domain over which it is to be interpolated. Doing so constrains
the search space into a well defined area. Furthermore it would be expected that a
well constrained space would require less simulations to effectively approximate it.
Output Selection
Next, consider the output of the simulation. Generally this is a set of values for
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each cell in the grid encompassing the velocity of the fluid, as well as its pressure
and perhaps temperature. These values by themselves are not necessarily useful to
compare between specific simulations. It may be the case that the grid size changes
between simulations and there is no direct comparison between the output of any
two arbitrary simulations, since values are only given for certain specific points. For
example, it is easy to compare a simulations of grid sizes 1 and 2 units, by omitting
every second value of the more refined grid, but it is difficult to directly compare the
values of cells when the grid size has no common factor, such as grids of 7 and 11
units. Of course, this may be done by interpolating, but this introduces further error.
Another thing that may occur is that the actual physical geometry of the simu-
lation is varied. In this case it may be impossible to compare the values in a certain
region, since they may not exist from one simulation to another. Furthermore, tur-
bulent fluid patterns may render the changes between simulations chaotic and thus
impossible to interpolate between. All these factors are notwithstanding the principal
pragmatic problem that interpolating what may be millions of values is a computa-
tionally expensive task that will not enable rapid response times. Instead some kind
of post-processing will be required to take place on the actual numerical results of
the simulation. This ought to condense the thousands or millions of results into a few
specific “key indicators” that describe the most important information in the simula-
tion. A simulation about fires might talk about an average temperature, a simulation
about flow in a cylinder might talk about a velocity profile at a certain position.
Calculating values to represent a simulation is a common technique in computa-
tional fluid dynamics. One CFD benchmark is the backwards facing step problem
(Figure 2.1). In this scenario a common output parameter is the length of the recir-
culation that occurs after the channel width increases. This is easy to determine, by
finding the grid location where the horizontal component of the velocity is negative
to the left, and positive to the right.
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Figure 2.1: Backwards Facing Step
2.4.2 Selection of simulations
To interpolate between simulations, the parameters of the simulations first need to be
chosen. When selecting parameters it is desired that each set of parameters creates
a simulation run which improves the interpolation routine by the largest amount. In
this context the input/output pairs can be called information. With each datum of
information presented, the interpolation algorithm will improve (this assumes that
the interpolation routine will work better the more information it has to interpolate
from). This improvement is termed in this thesis “information gain”. The simulation
that improves it the most then, will cause the largest amount of information gain.
A simple way of testing the information gain would be to observe how the system
predicts a value with the input parameters simulation before it has learned them and
comparing this to the actual output of the simulation. If the difference is large then a
large degree of information would have been gained by incorporating that value into
the system. If the difference is small then the system already adequately interpolated
this value and the information gained is small.
Thus the information gain for any particular simulation cannot be determined until
after it is run. Therefore it may appear to be quite a problem to determine which
simulation should be run next. Choosing sets of variables in a way to give the most
intelligence is generally known as sampling and is a mainstay of experimental design
(this is discussed in detail later). Such sampling procedures, however, are designed
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to work with no information at all in regards to the sampled set [33]. This allows
all samples to be taken independently and in parallel. It also allows the researcher
to know exactly how many samples are required before any data is collected. It will
not however make any guarantees about the ability to interpolate between the data
as they do not expect complex non-linear relationships between variables.
In the case of simulating fluids, lots of computational resources are used. Even
on a distributed system that allows many processors per job, it may be that several
processors are used for each simulation. Thus it may be the case that the simulations
will not all run in parallel. This then means that the results of previous work can
be used as a knowledge base to predict which simulations will give rise to the most
information gain.
2.4.3 Minimising simulation run times
If a number of simulations need to be run to train an interpolation module and each
simulation may take a significant amount of time to run, then it will be of benefit
if each simulation can be set with parameters that make it run for as little time
as possible. To stop a simulation in the shortest time two actions may be taken:
firstly, stop the simulation after less iterations and secondly, take less time to run
each iteration.
Stopping earlier
Stopping a simulation early is not a trivial task since it requires information provided
about the simulation. A simulation will generally give speed, pressure and temper-
ature values for each cell. A simulation can be terminated when it has reached a
steady state, that is, the difference between iterations is minimal. However in tur-
bulent situations a steady state may not arise. Furthermore what may be of interest
is not any output that arises from a single event, but the period between certain
patterns appearing. Perhaps in other cases merely a certain time interval is desired
to be allowed to pass and then various observations wish to be made.
It is apparent then that this may need to be specified in a case by case basis to
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allow the user to specify what the end case is. Thus the system must allow data to be
accessed every iteration or some number of iterations such that the end case may be
detected. Some simple steady state detection functionality also ought to be provided.
Taking less time to run each iteration
Given that a number of similar simulations are going to be run, it can be assumed that
similar grid resolutions would be desired to be run for each simulation. Thus it will
be helpful to find out what the optimal grid resolution is so that the time to calculate
each iteration is minimised, yet the performance of the simulation is not significantly
diminished. Currently, it is common for CFD researchers to do this manually. This
is called finding grid independence and it is performed in most CFD research and is
offered in many commercial software systems. A system that automatedly runs CFD
simulations should automatedly perform this function.
Taking this a step further, another question can be asked: Is it possible that signif-
icant information can be gained from simulations with suboptimal grid resolutions?
That is, even though the results are not correct, can the simulation be run to an
extent that interesting regions can be found in relatively small periods of time whose
results can be qualitatively measured?
2.4.4 Usage of generated data
With simulations somehow generated to create data which allows for interpolation,
this information then needs to be used somehow. There are two ways in which the
data may be used.
The first is direct interrogation by 3rd party applications. This would entail being
either specifically created to somehow utilise this data or being grafted on to some
existing system. The later case could, for example, involve some kind of computer
aided design (CAD) package which allows for designers to manipulate geometries and
receive instantaneous feedback on the how certain fluids would react: this fluid data
could be anything from the drag on an airfoil to the heat caused when a fire is lit
in a room. Software like AutoCAD has been developed with a plugin architecture,
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known as ObjectARX, which allows for programs to use and extend the AutoCAD
application [6].
The second is a specific graphing tool which explicitly generates images which
represent the output of the interpolator. Such a tool could be used to view results
from the current simulations run during the training phase, allow manipulation of
values in real time and provide a graphical means by which optimisation algorithms
may be run.
2.5 State of the Art of Intelligent Systems in CFD
systems
2.5.1 Selection of simulations
The input parameters of a simulation need to be chosen so that the NN has some
intelligence to base its predictions upon. The parameters with which simulations are
run are thus of vital importance. They must cover all relevant points, however the
amount of simulations must be minimised to reduce the time taken. Also the amount
of simulations required in terms of parameters will scale exponentially; thus some
method must be used in order to provide the greatest utility of each sample. In order
to do this, the experiments that are run need to be designed. There is an entire field
that relates to experimental design as it is very important to the scientific method.
Experimental design and parameter selection have a great deal in common but
differ in one major aspect. In experimental design, a hypothesis exists which is to
be accepted or rejected. Thus the experiments are designed with a limited amount
of outcomes, for instance, a series of experiments may be designed to show that
a certain layout of pipe, under a range of situations, prevents a certain fluid from
boiling. The test will then involve measuring the state of the fluid at a number of
positions, a number of times, with a number of different values. It can then be said
whether the hypothesis is true or not with a calculateable degree of certainty using
statistical methods such as analysis of variance. However, when selecting parameters
to teach an interpolation algorithm, experiments are not selected to show the validity
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of a hypothesis: merely the set of inputs which most radically changes the outputs is
required. The issues involved with parameter study are given by [86] as follows:
1. Search techniques for using existing computational results (data) directly,
2. Methods for utilising knowledge from individual skilled persons and utilising
the skilled persons themselves (human resources),
Formulating implicit knowledge, Extracting mathematically unknown rules,
Gathering knowledge for machine processing,
3. Use of historical information,
4. Methodologies and systems for realizing (1) to (3).
The proposed system will need to deal with these problems.
Davis categorises experiment designs into 3 types: sequential, non-sequential and
block sequential [33]. Sequential experiments are defined as being formulated with
parameters updated with prior knowledge based on previous experiments. Non-
sequential experiments are such that that the parameters for each experiment have all
been defined prior to any experiments being performed. Block-sequential is a mixture
of the two, where a group of experiments is defined and performed, then subsequent
groups are defined based on the knowledge already ascertained.
Sequential experiments therefore make sense when only one experiment is able to
be run at any given time due to resource constraints or cost, eg when using a wind
tunnel or an extremely long computer program. Non-sequential experiments would
most commonly be used when there is little constraint on the amount of resources
that can be used to perform experiments and thus a full set of experiments which
vary every parameter can be run exhaustively, eg varying the initial germination
conditions of a large amount of plant seeds or running a quick computer program.
Block-sequential experiments make sense to be used when the amount of resources
is sufficient for a number of experiments to be run, but that number is less than an
exhaustive amount.
Sequential designs are also known as online methods, non-sequential designs are
also known as oﬄine methods. Most experimental design is of the non-sequential
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Figure 2.2: Central Composite Design
variety. Some examples that have been used in simulation are now examined to show
the issues that arise from the different types of parameter selection.
Non-adaptive or oﬄine methods are often taken from statistics. Principles of
Design of Experiments are employed such as Factorial samples [103], where multiple
levels of each input are tried in different combinations. Factorial samples can be
extended to central composite designs, in which centre points are also included (as
in Figure 2.2). These are often used in response surface methodology [20], which was
published in 1951. This old method uses quadratic and cubic functions to approximate
the output of simulations which can then be used for optimisation. Other methods
include Latin Hypercubes (such as in [83]), whereby samples are chosen throughout
the sample space whereby each value in each sample is unique. One further method,
mentioned in [52] is Orthogonal Arrays. In this method a set of samples are chosen,
such that given any two samples, the values of each variable appear only once.
Latin cubes and orthogonal arrays are of more importance in higher dimensional
problems, although creating them can be an issue. Orthogonal Arrays are generally
listed, having been hand crafted by mathematicians and thus experiments are made
to satisfy the available arrays, instead of specifying the amount of values that you
want and computing an array to satisfy this requirement.
Some examples of non-sequential parameter selection are now examined. Yi [106]
attempted to simulate the effects of varying different parameters of a CPU design.
Desiring to initially simulate 38 parameters, due to time constraints this number was
limited to 10. Each variable was limited to 2 values and thus 210 simulations were run.
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Such a way of varying simulation parameters is acceptable when wishing to observe
the effect of variables upon an output, however there are a number of problems with
this approach: nonlinearities cannot be observered since only 2 values are used for
each variable, nor does such an approach allow for an indefinite amount of simulations
to be used until some condition is attained.
In [31], the authors, instead of using fully factorial design to select parameters to
simulate, used fractional experimental design to select experiments to perform. In
particular, Taguchi’s orthogonal arrays [93] are used to select an experimental design.
This determined which parameters had the most influence. The two most influential
parameters then used to generate a response surface using the adaptive diffuse element
technique in [32] and then optimise a motor.
Online methods are a more “Intelligent” method to use, since they evaluate the
worth of subsequent samples based on previous ones. [59] uses a novel adaptive model
originally used to adapt a CFD mesh [58]. This is used in areas where the gradient
is greatest to subdivide the currently used samples into a more detailed grid in the
relevant area. More methods are mentioned in [52] although there have been few
attempts to apply these to CFD.
The field of machine learning has seen many advances in this technology in recent
times. These can be largely divided into two camps, both of which decide from a
number of values which is the best, known as pooling. The first, is the “query by
committee” method [85], in which a number of classifiers are created and the point
at which there is maximal disagreement about the outcome is chosen as the next
point. This has been improved by using bagging and boosting to increase the points
in the committee [12]. The second [30] involves performing an analysis on the variance
of the results and then selecting the best value from a pool. All of these methods
generally require a random base to start from. In an analysis of these approaches [80]
found that the latter approach to be superior. However these methods have not been
designed with truly minimal sample use in mind. They inherently use random means
to select values and have no means of ensuring extreme values are chosen.
It is apparent that much more research needs to be performed in this field so as
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to increase the utility of the computing resources available to such systems.
2.5.2 Interpolation
.
The basic idea of neural networks dates back to the McCulloch-Pitts neurons in
the early 1940s [71], although the perceptron, which is regarded today as the de
facto standard was not developed until the late 50s [79]. The perceptron is a linear
classifier, which can distinguish between any two datasets, provided a hyperplane can
separate them. Otherwise multiple layers of perceptrons (MLP) are used where each
layer combines the input from previous layers into non-linear regions. However the
situations arising in this research, is not the desire to be using NNs as classifiers sorting
an input into a finite number of definite categories. Instead the purpose is to associate
an input with a response value and then to interpolate between the results. This is
done with perceptrons by changing the output function from a unit step function,
which is non-continuous, to a continuous function like the sigmoid.
Of particular use for this system would be a neural network that takes a minimal
amount of time to incorporate new information as it is received. This would mean
that less time is taken deciding with which parameters a simulation should be run
so more time is spent running simulations. Normal multiple layer perceptron based
neural networks, can take some time to learn a dataset as they require an iterative
procedure (the backward propagation algorithm) to learn the data [69]. Instead we
will attempt to focus on kernel based neural networks, which are a newer development
in the field.
The advantage of such networks is that they have a learning time that is linear with
the number of inputs, [89]. This can lead to learning times drastically shorter than
the iterative procedure required by the backward propagation algorithm. A modern
variant of such a kernel based neural network is a fusion of the General Regression
Neural Network [90] and the Fuzzy ART [25] [26], known as the GRNNFA [65]. The
Fuzzy ART is an extension of the Adaptive Resonance Theory-2 neural network [27]
which accepts fuzzy, instead of boolean values. The ART is a unsupervised classifier
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that is used to cluster input/output value pairs, compressing into a smaller set of
“nodes”. This compression is based on a parameter so the more values may be used
to make up a node, decreasing its accuracy, or less values may be used, decreasing the
generality. With inputs compressed, they are then used as the inputs for a GRNN. A
GRNN is a neural network that computes
Ŷ (X) =
∑n
i=1 Y
iexp(
−D2i
2σ2 )∑n
i=1 exp(
−D2
i
2σ2 )
(2.1)
where
D2i = (X −X i)T (X −X i) (2.2)
This is equivalent to determining how close an input is to node i, giving this
distance, Di, as the input of a normal curve to calculate Ni, and then computing
YiNi
Ni
for each node. It generally makes each piece of training data a node, but in the
GRNNFA, these inputs are first compressed using a Fuzzy ART. One problem then
remains, that of computing σ or the node width for each node in the GRNN. This
is calculated using the k-nearest neighbours (kNN) algorithm to estimate the width
and then further optimised using the gradient descent method.
This method of calculating the node width does take some time to compute how-
ever. It should be possible to speed this up using some heuristic method, for instance
the genetic algorithm. Training neural networks with evolutionary processes is often
a good way of training weights in a complex environment [98]. Multiple layer per-
ceptrons (MLP) have been shown to work well with GAs when the network becomes
large [84].
NN have often been used with CFD simulations in the past eg, [40] in which
the actual flow patterns are taught to a NN, and [66] which predicts a non-linear
value arising from fire simulations. Zhang [108] used a MLP with outputs for each
cell to predict the precise flow of a fluid over a rectangular prism. Rai [70] used
MLP as a function evaluator, taught by CFD runs to aid in optimising the design of
turbomachinery airfoils. This work uses the NN to learn n+1 equidistant results, that
is n+ 1 results on a hypersphere (for example for 2 dimensions, 3 results forming an
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equilateral triangle on a circle would be necessary), and determines if the optimum is
inside or outside the hypersphere. If it is outside, then the CFD simulations are again
run. This approach, however, is geared more for the express purpose of optimisation
and does not attempt to evaluate a function for an entire region.
The paper by Bitsuamlak et al [17] is a common usage of NNs: results are gathered
from CFD runs (without specifying in detail in what manner the results are gained)
and these are taught to a NN. The advantage is cited that a great deal of information
is condensed into the NN structure which can then be used to estimate values. Having
been tested against good results, this can be distributed among experts and be used
in lieu of actual experiments.
For interpolation a number of other methods exist. Response surface methodology
[20] has been used in a number of scenarios to do this previously, as they require only
a few data points, eg from a fully factorial or fractional factorial experimental design
[74]. However it has been superceded in its use by neural networks [56], in terms of
accuracy and necessary training experiments.
2.5.3 Minimising CFD run times
.
To save time when running CFD simulations most research has been performed on
optimising the grid resolution of the simulation. A good example is in [99] which de-
scribes EZGrid, a rule based expert system that aids in putting grids around aerofoils,
for use in CFD simulation. This uses knowledge based procedures to determine the
most appropriate mesh for a given geometry. Also Chila et al [28], uses an adaptive
system to iteratively refine an unstructured grid for particular scenarios.
Compare this with the way grid independence is commonly found when using
CFD simulations. For instance, [18] uses a number of simulations to determine the
optimum grid size for a simulation of a fire in a 2 story house. The grid sizes were all
determined by hand and certain results of the simulation are then manually compared
to observe how much change there is between different grid sizes. This is clearly not
an acceptable method for an automated system.
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Cases Grid Sizes (m) Maximum Temperature(◦C) Run time(h)
δx δy δz
1 0.2 0.2 0.2 1480 17.3
2 0.4 0.4 0.4 542 1.3
3 0.5 0.5 0.5 309 0.23
4 0.4 0.4 0.2 1118 2.61
5 0.4 0.6 0.2 647 1.49
6 0.4 0.5 0.2 1090 1.88
Table 2.1: Bounagui’s grid analysis parameters
Bounagui [19] also uses 6 simulations of the same scenario with differing grid sizes
to determine the optimum resolution. This was calculated by choosing a fine grid,
then determining which of the x-y-z dimensions had the most impact and focusing on
optimising this dimension. There does not appear to be a great deal of methodicalness
in the way it was performed, with grid values and the corresponding values as shown
in Table 2.1
A summary paper on the subject of grid generation is provided in [34]. In this,
categories of grids and the methods by which grids may be created are discussed.
It is obvious from this paper, and also Teng’s overview [94] that there is no single
accepted framework for grid generation. Furthermore it is beyond the scope of this
research to implement many kinds and then determine which is best: to do this is
dependent upon the simulator being used and thus is not always generalisable. Thus
to allow this to be implemented some means by which experts can write their own
code dependent upon their simulation and circumstances will be most useful.
2.5.4 Displaying CFD output and Expert Systems
Expert systems have been used in the past to try and ease the usage of CFD for
normal users, by helping users decide on decisions that they need to make when
running CFD simulations. In [51] a generalised system was designed to remove the
need for users to create data files for CFD simulations. This was based on research
used to make a knowledge based front end as in [35] and [45]. The system used an
expert system to derive the information needed for their generation. This removed a
great deal of work to understand the complex formats that CFD simulations generally
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need as input, which allowed beginning users to focus more on the actual simulations
at hand. In [29] CFD simulations input files are similarly generated. Hartle et al [46]
also created a data file checker used to parse input files for CFD simulations which was
incorporated into a expert system. [11] uses a system that takes a number of inputs
and then can execute simulations in a number of different CFD systems, meaning
users do not need to be familiar with the input formats of different programs. These
papers all show that one of the largest barriers of entry to CFD usage is ensuring
the system is started with a valid configuration. A good system therefore should
abstract this process away so that it occurs through a standard process, thus using
an expert’s knowledge to convert from an arcane system of technical parameters to
an open system of parameters that is limited to those that are likely to interest the
user.
In contrast, Knight et al [62] used an expert system, FLOWES, to help create
appropriate system parameters, eg varying the resolution of the grid to improve the
speed and accuracy of a CFD. Knight et al extends this research further [76] to
help naive users design appropriate geometries, by using a Case-Based Reasoning
(CBR) component. This attempted to formulate a way in which expertise could be
incorporated at all stages of the modelling cycle. Their work reduced the time to set
up and model a problem substantially. These same authors applied their work to the
specific problem of fire modelling, which used CBR to help fire safety engineers design
spatial layouts which were then simulated [63], [38]. EZGrid [99], mentioned above,
is another example of use of an expert system with CFD simulations. These works
are a “second phase” of expert systems, which is complementary to the first of one
of deciphering input files. This is more difficult as it means that detailed insight into
how the CFD works is needed.
On the other hand, in [101], Wesley et al proposed a system to help an expert
running a CFD simulation. It monitors the simulation and automatically changes
variables such as the time step meaning that this is not necessary to be controlled by
an operator. Similarly [100] is a system by the same authors which goes further by
using information gleaned from previous runs to determine the risk of a simulation
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not converging to a result.
[86] proposes a system in which the simulation parameters for an advection equa-
tion used in the computation of a CFD are analysed and optimised using genetic
algorithms. These are then recommended to the user for later use. This technique
requires pre-processing and uses multiple simulations running in parallel across a
number of processors. These systems are designed to allow non-expert users to run
a software package with which they do not have enough knowledge or experience.
However they are only geared to only help with a single run, not building up a body
of information.
These systems are all intended to be “over the shoulder” helpers, guiding a user
in producing good results, however they do not abstract away the actual CFD en-
tirely. Doing away with the CFD is necessary for non-engineering specialists, such as
architects or designers who are not concerned with the elicitation of results, only the
use thereof.
Commercial systems now incorporate this technology. CD-Adapco [2], Near [5]
and Fluent [4] (see Figure 2.3) all have expert systems built in to their CFD systems
to help non-expert users quickly obtain results without having to learn the system
well and know a great deal about expert systems. There are a number of tasks that
are able to be performed such as helping in the choosing of appropriate numerical
parameters, defining boundary flow conditions and defining the mesh and geometry.
These Expert Systems deal mostly with helping users run CFD simulations and
are not generally concerned with the output they produce. A well presented output is
useful in convincing the user of the validity of the results [42]. Explanatory systems
which justify the reasoning process they go through and which explain the knowledge
they contain enhance the user’s perception of a system and also how well they learn
information from it [41].
Since CFD simulations are complicated to describe, effective user interaction to
explain and display the results ought to be required. When doing this, the essential
information that needs to be communicated to the system includes the input param-
eters of interest and the range over which simulations should be run. The user then
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Figure 2.3: Fluent’s Expert System Interface
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needs to specify what is desired of the intelligent system that has been developed. A
popular task is to optimise a particular value or a number of values within the CFD.
Another common task is to examine the results visually in terms of the inputs.
In most papers (eg [40], [44]), data presentation takes the form of various graphs,
but these are generally not produced by the system itself, so much as in case specific
post processing by researchers. That is the systems are not in anyway interactive
with the users.
However some work is starting to be done on this interactivity, for example [49],
which shows the utility of expert systems coupled with CFD results. In this work,
an expert system based on interpolating between thousands of CFD simulations was
used in a military context to give commanders in the field estimates of the impact
of blasts on structures that could be designed using CAD software. The convergence
of these fields, along with miniaturisation and ubiquitous computing give rise to the
possibility of novel uses of this technology so a framework which standardises the
entire process will be of much use to connect the people who create CFD simulations
to those who need to use their results.
2.5.5 Optimisation of CFD data
Optimisation in regard to CFD simulations is often performed with genetic algorithms,
and these will be focused on here. Generally a GA would be good enough to optimise
some response from a CFD simulation, however, there is the obvious problem that it
would require too many evaluations of the fitness function they attempt to minimise or
maximise. Since there is not much that can be done about minimising the evaluations
that a GA needs, unless a parameter of the GA is altered (eg the population size),
instead it is necessary to make these evaluations take a shorter time. In such cases
fitness approximation is generally used [53]. Fitness approximation involves creating
a layer of abstraction which then models the expected output of the CFD simulations
and is referred to as a metamodel.
It should be noted that even where metamodels are used, this is not necessarily
enough to guarantee good optimisation. The problem arises when the error of the
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metamodel gives rise to false optima. In this case two techniques are generally used:
a certain amount of individuals are allowed to evaluate their fitness, either through
allowing every individual to do this once every given number of generations [37], or
only allowing the most promising individuals in each generation to evaluate their
fitness [97]. Another way is to cluster the individuals and evaluate one’s fitness while
approximating others in the cluster based on their proximity to this one, [54].
Multiobjective optimisation has also been attempted upon CFD data [75]. In this
paper 72 design variables are optimised among 4 variables. In all 766 simulations
with varying values were conducted and the resulting multi-dimensional pareto front
was displayed using a Kohonen map.
It should be noted that GAs are not the only way to optimise CFD simulations. In
[70], Neural Networks (NN) are used with polynomial fitting to predict the output of
n+1 equidistant results (ie n+1 results on a hypersphere: eg for 2 dimensions, 3 results
forming an equilateral triangle on a circle would be necessary) and determining if the
optimum is inside or on the boundary of the hypersphere. If it is on the boundary,
then the CFD model is again run with the samples now centred around the optimum.
In the context of the current problem, however, optimisation is not the main focus,
but rather a potential use, along with user interaction and use by 3rd party systems
that require quick CFD data. Thus to develop specifically for this purpose is not
necessary. However it should be noted what these optimisation systems require (eg as
mentioned in [37] [97] and [54] above): is being able to calculate further simulations
with arbitrary parameters. So long as it can use the metamodel for estimation and
perform these further simulations, robust optimisation should be achieved.
2.5.6 Parameterless Evolutionary Computation
The system described in this thesis will require optimisation to occur at multiple
occasions. Since this system is to be automated to the greatest extent possible, the
decisions about the parameters of the optimiser should not be presented to the user.
Thus a parameterless system is desired.
Evolutionary Computation is an effective means of optimising large multi-dimensional
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problems. However its nature makes it unwieldy for the uninitiated to apply easily,
because of the large amount of choices necessary to properly set it up. It is thus
non-trivial to completely automate. There is a large diversity of algorithms to choose
between (for example, the Real Valued Genetic Algorithm [102], Differential Evolution
[92] and Particle Swarm Optimisation [61]) and each algorithm requires the appropri-
ate parameters to be well selected to ensure speedy completion of the algorithm [57].
Furthermore, there is a choice of selection algorithms, and the parameters that apply
to these [73]. Finally the actual size of the population must be selected. Users run
into more difficulties if they wish to run the application in parallel across many com-
puters since, although the algorithm is well adapted to parallel computation, again
there are many techniques and topologies that may be applied.
In attempting to construct a good general purpose evolutionary computation sys-
tem, the basic paradigm should be to remove choice from the person or system using
it and give it to the evolutionary algorithm itself, while ensuring that the system
makes minimal assumptions about how it would be used.
Automatic parameter control is not merely an aid to the novice user, but is more
in spirit with the dynamic nature of evolutionary algorithms [36], especially if that
control is dynamic rather than static. Classifications of dynamic parameter control
are presented in [48] and [87]. There are three dimensions that they can be clas-
sified under: the parameters which are being adapted, the scope of the adaptation
and the basis for change. Three bases for change are Deterministic, Adaptive and
Self-Adaptive [48]. The first two use specific formulae and therefore either make as-
sumptions about the problem at hand, for example at what rate parameters should
change, or are specific to a single parameter and do not take into account complex in-
teraction between them. Self-Adaptive parameter control however needs no research
of formulas and can take into account the differing nature of problems. Also any
amount of parameters can be tuned by it.
The problem then lies in deciding which parameters will be tuned. There is a long
history of dynamic mutation rates [14],[95] and selecting optimal crossover forms [88].
However less work has been performed in a more general sense, for instance, which
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algorithm to use, how much and when to use it, and with which values. For example,
the Genetic Algorithm with a high mutation rate may be good to use to find a rough
solution and Differential Evolution [92] with small step sizes may be better suited to
obtain an optimal result.
It is necessary for this system then to incorporate an optimisation system whose
first and foremost goal is to remove choice from the user and instead allow them
to concentrate on their own system, that is to leave the optimiser as a black box.
The system will need a minimal interface which only contains the means necessary
to define individuals and to issue commands to optimise them. When the system is
running, the only parameters necessary to be accepted will be to constrain the search
time, by specifying the fitness required and the amount of time to search.
2.5.7 Automated simulation systems
Automated simulation systems are in use to some degree, but the main purpose of
these systems is only for optimisation, not making a general response surface.
An automated method for optimisation using response surface methodology (RSM)
is described in [74]. This goes through the several necessary steps to create a first or-
der model, prove its adequacy, extend this to a second order model, prove this model’s
adequacy and then perform some analysis to find a optimum. This is a model that is
solely aimed at determining the optimum value within a certain domain not to aid in
the understanding of the response.
Simulation-Automate is an open source tool written by Wim Vanderbauwhede
[9]. It is a simulation harness that abstracts the inputs and outputs of text file driven
simulators which can run a set of simulations with a number of varying inputs, collate
the outputs and then perform some elementary statistics (mean, standard deviation,
etc) and graphs the results using gnuplot. This is meant to be a useful tool for experts
so that many simulations do not need to be run manually, as opposed to a system
that attempts to extract intelligence out of the simulations and present this to people
who would use these results in some particular application.
Automation of simulations has been used in other papers already mentioned above
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as an expert system [86], in the context of simulation selection [106] and in optimi-
sation [70]. However these systems are isolated in their objectives and have not been
tied together to encompass all of these parts. This is thus a field that is deserving of
much more attention and will be targeted in this work.
2.6 Summary
This chapter has described the problem of obtaining fast responses from CFD sim-
ulations in detail. An overview of the main fields of intelligent systems is provided.
Methods of solving this problem using intelligent systems are then discussed. The
ways in which IS and CFD simulations have been integrated together in the past
are analysed. It has been observed that while this is still a developing field and nu-
merous technologies abound, they have not been united in a single all-encompassing
system which will guide users from the start of the specification process, through the
automatic acquisition of knowledge phase and then deliver this information to users.
Based upon this analysis, the necessary functionality of a system that accomplishes
this goal will now be presented.
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Chapter 3
Framework and Novel
Methodologies
3.1 Introduction
The goal of the research presented in this thesis is to demonstrate a system which
can solve the problem of achieving timely feedback from CFD simulations. Through
analysing the nature of this problem in detail it has been determined that certain
specific problems have arisen. To solve these problems, there are a series of both
functional and non-functional requirements that will need to be addressed. These
will be presented and discussed in this section. Furthermore, some time is taken to
identify the major components that will be required to be implemented in this work
and how they will function together. Such a system has specific requirements in terms
of optimisation algorithms, learning abilities and parameter generation. Weaknesses
in the existing domain of knowedge have been described in the previous chapter for
each of these tools. To summarise, optimisation algorithms have been shown to be
deficient in terms of parameterless operation. Learning systems have been demon-
strated to have weaknesses in terms of learning speed, accuracy and user interaction.
Parameter generation methods that can adaptively choose new selections of parame-
ters with many variables tend not to take into account the the time required to run
36
each experiment. Methods are also described in this chapter which address these
weaknesses.
This chapter is organised follows: Requirements for an Intelligent Systems aid to
Computational Fluid Dynamics simulations specifies the functionality of the system,
Proposed Solution gives an overview of the components of a system that accomplishes
these goals and Novel Technologies Used proposes new methodologies that are used
as intrinsic components of this system.
3.2 Requirements for an Intelligent Systems aid to
Computational Fluid Dynamics simulations
3.2.1 Functional Requirements
The following functional requirements must be implemented for a system to perform
this task:
* Select the parameters of the simulations which will give the most information
* Manage the running of the simulations
* Extract data from these simulations
* Teach results to a predictive/interpolative system
* Determine when enough learning has taken place
* Present the data to users
All but the last of these capabilities are necessarily features of the learning sub-
system, the last can be developed independently as a stand alone system.
Parameter Selection
Two types of parameters need to be set, the problem parameters and the compu-
tational parameters. It should be ensured that geometric parameters are set before
computational parameters are set. This will ensure that the grid width, a computa-
tional parameter, will be appropriate for the geometry.
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Manage the running of the simulations
Simulations will need to be started and monitored so that they can be halted when
the solution converges. This needs to be performed entirely in a separate module
that can either be executed in the main thread running the program (if only one
processor is used) as a thread (if the environment is a multi-processor environment)
or in a separate process (if running in a distributed environment). The module will
need to allow experts to override functions create input files and execute the program,
determine how often the system should be checked and determine from the output of
the system whether it has converged and thus send the program a signal to halt it.
Extract data from these simulations
With the simulation run, data needs to be extracted. An expert created function will
need to parse the specific output from the simulation and take parameters that will
be useful for the simulation. This function may call other 3rd party applications that
the expert normally uses to do this task, thus meaning that all they need to do is
call this and format the results. This data should be saved by the system to a file
for later so that if the same simulation is run again, it can be determined that the
result already exists and an option should be given to use this data so that time is
not wasted re-running the simulation.
Teach results to a predictive/interpolative system
A learning system will need to be utilised that can learn this data. Since training
a interpolator merely requires taking an input/output pair this can be made as a
general interface and thus multiple implementations can be used. This will be useful
for testing and comparing the abilities of different neural networks.
Determine when enough learning has taken place
This will be calculated after a simulation has been run and before the interpolative
system has been trained with the output. The output of the simulation will be
compared with the predicted output of the interpolative system and when a certain
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error threshold is reached for a certain number of runs the learning phase can be
halted.
Present the data to users
A visualisation tool will need to be created that can show the outputs of the interpola-
tive system. Since there potentially may be many inputs and outputs, a method needs
to be devised to show these predictions. This system should also allow parameters to
be selected or constrained to arbitrary values and then optimised.
3.2.2 Non-Functional Requirements
In addition to the above functional requirements it must have the following non-
functional requirements:
* Be easily extensible
* Run on distributed systems
Easily extensible
Since this may be used by multiple frameworks, it is imperative that each framework
can change the code to analyse specific CFD simulations. Furthermore it may be that
the same CFD data may be analysed in different ways. Thus fine grained access to
change the functionality is needed. One way of doing this is using the “Plugin” design
pattern .
Distributed Systems
Since the system will be running many CFD simulations, which normally make use
of large amounts of computing resources, it is important to make sure that it works
with their normal platforms. Management of large computing systems is not normally
performed manually, but rather using software known as “job schedulers”. These
look after the requesting, queueing and allocation of programs to run on multiple
processors. This system will need to be compatible with such software. It will need
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to ensure that it does not “hog” all the available resources, thus preventing other
people from using it, yet also ensure that it is not underutilised.
3.3 Proposed Solution
3.3.1 Paradigms
Based on the information gleaned from the previous chapters, a proposal is now made
for a generalised framework that can quickly emulate producing fast responses from
CFD simulations. The framework needs to be built with a number of paradigms
in mind in order to satisfy the project goals. These non-functional requirements as
described in the previous chapter will be analysed and described in more detail here.
The framework will be extensible. This will enable it to be customised so that it
can be used with any CFD application. For instance, it may be further generalised
so that it covers all kinds of simulations as opposed to merely CFD simulations.
Furthermore, it should be configurable. Within the same scenario, the user should
be capable of easily modifying which available inputs and outputs are to be learned
and the parameters related to the application.
The framework will be capable of use in many operating environments. It should
not be dependent upon the operating system or processing environment (whether
simulations will need to take place in a parallel or serial environment). In addition,
its output should be capable of being used in many ways: it should be scriptable
so that the outputs may be used from any application, as well as being interfaced
directly with some application programmer’s interface (API) so that speed dependent
scenarios can request many results rapidly.
Finally the framework must be modular. Each task that it is to perform should be
implemented so that it may perform independently of every other task. For example,
running a simulation should not be dependent on the parameter selection routine or
the training routine. In this way the specific parts of the framework may be used
by other systems without having to deal with the overhead of running every other
component. It also means that in the future if alternative methods are discovered,
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then these new techniques may replace the current ones. Similarly it allows this
system to be a development environment for new subsystems since the need to create
the others is avoided.
3.3.2 The Framework
As summarised in the previous chapter, this framework must have a number of capa-
bilities. These functional requirements are now analysed to fully describe the detail
in implementing the framework.
The framework must be for running arbitrary CFD simulations with arbitrary
input parameters. It must generate these input parameters so that they maximally
increase the amount of information gained from each run. It must extract arbitrary
data from the CFD simulation and from this data, interpolate other results. This data
must then be made available for use by other applications. A visualisation tool needs
to be developed that allows users to interact with the data to gain a understanding
of the multidimensional response surface is also necessary.
The framework must have the following components:
• It must have a datafile manager to take global inputs that are applicable to the
various other components
• A parameter generator to determine which simulation to run
• An API to allow experts to implement CFD monitoring and data extraction
• An abstraction layer to handle running simulations on both parallel and serial
environments and keep track of how many simulations are running
• A learning system to predict the results of the simulations and
• A visualisation system to allow the data to be utilised.
These components and their interactions are shown in Figure 3.1. Each component
is now analysed in detail to specify the functionality which is needed by each compo-
nent and how it should interact with the others. These will be developed according
to the paradigms described in the previous section.
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Figure 3.1: Component Interactions
Datafile Manager
The input data will be manipulated through one interface. This will abstract the
need to read data from an actual file and can furthermore easily allow a graphical
user interface to be used in its place to modify values if this is desired. Similarly the
data may then be saved in anything from a text file to an actual database. This will
enable the system to be extended to easily use complicated datasets if this is ever
required.
Data will be initially stored as text files for easy reading and manipulation of the
data stored within (for example, this will make it easy for scripts to be written which
extract performance information used to validate the system). Using a simple format
will also aid in being usable in any environment.
It will interact with every other component. Thus it must have a general interface
through which arbitrary values can be read. All values will be labelled with a name.
This will enable values to be easily accessed from the various modules.
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Parameter Generator
The parameters generator will generate a set of numbers. The amount of numbers
will be passed to the parameter generator when it is initialised and be the same
for its entire existence. The generated set of numbers will range the interval [0,1].
Setting the numbers to this arbitrary range means that the numbers generated are
not dependent on the simulations being run.
This module will directly interact with the learning system to gain data which it
may optionally use as insight into the CFD’s response to decide which parameters to
generate next. It will also interact with the simulation executor in order to give it the
parameters it needs to execute new simulations. The generated set of numbers may
then be transformed into the range of the inputs as given by the datafile manager,
but this will not be the responsibility of the parameter generator.
CFD API
The CFD API is a interface which will be extended by experts to communicate with
their simulation software. It will allow for the initialisation of simulations, the mon-
itoring of them while running, the halting of the simulation and then the extracting
of output parameters.
This interface will be split into two distinct parts. One will generalise the spawning
of new simulation runs and determine when enough simulations have been executed
to train the learning system. The other will actually deal with the run and monitor
the individual simulations.
A sequence diagram of this process is shown in Figure 3.2. This shows three en-
tities: an entity responsible for creating and managing the running of simulations
(SimulationExecutor), an entity that communicates with the simulations (RunAnal-
yser) and a further entity that binds these together, creating the actual RunAnalysers
and teaching these to a learning system (CFDManager). In this way, RunAnalysers
may be executed in separate threads or processes that are controlled by the RunMan-
ager, yet have been created by the CFDManager. The actual RunAnalyser will be
described in further detail in the next subsection.
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Figure 3.2: CFD execution process
RunAnalyser
The run analyser will extract information from a simulation. There are three phases
that it will go through in its lifecycle: initialisation, monitoring and data extraction.
Initialisation will start the simulation with parameters given to the RunAnalyser
at its own initialisation. At this point the simulation should be started.
During the monitoring phase, at intervals given by either time or amount of iter-
ations run, the state of the CFD should be monitored for stability of the simulation.
A function will be called, which the API coder must override, and will return some
set of parameters which are extracted from the simulation. These results must then
be compared with subsequent calls of this function. The simulation will be halted
when an arbitrary number of results’ return values are within an arbitrary range. The
input file should specify both the parameters to be compared and their range.
After stability has been achieved, data extraction will occur. A function will be
called, which must be overridden by the API coder, and will return another set of
parameters which are extracted from the simulation. This may or may not be the
same as the stability parameters. It is the result of this function that will be applied to
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the learning system. By calculating the analysis and stability parameters separately,
the stability parameters are computed with less cost. The stability parameters may
be a simple test, for instance, taking a result from a certain critical area. On the
other hand, the analysis parameters may encompass the entire region. In addition,
since they only run once, they may take a large period of time to compute.
Simulation Executor
The simulation executor will monitor the current operating environment and run new
simulations when necessary. It will be the main glue that binds the other components
together. It will take parameters from the parameter generator, pass them via the
CFD API to new simulations, obtain results from the CFD API upon the completion
of simulations and then present these to the learning system. It will also determine
when enough CFD simulations have been run. It will accomplish this by taking the
resultant parameters of the most recently completed simulations and comparing them
to currently predicted values from the learning system.
Simulations may be run either one after another (serially) or in parallel. The
simulation executor will allow a mechanism to select either capability. Parallelism will
be undertaken either using threading or the OpenPBS [7] portable batch scheduler
(PBS).
OpenPBS is an open source job scheduling system. It is used on UNIX clusters (in
which many computers work as one over a LAN) to distribute processes. It enables
queueing and prioritising of tasks over an arbitrary amount of CPUs. Using OpenPBS
will allow CFDLearner to be used on the RMIT SAMME cluster known as “orca” [8].
This consists of 22 processors over 4 computers known as “nodes”. Orca is a powerful
system expressly designed for the purpose of running CFD simulations by members
of SAMME. It consists of
1. 8 X Sunfire V20z servers (each consisting of);
2 x 2.3 Ghz AMD Opteron
4 Gb DDR Memory
2 x 72Gb SCSI HDD
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2 x Gigabit Ethernet Ports
2. 2 X Sunfire X2200 (each consisting of);
2 x 2.2 Ghz Dual Core AMD
4 Gb DDR2 Ram
4 x Gigabit Ethernet Ports
2 x 250Gb SCSI HDD
Using OpenPBS enables these resources to be fairly distributed among users de-
pending upon the size of the task (that is jobs with smaller run times are given higher
priority) and the urgency of the task (students nearing completion of their thesis are
given the highest priority on the system).
To make use of OpenPBS, “jobs” are submitted to the queueing manager which
then decides whether it should be executed right away or deferred until later, depend-
ing upon the length of the simulation and the current utilisation of the cluster. To
interface with this a library must be written that will interact with it through the
command-line applications that OpenPBS provides. This will enable the system to
detect how many processes are currently running, how many are available and how
many are free, thus enabling the system to determine whether new simulations should
be started.
The simulations that run on OpenPBS will need to be performed in a separate
process. Running a simulation in a separate process entails that the data required
cannot be simply passed along as a method argument. Instead this data will be stored
in files before the process is started, the process can then start by reading in the data
from this newly created file. Similarly output will be communicated by files.
While strictly only necessary for running different processes, saving pertinent data
to files is a useful feature in general. If the inputs and outputs are written to a
file for each simulation, then these can be used to avoid duplicate runs. It may
be the case that CFDLearner is halted prematurely to change some parameter in its
learning routine or in the event of some hardware or software failure. When generating
parameters, the desired input parameters can be first checked against the files already
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created and if a match is found, duplicate simulations can be prevented, saving the
computation time that it would have taken to run this simulation.
Learning System
The learning system will be responsible for taking both the input parameters, as
generated by the parameter generator, and the corresponding simulation results and
then interpolating these values.
The learning system must be capable of quick training (at least to a limited degree)
as new parameters cannot be generated until this process has completed. However,
after an initial estimate is taken, further optimisation of its interpolation may take
place in a separate background thread if it is desired. This must be capable of halting
at any time so that new data can be presented to it or new predictions given.
Visualisation System
The visualisation system will be responsible for displaying the interpolated results.
There may be many inputs and outputs and this will need to be handled by the
visualisation tool. The system must also show the parameters of the simulations that
ran relative to the interpolated values. In this way the user can tell if the results
are interpolated from well populated data. This will also be a boon in debugging the
parameter generator. It will also need to perform optimisation on the results for the
user. This may be performed on all, or only a subset of the inputs.
The visualisation system should show both the values of the input parameters that
have been used to train the learning system and, at the same time, the corresponding
outputs. Since three axes may be visualised using 3D graphics, the user should view
two input parameters at any one time. The third axis should be used for output. The
user will have the option of selecting which input parameters are displayed as axes.
The values of the parameters which are not displayed must configurable by the user.
Only one output will be displayed at one time for a set of axes. Multiple outputs will
be shown using multiple plots or by a means of selecting different outputs to display.
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Optimisation System
Both the learning system and the visualisation tool will utilise an optimisation system.
The learning system will use this to adjust the weights of the neural network being
used while the visualisation tool will use this to optimise the output of the learning
system based on the user’s desires.
The optimisation system will need to take minimal parameters as input so that
it does not require manipulation by the end user. It should not be dependent on the
type of optimisation routine (that is, any optimisation algorithm should be capable of
being used). Furthermore, the optimisation algorithmwill be designed such that it will
require a minimum number of input parameters and so will not require configuring.
3.4 Novel Technologies Used
3.4.1 Optimisation Algorithms
Optimisation algorithms may have a number of settings that need to be properly set.
A normal genetic algorithm implementation has crossover rates, mutation rates and
population sizes to consider. One ought to also consider what kind of crossover should
be used. For example, should one use 1 point, 2 points or n points? Should crossover
be performed over the whole individual or on each value being optimised? Another
commonly used technique is elitism, that is whether the best results should be kept
from generation to generation. If this is used one also needs to decide how many to
retain.
Obviously, there are many settings to consider and the optimal values of these is
not necessarily known before optimisation occurs. Furthermore, the optimal values
may change as the algorithm progresses, for example a high mutation rate may be
good at early iterations, yet a low mutation rate may perform better at latter stages.
Moreover there is more than just the standard binary GA to consider: one may also
use real numbered GAs, Differential Evolution, Particle Swarm Optimisation and
perhaps even the Evolution Strategy algorithm and Simulated Annealing. Obviously
there is too much choice for a user, let alone an autonomous learning system. Ideally,
48
Figure 3.3: EvLib Class Diagram
the optimisation system’s task is to only improve a set of results; it ought to be
constrained by taking as little input as possible from the user about what algorithms
it should use and with the parameters those algorithms run.
A novel system is now proposed, EvLib, which can use any number of evolution-
ary algorithms concurrently on multiple sub-populations. The number of times each
algorithm is used and the parameters it uses are self-adapted according to the relative
fitness of the populations, that is a population with fitter individuals is more likely
to have its algorithms chosen. Using sub-populations to find the most appropriate
search strategy has been documented [77], but in this case the strategies were fixed.
Strategies in the system being proposed may have all their parameters evolved, as
well as their relative dominance in a sub-population.
The framework of EvLib
Object-orientated principles were used to devolve the problem into its constituent
parts, making extensive use of abstraction to ensure easy “pluggability” of different
algorithms. A simplified version of the class hierarchy is presented in Figure 3.3.
As would be expected of an object orientated breakdown of an evolutionary sys-
tem, there is a main interface, Evolver, which maintains a population and in turn
maintains many individuals.
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An Individual has a genotype, which is made up of many Genes. Genes may be
freely implemented and specified by an Individual, but they must devolve into a list
of real numbered values (as returned by the method getElements()). Two commonly
used genes are shown, RealValuedGenes and RealValuedArrayGenes, which consist
of a single value and an array of values, respectively.
A Population’s Individuals are evolved not by a single evolutionary algorithm,
but rather a set of implemented algorithms. Each EvolutionaryAlgorithm takes
some Individuals from the population, performs some operations on them to cre-
ate new ones, then returns them back to the population. This interface allows the
EvolutionaryAlgorithm to query for the best individuals, individuals chosen by the
selection method, or random individuals. An EvolutionaryAlgorithm also can man-
age its own state, and have some memory, which is necessary for algorithms like
Particle Swarm Optimisation [61].
EvLib’s ability to self-adapt lies in the use of sub-populations by considering a
Population as an Individual. This is performed in an object-orientated sense by
making the Population class extend the Individual class. This means a population
is not only a grouping of the actual individuals which are to be evolved, rather there
may be one or more levels of sub-populations in a tree like structure. The only place
that individuals, which contains the genotype the application requires optimised, re-
side are at the leaves. The idea of sub-populations being used to self-adapt parameters
has been demonstrated in [81], although this was restricted to determining relative
frequencies of search strategies. In addition, this technique uses the same methods
that evolve Individuals to also evolve Populations. Using object orientated tech-
niques reduces redundancy and simplifies the way that Populations and Individuals
are perceived.
A Population takes its own genotype from the parameters of each of its con-
stituent EvolutionaryAlgorithms, with the addition of another vector that describes
the proportion of the Population’s Individuals that each EvolutionaryAlgorithm
should populate and a number specifying the population size.
The evolutionary process is shown in Figure 3.4.
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Figure 3.4: Sequence of Evolution
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When an Evolver object has the evolve() function called, a Population is con-
structed and evolveNextGeneration() is called until the population contains an
Individual with the specified fitness or the maximum amount of generations to eval-
uate is reached.
When a Population has the evolveNextGeneration() function called, it calls
evolveNextGeneration() a number of times on its own Individuals if they are
Populations, and then, for each EvolutionaryAlgorithm, applies it with Individuals
chosen by a SelectionMethod to make up the appropriate amount of Individuals
in the population.
A population’s fitness function could be overridden to take several features of the
set of individuals into account. It could simply be the fitness of its best Individual,
as used in [82], or the mean or median of the fitnesses of all the individuals. The last
two options may not be good in all environments, for example in situations where
there are many peaks off which it is easy to “fall” such as De Jong’s fifth function
[57]. Currently the fitness of a population is the fitness of its best individual multiplied
by the population size. This ensures that, given two populations with the same best
individual, the one with the smaller population size will be preferred (given that the
algorithm tries to minimise the fitness).
Since a population with sub-populations can evolve multiple times per iteration,
this kind of independence simulates coarse grained parallel GAs, as described by [24].
The question then occurs, if it is a parallel GA, should migration occur between the
sub-populations, and if so, how? So as to ensure that no good Individuals are lost,
the best Individual from each sub-population is pooled after it has evolved, and this
pool is inserted into each sub-population.
An analysis of the performance of this algorithm is performed in the results chap-
ter.
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3.4.2 Kernel Based Neural Network Technology
Introduction
The learning system’s task is to predict input vectors, having been trained incre-
mentally by input/output pairs. Any mechanism that can learn values could be
substituted here. The particular system used in this case is a kernel based NN called
GRNNFA+ [15], developed specifically for this system as an improvement on the
standard GRNNFA [66].
Whereas the standard GRNNFA is the combination of the Fuzzy ART and the
General Regression NN (GRNN) using the k-nearest neighbours technique for self-
optimisation, the GRNNFA+ uses evolutionary algorithms for its optimisation pro-
cedure. The Fuzzy ART learns the values for the NN, by combining similar values
to neurons, whereas the GRNN is used to generate an output from the new clustered
value set. An evolutionary algorithm is then used to further optimise the weights of
the neurons.
Kernel based NNs are better than multiple level perceptron based NNs for online
unsupervised learning of many variables because they can more easily adjust the
number of neurons used and have a much quicker learning time. The GRNNFA+ in
particular has been modified to learn faster than the standard GRNNFA and is capable
of indefinitely optimising its values by using an EA. This is useful, for example, in a
distributed learning environment, where CFD simulations are taking place on other
computers. In this case, the GRNNFA+ can optimise its data until a new training
set is presented. Since it is being optimised with an EA, by storing the best result
obtained so far the GRNNFA+ may be stopped at any time and still provide results
that are not worse. Generally the EA is set to only optimise the output of the NN
by a fraction, for instance 10%, so as to prevent over-learning.
There is a well documented history of using EAs with NN, summarised in [105]
and [21]. These are used in 3 ways: training of networks, evolution of architectures
and evolution of learning rules. Of interest in this case is the training of networks.
These literature reviews note that EAs can be excellent at improving the time to
train a MLP NN as compared to back propagation. However there has been very
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little work demonstrating how effective an EA is with a kernel based NN, such as is
being used with the GRNNFA. These works are all based on ART based NNs. In
[13], Al-Daraiseh et al attempt to optimise the architecture of a Fuzzy ARTMAP by
minimising both the error rate and the amount of nodes in the network. Burton et al
[23] used an ARTMAP network as the fitness evaluator for a GA, in contrast to the
methods mentioned above. Liu et al [68] also uses a GA with an ARTMAP network,
in this case to optimise weightings to the inputs of the network.
The proposed use of EAs here is different from the other work in the literature,
in that the EA used as a replacement for the k-nearest neighbours algorithm used in
[66]. Instead of optimising the architecture, only a certain variable (the kernel width)
which is unique to the GRNNFA network, is being optimised. Moreover, this is used
as an optional optimisation after an initial estimate has been made.
Fuzzy ART
The Fuzzy ART is a means of using fuzzy logic to aid in the categorisation process
of a normal ART based NN. A simple ART is a neural classifier: It initially contains
a set of existing neurons. To this, a sample is presented and the neuron with the
closest centre is determined. This neuron is then adapted to more closely resemble
the current sample. A Fuzzy ART extends this by using fuzzy logic to determine to
which neuron the sample should be applied.
Each neuron has two weights ( wa and wb ) associated with each element of the
input vector (I), scaled to [0 . . . 1]. wa is presented the normal value, while wb is
presented the complement coded value (1 − I).
A neuron also has four other variables:
• a neuron centre, which is a vector of the same size as the input vector, and
maintains the average of all the inputs applied to this neuron,
• a neuron output, which is a vector of the same size as the output vector and
maintains the average of all outputs (O) applied to this neuron,
• a variable to count the number of values learned used to aid in the calculation
of the averages and
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• a neuron width to determine the area of influence of the neuron.
When learning occurs, a series of vectors are applied to the network. Each vector
is iteratively applied to every neuron maintained by the network to determine their
similarity. The most similar neuron is then tested to determine its ”resonance” with
the input. If the resonance is below a certain threshold (the vigilance), then the
neuron becomes the currently selected neuron. Otherwise, the next most similar
neuron is chosen, and so on. If no neuron is chosen a new one is created with each
weight initialised to 1.
The similarity between a vector and a neuron is obtained thus:
S =
∑L
i=0 w
a
i ∧ Ii + wbi ∧ (1− Ii)
α+
∑L
i=0 w
a
i + w
b
i
(3.1)
where α is the choice parameter (about 0.001) and L is the length of the input
vector.
Resonance is said to occur when the following inequality holds:
∑L
i=0 w
a
i ∧ Ii + wbi ∧ (1− Ii)∑L
i=0 Ii + (1− Ii)
≥ ρ (3.2)
where ρ is the vigilance parameter, determining whether the neuron should be
chosen.
The selected neuron’s weights, centres and outputs are then updated according to
the formulas:
wai = β(Ii ∧wai ) + (1− β)wai (3.3)
wbi = β((1 − Ii) ∧ wbi ) + (1− β)wbi (3.4)
centrei = (centrei ∗ counti + Ii)/(count+ 1) (3.5)
outj = (outj ∗ count+Oj)/(counti + j) (3.6)
counti = counti + 1 (3.7)
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In addition, the distance between each node and the nearest other node is calcu-
lated. This distance then becomes the neuron’s width, as shown in Algorithm 1.
Algorithm 1 Calculate Distance
for each neuron, i do
for each neuron, j do
distancesj = calculateDistance(centrei, centrej)
widthi = r ∗min(distances)
end for
end for
Where r is a constant which scales this distance to create a generally good so-
lution (an appropriate value is 0.7 to provide some overlap between nodes) and
calculateDistance is defined as
calculateDistance(A,B) =
√√√√ N∑
i=0
(Ai −Bi)2 (3.8)
The widths must be calculated heuristically after each iteration when there is
no distinct learning and prediction phase. Alternatively if there is a sufficient time
interval between the learning and prediction phases, the widths may be calculated
only once at this juncture.
General Regression Neural Networks
The GRNN is a kernel based network architecture which is good at predicting values
with few input samples. It works on the principle of having kernels assigned to each
learned case, and then having a smoothing value about these kernels to determine
their area of influence. Having been combined with the Fuzzy ART, the GRNN can
use the Fuzzy ART’s reduced amount of neurons as kernels.
With a GRNN, a prediction may be made at any time. The output is calculated
as follows:
∑n
i=0 Oi · f(Ii, centrei, widthi)∑n
i=0 f(Ii, centrei, widthi)
(3.9)
where
f(x, µ, σ) =
1
σ
√
2pi
e
−(x−µ)2
2µ (3.10)
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Incorporating an Evolutionary Algorithm
Since the Fuzzy ART system does not give a value for the widths in the GRNN, these
need to be determined heuristically. A Genetic Algorithm can do this, however they
work best on existing results. Thus a Euclidean estimator is used to determine an
initial set of width values. For each neuron, the nearest other neuron in terms of
the neuron’s centre values is found. This width is then estimated by determining the
distance between the two, scaled by a factor, r as in Algorithm 1.
widtha = r · dista,1 (3.11)
where dista,1 is the distance from the ath kernel to its nearest neighbour and r is
a scaling factor 0 < r < 1.
As mentioned previously, the widths must be recalculated after each iteration
when there is no distinct learning and prediction phase (that is, when online learning is
being used). Alternatively, if there is a known gap between the learning and prediction
phases, the widths may be calculated only once during this break.
The GRNNFA+ then improves its width values using an EA. The widths presented
above are a good estimation, however are not optimal. An EA, presented with the
estimations, improves the values until the error has been decreased sufficiently or the
NN is required for making predictions.
The learning values that were presented to the GRNNFA are then used to teach
the EA. Either all of the values can be be used to train the EA or only a proportion
of the values may be used. Using all the values will produce better results, however,
it may require a large amount of evaluation, increasing the learning time.
As an alternative, a subset of the values may be used. Each individual in the
population at each generation is given a different subset. Over the course of a number
of generations this will work well. While this is not as effective as the previous method,
it has the advantage that the fraction of values that are learned is directly proportional
to the speed-up of the algorithm. The fraction of the entire set of values that the
subset comprises, the evaluation proportion, will be termed λ.
One problem that can arise from this technique is over-learning. This occurs
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Table 3.1: Theoretical Optimisation Comparisons
I 10 50 50
G 5 20 20
P 54 1000 10000
R 45 800 8000
Algorithm Function Evaluations
GRNNFA+ (λ = 1) 1.22E+05 8.00E+08 8.00E+10
GRNNFA+ (λ = 0.25) 3.04E+04 2.00E+08 2.00E+10
GRNNFA 1.09E+05 6.40E+08 6.40E+11
when the EA teaches the program to only respond to the trained values and thus the
solutions obtained lack generality. To prevent this it is necessary to set a maximum
amount of learning to take place. This is performed by determining the error in the
dataset before the EA is run, e, and running the EA until an individual is found with
an error of ∆e, where ∆ = 1 − ζ and ζ, the learning proportion, is a number such
that 0 < ζ < 1.
Theoretical Speed comparison
The time to perform the k-nearest neighbours algorithm, used with the GRNNFA, is
now derived. Given that P is the number of training inputs and R is the number of
nodes in the network, then the time to evaluate the error in the network, Te is the
time to apply each input to each node, so using big O notation,
Te = O(PR) (3.12)
This needs to be performed at every iteration of the algorithm, which may occur
up to R times. Thus the total maximum cost of the algorithm is O(PR2)
The time to run the EA is Te multiplied by the Individuals per generation I, the
amount of generations run G, and the proportion of the training samples used λ. Thus
the maximum cost is O(λIGPR). Thus the EA will be guaranteed to outperform the
kNN method if λIG < R.
Table 3.1 shows some theoretical comparisons between the two algorithms. Two
examples of the GA version are shown, one with full learning and one with quarter
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learning. The first example is of learning 54 items of experimental data from [91],
which is described later. This shows that the full GA learning takes about the same
amount of time as the kNN approach. A scenario with a larger GA population is
used for the next few examples, since the information to learn is harder by virtue of
its size. This is based on the scenario where many simulated results are learned. It
is observed that again the two cases perform similarly, with the subset learning case
being faster. Finally a larger case is shown. Since the GA already performs a great
deal of calculations and is only attempting to improve the results somewhat, its I and
G can stay the same, whereas the R2 necessarily increases at a larger rate.
3.4.3 Parameter Generation
The parameter generator is responsible for choosing the best values with which the
CFD simulations should be run in order to teach the NN. The particular parameters
may determine:
• The geometry of the structure
Examples include: the size of openings or lengths of tubes
• The properties of the fluids and solids in the structure
Examples include: temperatures, initial velocities, viscosities and densities
• The events that happen in the simulation or
Examples include: changes in geometries
• A combination of the three.
A good parameter generator should be capable of generating simulations so that
all values in the prediction space may be learned by the Learning System. To do this
it needs to maximise the information gain from the Learning System that is made by
each choice of parameters. Information gain here is not used here in the information
theory sense. Rather we talk about increasing the predictive ability of the NN, by
better populating it with values.
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The parameter generator chooses a new set of n variables for the specific run of the
CFD. Input parameters can be generated either randomly, orderedly or adaptively.
Each parameter has a predefined range of values from which it can be taken, called
the learning space. There are three algorithms that will be analysed to generate
parameters, namely random generation, ordered generation and adaptive generation.
Random Generation
The most simple (and inefficient) way of parameter generation is by using random
generation. In this approach, random parameters are simply generated by taking
a random set of N values over the learning space. This approach has the problem
that the information gain is determined by chance. Thus the information may be
good (that is, far away from other variables) or it may also be bad (close to variables
already chosen), with no way of determining which case has arisen. However, it has
the benefit that no knowledge is required by the system, is easy to implement and
values may be obtained with little computation.
Ordered Generation
A better approach is to generate parameters in an ordered fashion. This is performed
by treating a set of n parameters as a point on an n-dimensional hypercube. Points
are then taken at the centre and on the edges of the hypercube. The centre of the
hypercube is taken first, then the corners, then finally the middle of each side and edge
of the hypercube. Thereafter sub-hypercubes are made up, with corners made up of
neighbouring points. Centres, corners and the points at the centre of sides/edges are
then produced from these ever smaller cubes.
Thus for a n dimensional hypercube (that is, with n variables) there are sets of
n+ 1 points that must be taken into account:
• the single middle: (0.5, 0.5, ..., 0.5)
• the 2c corners: (0, 0, ..., 0), (1, 0, ..., 0), (0, 1, ..., 0), ..., (1, 1, ..., 1)
• and n− 1 different sets of “sides”
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(a) n=2
(b) n=3
Figure 3.5: Generated points on their hypercubes
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These “sides” are generated by setting a fixed number of the variables, (i =
1, 2, ..., n− 1), to 0.5, while taking c different combinations of the remaining vari-
ables (c = n − i) (see Figure 3.5). Thus for the ith set of sides, the amount of
elements is given by (3.13).
2c
(
n
c
)
(3.13)
The two factors arise since there are 2c different combinations of 0 and 1 and
(
n
c
)
locations for the 0.5 values. It can now be observed that the middle and the corners
are just special cases of this formula where c = 0 and c = n respectively. Each of these
sets of points is characterised by c and will be referred to as Sc. It thus follows that
the total amount of points to be generated for a hypercube is 3n. This is obtained
from the binomial theorem:
(x+ y)n =
n∑
c=0
(
n
c
)
xn−cyc (3.14)
and setting x = 1 and y = 2:
(1 + 2)n =
n∑
c=0
(
n
c
)
1n−c2c (3.15)
3n =
n∑
c=0
2c
(
n
c
)
(3.16)
A list, L, is generated which orders the sets Sc, according to the “information
gain” or the distance of each set from currently known sets. The ith element in L
is referred to as Li. Initially this list contains only S0 as L
0. Thereafter each set in
L is compared with each set not in L. The smallest difference between each Li and
each Sx can be determined. This is referred to as δ
i
x. Each δ
i
x is then weighted by
the amount of elements in the set Li (of which there are
(
n
c
)
) and then the Sx having
the greatest
∑n
i=0 δ
i
x is added to L. This repeats until there is one element not in L,
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(a) n=2
(b) n=3
Figure 3.6: Hypercubes subdivided into sub-hypercubes
which is then added to L.
This approach can be further optimised: since the hypercube is symmetrical, only
one point in Li needs to be compared to every point in Sx to determine δ
i
x. Also,
since the nearest point will be in the half containing Li, if all elements from Sx are
removed from the other half, the search can be further enhanced. In practice, this
means that the points used in Li contains only 0s and 0.5s and any element containing
1 is removed from Sx.
Once a hypercube is ordered into points that cover every edge, side, centre and
vertex, sub-hypercubes are generated (see Figure 3.6). With n parameters, at the
jth iteration, where j = 0 for the single hypercube, 2nj sub-hypercubes are created
of side length 2−j. The points contained in L of the outer hypercube are scaled and
translated to the position of the sub-hypercube. Points are taken from the first set
of values from each sub-hypercube’s L, then the second set of values, etc. Duplicates
values are ignored. When each sub-hypercube’s L is exhausted, j is incremented and
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more L’s made for the finer sub-hypercubes. Thus the amount of points generated in
total is
f(j, n) = (2j + 1)n (3.17)
This means that the amount of new points to be generated at the jth iteration is
given by
g(j, n) = f(j, n)− f(j − 1, n) (3.18)
Hence with a four parameter problem, at the end of the second iteration it will have
used 625 points. Obviously this would require a large number of simulations and, if
covering a large input domain, would only result in a small degree of accuracy. It
is apparent that having a high value of n will require a great deal of points to be
generated and hence the parameter set should be carefully chosen to be as small as
necessary.
This approach tries to maximise the effectiveness of each learning case by generat-
ing a set that is the most unique compared to any yet made. While clearly intractable
in terms of n, it can generate values for ten variables within seconds. Also, when this
is first computed it can be cached so it needs to be calculated only once. This data
can then be distributed with the program and read in at run time.
Adaptive Generation
The ordered solution works in general, but it is an undirected manner of choosing new
variables. It may be that one area is well predicted given the samples it already has,
while other areas are more error prone. To improve on this, the system adaptively
adjusts its search space, by using the following algorithm:
Maintain a set D. Each element in D has two values: a vector containing the
location of the simulation within the search space (Dlocation) and a vector containing
the corresponding results of the simulation (Dout).
Maintain another set R, which contains the locations in the search space of the
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potential simulations.
Initialise D: Allow the Ordered Generation of Points algorithm to generate loca-
tions in the search space for the centre and corners (ie c = 0 and n + 1). This will
take 2n + 1 simulations. Now simulate these locations and put the resultant values
into D.
Store in R the next p simulation locations that are not in D, as obtained by the
Ordered Generation of Points algorithm. p is related to the number of simulation
locations that are generated by the ordered generation algorithm. The values in p
ensures that after f(j, n) simulations have been performed (ie every location in a
hypercube divided into j sub-hypercubes) there are f(j + 1, n) to choose from (the
amount of sub-hypercubes when divided into j + 1 hypercubes). To achieve this we
keep count of the number of sub-hypercubes generated with j and perform linear
interpolation between the current number of points in R and the amount of points
that would be expected at the end of the iteration. If a is the number of locations
in R at the start of the last iteration, b is the size of p at the start of the iteration,
and c is the size that p should be at the end of the iteration, and i is the number of
simulations executed (the size of D), then:
a = g(j − 1, n) (3.19)
b = g(j, n) (3.20)
c = g(j + 1, n) (3.21)
p = b+ (c− b)/(b− a) ∗ (i− a) (3.22)
For example in the one dimensional case, initially all corner cases are allowed to
run, hence Dlocation = (0.5),(1),(0), R=(0.25),(0.75). At this point the algorithm
needs to decide which of these cases to run next.
The vectors in Dout are normalised and the difference between all simulated results
(in Dout) are then compared. The two runs which maximise ∆ are taken as X and
Y , where delta is calculated as follows:
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outputDistance = nd(Diout, D
j
out, R
max
out , R
max
out ) (3.23)
inputDistance = nd(Dilocation, D
j
location, R
min
in , R
min
in ) (3.24)
where
nd(x, y,min,max) =
n∑
i=0
xi − yi
maxi −mini (3.25)
(nd means normalised difference: min and max are arrays that contain the minimum
and maximum values of each element in the array).
∆ =
outputDistance
inputDistance
(inputDistance)ρ (3.26)
(here ρ gives weight to either a higher gradient (0 < ρ < 1) or a greater distance
between locations (ρ > 1)).
This function does not ignore locations in the search space that are between X
and Y , so the angle between
−−→
XY and
−−→
XK, where K is every other simulated result
except X and Y , is taken. If this angle is less than a small amount, eg 10◦ and
|−−→XK| < |−−→XY |, then this set of X and Y are ignored and the next largest value of ∆
is checked, until it is confirmed that no simulations with parameters between X and
Y have occurred.
This gives two variables that are relatively close together and quite different. The
next location which will explain the anomaly is searched for in R. This should be
located at l = L1−L22 , however this may not exist in R. Thus we find the vector in R
where Ri − l is minimised.
For every 2n iteration, the first element in R is run, to ensure that eventually
every generated point is guaranteed to be simulated.
The net effect of the algorithm is that interesting areas are more likely to be
simulated, while all points will eventually be simulated.
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Novelty of the approach
The random generation technique is an obvious solution. The ordered generation
technique shares much with fully factorial experimental design techniques, however it
has been extended to be able to recursively give more and more detailed parameter
sets. The adaptive generation technique is dependent upon the ability of the ordered
generation technique to create an unlimited number of points which are ordered by
their distance from other points already used. Ordering these unused points by the
gradient of used points is an approach which is new to the observed body of literature.
3.5 Summary
This chapter has examined the problems associated with learning data from com-
putational fluid dynamics simulations. The requirements of a system that will fill
these gaps have been identified. The specifications of a framework that will accom-
plish these goals are then proposed. The components of the framework have been
enumerated and described in some detail. A number of technologies that have been
identified as requiring development are proposed. These components will be utilised
in the subsequent chapter and a system design which implements these specifications
is described.
67
Chapter 4
CFDLearner: Overall System
Design
4.1 Introduction
This chapter explains the design of the CFDLearner framework. It incorporates the
previously designed components with the requirements set out in the previous chapter
to create a system that will extract and learn data from CFD simulations automatedly.
This framework incorporates the selection, execution and learning of simulations. A
visualisation tool which allows users to interact with the data gleaned from simulations
is also proposed.
This chapter is organised as follows: System Design Summary gives an overview
of the design of CFDLearner, Module Detail talks about the elements of the design
in greater depth, Implementation discusses the means by which this is created in
software and Visualisation describes an independent software tool that can interact
with CFDLearner.
68
CFD API
Parameter
Generator
Simulation
Executor
Datafile
Manager
Learning
System
Visualisation
System
CFDLearner
LearnerDelegate
PBSQueue
DirectoryManager
ParameterGenerator
PositionGenerator
GridResolutionMonitor
RunData
Predictor
Learner
RunAnalyser
CFDVisualiser
Figure 4.1: System Design
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4.2 System Design Summary
Figure 4.1 shows the overall design of CFDLearner. It maps the main classes in the
design to the components explained in Chapter 3.2, in particular Figure 3.1. These
components are now summarised and explained in more detail in the following section.
The Simulation Executor, whose purpose is to run new simulations has been di-
vided into four main classes. The CFDLearner is the main executable class which ac-
tually does the creation of simulations. To do this, it is aided by a DirectoryManager
which both determines if a simulation with a set of variables has already been run
and also creates new directories which are allocated to specific simulations. It uses
a PBSQueue which analyses the state of the parallel environment and determines
when new simulations should be performed. Finally, these simulations are run using
LearnerDelegates. This is an abstract class, in which the isReadyToRunNextSimulation()
method is overridden to determine when simulations ought to be created. For exam-
ple, if the CFDLearner is running simulations in parallel, a ParallelLearnerDelegate
will be created and this will be queried to determine when new simulations should be
run.
The Parameter Generator creates the parameters with which the simulations are
to be run and consists of three classes. The ParameterGenerator is the abstract class
responsible for actually creating the variables. It is aided by the PositionGenerator
which implements the Ordered Generation of Points algorithm. The Parameter Gen-
erator module also includes the GridResolutionMonitor, which determines the grid
resolution with which a simulation will be run.
The CFD API is the interface to the external simulation and is made up of two
classes. One is the RunAnalyser, which must be extended by the expert simulator to
extract values from the simulation as it runs. The other is the Learner which spawns
the RunAnalyser and teaches the results gained from it to the learning system.
The Learning System is responsible for learning simulation results and has been
designed so that it is wholly independent of the CFDLearner. It has been created
such that it may be used by any system requiring prediction of values based on some
initial or expanding data set. It is the framework which allows for any implementation
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of a learning system to be used. It also allows for command line access to the system
via a series of command line “hooks” so that it may be used in scripts and other
programming languages.
The Datafile Manager is implemented in one file, RunData. This manages all
setting up for the system by providing key-value pairs in a command line file.
The Visualisation System allows for detailed analysis of the output of the Learning
System. It is implemented as a separate application with a graphical interface.
4.3 Module Detail
4.3.1 Simulation Executor
The Simulation Executor determines when simulations will run. It is the central link
between the parameter generator, CFD API, and learning system.
Order of operation
The way the Simulation Executor operates is shown in Figure 4.2, and the elements
of the flowchart are described in Table 4.1.
4.3.2 Modes of operation
The running of simulations may take place one at a time or many may run in parallel.
Serial
When simulations run serially, the SerialLearnerDelegate ensures that RunAnal-
ysers for the simulations take place one after another. If CFDLearner has been run
on an environment with multiple processors, it will only use as many processors as
are allocated to the process by the operating system. The RunAnalyser is run in the
same thread as the simulation executor.
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Figure 4.2: Training Method
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Table 4.1: Training method description
Variable Loading Initially, variables need to be determined for the general
learner and for the specific instance of the run, such as
• Name of the CFD Executable
• Maximum number of iterations to run per CFD
• Gap between iterations to analyse
• The first iteration to analyse
• Specific data for the simulation, eg dimensions of
the simulation
Create NN A blank NN is created with no data having been pre-
sented to it, with the correct number of inputs and out-
puts, based on the specific data for the simulation. If a
NN has been saved with the same input parameters for
this simulation, this can also be loaded, so as to further
improve the resolution of the prior results.
Finished Learning Determines whether the simulation’s output matches
generated, yet unlearned results. If the error is below
a user defined result for a number of iterations, then it
ceases to generate new cases.
Generate new variables New variables are generated from the Parameter Gen-
erator that will be used in the next iteration.
Running of simulation The actual CFD simulation is run in a parallel process
to the CFDLearner. It is possible to run multiple sim-
ulations simultaneously, each with their own unique set
of parameters, to make use of multiple CPU environ-
ments.
Read Simulation Output The output of the simulation (in datafiles or data sent
to stdout) is gathered and converted to values readable
by the application, while the simulation is being run.
Generate Stability Parameters Generates a set of data that can be compared over
consecutive iterations to determine whether the CFD
has reached a stable state, based on simulation output.
This analysis should examine values taken from all over
the simulation or in a specific critical area that is criti-
cal to the characteristics of the CFD model.
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Simulation Stable The simulation is run for a number of generations be-
fore analysis begins, then analysis occurs every τ gener-
ations. The warm up period ensures that the simulation
has got to a point where it is worth analysing, saving
processor time. During the analysis phase, parameters
are obtained from the previous step. These values are
put into a filter to determine the trend of the values.
If the values are stable for a number of generations the
CFD will be stopped.
Kill simulation When the simulation is stable, CFDLearner terminates
the simulation. If necessary, particular information
about the simulation can be saved for further individual
analysis.
Generate Analysis Parameters Generates a set of numbers to be compared to and
taught to the NN. This may be generated from the last
iteration of the CFD or averaged from several previ-
ous iterations that have been stored. This may be the
same or different to the Stability parameters generation
at every iteration of the CFD.
Teach NN The NN is first used to predict the simulation output.
The error in this prediction is stored and the NN is
then taught the analysis values that were gained from
the previous simulation. Datapoints are continuously
fed into the NN as they are learned. This means that
the NN can be tested after each CFD run to determine
how much error it has predicting the new result and
hence whether more learning is required.
Finished Learning? The error gained by comparing the output of the simu-
lation with the output of the NN is compared and if it
is below the Error Threshold δL for a certain amount of
iterations, the NN is considered to have been trained.
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Parallel
When simulations run in parallel, the user may decide whether the simulations all run
on the current computer or in a distributed environment. Furthermore, the maximum
amount of concurrent runs and various settings in relation to PBS may be chosen (see
Section 3.3.2 for a discussion of PBS). There are two LearnerDelegates to handle
this. The ParallelLearnerDelegate ensures that an arbitrary amount of simulations
are running, each in a unique thread. The PBSLearnerDelegate ensures that the PBS
system is always well utilised, running new simulations in different processes when
there is sufficient space.
4.3.3 CFD API
The CFD API is a custom component that takes the output from the CFD and
reports to the system important characteristics of the simulation. Such values may
be the averages of fluid velocities, pressures or temperatures of fluids in a particular
geometric region, certain characteristic lengths, for example recirculation lengths,
or the time until a certain situation is achieved. This list is not exhaustive and
may contain any further values that an expert deems important for their particular
scenario. Thus it is absolutely necessary that the analyser is produced specifically for
the problem that is being simulated.
The CFD API has two functions in the system. Firstly it produces values that
are taught to the learning system. This should result in a few values, as opposed to
providing the values of every cell in the CFD at a particular instant. While providing
every value would be possible, in practice doing so makes it harder for the parameter
generator to determine which set of values to use in training the learning system next.
This is because recirculations and turbulence will not necessarily follow a trend with
regard to the inputs or be constant in terms of time.
Secondly, the CFD API determines when the simulation should be halted. The
system uses the analyser to determine the features of the output over the course of
numerous generations. When the module has determined that the CFD has converged
to a common value, the simulation will be terminated.
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This is done by looking at the last several results and ensuring that they all
have a similar value, within a constraints specified for the simulation. A simple
test is currently performed, whereby the maximum and minimum value of the last n
simulations are maintained. When they are within a certain tolerance, using the test
max−min
max
< x, convergence can be said to have been reached. The sensitivity of this
test may then be altered by changing n or x.
If it is known that the results are to trend in a certain manner, for example trending
towards a given value as f(x) = sin(10x) ∗ e( − x) does, then it may be possible to
detect this and stop earlier. However it should be noted that this would only be useful
if only the value which has been extrapolated is to be used. This method could catch
convergence much earlier than usual, meaning that other values are not stable.
Some guidelines that will aid in generating good stopping values:
• Take data from a location at which the flow is expected to be constant at
quiescence and unsteady before this.
• Ensure data is not in an area that has no relevance
If data is taken from a place that does not reflect upon the stability of the
geometry due to its isolation, there is no change in the values to determine if
stability has been reached.
• If it is too hard to find a specific location to generate good values, average a
large area.
Since turbulence may make extracting stable values from a particular po-
sition difficult, instead average results from a wide number of locations.
• If it is found when averaging a number of locations gives too small a change,
consider using a different operator.
Using the maximum operator will ensure that the biggest change is used.
Because there are two different uses of the CFD API (creating stability parameters
and analysis parameters), a user may use a different analysis algorithm to deal with
each problem. In either case these can be fairly detailed analyses: since they are run
76
infrequently, they can run for minutes, without significantly increasing the time to
run the simulation. This is because their running time relative to the CFD, which
may take tens of minutes to several hours per iteration, is minimal.
4.3.4 Parameter Generator
Simulation Selection
Simulations are selected using an adaptive generation algorithm, as mentioned in
Section 3.4.3.
Grid Selection
The grid selection method works in two stages. In the first stage, the minimum grid
value needs to be determined such that the result is grid invariant in a normal case.
This can be performed as follows. Take the first point from the adaptive method,
which is at the centre of the search space. Simulations at this location are then run
with varying grid sizes until the outputs of n simulations, with a minimum difference
of x% have a result whose largest difference is E. It is necessary to specify the
minimum difference between simulation values since E will be related to this value.
If x is small, then it is expected that E will be small too. If x is relatively large, then
only when grid independence is found will E be small.
It is also necessary to note that the exact size of the grid depends on the dimensions
of the physical area being simulated. Given a region of size r in a given dimension,
then it is essential computationally that the grid is of r
a
, where a is an integer. This
means that the grid will fit in the r without any over-hang.
The method by which an initial grid independent value is determined, taking these
factors into consideration, is thus:
The region, r is subdivided into a0 initial segments, forming a grid of size g0 =
r
a0
.
A simulation is then run with g0 segments, giving a result p0. Next a further n − 1
simulations are run, whose grids are of size gi =
r
ai
, where a1 = a02
i and i = 1 . . . n.
If the maximum error, E between any of these n simulations is less than a threshold
T , then the grid size is g0. Otherwise i is incremented, another simulation is run and
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the error between the last n is compared until E < T , in which case the (i − n)-th
simulation is taken as the grid size, gfinal. Since powers of 2 are being used, if g0 fits
in r, then g02i will as well, if i is an positive integer.
While this finds a suitable value for g, it may be known that many simulations
are to run and a small decrease in the value of g will provide large gains in time
over a number of simulations. A binary search between gi−n and gi−n−1 may be
undertaken until the difference between subsequent values of g is less than x%. Note
that when searching between these two values the exact search value may not be
computed because there must be some integer value of a such that g = r
a
. For a value
of g that does not fit, the value tested instead is gused =
r
⌈ r
g
⌉
This method has the benefit of lending itself readily to parallelisation. Consider
that 2n processors are available (for example, if there are 3 simulations that must
have similar results, then there are 6 processors). Each processor can be allocated
one simulation to run and as each simulation ceases the results from the previous
n simulations can be tested. Since simulations with coarser grids will terminate the
earliest, when the coarsest grid which satisfies the error constraints is evaluated, the
others may be terminated.
In the second stage when a binary search is running, both forks of the search tree
will need to be computed. The system can continue to delve into the search tree until
all processors are running simulations. However when a fork is chosen all simulations
from the other fork can be discarded, further increasing throughput.
For example: if searching for grids between 1 and 2 metres with a maximum
10% gap between simulations, and 7 processors available, then simulations with g ∈
{1.5, 1.75, 1.25, 1.875, 1.625, 1.375, 1.125}will be run. If g = 1.5 is not within the error
tolerance, then all simulations with g < 1.5 can be terminated ({1.25, 1.375, 1.125})and
further simulations added ({1.9375, 1.8125, 1.6875}). Next if g = 1.75 is within the er-
ror tolerance, then all simulations with g > 1.75 can be terminated ({1.9375, 1.875, 1.8125}).
The next simulation checked will be g = 1.625. If this one is within tolerance then
the difference between it and the next largest simulation run (g = 1.75) is less than
the gap (1.75−1.6251.75 = 0.071 < 10%) and the g = 1.625 is used as the minimum grid
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width.
With the base grid width found, simulation can begin in earnest. The selection
process is based on the adaptive mechanism described above. To each simulation
there is added an extra variable which denotes the priority of the simulation. The
priority is for the simulation’s need of resources, that is, grid resolution. The guiding
principle behind this is simulations chosen specifically by the adaptive method are
more interesting and thus require higher fidelity. Simulations with lower priority are
still useful, however additional error can be accepted with them.
Three levels of priority are defined: high (ph), medium (pm) and low (pl). A
mapping of the grid factors f to the proportion of simulations to be run r is provided
to CFDLearner, m = f ⇒ r. Also each priority is set a minimum acceptable factor
which can be used, namely fhmin , fmmin and flmin .
High priority points are only those specifically chosen by the adaptive method as
those which were closest to the next point desired. If the closest one could not be
run and another was chosen, it is regarded as medium priority. The first simulations
which are used to determine the extreme values are also simulated as medium priority
simulations. Low priority simulations are those which occur every 2n simulations.
The actual grid factors that have been used are stored in a mapping of grid factors
f to run counts c: n = f ⇒ c.
Thus grid widths are calculated as follows:
1. Sum how many runs have been performed, s =
∑
n[f ]
2. Step through the factors in m from smallest to largest starting at m[fi−min],
where i ∈ (h,m, l), until m[f ] > n[f ]
s
. The first factor that satisfies this is fnext.
If no value satisfies this, fnext = max(f).
3. Increment n[f ].
4. The grid width to use is gfinalfnext.
For example, consider the following situation where
m = {1⇒ 0.25, 1.1⇒ 0.2, 1.2⇒ 0.4, 1.3⇒ 0.15}
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n = {1⇒ 25, 1.1⇒ 18, 1.2⇒ 35, 1.3⇒ 10}
and
gfinal = 0.1metres
Also fh−min = 1, (this will always be the case) fm−min = 1.2, and fl−min = 1.3.
The next simulation is chosen and, in this case, the adaptive method has a priority
of pm.
First determine s:
s = 25 + 18 + 35 + 10 = 88
Since p = pm, the first value to check is m[fmmin] = m[1.2]. Since m[1.2] <
n[1.2]
s
is satisfied (since 0.4 > 3588 ), n[1.2] is incremented and the grid width used
= (0.1m)(1.2) = 0.12m.
4.3.5 Learning System
The Learning System has two functions. Firstly, the Learning System is a wrapper for
the NN described in Section 3.4.2. The Learning System therefore ensures that data is
properly presented to the NN for training and allows results to be predicted. Secondly,
the Learning System must be extended so that it correctly creates RunAnalysers,
through which new data can be created and then learned.
4.3.6 Datafile Manager
The Datafile Manager is a global structure, from which all other modules take ini-
tialisation data. The data file is read only once, at the beginning of execution of
CFDLearner. No changes can be made to this data after startup.
4.4 Implementation
The implementation of CFDLearner is now described. The CFDLearner has been
built in a modular object-orientated manner in the Java programming language. Pro-
gramming in Java guarantees type safety which helps ensure the code is correct, thus
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RunAnalyser
+ initialise()
+ runCFD()
+ getOutput()
Learner
+ getNextRunLocation() : RunParameters
+ learn(rp : RunParameters, rr : RunResult)
LearnerDelegate
+ runSimulation(r : RunParameters, o : OnCompleteRun)
+ isReadyToRunNextSimulation()
CFDLearner
DataFile
+ createFile()
Figure 4.3: Overview Class Diagram
decreasing the amount of bugs in the code. This strictness also helps the code become
self-documenting - with well defined type and function names the code is easy to read.
This usage most obviously demonstated in the use of classes that extend Parameters.
Many of the parts of the framework are intertwined and thus this section will
describe how the previously discussed parts are made to work together in an elegant
manner.
As an overview, refer to Figure 4.3. This shows the main components of the
framework. It is divided up into many classes all of which have a single purpose. It
has been implemented in a manner such that if a different means to perform a task is
desired, then it is a relatively simple task to override a method in an inheriting class
which performs this task.
4.4.1 Parameters
Parameters are a central part of the framework. All simulations are run with a set
of parameters and simulations generate parameters. Both the parameters with which
a simulation is run and the resultant parameters are taught to the neural network. A
class hierarchy has been created to manage this, as shown in Figure 4.4.
Firstly there are several concepts that need to be explained. Parameters are a set
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InputValue
Parameters<T  extends InputOutputValue>
InputOutputValue
StaticParameters<InputValue>RunParameters<InputValue>
RunResult<OutputValue>
OutputValue
Figure 4.4: Parameters Class Diagram
of values. Values are either constant, or take their value from a range, which needs to
be specified. To ensure type safety, two sets of values and ranges need to be created:
input and output types. Creating these separate types for inputs and outputs ensures
that the developer is explicitly aware of which variable type is being used so coding
errors are likely to be caught by the compiler.
Ranges and values have further conceptual issues. A range is a vector of mini-
mum values and a vector of maximum values. A value may be created from a range
which is guaranteed to be between these values. However, when generating numbers
specifying numbers in the range of [0,1] is most simple and, more pertinently, most
general. Convenience functions are provided which convert between these two numer-
ical systems. Ranges and values however store only the real numbered values over the
full range, not the normalised values between 0 and 1.
A set of values is then called a parameter. There are different sorts of parameters,
which all extend the parent class, Parameters. Parametersmanages a set of values in
a sorted map, which guarantees traversal in a specific order. This map takes the name
of the value as a key. The value is of a type which extends InputOutputParameter.
Using Java5’s generics ability, the Parameters class is “typed” so that its map con-
tains either InputValues or OutputValues.
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Parameters may be compared with other Parameters. They are deemed equal if
they are of the same class, share the same amount of parameters and each key-value
pair are identical.
Parameters are then extended into three main classes. Two of these (RunParameters
and StaticParameters) are related to inputs, the third (RunResult) is an output
parameter set. The definition of these classes tells the compiler whether they take
InputValues or OutputValues and thus their type safety is assured.
A distinction has been made between inputs for practical reasons. When a simu-
lation is run it will require a number of inputs. However not all of these inputs are
required to be varied. Varying less inputs will mean less complexity and will thus
take less time to run. Hence the parameters that are to be altered are classed as
RunParameters; these are generated by a ParameterGenerator. Parameters that are
not altered are known as fixed parameters and must be specified during the input
stage.
When the simulation has been completed, the outputs that have been compiled
are stored within a RunResult. Like input parameters, not all output parameters
need to be stored and taught to the neural network. It may be that extracting run
results takes a great deal of time, or (more likely) using many output parameters
increases the learning time. This is especially the case when the response of some
variables is more complex than others. In this case, it will be much easier to learn
the simple data, as it will take less simulations to generate enough data to predict it
well.
The RunParameters and the RunResult are then combined in a Run. This then
stores the data that was required to create the simulation and the output of the
simulation. The static data is not stored here since it is constant for all Runs created
by an instance of a simulation.
The problem then comes to saving these results. While it is only necessary to teach
them to a NN, it is more efficient if they are specifically saved. Thus if a similar simula-
tion is run again which requires the exact same simulation to be run it can use a cached
version of it, rather than rerunning the simulation, creating redundant work. To save
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the simulation, the StaticParametersmust be saved along with the RunParameters.
However, while all the values in a RunParameters and a StaticParameters may be
the same in aggregate, for one case the StaticParameters may have two variables
and the RunParameters one, while in another case the StaticParameters may have
one variable and the RunParameters two. In this situation all of the values of both
the StaticParameters and the RunParameters are loaded into a single Parameters
object and these may be compared.
4.4.2 RunData - Loading data
The data that is required by the system is stored in a text file with key value pairs
readable by the Java class, java.util.Properties.
The framework requires the following data:
* inputs
A comma separated list of the names of the variables that will be investi-
gated. Note that this is dependent upon the scenario that has been implemented.
Each of these inputs should be a real valued number. It will be stored as a dou-
ble precision (64 bit) floating point number. Furthermore, if there are multiple
inputs that the CFD plugin can take, this variable does not need to describe
them all. Instead it needs only describe the ones that are to be investigated.
Other variables may be set to a static value by simply assigning the key to the
input value, that is <input> = <value>.
* <input> min
For each name in the inputs list above, a corresponding min value must be
added which contains the value of the minimum value of the input that will be
investigated
* <input> max
For each name in the inputs list above, a corresponding max value must be
added which contains the value of the maximum value of the input that will be
investigated
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* outputs
A comma separated list of the names of the outputs that should be investi-
gated. As with the inputs, these are dependent upon the outputs implemented
in the given scenario being used. This need not describe every output that has
been implemented in the scenario. There may be advantages in learning fewer,
for example some outputs will be easier to predict than others, as when the
inputs all vary linearly with the output: if only learning these, less simulation
time may be required
* <output> min
For each name in the outputs list above, a corresponding min value must
be added which contains the value of the minimum value of the output that
will be investigated. This is necessary for the underlying neural network. If the
value isn’t precisely known, a number should be estimated that is far smaller in
magnitude than any expected value.
* <output> max
For each name in the outputs list above, a corresponding max value must
be added which contains the value of the maximum value of the output that
will be investigated. This is necessary for the underlying neural network. If the
value isn’t precisely known, a number should be estimated that is far larger in
magnitude than any expected value.
* name
The name of the simulation to run. Files will be saved with this as a prefix.
* extendNN
Whether data should be added to an already existent NN data file, if it
exists.
* isParallel
Whether the simulations should take place in parallel (“True”) or in serial
(“False”)
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* usingPBS
Whether simulations should be performed using the portable batch system
(“True”) or just by using separate threads (“False”). This variable is only
relevant when the variable “isParallel” is true.
* processorsToKeepFree
When PBS is being used, it will monitor the queue using the command
“showq”, provided by PBS. Simulations will not be run if less than this number
of processors are free. Must be an integer.
* minimumParallelRuns
When PBS is being used, it will monitor the queue using the command
“showq”, provided by PBS. The number of simulations will always be run, even
if there are less than processorsToKeepFree processors free.
* classpath
When PBS is being used, simulations start in new processes. This means
that the environment needs to be set. Thus the libraries that CFDLearner uses
needs to be specified so that these new processes have access to them.
* staticParallelRuns
When PBS is not being used, this many separate threads will be used.
* cfdExecutable
The name of the executable program that runs the CFD simulations.
* resultQueueSpan
The number of results in the queue which are used to determine when
learning of the simulations is complete.
* variableGeneration
Describes the kind of variable generation which shall be used. It may take
the values: “Random”, “Ordered” or “Adaptive”.
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* dynamicGridResolution
Whether the grid size should be generated dynamically (“True”) depending
upon the priority of the simulation or a static grid size should be used for all
simulations (“False”).
* gridResolutions
If dynamicGridResolution is true, this should be the grid resolutions that
will be used. It is expressed as a ratio of the grid resolution used, for example
[1,1.2,1.6,2]
* gridResRatio
If dynamicGridResolution is true, this should be the ratios that correspond-
ing to each dynamic grid resolution (above). The values must sum up to 1, for
example [0.1,0.25,0.4,0.25]
* normalStart/lowStart
If dynamicGridResolution is true, this should be the index within gridRes-
olutions that should be used for the maximum values of normal and low priority
runs.
* DetermineGridResolution
Whether grid independence should be discovered (“True”) or the variable
gridResolution should be used as the base grid resolution (“False”).
* maxGIDifference
When discovering the grid independence value, this is the maximum error
between successive values that is acceptable. It is expressed as a fraction, for
example “0.02” will correspond to a 2% difference.
* coarsestGridResolution
When discovering the grid independence value, this is the initial value that
will be used.
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In this file other variables may be added which are used by the specific simulation
model.
4.4.3 CFDLearner
This class is the main interface to the tool. It loads data, which describes the scenarios
that will be simulated and then, while the Learner does not have enough data to
accurately predict the scenario given, generates more simulations which are then
taught to the Predictor.
Interaction with learner
The CFDLearner creates and then manages the underlying Learner. Creation of the
learner itself is performed using Java’s reflection API. The name of the Learner class
is passed in as a command line argument to the application and is then instantiated.
Simulation generation
An overview of the flow of the CFDLearner when it is running is given:
• Initialise itself by:
- loading the data file through the RunData class described in the next
section.
- creating the Learner of the type specified to run the given simulation.
- creating the appropriate LearnerDelegate, as described below, which
will specify when simulation are to be run.
• Determines grid independence, if necessary
• Determines if another simulation is ready to be run, based on the LearnerDelegate,
which may take into account the usage of the resources (if using PBS) and the
current number simulations that are running.
• If ready to run another simulation then:
- create parameters from the ParameterGenerator
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- determine the appropriate grid resolution which which the simulation
should be run.
- determine if a directory for these combination of parameters has already
been created. If this simulation is cached, then it learns this stored result,
otherwise the LearnerDelegate performs simulates with the given parameters.
4.4.4 LearnerDelegate
The LearnerDelegate is the means by which the system abstracts serial and parallel
running of simulations. Hence this is an abstract class, for which extending classes
must provide three methods,
• isReadyToRunNextSimulation() - determines whether another simulation is
ready to be run
• runSimulation(RunParameters runParameters,OnCompleteRun onCompleteRun)
- runs the simulation and calls a method in the OnCompleteRun class when it
has finished
• getRunCount() - determines how many simulations are currently being run.
This is used for determining whether the maximum number of simulations is
reached.
These are then called in the order as shown in Figure 4.5.
There are 2 classes that extend LearnerDelegate, SerialLearnerDelegate and
ParallelLearnerDelegate. Furthermore, ParallelLearnerDelegate is itself ex-
tended into PBSLearnerDelegate, which deals with parallel learning of simulations
in the PBS environment. This hierarchy is demonstrated in Figure 4.6.
For a SerialLearnerDelegate, isReadyToRunNextSimulation() only returns
an affirmative result if the simulation is not already running and getRunCount()
will return either 0 or 1. The main function runSimulation() that executes the
simulation calls the CFD API directly, telling the RunAnalyser to run in the same
thread of execution as the CFDLearner.
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 : CFDLearner
1: isReadyToRunNextSimulation()
0: learn()
2: getNextRunLocation() : RunParameters
4: onCompleteRun()
5: learn(rp : RunParameters, rr : RunResult)
 : LearnerDelegate
3: runSimulation(r : RunParameters, o : OnCompleteRun)
 : Learner  : OnCompleteRun
Figure 4.5: LearnerDelegate Sequence Diagram
«interface»
OnCompleteRun
PBSParallelRunner
ParallelRunner
PBSLearnerDelegate
# getParallelRunner() : PBSParallelRunner
SerialLearnerDelegate
LearnerDelegate
+ runSimulation(r : RunParameters<InputValue>, o : OnCompleteRun)
ParallelLearnerDelegate
# getParallelRunner() : ParallelRunner
Figure 4.6: LearnerDelegate Class Diagram
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For a ParallelLearnerDelegate, isReadyToRunNextSimulation() will return
true if the amount of simulations running is less than the maximum amount specified
in the input file and getRunCount() will be between 0 and this maximum amount.
The main function runSimulation() is more complicated than the serial case. It
creates a ParallelRunner, a Thread, to deal with the running of the simulation. It
puts this in a map of ParallelRunners to OnCompleteRuns. It also ensures that an
instance of a ThreadClearer is running. The ThreadClearer polls every 10 seconds
to determine if any ParallelRunners have finished running. If one has, it calls the
corresponding OnCompleteRun, which teaches the result to the learning system.
A PBSLearnerDelegate extends ParallelLearnerDelegate, keeping most of the
infrastructure the same. Two differences arise however: isReadyToRunNextSimulation()
does not only compare against the maximum number of values to run, but also con-
sults the output of the PBS command, “showq”. This command is interpreted by the
PBSQueue class which analyses the output of the “showq” command and determines
how many jobs are running and are queued. The logic of the isReadyToRunNextSimulation()
method is summarised in Algorithm 2.
Finally, PBSLearnerDelegate differs from the ParallelLearnerDelegate in the
ParallelRunner that is used. The base class, ParallelRunner, which is called by the
ParallelLearnerDelegate, ensures that the necessary files are in the directory which
has been assigned to the simulation and executes the simulation. This is extended by
PBSParallelRunner which in addition to the above creates a script file which pro-
vides necessary information to PBS and executes the simulation using PBS’s “qsub”
command which submits the script file to the PBS queue. It then waits until a result
file has been created and terminates.
4.4.5 Learner
Central to the the system is the Learner. It is an abstract class which manages the
neural network, generates parameters, provides an interface for creating simulations
and maintains a list of results.
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Algorithm 2 PBSLearnerDelegate.isReadyToRunNextSimulation()
if maximumParallelRuns ≤ currentRuns then
RETURN false
end if
if processorsToKeepFree ≤ processorsFree ∧ idleJobCount = 0 then
RETURN true
end if
if currentRuns ≥ minimumParallelRuns then
RETURN false
end if
if idleJobCount = 0 ∧ processorsFree 6= 0 then
RETURN true
end if
RETURN false
Where:
• currentRuns are the number of runs currently occurring.
• maximumParallelRuns is the most runs that may occur at once,
• minimumParallelRuns is the minimum number of runs that can occur
• processorsFree is the number of processors not used in the PBS system
• processorsToKeepFree that ought not be used (for other users to use).
• idleJobCount is the number of runs that are queued but are not running (due
to insufficient resources)
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4.4.6 Parameter Generation
The parameter generator as specified in the input file is loaded here and new variables
are extracted from this generator.
As mentioned previously there are three kinds of parameter generators currently
implemented.
* Random Generation
Parameters are generated using a random generator. No state information
is retained.
* Ordered Generation
Parameters are generated according to Section 3.4.3
* Adaptive Generation
Parameters are generated according to Section 3.4.3
The last 2 both use PositionGenerator to generate an ordered series of points.
This is performed as follows:
getPoints() is the main method in this class which generates the ordered points.
It is responsible for returning all points in the corners and sides of a hypercube of a
given dimension with given minimum and maximum values.
It creates a dynamically sizeable array, called pointsList, which is a three di-
mensional array of floating point numbers. This is an ordered array of groups of Sc
parameters (which all have the same amount of extreme values (ie 0s or 1s) and also
the same amount of 0.5s - as defined in Section 3.4.3). It is ordered so that the Sc
with the largest information gain is at the lowest index. To generate this it generates
the centre point (all 0.5s) and the corners (all combinations of 0 and 1) and stores
this in pointsList.
Corners are generated by taking every integer between 0 and 2dims and converting
it to base 2: the nth binary digit corresponds to the value for the nth dimension.
If there is only one dimension then this is all that is required. For more dimensions,
sides must be generated and added to pointsList.
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To create each group of sides, Sc, it should be recognised that each has a fixed
number of extreme values denoted by c (ie 0s and 1s) and a fixed number of 0.5s
denoted by n− c. To create this, each corner is created with c dimensions, then this
number is given to a function which adds a 0.5 to a certain place and recursively calls
itself on the new number until it is of the correct size, as demonstrated in Algorithm
3 and Algorithm 4.
Algorithm 3 createSideCoordinate(c,n)
result⇐ newArray
for i = 0 . . . 2c do
x⇐ convertT oBinaryDigits(i, c)
result.add(addMiddleV alues(x, n− c, 0))
end for
returnresult
Algorithm 4 addMiddleValue(value,extra,startPoint)
list⇐ newArray;
{If the value is the right size, then return it}
if extra = 0 then
list.add(value)
return list
end if
{If every value remaining must be a 0.5, add these and return}
if startPoint = value.length then
for i = 0 . . . extra do
value.addAtEnd(0.5)
end for
list.add(value)
return list
end if
{Creates values which have a value added at the start}
temp⇐ value
temp.addAtPosition(startPoint, 0.5)
list.addAll(addMiddleV alue(temp, extra− 1, startPoint+ 1)
{Creates values which do not have a value added at the start}
list.addAll(addMiddleV alue(value, extra, startPoint+ 1)
return list
Then, while there are still Scs not added to pointsList, each point in each Sc
is compared with each point in pointsList. The point with the smallest Euclidean
difference between a single point in Sc and the closest point in each set already in
pointsList multiplied by the amount of points in the pointsList set is stored. These
differences are added up for each Sc and the one with the smallest is added to
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pointsList. This repeats until there is only one set not in pointsList; this set
is then added at the end.
getPoints() then maintains a map called getPointsResults. This has a key
of the number of dimensions of the pointsList and a value of the pointsList for
this dimension. getPoints() when called first checks if a pointsList already exists
for the amount of dimensions in getPointsResults, otherwise one will created and
added to getPointsResults.
getPoints() is then called by getMoreLocations(), which in turn is called by
getLocation(), the primary interface into the class. PositionGeneratormaintains
a list of locations that have not been used called unusedLocations. It also maintains
the last set of locations that were created in a variable called lastLocations (initially
this is set to the result of the initial getPoints() call. When unusedLocations is
empty, it is populated from results generated by getMoreLocations(). This method
generates values by looking at lastLocations and for each point, p, that is not on
the maximal edge (ie contains an element e, where e = 1), creating a new set of points
from getPoint() and adjusting their values so that they now range between p and
p+1/2n, where n is the number of times that getMoreLocations() has been called.
4.4.7 GridResolutionMonitor
The class, GridResolutionMonitor, is responsible for deciding the necessary grid
resolution of a simulation given its priority, as described in Section 4.3.4. It pro-
vides one method, float getGridResolution(Priority priority) which calcu-
lates the appropriate grid resolution. The base grid resolutions used (which should
be grid independent) may be either provided in the data file or discovered using the
GridResolutionIndependenceDeterminer. The acceptable amounts of lower quality
results must also be provided in the data file (see above).
4.4.8 RunAnalyser
The RunAnalyser is a class specific to the CFD simulation that is responsible for
evaluating results from the CFD. It is abstract and must be extended for use with a
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specific simulation.
It has several unimplemented methods of note that must be created by the user:
• void initialiseRun() should prepare all necessary things so the simulation
can be started. This may require processing any data into a form so that it
may be directly passed to the CFD when it is started either via input files or
preparing command line arguments.
• void runCFD() should start the simulation. This will generally take place in
another process. This should not relinquish control until the simulation is ac-
tually started. This may be achieved by checking whether any data files have
been created by the simulation or by monitoring the process list.
• RunResult getStabilityParameters(int i) is used to extract data from the
simulation at the ith iteration suitable for checking whether the simulation
is stable. “Stable” means that the simulation has converged to some limit
or reached a state of equilibrium and thus needs no further simulation. For
example, in a simulation modelling laminar flow there should be minimal change
from one simulation iteration of the to the next. In a simulation modelling
turbulent flow, convergence is harder to precisely define. It may be that only
a certain area is of interest and stability can be said to have been reached if
values can be taken from this region have converged. It may also be that true
convergence is not necessary and the simulation merely needs to have values in
a certain range in a certain area. For example, when simulating a room filling
with smoke caused by a vigorous fire, this function could measure the mass of
smoke particles in the room.
This method may use any amount of data (limited obviously by the available
resources) and should be allowed to take some time. The simulation itself runs
at the same time as this computation and given a multiprocessor environment,
will be capable of running concurrently with the simulation. Thus, so long as
this method takes less time than an iteration of the simulation, performance
will not be impacted in a multiprocessor environment. Thus some elaborate
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computation may be performed here, if necessary. However, if only a small
amount of time is used, it may be more optimal not to allow this to take place
across multiple processors and instead have the simulation and the analysis run
together. In this case more scenarios are capable of running, since less resources
are wasted idling while waiting for the next iteration of the simulation.
These results are put into a queue by the RunAnalyser. A number of these
values will be used to determine whether convergence has been achieved. The
amount of stability parameters and the maximum acceptable difference between
these is determined by values given by RunData.
• RunResult getAnalysisParameters(int i) is used to extract data from the
simulation at the ith iteration; this data is used to train the learning system.
This will only be called once at the iteration where stability was previously
reached. However, this does not mean that all parameters must be taken from
this iteration. It may be that the user wants to use average values from a
number of previous iterations; this is capable of being performed.
This may generate a number of values in the RunResult returned. However it
will only present the parameters named in RunData to the learning system. In
this way, the learning may be simplified. However all values will be saved to the
result file generated for this simulation. Thus CFDLearner can be restarted with
different data to learn and will not have to re-run this completed simulation.
Note however that when teaching a different combination of output parameters
to the learning system, the Adaptive Learning technique may advise learning
regions and new simulations will need to be run.
• boolean areGood(RunResult runResult) This function determines whether
the results gained from a getStabilityParameters call are of sufficient quality
to use. It may be that an extreme combination of parameters has been simulated
and causes divergence in the results. This function is applied to the stability
parameters and if a problem is detected for a number of iterations the simulation
will be halted prematurely.
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The RunAnalyser in operation initialises and starts the simulation, then repeat-
edly calls getStabilityParameters(), ensuring the result satisfies areGood() and
then adds it to a queue. This will be repeated a number of times, the maximum
amount of iterations being set in RunData.
It then ensures that the results in the queue are converging to a small enough
value, by determining if the smallest and largest values are within a certain bound.
If they have converged then the simulation is halted and getAnalysisParameters()
is called.
If the results from this iteration are out of bounds and with the amount of iter-
ations left it is not possible to obtain the required amount of similar values in the
queue, then the simulation will terminate early. This will also occur if areGood()
returns false several times in a row.
4.4.9 RunCommand
The RunCommand class is an abstract “convenience” class and has been created to allow
for easy reading of the output of command line applications. This has been created
as a threaded class so the output of the application can be accessed as it occurs and
reported back to a commanding application.
The class is given a filename, a list of command line arguments, an input file that
may be piped to the program and a working directory. It then starts a process with this
data. It then monitors the stdout and stderr streams of the application and any time
a line of characters is presented, method is called, either applyStdoutLine(String)
or applyStderrLine(String). These two methods are abstract and must be over-
ridden.
RunCommandLineAggregator is a simple implementation of this and is used to store
all the input data to an array, which may then be easily accessed. This is specifically
used to obtain the output of the “showq” program which shows the current state of
the PBS queue.
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4.5 Visualisation
Visualisation is necessary to allow users to determine whether the data that has been
produced is reasonable. Giving feedback is necessary for users to have confidence of
the system being used. Furthermore it allows for a testing harness through which the
results may be analysed.
4.5.1 Intention
The user interface needs to present two types of information to the user. Firstly,
it must show the results of the neural network. This is the condensed interpolated
parameters that have been extracted from the CFD runs. This must be displayed in
such a way that the user can make simple qualitative analysis as to the impact of
many inputs. It must also allow the user to determine an absolute quantity should
they desire it.
Secondly, it must give users confidence in the results that they are viewing. As
mentioned in [42], confidence can be given by explaining the context of the results
given. Since the only concrete values that the users can trust are the actual CFD
simulation runs, the results must be tied to these. In particular it can show the
proximity of a given predicted result to the nearby simulations from which it is derived.
4.5.2 User Interface
A visualisation tool, CFDVisualiser, has been devised with these two points in mind.
The user is presented with the interface as shown in Figure 4.7. This tool is designed
to display the output of the NN for any two inputs and any number of outputs in the
range it has been instructed to learn. It is broken up into three main sections: the
NN output in the bottom left, the values of the parameters used to train the NN in
the top left and an option panel on the right.
The NN output presents the interpolated results in a 3D context. The x and
y axes are each selectable from the input variables used. Larger values have greater
height (z) values and have colours as specified by the legend to the right. The user can
use their mouse to move their viewpoint anywhere in the 3D vicinity of the graph,
99
Figure 4.7: CFDLearner Visualisation Tool
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by clicking, dragging and using the mouse-wheel to zoom. This allows for a more
detailed view of the area being analysed.
Since only two axes values are selectable at once, the ability to select which ones
are viewable is provided. This is selected on the option panel on the right. Here radio
boxes exist which allow for one unique x and one unique y axis to be chosen. The
parameters that are not used as axes may have the variables that are not explicitly
graphed altered, with the slider. In this way the user can still interactively observe the
impact of varying an input, even though it is not being plotted. Due to the predictive
speed of the NN used, this can be performed in real time.
Each output may be optionally displayed and these then appear adjacent to each
other. In this way multiple outputs can be compared. In addition, the tool allows the
user to select one of these outputs and optimise this with an evolutionary algorithm.
Each output may be selected to be either minimised or maximised. The EA evaluates
the quality of each individual through use of the NN and gives the values of the global
optimum. This can be seen in in Figure 4.7, under the legend, in which the Upper
Layer Temperature has been maximised in terms of the door width and ambient
temperature, with the fire strength constant at 216 degrees. The EA has determined
that the maximum value of the Upper Layer Temperature occurs with the maximum
ambient temperature value and the minimum door width value.
The simulation parameter view shows the location of samples relative to the output
of the NN output. The purpose of this is to show the validity of the data shown. A
box is positioned in the relative location where the values for each simulation were
run. When simulations occur with the same value in the x and y axes, but with
the other variables (that are not plotted) having different values, the size of the box
is adjusted. Thus simulations that ran with values “closer” to the values of the
metamodel being displayed appear larger than simulations that occurred “further”
away. The simulation parameter view is synchronised with the NN output view, so
that changing the view in one also changes the view in the other.
101
«UI component»
CFDVisualiser
«UI component»
ManagedView
SurfaceViewer RunPositionViewer
«UI component»
OptionsPanel
«UI component»
ViewerPanel
ViewManager
Surface Picker
1
N
Figure 4.8: CFDVisualiser Class Diagram
4.5.3 Implementation
CFDVisualiser makes use of Java3D, the Java 3D graphics API, to render the values.
It is able to run on any system that supports openGL. An overview of its implemen-
tation is described in the class diagram, Figure 4.8.
A parent interface exists, ManagedView, which manages the Java3D interaction and
provides for updating of input values. This is then utilised by the RunPositionViewer
and the SurfaceViewer.
The RunPositionViewer shows the location of simulation runs. Each simulation
is rendered as a cube, the centres of which are all on a plane, with their x and y co-
ordinates taken from the user-selected axes. The size of each cube is then proportional
to 1
distance+1 .
The SurfaceViewer is the main class which displays the graphics of the NN re-
sponse. It maintains a Surface which directly interrogates the NN to plot the result.
This tessellates the data extracted from the NN into a series of triangles and passes
these to Java3D to display. This allows the user to set the amount of detail that is
displayed from the NN so that a tradeoff can be made between the response time and
the graphics quality on slower computers. The surface viewer also has a Picker ob-
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ject. Picking is the ability to, given a x−y co-ordinate on a 2D viewport, extrapolate
to the 3D point which is being rendered within the viewport and then returning this
value. This is a utility given by the Java3D libraries. In this way, the user can click
on the part of the response surface that has been rendered and determine the value of
the NN at that point. Multiple SurfaceViewers are maintained in a ViewerPanel.
This holds all the panels adjacent to each other and allows for the detail level to be
updated and for additional panels to be added.
The ViewManager handles the way the location of the view is updated so that all
the images are shown from the same perspective. It holds many ManagedViews. The
ViewManager maintains a mouse handler which responds to mouse events. This then
calls the Picker if no movement is registered. Otherwise it creates an instance of
UpdateViewerPositionThread for each other available view. This is sent to a buffer,
so that the currently updating render is not stopped. When no thread is running,
the new updater thread then updates the viewer of the ManagedView. In the same
framework, the control panel updates the input and output parameters that are shown
by sending messages to the ViewManager. In this case, an UpdateParametersThread
is created with which the input parameters (that is, what is an axis and the values of
non-axis values) are updated.
4.6 Summary
In this chapter, the design of the system was outlined, the various modules were
outlined and the implementation of individual components was described in detail.
This process of specification, design and implementation has achieved a complete and
functional system, the parts of which are well defined and separate. Each component
performs a specific task and is easily changed. Each component is also capable of
being utilised in other ways. For example, the parameter generator is completely
independent of the simulations for which it generates parameters. Therefore it could
easily be used as the basis of a system for experimental design. Also, the rationale
behind the visualisation tool has been demonstrated, its functionality described and
its implementation explained. This tool is used in subsequent chapters to demonstrate
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the results of the system.
The system may be run on any system on which Java5 or above exists. It has only
been tested on a Unix based system, so may have unforeseen deployment issues on
other platforms, for instance any version of Microsoft Windows. If it is necessary to
use it on this platform, the Cygwin suite of tools are recommended to emulate many
of the commands used in a Unix environment.
With a system having been trained, it is then usable by 3rd party systems. In-
teraction with a trained system can done in one of two ways. If the system is being
developed in Java itself, then the neural network can be instantiated directly and
results extracted from it through the API. If another language is being used, then it
is possible to interact with the system via a series of command line hooks, provided
in the hooks package provided by CFDPredictor. This still requires the installation
of Java, however it allows a process to be started at any time that reads the NN
information, and makes a prediction based upon it. Creating a new instance of this
can be slow, so it has the ability to allow multiple queries at once to be made. This
means the process needs only read the data file once to make many predictions, vastly
speeding up the time per query.
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Chapter 5
Results
5.1 Introduction
The chapters above have proposed the necessary technologies so that a system can
be constructed which can learn the results from CFD simulations and can then in-
terpolate their results quickly. In this chapter, these technologies are now evaluated
in the context of CFDLearner. This will show the applicability of these methods to
the system and the ability of the system to extract data from the Fire Dynamics
Simulator (FDS) CFD simulation tool.
To give some demonstration of the ability of this system, it has been used to
train itself on single compartment fire simulations. This demonstrates the use of the
system and shows how it can provide useful results that can be used in optimisation
and expert system scenarios.
Note however that the fidelity of the system is as good as the actual data that is
provided to it; similarly the computational time of the simulations are dependent on
the actual simulation themselves. This framework is completely independent of the
actual simulation that it uses: in fact it is possible to use the system to generate a
set of parameters that could be used as the basis for running an experiment instead
of a simulation. Thus it should be noted that the data herein is not provided with
the express purpose of aiding Fire Protection Engineers, but rather to demonstrate
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Figure 5.1: Steckler’s Experiment
the capabilities of the system in a complex multiparameter non-linear environment.
This chapter is organised as follows: Case Study: Single Compartment Fires de-
scribes how the CFD API has been adapted to work with an actual simulation and
Results analyses each component of CFDLearner in detail to show the correctness of
its functionality. In particular, the GA system is first tested to demonstrate that it
can independently optimise data with no user input. Next the GRNNFA+ is demon-
strated to learn experimental data from Steckler [91] which the case study has been
based upon. With the suitability of the proposed NN shown, the ordered method
and the adaptive method are compared to show their performance. Finally, the mul-
tiple grid resolution method is used with the adaptive parameter generation method
to show how grid independence can be found and then to analyse how lower reso-
lution simulations (that is, simulations that run faster) can be used in combination
with normal resolution simulations in achieving close to normal accuracy, while only
taking a fraction of the time. With this completed, the system has been thoroughly
demonstrated and analysed.
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Figure 5.2: Simulated Experiment
5.2 Case Study: Single Compartment Fires
The term “Single compartment fire” refers to a fire in a single room, as shown in
Figure 5.1. This is similar to industrial settings such as described in [47] and [60]
where egress time from a factory floor is important to calculate. Such simulations
are often simplified so they may be studied systematically. The position and strength
of the fire is fixed by using gas or liquid burners to simulate burning materials. The
single entry to the room is not fixed so that different door and window configurations
can be made, to test the effect of restricting in/out flow of the resulting smoke. This
scenario forms a stable state, where the hot gas produced by the fire rises, fills the
upper region of the room and escapes through the top of the opening. Meanwhile,
cool air, which feeds the combustion process, comes in through the bottom of the
opening and keeps the bottom layer relatively cool.
Steckler et al [91] investigated this scenario, varying the size of the opening as well
as the location and strength of the fire. Since the experiment was performed outside
over the course of several days, the ambient temperature also changed. From this
experiment numerous measurements were taken, for instance, the thermal interface
layer height, the average temperature of the hot (upper) region, and the average
temperature of the cooler (lower) region, as well as the rates at which gas escaped
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and entered the room.
To give the results some context, it helps to know the behaviour of the a single
compartment fire. It is expected that as a fire becomes more powerful, the tempera-
ture in the room increases. It is also expected that as the door narrows, less heat can
escape the room and the room will also increase in temperature. Thus the hottest
point will be when the door is narrowest and the fire is most powerful and the room
should be coolest when the door is widest and the fire nearly extinguished.
5.2.1 System settings
Steckler’s experiments were the basis of the simulations performed. The program
FDS (Fire Dynamics Simulator) produced by National Institute of Standards and
Technology (NIST) was used to simulate the results. A visualisation of its output can
be seen in Figure 5.2. It was ensured that the simulation gave results within 10% of
the experimental results, by configuring several simulations with identical settings to
Steckler.
The system was then set to learn both the fire strength (FS), door width (DW),
door bottom (DB), door height (DH) and ambient temperature (AT) parameters. All
other parameters were set to replicate Steckler’s Experiments, with the fire positioned
in the centre of the room.
A CFD Analyser was generated to determine the height of the thermal interface
layer (TIH), as well as the average upper layer temperature (ULT) and lower layer
temperature (LLT). These were used to gauge the stability of the simulation and only
the average upper temperature was used to teach the NN.
5.2.2 CFD API Implementation
A detailed analysis of the implementation of RunAnalyser is instructive as it shows
pragmatically how CFDLearner works in action.
To make CFDLearner work with FDS, it had to contend with the way that it
works. As FDS executes a simulation, it runs iterations of calculations and it may
be terminated at any time and may be restarted with some different parameters. To
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stop FDS a file needs to be created. FDS then detects this file and will halt at the
end of the next generation. However it cannot change itself mid-run. This becomes
an issue with data output. FDS can be commanded to give output at every iteration
or at every n iterations. However to output every iteration is extremely time wasting
as FDS produces a great deal of data at each iteration and writing to a file takes some
time, due to the physical slowness of hard disks. Thus it is not optimal in terms of
time to produce output at each generation.
Instead FDS should be controlled as follows:
• The data file for FDS is altered to produce no data
• FDS is started
• FDS is stopped after a large amount of simulation time
• The data file for FDS is altered to produce data regularly
• FDS is restarted
• FDS is stopped after a short amount of simulation time
For the case used, the simulation was allowed to run for 19 seconds of simulation time
without output, then it was tested for 1 second of simulation time with output being
produced every 0.1 seconds, a rate of ten times a second. The outputs accumulated
over this second are then averaged.
To do this automatedly is a complex process. The system needs to detect when
the output files created, read the simulation time from the output of FDS, write the
FDS data file with variables describing how often data should be produced, restart
the simulation and detect, parse and analyse the output files as they are created. To
accomplish this, the a number of classes were written, their interactions are shown in
Figure 5.3.
Firstly, the class FDSLearner, which extends the necessary Learner class and
provides the two methods getRunAnalyser() and getExecuteProcessCommand().
Secondly, the class FDSRunAnalyser extends the necessary RunAnalyser, which is
returned by FDSLearner.getRunAnalyser(). It does not use the initialiseRun()
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and runCFD() methods that are provided by the base class, because starting and
stopping the simulation needs to be produced for every iteration due to the na-
ture of FDS, as explained above. Instead execution of simulations is handled by
getStabilityParameters(). This class maintains two further classes.
The first of these is DataFile. This abstracts the data file that FDS requires to
run. DataFile creates commands for FDS to set up the geometry of the room and to
set the strength and size of the fire. It also sets commands that control the grid width
and how often output files should be created. These commands are based on a number
of variables which it accesses through RunData. Furthermore DataFile ensures that
all the dimensions in the room properly adhere to a grid (for example, if the grid is of
size 1cm no shapes are created at 0.5 cm intervals), and the grid is allowed by FDS
(FDS requests that only certain amounts of grids are used for optimal performance).
Each command is implemented manually and requires considerable time and effort
to ensure that the user is able to enter in any value without having to give due
consideration to the calculations that are required to make everything work well.
Such automation of input file creation is of particular importance when calculating
the fire field. The way FDS specifies the fire is by setting the fire area and then the fire
strength per square metre. If the area is not accurately known (due to the grid size
not being able to adequately resolve the given area of the fire), then the appropriate
fire strength also cannot be precisely set. Encoding this expert knowledge in the
system is an example of a way that the user’s task is made much simpler.
The other class FDSRunAnalyser maintains is FDSOutputParserManager. This is
the class that manages the reading of the output of FDS. Before explaining how this
class works, the output of FDS needs to be explained. The output of FDS is two-fold:
firstly there is the fluid speed and heat data which is presented in the form of a file
whose filename is the concatenation of the name of the simulation and the simulation
time of the sample. Secondly, FDS presents status data to stderr. This status
data tells the user which iteration of the simulation has just been completed and the
simulation time at this iteration. Obviously then, FDSOutputParserManager needs
to track the simulation time to know the data that is expected to have been created.
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 : RunAnalyser  : DataFile  : FDSOutputParserManager  : FDSOutputManager : FDSParser
1: getStabilityParameters()
2: createFile()
3: run() 4: readData()
6: getAverageColumnTemperature()
7: getAnalysisParameters() 8: getLastTimeRead()
5: analyseFile()
 : FDSRunAnalyser
Figure 5.3: FDS execution process
This is complicated by the ability to deal with the speed optimisation mentioned
above whereby output only occurs during certain intervals. To manage this, the class
maintains three variables:
* nextTime, which specifies the next time (in simulation time) that an output is
expected,
* interval, how often outputs are expected
* endTime, when the current output interval will cease (in simulation time)
The status data is read by a class extending RunAggregator, called FDSParser.
Every time new status information is presented to stderr, this class will detect it
and extract the simulation time from this line. The FDSParser object then calls
the method FDSOutputParserManager.readData(float simTime), where simTime
is the extracted simulation time. readData checks the simulation time to ensure it is
between nextTime and endTime. While this is satisfied, nextTime is incremented by
interval and an FDSOutputParser is created to read the data file at nextTime. In
this way many FDSOutputParsers may be created for one update.
The FDSOutputParser is a threaded class designed to read the simulation data
from the created simulation files. The class is a thread so that many instances may
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process data files at once on a multithreaded system. FDSOutputParser finds the
precise name for the file (this is necessary as the file may not be created with exactly
the time that is anticipated, but rather may be a few milliseconds later). The file
that has been found is converted from the binary format that FDS uses (known as
Plot3D) to a 4 dimensional array. This array has one dimension for each of the
spatial dimensions and the 4th dimension is the value at that location (the x, y and
z components of the velocity and the temperature). For simplicity, this 4D array is
converted to an array of FDSLocation. This is a container class which contains the 3
dimensional location of the point and the values at that point. These points are then
filtered so that only the points inside the room are considered. The FDSOutputParser
now determines the temperatures in a column at the same location as Steckler. These
values were used to determine convergence with Steckler’s work and are also used to
determine the steady state of the simulation.
When the last FDSOutputParser is created for the current iteration, the class
which has created them, FDSOutputParserManager, then waits until all running
FDSOutputParsers have completed. The FDSOutputParserManager then averages
the column temperatures from the FDSOutputParsers it has run and returns this to
the FDSRunAnalyser.getStabilityParameters(). This then compares the column
temperatures from the current iteration to the column temperatures from the previ-
ous column. It does this by determining the temperature for each z (height) value
and returning the greatest difference of all of these comparisons.
The analysis parameters are generated when the stability of the simulation has
been achieved. To generate these parameters, the thermal interface is determined
from the last observed column temperatures. This involves determining the height
for which the air velocity changes sign in the y axis at each column of data in the
room, and then averaging the height value for each column. These average values are
now used to calculate the average upper temperature and average lower temperature.
The average upper temperature value is found by averaging the temperature for all
locations above the thermal interface layer height while the average lower temperature
value is found similarly for locations below the thermal interface.
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5.3 Results
5.3.1 Genetic Algorithm Testing
The proposed genetic algorithm was tested using simulations on the Ackley function:
f(−→x ) = 20 + e− 20e−0.2
r Pn
i=1
x2
i
n − e
Pn
i=1 cos(2pixi)
n (5.1)
where −→x is a vector of n dimensions, n = 60 and each value in the vector is in the
range −15 ≤ xi ≤ 15.
The Ackley function was chosen due to its complexity (in particular, its multi-
modal nature caused by the final term) and its ability to scale up to high dimensions,
making for complex problems. The target fitness is 1 and a maximum of 1000 gener-
ations are allowed.
For Figures 5.4 - 5.7, the amount of sub-populations is varied from 1 (no possible
adaptation of populations) to 40 so that the effect of the number of populations may
be observed. Twenty runs were performed on each population size.
For Figures 5.8 - 5.10, the amount of sub-populations held is constant at 20 and the
values for various parameters are displayed at each iteration. In this case the results
are averaged from 100 simulations. While some simulations ran for the full 1000 gen-
erations, 90% of these stopped within 275 iterations, so no values at higher iterations
than these are displayed, since the data at higher generations is not representative of
the true parameter values.
It is evident that single populations, as shown in Figure 5.4, fare badly. In fact,
most of the runs failed to meet the target fitness. This failure is because random
population sizes and evolution parameters are given to one population and there is
no way to correct these parameters if poorly chosen. Any number of sub-populations
greater than 10 is optimal in terms of the chance of finding the goal. Referring to
Figure 5.5, however, which shows the number of evaluations of the functions needed
(and thus the time for which the GA will need to run), it can be observed that using
a population size greater than 17 is optimal.
Figure 5.6 shows the amount of generations it takes to solve the problem and
113
Figure 5.4: Amount of Sub-populations vs Average Fitness of Best Solution
Figure 5.5: Amount of Sub-populations vs Evaluations
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Figure 5.6: Amount of Sub-populations vs Generation Solved
Figure 5.7: Amount of Sub-populations vs Average Population Size
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Figure 5.8: Adaption of population size
Figure 5.9: Adaption of Average EA Proportions used in each Sub-population
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Figure 5.10: Adaption of GA Mutation Rate
Figure 5.7 shows the average size of each population used. From these figures, it can
be observed that the sub-population size steadies at around 20, while the amount of
generations continues to decrease and the amount of evaluations remains the same.
This means when the algorithm has enough populations, it is good at distributing the
knowedge obtained.
It is interesting to compare this to other experiments, where multiple sub-populations
have been used. In such cases, for example [82], the amount of individuals has re-
mained fixed so that having more sub-populations would mean a smaller proportion
of individuals in each. This system can do the same thing without applying such
constraints.
Figures 5.8, 5.9 and 5.10 demonstrate how various parameters are adapted within
a single run. The population size, in Figure 5.8, does not fluctuate much compared
to the other figures. This population size of 20 is a good trade off between having
sufficient variation in the population and the pressure to decrease the amount of
individuals. This value, when compared with Figure 5.7 shows that 20 is the optimal
population size.
Figure 5.9 shows the proportion of the evolutionary algorithms used in each sub-
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population, averaged over all 20 subpopulations. The evolutionary algorithms used
are:
• Real valued genetic algorithm, with cross over and mutation
• Elitism, in which the best unique values are carried forth from one generation
to another
• Hill Climbing, in which the value for each dimension of an individual, x, is
compared with x+∆ and the new value is chosen if it is better.
• DifferentialEvolutionA, in which 3 individuals are chosen, p, q and r and the
new location is p+ ρ(q − r)
• DifferentialEvolutionB, in which 4 individuals are chosen, p, q, r and s and the
new location is p+ ρ(q − r) + λ(p− s)
Figure 5.9 demonstrates that a definite set of results are chosen and persisted with.
The hill climbing algorithm is largely rejected, which is understandable considering
it only utilises the knowledge from one individual, compared to other methods which
take values from many individuals. DifferentialEvolutionB is consistently favoured
over DifferentialEvolutionA, which would also be expected since it also is a more
“knowedgeable” algorithm. Elitism is substantially used so that good knowledge is
not lost. Given that the elitism rate stays at about 0.27, and the sub-populations size
is generally about 20, this means that 5-6 individuals are kept from one generation
of the sub-population to the next, which is a valid amount. The regularity and
sensibleness of the results gives confidence that this method is ensuring the better
EAs are chosen.
Figure 5.10 looks in detail at the parameters of the GA. It shows the mutation
rate is quite high (about 0.5) compared the normally expectation (< 0.1). However
the GA is the only algorithm used which employs mutation. Since the GA is used
consistently 10% of the time, the effective mutation rate in the entire population is
about 0.1, as would be expected. This is consistent with hand tuned parameter values
[36] and gives further confidence in the ability of the system.
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Table 5.1: Steckler’s Experimental input parameters
Name Units Experimental
Minimum
Value
Experimental
Maximum
Value
Door width Metre (m) 0.24 0.99
Door obstruction height (from
ground)
Metre (m) 0.00 1.37
Fire Strength Kilo-Joules (kJ) 31.60 158.0
Fire distance perpendicular to
door
Metre (m) 0.24 2.59
Fire distance parallel to door Metre (m) 0.00 1.19
Gas burner height Metre (m) 0.02 0.30
Ambient Temperature Degrees Centigrade
(C)
6.00 36.00
Table 5.2: Steckler’s Experimental output parameters
Name Units Experimental
Minimum
Value
Experimental
Maximum
Value
(Zi) Thermal Interface Height Metre 0.57 1.49
(Tl) Lower Gas Temperature Degrees Centigrade
(C)
19.00 159.00
(Tu) Upper Gas Temperature Degrees Centigrade
(C)
86.00 259.00
(ma) Air Mass Flow Rate kg/s 0.12 0.69
(N) Neutral Plane Location N/Ho 0.45 0.61
(mj) Maximum Mixing Rate kg/s 0.04 0.88
5.3.2 Neural Network Testing
The GRNNFA+ algorithm was tested on the full set of the data from Steckler [91].
This data has a number of input parameters and output parameters that are set out in
Table 5.1 and Table 5.2. The high dimensionality of the data and the noise inherent in
measuring physical phenomena in extreme conditions (high temperature and velocity)
makes this a good data set for proving the capability of a learning algorithm used to
model values arising from fluid dynamics.
In this experiment, the input parameters control the position of the fire, the
strength of the fire and the geometry of the compartment opening. Steckler mea-
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sured the temperature of the areas on both the upper and lower sides of the thermal
interface layer (see Figure 5.1), as well as the air flow rate, maximum mixing rate and
neutral plane location.
All the values for 54 out of the 55 experiments recorded were fed into the network
for training. After training, the weight values in the GRNNFA+ became an initial
population for the Genetic Algorithm. This was allowed to run until a certain level
of error decrease occurred. The trained and evolved network was tested next to
determine how much error there was in predicting the remaining value.
The error is determined by summing up the relative error of each output. For
each output learned, a maximum and minimum value is maintained by the network.
The normalised error for each prediction is then given by the formula:
E =
n∑
i=0
|Outputi − Expectedi|
maxi −mini (5.2)
where n is the number of output values, Expected is the result taken from Steckler’s
data, and maxi and mini are the extreme values of each variable in Steckler’s data.
Thus each error is normalised to within the same range of [0,1] so that errors may
be added to each other. In this way a large error caused by one output where the
spread of values is large does not overwhelm a small error caused by many outputs
where the spread of values is small.
Experimental Results
Errors in predictions and the duration of the learning process were collated for a
number of varying values of evaluation proportions (λ) and learning proportions (ζ).
Each simulation was run 20 times and the average and mean were both plotted. In
addition, the actual distribution of the errors for varying ζ values was plotted once
in the form of a bucket plot (Figure 5.15 ).
Further, predictions across the whole range of values were made (Figures 5.11 and
5.12). These show the average temperature of the lower gas layer and the neutral plane
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Table 5.3: Error in Training the GRNNFA+ without using EA
Metric Value
Average Err (20 runs) 6.0%
Median Err (20 runs) 5.2%
Average time 0.1 sec
location, for the half of the room to the left of the door (the results are symmetrical
about this axis). Each pixel represents a fire having been started at that location,
and the corresponding value for the experiment at that location being measured (Red
corresponds to higher values, black to lower values). The y-axis is the parallel distance
of the fire from the opening. The x-axis is the perpendicular distance of the fire from
the opening. The opening of the door is at the origin, (0, 0). The y-axis could be
mirrored about the top of the figure, to view how the image of the whole room would
appear. The width of the opening varies from 0.25 to 0.85, and the fire is situated
0.02 m above the floor releasing energy at 66 kJ, with an ambient temperature of
20◦C. Higher values are red/light, lower values are dark.
These images were generated in about a second, and given that each image is about
500*500 pixels, this represents 250,000 evaluations. If these images were created with
CFD simulations or from experimental data, performing this many evaluations would
take in the order of years.
Discussion
Figure 5.13 shows the learning performance of the neural network for varying learning
proportions when all samples are taken into account. Each network employed to
create the prediction was generated 20 times and the average and median error was
plotted. The results gained here should be compared with the results gained from the
GRNNFA+ alone without the EA, shown in Table 5.3.
It can be observed there is a steady decrease in the average error from 5% to
3.8%, for ζ = 0.05 to 0.2, while the median error stays roughly the same, decreasing
from 3.3% to 2.9%. However, Figure 5.15 shows that while most predictions of each
ζ are under 4%, the outliers can dramatically increase the averaged error. This
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(a) Door width 0.25m (b) Door width 0.45m
(c) Door width 0.65m (d) Door width 0.85m
Figure 5.11: Temperature of the Lower Gas Layer, with varying door widths
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(a) Door width 0.25m (b) Door width 0.45m
(c) Door width 0.65m (d) Door width 0.85m
Figure 5.12: Neutral Plane Location, with varying door widths
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(a) 100% Samples (b) 75% Samples
(c) 50% Samples (d) 25% Samples
Figure 5.13: Learning Performance
(a) 100% Samples (b) 75% Samples
(c) 50% Samples (d) 25% Samples
Figure 5.14: Learning Time
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Figure 5.15: Error Distribution, 100% Samples
is symptomatic of the EA: while it will normally generate good values, this is not
guaranteed.
When ζ = 0.1 an increase in the expected prediction quality of the GRNNFA+
alone (given in Table 5.3) would be 10%. Looking at the results in 5.13(a), however,
the error in the GRNNFA+ with EA improves values by ζ = 0.1 yet results in an
increase of more than 10%: 30% in the average error (reducing the error from 6% to
4.2%) and 35% in the median error (reducing the error from 5.2% to 3.4%).
More interestingly, when the proportion of samples is decreased there is often a
learning improvement that goes along with it. The 25% samples example shows that
having a ζ of 0.1 produces an error of about 4% and ζ of 0.2 produces an average error
of 5.5%, yet a median error of 3%. The difference between the average and median is
due to the spread of values. While 50% were less than 0.17, 25% were more than 0.6.
This is not necessarily a bad thing. If the learning time is examined (see Figure 5.14),
a time of about 20 seconds is taken to learn such a value at this sampling rate. The
average learning time to have the error comprise of all the samples is 120 seconds.
This means that it is possible to run the 25% sample 6 times in the same time that
it would take for all the samples. In this time, the probability of achieving a result
less than 3% is 98.4% (1− 0.56).
The amount of improvement necessary corresponds to an increase in the learning
time, but not by a great amount. This has to do with the EA used. The EA used
takes a large initial population, which is itself evolved as generations go by (see Figure
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5.8). This means that the first generation will take a while, but will determine good
candidates for further exploration of the search space. As such, following generations
will run more quickly and not take so long. This means that the problem then
becomes one of finding an improvement amount that does not over-fit the data, but
still provides maximum extra learning. From these experiments, a good value is 20%.
The qualitative difference of changing values is demonstrated in Figures 5.11 and
5.12. Figure 5.11 shows the temperature of the lower gas layer. This shows how fires
closer to a narrow door will cause greater heat throughout the lower layer of the room.
This is particularly prevalent in 5.11(a). The bottom images show that when there is
a sufficiently wide door, the hottest area is at the corner closest to the door (bottom
right corner).
Figure 5.12 is similar to the previous figure, except the measured result is for the
Neutral Plane location. This is the ratio of the distance between the bottom of the
Thermal Interface Layer to the bottom of the opening and the height of the opening.
In other words, the proportion of the door area through which fresh air may enter.
These graphs show that as the door widens, so too does the area where the Neutral
Plane Location is higher. This means that a fire at the back of the room allows more
fresh air to enter the compartment. When the door is wider more air can enter the
compartment, and also serves as a better exhaust, taking up a smaller proportion
of the opening. Thus increasing the width of the opening will allow the amount of
ventilation to increase at a non-linear rate.
5.3.3 Parameter Generation Testing
The CFDLearner was run once using the ordered method to initially generate 500
simulations. All the results of these simulations were cached, so that subsequent runs
of the CFDLearner did not need to run the same simulation for the same parameters.
Since the adaptive method is based on the ordered method, given enough results both
selection methods have sufficient data that further simulations are not necessary.
In this way a detailed analysis of using different learning procedures was per-
formed. The following variables were considered:
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Table 5.4: Significance of Difference in Training CFDLearner with the Adaptive
Method versus the Ordered Method
scenario t value degree significance
a 0.01 45 1%
b -2.26 45 97%
c 0.52 42 39%
d -1.48 42 85%
d* 1.57 24 87%
e 1.46 168 85%
f 1.99 168 95%
• Setting input parameters to fixed values and thus observing the impact of learn-
ing less values
• Teaching only one of the outputs to the NN and observing the impact of learning
less complicated data
• Turning on and off the optimisation of the NN using EA.
The data plotted was collected by allowing each learning procedure to chose which
simulation it determined should be run next, in turn determining the Euclidean dis-
tance between the result of that simulation to the prediction of the NN (the infor-
mation gain) and then teaching the result to the NN. This was repeated 200 times
for each setting and the cumulative information gain is displayed (Figure 5.17). Since
there is no randomness when the NN is not optimised, the results with no optimi-
sation were performed only once. However when the NN was optimised, the routine
was performed 10 times and in these cases both the mean error and standard error
are shown.
Commentary
Figure 5.16 gives an overall view of the output of the NN presented graphically after
a small amount of simulations take place. In this case one output of the NN was
predicted in terms of two inputs, one trained by the ordered method (Figure 5.16(a))
and the second by the adaptive method (Figure 5.16(b)). Such a 3D view shows
that the landscape, while having had the same limited amount of points to train the
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(b) Adaptive Generation
Figure 5.16: Output comparison
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(a) Inputs: FS, DW; Outputs: ULT; Non-
Optimising NN
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(c) Inputs: FS, DW, AT; Outputs: ULT, LLT,
TIH; Non-Optimising NN
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(d) Inputs: FS, DW, AT; Outputs: ULT,
LLT, TIH; Optimising NN
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(e) Inputs: FS, DW, AT, DH, DB; Outputs:
ULT, LLT, TIH; Non-Optimising NN
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(f) Inputs: FS, DW, AT, DH, DB; Outputs:
ULT, LLT, TIH; Optimising NN
Figure 5.17: Cumulative Information Gain
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Figure 5.18: This detailed view of experiment (f) shows that at the final iteration,
the ordered method is more than 20 iterations behind the adaptive method in terms
of information gain.
NN, differs in the detail around the peak at (0.12,300). The adaptive method chose
to perform simulations with higher fire strengths, where the gradient is clearly the
highest. As a result, it has more varied landscape which conveys more information.
This demonstrates the idea behind the adaptive method: by using past information
it gains insight into the data set.
Note that the adaptive method does not choose the value at (0,150). This is
because there is a larger gradient between (0,300) and (0.6,150) than there is be-
tween (0,300) and (0,0). As shown in Equation (3.26), this emphasis can be altered
by changing the value of ρ so that values with a larger distance between them are
favoured.
Next this insight is investigated as to how much the learning time is reduced. The
graphs shown in Figure 5.17 show the cumulative information gain of the adaptive
method and the ordered method over a greater number of iterations. Each row of
graphs differ in the complexity of the data being learned. The two at the top, (a)
and (b), attempt to learn the simplest case with only 2 inputs and one output, while
in the middle, (c) and (d), a more difficult case is demonstrated where 3 inputs and
3 outputs are learned. Recall that the information gain is the difference between the
actual result and the predicted result. Optimally, this will occur the most at the
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start and improve by a decreasing amount as the iterations progress. Thus, learning
faster during early iterations means that the data provided by the selection method
has been sufficient to teach the NN so that further data is not required.
Independent Two-Sample t-tests of equal sample sizes are also used to show the
significance of the learning ability, by comparing the means of the learning gain taken
per iteration of both the ordered and adaptive methods, as shown in Table 5.4.
The selections using the ordered method are marginally superior in cases where
the settings are simple, (a) and (b), and the adaptive method is marginally superior
in more slightly more complicated cases, (c) and (d).
There is a large disparity between the information gain when the optimisation
of the NN is and is not used. On closer inspection, one observes that the change
in information gain only occurs in the middle: in case (c) and (d), for the first 9
iterations, the rate of change is quite similar. This is due to the order in which
simulations are chosen (recall that the first 2n + 1 simulations are the same in the
adaptive method as in the ordered method). This demonstrates how a better learning
technique further enhances the ability of the system to choose more pertinent data.
Observe in particular case (d). Both the adaptive and ordered methods at the
end have the same information gain. However it is apparent that the adaptive case
has more information gain earlier. If the simulation were set to stop after the error
in learning was minimised this would have occurred after less simulations were per-
formed. This is confirmed by the t-tests. In scenario (d), if taken at the end, it is
observed that a negative t-value is gained. However, this does not take into account
the fact that since the adaptive method learns faster at the start, it has less to learn
into the end. The table entry (d*) has been included which shows that the learning
gain over the first 24 iterations for the adaptive method is significantly better than
the ordered method. From this it is shown that learning completes earlier for the
adaptive method than the ordered method.
Considering that these are low order tests with only 2 and 3 input variables, one
would expect that there is not a large amount of information that can be extracted
from the scenarios; indeed, the difference between the two is not striking. However,
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if the amount of variables were to increase it is expected that the performance of the
ordered method would continue the trend of performing more poorly. This is because
the amount of points required increases exponentially and the ordered method has no
choice but to look at all of them, meaning it cannot delve in detail to points where
the most information is to be gained.
This is tested in the bottom two graphs, (e) and (f). One can observe that in the
initial period there is little difference between the ordered and adaptive methods, even
after the adaptive method finishes its loading period, which occurs after 25 + 1 = 33
iterations. At the 80th iteration however, the ordered method ceases to learn at
the same rate, yet the adaptive method’s rate of change stays roughly the same. It
is believed that initially there is a great amount of information to learn no matter
which learning method is chosen, however after a number of iterations the information
becomes harder to find. Thus some locations in the search space will have more
information in them than others: here it is shown that the adaptive method does find
these locations.
At various points in these two instances, it can be observed that the adaptive
method has the same information gain as the ordered method does 20-30 simulations
later. This is more easily viewed in Figure 5.18. In such a case it is more likely that
CFDLearner will reach the error threshold that will stop it (which was disabled for
these tests) and thus be more likely to terminate earlier.
The error bars shown in these graphs demonstrates the stability of the algorithm.
In scenario (f), the standard error is between 3% and 10%. This shows that the results
will be repeatable for this simulation.
5.3.4 Grid Resolution Testing
The grid independence searching algorithm first was tested against a number of ar-
tificial situations to test its theoretical utility. Then the entire algorithm was used
with the Fire Dynamics Simulator (FDS), replicating the experiments performed by
Steckler.
Two artificial simulations were used, one (CFD-A) to verify it works and another
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(CFD-B) to demonstrate the effect of disrupting the searching phase with non-linear
data.
The first simulation gave an output value of f(x) = 0.1loge(log2(x
−1 + 1)), the
second g(x) = f(x) + 0.1sin(pilog2(x
−1) + 1). A threshold of 1.5% was used in these
cases, that is two simulations require an output of within 1.5% of each other to be
considered grid independent. The grid resolutions chosen by the algorithm and the
resulting output value given by the f(x) and g(x) are plotted in Figure 5.20.
Figure 5.19 shows how the algorithm quickly approaches the value of grid inde-
pendence in O(log(n)) time. During the first phase, the algorithm is halving the grid
resolution at each iteration. The value of the initial grid resolution employed is 20,
then 2−1, et cetera. The algorithm stops after iteration 7, which has a grid resolution
of 0.0156 or 2−6 because the difference in the output between iteration 6 and 7 is less
than 1.5%. Thus iteration 6 with a grid resolution of 0.3125 or 2−5 is taken as the
grid independent value.
The second phase, which employs binary search, is hard to observe on the scale
used in Sub-Figure 5.19(a) so Sub-Figures (b) and (c) are employed to show this phase
in detail. The algorithm is attempting to find a grid resolution which is coarser than
2−5, yet still has a difference in outputs of less than 1.5% with the simulation which
ran at iteration 7, with a grid resolution of 2−6. Since the output value at iteration
7 is 1.1429, a simulation with a value of more than 1.125 is needed (as shown by the
dotted green line).
Consider first the simpler simulation (CFD-A). At iteration 8, its grid resolution
is set to be half way between 0.0625 and 0.03125. At this point, the output is too
small. For this reason, the grid resolution is decreased until a simulation with a
large enough output is found which ensures the difference compared to iteration 7 is
less than 1.5%. This searching occurs for three iterations until the difference in grid
resolution between successive iterations is less than 10%. This occurs at the 10th
iteration. Since an output which has a difference of less than 1.5% with iteration 7
has not been found by iteration 10, the grid resolution found previously at iteration
6 would instead be used as the base grid resolution.
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(a) CFD Value and Grid Resolution vs Iteration
(b) CFD Value vs Iteration (detail)
(c) Grid Resolution vs Iteration (detail)
Figure 5.19: Artificial Simulation Results
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(a) CFD Value and Grid Resolution vs Iteration
(b) CFD Value vs Iteration (detail)
(c) Grid Resolution vs Iteration (detail)
Figure 5.20: Fire Simulation Results
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The more complicated solution (CFD-B) takes similar values, however the function
has been chosen so that it demonstrates what happens during the search when a point
that reduces the error below the threshold is encountered early. It can be seen that the
value at iteration 8 still does not meet the error threshold, so a finer grid resolution
is used at iteration 9. This time, the output is within the threshold. Next a grid
resolution between the one used at 8 and 9 is tested; this also is within the threshold.
At this iteration, the difference between the grid resolutions is too small, so no further
values are tested. Thus the grid resolution used will be the one found at iteration 9,
0.043. This second phase creates a grid resolution which would make a simulation
run 2.6 times faster, when being applied to a three dimensional model.
The algorithm was then used to predict the results from an actual simulation, the
results of which are shown in Figure 5.20. The simulator used was FDS, configured
to replicate the experiments of Steckler [91]. In this case three outputs were used to
determine the value of the simulation, the average upper and lower temperature layer
in a column at the same point as used by Steckler (see Figure 5.1) and the thermal
interface layer height. Since three values are used as output, a representative output
cannot be shown as in Figure 5.19. Instead the error, E, calculated by obtaining
the Euclidean distance between the displayed iteration and the previous iteration, is
displayed.
In Figure 5.20, two runs are again shown, one with a higher threshold of 0.2 (A)
and one with a lower threshold of 0.1 (B). It can be observed that despite having a
more precise threshold, this only requires one more run to be performed.
CFDLearner was then run with pre-existing results so that the grid resolution
ratios used could easily be altered. CFDLearner was trained 100 values with the
specific grid resolutions shown in Table 5.5.
The relative error is determined by taking 10 values for each input (since three
inputs are being used, this gives 103 values) and comparing the difference between
the outputs at each of these points. This value was then averaged. The speed-up
value is the relative difference in the time that it takes to run two simulations and is
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Table 5.5: Effects of creating a neural network with varying grid resolutions
Grid Resolutions Ratio Relative Error Speed up Factor
0.08 1 0% 1
0.12 1 5.54% 3.38
0.16 1 7.96% 8
Figure 5.21: Relative Error and Speedup using Grid Resolutions of [0.08,0.12] and
Grid Ratios of [x,1-x] compared to using only a Grid Resolution of 0.08
calculated by
speedup =
∑a
i=0 gridRatioAi · gridResA−ni∑a
i=0 gridRatioBi · gridResB−ni
(5.3)
where n is the number of dimensions.
For example, if one 3-dimensional simulation had a grid resolutions of [0.1,0.15]
in a ratio of [0.3,0.7] and another [0.2,0.3] in a ratio of [0.4,0.6], the increase in speed
would be:
speedup =
0.3 · 0.1−3 + 0.7 · 0.15−3
0.4 · 0.2−3 + 0.6 · 0.3−3 = 7.03 (5.4)
Table 5.5 shows the results of several CFDLearners trained on single grid resolu-
tions. Observe that the error is roughly double the speed up gains.
The results displayed in Table 5.5 are blended in Figure 5.21. This shows both the
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Figure 5.22: Relative Error using Grid Resolutions of [0.08,0.12,0.16] and Grid Ratios
of [0.2,x,1-x] and [0.4,x,1-x] compared to using only a Grid Resolution of 0.08
Figure 5.23: Speed up using Grid Resolutions of [0.08,0.12,0.16] and Grid Ratios of
[0.2,x,1-x] and [0.4,x,1-x] compared to using only a Grid Resolution of 0.08
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relative error and the speed up of 100 trained instances of CFDLearner. The relative
error for each x-value is calculated taking the running average of 20 trained instances,
which smoothes out the variance of the results. Each instance is trained using grid
resolutions of both 0.08 and 0.12 and grid ratios of [x,1-x]. For instance, at x=0.3,
30% of the simulations are using a grid resolution of 0.08, and 70% are using a grid
resolution of 0.12.
Figure 5.21 demonstrates how a trade off can be made between error and speed.
For example, if a user is willing to have 3% error they can, in this case have a speed
up of 50%. This would be done by performing 65% of runs at a grid resolution of
0.08m and 35% at a grid resolution of 0.12m.
Figure 5.22 takes this a step further and introduces one more grid resolution that
may be used. This graph has two curves. The first of these (denoted by “0.8 => 0.2”)
indicates the average relative error of 20 trained instances of CFDLearner when the
grid values are [0.08,0.12,0.16] and the grid ratios [0.2,x,1-x]. The other (denoted by
“0.8 => 0.4”) is the same except the grid ratios are [0.4,x,1-x]. When the proportion
of grid resolutions held at a constant value is larger (as in the second case), it means
that there are less values that the other ratios can take. Thus it follows that the curve
where the the curve “0.8 => 0.4” has 0.2 less values than the curve “0.8 => 0.2” in
the x-axis.
Figure 5.22 shows similar data to Figure 5.21, except that it now uses three differ-
ent grid resolutions. This shows that the algorithm is successfully able to be extended
to multiple variables. As is expected, it is observed that increasing the proportion of
higher resolution simulations yields less error.
Figure 5.23 is laid out as Figure 5.22, however the y-axis plots the speed up of these
grid resolution/grid ratio combinations, compared to using only a grid resolution of
0.08. Analysing these two figures together, it can be observed that one can attain a
speed up of 2.5 times, while adding an error of 6.5% to the result.
This is a very beneficial result. A run at high resolution takes approximately 12
hours so on a single processor 100 simulations would take 50 days. Using 20 processors
brings this down to 2 days. Being able to speed this up by a factor of greater than 2 is
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a great benefit in practical terms, allowing a trained neural network to be generated
in less time or permitting more dimensions to be studied.
5.4 Summary
In this chapter, the simulation with which CFDLearner has been used is described.
In addition, a detailed analysis of how the CFD simulation is run and results are
extracted, using the CFD API, is given. Furthermore, each element of CFDLearner
has been tested in turn to show the functionality of the system. The EA proposed has
been shown to work without human intervention, the NN used has been shown to work
well with fire data and the adaptive method has been demonstrated to outperform
an ordered non-sequential fully-fractional sampling method when learning informa-
tion from a CFD simulation. Furthermore, the system has been demonstrated to
allow a user to choose a tradeoff between time and accuracy, by optionally running a
proportion of simulations with a lower grid resolution.
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Chapter 6
Discussion and Conclusion
6.1 Introduction
This chapter reviews the methods proposed and results obtained in developing a
system to enhance CFDmodelling with intelligent systems. Furthermore, ideas arising
from this research are presented and the way the system should be used in the future
are described.
6.2 Summary of Research and Results
Chapter 2 Computational Fluid Dynamic simulations are of great use to the engineering
and scientific community but their use is impeded by the time they take to
run. Intelligent systems can act as an expert surveyor to predict the results of
simulation scenarios. Systems have been developed to deal with this in specific
situations, but a rigorous approach which creates a general framework for all
simulations has been lacking.
Chapter 3 Through the combination of selection and learning algorithms creating an ex-
tensible framework through which experts can expose their understanding of
simulations, a system has been developed which is able to extract knowledge
from time-based simulations and then deliver this information to users in a time
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which users will feel responsive and is of use to optimisation routines. To achieve
this techniques have been proposed in the fields of evolutionary algorithms, neu-
ral networks and adaptive learning specific to this task.
Chapter 4 Evolutionary algorithm, neural network and adaptive parameter generation
technologies are put together in a system which creates a framework through
which CFD data is learned. Experts are provided an interface through which
they can initialise and then communicate the state and results of CFD simula-
tions. An adaptive learning scheme determines the parameters of the simula-
tions to be run which will maximise the learning value of these. These simu-
lations are then executed and using the commands provided by the experts to
determine when the simulation should be halted. The results of these are fed
into a neural network. The neural network is optimised as the simulations are
run and is also used to predict the locations by the adaptive learning scheme
to determine where most learning will occur. This system is queried by a vi-
sualisation tool which then is used to show users the response surface and the
locations of the simulations relative to the viewed area.
Chapter 5 A case study of this tool is given using the example of Steckler’s experiments
with the Fire Dynamics Simulator. This demonstrated how an expert’s knowl-
edge is integrated into the system. In particular, data files are created, the
system is initialised, the output of the system is monitored, multiple outputs
are processed in parallel for a given timestep and this is aggregated to pro-
duce an average result. These results are used by the framework to determine
when the system should halt and at this juncture special results are requested
from the system which are used for teaching the neural network. The individ-
ual components of the system are then tested, and results from the case study
are demonstrated. This demonstrates that the system is capable of working
autonomously and the various modules are useful advances in their respective
fields.
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6.3 Further Research
While the research performed in this thesis has produced a free standing system that
has achieved its goals, in its creation, new avenues have become apparent. These
paths both include means to produce better results and applications of the system to
other situations.
The neural network used in this thesis was initially designed to quickly learn new
data and predict results and it has accomplished these tasks well. However, with
simulations being taught to the simulations with different grid resolutions, this new
information should to be taken into account. One method of achieving this would
be by modifying the GRNN to incorporate user-provided weightings to each result
taught to the system. This would mean that simulations run with a more refined grid
could be taught to the NN with a higher priority.
One way of doing this could be by creating different kernels for separate weightings
and then incorporating these weightings into Equation 3.9. This may restrict the
ability of the Fuzzy ART to cluster similar inputs, resulting in too many kernels.
Another way to achieve this would be to incorporate these weights into the kernels
themselves. This could be achieved by altering the way the variables centre and
out are calculated in Equation 3.7. At the moment these are updated using the
count value to determine the average. This could be adapted to change count (which
effectively gives a weighting of 1 to each value) so that its value is proportional to the
weighting.
The adaptive parameter generation method has been shown to work better than
fully fractional systems in obtaining new information to train a neural network. How-
ever the fully fractional method itself requires many data points to be chosen. If a
better method of sequential point generation were used, such as orthogonal arrays or
Latin cubes, this could improve the parameter generation routine. Moreover, these
systems should ensure that they still provide as wide a range of values to choose
from. Also, by using more than two points to determine the uncertainty, a higher
order estimator could be used to determine where the next point chosen should lie.
Other systems would benefit from using this technology. For instance, currently
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RMIT University is teaming up with various health specialists to develop a system
which can aid in the diagnosis of people in danger of stroke. This system will involve
doctors taking CAT scans of patient’s carotid artery and providing this data to CFD
experts for analysis to determine if stenoses at bifurcations of the artery may cause
excess pressure, such that an embolism is likely to be caused, resulting in stroke.
Because of the great amount of detail that will be necessary to go into such a model
and since the health of a person depends upon it, this simulation may take some
considerable amount of time, equivalent to sending the sample off to have blood tests
performed. If instead the results of CFDLearner were applied to this system, an initial
result could be immediately provided based on some analysis of obvious parameters
of the scenario such as the blood pressure and various elements of the geometry, for
instance, the area of the cross section of the artery at various locations and the angle
of the bifurcation. A numerical confidence of this result could be given, based on how
well this matches previous results. The CFD simulation which is run for each patient
could be used to train the system, in addition to further generated runs which could
be run whenever the computer which does these simulations is not under load. Such
a system could be used to immediately identify high risk patients, adding precious
days to the time that doctors have to save their life.
Finally, the utilisation of this system should not be merely constrained to situ-
ations of CFD simulations. The generality of the proposed solution is such that it
is not limited to the CFD domain. In effect, it may be utilised as a simulation re-
placement for any scenario in which a time-based simulation is being used. This is
still dependent, however, on a number of discrete parameters which well describe the
system to be identified.
6.4 Summary
This thesis has proposed a new framework which allows for fast access of results from
CFD simulations using neural networks and adaptive parameter generation. In this
chapter, the undertakings of this thesis have been summarised and further work that
may be undertaken in a similar vein has been identified. This involves improving
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various components of the system and utilising the system in different situations.
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