Abstract. The emissions of methane from rice fields and other sources are often measured by placing chambers on the surface and taking sequential samples. Although static chambers pose several problems that affect the accuracy of the data, there are a few parameters that, if carefully chosen, can improve the reliability of the data and reduce the uncertainties. These parameters are the length of time the chamber is kept on the rice plants, the number of samples that are drawn to estimate the flux, the basal area and height of the chamber, the frequency of measurements during the growing season, and the number of plots sampled. In this paper we analyze a large data set to determine how these parameters can be chosen to improve data quality. The results show that, for individual flux measurements, extending the time the chambers are left on the plots improves precision more effectively than taking more sequential samples for each flux measurement. The exposure time cannot be extended too far, however, as it leads to a saturation effect so that the rate of accumulation in the chamber slows down. This can compromise the accuracy of the measurement. There is an optimum exposure time that balances these two effects. Many individual measurements are needed to characterize the emissions from the larger area of the fields and the seasonal patterns. For methane emissions from rice fields, the amplitude of the systematic seasonal cycle is usually large compared to the variability on shorter timescales. Consequently, reducing the sampling frequency increases the uncertainty of the seasonal flux very slowly. The spatial variability is large and random on the small scales of the basal area of the chambers. Reducing the number of plots sampled, therefore, has a major effect on the uncertainty of the seasonal average flux.
Introduction
In recent years there have been many studies of methane emissions from rice fields and other environments on the Earth's surface. Most of these studies use static chambers to enclose a small area of the field with rice plants. The accumulation of methane in the chamber over some time is directly proportional to the flux of methane. Data from such field studies are the foundation for estimating the global, country by country, or regional emissions of methane from rice fields and wetlands. For experiments of this type there are some key questions that determine whether the results are accurate or whether they can be reliably extrapolated to larger regions: How long should chambers be left on the plots? How many samples should be drawn to get a single flux measurement? How often should samples be taken during the year to delineate the diurnal cycles, the seasonal cycle, or the seasonally averaged emissions? How much of a field, or how many individual plots must be sampled to get a reliable measure of the large scale emissions?
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There has been very little research on these questions, although there is a clear need for answers. When we started our experiments, we did not have enough information to take these issues into account. To be on the safe side, we designed a sampling strategy that we felt would be more rigorous than was needed to obtain the average methane emissions from the region of our experiments and the factors that control the emission rates. In this paper we have analyzed our 7 -year data set from China, consisting of some 5000 individual flux measurements, to pose some answers to these questions. The results define the design parameters for field experiments of this type and also provide measures of reliability of existing data.
Database
Between 1988 and 1994 we took systematic measurements of methane emissions from rice fields at Tu Zu in the Sichuan Province of China. Tu Zu is a village about 20 km east of Leshan City and 100 km south ofChengdu (29. 5°N, 106.7°E) . A single crop of high-yielding natural and hybrid rice varieties is grown in this region every year. The fields are inundated throughout the growing season, and heavy use is made of organic fertilizers.
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We chose four fields adjacent to each other and six plots in each field. Not all 24 plots were sampled every year. In the last year of the program, large chambers were used in addition to the smaller chambers that had been used in previous years. Samples were taken every other day and included measures of diurnal variability. Over the 7 years of the experiment, some 5000 valid flux measurements were taken, spanning the entire growing seasons, which lasted between 100 and 120 days. Valid fluxes were defined to be cases in which a linear accumulation was observed (r>0.9) and the initial concentration was comparable to the methane concentrations in the field. These criteria are part of the quality assurance that detect several types of disturbances due to the experimental procedures, including possible disturbance of the soils while placing the chambers on the plots. (For details, see Khalil et al. [this issue]) .
In addition to the direct flux measurements, meta data were also gathered related to the environmental conditions, agricultural practices, and soil properties. These data include soil and air temperatures, wind, cloudiness, water level in the fields, planting density, height of the plants and agricultural records of type, amount and time of fertilizer applications, yield, and rice cultivars planted. Our experiments were done on farmers' fields under prevailing agricultural practices. A detailed discussion of the data set, its main features, and the conditions under which the measurements were taken are given in our earlier paper [Khalil et al., this issue] .
Rxposure Times and Number of Samples for Individual Measurements
Fluxes of methane and other trace gases are measured by enclosing an area inside a chamber and drawing sequential samples over some length of time AT. The interval between each sample is oT = AT/(N-1) where N is the number of samples drawn during the exposure time. The flux is
where C is the measured concentrations in the chamber and dC/dt is the rate of accumulation in ppbv/min. A is the area from which methane is emitted into the chamber (m 2 ), Vis the volume of the chamber (m 3 ), N. is Avogadro's number, p is the density of air (moleculeslm 3 ), y is a unit conversion factor equal to 6.0 x 1 o-s mg min·' g hr" 1 ppbv·', and M is the molecular weight of methane (g/mol). In most cases, VI A is the same as the height of the chamber, but for small chambers and certain configurations, it may not be.
To make a flux measurement we have to choose two parameters: the length of time the chamber is to be left on the source and the number of samples that are to be drawn during this period. If the chamber is left on for a short time, it reduces the ability to detect the flux or it increases the uncertainty in the calculated flux. If the chamber is left for a long time, it can cause saturation and feedback effects because of high accumulations.
The measurement of flux is more or less equivalent to measuring dC/dt in equation (1). There are several ways to estimate dC/dt from the data. We will use the linear regression method for this discussion because it is the most common. In this method the concentration in the chamber is written as C = c. +bt, and the slope "b" is the estimate of the dC/dt, and its standard error "Sb" is the estimate of uncertainty in the flux.
For evenly spaced measurements in time, Sb is given by
where de., is the difference between the measured concentration and the concentration "predicted" by the regression equation for time t, and t is the difference between the real time and the mean time. The numerator of equation (2) is approximately the fundamental rootmean-square (rms) variability of the system and is not dependent on N (the number of samples collected for an individual measurement of flux). The denominator contains the effect ofthe number of samples. It has two aspects. First, it depends linearly on the total length of time over which samples are taken "AT," and second, it depends on the number of measurements taken. For large N, the~ goes down approximately as N" 112 , as is commonly known [Snedecor and Cochran, 1989] . Therefore, improvements in the precision and detectability of the flux (slope) can be made either by increasing the number of measurements or, more efficiently, by increasing the total length of time (of exposure in this case). If there were no other considerations, a few measurements spread out over a long exposure time would be the preferred sampling method.
Long exposure times cause significant disturbances to biological and chemical systems. There are two processes: the disturbance of the system under observation and instrumental nonlinearities or detector saturation effects. While the chambers are on the plot, the environment inside can become substantially different from the outside, causing potential feedbacks that affect the measurement of flux. The variables that change are temperature, solar radiation, levels of C0 2 , and other gases that can affect the plants, and the concentration of methane itself can become very large compared to the conditions outside the chamber. As the methane concentration gets large, it may be taken back by the water and soil, causing a feedback that compromises the flux measurement. In addition, if the concentration are large, even small nonlinearities in the performance of the detectors used to measure methane may affect the measurement. In our case, as in most methane flux measurements, a gas chromatograph is used with a flame ionization detector (GC/FID). The concentrations that are being measured range from about 2 to 500 ppmv, while the detectors and the systems are often optimized for the lower part of this range where most of the measurements fall. For methane emissions from rice fields it seems that the saturation effect, whether it is caused by the feedbacks in the environment inside the chamber or the response of the detectors, has the effect of reducing the measured concentration of methane. This is reflected in a slowdown in the trend dC/dt measured at the end of the exposure time compared to the beginning. Because neither very long nor short exposure times are desirable, an optimal exposure time can exist.
In the case of our studies, we used 9-min exposure times and four measurements during this time (0, 3, 6, and 9 min). The true exposure time may be a few minutes longer since it takes time to install the chamber before a sample is drawn. We found that during this time there is little disturbance of the environmental conditions inside the chamber compared to the outside [Khalil et al., this issue] . Shorter exposure times of 3 min or 6 min compromise the precision of the measured flux and create a more uncertain data set.
Longer exposures have too many cases where the saturation effect is observed. The sampling time we selected for the size of the chamber is therefore close to an optimal balance between these opposing factors. Next, we will demonstrate the observations of these opposing factors.
In our work we take the best estimate of the flux to be given by a value of "b" or dC/dt obtained from the regression of Ci with time ti = 0, 3, 6, 9 min for i "' 0, 1, 2, 3. The 3-min interval is sufficiently long that samples can be taken precisely at this interval. While there may be small deviations from 3 min in the field, these are too small to affect our results. There are also several other calculations of flux possible from these same data. These calculations reflect what would happen if we had adopted a different sampling strategy. First, we can calculate a flux that would have been observed if we took only two measurements (N=2) during each experiment, instead of four measurements. For this case with N"'2, we could have exposure times of 3, 6, or 9 min. The dC/dt in equation (1) is calculated by
Each of these are two-point calculations of flux and therefore use only half the data we actually obtained. The first, i = 0, is the flux we would have measured if we had left the chambers on for only 3 min. The second, i "' 1, is the flux that would have been observed if we left the chamber on for 6 min. In this case the flux is not affected by an intermediate measurement at 3 min, so the result would be the same whether we used a regression of three measurements over 6 min (0, 3, 6 min) or just the two-point estimate as in equation (4). We will discuss this matter again later on. The third, i = 2, is the flux we would have measured if we kept the exposure time the same at 9 min but used only two points to estimate the flux. The three cases illustrate the effect of keeping N = 2 and changing ,:n in equations (3) and (4), while the comparison of the last case (i = 2) with the regression calculation using all four measurements illustrates the effect of keeping .:lT the same and changing N. The fourth case (i = 3) is the two-point flux calculated for the last 3 min of the exposure. This is used to evaluate saturation effects because it represents an accumulation in the presence of a large amount of methane in the chamber. The relationship between the regression flux using all four measurements for each flux experiment and the two-point estimates for various exposure times is shown in Figure I . This figure contains about 4500 valid flux measurements for 1988-1994 (except 1991 , for which such calculations cannot be done because of different sampling procedures). Each ofthe two-point calculations represents only half the data, but the longer exposure times give a much better estimate of flux. A measure of the agreement between the different estimates of flux can be calculated as the root-meansquare variance between the two-point estimates and the flux based on the regression estimate for all four points. about 50% of the mean flux, for 3-min exposure times. These calculations reflect the variability of single measurements for each year of data. This rms variability is small enough that most calculations, such as diurnal variability or the relationship between fluxes and other environmental factors, that can be done with the full data, can also be done with the reduced data sets, especially for the 6-min and 9-min exposure times. The diurnal variability is about the same order as the rms variability of the 3-min exposures, which may make it difficult to detect the diurnal cycle with such a data set. Often we are interested only in the average flux for the whole season. The effect of two-point sampling relative to the four-point regression method is extremely small for the seasonally averaged flux. The calculations are shown in Year the differences are between +7 and -3%; for 6-min exposures the differences are between +5 and -1 %; and for 9-min exposures the calculated seasonally averaged fluxes are between -1 and +0.2%, or almost the same as for the regression method using twice as much data. These results show that sufficient exposure times have to be allotted to reduce the uncertainty of the measured flux and that the length of the exposure time is more important than the number of measurements done to estimate a single flux. The latter conclusion is based on the result that two-point measurements over a 9-min exposure time give nearly the same results as the four measurements over this same time. Issues related to these conclusions will be discussed later in the paper.
These results raise questions as to whether it is necessary to collect more than two samples per flux measurement. If only three samples are collected, regularly spaced in time, then the middle measurement has no effect on the measured slope or trend and hence does not affect the calculated flux. The only purpose this middle measurement could serve is to determine how linear was the accumulation of the trace gas in the chamber. If it is not linear, the measurement may be affected by sampling artifacts and could be unreliable. Thus the intermediate measurements can serve to validate the data and are often used for this purpose [Sass et al., 1992; Khalil et al., this issue] . Aside from this use, additional measurements between the beginning and end of the sampling process for N > 3 add some precision to the estimated flux, but this can be easily achieved by slightly longer total exposure times. When samples are manually analyzed in the laboratory, the number of measurements taken per flux measurement is much more time consuming than collecting fewer samples over a slightly longer exposure time. Since most such experiments, at least in our experience, are limited by the time available for laboratory analyses and sampling, and by the number of sampling containers available, fewer samples per flux measurement are desirable if the quality of the data can be maintained. Then the effort can be put into more replicates, which, we will show later, is important for estimating the emissions over large areas.
Exposures cannot be made too long, however, as saturation effects set in. To study the saturation effects in our data, we defined the difference of the "first" and "last" fluxes as aF. The first and last fluxes are given by equation (4) Figure 3. Seasonally averaged flux using the regression method with all four samples for each flux measurement and using only 2 points 3, 6, and 9 min apart.
saturation. We took the composite data set from all years (except for 1991, for which this calculation cannot be done). These data were then ranked according to the final concentrations measured in the chambers. Generally high fluxes result in high final concentrations. We then calculated the average difference of flux LlF and the average final concentration in the chamber for 200 data points at a time. The choice of 200 is somewhat arbitrary but inconsequential to our arguments. The results are shown in Figure  4 . When the chamber concentrations are below 30 ppmv, we do not see any evidence of saturation as measured by LlF. For concentrations greater than 30 ppmv, saturation effects appear but are not large until concentrations exceed 60 ppmv. The average difference of fluxes for this range of chamber concentrations is I 0% or less, and for the worst case of the highest concentrations, it is 27%. The highest concentrations observed in the chambers were about 500 ppmv, but such values were exceedingly rare in the valid data. There were only about 150 data exceeding 100 ppmv out of about 5500 points. For our studies, the 9-min exposure time is about optimum since it is the longest exposure time for which we have only a few percent of the data affected by saturation, and that too leads to relatively small (<10%) potential errors in the flux. At the same time, it gives repeatable measurements of the flux.
The selection of number of samples per experiment, or the exposure time, depends fundamentally on the concentrations inside the chamber, so the conclusions are the same for environmentally important gases other than methane, and for sources where chambers are used. For rectangular chambers, according to equation (1), for a given flux, the measured dC/dt (slope) is inversely proportional to the height of the chamber and independent of the surface area covered (we will return to this point later). Increasing the height of the chamber raises the detection limit for the flux. To detect the flux, dC/dt ~ Za sb, where Za is a criterion value that depends on the probability (a) and may be calculated by either a t distribution or nonparametric statistical methods. From equations (l)-(4) the minimum detectable flux is properties of the gas, the detection criterion, and the existing variability of the measured concentration (which includes both environmental and instrumental variabilities). These factors are not controllable in the experiment. In many cases, especially for methane emissions from rice fields, achieving the minimum detectable flux is not a problem with the chamber sizes commonly available. When the fluxes are very small, as for N 2 0 in certain agricultural systems, and the detection limits are high (large Sc J, then the height of the chamber can be reduced, and the exposure time can be increased to achieve a detection of flux [see also Khalil and Rasmussen, 1995] . To guard against saturation effects, the chamber height has to be increased, which necessarily increases the minimum flux that can be detected. In the case of methane emissions from rice fields, the small fluxes are not as important as the larger fluxes, and this compromise is acceptable within some prescribed criteria or acceptable minimum flux detection limit.
Once the chamber size, exposure time, and number of measurements to be taken to estimate the flux are selected, the method for a single measurement is established. The questions then arise as to how many such measurements are needed over the area of interest and how often the measurements should be taken during the growing season. These will be addressed next.
Sampling Frequency and Spatial Replicates
If the flux is spatially homogeneous, then one chamber would be sufficient to estimate the emissions from the entire region where this assumed homogeneity holds. In practice, the emissions are almost never homogeneous enough over the regions of interest. If we adopt a modest goal to estimate the emissions from the local rice fields in our area of interest, how many plots should we sample and how large should each plot be?
In our experiments we sampled up to 24 plots in four adjacent fields, twice a week during the growing season. This basic sampling strategy was modified from year to year as is discussed in detail in our earlier paper [Khalil eta/., Figure 4 . The difference between the emission rate at the beginning of the sampling period and at the end as a function of the methane concentration inside the chamber at the end of the experiment. Saturation effects appear when the difference significantly exceeds zero.
allows us to evaluate the errors that could have occurred if we used fewer plots or sampled the fields less frequently. From these results we will be able to draw some general conclusions about the frequency of sampling and the number of replicates needed to obtain accurate area wide emissions estimates.
Our data are in pairs of sampling days. One day the sampling is in the morning, and the next time it is in the afternoon. This was done to obtain an estimate of the diurnal variability of the emissions. We retained the diurnal cycle in our calculations by taking the following sub-sets of data for our analysis here: We started by deleting every fourth pair of sampling days leaving 75% of the data; we deleted every third pair of sampling days (67% of the data left); then we deleted every other pair (50% of the data left). These operations created three new data sets with reduced sampling frequency but with all the spatial replicates. Then we created more such data sets by deleting every fourth and fifth pairs of sampling days, then every third and fourth pairs, then every second and third pairs. This process was continued by deleting every fourth, fifth, and sixth pairs, every third, fourth, and fifth pairs, and so on, until we reached the case that had one pair of days in the beginning of the season, one in the middle, and one at the end, or just three pairs of days on which samples were collected, simulating a very sparse sampling strategy and constituting around 1 0% of the data actually collected. From each of these data sets we calculated the seasonally averaged emission rates and compared them to the calculations based on all the data, using the same integration methods as described in our earlier paper [Khalil eta/., this issue] . The results are shown in Figure 5 . It is remarkable that the error in seasonally averaged flux is within :1::1 0% for most of these cases until we go down to using 20% or less of the data. Then the errors increase rapidly but are still within +20 and -40% even for a very sparse temporal sampling strategy.
We also evaluated the effect of having fewer plots each year but keeping the original full twice-weekly sampling strategy. We started with the calculated seasonally averaged flux for each plot during each year. These were ranked from lowest to highest. We calculated two indices of the maximum effect of using fewer plots compared to many plots. If we had sampled only one plot, we assumed that the lowest seasonally averaged flux we would have 20 obtained would be equal to the minimum flux observed among the 24 plots. And the maximum flux we may have found is the maximum flux observed. If we had sampled two plots, the lowest flux we would calculate is the average of the fluxes from the two lowest emitting plots out of 24 plots, and similarly for the maximum we would have observed. This process is continued by averaging the emissions from the three lowest and three highest emitting plots and so on. These calculated average emissions from two, three, or more plots were then compared to the average of all the plots from which we calculated the percent error. Another index is the ratio of the maximum and minimum average emissions for two plots, three plots, etc. The results are plotted in Figure 6 . When there were fewer than 24 plots sampled, we added the variability that is found for plots up to that number based on data from 1988 and 1989. We see from Figure 6a that if we sampled only one or two plots, we could have an error in the seasonally averaged flux of up to :1::50%, which is quite large. If we sampled 12 plots, the error could be as large as :1::20%. The calculations of Figure 6b show that sampling one or two plots could result in the seasonally averaged flux being wrong by factors of 2.5-3, and sampling 12 plots still leaves errors of a factor of 1.5. For the entire range of number of plots from 1 to 24, the errors in the ratio go down approximately as N' 113 but go more slowly when we go from very few plots to more plots, -N.o.z, and faster as we add more plots after 12,-N.o·
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These calculations are based on the assumption that sampling 24 plots gives us the emission rate for the field, or equivalently that if we had sampled more plots, the maximum and minimum concentrations would not change (much). Although this is the only assumption we can make, it has no significant effect on the conclusions here, which are qualitative in nature. Increasing the number of plots is equivalent to covering more and more of the surface area of the field. Even with 24 plots, the fraction of the area of the fields covered by chambers is only 0.5%.
For rice fields there is a fundamental spatial heterogeneity in the emission rates. It comes about because rice plants are grown at a regular distance from each other and most of the emissions occur through the rice plants, with little emission from the water in between. Also the emissions from the water, which are mostly by ebullition, are quite sporadic compared to the more steady emissions from the plants. There are other factors that are also • 1988 + 1989 • 1991 A 1992 • 1993 ,. 1994 Figure 5. The effect of reduced sampling frequency on the seasonally averaged emission rate of methane from rice fields. The ratio of the maximum to minimum fluxes expected if fewer than 24 plots are sampled. Here 24 plots is the standard because that is the maximum number of plots that were sampled in our experiments. The figure shows that if only one or two plots are sampled, the results could be in error by up to a factor of 3.
distributed unevenly over the fields including soil texture, chemistry and fertilizer applications, b.ut it is less likely that these affect the spatial homogeneity of emissions as much.
The regular planting creates a fundamental length for the rice field, which is the distance between plants. In our studies this distance is about 20 em. To properly take into account the heterogeneity, sampling should cover an area several times the square of this fundamental length. In our past studies we used chambers that were close to this length, which caused some problems in evaluating the emissions from the field as a whole and required corrections that were experimentally determined over several years. Our present chambers have basal lengths about 7-8 times this fundamental length. The results seen here may be scaled for other sources if a fundamental length can be defined on the surface being sampled. Here the number of plots used can be regarded as representing multiples of the fundamental length.
Although the rice fields do appear to have substantial spatial variability of emissions on small spatial scales covered by our chambers (about 0.56 m 2 ), there are other sources, such as landfills or wetlands, that could have much more spatial variability of emissions. In the case of landfills, the production, oxidation, and emission processes are all unevenly distributed over the surface, and it is difficult to define a length that can be used to determine the area of the surface that needs to be covered.
For spatially homogeneous emissions the basal area of the chamber does not affect the measured flux, but for rice fields the area covered by the chamber is an important factor in reducing the uncertainty of the seasonally averaged or daily methane emission rate. This issue is discussed in our earlier paper with the conclusion that a large base area (several times the fundamental length) is highly desirable for sampling emissions from rice fields [Khalil et a/., this issue]. The desired upper limit of the area covered is limited only by the logistics of constructing and setting up large chambers.
We have seen that a 50% reduction of the data by lower sampling frequency has less than a ±8% effect on the seasonal average emissions (Figure 6a ), but a 50% reduction of data by reducing the number of plots has an effect of up to ±16-20%. The situation is worse as we reduce the data further. One reason for the difference of the sensitivities to frequency relative to spatial extent is that methane flux follows a systematic seasonal cycle, but the spatial variability is random as far as we can tell. The amplitude of the systematic seasonal cycle is larger than the variability on smaller timescales. So sampling at a few times the seasonal frequency captures the whole cycle, giving us good estimates of seasonal flux with infrequent measurements. As long as there is a systematic seasonal cycle that exceeds variability on other timescales, the sampling frequency can be adjusted to this fundamental frequency of the seasonal cycle. This is not so for the spatial variability. In that case, the estimates are likely to continue improving as more plots are sampled or larger chambers are used.
Conclusions
In designing field studies there are a number of logistical and scientific considerations that need to be balanced. The static chamber experiments discussed here are quite common, and most current data on the emissions of methane from rice fields are obtained from such studies. It consists of trapping the emissions from the rice fields inside an enclosed chamber and then measuring the buildup of the gas from a series of sequential samples. With automated measurements, large amounts of data can be obtained without substantial additional costs, but for most studies the number of measurements that can be done during the growing season are limited by the time available for collecting and analyzing the samples. In such cases, samples have to be collected in a manner that provides the most reliable data from the limited numbers of analyses. We have shown here that having many spatial replicates, or equivalently covering a larger area of the field, produces more benefit than collecting the same number of samples with a higher frequency. It is difficult to derive quantitative relationships for this finding.
Regardless of the frequency and spatial coverage, each flux measurement has to be reliable. There are two factors: exposure time and number of samples per flux measurement. Here, more quantitative measures can be derived. The exposure time has to be kept short to avoid feedbacks and saturation effects, both of which can occur with high concentrations of methane inside the chambers.
Feedbacks can also occur even when the concentrations of the trace gas being measured are not high. This is because other environmental conditions change inside the chamber if it is left on too long. If the exposures are made too short, the uncertainty of the flux increases. So there has to be a balance between variability and saturation effects.
In our study we used chambers with different heights during the growing season. This strategy lowers the minimum detection limit for the flux in the beginning of the growing season when the emissions are low, and raises the detection limit, but guards against saturation, in the middle of the season when the emissions are high. Also, as the plants grow, taller chambers are needed to enclose them. There is perhaps never a good scientific reason to use chambers with small basal areas comparable to some measure of the spatial scale of flux variability. In addition, it seems that increased spatial coverage is always desirable in such experiments. The frequency of sampling can be optimized by using the seasonal cycle of the emissions as a guide. Proper adjustments of the height and basal areas of the chambers can be an important tool for reducing uncertainties in the estimated fluxes of methane from rice fields. If a repeating seasonal cycle or basic length can be defined, an efficient sampling strategy can be based on these parameters.
The basic principals derived here are applicable to the measurement of fluxes of other gases and emissions from other sources. The values of the fundamental lengths for homogeneity, chamber dimensions, and lengths of exposure may have to be changed to obtain optimal sampling strategies, but the variables are the same. From the findings discussed here and in our earlier paper, more reliable measurements can be taken, and loss of data can be avoided.
