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RESUMEN
En la actualidad, es comu´n presenciar el desarrollo de aplicaciones de ingenier´ıa
orientadas a la mejora de calidad de vida de personas, tanto para las que han sufri-
do accidentes, como para las que poseen deficiencias conge´nitas. En el caso de las
personas cuyas discapacidades son neurolo´gicas, las aplicaciones de rehabilitacio´n,
reincorporacio´n, segu´n se busque devolver facultades, o proveer medios de reem-
plazo para habilidades perdidas, requieren de una interfaz cerebro-computador,
que se encarga de medir ciertos patrones en las sen˜ales cerebrales de los pacientes
y traducirlos para que una computadora pueda interpretarlas.
El presente trabajo comprende el disen˜o de una interfaz cerebro-computador que,
aplicando algoritmos de procesamiento de sen˜ales cerebrales y aprendizaje de
ma´quina, permite a un usuario seleccionar diversas tareas predefinidas para un
manipulador robo´tico asistencial aprovechando el potencial relacionado a eventos
conocido como P300. Adicionalmente, tambie´n se presenta una propuesta expe-
rimental para las realizaciones de pruebas, tanto fuera de l´ınea como en l´ınea del
sistema, de manera que se pueda analizar y validar su eficiencia y usabilidad.
Finalmente, se analizan resultados no cuantitativos provenientes de los usuarios,
que pueden ser utilizados para futuros estudios relacionados.
Dentro de los resultados de eficiencia del sistema se obtienen valores promedio
alrededor de 90 % para los experimentos de entrenamiento, y cercanos a 85 %
para la validacio´n si se considera una secuencia de tres est´ımulos antes de que
el sistema emita una prediccio´n durante las pruebas en l´ınea; sin embargo, los
usuarios reportan que se podr´ıa mejorar la calidad del sistema si se realizan
algunas mejoras, como la calidad de las ima´genes mostradas como est´ımulos, y el
contraste con el color de fondo.
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INTRODUCCIO´N
Cerca del final de la de´cada de 1960, ya se publicaban estudios que mostraban
animales siendo recompensados por dispositivos robo´ticos a partir del disparo de
mu´ltiples neuronas en la corteza motriz primaria de sus cerebros, en funcio´n de
un aprendizaje con refuerzos positivos [1]. Algunos an˜os ma´s tarde, en la de´cada
de 1980, se descubrio´ una relacio´n matema´tica entre la actividad cerebral de los
monos y la direccio´n hacia la que mov´ıan sus brazos [2].
Desde entonces, y con la aparicio´n de la primera prueba de electroencefalograma
en humanos, se han desarrollado diversas aplicaciones usando la informacio´n que
se puede extraer de las sen˜ales cerebrales, tanto para rehabilitacio´n, como para
reemplazo de ciertas capacidades o actividades. Dichas aplicaciones pueden ser
utilizadas casi por cualquier persona consciente, debido a que solo se requiere que
aprendan a controlar su actividad cerebral; es decir, a generar ciertos patrones que
puedan ser interpretados por un sistema de procesamiento, y que los convertira´ en
acciones espec´ıficas a ser realizadas por dispositivos externos. A esta tecnolog´ıa
se le conoce como interfaz cerebro-computador.
Dentro de los diversos patrones que se pueden encontrar en las sen˜ales cerebrales
se encuentra la componente P300, asociado con la atencio´n de una persona frente
a un est´ımulo visual de duracio´n limitada. Con esta componente se pueden rea-
lizar diversas aplicaciones, entre las que resaltan las de construccio´n de palabras
mediante deletreo; sin embargo, tambie´n es posible usar una metodolog´ıa similar
para componer tareas complejas a partir de una combinacio´n de opciones.
El intere´s cient´ıfico para el desarrollo del sistema propuesto radica en la imple-
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mentacio´n de un sistema de deteccio´n de patrones cerebrales espec´ıficos para con-
vertirlos en acciones reales dentro del entorno de los usuarios, adema´s del disen˜o
de los experimentos y protocolos necesarios para la adquisicio´n correcta de datos
y validacio´n del sistema. Es importante resaltar tambie´n que dichos experimentos
pueden ser utilizados con personas con discapacidades f´ısicas o neurolo´gicas sin
requerir de modificaciones significativas; sin embargo, como la literatura lo indica,
no es necesaria la realizacio´n de estos procedimientos para validar el sistema [3]
[4].
La relevancia de la presente radica en la gran diversidad de aplicaciones con
dispositivos perife´ricos que pueden ser desarrolladas posteriormente sin necesidad
de realizar modificaciones mayores sobre el nu´cleo del sistema. Es importante
resaltar, tambie´n, que aplicaciones que requieran de respuestas de alta velocidad
por parte del usuario no son compatibles con este tipo de sistema, a menos que
se incluyan mo´dulos de inteligencia artificial con suficiente robustez para evitar
poner en peligro su integridad f´ısica.
Finalmente, dentro de los alcances contemplados se encuentran el desarrollo de
una interfaz cerebro-computador y la implementacio´n de algoritmos de procesa-
miento de sen˜ales y aprendizaje de ma´quina para realizar la identificacio´n de las
sen˜ales cerebrales, el desarrollo de los procedimientos experimentales para el uso
del sistema, y el ana´lisis de la eficiencia del sistema desarrollado, adema´s de la
comunicacio´n con los dispositivos perife´ricos; sin embargo, no se considerara´ el




En el presente cap´ıtulo se expone una breve descripcio´n de la evolucio´n tecnolo´gica
de los sistemas desarrollados alrededor de Interfaces Cerebro-Computador (BCI),
adema´s de un ana´lisis de las aplicaciones que utilizan robots asistenciales para
mejora de calidad de vida de personas con discapacidad a causa de accidentes
cerebro-vasculares (ACV). A partir de ambas, se propone, ma´s adelante, una
aplicacio´n integrada que realice tareas predefinidas seleccionadas por el usuario.
1.1 Interfaz Cerebro-Computador
Como se definio´ en la primera reunio´n internacional sobre tecnolog´ıa para inter-
faces cerebro-computador (BCI), una Interfaz Cerebro-Computador es un siste-
ma“que otorga a los usuarios canales de control y comunicacio´n que no dependen
de los caminos normales de salida del cerebro hacia nervios perife´ricos y mu´scu-
los” [5]. El desarrollo de esta tecnolog´ıa implica una posibilidad de aumento de
calidad de vida en pacientes parcial o totalmente paralizados al verse afectados
por esclerosis lateral amiotro´fica o una severa para´lisis cerebral, al devolverles la
posibilidad de interactuar con su entorno, controlarlo, desplazarse, o comunicarse
sin ayuda.
“Es importante resaltar que, aunque solo requieren actividad neuronal, las inter-
faces cerebro-computador utilizan actividad neuronal generada voluntariamente
por el usuario” [6]; esto implica que los sistemas controlados por una BCI no pue-
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dan cambiar de estado accidentalmente, sino que siempre este´n bajo el control
del usuario, incluso en caso de una emergencia como un ataque epile´ptico.
1.1.1 Historia
En 1929, el psiquiatra Hans Berger publico´ su trabajo sobre el primer electroence-
falograma [7], lo que causo´ especulacio´n durante muchos an˜os sobre la posibilidad
de crear sistemas de control que utilizaran las sen˜ales ele´ctricas del cerebro como
entrada.
La especulacio´n originada por el trabajo de Berger terminar´ıa en los an˜os 70,
cuando el psico´logo de la Agencia de Investigacio´n de Proyectos Avanzados de
Defensa de los Estados Unidos (DARPA), George Lawrence, empezo´ un proyecto
para utilizar las sen˜ales originadas en el cerebro para desarrollar te´cnicas con el
objetivo de mejorar el desempen˜o de los soldados. Su investigacio´n produjo una
visio´n general de biorretroalimentacio´n; es decir, de la realimentacio´n obtenida
de sistemas orga´nicos, y dio´ el origen al estudio del campo de la biociberne´tica.
En 1973, el director del Laboratorio de Interfaces Cerebro-Computador de la
Universidad de California, Los Angeles (UCLA), Jacques Vidal [8], evidencio´ la
posibilidad de controlar el desplazamiento de un cursor en un laberinto bidimen-
sional a partir de sen˜ales cerebrales que se generaban a partir de un est´ımulo visual
proveniente de una computadora. A partir de este trabajo se pudo diferenciar a
los sistemas de control que utilizaban actividad registrada por electromiograf´ıa;
es decir, sen˜ales generadas a en los tejidos musculares, de aquellos que utilizaban
actividad registrada por electroencefalograf´ıa.
1.1.2 Componentes
En el an˜o 2003, Mason et al. [9] propusieron un modelo funcional de BCI para
resolver las dificultades notadas por Wolpaw et al. [5] al comparar tecnolog´ıas
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existentes. El modelo propuesto, mostrado en la Figura 1.1, tuvo como objetivos
principales facilitar la identificacio´n y comparacio´n de los componentes funcio-
nales entre los diversos sistemas desarrollados, adema´s de definir un vocabulario
comu´n a ser utilizado en futuros trabajos. Dichos componentes funcionales se
describen en la Tabla 1.1.
Figura 1.1: Modelo funcional propuesto de un sistema de BCI [9].
Tabla 1.1: Descripcio´n de componentes funcionales de una BCI.
Componente Descripcio´n
Usuario Persona a cargo del control del sistema.
Electrodos Convierten los estados cerebrales del usuario en sen˜ales
ele´ctricas.
Amplificador Amplifica y filtra la sen˜al obtenida por los electrodos.
Extractor de carac-
ter´ısticas
Extrae valores que representen las caracter´ısticas princi-
pales, a modo de s´ıntesis, de la sen˜al amplificada.
Traductor de carac-
ter´ısticas
Clasifica la sen˜al segu´n los valores caracter´ısticos en
sen˜ales de control lo´gicas independientes del dispositivo.
Interface de control Convierte la sen˜al de control lo´gica en una sen˜al de con-
trol sema´ntica para un dispositivo en particular.
Controlador de dis-
positivo
Convierte las sen˜ales de control sema´nticas en sen˜ales de
control f´ısicas para el dispositivo a utilizar.
Dispositivo Es el actuador del sistema. Puede ser una o´rtesis, un
monitor, un robot mo´vil, etc.
Ambiente de opera-
cio´n
Condiciones de operacio´n del sistema como iluminacio´n,
aislamiento auditivo y temperatura.
Fuente: Adaptado de [9].
Adema´s de definir los componentes funcionales de una BCI, en el mismo trabajo
se considero´ importante definir los diversos lazos de realimentacio´n que se pueden
encuentran contenidos en dichos sistemas con el mismo objetivo, de manera que
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esta referencia tambie´n pueda utilizarse para comparaciones mutuas de futuros
estudios. Los lazos definidos se encuentran descritos en la Tabla 1.2.
Tabla 1.2: Lazos de realimentacio´n presentes en una BCI.
Lazo de realimentacio´n Descripcio´n
Estado del dispositi-
vo
Realimentado al usuario a partir de canales sensoriales.
Estado de monitor de
control








Se usan en caso el extractor o traductor de caracter´ısticas
sean adaptativos.
Estado del usuario Percepcio´n del usuario sobre su propio estado.
Estado del ambiente Se percibe segu´n los objetos y personas en el entorno.
Fuente: Adaptado de [9].
Finalmente, tambie´n se considero´ conveniente inclu´ır la taxonomı´a ba´sica para
el disen˜o de sistemas BCI, mencionando incluso algunos ejemplos, facilitando la
interpretacio´n y uso de disen˜os ya publicados. Para identificar los puntos conside-
rados por dicha taxonomı´a, se tomo´ en cuenta su fa´cil comprensio´n a partir de los
elementos funcionales de un sistema BCI. Los puntos en mencio´n son la poblacio´n
objetivo, las tareas objetivo, el ambiente de operacio´n objetivo, el controlador de
la BCI, la interfaz de control, el dispositivo y el controlador del dispositivo.
1.1.3 Adquisicio´n de Datos
Existen diversos me´todos para obtener la informacio´n necesaria para un sistema
basado en una BCI. Estos procedimientos pueden ser invasivos o no invasivos; es
decir, pueden o no requerir cirug´ıa o instalacio´n de componentes en la corteza
cerebral de los pacientes, o la adquisicio´n de equipos con un volumen mayor y un
costo ma´s alto tambie´n.
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i. Electroencefalograf´ıa (EEG)
Electroencefalograf´ıa es una representacio´n gra´fica de la diferencia de voltaje entre
dos posiciones cerebrales diferentes, dibujada sobre el tiempo [10]. La actividad
ele´ctrica cerebral genera unas mı´nimas sen˜ales ele´ctricas que pueden ser captadas
mediante electrodos situados sobre el cuero cabelludo [11], por lo que es un proceso
no invasivo. Las sen˜ales obtenidas, similares a las que se muestran en la Figura
1.2, son luego procesadas para rescatar informacio´n relevante sobre el estado
cerebral del paciente. En medicina, este proceso se utiliza para diagno´sticos de
epilepsia; sin embargo, tambie´n puede utilizarse para desarrollar aplicaciones de
BCI. En la actualidad, es uno de los procesos de adquisicio´n de informacio´n ma´s
comunes en dichos sistemas, ya que existen diversos dispositivos porta´tiles y de
costo relativamente bajo en el mercado.
Figura 1.2: Data obtenida por electroencefalograf´ıa [10].
Existen diversos tipos de sensores que se pueden colocar en la superficie del pe-
ricra´neo de los usuarios para realizar pruebas, y esta´n divididos en dos grandes
grupos: los electrodos hu´medos, que requieren de gel conductor para su aplicacio´n,
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y los electrodos secos, que no lo requieren. Los electrodos hu´medos ma´s usados
son pequen˜os discos de plata y cloruro de plata u oro. Los electrodos tambie´n
pueden clasificarse como pasivos y activos [12]. As´ı, un electrodo pasivo se refiere
solo al sensor colocado sobre la cabeza del usuario; mientras que un electrodo
activo incluye tambie´n un amplificador y un filtro adema´s del sensor, para evitar
que la sen˜al obtenida sea afectada por perturbaciones del ambiente.
M. A. Lopez-Gordo et al. [13] sintetizan, en su trabajo, sobre electrodos secos
para EEG, los diferentes tipos de electrodos secos que se pueden utilizar para
realizar un electroencefalograma, y hacen referencia a sus desarrollos. En dicho
trabajo se menciona tambie´n la comparacio´n de rendimiento, si es que se realizo´,
entre cada electrodo desarrollado frente a los electrodos hu´medos; ya que estos
son los que logran obtener mejor resolucio´n de data, debido a que el gel permite
a la capa meta´lica del sensor conectarse adecuadamente con la piel del usuario
au´n a trave´s del cabello. Algunos de los electrodos mencionados en dicho trabajo
estn representados en la Figura 1.3.
20 mm
13 mm
Figura 1.3: Representacio´n de electrodos secos mostrada en el trabajo de
Lopez-Gordo et al [13].
Existen diversas formas de colocar los electrodos. La cantidad de puntos a con-
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siderar se determina segu´n la cantidad y tipos de sen˜ales que se deseen obtener;
sin embargo, existen varios sistemas de posicionamiento de electrodos a tomar en
cuenta [14]. Sus nombres esta´n basados en las posiciones relativas al pericra´neo
del usuario; por ejemplo, el Sistema Internacional 10/20 [15], divide la superficie
pericraneal en zonas verticales y horizontales de diez y veinte por ciento de la
longitud total, colocando electrodos en los puntos de interseccio´n de las l´ıneas
imaginarias usadas para la divisio´n, como se muestra en la Figura 1.4.




La electrocorticograf´ıa (ECoG), tambie´n conocida como electroencefalograf´ıa in-
tracraneal, consiste en colocar los electrodos directamente sobre la superficie ce-
rebral, luego de realizar una seccio´n craneal mediante cirug´ıa, para monitorear la
actividad de la corteza cerebral. Fue desarrollada por los neurocirujanos Wilder
Penfield y Herbert Jasper para identificar por medio de los potenciales encontra-
dos las zonas que causaban ataques epile´pticos en pacientes. La ventaja de este
procedimiento sobre el mencionado anteriormente es que, al estar los electrodos
tan cerca del lugar donde se originan las sen˜ales, se pueden adquirir y monitorear
estas con una mayor resolucio´n y menor contaminacio´n ruidosa.
La espectroscop´ıa funcional del infrarrojo cercano (fNIRS) analiza las concentra-
ciones de ox´ıgeno en la sangre en las diferentes a´reas del cerebro a partir de la
absorcio´n de luz cercana al espectro infrarrojo, con el objetivo de determinar di-
versos patrones de actividad asociados; sin embargo, debido a la complejidad de
estos modelos, se requiere conocimiento adicional en modelamiento a nivel celular
y molecular para realizar las interpretaciones adecuadas.
Adicionalmente, existen otros me´todos para analizar los estados cerebrales de pa-
cientes y sujetos de prueba de manera no invasiva. Entre ellos se encuentran los di-
versos tipos de tomograf´ıa computarizada (CT), imagen por resonancia magne´ti-
ca (MRI), magnetoencefalograf´ıa (MEG), entre otros; sin embargo, los equipos
necesarios para realizar cada uno de estos procedimientos ocupan un volumen
considerablemente alto, requieren de un ambiente de operacio´n con estrictas con-
diciones de aislamiento, y poseen un precio bastante elevado en comparacio´n a
los utilizados para EEG, por lo que deben ser descartados cuando se considera
desarrollar sistemas pra´cticos o porta´tiles.
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1.1.4 Paradigmas
Se les conoce as´ı a los patrones que se pueden detectar en las ondas cerebrales
mediante EEG y otros me´todos. Esta´n agrupados segu´n la estimulacio´n requerida
para su ocurrencia, y cada grupo requiere diversas te´cnicas de procesamiento de
sen˜ales para la extraccio´n de caracter´ısticas relevantes.
i. Potenciales Relacionados a Eventos (ERP)
Observados por primera vez por Richard Caton, pueden ser definidos como “cam-
bios electroencefalogra´ficos asociados con el tiempo a eventos sensoriales, motores
o cognitivos” [16]; es decir, son ondas que se generan como respuesta a un even-
to en el que el usuario se encuentra involucrado: un intento de movimiento, un
est´ımulo visual o auditivo, etc.
Los componentes de los ERP que presentan formas de pico de voltaje reciben
nombres segu´n el valor ma´ximo que presentan, positivo o negativo, y el tiempo
aproximado en milisegundos de desfase con el evento en el que ocurre dicho pico
de voltaje. Uno de los potenciales relacionados a eventos ma´s utilizados en la
actualidad es la onda P300, tambie´n conocida como P3. “La onda P3 fue descu-
bierta por Sutton et al. en 1965 y ha sido desde entonces el componente mayor
de la investigacio´n en el campo de ERP” [16], y es llamada as´ı por tener un pico
positivo caracter´ıstico que ocurre aproximadamente 300 milisegundos despue´s del
est´ımulo, como se aprecia en la Figura 1.5. Dicha onda suele estar relacionada
con el proceso de toma de decisiones.
Otro de los componentes de los ERP se genera segu´n la equivocacio´n del sujeto
al realizar tareas basadas en eleccio´n [18]. A este componente se le conoce como
potencial relacionado a error, y es investigado para confirmar que la accio´n toma-
da por el usuario durante el uso de un sistema BCI corresponde a su intencio´n,
mejorando significativamente la precisio´n del sistema.
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Figura 1.5: Comparacio´n de respuestas P300 en usuarios con y sin discapacidad
[17].
ii. Potenciales Evocados en Estado Estable (SSEP)
D. Regan [19] analizo´ las frecuencias de la respuesta a la exposicio´n prolongada de
una luz monocroma´tica de intensidad sinusoidalmente modulada y observo´ que,
luego de la respuesta transitoria; es decir, cuando los usuarios se acostumbraban
a la perturbacio´n, aparec´ıa una sen˜al independiente de las ondas alfa con un
desfase proporcional a la frecuencia del est´ımulo. Las sen˜ales ma´s utilizadas en
este campo son generadas a partir de secuencias prolongadas de est´ımulos visuales
o auditivos secuenciales sobre los cuales el usuario debe concentrar su atencio´n.
12
Uno de los SSEP ma´s utilizados es el potencial visual evocado en estado estable
(SSVEP), precisamente el que fue observado por Regan. Sus modulaciones han
sido asociadas a un nu´mero de variables cognitivas como la atencio´n, clasificacio´n
y bu´squeda de memoria [20]. Otras variables del est´ımulo como el contraste y
la frecuencia espacial tambie´n tienen influencia sobre la amplitud y fase de los
SSVEP [21]. Finalmente, la posicio´n relativa del est´ımulo en el campo visual del
usuario tambie´n tendra´ un impacto sobre las caracter´ısticas de un SSVEP, como
se aprecia en la Figura 1.6.
Figura 1.6: SSVEP producido por un parpadeo de 12Hz en el lado izquierdo del
campo visual [21].
Otro de los SSEP comu´nmente estudiados es la respuesta en estado estable au-
ditiva (ASSR), asociada a la atencio´n consciente o inconsciente del usuario sobre
est´ımulos auditivos en determinadas frecuencias [22]. Algunas aplicaciones ba-
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sados en ASSR pueden ser utilizadas para medir la capacidad auditiva [23]; sin
embargo, tambie´n hay estudios que demuestran que es posible utilizar esta res-
puesta en sistemas para usuarios con dificultades visuales o incapacidad para
realizar ciertas tareas mentales [24].
iii. Sincronizacio´n o Desincronizacio´n Relacionada a Eventos (ERD/ERS)
Los ritmos internos del cerebro son patrones s´ıncronos que involucran grandes
cantidades de neuronas y esta´n asociados a una actividad espec´ıfica de la per-
sona. Pfurtscheller et al. [25] observaron que era posible atenuar o amplificar
los ritmos internos del cerebro mediante acciones espec´ıficas, a esto se le conoce
como sincronizacio´n o desincronizacio´n relacionada a eventos. Por ejemplo, las
comu´nmente usadas ondas mu esta´n asociadas a las ima´genes motrices (MI); es
decir, al movimiento voluntario de alguna parte del cuerpo de una persona, o al
intento de esta por lograr dicho objetivo. Las ondas alfa, asociadas con el des-
canso de la persona tambie´n son bastante usadas para el desarrollo de interfaces
cerebro-computador, ya que estas pueden ser amplificadas cerrando los ojos. Adi-
cionalmente, el procesamiento de sen˜ales generadas suele realizarse en bandas de
frecuencia muy espec´ıficas, segu´n la naturaleza del evento, como se muestra en la
Figura 1.7.
1.1.5 Aplicaciones
En la actualidad se buscan desarrollar diversas aplicaciones con sistemas BCI.
Hay cinco a´reas mayores de aplicacio´n de BCI en las que individuos discapaci-
tados pueden beneficiarse de avances en tecnolog´ıa BCI, estas son Comunicacio´n
y Control, Sustitucio´n Motora, Entretenimiento, Recuperacio´n Motora y Moni-
toreo de estado Mental [26]; sin embargo, no todas las aplicaciones benefician
exclusivamente a individuos discapacitados, sino que en general proveen alguna
mejora a la calidad de vida del usuario, como ocurre en el caso de las aplicaciones
14
Figura 1.7: Ejemplo de procesamiento para ERD y ERS [25].
para entretenimiento, que pueden ser utilizadas en casos de rehabilitacio´n, como
realimentacio´n, o para una mejora de experiencia en general.
i. Comunicacio´n y Control
La investigacio´n para establecer funciones de comunicacio´n estuvo mayormente
enfocada en aplicaciones de escritura (deletrear), y navegacio´n (bu´squeda) por
internet, por lo que se han desarrollado varias aplicaciones que permiten a los
usuarios utilizar pocas instrucciones de MI. Los enfoques encontrados con mayor
frecuencia son los que incluyen un componente P300, debido a su practicidad y
facilidad de uso para los usuarios con discapacidad [17]; sin embargo, tambie´n es
posible utilizar SSVEP para teclados virtuales [27].
En el an˜o 2006 D. J. Krusienski et al. [28] publicaron una comparacio´n de diver-
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sos algoritmos de clasificacio´n para una BCI de deletreo basada en P300, similar
a la mostrada en la Figura 1.8. Las sen˜ales fueron filtradas, amplificadas y di-
gitalizadas, para luego ser clasificadas con diversos me´todos como la correlacio´n
de Pearson (PCM), el discriminante lineal de Fisher (FLD), el ana´lisis de dis-
criminante lineal por pasos (SWLDA), la ma´quina de vectores de soporte lineal
(LSVM), y la ma´quina de vectores de soporte con kernel Gaussiano (GKSVM),
obteniendo mejor desempen˜o pra´ctico con SWLDA y FLD.
Figura 1.8: Matriz de caracteres utilizada por un deletreador P300 [28].
En el an˜o 2008, Inoue et al. [29] desarrollaron el control de un brazo robo´tico
para realizar el traslado de un objeto de una posicio´n a otra utilizando ondas
alfa y un interruptor ra´pido para la seleccio´n de instruccio´n [30]. Las sen˜ales
fueron filtradas antes de contar el tiempo durante el que el usuario incrementa la
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amplitud de la onda alfa para poder realizar el cambio de instruccio´n. Algunas
escenas de dicho experimento se pueden apreciar en la Figura 1.9.
Figura 1.9: Control de robot para traslado de objetos usando ondas alfa [29].
ii. Sustitucio´n Motriz
Como su nombre lo indica, consiste en reemplazar la capacidad de movimiento
del usuario, ya sea con una pro´tesis; es decir, con una extensio´n artificial del
cuerpo, o con una o´rtesis, cuyo objetivo es complementar a alguna parte del
cuerpo. “La restauracio´n de funciones de agarre en pacientes con la me´dula espinal
dan˜ada (SCI) o pacientes que sufren de para´lisis en las extremidades superiores
t´ıpicamente se apoya en la estimulacio´n funcional ele´ctrica (FES)” [26].
La primera integracio´n de un sistema BCI con FES fue realizada por G. Pfurtsche-
ller et al. [31] en el an˜o 2003 con sen˜ales de MI filtradas, y utilizando FLD como
clasificador. Posteriormente, en el an˜o 2010, M. Tavella et al. [32] desarrollaron un
sistema de BCI que permit´ıa a los usuarios tomar un lapicero y escribir palabras
utilizando tambie´n sen˜ales de MI filtradas, como se muestra en la Figura 1.10; sin
embargo, este sistema empleaba un filtro espacial utilizando el Laplaciano, para
luego aplicar un clasificador estad´ıstico Gaussiano.
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Figura 1.10: Usuario utilizando BCI para sostener un lapicero y escribir [32].
iii. Entretenimiento
Los videojuegos “atraen el intere´s de los investigadores y desarrolladores de las
comunidades de BCI y juegos; sin embargo, se puede observar una discrepancia
entre los juegos con BCI desarrollados por las dos comunidades” [33], ya que
el enfoque que se les da desde la comunidad BCI busca una mayor eficiencia
y control, pero a costo de experiencia de usuario y narrativa, elementos muy
importantes durante el proceso de desarrollo de un videojuego.
Dependiendo del tipo de juego, se debera´ usar un paradigma diferente, ya que
cada ge´nero requiere de diferentes reacciones, reflejos y estimula al usuario de
diferentes posibles formas [34]. Como se muestra en la Figura 1.11, la mayor´ıa de
juegos desarrollados con sistemas BCI son de accio´n, y las MI son el paradigma
ma´s utilizado en aplicaciones de esta a´rea.
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Figura 1.11: Gra´ficos de distribucio´n de juegos desarrollados
[34]. a) Distribucio´n de juegos basados en BCI por ge´nero. b) Distribucio´n de
juegos basados en BCI por paradigma usado.
iv. Recuperacio´n Motriz
“Actualmente la rehabilitacio´n basada en neurociencia busca estimular la recu-
peracio´n motora funcional esponta´nea capitalizando el potencial inherente del
cerebro para la reorganizacio´n pla´stica luego de un derrame” [35]; es decir, apro-
vechando la capacidad de adaptacio´n del cerebro. Au´n no se conocen aplicaciones
en esta a´rea, pero se sabe el entrenamiento en MI puede producir aumentos sig-
nificativos de performance tanto en motricidad como en la adaptacio´n [36].
v. Monitoreo de Estados Mentales
Reconocer el estado mental del usuario permite crear sistemas BCI reactivos. Es
posible reconocer el nivel de atencio´n [37] del usuario mediante el ana´lisis de las
ondas alfa, beta y theta, utilizando un banco de filtros para separarlas segu´n di-
ferentes anchos de banda. Tambie´n es posible obtener informacio´n sobre el nivel
de fatiga [38], observando las amplitudes y tiempos de respuesta de los ERP y las
ondas alfa y theta, con una ligera variacio´n de exactitud promedio en funcio´n a
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la frecuencia de corte de los filtros utilizados para eliminar artefactos de electro-
miograma. Finalmente, se puede obtener informacio´n sobre el nivel de stress [39]
del usuario, analizando las potencias de las ondas alfa con un clasificador lineal,
de manera que este sea cuantificable, como se muestra en la Figura 1.12.
Figura 1.12: Diferencias espectrales en condiciones de alto y bajo stress [39].
1.2 Robo´tica Asistencial con BCI
En la actualidad, existen diversos prototipos que permiten a los usuarios mani-
pular objetos o realizar ciertas tareas f´ısicas con solo medir su actividad cerebral.
Dichos prototipos suelen desarrollarse con objetivos principalmente acade´micos,
pero la literatura tambie´n demuestra que dichos prototipos pueden ser utilizados
para rehabilitacio´n, o mejora de calidad de vida de personas con discapacidad
[40].
Se puede definir como robot asistencial a aquellos que asisten o ayudan a usuarios
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humanos [41]. En el contexto de personas que han padecido un ACV, y presentan
alguna discapacidad motriz parcial o total, una pro´tesis u o´rtesis robo´tica, un
brazo robo´tico montado sobre un soporte, o una silla de ruedas automa´tica, ser´ıan
ejemplos de robots asistenciales.
Las aplicaciones con sistemas BCI que tienen como perife´ricos a robots asistencia-
les se pueden dividir segu´n la naturaleza del entorno con el que debe interactuar
el usuario. As´ı, una aplicacio´n que requiera acciones constantes, ra´pidas y sos-
tenidas requerira´ de imaginacio´n de movimientos del usuario, mientras que una
aplicacio´n en la que el usuario dispone de tiempo para pensar antes de realizar
una interaccio´n puede permitir el empleo de SSEP, o ERP.
Uno de los desaf´ıos ma´s grandes para desarrollar una aplicacio´n en tiempo real
con BCI es la superposicio´n de los diferentes me´todos de procesamiento para
cada uno de los paradigmas a utilizar [42]; por ejemplo, si una aplicacio´n requiere
clasificar por separado estados de reposo y accio´n para ambas manos del usuario,
el sistema deber´ıa realizar el doble de procesamiento, adema´s de las operaciones
requeridas para el control de los perife´ricos, en una misma ventana de tiempo sin
comprometer su rendimiento o aumentar los retardos. Adicionalmente, cada uno
de los paradigmas debe ser entrenado por separado, lo que implica una mayor
inversio´n de tiempo del usuario antes de poder interactuar con el sistema final.
1.2.1 Aplicaciones que utilizan ERD/ERS
Existe una gran variedad de aplicaciones que se desarrollan con sistemas BCI que
utilizan ERD/ERS, con la mayor´ıa de ellas basadas en la tarea mental de imagi-
nacio´n motriz. Debido a que esta tarea mental puede ser utilizada como parte de
un procedimiento terapeu´tico para rehabilitacio´n de pacientes que padecieron de
ACV [43] [44], las aplicaciones que la utilizan encajan mayormente dentro del a´rea
de recuperacio´n motriz. Algunos ejemplos de estas aplicaciones son los trabajos
de Ang et al. [45] y Acun˜a et al. [46], en los cuales se realizan pro´tesis y o´rtesis,
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mayormente con el objetivo de proveer realimentacio´n cuantitativa al usuario so-
bre su progreso durante cada sesio´n. El prototipo desarrollado por Acun˜a et al.
aparece en la Figura 1.13.
Figura 1.13: Pro´tesis de mano controlada con un sistema BCI [46].
Las aplicaciones basadas solo en ERD/ERS poseen, sin embargo, una limitacio´n
debido a que reproducir un movimiento similar al real para cualquier extremeidad
del cuerpo humano requiere de planificacio´n de trayectorias y actualizaciones
instanta´neas de las mismas, segu´n la interaccio´n que se desee realizar con el
entorno, lo cual depende de una gran cantidad de variables. Una BCI basada
en imaginacio´n motriz suele trabajar con una cantidad de clases reducida, entre
dos y cuatro clases, usualmente, las cuales pueden estar acopladas entre s´ı en
algunos casos, ya que la informacio´n que se puede obtener en una ventana de
tiempo determinada, ya sea por la resolucio´n espacial de los electrodos, o por las
frecuencias a las que estos se muestrean es limitada. Una posible solucio´n para
este problema es la mencionada en el trabajo de Lalitharatne et al., en el que
se propone el desarrollo de controladores h´ıbridos que utilicen seales EEG y de
electromiograf´ıa (EMG) para mejorar las imprecisiones [47]. El modelo descrito
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para el control h´ıbrido propuesto en este trabajo se muestra en la Figura 1.14.
Figura 1.14: Diagrama de flujo de sistema integrado para control con EEG y
EMG [47].
1.2.2 Aplicaciones que utilizan SSEP
Las aplicaciones con SSEP permiten, a diferencia de las que utilizan ERD/ERS,
que los usuarios dispongan de una mayor cantidad de comandos; sin embargo,
sera´ necesario considerar las posibles combinaciones entre ellos como instrucciones
adicionales, ya que el usuario solo puede concentrar su atencio´n sobre un est´ımulo
a la vez.
Mandel et al. desarrollaron un sistema que permit´ıa al usuario elegir uno de
trece posibles acciones de desplazamiento para una silla de ruedas auto´noma [48].
Adicionalmente, en este trabajo se implementa un sistema de seguridad para
evitar que la deteccio´n erro´nea de un comando enviado por el usuario no pueda
causar algu´n tipo de accidente. El sistema implementado se puede apreciar en la
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Figura 1.15.
Figura 1.15: Montaje de sistema para control de silla de rueda basado en SSEP
[48].
1.2.3 Aplicaciones que utilizan ERP
Las aplicaciones de sistemas BCI que utilizan ERP suelen utilizar la componente
P300 para seleccionar un objetivo dentro de una matriz de opciones previamente
definidas, que no var´ıa durante los experimentos. La principal ventaja de estas
aplicaciones, frente a las dos alternativas mencionadas anteriormente, radica en
que el tiempo que el usuario requiere realizar la tarea mental es significativamente
menor, reduciendo tambie´n el impacto que se tiene sobre sus estados mentales
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durante el uso del sistema. De igual manera, la mayor desventaja de usar un
sistema basado en ERP es que el usuario no puede redefinir alguna de las tareas,
a pesar de que se le podra´n presentar una diversidad de opciones.
Un claro ejemplo que encaja con esta descripcio´n es el trabajo de Bell et al., en
el que se controla un pequeo robot humanoide para que se dirija e interactu´e
con un objeto seleccionado por el usuario [49]. La interfaz utilizada, en la que se
muestran los posibles objetivos para la seleccio´n del usuario, as´ı como el robot y
su campo visual se muestran en la Figura 1.16.
Figura 1.16: Interfaz gra´fica y robot humanoide controlado por sistema BCI [49].
Otro ejemplo en el que el usuario puede lograr cambios significativos en su entorno
con este paradigma es el propuesto por Hoffmann et al. [50], en el que el usuario
tendr´ıa control sobre elementos de su entorno, como un televisor, un tele´fono, los
controles de luz, etc., a partir de una matriz similar a la mostrada en la Figura
1.17. Es importante resaltar tambie´n que en este trabajo se logro´ una eficiencia
de clasificacio´n bastante alta al introducir un algoritmo que mejora cuando la
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secuencia de est´ımulos se muestra ma´s veces al usuario.





El sistema desarrollado debe presentar una serie de est´ımulos visuales al usuario
en un intervalo de tiempo para que se pueda activar la componente P300, relativa
a los est´ımulos sobre los cuales se deposite la atencio´n. En el presente cap´ıtulo se
describen cada una de las partes que componen al sistema, ya sea como aplica-
ciones completas, mo´dulos o algoritmos espec´ıficos, para finalmente proponer un
modelo integrado de todas ellas.
2.1 Configuracio´n Gra´fica para el Usuario
La interfaz gra´fica para el usuario; es decir, la matriz con los objetos que se
presentan como est´ımulos al usuario, se implemento´ sobre un formulario en el
lenguaje C#, utilizando el programa Microsoft Visual Studio Community 2017,
creado por Microsoft Corporation. Este formulario tambie´n actu´a como un servi-
dor, ya que abre un puerto de comunicacio´n TCP/IP para recibir la informacio´n
que mostrara´ al usuario en un instante determinado. El diagrama de flujo que
describe el funcionamiento de este mo´dulo se puede apreciar en la Figura 2.1
Dentro del formulario existe una matriz de taman˜o reconfigurable, con un ma´ximo
de opciones de seis, y un mı´nimo de una, de manera que se adapte con facilidad
en caso de que se quisiera modificar la cantidad de est´ımulos. Adicionalmente,
esta interfaz esta´ disen˜ada para funcionar por niveles, de manera que el usuario










Figura 2.1: Diagrama de flujo de interfaz gra´fica para el usuario. Fuente propia.
sobrecargar la cantidad de posibles est´ımulos en una configuracio´n inicial u´nica.
Las Figuras 2.2 y 2.3 muestran algunos de los niveles de navegacio´n, en los que
la configuracio´n espacial var´ıa segu´n el nu´mero de est´ımulos disponibles.
Figura 2.2: Primer nivel de navegacio´n del sistema con dos posibles est´ımulos.
Fuente propia.
Los niveles que el usuario por los cuales el usuario puede navegar son dos, siendo
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Figura 2.3: Segundo nivel de navegacio´n del sistema con tres posibles est´ımulos.
Fuente propia.
el primero el que muestra la seleccio´n del dispositivo a controlar. Dentro de estas
opciones se encuentran el robot asistencial a controlar, y un robot asistencial que
se utiliza como distractor, sin tener impacto alguno al ser seleccionado. Luego de
seleccionar el robot a controlar, se muestran las posibles tareas a realizar con un






Figura 2.4: Flujo de navegacio´n de interfaz para el usuario. Fuente propia.
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2.2 Adquisicio´n de Datos
La adquisicio´n de datos se realizo´ con el EEG portatil inala´mbrico g.Nautilus de
la empresa g.tec Medical Engineering GmbH. Este dispositivo posee 32 electrodos
secos, en posiciones establecidas por el Sistema Internacional 10/10, de los cuales
se utilizan 16 (FP1, FP2, F3, FZ, F4, T7, C3, CZ, C4, T8, CP5, CP6, P3, PZ,
P4, OZ), como se puede observar en la Figura 2.5, para muestrear las sen˜ales
cerebrales a una frecuencias de 500Hz. Adicionalmente, se utilizan el programa
MATLAB y su herramienta de simulacio´n por bloques, Simulink, desarrollados
por la empresa The Mathworks, Inc., para el desarrollo de todo el sistema de pro-
cesamiento e interpretacio´n. La seleccio´n de utilizar Simulink como herramienta
de procesamiento es va´lida debido a que todas las operaciones que se realizara´n
en intervalos cr´ıticos solo sera´n multiplicaciones matriciales, las cuales ya se en-
cuentran optimizadas dentro de este paquete.
Todos los algoritmos relacionados con los siguientes pasos se implementaron tam-
bie´n de manera s´ıncrona en Simulink, adema´s del env´ıo de datos desde otro puerto
de comunicacio´n TCP/IP hacia la interfaz gra´fica, haciendo que esta aplicacio´n
se comporte como un cliente. Finalmente, esta aplicacio´n tambie´n se encarga de
guardar los datos registrados por usuario, de manera que estos puedan ser u´tiles
para ana´lisis posteriores.
2.3 Preprocesamiento de Sen˜ales
Las sen˜ales ele´ctricas provenientes de los sensores de EEG contienen, adema´s
de ruido, informacio´n que puede ser relevante. Es por ello que se considera, en
casi todos los sistemas BCI, la inclusio´n de uno o varios filtros digitales. Estos
filtros tienen como objetivo el atenuar las componentes de frecuencia que son
irrelevantes o innecesarias para el ana´lisis. La funcio´n de transferencia de un
filtro digital gene´rico tiene la forma mostrada en la ecuacio´n 2.1, donde el orden
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Figura 2.5: Posicio´n de electrodos segu´n Sistema Internacional 10/10. Los
electrodos de color fueron los utilizados para realizar la adquisicio´n de seales.
Adaptado de [51].
del filtro es el valor mayor entre los valores N y M, y determina la atenuacio´n o
amplificacio´n de las componentes armo´nicas de la sen˜al de entrada.
H(z) =
b0 + b1 ∗ z−1 + b2 ∗ z−2 + ...+ bN ∗ z−N
1 + a1 ∗ z−1 + a2 ∗ z−2 + ...+ aM ∗ z−M (2.1)
Debido a que la componente P300 a encontrar esta´ en rangos de frecuencia bajos,
ya que se podr´ıa representar como un pulso u´nico o una funcio´n rectangular de
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Aplicación en Simulink Aplicación en C#
* Planificación de experimento
* Adquisición de datos
* Guardado de archivo con
     datos del participante
* Muestra de estímulos
Figura 2.6: Esquema de comunicacio´n entre aplicaciones de adquisicio´n y
muestra de est´ımulos. Fuente propia.
duracio´n limitada, se elige un filtro pasabanda tipo Butterworth de orden diez
con frecuencias de corte 1Hz y 15Hz, con el objetivo de eliminar frecuencias
altas y valores constantes. La funcio´n de transferencia expandida como fracciones
parciales de elementos reales para este filtro es la que aparece en la ecuacio´n 2.2,
y cuyos correspondientes diagramas de magnitud y fase se pueden apreciar en la
Figura 2.7.
H(z) =4,099 ∗ 10−6 + 10
3 ∗ (0,3126 ∗ z−1 − 0,2937 ∗ z−2)
1− 1,9996 ∗ z−1 + 0,9997 ∗ z−2
+
0,3146 ∗ z−1
1− 0,9791 ∗ z−1 +
−0,027 ∗ z−1 + 0,0269 ∗ z−2
1− 1,9789 ∗ z−1 + 0,9792 ∗ z−2
+
−0,0327 ∗ z−1
1− 0,9791 ∗ z−1 +
−0,0703 ∗ z−1 + 0,045 ∗ z−2
1− 1,8706 ∗ z−1 + 0,9036 ∗ z−2
+
−0,1849 ∗ z−1 + 0,1993 ∗ z−2
1− 1,7413 ∗ z−1 + 0,7678 ∗ z−2
(2.2)
Adicionalmente, se sabe que la componente deseada aparece espec´ıficamente en
un intervalo de tiempo definido, por lo que el procesamiento se realiza en una
ventana de tiempo de un segundo a partir de cada est´ımulo. Finalmente, se realiza
un submuestreo con razo´n de diez; es decir, se conserva solo una muestra cada
diez puntos de datos obtenidos. Los resultados del preprocesamiento se pueden
apreciar en la Figura 2.8, donde se puede diferenciar claramente un est´ımulo
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Figura 2.7: Diagramas de magnitud y fase para el filtro digital disen˜ado. Fuente
propia.
aparecen alrededor de 300ms; es decir, cerca de la muestra nu´mero 15.
2.4 Extraccio´n de Caracter´ısticas
Luego de la adquisicio´n de datos, se tienen sen˜ales provenientes de los 16 canales
del EEG. Cada uno de estos canales posee 50 puntos de datos muestreados en el
tiempo, por lo que la cantidad de datos con los que se estar´ıa trabajando ser´ıan
800 puntos. La extraccio´n de caracter´ısticas es el procedimiento o secuencia de
procedimientos que se utilizan para reducir significativamente la carga sobre el
procesador y el tiempo de procesamiento, al reducir la cantidad de datos que se
utilizan para el entrenamiento del algoritmo de clasificacio´n mediante la seleccio´n
de los valores que contengan mayor informacio´n representativa y el descarte del
resto. La extraccio´n de caracter´ısticas es importante debido a que los algoritmos














































Figura 2.8: Sen˜ales para est´ımulo objetivo y est´ımulo no objetivo. Los canales
mostrados son CP5, CP6, P3, PZ, P4 y OZ, segu´n el Sistema Internacional
10/10. Fuente propia.
cantidad de tiempo directamente proporcional a una expresio´n que suele tener
complejidad polinomial en funcio´n de la cantidad de datos, y estos son adquiridos
en tiempo real.
El filtro de Patrones Espaciales Comunes (CSP) es un filtro espacial que consiste
en una transformacio´n lineal para separar una sen˜al multivariable correspondien-
te a dos clases diferentes en componentes aditivas, de manera que estas presenten
una ma´xima diferencia de varianza para una de las clases, y una diferencia mı´ni-
ma para la otra. “Debido a que la varianza de sen˜ales filtradas paso banda con el
objetivo de obtener una efectiva discriminacio´n de estados mentales caracteriza-
dos por efectos ERD/ERD” [52], por lo que resulta viable su uso para una BCI
que solo requiere la diferenciacio´n entre un est´ımulo objetivo y uno no objetivo.
El algoritmo CSP consiste en una diagonalizacio´n simulta´nea de dos matrices,
cada una equivalente a la matriz de covarianza de una de las clases (R1, R2),
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como se muestra en las ecuaciones 2.3 y 2.4 [53] [54]. Esto tambie´n se conoce
como descomposicio´n generalizada de valores propios. En dicho procedimiento,
se debe encontrar una matriz cuadrada de vectores propios (P ), y una matriz
diagonal de valores propios ordenados de manera decreciente (D), lo cual es equi-
valente a la descomposicio´n de de valores propios del producto de ambas matrices
de covarianza originales. La ecuacio´n 2.5 muestra la descomposicio´n menciona-
da, mientras que el pseudoco´digo para las funciones de filtrado y aprendizaje se
pueden encontrar en los anexos 1 y 2, respectivamente.
P−1 ∗R1 ∗ P = D (2.3)
P−1 ∗R2 ∗ P = I (2.4)
R−12 ∗R1 = P ∗D ∗ P−1 (2.5)
Luego, cada vector propio contenido en la matriz calculada; es decir, cada una de
sus columnas, representa una de las componentes del nuevo espacio sobre el que
se proyectara´n las sen˜ales originales. Finalmente, basta con ordenar estos vecto-
res propios segu´n el orden decreciente de sus valores propios correspondientes, y
tomar una cantidad de valores extremos superiores e inferiores para tener una
nueva matriz de proyeccio´n (W ) que sera´ usada como filtro, quedando la data
proyectada en el nuevo espacio, pero con una cantidad de sen˜ales reducida. Dicha
proyeccio´n de las sen˜ales se muestra en la ecuacio´n 2.6, y se puede apreciar para
un conjunto de sen˜ales adquiridas durante los experimentos en la Figura 2.9. Es
importante resaltar que las sen˜ales proyectadas en el nuevo espacio no necesaria-
mente tienen alguna interpretacio´n gra´fica, o visible para el ojo humano.
X ′ = W ∗X (2.6)












































Figura 2.9: Sen˜ales para est´ımulo objetivo iniciales y filtradas con CSP. Fuente
propia.
conten´ıan la mayor cantidad de informacio´n sobre la separacio´n de las clases en
el subespacio proyectado, se considera adecuado la seleccio´n de ellos. Las sen˜ales
proyectadas se muestran en la Figura 2.10, en la que se puede observar nuevamente
la simetr´ıa entre el est´ımulo objetivo y el no objetivo.
Finalmente, se realiza un proceso de normalizacio´n de todos los canales para que
las diferencias entre las magnitudes absolutas de las caracter´ısticas que entren al
clasificador no tengan influencia tanto sobre el proceso de entrenamiento, como
durante la clasificacio´n en tiempo real. El procedimiento realizado consiste en
restar el valor medio del canal a cada muestra (µX), y luego dividir el valor
obtenido sobre la desviacio´n standard del mismo (σX), como se puede apreciar en
la ecuacio´n 2.7. Los nuevos canales normalizados se muestran en la Figura 2.11










































Figura 2.10: Caracter´ısticas extra´ıdas con CSP en el nuevo subespacio para






Existen diversos me´todos de clasificacio´n de sen˜ales EEG. Dentro de los ma´s
utilizados, se encuentran los discriminantes lineales, los me´todos de regresio´n,
las redes neuronales y las ma´quinas de vectores de soporte [55]. Dentro de estos
me´todos, se selecciono´ al algoritmo de discriminante lineal bayesiano (BLDA),
descrito a continuacio´n, con el cual se ha logrado la mayor eficiencia para sistemas
basados en P300 [50].
Partiendo de la equivalencia entre la regresio´n con ajuste de mı´nimos cuadrados,













































Figura 2.11: Caracter´ısticas antes y despue´s de normalizacio´n para est´ımulo
objetivo. Fuente propia.
objetivos y las caracter´ısticas esta´n relacionados linealmente mediante una matriz
de proyeccio´n (W ). A este modelo se le an˜ade ruido aditivo Gaussiano (E) para
asemejar ma´s a un procedimiento real, obtenie´ndose la expresio´n mostrada en la
ecuacio´n 2.8 [56].
T = W ∗X + E (2.8)
De acuerdo con esta asuncio´n, se puede escribir la funcio´n de probabilidad para
el vector de pesos usado para la regresio´n, en funcio´n de la inversa de la varianza
del ruido (β) y el nu´mero de muestras en el conjunto de entrenamiento (N),
obtenie´ndose la ecuacio´n 2.9.
p(X,T |β,W ) = ( β
2 ∗ pi )
N




Adicionalmente, se sabe que, para realizar inferencia Bayesiana se requiere una
distribucio´n conocida a priori para la variable a calcular; es decir, al vector de
pesos. Para ello, se utiliza una matriz cuadrada diagonal (I ′(α)) de dimensio´n
igual al nu´mero de caracter´ısticas aumentado en uno, como la mostrada en la
ecuacio´n 2.10, de manera que se obtenga la ecuacio´n 2.11.
I ′(α) =

α 0 · · · 0





0 0 · · · 

(2.10)
p(W |α) = ( α
2 ∗ pi )
D
2 ∗ ( 
2 ∗ pi )
1
2 ∗ e− 12∗W∗I′(α)∗WT (2.11)
Se sabe que es posible obtener la distribucio´n posterior a partir de la conocida a
priori y la funcio´n de distribucio´n de probabilidad aplicando inferencia Bayesiana.
Adema´s, como ambas distribuciones son Gaussianas, la posterior tambie´n lo sera´,
determinando la media (m) y covarianza (C) de esta utilizando las ecuaciones 2.12
y 2.13.
m = β ∗ (β ∗X ∗XT + I ′(α))−1 ∗X ∗ t (2.12)
C = (β ∗X ∗XT + I ′(α))−1 (2.13)
Multiplicando la ecuacio´n de probabilidad por un vector de entrada con la dis-
tribucio´n posterior, seguido de una integracio´n sobre los pesos, se puede obtener
la expresio´n que aparece en la ecuacio´n 2.14, y representa la distribucio´n de la
prediccio´n de los objetivos condicionados a dicho vector.
p(tˆ|β, α, xˆ,D) =
∫
(p(tˆ|β, xˆ,W ) ∗ p(W |β, α,D) ∗ dW (2.14)
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Dicha distribucio´n tambie´n es Gaussiana, y puede ser caracterizada por sus va-
lores de media (µ) y varianza (σ), mostrados en las ecuaciones 2.15 y 2.16.




+ xˆT ∗ C ∗ xˆ (2.16)
Finalmente, es posible utilizar la suma de los valores de media por clase para
seleccionar el valor de imagen de salida correspondiente al ma´ximo entre ellos. El
pseudoco´digo para las funciones de clasificacio´n y aprendizaje se encuentran en
los anexos 3 y 4, respectivamente.
2.6 Comunicacio´n con el Robot Asistencial
Una vez que se tiene la decisio´n de la accio´n f´ısica a ser realizada con el robot,
esta es enviada desde el programa de Simulink hacia un entorno en C# no con-
templado en el desarrollo de la presente, que se encarga de la correcta ejecucio´n
de la misma. El env´ıo de los datos necesarios se realiza nuevamente por un puer-
to TCP/IP, diferente al utilizado para realizar la comunicacio´n con la interfaz
gra´fica. Finalmente, la comunicacio´n entre todos los programas necesarios para
la BCI y el robot asistencial se muestran en la Figura 2.12.
2.7 Configuracio´n Experimental
El u´ltimo aspecto del sistema a disen˜ar es la configuracio´n experimental. Dicha
configuracio´n es la que determina tanto la cantidad de datos que se deben adquirir,
como la duracio´n de cada proceso de adquisicio´n. Cabe resaltar que esta seleccio´n
de para´metros se realiza al final del desarrollo, por lo que el funcionamiento de un
sistema BCI debe ser independiente de la modificacio´n de ellos, sin ser necesaria









Muestra de estímulos al
usuario
Indicación de feedback
Recepción de instrucción y
control de dispositivo
Figura 2.12: Esquema de comunicacio´n entre todas las aplicaciones necesarias.
Las l´ıneas so´lidas representan los componentes desarrollados en el presente
trabajo. Fuente propia.
2.7.1 Definiciones Ba´sicas
Antes de poder definir los experimentos a realizar, y sus respectivas duracio-
nes, es necesario definir algunos conceptos previos. Estos conceptos, que pueden
visualizarse ordenadamente en la Figura 2.13, se utilizan en la mayor´ıa de los
experimentos realizados en sistemas BCI, de manera que sea fa´cil realizar la di-
ferenciacio´n entre diversos trabajos que apuntan a objetivos similares.
Un ensayo o trial, para experimentos de sistemas BCI basados en ERP, consiste
en una secuencia de est´ımulos distribu´ıdos a lo largo de un intervalo de tiempo.
Es posible que en algunos experimentos, un ensayo contenga solo un est´ımulo
para cada objetivo, como en el caso del deletreador con P300, donde se tienen
seis est´ımulos para las columnas, y seis est´ımulos para las filas, para un total de
treinta y seis caracteres; sin embargo, cuando se dispone de una menor cantidad de
elementos en la matriz visual, es posible repetirlos individualmente. Es importante





Figura 2.13: Diagrama de clases para entidades temporales de un sistema BCI.
Fuente propia.
el ensayo para poder realizar la tarea mental asignada correctamente, logrando
una mayor eficiencia del sistema.
Una corrida o run consiste en un conjunto de ensayos consecutivos. Estos ensayos
suelen estar separados por algunos segundos, en los que el usuario no requiere
estar concentrado. Usualmente, cada ensayo esta´ delimitado por dos est´ımulos
diferentes a los relacionados con la tarea mental, uno al iniciar, y uno al finalizar,
que se utilizan para que el sistema pueda mantener informado al usuario a lo
largo del experimento.
Una sesio´n, como su nombre lo indica, abarca el conjunto de corridas que se
realizan en una visita del usuario. Usualmente las sesiones se realizan en diferentes
d´ıas, debido a que los experimentos suelen resultar prolongados y agotadores
para los usuarios, adema´s de que su duracio´n promedio no es menor a media
hora. Dentro de una sesio´n se pueden realizar las corridas que sean necesarias,
separadas por algunos minutos en los que se le permite al usuario relajarse con el
objetivo de reducir la posible fatiga provocada por las tareas mentales requeridas.
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2.7.2 Experimento Fuera de L´ınea
El experimento de adquisicio´n de datos para entrenamiento, tambie´n conocido
como experimento fuera de l´ınea, consiste en dos sesiones con doce corridas de diez
ensayos cada una, separadas por aproximadamente cinco minutos. Cada ensayo
inicia con un tiempo muerto inicial de un segundo, seguido de un indicador para
el usuario con el est´ımulo objetivo que dura dos segundos. Luego se presenta otro
tiempo muerto de un segundo, antes de empezar con la secuencia de est´ımulos
aleatorizados. Finalmente, se tiene un segundo ma´s de tiempo muerto antes de
empezar inmediatamente el siguiente ensayo. Este flujo se puede observar en la
Figura 2.14. Cabe rescatar que la adquisicio´n para el entrenamiento solo se realizo´
con los est´ımulos de la pantalla principal, mostrada en la Figura 2.2; es decir, que
el nu´mero de elementos en la matriz de ese nivel fue dos, entre los cuales se







0s 1s 2s 4s 6.4s 7.4s
Tiempo de descanso ( no se muestran estímulos )
Figura 2.14: L´ınea de tiempo para un trial de adquisicio´n. Fuente propia.
2.7.3 Experimento En L´ınea
El experimento de validacio´n, o experimento en l´ınea, se realiza en una u´nica
sesio´n de tres corridas, con cinco ensayos cada una, separadas tambie´n por apro-
ximadamente cinco minutos. En cada corrida, el usuario debe lograr conseguir
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navegar desde el nivel inicial hasta lograr que el robot ejecute una tarea seleccio-
nada con un objeto espec´ıfico. La secuencia de est´ımulos aleatorizada, de longitud
variable (t) en funcio´n de la cantidad de ima´genes que posea el nivel de navegacio´n
actual, se presentara´ un segundo despue´s de una indicacio´n tanto visual, mostran-
do el est´ımulo objetivo, como auditiva, para captar su atencio´n. Adicionalmente,
se presentara´ realimentacio´n gra´fica al usuario segu´n su seleccio´n al terminar cada
ensayo, para luego continuar al siguiente nivel de navegacio´n o realizar la tarea
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Figura 2.15: L´ınea de tiempo para un trial de validacio´n. Los posibles valores
para t esta´n en funcio´n de la cantidad de elementos del nivel en el que se
encuentre el usuario. Fuente propia.
2.7.4 Ambiente para Experimentacio´n
En la mayor´ıa de los trabajos realizados con sistemas BCI, los experimentos
suelen realizarse en ambientes aislados de diversos tipos de ruido que podr´ıan
incomodar o distraer a los sujetos, o contaminar las sen˜ales adquiridas por los
equipos. Uno de los elementos utilizados para realizar el aislamiento del ambiente
para experimentacio´n es la jaula de Faraday, para bloquear campos magne´ticos
[57]; mientras que, en otros casos, se utilizan ambientes aislados de sonido [58].
En el trabajo de Cutrell et al., se mencionan estos elementos como limitantes
para que los sistemas BCI puedan ser utilizados fuera del mundo acade´mico [59].
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Debido a que el objetivo final del sistema desarrollado es poder ser utilizado
por personas discapacitadas, se considero´ prescindir de todos los elementos de




Se realizaron pruebas del sistema durante tres d´ıas diferentes con ocho usuarios,
considerando como criterios de exclusio´n para estos que fueran menores de edad;
es decir, que tuvieran menos de dieciocho an˜os de edad en el momento de la
adquisicio´n de datos, adema´s de aquellos usuarios que reportaban estar cansados,
no haber dormido suficiente la noche anterior a las pruebas o que presentaban
problemas para concentrarse durante el desarrollo de los experimentos.
3.1 Resultados de Entrenamiento
Luego de realizar la adquisicio´n de datos, se realizo´ el entrenamiento del sistema.
Para verificar que el sistema podra´ funcionar adecuadamente, se realizo´ validacio´n
cruzada de K iteraciones, con un valor de seis para K; es decir, que se separaron los
datos adquiridos durante las dos primeras sesiones en seis grupos, y se repitio´ por
cada uno de ellos el procedimiento de entrenar el sistema con los cinco restantes,
para luego validarlo con el que se dejaba de lado.
Es importante resaltar que, durante la etapa de entrenamiento, se pudo observar
que el algoritmo elegido siempre alcanzaba la convergencia, lo cual es sumamente
importante para una clasificacio´n correcta. Adicionalmente, se realizo´ un ana´lisis
para determinar la cantidad de repeticiones por est´ımulo o´ptima que se requerir´ıa
por usuario para que el sistema pueda detectar siempre correctamente el obje-
tivo sobre el cual este centraba su atencio´n, solo con fines de comprobar que la
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seleccio´n de tres repeticiones por ensayo fue la correcta. La Figura 3.1 muestra



































































Figura 3.1: Resultados de validacio´n cruzada con seis grupos para el sujeto 1.
Las l´ıneas representan la exactitud de la prediccio´n frente a la cantidad de
repeticiones por est´ımulo mostrados en un ensayo para el i-e´simo grupo de
datos. Fuente Propia.
Despue´s de verificar que la validacio´n cruzada fue satisfactoria, se entreno´ al
sistema con todos los datos, de manera que este quedara preparado para la sesio´n
de validacio´n. Esto se debe a que el objetivo de la validacio´n cruzada no es el de
construir un modelo, sino el de verificarlo. La Figura 3.2 muestra los resultados
de dicho ana´lisis para el clasificador entrenado con todos los datos, as´ı como la
cantidad de est´ımulos necesarios para la prediccio´n correcta, con lo que se puede
evidenciar que la seleccio´n incial de tres fue correcta, mientras que los resultados,
tanto de la validacio´n cruzada, como del entrenamiento final para cada usuario
se pueden encontrar en la Tabla 3.1.














Figura 3.2: Resultados de entrenamiento de clasificador final para sujeto 1. La
l´ınea representa la exactitud de la prediccio´n frente a la cantidad de repeticiones
por est´ımulo mostrados en un ensayo. Fuente Propia.
Tabla 3.1: Resultados promedio con desviacio´n standard para validacio´n
cruzada y entrenamiento final por usuario.
Usuario Validacio´n cruzada ( %) Entrenamiento final ( %)
1 100± 0 100
2 100± 0 100
3 85,12± 5,271 80,173
4 94,443± 8,608 95,32
5 75,58± 9,362 70,895
6 100± 0 95,83
7 94,445± 13,607 95,83
8 87,5± 25 83,333
Fuente propia.
de observar que la eficiencia promedio global para el proceso de entrenamiento
es aproximadamente de 90.17 %, un valor que se puede considerar como acepta-
ble para este procedimiento, considerando que estas eficiencias podr´ıan aumentar
hasta el ma´ximo admisible si es que se var´ıa la cantidad de repeticiones conside-
rada por est´ımulo; sin embargo, es necesario tomar en cuenta que el modificar el
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nu´mero de repeticiones causar´ıa tambie´n una variacio´n proporcional en la dura-
cio´n de los experimentos.
3.2 Resultados de Validacio´n
Para los resultados de la validacio´n del sistema se tomaron en cuenta la cantidad
de aciertos del usuario sobre el est´ımulo que se le hab´ıa indicado como objetivo,
adema´s de la cantidad de intentos que le tomo´ pasar por los niveles iniciales hasta
el nivel en el que se env´ıa la tarea seleccionada al robot; es decir, las veces en las
que el sistema no identifico´ correctamente el patro´n deseado. Estos resultados se
muestran por usuario en la Tabla 3.2.
Tabla 3.2: Resultados promedio con desviacio´n standard para validacio´n del
sistema por usuario.










Al igual que en la seccio´n anterior, se puede analizar la eficiencia promedio global
del sistema para los experimentos de validacio´n, obtenie´ndose un valor aproxi-
mado de 82.62 %. Una posible razo´n por la cual el valor obtenido es menor que
el perteneciente a la etapa de entrenamiento ser´ıa la diferencia en los estados
mentales de los usuarios al realizar la sesio´n de validacio´n, generada debido a la
expectativa de poder ver los resultados de las sesiones previas.
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3.3 Resultados no Cuantitativos
Los resultados no cuantitativos reportados esta´n, mayormente, basados en las
observaciones realizadas por los usuarios sobre el sistema, y podr´ıan tomarse
en considerarcio´n para pro´ximos estudios o para posibles mejoras del sistema
desarrollado. Estas observaciones sera´n mencionadas a continuacio´n; sin embargo,
tambie´n pueden observarse en las Tablas 3.3 y 3.4, donde los valores van desde
uno hasta siete, y representan que tan de acuerdo estuvieron los usuarios con cada
uno de los aspectos del sistema, siendo siete el valor equivalente a c¸ompletamente
de acuerdo”.













1 7 1 5 1
2 7 1 1 2
3 5 3 1 1
4 5 2 2 1
5 6 4 1 1
6 1 1 1 7
7 7 3 6 1
8 4 7 1 1
Fuente propia.
La principal observacio´n de los usuarios se baso´ en que les fue ma´s sencillo con-
centrarse u´nicamente sobre los est´ımulos aproximadamente desde la mitad de
la primera sesio´n, alrededor del final de la tercera o cuarta corrida. Esto puede
tener una relacio´n con el umbral de aprendizaje humano necesario para que se
acostumbren a realizar las tareas mentales solicitadas [60].
La estrategia que ma´s usuarios reportaron notar para mejora de su concentracio´n
sobre el est´ımulo objetivo fue la de prestar mayor atencio´n a una zona espec´ıfica
del objetivo, en lugar de la imagen completa, mientras que la segunda estrategia
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1 4 1 6 1
2 3 5 4 2
3 5 2 5 1
4 6 5 4 1
5 4 3 4 1
6 3 6 4 1
7 4 2 4 1
8 5 6 3 1
Fuente propia.
para facilitar la concentracio´n ma´s reportada por los usuarios fue la de relacionar
la silueta del objeto mostrado en la imagen con alguna forma familiar similar.
Adicionalmente, algunos usuarios reportaron que la pantalla gris, el estado de
relajacio´n mental, la falta de movimiento y el aislamiento del ambiente en el que
se realizaron las pruebas los condujo a una sensacio´n de somnolencia, por lo que
recomendaban modificaciones al contraste entre las ima´genes y el color de fondo,
ya que ambas eran oscuras, en caso se deseen realizar pruebas con una duracio´n
ma´s prolongada.
Los usuarios tambie´n observaron que la duracio´n de las sesiones era bastante
prolongada, aproximadamente una hora en total por cada una desde la colocacio´n
de los equipos hasta la remocio´n de los mismos. Esto se debio´ a que, en la mayor´ıa
de los casos, se presentaban preguntas o conversaciones sobre temas aleatorios
entre cada corrida, con el objetivo de disminu´ır el desgaste del usuario por la
realizacio´n de las tareas mentales solicitadas. Sin embargo, debido a que el tiempo
efectivo de la adquisicio´n de datos fue entre doce y quince minutos, los usuarios
no reportaron sentirse agotados como consecuencia de su participacio´n en los
experimentos.
Finalmente, se presentaron algunas situaciones en las que los usuarios se pre-
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sentaron a la realizacio´n de las pruebas luego de estar bajo la presio´n de haber
rendido evaluaciones acade´micas, por lo que no hab´ıan dormido suficientes horas
para sentirse descansados. Esto a veces ocurrio´ luego de haberse realizado com-
pletamente la sesio´n del d´ıa, por lo que se descartaron los datos y se reprogramo´
la cita para un d´ıa posterior, ya que la literatura indica que las sen˜ales cerebra-




Es posible utilizar el sistema desarrollado aplicando tecnolog´ıa de interfaz
cerebro-computador para seleccionar tareas para un robot asistencial. Esto
no esta´ limitado al brazo robo´tico utilizado durante los experimentos, sino
a cualquier dispositivo perife´rico cuyo controlador requiera de instrucciones
sencillas y de alto nivel para su funcionamiento.
La exactitud obtenida para el sistema utilizando tres repeticiones por en-
sayo es lo suficientemente alta para demostrar la viabilidad del sistema; sin
embargo, variando la cantidad de repeticiones podr´ıa obtenerse un sistema
personalizado que entregue mayor eficiencia individual por cada usuario, a
cambio de una menor velocidad de transferencia de datos, ya que el tiempo
de duracio´n de cada ensayo se incrementa en 400ms por cada repeticio´n de
cada est´ımulo.
Las estrategias para mejorar la atencio´n del usuario sobre los est´ımulos mos-
trados por el sistema resultaron intuitivas, ya que no fue necesario mencio-
narlas al realizar los experimentos, sino que fue suficiente con explicarles
previamente el funcionamiento ba´sico del mismo.
Los comentarios de los usuarios fueron mayormente positivos, sobretodo
luego de pasar la tercera sesio´n con el sistema, cuando lograron que el
brazo realice las tareas seleccionadas; sin embargo, la principal mejora a
considerar deber´ıa ser la este´tica de la interfaz gra´fica, con el objetivo de
hacerla au´n ma´s amigable e intuitiva, con una mejor calidad y distribucio´n
espacial de las ima´genes.
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RECOMENDACIONES
Siguiendo los comentarios de los usuarios, para mejorar la apariencia del
sistema, se deben realizar cambios a la interfaz, tanto en la resolucio´n de
las ima´genes mostradas como est´ımulos, como en los elementos descriptores
de cada tarea a ser realizada por el robot.
En caso se desee aumentar ma´s la exactitud de las predicciones del sistema,
o realizar pruebas con personas que tengan dificultades para concentrarse,
se puede recurrir a aislar el entorno en el cual se realicen los experimen-
tos, de manera que hayan menos elementos distractores. Otros me´todos a
considerar podr´ıan ser el aumento de la cantidad de corridas realizadas du-
rante cada sesio´n, o el aumento de la cantidad de est´ımulos consecutivos a
procesar para cada ensayo.
En caso se desee probar el sistema con personas discapacitadas, se debe te-
ner especial cuidado con la duracio´n del experimento, ya que estas personas
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ANEXOS
Algorithm 1 Patrones Espaciales Comunes - filtrado
1: function CSPFilter(X, filters)
2: output← filters ∗X
3: return output
4: end function
Algorithm 2 Patrones Espaciales Comunes - entrenamiento
1: function CSPTrain(X1, X2, n)
2: C1 ← cov(X1)
3: C2 ← cov(X2)
4: C ← C−12 ∗ C1
5: [∼, S, V ]← svd(C)
6: whitening ← √S−1 ∗ V
7: [U,∼,∼]← svd(whitening ∗ C1)
8: output← [U1:n, Un:end] ∗ whitening
9: return output
10: end function
Algorithm 3 Ana´lisis de Discriminante Lineal Bayesiano - clasificacio´n
1: function BLDAClassify(X, weights)




Algorithm 4 Ana´lisis de Discriminante Lineal Bayesiano - entrenamiento
1: function BLDATrain(X, Y , precision)
2: [V,D]← eig(X ∗XT )
3: V Y ← V T ∗X ∗ Y T
4: dα←∞
5: dβ ←∞
6: while dα > precision or dβ > precision do
7: M ← β ∗ V ∗ ((β ∗D + α ∗ I)−1 ∗ V Y )
8: error ← sum((Y −MT ∗X)2)
9: γ ← sum(β ∗D/(β ∗D + α ∗ I))
10: nα← γ/(MT ∗M)
11: dα← abs(α− nα)
12: nβ ← (n(X, 1)− γ)/error
13: dβ ← abs(β − nβ)
14: [α, β]← [nα, nβ]
15: end while
16: output←M
17: return output
18: end function
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