In this work we discuss global convergence of a general filter algorithm that does not depend neither on the definition of the forbidden region, which can be given by the original or slanting filter rule, nor on the way in which the step is computed. This algorithm basically consists of calculating a point not forbidden by the filter from the current point. Assuming that this step must be efficient, in the sense that, near a feasible non-stationary point the decrease in the objective function is relatively large, we prove the global convergence of the algorithm. We also discuss that such condition is satisfied if the step is computed by the SQP or Inexact Restoration methods. For SQP we present a general proof of this result that is valid as for the original as for the slanting filter criterion. In order to compare the performance of the general filter algorithm according to the method used to calculate the step and the filter rule regarded, we present numerical experiments performed with problems from CUTEr collection.
Introduction
In this work we shall discuss global convergence of filter methods for solving the nonlinear programming problem minimize f (x) subject to c E (x) = 0 c I (x) ≤ 0,
where the index sets E and I refer to the equality and inequality constraints, respectively. Let the cardinality of E ∪ I be m, and assume that the functions f : IR n → IR, c i : IR n → IR, i = 1, . . . , m, are twice continuously differentiable and the constraints are qualified. The Jacobian matrices of c E and c I are denoted, respectively, by A E and A I .
We define an infeasibility measure function h : IR n → IR + by
where · is an arbitrary norm and c + : IR n → IR m is defined by
Filter methods, introduced by Fletcher and Leyffer in their seminal paper [5] , define a forbidden region by memorizing pairs ( f (x j ), h(x j )) chosen conveniently from former iterations and then avoid points in the regions
where α ∈ (0, 1) is a given constant. A slightly different way of defining the domination rule, proposed initially by Chin [1] , regards the regions as
The filter based on the rule (3) will be referred as original filter and the one based on (4) will be called slanting filter.
From now on, we simplify the notation, when appropriate, by using ( f j , h j ) to represent ( f (x j ), h(x j )). Figure 1 shows the forbidden region in the plane f × h. The pictures on the left and right illustrate the original and slanting filter, respectively. Global convergence of filter algorithms has been proved in several works. Under reasonable assumptions, Fletcher et al. [4] proved that the sequence generated by a filter-SQP algorithm based on the filter rule (3) has a stationary accumulation point. Chin and Fletcher [2] and Fletcher, Leyffer and Toint [6] proved global convergence of a slanting filter algorithm which computes the new iterates by sequential linear programming and sequential quadratic programming, respectively.
Filter techniques have also been applied to interior point methods [21] , line search algorithms [11, 22, 23, 24] , nonsmooth convex constrained optimization [13] , complementarity problems [14, 15] , systems of nonlinear equations [8] and unconstrained optimization [10] .
The efficiency condition of the step considered in this work is based on that introduced by Gonzaga, Karas and Vanti [7] , which presented a general globally convergent filter algorithm, using the original filter rule, that leaves the step computation separate from the main algorithm. They showed that any method for computing the step can be used, since the points generated must be acceptable for the filter and that near a feasible non-stationary point the reduction of the objective function is relatively large. For completeness, they showed that the Inexact Restoration method of Martínez and Pilotta [16, 17] satisfies such a condition. Using the same ideas of [7] , Ribeiro, Karas and Gonzaga [20] proved global convergence of filter methods under a weaker version of the efficiency condition introduced in [7] which are proved to be satisfied by SQP methods with the original filter rule.
Karas, Oening and Ribeiro [12] proposed a slanting filter method which uses Inexact Restoration for computing the step and, by assuming the same efficiency condition considered in [7] , they proved a stronger result about stationarity, namely, that all accumulation points of the sequence generated by the algorithm are stationary.
In this work we prove that the general filter algorithm presented in [20] is globally convergent regardless of the filter criterion used, original or slanting. For proving the convergence, we assume that the step satisfies an efficiency condition of the step, stated below as Hypothesis H3. To fulfill our analysis, we present the proof that the step computed by SQP method satisfies this condition. However, unlike [20] , where this result is proved by considering the original filter, we do not take into account a particular filter rule in our proof, being valid as for the original as for the slanting filter criterion. Moreover, we discuss an Inexact Restoration method that can also be applied to determine the step. In order to verify the efficiency of these algorithms, we present results of numerical experiments performed on some CUTEr problems.
The paper is organized as follows. The general filter algorithm and its convergence analysis are described in Section 2 and 3, respectively. In Section 4 we present the SQP method for computing the step and prove that it satisfies the Hypothesis H3. Finally, in Section 5, numerical experiments on CUTEr problems are presented.
The general algorithm
In this section we present a general filter algorithm that allows a great deal of freedom in the definition of the forbidden region and in the step computation. We also show that this algorithm is well-defined for both original and slanting criteria.
The algorithm constructs a sequence of filter sets
We also mention in the algorithm the set F k , which is the permanently forbidden region in IR n and a temporarily forbidden region given byF k = F k R k , where R k is given either by (3) or by (4).
Algorithm 2.1 General filter algorithm
Given:
k is stationary, stop with success
At the beginning of each iteration, the pair ( f k , h k ) is temporarily introduced in the filter. This pair defines the forbidden region R k given in (3) or (4), depending on the considered filter rule. After the iteration is completed, the pair ( f k , h k ) will become permanent in the filter only if the iteration does not produce a decrease in f , that is, whether k is an h-iteration. In this case, we remove all pairs ( f l , h l ) ∈ F k which define a forbidden region that is a subset of the region related to the pair (
is discarded and the filter is not updated. Note that if x k is feasible then any point x that is not forbidden must satisfy f (x) < f (x k ). Lemma 2.2 below states that Algorithm 2.1 is well-defined. Given the generality of the algorithm, it is enough to show that whenever the current point is not stationary, a new not forbidden point can be chosen.
Lemma 2.2 Consider the setting of Algorithm 2.1. For all k ∈ IN such that x
k is not stationary, the following facts hold:
Proof. We prove this lemma by induction. For k = 0, F 0 = ∅,F 0 = ( f 0 , h 0 ) and (i) holds. In order to prove (ii), consider initially that h 0 > 0. In this case, we can take x 1 as any feasible point. On the other hand, if h 0 = 0, there exists a feasible point x 1 such that f 1 < f 0 , since x 0 is not a minimizer of the problem (1). In both cases, we conclude that x 1 F 0 . Now, suppose (i) and (ii) hold for k − 1. If the iteration k − 1 is an f -iteration, then F k = F k−1 and consequently the statement (i) holds for k by the induction hypothesis. Otherwise, k − 1 is an h-iteration and 
Global convergence of the algorithm
In this section, under an assumption on the performance of the step, we prove that any sequence generated by the algorithm has a stationary accumulation point. We emphasize the differences between the convergence properties that a particular choice of R k provides. Now, we shall state the necessary assumptions for the global convergence analysis of Algorithm 2.1. 
H1
The first ones are standard hypotheses and, although H1 is an assumption on the sequence generated by the algorithm, it can be enforced by including a bounded box into the problem constraints. On the other hand, Hypothesis H3, proposed by Ribeiro, Karas and Gonzaga [20] , assumes that the step must be efficient, in the sense that, near a feasible non-stationary point, the reduction of the objective function is relatively large. This condition is based on the Polak's criterion [19] for global convergence of algorithms.
It is important to note that next results generalize those presented in [20] , since here they are independent of the filter criterion used.
For the purpose of our analysis, we shall consider
the set of indices of h-iterations. In the next lemma, we show what happens when this set is infinite.
Proof. Assume by contradiction that, for some δ > 0, the set
is infinite. The continuity of ( f, h), implied by H2, and the compactness assumption H1 ensure that there exists a convergent subsequence (
This means that x k ∈F j = F j+1 . It is a contradiction because by the filter updating criterion and the definition ofF , we have x
We next prove that the sequence (x k ) has a feasible accumulation point. 
Proof. If K a is infinite, this lemma follows from Lemma 3.1 and, in this case, IN = K a . On the other hand, if K a is finite, there exists k 0 ∈ IN such that every iteration k ≥ k 0 is an f -iteration. Thus ( f (x k )) k≥k 0 is decreasing and by H1 and H2,
Consider the set
where j = k if we use the original filter and j = k + 1 if the slanting filter is used.
depending on the filter rule, original or slanting, respectively. Anyway, (x k ) k∈IN has a feasible accumulation point.
In the next lemma we present a convergence result for feasible points stronger than the one presented in the previous lemma. It establishes that if the slanting filter rule is used, then any accumulation point of the sequence generated by the algorithm is feasible, whose the proof is given in [12] . This result is proved by Chin and Fletcher [2] and also by Fletcher, Leyffer and Toint [6] , assuming that an infinite number of pairs ( f j , h j ) are added to the filter. Karas, Oening and Ribeiro [12] do not make this requirement in their analysis. Proof. [12, Theorem 2.3] . The next lemma shows that ifx is a non-stationary point, in a neighborhood ofx, every iteration k is an f -iteration.
Lemma 3.4 Letx ∈ X be a non-stationary point. Then no subsequence of
Proof. Ifx is a feasible point, then by Hypothesis H3 there exist M > 0 and a neighborhood V ofx such that for all →x. Since h is continuous,
On the other hand, Lemma 3.1 ensures that h(x k ) K → 0. Thus, h(x) = 0, contradicting thatx is infeasible and completing the proof.
Our global convergence result is presented in the next theorem. Proof. If K a is infinite, then by Hypothesis H1 there exist
→x. Therefore, by Lemma 3.4,x is stationary. Otherwise, there exists k 0 ∈ IN such that every iteration k ≥ k 0 is an f -iteration. Thus f (x k ) k≥k 0 is decreasing and by H1 and H2,
Moreover, by the construction of Algorithm 2.1,
Letx be a feasible accumulation point of (x k ), whose existence is ensured by Lemma 3.2. We shall prove that this point is stationary. Let K be a set of indices such that x k K →x. Assume by contradiction thatx is not stationary. By H3, there exist M > 0 and a neighborhood V ofx such that if
. Theorem 3.5 ensures that Algorithm 2.1 generates an infinite sequence (x k ) that has a stationary accumulation point. However, if the slanting filter is used and also if the set K a is finite, we can show that any accumulation point of the sequence generated by the algorithm is stationary. We prove this claim in the next theorem. Proof. From Lemma 3.3, we have that any accumulation point of (x k ) is feasible. Therefore, by the same arguments used in the proof of Theorem 3.5 when K a is finite, we conclude that any accumulation point of (x k ) is stationary. In the next section we shall present two classical ways of performing the step.
Internal algorithms
In the previous section we stated our main hypothesis given by H3 and we showed that if it is satisfied, the general filter algorithm is globally convergent. From now on, we will discuss internal algorithms that can be used to compute a new point x k+1 in order to fulfill Hypothesis H3. The step can be computed, for example, by Inexact Restoration algorithm as proposed in [16, 17] . Gonzaga, Karas and Vanti [7] proved that if x k+1 is obtained by Inexact Restoration algorithm and the original filter is used, then the following condition is satisfied: Condition H: Given a feasible non-stationary pointx ∈ X, there exist M > 0 and a neighborhood V ofx such that for any iterate Another example is the algorithm presented by Ribeiro, Karas and Gonzaga [20] , which was inspired by the SQP-filter algorithm proposed by Fletcher et al. [4] . This algorithm computes the overall step in two phases. First, a feasibility phase aims to reduce the infeasibility measure h, satisfying a linear approximation of the constraints. Then, an optimality phase computes a trial point by reducing a quadratic model of the objective function in the linearization of the feasible set. In [20] , it was proved that if the original filter is used, this approach satisfies Hypothesis H3. In this section we prove that this hypothesis is satisfied when either the original or the slanting filter rules are adopted.
Given the current iterate x k , we consider the model of the objective function
with B k ∈ IR n×n symmetric and a linear approximation of the feasible set, given by
If the set L k is not empty, we compute the step by solving the quadratic subproblem
where ∆ > 0 is the trust-region radius. A solution of (11) yields a trial point x k + d ∆ , that will be evaluated by the filter. To be accepted as the new iterate, this point must not be forbidden. In fact, we will see the step d ∆ as the sum of two components, a feasibility step n k and a tangential step t ∆ . The feasibility step n k must satisfy the constraints of (11) and has the purpose of reducing the infeasibility measure h. We shall assume a certain efficiency in this phase, stated ahead as Hypothesis H5. Note that the step n k is only useful if it is not too close to the trust-region boundary because, otherwise, the tangential step is unlikely to produce a sufficient decrease in the model m k . Thus, we say that the subproblem (11) is compatible when
where ξ ∈ (0, 1) is a constant. If the subproblem (11) is compatible, we anticipate a satisfactory decrease in the model when performing a tangential step t ∆ , as an approximate solution of the quadratic problem
that is equivalent to (11) with d = n k + t. Therefore, given the current iterate x k and a trust-region radius ∆ > 0, the trial point is
where z k = x k + n k is the point which comes from the feasibility phase and t ∆ is the tangential step. On the other hand, if L k = ∅ or the subproblem (11) is not compatible, the algorithm calls a restoration procedure, whose aim is to obtain a point x k+1
, where the function h is the infeasibility measure defined by (2) . The algorithm proposed by Gould, Leyffer and Toint [8] can be used to obtain x k+1 in this case. Now we summarize the above discussion in the following algorithm for the step computation, presented in [20] .
else compute a feasibility step n k such that
compute the tangential step t ∆ and define
and ared < η pred ∆ = γ∆
We can note that a trial step d ∆ is accepted when x k + d ∆ is not forbidden by the filter and this step provides a sufficient decrease in the objective function when the reduction predicted by the model is not very small compared with the violation of the constraints. Now we prove that Hypothesis H3 is satisfied if Algorithm 2.1 is applied to problem (1) and the step is obtained by Algorithm 4.1. For that, we shall assume the following hypotheses. 
where t c is the generalized Cauchy step defined in [20] .
H7
The matrices B k are uniformly bounded, that is, there exists a constant β > 0 such that B k ≤ β for all k ≥ 0.
The assumption in H4 is common in this setting, since it requires some regularity of the constraints. Hypothesis H5 means that the feasibility step must be reasonably scaled with respect to the constraints. In particular, n k = 0 whenever x k is feasible. This hypothesis is discussed by Martínez [16] , who presents a feasibility algorithm which satisfies it under reasonable conditions, like H4 and the absence of a stationary pointx for h, with h(x) 0. The assumption in H6 says that the tangential step must be at least as good as the generalized Cauchy step. We also consider a very standard condition on the Hessians B k , stated in Hypothesis H7.
In the next lemma we prove that near a feasible point, the set L(x) is not empty.
Lemma 4.2 Suppose that Hypotheses H1, H2 and H4 hold. Given a feasible pointx, there exists
a neighborhood V 1 ofx such that L(x) ∅, for all x ∈ V 1 .
Proof. By Hypothesis H4, A E (x)A E (x)
T is nonsingular and by continuity there exists a neighborhood V 0 ofx such that for all
T is nonsingular and A
is bounded in V 0 . Using this, H1 and H2, we have that there exists a constant M > 0 such that, for all i ∈ I and x ∈ V 0 ,
Also by H4, there exists d 0 ∈ IR n , such that
Define
and considerd = td 0 . Thus, for i ∈ I \Ī, we have
For i ∈ E ∪Ī, c i (x) = 0 and from (15) and (16), it follows that
By continuity, there exists δ > 0 and a neighborhood V 1 ⊂ V 0 ofx such that for all x ∈ V 1 and i ∈ I,
Given x ∈ V 1 , consider d =d + s with
For i ∈ I, using (17), we obtain (14) and (17), we have
and consequently
This together with (18) shows that x + d ∈ L(x), completing the proof. Some of the following results do not depend on the considered filter rule and were proved for the original filter in [20] .
In the next lemma we evaluate the infeasibility measure before and after the trial step.
Lemma 4.3 Suppose that Hypotheses H1 and H2 hold. There exists a constant c h > 0 such that for any x k ∈ X and ∆ > 0 so that a trial step d ∆ is obtained by Algorithm 4.1,
h(x k ) ≤ c h ∆ and h(x k + d ∆ ) ≤ c h ∆ 2 .
Proof. [20, Lemma 3.2].
We next assess the model and the objective function growth in the feasibility step computed by Algorithm 4.1. 
Lemma 4.4 Suppose that Hypotheses H1, H2, H4, H5 and H7 hold. Consider the constant δ h and the neighborhood V 1 given by Hypothesis H5 and Lemma 4.2, respectively. Given a feasible point x ∈ X, there exist N > 0 and a neighborhood V
Proof. [20, Lemma 3.3] . The next lemmas state that the model and the objective function reductions are large near a feasible non-stationary point. The first lemma looks only at the tangential step, whereas the second lemma considers the whole step. 
Proof. [20, Lemma 3.4] . 
. Consider the constant N given by Lemma 4.4. We can assume that
Hence, if x k ∈ V 3 and ∆ ≤ ∆ ρ , we can apply Lemma 4.4, using (19) , to conclude that
It follows from the previous relationship and Lemma 4.5(i), with ∆ = ∆, that
proving (i).
To prove (ii), we can apply again Lemmas 4.4 and 4.5 together with (19) , obtaining
and
Thus, we have
Therefore, from (20) , using Lemma 4.5(ii) and (21), we obtain
completing the proof. In order to establish the next results we shall introduce the following quantity
where v k is the filter height, defined in H3. 
The quantity H k .
The next lemma states that near a feasible non-stationary point, the rejection of a step is due to a large increase of the infeasibility. Proof. Let α, η, c h andc be the constants given by Algorithms 2.1, 4.1 and Lemmas 4.3, 4.5, respectively. Let V ⊂ V 3 be a neighborhood ofx such that for all
Without loss of generality, we can assume that
Hence, if x k ∈ V and ∆ ∈ [γ 2 ∆ ρ , ∆ ρ ], we can apply Lemma 4.6(i), obtaining
Using (24), (25), the fact that ∆ ρ ≥ ∆ and Lemma 4.3, we have
On the other hand, by Lemma 4.6(ii), it follows that
From (26) and (27), we have
Therefore, if the trial step d ∆ was rejected by Algorithm 4.1, then x k + d ∆ ∈F k because of (27). We thus conclude from (28) that
completing the proof. The next lemma will be useful to prove the main result of this section.
Lemma 4.8 Suppose that Hypotheses H1 and H2 hold. If d ∆ is a trial step obtained by Algorithm 4.1 and h(x
k + d ∆ ) ≥ H k , then h(x k ) ≤ c h ∆ 2 and ∆ ≥ v k √ c h .
Proof. From Lemma 4.3, we have
Thus, by the definition of H k and the fact that v k ≤ 1, we conclude that
We now prove the main result: if the new iterate x k+1 is computed by Algorithm 4.1, then Hypothesis H3 is satisfied. As we saw in Theorem 3.5, this hypothesis was crucial in the convergence analysis of Section 3. We emphasize that this proof is general in the sense that it is valid as for the original as for the slanting filter criterion, unlike the one presented in [20] , where it was considered only the original filter rule.
For the purpose of our analysis, we shall consider the set of restoration iterations 
Proof. Letx be a feasible non-stationary point. Consider the neighborhood V given by Lemma 4.7 and the constant ∆ ρ given by Lemma 4.5. Without loss of generality, we can assume that
where α is the constant given in Algorithm 2.1, c p , ξ, η and γ are given in Algorithm 4.1, c n is given in Hypothesis H5, c h andc are given by Lemmas 4.3 and 4.5, respectively. By Lemma 4.2 we have that if
Thus, Algorithm 4.1 starts with the radius ∆ ≥ ∆ min and ends with ∆ k = γ r ∆, where r is the number of times that the radius was reduced in the algorithm. We shall consider two cases, respectively with
In this case, using Hypothesis H5 and restricting the neighborhood V, if necessary, we have
So, Algorithm 4.1 does not enter the restoration procedure during the iteration k, that is, k K r . Therefore, applying Lemma 4.5(i) with ∆ = γ 2 ∆ ρ , we obtain
On the other hand, by Lemma 4.4,
We can restrict again the neighborhood V, if necessary, so that
By (31)- (33), we have
Then, the mechanism of Algorithm 4.1 and the fact that v k ≤ 1 imply that
Second case: now, assume that ∆ k < γ 2 ∆ ρ .
In this case we shall analyze two possibilities related to the quantity H k , defined in (23) . In the first one, we suppose that h(
From Hypothesis H5, (35) and (30), we obtain
meaning that Algorithm 4.1 does not enter the restoration procedure during the iteration k, that is, k K r . Therefore, by Lemma 4.6(i) with ∆ = ∆ k , (30), (35) and (33), we have
Thus, the mechanism of Algorithm 4.1, (37) and (35) imply that
Let us see now the second possibility, that is, there exists ∆ ≤ γ∆ ρ such that h(
Let ∆ be the first ∆ satisfying such a condition. We shall show that∆ = ∆ k . Letd = d∆ be the trial step obtained with∆ =∆ γ . We claim that
Indeed, if∆ ≤ γ∆ ρ , the definition of∆ ensures the claim. On the other hand, if∆ > γ∆ ρ , then ∆ ∈ [γ 2 ∆ ρ , ∆ ρ ]. So, applying Lemma 4.7, we obtain (39) and, from Lemma 4.8, we have
By the same arguments used to prove (36), we have n k ≤ ξ∆. Thus, from Lemma 4.6 with ∆ =∆ we obtain
which together with (30), (40) and Lemma 4.3, yields
The definition of∆ and (42) ensure that x k + d∆ is accepted by the filter. Therefore, using (41), we conclude that x k + d∆ = x k+1 . Moreover, (41) and (40) imply that
Since (34), (38) and (43) run out all possibilities, by defining
we complete the proof. Thus we conclude that Algorithm 2.1 with the step computed by SQP is globally convergent, regardless of the filter criterion used, original or slanting.
Numerical Experiments
In this section, we report the numerical results obtained by running different variants of Algorithm 2.1, which were implemented in MATLAB 7.8, on a set of 300 constrained problems from the CUTEr collection [9] . According to the filter rule considered, Original or Slanting, and the internal algorithm used to compute the step, SQP or Inexact Restoration (IR) (described in [7, 12] ) we consider the following variants of Algorithm 2.1: Original SQP, Slanting SQP, Original IR and Slanting IR.
We adopted the following stopping criterion
where λ k i is a Lagrange multiplier estimated. Moreover, we limited all attempts to solve the test problems to a maximum of 1000 iterations or 1 hour of CPU time. The values for the constants of the algorithms used in our tests were: α = 10 −4 , ∆ 0 = 1, c p = 10 −4 , ξ = 0.8, η = 0.01, and γ = 0.5.
In the quadratic problems of the internal algorithms we considered the BFGS update formula [18] and the infinity norm in the definition of the trust regions. Thus, the problem (13) was solved by the quadprog command of MATLAB, which solves quadratic problems with linear constraints and simple bounds on the variables.
The feasibility step n k of the Algorithm 4.1 was computed by solving the following quadratic problem
which is equivalent to define
where P L k is the orthogonal projector onto the set L k . This problem was also solved by using the quadprog command. For performing the restoration procedure of the Algorithm 4.1 we implemented a multidimensional filter method [8] , which combines filter and trust-region techniques, for solving systems of nonlinear equations or inequalities.
We performed the tests by using the starting point supplied with the problem. All algorithms failed on HUMMELBJ, HS101, HS102, HS103 and LIN, because NAN was found during their execution. When SQP was used, the problems CRESC4 and POLAK2 had their running interrupted because the multidimensional algorithm reached the maximum number of iterations. This also occurred when we attempted to solve the problems CRESC100, POLAK2 and SPIRAL by using IR. For the problems HAIFAM and HYDROELS, the time limit was exceeded by both SQP and IR algorithms, although they were already near the solution. The problems AVION2 and SMBANK reached the maximum number of iterations of Algorithm 2.1 with the step computed by SQP. For the same reason, this algorithm also failed on BT1, MSS1 and SMBANK, when IR was used.
Some problems was not solved successfully because, although the current solution appeared to be optimal, the algorithms were not able to meet the stopping criterion (44). For SQP, the problems that stopped in this case were HS87 and S268, and for IR, they were AIRPORT, AVION2, DIX-CHLNG, DNIEPER, EQC, HS107, HS69, HS87 and HS99. Fail on the restoration procedure or feasibility phase occurred on 9 problems when the step was computed by SQP and on 26 problems when IR was used. The difference observed between the number of problems that stopped in this case according to the method for computing the step, can be justified by the fact that the IR method calls the multidimensional filter algorithm in all iterations, unless the current point is feasible.
In Figures 3 and 4 we show the performance profiles [3] for the four variants of Algorithm 2.1 with respect to the number of iterations and function evaluations. To analyze the cost of evaluating functions and gradients, we define a measure that takes into account the number of evaluations of the objective function (# f ), constraints (#c), gradient of objective function (#g) and Jacobian of the constraints (#J), given by
where m is the constraints number of the problem. The performance profiles are displayed in log 2 scale and, to plot them, we eliminated two problems (BIGGSC4 and HS54) because the algorithms found different minimizers for them. Thus, we considered 298 problems in our analysis. The numerical tests indicate that the choice of filter rule does not imply significant differences in the results. On the other hand, they are influenced by internal algorithm used. We can see that the IR algorithms are more efficient than SQP algorithms with respect to the number of iterations (Figure 3 ), as they solved 73% of the problems with the lowest number of iterations, whereas for SQP the percentage was 45%. However, SQP algorithms won with respect to robustness, solving 92.6% of the 298 problems under consideration against 83.9% solved by IR algorithms. Figure  4 shows that Original SQP and Slanting SQP solved 58% of the problems with the lowest value of n f . On the other hand, Original IR and Slanting IR reached the least number of iterations for 36% of the problems. Then, we conclude that for this performance measure the SQP algorithms are more efficient.
We also analyzed the number of pairs in the filter in the end of the execution of the algorithms. Table 2 summarizes the results observed for the Original SQP and Slanting SQP, by considering the 278 problems solved successfully by them. The three problems that had more than 20 pairs in the filter, for both algorithms, were AIRPORT, ELEC e MSS1, with 78, 74 and 81 pais, respectively.
Number of pairs
Number Table 2 : Number of pairs in the filter.
The number of pairs in the filter did not exceed 2 for 77.8% of the problems that Original IR and Slanting IR solved successfully, and 20.6% of them presented between 3 and 10 pairs. For only 4 problems the filter presented more than 10 pairs, as follows: BATCH (11 pairs), ELEC (111 pairs for Original IR and 92 for Slanting IR), HS111 (14 pairs) and TFI1 (16 pairs).
Conclusions
In this work we have presented a general filter algorithm that does not depend on the filter criterion used and the way in which the step is computed, provided that it satisfies an efficiency condition that is given by Hypothesis H3. With this condition we have established the global convergence of the algorithm in a way that seems clean due to the fact that the step computation is made and analyzed separately from the main filter algorithm. We have proved that an algorithm based on SQP satisfies H3 regardless of the filter criterion considered, original or slanting. We have also discussed an IR algorithm that meets H3. In order to compare the algorithms studied, we have implemented them in MATLAB and performed numerical tests with 300 problems selected from the CUTEr collection. The algorithms that we have used to calculate the step and the filter criteria have given rise to four variants of the general filter algorithm. The results have showed that there are not significant numerical differences between the original and slanting filter rules, although theoretical differences were observed in the convergence analysis. In addition, algorithms for which the step was calculated by SQP are more robust than those based on IR, since they solved 92.67% of the problems successfully, and they were more efficient than Original IR and Slanting IR in relation to the number of function evaluations. On the other hand, the algorithms based on IR showed more efficiency than SQP algorithms for the number of iterations.
