We determine that exchange rate returns are driven by a two-factor model and identify these factors to consist of dollar and euro components. This implies exchange rates are driven by global, US and Euro-zone stochastic discount factors. Identification also motivates multilateral models for bilateral exchange rates. Out-of-sample forecast accuracy of empirically identified multilateral models dominate the random walk and a bilateral purchasing power parity fundamentals prediction model. Forecast accuracy of the multilateral model is roughly equivalent to a principal components forecasting model. 1 Berg and Mark (2015) is an exception. They argue that bilateral exchange rates are driven in part by thirdcountry (rest of world) shocks. 2 Drawing motivation from the present value model of exchange rates, Chen et al. (2010) and Sarno and Schmeling (2013) find evidence that today's exchange rate predicts future fundamentals. 3 The importance of cross-sectional information has been recognized since Bilson (1981) who used seemingly unrelated regression to estimate his exchange rate equation. Frankel and Rose (1996) initiated a literature on the panel data analysis of PPP, which is surveyed by Caporale and Cerrato (2006). Cerra and Saxena (2010) employed a panel
Introduction
Exchange rate returns (first differences of log exchange rates) show substantial cross-sectional correlation. In a sample of 27 monthly exchange rate returns from 1999.01 to 2012.12, the average correlation is 0.44 when the U.S. dollar (USD) is the numeraire currency. Similarly, the average correlation is 0.31 when the euro is numeraire and 0.33 when the Canadian dollar is the numeraire.
The cross-sectional correlation of exchange rate returns has been recognized in research at least since O'Connell (1988) but has primarily been treated as a nuisance parameter in panel data models (Mark and Sul (2001) , Engel et al. (2007) ). More recent research, however, has turned attention towards understanding the source of co-movements across exchange rates. Engel et al. (2015) estimate a common factor structure by principal components and find the evolution of exchange rates to be well described by a small number of common factors. Moreover, these factors remain significant even after controlling for macroeconomic fundamental determinants. Statistical factor analysis of this sort, however, is primarily descriptive and very reduced form. Because the estimated factors are not identified with economic variables, the methodology cannot give a direct economic interpretation of the underlying economic mechanisms that drive exchange rate dynamics.
In this paper, we address the identification issue using econometric methods developed by Bai and Ng (2002, 2006) and Parker and Sul (2015) . Because significant institutional changes occurred upon adoption of the common currency, our sample starts in 1999 to coincide with the euro epoch.
Our analysis seeks to uncover the relationship between the vector of true but unobserved factors and a vector of economic variables put forth as candidates for empirical factors. The first step in the two-step identification methodology uses an information criterion proposed by Bai and Ng (2002) to determine the number k, of common factors in a panel of exchange rate returns. The second step involves determination of the number of common factors in the panel of residuals from regressions of the exchange rate return on unique combinations of k−element groupings of the candidate economic variables. Identification is based on the idea that if this particular group of k variables are empirical factors, then there are no common factors in the residuals. If one or more common factors are found in the residual panel, this particular set of variables is rejected as the empirical factors. If more than one k−element group is so identified, a face-off procedure, which we describe below, is implemented.
The candidate list of economic variables is potentially large and searching over all possibilities is not feasible. We therefore limit candidates for empirical factors to exchange rate returns. This is not unreasonable because exchange rate returns, being the difference between country's (possibly unobservable) log stochastic discount factors (SDF), may contain information that is difficult to observe in other macroeconomic fundamentals. Consideration of exchange rate returns as candidate empirical factors identifies a dollar factor and a euro factor as the pair of common factors driving exchange rates in our sample. Our identification is robust to the choice of the numeraire currency.
What is the value-added of empirical factor identification? One value is that it admits an economic interpretation to the source of exchange rate co-movements across currencies. Drawing on the stochastic discount factor (SDF) approach to the exchange rate, as do Lustig et al. (2011) and Verdelhan (2015) , implies that the exchange rate return is driven by the global, the US and the Euro-zone log SDFs. The dollar and euro factors imply that co-movements of log SDFs across countries are heavily influenced, if not dominated by the dynamics of the log SDF of the US and the Euro zone. Driven by the same underlying set of unobserved factors, heterogenous behavior in cross-country log SDFs arise because they respond differently to the factors. A second value to the identification is that it can be exploited to improve the performance of empirical exchange rate models. Our dollar and euro factor identification suggests a multilateral model of bilateral exchange rates. This contrasts with typical bilateral formulations. That is, bilateral exchange rates in conventional models are determined by variables from the pair of countries associated with bilateral the exchange rate. 1 Instead fixating on details of every bilateral country pair, knowing the determinants of the dollar and the euro allows one to understand a substantial proportion of the variation in any bilateral exchange rate. To assess empirical model performance of the multilateral model, we employ an out-of-sample forecasting methodology. Ever since Meese and Rogoff (1983) out-of-sample forecasting has become standard procedure for exchange-rate model validation.
In the forecasting analysis, we compare our multilateral 'dollar-euro' model with alternative models considered in the literature. The first, is the bilateral purchasing-power parity (PPP) based fundamentals model. We use this as a comparison model because Engel et al. (2007) find that it gives the best forecast accuracy among several bilateral fundamentals-based formulations considered in the literature. Reserving the period from 2005.01 to 2012.12 for out-of-sample forecast evaluation, we find that prediction accuracy from our dollar-euro model dominate those from the PPP-based model as well as those from the driftless random walk. 2 The empirical exchange rate literature finds that sample size matters for forecast accuracy. Rapach and Wohar (2001) and Lothian and Taylor (1996) report significant predictive power when working with long historical time-series data. To obtain more observations within the post Bretton Woods floating regime, a first-generation of papers (Mark and Sul, 2001 , Rapach and Wohar, 2004 , and Groen, 2005 expanded observations cross-sectionally with the use of panel-data methods. 3 The panel aspect of our data expands observations by exploiting the cross section. Our identification also suggests a model suitable for forecasting daily exchange rates. Using daily observations also increases observations in the time-series dimension. The daily version of our multilateral dollar-euro factor model is also able to forecast as well.
Improved forecast performance over the random walk and the bilateral PPP-based model does not fully answer the question of whether identification has predictive value in empirical modeling since the factor structure can also be estimated by principal components and used to forecast. Engel et al. (2015) found that quarterly forecasts from a two-principal components model were significantly more accurate than random walk predictions over the 1999 to 2007 period. Hence, we also compare forecasts from our multilateral model to the two-principal components forecasting model. We find, on balance, that the dollar-euro model has lower mean-square forecast error (MSFE) than the principal components model at the longer (12 and 24 month) horizons.
Our paper is also related to Verdelhan (2015) . While he is not concerned with forecasting, he engages in empirical factor identification for exchange rates and proposes an alternative multilateral identification. Using a regression-based method, Verdelhan also concludes that exchange rates are driven by two-factor model and his first empirical factor, the dollar factor, coincides with our identified US factor. Using the dollar as the numeraire currency, it is the cross-sectional average of all bilateral exchange rate returns. His second empirical factor, the carry factor, differs from ours. It is the cross-exchange rate return between a portfolio of high and low interest rate currencies and is also multilateral in nature. Our analysis includes consideration Verdelhan's carry as a candidate economic variable for empirical factor identification. For our data set, in the identification phase, the evidence for the carry is weaker than the evidence in support for the euro factor. However, forecast accuracy of a multilateral dollar-carry model is on par with the dollar-euro model. The paper is organized as follows. The next section presents the common factor structure that we assume and the identification methodology that we use. Our data set is described in Section 2.
Empirical factor identification results are presented in Section 3. Forecasting results are presented in Section 4 and Section 5 concludes.
Common Factors in Exchange Rate Variation
This section develops the factor structure for exchange rate returns that guides our empirical work.
To fix notation, let f t be the k−dimensional vector of the true but unobserved common factors and f p t be an m−dimensional vector of economic variables considered to be potential empirical factors. m is potentially very large. The goal is to identify a unique set of k elements from f p t that describe data set with a large number (98) of countries in a study of the monetary model of exchange rates.
the evolution of f t .
Ideas are developed for the nominal exchange rate. Developing the parallel development for real exchange rates is straightforward. Let there be N + 1 currencies with currency '0' as the numeraire. If the USD (U.S. dollar) is the numeraire, then s it is the logarithm of the nominal exchange rate between the US and country i and an increase in s it means a USD increase. If within a country, markets are complete or if markets are incomplete but the law-of-one price holds and there is no arbitrage, the country will have a unique SDF. SDFs differ across countries if there are cross-country risks that cannot be insured. 4 Let n it be the log nominal stochastic discount factor for country i = 0, ..., N. In the SDF approach to exchange rates, the exchange rate return is
Because ∆s it varies (quite a bit) over time, we know that SDFs evolve differently across countries.
A representation of the log SDF, consistent with such cross-country heterogeneity is the factor structure,
where f t = (f 1t , ..., f kt ) is the k−element vector of true but unobserved common factors, δ i is a k−element vector of factor loadings and n o it is the idiosyncratic component of the country i log SDF. The latent factors may be correlated with each other Cov(f it , f jt ) = 0, for i = j, while the idiosyncratic components are uncorrelated across countries, Cov n o it , n o jt = 0. Heterogeneous responses to factor movements across countries are necessary for exchange rate returns ∆s it to vary over time. If there were no cross-country differences in factor loadings δ i , the exchange return would be driven only by idiosyncratic components of the log SDF and would then be cross-sectionally uncorrelated. Because the factors f t drive common movements in every country's log SDF, the common factors f t are global in nature. Lustig et al. (2011) and Verdelhan (2015) also decompose the log SDF into a common or global component and a country-specific idiosyncratic component.
We take eqs. (1) and (2) to represent the truth.
Substituting (2) into (1) gives the factor representation for exchange rate returns,
Notice from (3) that the idiosyncratic part of the numeraire country's log SDF n o 0t , appears for all i and is also a common source of exchange rate co-movement. Our interest is in the identification of f t , not n o 0t . The influence of n o 0t is attenuated by transforming the observations into deviations 4 Markets are complete in Backus and Smith but home and foreign SDFs differ because risks associated with non-traded goods consumption shocks cannot be internationally traded.
from the cross-sectional mean. In doing so, let the cross-sectional average of factor loadings bē
andδ i = δ i −δ be the deviation from the mean loadings. Then the cross-sectional mean of the exchange rate return is
In deviations from the mean form ∆s it = ∆s it − ∆s t , n o 0t is removed and f t becomes the only common factor component of the exchange rate return,
We also note that the underlying factor structure for observations ∆s it in deviation from the mean form, is numeraire invariant when N is large, but in any finite sample, changing the numeraire currency will result in some variation in theδ i factor loadings. 5
A parallel development for real exchange rate returns follows from the relation between the log real SDF m it and the log nominal SDF,
where π it is country i inflation rate in period t. It follows that
The set of factors that drive nominal exchange rate returns are likely to drive real exchange rate returns as well.
Identification Method
The common factor representation has successfully been used as the statistical foundation for modeling co-movements across exchange rates but because the factors are not identified, it does not give an economic interpretation for the underlying mechanism. To address this issue, Bai and Ng (2006) and Parker and Sul (2015) develop methods to identify the unobserved common factors with observed economic variables. Drawing on these methods, this section undertakes a two-step procedure to identify empirical counterparts to the unobserved common factors. The first step 5 If the US is the numeraire country,δ is the average of all other (not US) country factor loadings. If instead, Canada is used as the numeraire, Canada's factor loadings are replaced by the US's δ in computing the average,δ.
The effect of swapping numeraires onδi vanishes when N is large.
identifies the number of common global factors k present in the data. The second step identifies economic variables that closely mimic the true latent factors by evaluating restrictions imposed on candidate empirical factors by the factor representation.
In deviations from the mean form, the panel data ∆s it consists of N exchange rates observed and Sul (2015) showed that it has good robustness properties.
Let C N T = min (N, T ) , and λ i be the ith largest eigen value of the sample covariance matrix.
In step 1, the number of common factors in the panel is the value of k that minimizes
For concreteness in discussing step 2, assume that we determined in step 1 that exchange rates ∆s it are driven by k = 2 common factors (the analysis for other values of k follow directly). In
.., f p mt } be the set of candidate variables for the empirical factors. Viewing eq.(5) as the true factor representation for exchange rates, we test the null hypothesis that a unique pair of economic variables (f p jt , f p st ) span the same space as the two true common factors (f 1t , f 2t ),
where for j = 1, 2, Var( jt ) → 0 as T → ∞. Asymptotically, the economic variables give an exact identification of the factors in the sense that the error terms are O p √ T −1 . It is also possible that some of the a js coefficients are zero. If, for example, a 12 = a 21 = 0, the latent factors are uniquely identified.
Empirical identification employs regressions of ∆s it on (f p jt , f p st ),
where ∆s o it is the regression residual. Parker and Sul (2015) establish the following two results: Hence we examine whether or not that a pair of economic variables are approximately the true unobserved factors by regressing ∆s it on all combinations of two candidates f p st and f p jt and use the IC 2 information criteria (7) to determine the number of common factors in the panel of regression residuals. If there are no common factors in the residual panel, then f p st and f p jt are identified as empirical factors. If more than one pair of economic variables are determined to be common factors, the candidate variables are put through a face-off procedure which we describe below.
Data
Because of the important role played by the euro in international finance, we use observations only Table 1 , the euro has consistently been the second most important currency (behind the U.S. dollar) in terms of foreign exchange market turnover. Although the time-span of our sample is relatively short, it does not extend across different regimes or institutional structures.
Currency selection was based on data availability and whether or not countries allowed their exchange rate to float. Currencies included in the sample were consistently classified as either "floating" or "managed floating without a predetermined path" in the IMF Annual Report on Exchange Arrangements and Exchange Restrictions. 6 Exchange rates are expressed as monthly averages and were obtained from IHS Global insight. To construct real exchange rates, we use consumer price indices of the associated regions from the OECD economic indicators and IHS Global Insight. For New Zealand and Australia, monthly consumer price indexes are not available so they are estimated by taking a linear interpolation using quarterly consumer price indexes.
We also make use of interest rates to construct the carry factor exchange rate return. From IHS Global Insight, we have one-month eurocurrency deposit rates for the euro, Australia, Canada, Czech Republic, Japan, New Zealand, Norway, Poland, Singapore, Sweden, Switzerland, the UK and the US. and interbank rates for Iceland, India and Indonesia. Interest rates for the remaining 6 The IMF report does not cover Taiwan since it is not part of the IMF. We include it in the sample however since the central bank of Taiwan states it uses a managed floating regime. In any case, the standard deviation of monthly returns of the USD/New Taiwan dollar is 1.20%, which is of similar order of magnitude as that of the Thai Bhat 1.47%, which has consistently been classified as a "managed float with no pre-determined path" by the IMF. 
Empirical Factor Identification
A large number of macro and financial variables potentially have influence on bilateral exchange rates. What economic variables should we include in the vector f p t ? To narrow the search, we restrict attention to exchange rate returns. One of the exchange rate returns we consider is the carry suggested by Verdelhan (2015) . Studying nominal exchange rate returns with the USD as the numeraire currency, he concludes that exchange rates have a two-factor representation consisting of a dollar factor, which is the average of the cross-section of exchange rate returns ∆s t , and a 'carry factor,' which is the cross-rate currency return on a portfolio of high interest rate countries relative to a portfolio of low interest rate countries. He calls this exchange rate return the carry, because a (portfolio) carry trade is formed by taking a short position in the low interest rate portfolio and using the proceeds to take a long postion in the high interest rate portfolio.
For each time period, we construct exchange rate carry returns by ranking the 28 countries in the sample by their interest rate. Sorting from low to high and divided into 4 portfolios, let P 4 be the portfolio formed by the 7 countries with the highest interest rates and P 1 is the portfolio formed by the 7 countries with the lowest interest rates. 7 The nominal carry exchange rate return ∆s c t is the cross exchange rate return between P 4t and P 1t currencies, 8
The other variables in our candidate list f p t , are the 27 individual bilateral exchange rate returns and the cross-sectional average of the exchange rate returns. Altogether, for a given numeraire currency, f p t contains 29 candidates.
Empirical identification with the USD as numeraire currency. We run the identification procedure for both nominal and real exchange rate returns using the USD as the numeraire currency. We do not show the specifics of the k identification (the number of factors) but simply report here in the text that both real and nominal exchange rate returns are determined to be driven by k = 2 factors. This is consistent with Verdelhan (2015) and also Engel et al. (2015) who find little difference between their 2 factor and 3 factor models. Taking into account the robustness of the IC 2 criteria and findings across studies, determination that exchange rate returns are driven by k = 2 appears to be reasonably robust. pit the competing pairs against each other in a face-off. 7 The carry trade takes a USD short position in the P1 portfolio and use the proceeds to take a corresponding USD long position in the P4 portfolio. This return is accessible to investors in any country. 8 The real carry exchange rate return subtracts portfolio inflation rates from the exchange rate returns,
where πjt is country j's inflation rate.
Face-off using alternative numeraire currencies. Although identification should be robust to numeraire choice, this is true only asymptotically as N → ∞. In any finite sample, there will be some sampling variability. We exploit this variability for the face-off by running the identification procedure through the other 27 possible numeraire currencies.
The face-off conditions on the dollar as one of the factors and is therefore not exhaustive. We do this based on accumulation of three pieces of evidence supporting the dollar factor as a dominant empirical factor. First, the cross-sectional average is not exactly, but is close to the first principal component. Second, both our analysis and Verdelhan's finds the dollar to be an empirical factor.
Third, the dominance of the USD in foreign exchange volume and the importance of the US in the world economy lend further but indirect weight to support the dollar as one of the two factors.
Hence, the face-off asks if the dollar combined with any of the other exchange rates form the pair of empirical common factors.
When the dollar was the numeraire, the dollar factor was the cross-sectional average of exchange rates. Under an alternative currency numeraire, the dollar factor is the bilateral USD exchange rate against the numeraire currency. For example, when the Australian dollar (AUD) is the numeraire, the dollar factor is the AUD/USD exchange rate, as a deviation from the cross-section mean.
Conditional on the dollar factor, we ask if the dollar and euro are the factors, if the dollar and Swiss franc are factors, and if the dollar and the carry exchange rate return are the two empirical factors. As an additional check for robustness, for each numeraire, the identification procedure is performed by recursively expanding the sample, beginning in 2009.01 through 2012.12 for a total of 48 identifications.
The results of the face-off are shown in Table 2 . The table reports the frequency (out of 48 trials) that a common factor is detected in the panel of residuals. Regardless of the numeraire, we do not find a common factor in the residuals from the exchange rate return regressed on dollar and euro factors. That is, conditional on the dollar factor, we always identify the euro as the second empirical factor. Similarly, conditional on the dollar factor, the face-off does not identify the carry as the second factor. For many numeraires, however, the Swiss franc is identified as the second factor. This occurs in about a third of the (48) cases. The identification results in the face-off are similar for both nominal and real exchange rates.
In our data, the face-off provides little evidence that the carry is a global exchange rate factor.
We give further consideration to the carry, by consulting Verdelhan's (2015) identification methodology. Conditioning on the (foreign, denoted by *) country i and US interest differential i * Table shows frequency with which a common factor is detected in the residual panel out of 48 trials. are significant. Using our data, we run (11) bilaterally for each exchange rate with the US dollar as numeraire. The t-ratios on β 3 are shown in Table 3 , and is statistically significant at the 5 percent level in 15 of the 27 regressions. Next, we add ∆s EURt , the USD-euro exchange rate to the regression,
The table also shows t-ratios on β 3 and β 5 from the regression in (12) that includes both the carry and euro factors, Now, the carry is significant in only 11 of 27 cases while the euro is significant in 18 of 27. The last two columns of the table show the frequency with which a country is represented in the carry factor, an element of P 4 or P 1 . Instances in which the carry is significant are typically those where that particular currency is heavily represented in the carry exchange rate return. For example, the carry is highly significant for Japan and the yen is always represented in the funding portfolio P 1 . In a sense, the carry reflects the yen being regressed (at least partially) on the yen.
Using Verdelhan's regression strategy on our data, the evidence that the euro is the second factor is more compelling than the evidence for the carry. 9
Another comparison between the euro and the carry as empirical factors looks at how well they explain statistically estimated factors. Here, we regress principal components estimates of the factors,f pc 1t andf pc 2t on the dollar and euro and on dollar and carry. The regressions take the form of eqs. (8) and (9) with the principal components substituted in for the unobserved true factors as dependent variables. Figure 1 shows the principal components and fitted values of the regressions. In regard to Swiss identification, a Swiss factor is occasionally identified in the face-off using real exchange rates, but not in the majority of cases. It seems unlikely that exchange rates are governed by a Swiss factor instead of a euro factor. Switzerland is too small a country for its currency or its log SDF to dominate global exchange rate pricing. Looking at Table 1 , the Swiss franc also accounts for a relatively low share of foreign exchange market volume. The identification scheme appears sometimes to confound the Swiss factor with the euro factor due to the high correlation between the euro and Swiss franc return rates of 0.74. We conclude that the dollar and the euro are the empirical factors in our data.
To give some context for our identification, the implied relationship between the latent factors 9 Verdelhan's data is monthly from 1983.11 to 2010.12. 
f 2t = a 21 ∆s t + a 22 ∆s EURt + 2t .
Recall from (2), country i's log SDF has a two-factor structure. From eqs. (13) , (14) and (3) it is also related to the US, euro-zone and the global log SDF,
Every country's log SDF is seen to be connected to the global log SDFn t , the US log SDF n USAt and the Euro-zone log SDF n EURt . By substituting (15) into (1), it can be seen that exchange rate returns are governed by the US, euro and a global (n t ) log SDF.
A parallel structure for the log SDFs is obtained when the USD is not the numeraire currency.
For example, if we let country 1 (Australia, say) be the numeraire country and write the exchange rates from this alternative normalization using the upper case S to denote log exchange rates with an alternative (non USD) numeraire,
for i = 0, ..., N, then an increase in S 1 it is an increase in the AUD. In the identification procedure, we found unambiguously that the dollar and euro exchange rates ∆S 1 USAt and ∆S 1 EURt , form the empirical factor pair. This is the expected result since the invariance of the true latent factor representation on deviations from the mean form gives
This means the implied relation between the economic variables and the latent factors is
where
Notice that n USAt enters (17) and (18) with the opposite sign from (13) and (14), so the b ij coefficients are not the same as the a ij coefficients. Together, (17)- (20) give country log SDFs
We have seen that the empirical factor identification is useful in that it helps to give an economic interpretation for cross-currency comovements of exchange rates. In the next section, we show that the identification can also work to improve empirical exchange rate models in terms of their ability to forecast.
Multilateral Empirical Exchange Rate Modeling
In empirical exchange rate modeling, research aims to understand the relationship between exchange rate movements and macroeconomic fundamentals. One criterion for this aim is to examine the predictability of models. Although Inoue and Kilian (2004) points out that In-sample test is more powerful than out-of-sample tests in testing the predictability of exchange rates, it has been customary to evaluate empirical models by out-of-sample forecast accuracy since Meese and Rogoff (1983) . We therefore adopt the out-of-sample test to examine the predictability of exchange rates.
Forecasting is for nominal exchange rate returns over horizons from 1 to 24 months ahead, with the USD as numeraire. Forecast ability for any pair of exchange rates implies forecast ability for the associated cross rate. Our dollar-euro factor identification motivates a particular multilateral forecasting model for bilateral exchange rates.
Exchange rates are an asset price. As in other asset-pricing research, exchange rate forecasting aims to exploit information contained in the deviation of the exchange rate from a fundamental value which is thought to be a measure of central tendency. The strategy shares much with studies of stock prices where variables such as the dividend-price ratio or book value relative to market value of firms predict future equity returns. For stock prices, a certain multiple of dividends (or book value) plays the role of the central tendency for price. To develop the forecasting model, rewrite the factor representation (3) in levels,
where α i is a constant of integration, Denote currency identification of f t (F t ) by the dollar and euro factors asf c t (F c t ). To implement empirically, we set the dollar factor as before and the euro factor as the cross-sectional average of exchange rates with the euro as numeraire,
SinceF c t is built from the differenced specification f c t , it is consistent for F t . 10 Eq. (22) can be represented as
We still have the problem that s o it in the composite error term is non stationary. By analogy to using the dollar and euro factors to estimate F t , we use the cross-sectional average of exchange rates with currency i as numerairē (23) gives
it is stationary. Subtracting s it from both sides of (24) gives the predictive regression
We view the systematic part of (25) as the deviation from the fundamental value (playing the role of an error-correction term) which contains the information content for forecasting. Implementation of a 'restricted' forecasting model recursively estimates
which is inputted into the forecasting model. Heavily parameterized models forecast poorly due to uncertainty from estimation error and the restricted model involves two-stages of estimation, however. Instead, our forecast analysis employs the more parsimonious unrestricted model,
The unrestricted version of the model involves only one-stage of estimation and reduces the estimation uncertainty.
We compare forecast accuracy of the multilateral exchange rate model to predictions from the driftless random walk. Theil's U statistics, the ratio of root-mean-square forecast error (MSFE) from the model to those from the random walk, are used to assess accuracy of point forecasts.
Assessing statistical significance of forecasts in comparison to the random walk involves comparing nested models. This leads to greater bias in the mean-square forecast error (MSFE) of larger models than smaller models due to the fact that the larger model has more parameters to be estimated with the same amount of data. Hence, we use the Clark and West (2006) test of forecast accuracy, which adjusts the MSFE to account for this bias.
To investigate value-added from identification, we compare forecast accuracy of the multilateral exchange rate model with alternative models shown to be useful in the literature. The first is the bilateral purchasing-power parity (PPP) fundamentals model. It posits that the fundamental value of s it is the PPP p it − p USAt , where p it is the log price level of country i. Although s it may deviate from its PPP over the short and medium term, if over the long term they both have a common trend, the real exchange rate will be stationary and mean-reverting. The PPP-based fundamentals model is thus an error correction without the short-run dynamics,
If the nominal exchange rate is not weakly exogenous, we expect β i > 0 so that the exchange rate s it moves towards the PPP value p it − p USAt over time.
This is an example of a bilateral model in the sense that the fundamentals p it − p USAt depends only on variables from the associated bilateral pair of countries. Exchange rate models are typically formulated in bilateral terms. Examples of alternative bilateral fundamentals-based models include monetary-based models (Mark, 1995) 
We note that Engel et al., used the 'restricted' version of the forecasting which includes an extraround of estimation. They forecasted by recursively estimating both the principal components and factor loadings which were inputted into the forecasting model
Here, we use principal components in the 'unrestricted' forecasting model. This eliminates the estimation of factor loadings, which gives more accurate forecasts than the restricted forecasts.
The fourth model that we consider is the dollar-carry factor combination. This formulation replaces the euro factor with the carry exchange rate (in levels) in (26) ,
The principal components model and the dollar-carry formulations are also multilateral exchange rate models.
We To summarize, we are comparing our identified multilateral dollar-euro factor exchange rate model to the bilateral PPP fundamentals model (Bi-PPP), the two-principal components model (PC) and a dollar-carry factor model. We list them as, Results comparing our dollar-euro factor model to the dollar-carry model are shown in Table 6 .
Although the carry was not identified in our sample as an empirical factor, the dollar-carry model is able to forecast. It is because the carry factor can be thought as a weighted average 14 bilateral exchange rates. By including the dollar factor with the weighted average, the Euro factor can be identified. The Clark-West test rejects the null hypothesis (of no forecasting ability) for every currency, and Theil's U is less than 1 for every currency at 12 and 24 months forecast horizons. one concern may be that cross-sectional exchange rate correlation was unusually high during the global financial crisis and that forecasting performance is driven primarily by the crisis period. The U.S. was perceived as a 'safe haven' and the demand for U.S. Treasury debt, viewed as a safe asset, was particularly strong with international investors.
To address this issue, we generate monthly forecasts with the bilateral PPP fundamentals and our multilateral model using 1995.01 to 1998.08 for the out-of-sample forecasting period. The bilateral PPP model does not forecast well in this period. Clark-West tests do not reject equal forecast accuracy (with the random walk) for 11 of 27 currencies. The three multilateral models, (dollar-euro, principal components, dollar-carry) are able to forecast in the pre-crisis period. Clark-West rejections are obtained for every exchange rate for all three multilateral models. The pre-crisis forecasting results are contained in the appendix.
Conclusion
This paper studies the source of comovments across exchange rates. We identified a dollar factor and a euro factor as the pair of common empirical factors driving a panel of exchange rates. Drawing on the SDF approach to the exchange rate, our identification can be interpreted as evidence that a global, a US and a euro-zone stochastic discount factor exhibit dominance in exchange rate movements. More generally, these represent global factors that have relevance for understanding asset prices in the international context. 
