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Just as matrix product states represent ground states of one-dimensional quantum spin systems
faithfully, continuous matrix product states (cMPS) provide faithful representations of the vacuum
of interacting field theories in one spatial dimension. Unlike the quantum spin case however, for
which the density matrix renormalization group and related matrix product state algorithms provide
robust algorithms for optimizing the variational states, the optimization of cMPS for systems with
inhomogeneous external potentials has been problematic. We resolve this problem by constructing
a piecewise linear parameterization of the underlying matrix-valued functions, which enables the
calculation of the exact reduced density matrices everywhere in the system by high-order Taylor
expansions. This turns the variational cMPS problem into a variational algorithm from which both
the energy and its backwards derivative can be calculated exactly and at a cost that scales as
the cube of the bond dimension. We illustrate this by finding ground states of interacting bosons
in external potentials, and by calculating boundary or Casimir energy corrections of continuous
many-body systems with open boundary conditions.
The density matrix renormalization group (DMRG) and
variational matrix product state algorithms have revolu-
tionized the understanding of static and dynamic prop-
erties of quantum spin systems [1]. Many of the low di-
mensional strongly interacting systems of current inter-
est however, such as the ones realized in optical lattices
[2] and atom chips [3–5], are not described by lattices
but rather by continuum field theories [6, 7]. This led
to the introduction of continuous matrix product states
(cMPS) [8], the natural continuum analogue of MPS,
which is a functional of matrix-valued functions Q(x),
Rα(x) (the variational parameters), with α labeling the
different modes or particle species in the system:
|ψ[Q,Rα]〉 = 〈0| Pe
∫ L
0
dxQ(x)⊗1+∑α Rα(x)⊗ψ†α(x) |B〉 |Ω〉
Here ψ†α(x) are field operators in second quantization
satisfying the usual commutation or anti-commutation
relations, 〈0| and |B〉 are boundary vectors on the D-
dimensional virtual ancilla space (where Q(x), Rα(x)
live), and |Ω〉 is the empty vacuum state satisfying
ψα(x) |Ω〉 = 0. In the following, we will restrict the dis-
cussion to the case of one type of boson, such as e.g.
occurring in the Lieb-Liniger model [9], and hence the
index α will be omitted. All results can however readily
be extended to the more general case of different types
of particles and/or fermions.
This cMPS ansatz can be understood as a matrix-
valued generalization of coherent states used in describ-
ing Bose-Einstein condensates, and the time dependent
variational principle (TDVP) applied to cMPS leads to a
non-trivial matrix generalization of the Gross-Pitaevskii
equation [10], known as the “quantum Gross Pitaevskii
equation”. It has however turned out to be very chal-
lenging to integrate this matrix-valued partial differen-
tial equation, mainly due to the existence of divergencies
occurring when inverting the left and/or right reduced
density matrices. In this Letter, we propose to use a
piecewise linear ansatz for the matrix-valued functions
Q(x) and R(x), and determine the resulting local reduced
density matrices on the correspondig segments using a
quickly converging Taylor series expansion in the contin-
uous parameter x. A related but much more sophisti-
cated ansatz using basis splines was previously investi-
gated to optimize cMPS wavefunctions [11] for infinite
systems with a periodic potential. The piecewise linear
ansatz described here has the crucial advantage that both
the energy and its backwards derivative can be calculated
exactly and at a very small cost, without having to refer
to a lattice discretization and matrix product state tech-
niques. Furthermore, we apply our approach to finite
systems with open boundary conditions.
In more detail, the ansatz consists of specifying a mesh
{xk} of strictly increasing coordinates, D × D matrices
Qk = Q(xk), Rk = R(xk), and defining Q(x), R(x) on
all other points by linear interpolation:
Q(xk ≤ x ≤ xk+1) = Qk + x− xk
xk+1 − xk (Qk+1 −Qk)
R(xk ≤ x ≤ xk+1) = Rk + x− xk
xk+1 − xk (Rk+1 −Rk)
Using the language of finite element analysis, we are mod-
elling Q and R using tent functions. The left and right
density matrices ρ and σ, which encode the entanglement
degrees of freedom and form the heart of the DMRG
method, are defined by the Lindblad-like equations [8]
d
dx
ρ(x) = Q(x)†ρ(x) + ρ(x)Q(x) +R†(x)ρ(x)R(x)
− d
dx
σ(x) = Q(x)σ(x) + σ(x)Q(x†) +R(x)σ(x)R(x)†(x)
with boundary conditions ρ(0) = |0〉 〈0| and σ(L) =
|B〉 〈B|. The key technical tool that makes the method
successful, is formulating these reduced density matrices
on the same segments as a Taylor series expansion
ρ(xk ≤ x ≤ xk+1) = ρ(0)k +
nk∑
n=1
(
x− xk
xk+1 − xk
)n
ρ
(n)
k
σ(xk ≤ x ≤ xk+1) = σ(0)k+1 +
mk∑
m=1
(
xk+1 − x
xk+1 − xk
)m
σ
(m)
k+1
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2By plugging this ansatz into the Lindblad equations, we
get a recursive triangular linear set of equations com-
pletely determining the matrices ρ
(n)
k as a function of
Qk, Qk+1, Rk, Rk+1 and ρ
(0)
k , and equally so for σ
(n)
k+1 as a
function of Qk, Qk+1, Rk, Rk+1 and σ
(0)
k+1. We also have
the equations ρ
(0)
k+1 =
∑nk
n=0 ρ
(n)
k , σ
(0)
k =
∑mk
m=0 σ
(m)
k+1.
For a sufficiently fine mesh {xk}, this recursion converges
very rapidly, hence allowing to cut off the Taylor series at
a finite nk and mk, such that the density matrices ρ(x)
and σ(x) can be obtained with machine precision (typi-
cal values are nk ' nk ' 30). We have indeed observed
that it is instrumental to model the reduced density ma-
trices ρ(x) and σ(x) up to a very high precision for the
resulting algorithms to work robustly.
Once the reduced density matrices are determined, we
can evaluate the energy. For simplicity, we consider a
Lieb-Liniger Hamiltonian [12] with kinetic energy term
(dψ†x/dx)(dψx/dx), point interactions gψ
†
xψ
†
xψxψx, ex-
ternal potential V (x) − µ, where the chemical potential
µ indicates that we are working in the grand canonical
ensemble and do not fix the number of particles. Finally,
the Dirichlet boundary conditions R(0) = R(L) = 0 (but
free boundary conditions for Q(0), Q(L)) corresponds to
the boundary conditions imposed on particles in a box,
where the wavefunction in first quantization vanishes at
the boundaries. The energy is given by
E(Q,R,B) =
∫ L
0
〈ρ(x)|H(x) |σ(x)〉
〈ρ(0)|σ(0)〉 dx
with
H(x) = DR(x)⊗DR(x) + (V (x)− µ)R(x)⊗R(x)
+gR(x)2 ⊗R(x)2
and
DR(x) = [Q(x), R(x)] + dR
dx
(x)
This integrand can readily be expressed in terms of
the matrices Qk, Rk, ρ
(n)
k , σ
(m)
k and powers of (x −
xk)/(xk+1 − xk), (xk+1 − x)/(xk+1 − xk), and hence the
integration can be carried out exactly in terms of the
beta-functions B(m+ 1, n+ 1) =
∫ 1
0
xm(1−x)n dx. This
allows for an exact calculation of the energy for piecewise
linear cMPS, as a sum∑
k
∑
n,m,a,b
B(n+ a,m+ b) 〈ρ(n)k | H˜(a,b)k |σ(m)k+1〉
with H˜
(a,b)
k the Taylor expansion coefficients of H(x) in
the interval [xk, xk+1). As is well known from the theory
of finite elements, a piecewise linear approximation leads
to a finite expectation value of the kinetic energy (Lapla-
cian), as can readily be seen by doing partial integration.
The total computational complexity for computing the
energy scales as L ·D3, exactly like in the case of DMRG
and variational MPS algorithms. Furthermore, the exact
derivatives ∇QkE and ∇RkE can also be calculated at
effectively the same computational cost by making use
of the idea of backwards differentiation. This is simple
to implement as the determination of the ρ
(n)
k and σ
(m)
k
only involves simple matrix multiplications. Consider the
derivative of the energy towards the matrix elements Qk
or Rk, we find
∇kE = EH + EL + ER + EN
EH =
k∑
l=k−1
∑
n,m,a,b
B(n+ a,m+ b) 〈ρ(n)l | ∇kH˜(a,b)l |σ(m)l 〉
EL =
∑
l≥k−1
∑
n,m,a,b
B(n+ a,m+ b) 〈∇kρ(n)l | H˜(a,b)l |σ(m)l 〉
ER =
∑
l≤k
∑
n,m,a,b
B(n+ a,m+ b) 〈ρ(n)l | H˜(a,b)l |∇kσ(m)l 〉
EN = −E
(
〈∇kρ(0)k |σ(0)k 〉+ 〈ρ(0)k |∇kσ(0)k 〉
)
〈ρ(0)k |σ(0)k 〉
where ∇k denotes either ∇Qk or ∇Rk . These terms are
clearly reminiscent from the DMRG procedure, where
the optimization of the energy at a site k involves three
different terms: the local energy term (corresponding to
EH) and the way this local tensor affects the energies
at distant points (EL and ER). Note however that the
functional dependence for the cMPS case is a highly non-
linear function ofQk, as opposed to the linear dependence
in the usual DMRG case. The key element in determining
the Jacobians ∇kρ(n)l and ∇kσ(m)l is the fact that all ρ(n)l
depend linearly on ρ
(0)
k+1, and furthermore that
∇Qkρ(n)l =
∂ρ
(n)
l
∂ρ
(0)
l
∂ρ
(0)
l
∂ρ
(0)
l−1
· · · ∂ρ
(0)
k+1
∂Qk
and similar for ∇Rk . Given an operator A, we can hence
efficiently calculate tr
(
A
dρ
(n)
l
dQk
)
= 〈A|dρ
(n)
l
dQk
〉 by evolv-
ing 〈A| → 〈A′| = 〈A| dρ
(n)
l
dρ
(0)
l
→ 〈A′′| = 〈A′| dρ
(0)
l
dρ
(0)
l−1
→ · · · .
As ρ
(n)
l is itself recursively defined as a function of ρ
(0)
l ,
this can easily be done by reversing the order of matrix
multiplications done to produce the ρ
(n)
l . Indeed, this
is a specific example of the general structure of reverse-
mode differentiation as it appears in the context of dif-
ferentiable programming. Note that it is important to do
an auspicious bookkeeping to avoid double work. Effec-
tively, what this approach is generating corresponds to
the Taylor approximation of the integrated energy envi-
ronments 〈HL| (x) and |HR〉 (x) defined by
d
dx
HL(x) = Q(x)
†HL(x) +HL(x)Q(x) +
R(x)†HL(x)R(x) +H(x)
with boundary condition HL(0) = 0, and similar for
HR(x), which are also constructed in DMRG and related
MPS algorithms.
3Hence, we have demonstrated that the energy and its
derivatives can be calculated at a cost that scales as D3
in the bond dimension, linearly in the system size, and
linearly in the number of Taylor expansion terms needed
to capture the reduced density matrices up to machine
precision. We can then use a standard non-linear op-
timization function routine to optimize the variational
parameters Qk and Rk. There are two obvious choices:
either we optimize over all parameters simultaneously,
or sweep through the systems as in the case of DMRG
and only optimize over the parameters corresponding to
tensors in a certain localized region. In the latter case,
the cost for calculating the derivatives does not depend
anymore on the system size, given that necessary auxil-
iary quantities have correctly been archived. Unlike with
DMRG, even the local problem is highly non-linear and
thus not exactly solvable, so that in practice, the first
seems preferable, as one can then immediately optimize
global features. For the simulations in this manuscript,
we used the global update scheme together with the stan-
dard L-BFGS algorithm [13]. It has proven to be very
useful to initialize the cMPS with matrices Q, R obtained
from uniform cMPS calculations in the thermodynamic
limit, brought into a gauge for which the left density
matrix is equal to the right one, and to rescale the R
appropriately to zero around the boundary.
A very desirably feature of this cMPS optimization
method is that it is straightforward to refine the mesh
over which we are linearly interpolating the matrices. It
is certainly desirable to have a finer mesh around the
boundaries. Also, it is possible to increase the bond di-
mension by embedding the Q and R matrices in larger
matrices. An important note also concerns the gauge
invariance of the cMPS that we use; for the most gen-
eral cMPS, the resulting state is invariant under a lo-
cal gauge transformation on the matrix-valued functions
Q(x) and R(x). Because of the linear interpolation, this
gauge freedom has disappeared and only one global gauge
transform degree of freedom is retained. Without loss of
generality, the right boundary vectors can hence be cho-
sen to be a linear superposition α |0〉+ β |1〉, irrespective
of the bond dimension D. For all simulations done in the
Letter, we chose |B〉 = |0〉.
Let us illustrate the workings of this cMPS algorithm
by some examples, for which we again consider the inter-
acting Bose gas using the aforementioned Lieb-Liniger
Hamiltonian with an arbitrary external potential, open
boundary conditions, in the grand canonical ensemble.
We first set V (x) = 0, µ = −(4.75pi)2 and interaction
term g = 106, for which a quasi-exact solution is avail-
able. As the interaction is very strong, we are in the
Tonks-Girardeau regime, and the energy can be com-
puted in terms of free fermions filling the single particle
modes: for the given value of µ, the system will exhibit
4 fermions with a total energy (1 + 4 + 9 + 16)pi2 + 4µ =
−594.643. From uniform cMPS calculations, it is well
known that this Tonks-Girardeau limit is actually more
demanding than the one with small effective g/ρ (com-
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FIG. 1: Density and energy profiles of the ground state
of an interacting Bose gas in a box of length L = 1,
V (x) = 0, µ = (4.75pi)2 and g = 106, using cMPS with
D = 8 (top panels), and corresponding cMPS
entanglement spectrum for a left-right bipartition as
function of the cut position x (bottom panel).
monly denoted as γ), so this is a good test case. Run-
ning the variational cMPS algorithm with bond dimen-
sion D = 8 and using 32 equidistant interpolation points
yields an energy equal to ED=8 = −594.45. The error
is almost completely attributable to the linear interpola-
tion. As shown in FIG. 1(a), the local density, the kinetic
and the interaction terms are indistinguishable from the
ones of the exact result. We also calculated the entangle-
ment spectrum as a function of position, see FIG. 1(b).
Note that the exact ground state wavefunction with N
particles in the Tonks-Girardeau limit has an exact cMPS
representation of bond dimension 2N , and is of the form
Q(x) = 0,
R(x) =
N∑
k=1
Z⊗(k−1) ⊗
[
1
√
2 sin(pikx)
0 1
]
⊗ 1⊗(N−k)
and boundary conditions |B〉 = |1〉⊗N .
Let us next move to a more challenging problem with
many more particles. We consider a box with an ex-
ternal potential V (x) = µ · sin(15pix), with µ = 1749
and g = 35. In that case, the dimensionless interac-
tion strength is g/ρ = 1.0509966, while the ground state
density, kinetic energy, potential energy and interaction
energy profiles are depicted in FIG. 2. Note that there
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FIG. 2: Density and energy profiles of the ground state
of an interacting Bose gas in a box of length L = 1,
V (x) = µ · sin(15pix), µ = 1749 and g = 35 (resulting in
γ = g/ρ = 1.0509966), using cMPS with D = 32.
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FIG. 3: Density profiles corresponding to the
parameters in FIG. 2, but with varying strength of the
external potential. Comparison between D = 32 cMPS
results (red line) and LDA approximation based on
Yang-Yang thermodynamics of the Lieb-Liniger gas
(blue line).
are around 35 particles in the box, but that the cMPS
ansatz does not exhibits particle number symmetry and
hence allows for particle number fluctuations. We expect
a sufficiently converged cMPS can take into account ar-
bitrary external potentials, in contrast to the standard
local density approximation (LDA) that is usually per-
formed [5, 14] by employing the Yang-Yang thermody-
namics [15] of the Lieb-Liniger gas. In FIG. 3 we show
how the LDA can only predict the correct density pro-
files whenever ∂xρ(x)/ρ(x) 1, but it fails to reproduce
the exact density profile obtained by cMPS outside this
regimes, by modulating the strength of the external po-
tential V (x) in comparison to the chemical potential µ.
As a final example, we calculate the boundary or
Casimir energy of such an interacting Bose gas. Study-
ing the system in a box of length L = 1 at V (x) = 0,
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FIG. 4: Density and energy profiles of the ground state
of an interacting Bose gas in a box of length L = 1,
V (x) = 0, µ = 10000 and g = 1000 (resulting in
γ = 29.288372), using cMPS with D = 64.
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FIG. 5: cMPS entanglement spectrum corresponding to
the simulation in FIG. 4, for a left-right bipartition at
the 300 grid points on positions
xk = (1− cos(pi.k/300))/2.
µ = 10000 and g = 1000, see FIG. 4, using a cMPS
with D = 64 and 300 grid points, we obtain γ = g/ρ =
29.288372 and an energy E = −220948.2, which includes
the contribution of the chemical potential term. This has
to be compared to the energy density e∞ = −226676.7
for a uniform cMPS with bond dimension D = 64 (or
−226721.5 for the Bethe ansatz result), which yields a
boundary / Casimir energy EB = E − Le∞ = 5728.5.
This is very close to the value of the boundary energy
EB = 5676.0 obtained in Bethe ansatz calculations in
the thermodynamic limit [16, 17]. Also note that the
cMPS result captures the strong Friedel oscillations that
exist in this system at these large values of γ, and that
these also persist in the entanglement spectrum (FIG. 5).
In summary, this Letter introduces a scalable and ro-
bust variational method for studying interacting particles
in a one-dimensional box using non-uniform continuous
matrix product states, modelled using ideas from finite
5element analysis. A major technical bottleneck in cMPS
algorithms was resolved by introducing a novel triangular
set of coupled equations for the Taylor coefficients of the
reduced density matrices, and this allowed for a quasi-
exact determination of both the energy and its deriva-
tives. There are many obvious ways in which these results
can be extended. It is e.g. possible to use a quadratic
interpolation scheme as opposed to a linear one; the tri-
angular set of equations for the reduced density matrix is
retained that way. It would also be possible to work in the
left gauge for which Q(x) = −1/2R(x)†R(x) + iK(x) and
interpolate K(x) instead. Alternatively, one can also in-
vestigate the use of spectral methods to model the cMPS
matrix functions.
In a forthcoming publication, we will demonstrate how
preconditioners can be constructed in order to speed up
the optimization algorithms in terms of the local reduced
density matrices, and how the time dependent variational
principle (TDVP) can be adopted to the piecewise linear
setting, so as to use non-uniform cMPS for time evolution
while preserving local constants of motion such as the
energy. We will also explore how cMPS algorithms can
be used to simulate realistic higher-dimensional quantum
many body systems, either ones that are confined in 2
directions such as in optical lattice experiments (for this,
it will be enough to include multiple species Rα(x)), or
systems with a spherical symmetry, in which the cMPS
would represent the radial part of the wavefunction (and
angular components again appear as different modes).
The elephant in the room is the question whether
cMPS algorithms of this kind exhibit any advantage over
DMRG on a discretized grid. For relativistic quantum
field theories with UV divergencies, where the lattice dis-
cretization plays the role of a very effective regulator, the
answer is unclear. But for non-relativistic systems such
as the ones created in optical lattices and atom chips,
especially with shallow potentials, the lattice discretiza-
tion seems to requires a very fine lattice spacing. The
presence of multiple length scales then tends to result in
convergence issues with DMRG [18, 19], making the ap-
proach particularly inconvenient at high densities. The
cMPS approach in this Letter offers a cleaner and more
natural approach to tackle such problems, and can more
easily be combined with the iterative refinement strate-
gies proposed to improve DMRG.
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