We propose simulation-based forecasting methods for the noncausal vector autoregressive model proposed by Lanne and Saikkonen (2012) . Simulation or numerical methods are required because the prediction problem is generally nonlinear and, therefore, its analytical solution is not available. It turns out that di¤erent special cases of the model call for di¤erent simulation procedures. Simulation experiments demonstrate that gains in forecasting accuracy are achieved by using the correct noncausal VAR model instead of its conventional causal counterpart. In an empirical application, a noncausal VAR model comprised of U.S. in ‡ation and marginal cost turns out superior to the best…tting conventional causal VAR model in forecasting in ‡ation.
Introduction
The conventional vector autoregressive (VAR) model has become a standard tool in various …elds of applications. In economics and …nance the VAR model is typically used in structural analysis to study the dynamics and interrelationships between variables of interest. Another application of the VAR model is forecasting. For instance, economic decision makers, such as central banks and investors in …nancial markets, aim to forecast key macroeconomic and …nancial time series to assess the future state of the economy and investment opportunities.
The conventional causal VAR model has a moving average representation in terms of its present and past error terms. A characteristic feature of this model is that its error terms are not predictable by past values of the involved time series.
In contrast, the moving average representation of the noncausal VAR model recently considered by Davis and Song (2010) and Lanne and Saikkonen (2012) also involve future error terms. In addition to theoretical advancements these authors demonstrate the practical usefulness of the noncausal VAR model in economic and …nancial applications. As discussed by Lanne and Saikkonen (2012) , an important economic application of the noncausal VAR model is checking the validity of widely used test procedures based on the causal VAR model in testing economic hypotheses, especially in models involving expectations.
As yet, the development of the noncausal VAR model is at its early stages and even the literature of univariate noncausal autoregressive models is scant (see Breidt et al. (1991) , Rosenblatt (2000) , Davis and Song (2010) , Saikkonen (2011, 2012) and the references therein). The object of this paper is to devise forecasting techniques for the noncausal VAR model of Lanne and Saikkonen (2012) . In addition to computing forecasts these techniques are also needed in computing impulse response functions, and hence in conducting structural analysis within the noncausal VAR model. Thus, our contribution should widen the applicability of the noncausal VAR model in empirical research.
In the causal VAR model, forecasting is simple in that explicit formulas are available. In the noncausal VAR model the situation is di¤erent because the pre-1 diction problem is, in general, nonlinear and, consequently, forecasts cannot be obtained without resorting to numerical methods. Further discussion on this point is provided by Lanne, Luoto, and Saikkonen (2012b) who develop a simulationbased forecasting method for the univariate noncausal AR model proposed by Lanne and Saikkonen (2011) . It turns out that forecasts of the considered noncausal VAR model can be computed analogously only when a suitable condition on the structure of the model holds. One case where the required condition always holds is the purely noncausal VAR model whose moving average representation only involves present and future error terms. In general, the required condition states that a certain parameter matrix involving the autoregressive coe¢ cients of the model is nonsingular. Due to estimation errors this nonsingularity always holds in practice but, to avoid potential problems with nearly singular cases, we develop a forecasting technique which does not depend on the structure of the model. To achieve this robustness, more demanding computations based on importance sampling are needed (see, e.g., Geweke (1996) for a general discussion of importance sampling).
We examine the properties of our forecasting techniques by means of Monte Carlo simulations which also provide guidance for some user-chosen quantities needed in the application of these techniques. The simulations conducted demonstrate that our forecasting techniques perform well and that the correct noncausal VAR model outperforms its causal counterpart in forecast accuracy.
An empirical application to in ‡ation forecasting illustrates the practical usefulness of our forecasting techniques. This application is partly inspired by the work of Lanne, Luoma, and Luoto (2012a) and Lanne et al. (2012b) who …nd that the univariate noncausal AR model outperforms its conventional causal counterpart in forecasting U.S. in ‡ation. We consider a bivariate system consisting of in ‡ation and the real marginal cost that has often been employed in monetary economics, especially in studies related to the New Keynesian Phillips Curve (see, e.g., Gali and Gertler (1999) , Nason and Smith (2008) , and the references therein). Our results are similar to those obtained by Lanne et al. (2012a Lanne et al. ( , 2012b in that a non-causal VAR model provides the best in-sample …t and outperforms the best-…tting causal VAR model in out-of-sample forecasting.
The rest of the paper is structured as follows. Section 2 describes the noncausal VAR model of Lanne and Saikkonen (2012) and brie ‡y discusses statistical inference. Section 3 develops the forecasting techniques of the paper, while Section 4 illustrates their performance by means of Monte Carlo simulations. Section 5 presents the empirical application. Section 6 concludes. Finally, some technical details are collected in three appendices.
Noncausal VAR model
In this section, we …rst describe the noncausal VAR model of Lanne and Saikkonen (2012) and then discuss brie ‡y parameter estimation and statistical inference. Unless otherwise indicated, all vectors will be treated as column vectors and, for notational convenience, we shall write x = (x 1 ; :::; x n ) for the (column) vector x where the components x i may be either scalars or vectors (or both).
Model
Following Lanne and Saikkonen (2012) we consider the n-dimensional stochastic process y t (t = 0; 1; 2; :::) generated by
where t (n 1) is a sequence of independent, identically distributed random vectors with zero mean and …nite positive de…nite covariance matrix, and (B) = I n 1 B r B r and (B 1 ) = I n 1 B 1 s B s are n n matrix operators with B the usual backward shift operator, that is, B k y t = y t k (k = 0; 1; :::). Moreover, the matrix polynomials (z) and (z) (z 2 C) have their zeros outside the unit disc, so that det (z) 6 = 0; jzj 1; and det (z) 6 = 0; jzj 1:
These conditions guarantee the validity of various moving average representations to be used in our subsequent developments.
If j 6 = 0 for some j 2 f1; ::; sg, equation (1) de…nes a noncausal vector autoregression referred to as purely noncausal when 1 = = r = 0 (or r = 0). When 1 = = s = 0 (or s = 0) the conventional causal model is obtained. Then the former condition in (2) guarantees the stationarity of the model. In the general set-up of model (1) the same is true for the process
Speci…cally, there exists a 1 > 0 such that (z) 1 has a well de…ned power series
Consequently, the process u t has the causal moving average representation
where M 0 = I n and the coe¢ cient matrices M j decay to zero at a geometric rate as j ! 1.
, where (z) is the adjoint polynomial matrix of (z). Then, det ( (B)) u t = (B) t (see (4)) and, by the de…nition of u t in (3),
where, setting det ( (z)) = a (z) = 1 a 1 z a nr z nr ,
Note that (z) is a matrix polynomial of degree at most (n 1) r and, because (0) = I n , we also have (0) = I n . By the latter condition in (2) one can …nd a
(z) has a well de…ned power series representation
for jzj > 1 2 . Thus, the process w t has the moving average representation
where the coe¢ cient matrices N j decay to zero at a geometric rate as j ! 1.
Using the equalities in (6) one can solve these matrices recursively as functions of the parameters j (j = 1; :::; r) and j (j = 1; :::; s) (see Appendix A.1).
Finally, from (2) one obtains the moving average representation
where j (n n) is the coe¢ cient matrix of z j in the Laurent series expansion of
1 which exists for 1 2 < jzj < 1 + 1 with j decaying to zero at a geometric rate as jjj ! 1. The representation (8) implies that y t is a stationary and ergodic process with …nite second moments.
Model (1) is referred to as the VAR(r; s) model. In the conventional causal case the abbreviation VAR(r) is also used. In the next section, we present the joint distribution of an observed time series generated by the VAR(r; s) process.
This joint distribution is needed to develop our forecasting methods and it also facilitates our discussion on parameter estimation and statistical inference.
Joint distribution of the VAR(r; s) process
It is well-known that causal and noncausal autoregressions cannot be distinguished by second-order properties or the Gaussian likelihood (see Saikkonen (2011, 2012) and the references therein). Therefore, it is necessary to assume that the error term t is non-Gaussian. The theoretical results of Lanne and Saikkonen (2012) assume that the distribution of t is of a fairly general elliptical form. However, an inspection of the arguments used in Section 3.1 of that paper reveals that this assumption is not needed to derive the distribution of the observed data and, therefore, it is not necessary for our forecasting methods. Thus, unless otherwise indicated we only assume that the (non-Gaussian) distribution of t is continuous with density function f ( ), whose possible dependence on (unknown) parameters is not made explicit.
A detailed derivation of the joint distribution of the observed data can be found in Lanne and Saikkonen (2012) , so here we only describe the …nal result. To this end, de…ne the n 1 vectors
where the sum is interpreted as zero when k > (n 1) r, that is, when the lower bound exceeds the upper bound (this convention will also be used later). Note also that, by (1) and (7), v k;T s+k can be expressed as a function of the observed data y 1 ; :::; y T and that the representation v k;T s+k = P 1 j= k+1 N j T s+k+j holds, showing that v k;T s+k , k = 1; :::; s, are independent of t , t T s. We also introduce the vector z = (z 1 ; z 2 ; z 3 ) where z 1 = (u 1 ; :::; u r ), z 2 = ( r+1 ; :::; T s ), and z 3 = (v 1;T s+1 ; :::; v s;T ) are independent in view of the preceding discussion and (4). These vectors can be expressed as functions of the observed data (and parameters) , and in what follows we use a tilde to make this functional dependence explicit. Thus, the components of the vectorsz 1 andz 2 areũ t = (B 1 ) y t , t = 1; :::; r, (see (3)) and~ t = (B) (B 1 ) y t , t = r + 1; :::; T s, (see (1)), respectively. Furthermore, the components ofz 3 ,ṽ k;T s+k , are de…ned by replacing w T s+k and T s+k+j on the right hand side of (9) by a (B) y T s+k (see (5)) and T s+k+j , j = (n 1) r; ::::; k, k = 1; :::; s, respectively. It is shown in Section 3.1 of Lanne and Saikkonen (2012) that the random vector z is related to the data vector y = (y 1 ; :::; y T ) according to z = H 3 H 2 H 1 y, where H 1 , H 2 , and H 3 (T T ) are nonsingular transformation matrices that depend on the parameters j (j = 1; :::; r) and j (j = 1; :::; s) with H 2 and H 3 having unit determinant. Thus, it follows that the joint density function of the data vector y is given by (assuming T large enough)
For our subsequent developments the explicit expression of the matrix H 1 is not relevant because the determinant term jdet (H 1 )j will vanish from our forecasting formulas. In the purely noncausal case the joint density function p (y) can be simpli…ed by replacing the …rst factor h z 1 (z 1 ) by unity, setting r = 0 and~ t = (B 1 ) y t in the second factor, andz 3 = (y T s+1 ; :::; y T ) in the third factor.
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We shall now brie ‡y discuss parameter estimation and statistical inference in the VAR(r; s) model (1). Following Lanne and Saikkonen (2012) we here assume that the error term t has an elliptical distribution and use the second factor of the right hand side of (10) to obtain a computationally feasible approximation for the likelihood function. Maximizing this function over the permissible parameter space yields an (approximate) maximum likelihood (ML) estimator. Lanne and Saikkonen (2012) show that, under appropriate regularity conditions, the resulting (local) ML estimator is consistent and asymptotically normally distributed and that conventional methods to compute standard errors for estimated parameters and to construct likelihood-based tests apply.
The preceding discussion assumes that the orders r and s of the VAR(r; s) model (1) are known. As in Lanne and Saikkonen (2012) we specify these orders as follows. First, using least squares or Gaussian ML we …nd a causal VAR(p) model that adequately describes the autocorrelation structure of the data with the order p determined by using conventional procedures such as model selection criteria and diagnostic checks. Then we check the residuals of this causal VAR(p) model for Gaussianity and, only when we detect deviations from Gaussianity, we consider noncausal VAR models. Next we choose a non-Gaussian error distribution, such as the multivariate t-distribution used in Lanne and Saikkonen (2012) , and estimate all causal and noncausal VAR(r; s) models with the orders r and s summing to the selected order p. Finally, of these alternative models we choose the one that maximizes the likelihood function and evaluate its adequacy with conventional diagnostic tools.
Forecasting
In this section, we consider forecasting future observations y T +h (h 1) and, unless otherwise stated, we shall assume that the model is not causal and not univariate, so that s > 0 and n > 1. We let E T ( ) signify the conditional expectation operator given the observed data y = (y 1 ; :::; y T ).
Our starting point is equation (7) which we make operational by approximating the in…nite sum therein by a …nite sum. Speci…cally, from equations (5) and (7) we obtain the approximation
where M > 0 is supposed to be "large". As E T (y T +h j ) = y T +h j for j h, (approximate) forecasts can be computed recursively starting from h = 1 if the last conditional expectation on the right hand side of (11) can be computed for every h 1. In the univariate case (n = 1) considered by Lanne et al. (2012b) this conditional expectation depends on the error terms T +1 ; :::; T +M only. However, except for the purely noncausal case (r = 0) this does not happen in our multivariate case where the error terms T +1 (n 1)r ; :::; T are also involved and the fact that T s+1 ; :::; T (s > 0) cannot be expressed as functions of the observed data (see (1)) causes complications. In the purely noncausal case these error terms vanish from the right hand side of (11), simplifying the situation and allowing a straightforward extension of the forecasting method of Lanne et al. (2012b) . Therefore, and also to help understand the di¢ culties in the general case (r > 0, s > 0), we shall …rst consider forecasting in the purely noncausal case. The general case requires a more delicate treatment provided in Section 3.2.
Purely noncausal case
In the purely noncausal case (r = 0) the approximation (11) reduces to
To compute the conditional expectation on the right hand side we follow Lanne et al. (2012b) and derive the conditional density of + = ( T +1 ; :::; T +M ) given the data vector y. Recall that now~ t = (B 1 ) y t andz 3 = (y T s+1 ; :::; y T ). Using the expression of the density function p (y) in (10) and the preceding discussion one can check that the joint density function of (y; + ) can be written as
8 where h z 3 ; + (y 3 ; + ) is the joint density function of (z 3 ; + ) and y 3 = (y T s+1 ; :::; y T ) (in this section we replacez 3 by the more typical notation y 3 ). From (10) (specialized to the present case) and (13) we …nd that the conditional density function of + given y is
The right hand side of (12) can thus be written as
As in Lanne et al. (2012b) , we now derive a feasible approximation for the density function h z 3 ; + (y 3 ; + ). As y t = P 1 j=0 N j t+j and N 0 = I n , we have the approximate relation 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 where~ T s+1 ( + ) ; :::;~ T ( + ) (n 1) are the …rst s (vector) components of the vector A 1 , and hence dependent on y T s+1 ; :::; y T . Thus, it follows that the density function h z 3 ; + (y 3 ; + ) can be approximated as
As in Lanne et al. (2012b) , we have to compute the values of the two integrals on the right hand side of (14) . More generally, for any function of
we can use (15) to obtain
(Here as well as in similar subsequent instances existence and …niteness of the stated expectations are assumed.) The last expression can be interpreted as the expectation of the product of the …rst two factors in the integrand with respect to the distribution of + = ( T +1 ; :::; T +M ). Using Monte Carlo simulation, this expectation can therefore be approximated as
where
T +1 ; :::;
T +M ); i = 1; :::; m; are mutually independent simulated realizations from the distribution of + so that
T +M are independent random vectors for every i. As m ! 1, the right hand side of (16) converges almost surely and provides an approximation for the left hand side that can be made arbitrarily accurate by choosing m and M large enough.
Applying (16) with q ( + ) = P M h j=0 N j T +h+j and q ( + ) = 1 to the numerator and denominator on the right hand side of (14), respectively, we obtain approximations for the involved integrals, and hence for E T (y T +h ). Thus, we get the (approximate) forecast
; h 1; which, for m and M large enough, approximates the true forecast E T (y T +h ) arbitrarily closely. Appendix A.1 shows how to compute the coe¢ cient matrices N j recursively as functions of the parameters j (j = 1; :::; r) and j (j = 1; :::; s).
Choosing the values of the integers m and M will be discussed in Section 4.
General case
As already indicated, the general noncausal case seems to require techniques more burdensome than those in the purely noncausal case (or in the general univariate noncausal case). To demonstrate this, consider the joint density of the augmented data vector (y; + ) and conclude from the discussion leading to the density function p (y) in (10) that the joint density of (y; + ), and hence the conditional density of + given y, involves the joint density of (z 3 ; + ). For simplicity, suppose that s = 1 so that z 3 = v 1;T = P 1 j=0 N j T +j and z 3 P M j=0 N j T +j for M large (see (9) and the subsequent discussion). In the purely noncausal case we have N 0 = I n , but this does not hold in the general case and it is even possible that the matrix N 0 is singular.
1 When this happens the random vectors z 3 and + = ( T +1 ; :::; T +M ) are approximately linearly dependent so that, apart from the approximation error, the joint distribution of z 3 and + is singular. This makes the conventional use of the joint density of z 3 and + , employed in the purely noncausal case, inappropriate.
To get an idea how the di¢ culty described above can be overcome, infer from equation (9) that, when s = 1, we havẽ
whereṽ 1;T = w T P 1 j= (n 1)r N j~ T +j is a function of the observed data. Now, suppose the matrix N 0 is nonsingular and that we can compute the conditional expectation of (a truncated version of) the in…nite sum in (17) so that, by the nonsingularity of N 0 , we can also compute E T ( T ). Consider the approximate relation (11) with h = 1 and note that of the error terms T +1 (n 1)r ; :::; T all except T are functions of the observed data (this is because s = 1; see (1)). Thus, if we can also compute the conditional expectation of P 1 j=0 N j T +1+j (or its truncated version) we can compute the last conditional expectation on the right hand side of (11) with h = 1, and hence (an approximation for) E T (y t+1 ). However, when the matrix N 0 is singular this approach does not apply as such but needs to be modi…ed. The modi…cation to be developed in the next section is generally applicable but requires the use of importance sampling not needed in the purely noncausal case considered in the preceding section. In Section 3.2.2 we show how a simpler 
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technique, similar to that derived in the purely noncausal case, can be obtained when a suitable condition about the structure of the model holds. When s = 1 this condition requires that the matrix N 0 is nonsingular.
Importance-sampling-based forecasting
Consider the general case with s 1 and r 1 where the counterpart of equation (17) is (see (7) and (9)) 2 6 6 6 6 6 6 4ṽ
E T 2 6 6 6 6 6 6 4 P 1 j=s N j T s+1+j P 1 j=s 1 N j T s+2+j . . .
= E T 2 6 6 6 6 6 6 4
Write the vector on the right hand side as 2 6 6 6 6 6 6 4
= 2 6 6 6 6 6 6 4 . . . Furthermore, de…ne the matrix
where the sn (n 1) n matrices K 0 ; :::; K sn 1 are chosen in such a way that this matrix is nonsingular. It is demonstrated in Appendix A.1 that the matrix
is of full row rank, implying that the mentioned choice of the matrices K 0 ; :::; K sn 1 is possible and guarantees the nonsingularity of a transformation matrix to be de…ned below. One possibility that always applies is to choose the rows of can be singular).
To obtain a generally workable analog of equation (17) . . . 
where 1 is sn 1 and 2 is sn (n 1) 1. As z 3 = (v 1;T s+1 ; :::; v s;T ) with v k;T s+k = P 1 j= k+1 N j T s+k+j (see the discussion following (9)) we …nd from the de…nition of N j that z 3 = P 1 j=0 N j T s+1+j , or equivalently,
. . . where the latter equality is due to (18). Thus, using this fact in (18) and taking conditional expectations yields the (approximate) relation
If we can forecast P M +s 1 j=sn N j T s+j+1 and 2 on the left, the nonsingularity of the matrix on the right enables us to obtain forecasts for T s+1 ; :::; T s+sn and, furthermore, for y T +h , h 1, as will be seen. To obtain forecasts for
and 2 we consider the extended data vector (y; ), where = ( 2 ; e + ) with e + = ( T s+sn+1 ; :::; T +M ), and derive the conditional density of given y.
From the expression of the density function of y in (10) and the discussion preceding it we …nd that the joint density function of (y; ) is
where now~ t = (B) (B 1 ) y t and h z 3 ; (z 3 ; ) signi…es the joint density function of z 3 and (note that here independence of (z 1 ; z 2 ) and (z 3 ; ) has also been used).
Dividing both sides of the preceding equation by the density function of y (see (10)) shows that the conditional density function of given y is
Thus, we need to derive the joint density of z 3 = (v 1;T s+1 ; :::; v s;T ) and = ( 2 ; e + ). It is shown in Appendix A.2 that this problem can be reduced to the derivation of h 1 ; 2 ( 1 ; 2 ), the joint density function of 1 and 2 . Speci…cally, we have
with the (n 1 vector) components~ 1;k (e + ) =ṽ k;T s+k P M +s 1 j=sn N j k+1 T s+j+1
(k = 1; :::; s). To derive the joint density of 1 and 2 , de…ne the matrix R = 2 6 6 6 4
where R j;k (j; k = 1; :::; n) is of order n n. From (18) it is seen that R is the matrix of the linear transformation ( 1 ; 2 ) ! ( T s+1 ; ::; T s+sn ) so that
where i;k is the kth (vector) component of i (i = 1; 2).
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The preceding derivations can be used to obtain an approximation for the conditional expectation E T (q( )) with q( ) a function of . Speci…cally, we have
The integrals in (22) can be computed numerically but techniques more complicated than in the preceding section or in Lanne et al. (2012b) seem to be required.
As in Breidt and Hsu (2005) , where an analogous forecasting procedure for (univariate) noninvertible moving average models is developed, one can employ an importance sampling technique (see, e.g., Sec. 4.3 of Geweke (1996) ). To this end, let ' ( ) be an sn (n 1)-dimensional density function whose support contains the support of the distribution of 2 . Then write the numerator in (22) as
Similarly, write the denominator in (22) as
Clearly, the right hand side of (23) is the expectation of q( ) W (~ 1 (e + ); 2 ) with respect to a distribution with density ' f f (M sn + s copies of f ) and the right hand side of (24) is the expectation of W (~ 1 (e + ); 2 ) with respect to the same distribution. Thus, the conditional expectation in (22) can be approximated via Monte Carlo simulation aŝ
2 ;
(i) T s+sn+1 ; :::;
T +M ); i = 1; :::; m; are mutually independent simulated realizations from a distribution with density ' f f (regarding 1 (e +(i) ), see equation (20)). Thus,
2 (sn (n 1) 1) is drawn from a distribution with density ' and T +M are independent for every i. Forecasts of y T +h (h 1) can now be obtained recursively as follows.
Step 1. Apply (25) with q( ) = P M +s 1 j=sn N j T s+j+1 and q( ) = 2 to obtain
, and furthermore (see (19) ) 2 6 6 6 4Ê
Step 2. Apply (25) with q( ) = P M h j=sn s h+1 N j T +h+j , h 1; and compute recursively (see (11))
N j T +h+j ! ; h = 1; 2; :::;
whereÊ T (y T +h k ) = y T +h k for k h and N j = 0 for j < (n 1) r. Thus, P s h j= (n 1)r N j~ T +h+j = 0 for s + h > (n 1) r and N s h+1ÊT ( T s+1 ) = = N sn s hÊT ( T s+sn ) = 0 for h + s sn > (n 1) r.
In addition to choosing values for the integers m and M (to be discussed in Section 4) the application of the preceding procedure requires two choices. First, one has to choose the matrix [K 0 K sn 1 ] (sn (n 1) sn 2 ) whose rows we here assume to be formed of the basis vectors of the orthogonal complement of the space spanned by the rows of [N 0 N sn 1 ]. Second, one has to choose the sn(n 1)-dimensional auxiliary density function '( 2 ). As 2 = P sn 1 j=0 K j T s+1+j , a potentially reasonable choice might be based on the chosen error distribution. In the bivariate special case with s = 1 the random vector 2 is also bivariate, and one could choose ' ( 2 ) as the density function of the error term t . In general, as the dimension of 2 is s(n 1) times the dimension of t , one could similarly choose '( 2 ) as the density function of ( T s+1 ; :::; T s+sn ), that is, f f (sn (n 1) copies). This choice is probably not optimal but, due to its simplicity, will be used in our subsequent numerical illustrations where the error term is assumed to have a multivariate t-distribution. Breidt and Hsu (2005) use a somewhat similar importance sampler in their forecasting procedure.
Forecasting without importance sampling
It is possible to simplify the preceding simulation method if suitable knowledge of the structure of the matrix [N 0 N sn 1 ] is available. In particular, as we shall show below, it is possible to avoid the use of importance sampling if the matrix
is nonsingular, for then we can choose
In the purely noncausal case considered in Section 3.1, this choice is always possible because then N j = 0, j < 0, and N 0 = I n , implying that the matrix Q 11 is upper triangular with unit diagonal elements. However, in general this need not be the case (see the beginning of Section 3 and Footnote 1). On the other hand, in practice the matrix [N 0 N s 1 ] is unknown and has to replaced by an estimate which, due to estimation errors, is necessarily nonsingular (with probability one). Moreover, a simulated example provided in the next section suggests that, even when the assumed nonsingularity does not hold, the forecasting procedure to be derived in this section performs well compared to its robust but computationally more demanding alternative developed in the previous section. Note also that in practice one can assess the potential singularity of the matrix [N 0 N s 1 ] by examining, for example, the eigenvalues or determinant of its estimate.
When the matrix Q is as above, we have 2 = ( T +1 ; :::; T s+sn ) (see (18) Thus, in this case the joint density function of 1 and 2 becomes (see (21))
and the approximate relation (22) can be written as
is de…ned below (20). Thus, as now = ( 2 ; e + ) = ( T +1 ; :::; T +M ), the integral in the numerator is the expectation of
with respect to a distribution with density f f (M copies) whereas the integral in the denominator is the expectation of
with respect to the same distribution.
The preceding discussion shows that we can approximate the conditional expectation E T (q ( )) via Monte Carlo simulation aŝ
where Step 1 is de…ned as 2 = ( T +1 ; :::; T s+sn ) and the simulation scheme (26) is used in place of (25) in both steps. This simulation procedure is similar to that derived in the purely noncausal case in Section 3.1 to which it, in fact, reduces in that special case, as demonstrated in Appendix A.3.
4 Simulation study
Simulated processes
In this section, we examine the performance of our forecasting techniques by using
Monte Carlo simulations and data generation processes (DGPs) based on bivariate models estimated for real data. The same data, comprised of quarterly U.S.
in ‡ation and the real marginal cost, is also used in the next section to provide an illustration of our forecasting techniques. As mentioned in the Introduction, in ‡a-tion and the real marginal cost are variables extensively studied in the previous literature on in ‡ation (see, e.g., Gali and Gertler (1999) , Canova (2007), Nason and Smith (2008) , and the references therein). Thus, we consider second-order models, that is, VAR(r; s) models with r + s = 2 and, to capture the fat tails of the residual distribution, we choose the (bivariate) t-distribution for the errors.
Of the second-order models the VAR(0; 2) model maximizes the likelihood function but only marginally compared to the VAR(1; 1) model, whereas in terms of residual diagnostics the VAR(1; 1) model performs slightly better, as the residuals of the VAR(0; 2) model appear conditionally heteroskedastic. In the VAR(1; 1) model, the estimates of the parameters 1;12 and 1;12 appear small compared to their standard errors and the same applies to the estimates of the parameters 1;12 and 2;12 in the VAR(0; 2) model (we use k;ij to signify the (i; j) element of the matrix k with a similar notation used for k ). Restricting these parameters to zero also seems reasonable according to the likelihood ratio test (p-values 0.271 and 0.083 in the VAR(1; 1) and VAR(0; 2) models, respectively) and, in the case of the VAR(0; 2) model, their imposition considerably improves the rather poor estimation accuracy of the degrees-of-freedom parameter of the t-distribution. The restrictions have no marked e¤ect on the residual diagnostics of the two models but, interestingly, the maximum value of the likelihood function of the restricted VAR(1; 1) model turns out to be slightly greater than that of the VAR(0; 2) model.
All in all, both of these restricted models perform reasonably well and they will be used as DGPs in our simulation experiments and in the forecasting exercise of the next section. The estimation results are presented in Table 1 . For comparison, we shall also consider the conventional causal VAR(2) model and, to see how our forecasting procedures work in a higher order case, a fourth-order model will be brie ‡y discussed later.
It may be worth noting that the restrictions employed in the noncausal models in Table 1 are imposed on purely statistical grounds. As they imply that neither leads nor lags of the marginal cost (y 2t ) appear in the equation of in ‡ation (y 1t ), one might think that the marginal cost has no e¤ect on in ‡ation forecasts. However, one should be cautious about making such an interpretation. To see the reason for this, consider the VAR(0; 2) model whose moving average representation is such that y 1t (in ‡ation) depends on 1;t+j , whereas y 2t (marginal cost) depends on both 1;t+j and 2;t+j (j 0). Thus, as 1;t+j a¤ects both in ‡ation and the marginal cost, one cannot rule out the possibility that the marginal cost can help forecast 1;t+j and thereby in ‡ation (see the (approximate) forecasting formula (12)). A similar argument applies to the VAR(1; 1) model. 
Simulation set-up
We simulate 10 000 realizations of length T +8 from the DGPs de…ned by in Table 1 (100 observations are discarded from the beginning and end of the simulated series to eliminate the impact of initialization e¤ects). We estimate a causal VAR (2) model as well as the correct noncausal VAR(1,1) or VAR(0,2) models from the …rst T observations in each realization. Note that the estimated models are unrestricted,
i.e., the restrictions 1;12 = 2;12 = 0 and 1;12 = 1;12 = 0 discussed above are not taken into account. Next, point forecasts 1-8 periods ahead are constructed as described in Section 3. The sample size T is set to 300, and the number of simulated realizations m employed in the noncausal forecasting procedures ranges from m = 10 000 to m = 500 000. Based on the …ndings of Lanne et al. (2012b) , the value of the truncation parameter M is set at 50 (essentially the same results are obtained with M = 30 and M = 100).
When forecasts are based on the noncausal VAR(1; 1) model and importance sampling is used we have to choose the auxiliary density function ' ( 2 ). Following the discussion at the end of Section 3.2.1, our choice is the density function of ( T ; T +1 ) with the independent T and T +1 having the bivariate t-distribution shown in Table 1 (Panel B). In the case of the forecasting procedure derived in Section 3.2.2 the assumed nonsingularity boils down to the nonsingularity of the matrix N 0 (see the beginning of Section 3.2.2 and note that now n = 2 and s = 1).
Using the estimates in Table 1 and formulas in Appendix A.1 we …nd that the determinant of N 0 is 0.173, showing that the required nonsingularity holds. Table 2 presents the mean squared forecast errors (MSFEs) of the VAR(0; 2) model shown in Table 1 when the forecast horizon ranges from 1 to 8 periods. For each forecast horizon, we report the MSFEs separately for both variables as well as the determinant of the MSFE matrix (cf., e.g., Athanasopoulos and Vahid (2008) ).
Results
The results show that there is a clear improvement in forecasting accuracy when the number of simulated realizations m increases from 10 000 to 100 000 or 200 000. This can be seen especially in the …rst variable (y 1t ). The improvement is much smaller when m increases from 200 000 up to 500 000. Tables 3 and 4 report results similar to those in Table 2 obtained for the VAR(1; 1) model with the two forecasting procedures developed in Sections 3.2.1 and 3.2.2. Whether importance sampling is used (Table 3) or not (Table 4) has only a minor e¤ect on the MSFEs and the determinants of the MSFE matrices.
By and large, forecasts based on the correct assumption of the nonsingularity of the matrix N 0 are slightly more accurate. As in the case of the VAR(0; 2) model, a clear improvement in forecasting accuracy is achieved by increasing the number of simulated realizations from 10 000 to 100 000 or 200 000 whereas further increases in the value of this parameter have only a marginal impact. Altogether the results
of Tables 2-4 suggest that, in practice, m = 200 000 is a reasonable choice. This is much more than needed in the univariate case where Lanne et al. (2012b) found the choice m = 10 000 to be su¢ cient. As a small illustration of the potential consequences of (incorrectly) using the forecasting procedure of Section 3.2.2 when the matrix N 0 is singular we consider the bivariate VAR(1; 1) model with the coe¢ cient matrices given in Footnote 1 (see the beginning of Section 3.2). Table 6 falsely relying on the nonsingularity assumption and employing the forecasting procedure of Section 3.2.2 is not critical. More evidence on this matter is needed, however, before any far-reaching conclusions can be drawn.
We also examined a fourth-order model to see how the two forecasting procedures derived in Section 3.2 perform in a higher-order case. The DGPs are again estimated from the same data (AIC suggests order four for causal models with t-distributed errors). Of the (Gaussian) fourth-order models, a VAR(1; 3) model maximizes the likelihood function. However, according to estimation results, this model appears overparameterized and does not perform well in terms of residual diagnostics. As the parameters 1;12 and j;12 , j = 1; 2; 3, are rather imprecisely estimated we restrict them to zero. These restrictions correspond to those used in the VAR(0; 2) and VAR(1; 1) models above, and when they are imposed a reasonable …t is obtained. Thus, we used this restricted VAR(1; 3) model as a DGP in the higher-order case. The auxiliary density function ' ( 2 ) needed in importance sampling was chosen as described at the end of Section 3.2.2 (in this case, four times the density function of the bivariate t-distributed error term t ). Qualitatively the simulation results were similar to those obtained with the VAR(1; 1) model (details are available upon request). In particular, whether importance sampling was used or not had no substantial e¤ect on the forecasting accuracy, and compared to the causal VAR(4) model the forecasts were more accurate.
Empirical illustration
In this section, we consider out-of-sample forecasting with the bivariate noncausal VAR models introduced in Table 1 Table 7 presents the MSFEs and determinants of the MSFE matrices for the causal VAR(2) models with Gaussian (VAR(2)-N) and t-distributed errors (VAR(2)-t), and for the noncausal VAR(1; 1) and VAR(0; 2) models (see Table 1 ).
Note that now the restrictions 1;12 = 2;12 = 0 and 1;12 = 1;12 = 0 are imposed on the VAR(1; 1) and VAR(0; 2) models, respectively. In the causal VAR(2) model no restrictions are employed, as in model selection reasonable restrictions were not found (this particularly applies to the restrictions 1;12 = 2;12 = 0).
First consider the in ‡ation forecasts that we are mostly interested in. Table   7 shows that the VAR(1; 1) model yields the smallest MSFEs except for the two-quarter horizon where it is slightly outperformed by the VAR(0; 2) model.
Moreover, irrespective of the forecast horizon, the VAR(1; 1) model outperforms the two causal VAR(2) models of which the VAR(2)-N model performs better and it also performs quite well in comparison with the VAR(1; 1) model when the forecast horizon is short. However, when the forecast horizon is four quarters or more the VAR(1; 1) model is clearly superior. In line with the simulation results of the previous section, the di¤erences between the two forecasting methods in the case of the VAR(1; 1) model are negligible.
As far as forecasting the marginal cost is concerned, especially the Gaussian VAR(2) model performs slightly better than the noncausal models with the exception of one-quarter forecasts where the VAR(0; 2) yields the smallest MSFE.
However, the determinants of the MSFE matrices reported in Table 7 show that the noncausal models produce the best overall forecasts. In particular, in terms of this criterion, the purely noncausal VAR(0; 2) model yields the most accurate forecasts for one and two quarters ahead whereas the VAR(1; 1) model is the best when the forecast horizon is longer.
To sum up, the results show that the noncausal models produce more accurate forecasts for U.S. in ‡ation than their causal alternatives, and this also holds for the bivariate system consisting of in ‡ation and the marginal cost. However, causal models, especially the Gaussian model, perform slightly better than the noncausal models in forecasting the marginal cost.
Conclusion
In this paper, we have developed forecasting methods for the noncausal VAR model of Lanne and Saikkonen (2012) . To our knowledge, this is the …rst attempt to make forecasting in noncausal VAR models practically feasible. Due to the nonlinear nature of the prediction problem explicit formulas to compute forecasts are not available and, therefore, our forecasting methods exploit simulation-based techniques. The needed techniques turned out to be more complex than in the univariate case of Lanne et al. (2012b) with the extent of complexity depending on the structure of the model. However, according to the simulation experiments conducted, the proposed forecasting methods perform quite well even in the most complicated case, where importance sampling is employed. They also appear feasible in practice, as illustrated by our empirical application where noncausal VAR models performed well in comparison with their causal counterparts.
By making forecasting in the noncausal VAR model of Lanne and Saikkonen (2012) feasible in practice this paper has paved the way for developing methods for structural analysis within these models, including the computation of impulse response functions. Lanne and Saikkonen (2012) 
. . .
Here, as well as elsewhere, N k = 0 for k < (n 1) r. Furthermore, the matrices
Note that in the pure noncausal case only the matrices N j ; j 0, are relevant and the preceding equations apply with N j = 0; j < 0. Because the matrices j ; j = 1; :::; (n 1) r, are functions of the parameters 1 ; :::; r the preceding equations show how the coe¢ cient matrices N j can be computed as functions of the autoregressive parameters.
De…ne the matrix = 2 6 6 6 6 6 6 6 6 6 4 (sn sn) :
Then, using the de…nition of the matrix N k (see the beginning of Section 3.2.1)
we have
First we demonstrate that the rows of the in…nite dimensional matrix [N 0 N 1 ] are linearly independent. As the spectral density matrix of y t is positive de…nite there can be no exact linear dependences between the components of the data vector y. Thus, as the vector z is obtained from y by a nonsingular linear transformation (see the discussion preceding (10)) it follows that there can be no exact linear dependences between the components of z. Hence, the same is true for z 3 = (v 1;T s+1 ; :::; v s;T ) and, as v k;T s+k = P 1 j= k+1 N j T s+k+j , we have 2 6 6 6 4
2 6 6 6 6 6 6 6 6 6 4 T s+1
. . . Now we can proceed as in Hannan and Deistler (1988, p. 44-45 
Note that the preceding discussion also shows that the matrix N 0 must be nonzero because otherwise we would have N k = 0 for all k 0, implying that the
A.2: Joint density in (20)
In this appendix, we derive the joint density of z 3 = (v 1;T s+1 ; :::; v s;T ) and = ( 2 ; e + ) needed in Section 3.2.1. First recall that 1 = z 3 P 1 j=sn N j T s+j+1 (see the discussion following equation (18 where C = 2 6 6 6 6 6 6 6 6 6 6 6 6 4 The matrix C is clearly nonsingular with unit determinant. Thus, it follows that, to a close approximation, the joint density function of z 3 and = ( 2 ; e + ) is as given in (20) (note that here independence of ( 1 ; 2 ) and e + = ( T s+sn+1 ; :::; T +M ) is also used).
A.3: Simulation procedure in Section 3.2.2 when r = 0
In this appendix, we demonstrate that in the purely noncausal case (r = 0) the forecasting technique derived in Section 3.2.2 reduces to that derived in Section 3.1. To simplify notation, we give details in the case s = 1 only.
When s = 1 one can readily check that (see the beginning of Section 3.2.2) R = Q 1 = 2 6 6 6 6 6 6 6 6 6 4 This implies that det (R) = 1 and, as now R 1;1 = I n and R 1;k = N k (k = 2; :::; n), the density function h 1 ; 2 ( 1 ; 2 ) employed in Section 3.2.2 takes the form
Here we need to replace 1;1 by~ 1;1 (e + ) =ṽ 1;T P M j=n N j T +j withṽ 1;T = y T (see (5) and (9)). Thus, consider the expression
where the latter equality is obtained by specializing the de…nition of~ T ( + ) to the case s = 1 (see the arguments leading to (15) in Section 3.1). As now = + , the Monte Carlo approximation (26) in Section 3.2.2 becomeŝ
; which with q ( ) = P M h j=0 N j
(i)
T +h+j equals the expression obtained forÊ T (y T +h ) in Section 3.1 in the case s = 1. This shows the desired result (note that now
Step 1 can be skipped because the error terms T s+1 ; :::; T are not involved in the computation of forecasts). Notes: The numbers in the parentheses are standard errors based on the Hessian of the loglikelihood function. In the table, is the degrees-of-freedom parameter of the multivariate tdistribution and logL is the value of the maximized log-likelihood function. Table 5 : Relative mean-squared forecast errors (MSFEs) of the VAR(1,1) and VAR(0,2) models described in Table 1 The number of simulated realizations is m=200 000. Notes: The entries are the MSFEs and determinants of the MSFE matrices of causal VAR (2) and noncausal VAR(1,1) and VAR(0,2) models. N and t denote Gaussian and t-distributed errors, respectively. IS refers to importance-sampling-based forecasts. The number of simulated realizations is m=200 000.
Tables
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