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Abstrakt
Tato diplomova´ pra´ce je zameˇrˇena na multivariacˇn´ı kryptosyste´my. Jej´ı soucˇa´st´ı je prˇehled
komutativn´ı algebry se zameˇrˇen´ım na Gro¨bnerovy ba´ze. Z algoritmu˚ jsou studova´ny
prˇedevsˇ´ım ty, ktere´ vyuzˇ´ıvaj´ı Gro¨bnerovy ba´ze a to Buchberger˚uv algoritmus, ktery´ je
jizˇ implementova´n v programu Wolfram Mathematica, a F4 algoritmus, pro ktery´ byl
vytvorˇen programovy´ bal´ık v prostrˇed´ı Wolfram Mathematica. Jako posledn´ı je popsa´n
Cˇuang-c’˚uv algoritmus, pro ktery´ byl pro zjednodusˇen´ı vytvorˇen program pro pocˇ´ıta´n´ı
Lagrangeova interpolacˇn´ıho polynomu v jazyce Python.
Summary
This diploma thesis is devoted to the multivariate cryptosystems. It includes an overview
of commutative algebra with emphasis on Gro¨bner bases. Of all algorithms, especially
the ones using Gro¨bner bases are studied, i.e. Buchberger’s algorithm, which is already
implemented in Wolfram Mathematica, and F4 algorithm, for which a program package
has been created in the Wolfram Mathematica environment. Also Zhuang-Zi algorithm is
described. To simplify its steps a program to compute the Lagrange interpolation poly-
nomial has been created in Python.
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Multivariacˇn´ı interpolace, interpolacˇn´ı polynom, konecˇne´ pole, F4 algoritmus, Cˇuang-c’˚uv
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1. U´VOD
1. U´vod
C´ılem diplomove´ pra´ce bylo sepsat prˇehled komutativn´ı algebry se zameˇrˇen´ım na
Gro¨bnerovy ba´ze. Da´le prostudovat vybrane´ multivariacˇn´ı kryptosyste´my a ataky na neˇ.
Posledn´ım u´kolem bylo implementovat dane´ algoritmy.
Diplomova´ pra´ce je rozdeˇlena do trˇ´ı kapitol. Prvn´ı kapitola da´va´ prˇehled komuta-
tivn´ı algebry se zameˇrˇen´ım na Gro¨bnerovy ba´ze. Jsou zde studova´ny take´ idea´ly a eli-
minacˇn´ı teorie. Ve druhe´ kapitole jsou sepsa´ny dane´ multivariacˇn´ı kryptosyste´my, vcˇetneˇ
obecne´ho u´vodu. V te´to pra´ci jsou studova´ny algoritmy vyuzˇ´ıvaj´ıc´ı Gro¨bnerovy ba´ze, a to
Buchberger˚uv algoritmus a F4 algoritmus. Z dalˇs´ıch algoritmu˚ je zde popsa´n Cˇuang-c’˚uv
algoritmus. V posledn´ı kapitole se budeme zaby´vat implementac´ı dany´ch algoritmu˚. Pro
Buchberger˚uv algoritmus budeme studovat uka´zkove´ vola´n´ı jizˇ implementovane´ho algo-
ritmu v prostrˇed´ı Wolfram Mathematica. Pro F4 algoritmus je nasˇ´ım u´kolem sepsat pro-
gramovy´ bal´ık v prostrˇed´ı Wolfram Mathematica. Pro Cˇuang-c’˚uv algoritmus vyuzˇijeme
k implementaci programovac´ı jazyk Python, kde vytvorˇ´ıme program pro vy´pocˇet Lagran-
geova interpolacˇn´ıho polynomu nad dany´m rozsˇ´ıˇreny´m konecˇny´m polem.
Diplomova´ pra´ce obsahuje take´ prˇ´ılohu s prˇ´ıklady. Prˇ´ıklady jsou zameˇrˇene´ na komuta-
tivn´ı algebru a to na vy´pocˇet idea´l˚u, Gro¨bnerovy´ch ba´z´ı, S-polynomu˚ a take´ implicitizace.
Da´le jsou prˇilozˇeny ko´dy pro F4 algoritmus a pro vy´pocˇet Lagrangeova interpolacˇn´ıho po-
lynomu.
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2. KOMUTATIVNI´ ALGEBRA
2. Komutativn´ı algebra
Tato kapitola je inspirova´na [1].
2.1. Idea´ly v okruz´ıch
2.1.1. Afinn´ı variety
Definice 1. Necht’ k je komutativn´ı pole a f1, ..., fs jsou polynomy v k [x1, ..., xn]. Pak
V (f1, ..., fs) = {(a1, ..., an) ∈ kn; fi (a1, ..., an) = 0; ∀i : 1 ≤ i ≤ s}
nazveme afinn´ı varietou generovanou f1, ..., fs.
Tedy afinn´ı varieta V (f1, ..., fs) ⊂ kn je mnozˇina vsˇech rˇesˇen´ı soustavy rovnic
f1(x1, ..., xn) = ... = fs(x1, ..., xn) = 0.
Lemma 2. Jestliˇze V,W ⊂ kn jsou afinn´ı variety, pak take´ V ∪W a V ∩W jsou afinn´ı
variety. Nav´ıc plat´ı
V ∩W = V (f1, ..., fs, g1, ..., gt);V ∪W = V (figj), pro 1 ≤ i ≤ s, 1 ≤ j ≤ t.
2.1.2. Parametrizace afinn´ıch variet
Prˇedpokla´dejme, zˇe je da´na varieta V = V (f1, ..., fs) ⊂ kn. Pak raciona´ln´ı parametricka´
reprezentace V obsahuje raciona´ln´ı funkce r1, ..., rn ∈ k(t1, ..., tm) takove´, zˇe body dane´
vztahy
x1 = r1(t1, ..., tm),
...
xn = rn(t1, ..., tm)
lezˇ´ı ve V . Da´le pozˇadujeme, aby V byla nejmensˇ´ı varieta obsahuj´ıc´ı tyto body.
V mnoha situac´ıch ma´me parametrizaci variety V , kde r1, ..., rn jsou polynomy. Takove´
prˇ´ıpady nazy´va´me polynomicka´ parametricka´ reprezentace V . Naproti tomu, p˚uvodn´ı
rovnice f1 = ... = fs = 0 urcˇuj´ıc´ı V , nazy´va´me implicitn´ı reprezentace V .
2.1.3. Idea´ly
Definice 3. Mnozˇina i ⊂ k [x1, ..., xn] je idea´l, jestlizˇe plat´ı
i) 0 ∈ i
ii) jestlizˇe f, g ∈ i, pak take´ f + g ∈ i
iii) jestlizˇe f ∈ i a h ∈ k [x1, ..., xn], pak h · f ∈ i.
Definice 4. Necht’ f1, ..., fs jsou polynomy v k [x1, ..., xn], pak mnozˇina
〈f1, ..., fs〉 =
{
s∑
i=1
hifi : h1, ..., hs ∈ k [x1, ..., xn]
}
je idea´l.
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Lemma 5. Jestliˇze f1, ..., fs ∈ k [x1, ..., xn], pak 〈f1, ..., fs〉 je idea´l v k [x1, ..., xn]. 〈f1, ..., fs〉
nazveme idea´l generovany´ f1, ..., fs.
D˚ukaz. 1. 0 ∈ 〈f1, ..., fs〉, protozˇe 0 = ∑si=1 0fi
2. Necht’ f =
∑s
i=1 pifi, g =
∑s
i=1 qifi, h ∈ k [x1, ..., xn]. Pak dosta´va´me
f + g =
∑s
i=1(pi + qi)fi
hf =
∑s
i=1(hpi)fi.
Doka´zali jsme tedy, zˇe 〈f1, ..., fs〉 je idea´l.
Idea´l i ⊂ k [x1, ..., xn] je konecˇneˇ generovany´, pokud existuj´ı f1, ..., fs ∈ k [x1, ..., xn]
tekove´, zˇe i = 〈f1, ..., fs〉 a f1, ..., fs tvorˇ´ı ba´zi idea´lu i.
Tvrzen´ı 6. Jestliˇze f1, ..., fs a g1, ..., gt jsou ba´ze stejne´ho idea´lu v k [x1, ..., xn] takove´, zˇe
〈f1, ..., fs〉 = 〈g1, ..., gt〉, pak V (f1, ..., fs) = V (g1, ..., gt).
Prˇ´ıklad: Uvazˇujme varietu V (2x2+3y2−11, x2−y2−3). Snadno se uka´zˇe, zˇe 2x2+3y2−
11 = 2(x2−4)+3(y2−1);x2−y2−3 = 1(x2−4)−1(y2−1). Tedy 〈2x2 + 3y2 − 11, x2 − y2 − 3〉
= 〈x2 − 4, y2 − 1〉 tak, zˇe V (2x2 + 3y2 − 11, x2 − y2 − 3) = V (x2 − 4, y2 − 1) = {±2,±1}.
Definice 7. Necht’ V ⊂ kn je afinn´ı varieta. Pak mnozˇina
i(V ) = {f ∈ k [x1, ..., xn] : f(a1, ..., an) = 0, ∀(a1, ..., an) ∈ V } .
Za´sadn´ım vy´sledkem je, zˇe i(V ) je idea´l.
Lemma 8. Jestliˇze V ⊂ kn je afinn´ı varieta, pak i(V ) ⊂ k [x1, ..., xn] je idea´l.
D˚ukaz. Je zrˇejme´, zˇe 0 ∈ i(V ), protozˇe nulovy´ polynom je nulovy´ pro vsˇechna kn. Da´le
prˇedpokla´dejme, zˇe f, g ∈ i(V ) a h ∈ k [x1, ..., xn]. Necht’ (a1, ..., an) je libovolny´ bod V .
Pak f(a1, ..., an) + g(a1, ..., an) = 0 + 0 = 0
h(a1, ..., an)f(a1, ..., an) = h(a1, ..., an)0 = 0. T´ım je doka´za´no, zˇe i(V ) je idea´l.
Definice 9. i(V ) z prˇedchoz´ıho Lemmatu budeme nazy´vat idea´l variety V .
Lemma 10. Jestliˇze f1, ..., fs ∈ k [x1, ..., xn], pak 〈f1, ..., fs〉 ⊂ i(V (f1, ..., fs)). Rovnost
nastat nemus´ı.
Tvrzen´ı 11. Necht’ V a W jsou afinn´ı variety v kn. Pak
i) V ⊂ W pra´veˇ tehdy, kdyzˇ i(V ) ⊃ i(W )
ii) V = W pra´veˇ tehdy, kdyzˇ i(V ) = i(W ).
2.1.4. Polynomy jedne´ promeˇnne´
Definice 12. Meˇjme nenulovy´ polynom f ∈ k [x], necht’ f = a0xm + a1xm−1 + · · · + am,
kde ai ∈ k a a0 6= 0, tedy deg(f) = m. Pak rˇekneme, zˇe a0xm je hlavn´ı cˇlen f , znacˇ´ıme
LT (f) = a0x
m.
Tvrzen´ı 13 (Algoritmus deˇlen´ı). Necht’ k je pole a necht’ g je nenulovy´ polynom v k [x].
Pak kazˇde´ f ∈ k [x] m˚uzˇeme psa´t f = qg+r, kde q, r ∈ k [x] a r = 0 nebo deg(r) < deg(g).
Nav´ıc q a r jsou jednoznacˇne´.
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Tvrzen´ı 14. Jestliˇze k je pole a f ∈ k [x] je nenulovy´ polynom, pak f ma´ nejvy´sˇe deg(f)
korˇen˚u v k.
Tvrzen´ı 15. Jestliˇze k je pole, pak kazˇdy´ idea´l v k [x] m˚uzˇe by´t zapsa´n ve tvaru 〈f〉 pro
neˇjake´ f ∈ k [x]. Nav´ıc f je jednoznacˇne´ vzhledem k na´soben´ı nenulovou konstantou v k.
Idea´l generovany´ jedn´ım prvkem se nazy´va´ hlavn´ı idea´l.
Definice 16. Nejveˇtˇs´ı spolecˇny´ deˇlitel polynomu˚ f, g ∈ k [x] je mnozˇina polynomu˚ h s vlast-
nost´ı
i) h deˇl´ı f a g
ii) Jestlizˇe p je dalˇs´ı polynom, ktery´ deˇl´ı f a g, pak p deˇl´ı h.
Ma´-li h tyto vlastnosti, pak p´ıˇseme h = GCD(f, g).
Tvrzen´ı 17. Necht’ f, g ∈ k [x]. Pak
i) GCD(f, g) existuje a je nepra´zdna´ a jsou-li dva polynomy jej´ımi prvky, pak jeden je
konstantn´ım na´sobkem druhe´ho
ii) GCD(f, g) je genera´tor idea´lu 〈f, g〉
iii) existuje algoritmus pro nalezen´ı GCD(f, g) (Euklid˚uv algoritmus).
Prˇ´ıklad: Spocˇteˇte GCD(x4 − 1, x6 − 1). Nejprve pouzˇijeme algoritmus deˇlen´ı
x4 − 1 = 0(x6 − 1) + x4 − 1
x6 − 1 = x2(x4 − 1) + x2 − 1
x4 − 1 = (x2 − 1)(x2 + 1) + 0
GCD(x4− 1, x6− 1) = GCD(x4− 1, x2− 1) = GCD(x2− 1, 0) = x2− 1. Poznamenejme,
zˇe takto spocˇ´ıtany´ GCD je odpoveˇd´ı na nalezen´ı genera´toru idea´lu 〈x4 − 1, x6 − 1〉 =
〈x2 − 1〉.
Definice 18. Nejveˇtˇs´ı spolecˇny´ deˇlitel polynomu˚ f1, ..., fs ∈ k [x] je mnozˇina polynomu˚
h s vlastnost´ı
i) h deˇl´ı f1, ..., fs
ii) jestlizˇe p je dalˇs´ı polynom, ktery´ deˇl´ı f1, ..., fs, pak p deˇl´ı h, a znacˇ´ıme h = GCD(f1, ..., fs).
Tvrzen´ı 19. Necht’ f1, ..., fs ∈ k [x], kde s ≥ 2, pak
i) GCD(f1, ..., fs) existuje a je jednoznacˇny´ vzhledem k na´soben´ı nenulovou konstantou
v k
ii) GCD(f1, ..., fs) je genera´tor idea´lu 〈f1, ..., fs〉
iii) jestliˇze s ≥ 3, pak GCD(f1, ..., fs) = GCD(f1, GCD(f2, ..., fs))
iv) existuje algoritmus pro nalezen´ı GCD(f1, ..., fs).
Prˇ´ıklad: Uvazˇujme idea´l 〈x3 − 3x+ 2, x4 − 1, x6 − 1〉 ⊂ k [x]. Vı´me, zˇe GCD(x3−3x+
2, x4−1, x6−1) je genera´tor. Nav´ıc mu˚zˇeme oveˇrˇit, zˇe GCD(x3−3x+ 2, x4−1, x6−1) =
GCD(x3− 3x+ 2, GCD(x4− 1, x6− 1)) = GCD(x3− 3x+ 2, x2− 1) = x− 1. Dosta´va´me
〈x3 − 3x+ 2, x4 − 1, x6 − 1〉 = 〈x− 1〉 .
2.2. Gro¨bnerovy ba´ze
2.2.1. Monomicke´ usporˇa´da´n´ı
Definice 20. Monomicke´ usporˇa´da´n´ı v k [x1, ..., xn] je libovolna´ relace > na Nn0 , nebo
ekvivalentneˇ, kazˇda´ relace na mnozˇineˇ monomu˚ xα, α ∈ Nn0 splnˇuj´ıc´ı
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i) > je u´plne´ (nebo linea´rn´ı) usporˇa´da´n´ı na Nn0
ii) jestlizˇe α > β a γ ∈ Nn0 , pak α + γ > β + γ
iii) > je dobre´ usporˇa´da´n´ı na Nn0 . To znamena´, zˇe kazˇda´ nepra´zdna´ podmnozˇina Nn0 ma´
nejmensˇ´ı prvek.
Lemma 21. Relace usporˇa´da´n´ı > na Nn0 je dobre´ usporˇa´da´n´ı pra´veˇ tehdy, kdyzˇ kazˇda´
klesaj´ıc´ı posloupnost v Nn0 je konecˇna´.
Definice 22 (Lexikograficke´ usporˇa´da´n´ı). Necht’ α = (α1, ..., αn), β = (β1, ..., βn) ∈
Nn0 . Rˇekneme, zˇe α >lex β, jestlizˇe vektorovy´ rozd´ıl α−β ∈ Zn ma´ prvn´ı nenulovou slozˇku
kladnou. P´ıˇseme xα >lex x
β, jestlizˇe α >lex β.
Prˇ´ıklad:
a)(3, 2, 3) >lex (1, 3, 6), protozˇe α− β = (2,−1,−3)
b)(1, 4, 3) >lex (1, 4, 2), protozˇe α− β = (0, 0, 1).
Tvrzen´ı 23. Lexikograficke´ usporˇa´da´n´ı na Nn0 je monomicke´ usporˇa´da´n´ı.
Definice 24 (Stupnˇovane´ lexikograficke´ usporˇa´da´n´ı). Necht’ α, β ∈ Nn0 . Rˇekneme,
zˇe α >grlex β, jestlizˇe |α| = ∑ni=1 αi > |β| = ∑ni=1 βi nebo |α| = |β| a za´rovenˇ α >lex β.
Prˇi stupnˇovane´m lexikograficke´m usporˇa´da´n´ı nejdrˇ´ıve uvazˇujeme celkovy´ stupenˇ mo-
nomu.
Prˇ´ıklad:
a)(1, 2, 3) >grlex (3, 2, 0), protozˇe |(1, 2, 3)| = 6 > |(3, 2, 0)| = 5
b)(1, 2, 4) >grlex (1, 1, 5), protozˇe |(1, 2, 4)| = |(1, 1, 5)| a za´rovenˇ (1, 2, 4) >lex (1, 1, 5).
Definice 25 (Stupnˇovane´ inverzn´ı lexikograficke´ usporˇa´da´n´ı). Necht’ α, β ∈ Nn0 .
Rˇekneme, zˇe α >grevlex β, jestlizˇe |α| = ∑ni=1 αi > |β| = ∑ni=1 βi nebo |α| = |β| a posledn´ı
nenulova´ slozˇka α− β ∈ Zn je za´porna´.
Prˇ´ıklad:
a)(4, 7, 1) >grevlex (4, 2, 3), protozˇe |(4, 7, 1)| = 12 > |(4, 2, 3)| = 9
b)(1, 5, 2) >grevlex (4, 1, 3), protozˇe |(1, 5, 2)| = |(4, 1, 3)| a za´rovenˇ (1, 5, 2) − (4, 1, 3) =
(−3, 4,−1).
Rozd´ıl mezi stupnˇovany´m lexikograficky´m a stupnˇovany´m inverzn´ım lexikograficky´m
usporˇa´da´n´ım nasta´va´, pokud je celkovy´ stupenˇ monomu˚ shodny´. Stupnˇovane´ lexikogra-
ficke´ usporˇa´da´n´ı da´le uplatnˇuje lexikograficke´ usporˇa´da´n´ı a da´va´ prˇednost vysˇsˇ´ı mocnineˇ
u nejveˇtsˇ´ı promeˇnne´. Stupnˇovane´ inverzn´ı lexikograficke´ usporˇa´da´n´ı da´va´ prˇednost nizˇsˇ´ı
mocnineˇ u nejmensˇ´ı promeˇnne´.
Prˇ´ıklad: Uvazˇujme polynom f = 5xy2z2 + 6z − 11x3 + 9x2z3 ∈ k [x, y, z]
a) lexikograficke´ usporˇa´da´n´ı: f = −11x3 + 9x2z3 + 5xy2z2 + 6z
b) stupnˇovane´ lexikograficke´ usporˇa´da´n´ı: f = 9x2z3 + 5xy2z2 − 11x3 + 6z
c) stupnˇovane´ inverzn´ı lexikograficke´ usporˇa´da´n´ı: f = 5xy2z2 + 9x2z3 − 11x3 + 6z.
Definice 26. Necht’ f =
∑
α aαx
α je nenulovy´ polynom v k [x1, ..., xn] a necht’ > je mo-
nomicke´ usporˇa´da´n´ı
i) multistupenˇ polynomu f definujeme jako multideg(f) = max(α ∈ Nn0 ; aα 6= 0)
ii) hlavn´ı koeficient polynomu f definujeme jako LC(f) = amultideg(f) ∈ k
iii) hlavn´ı monom polynomu f definujeme jako LM(f) = xmultideg(f)
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Pozna´mka: Hlavn´ı cˇlen polynomu f vyja´drˇ´ıme jako LT (f) = LC(f)LM(f).
Prˇ´ıklad: Je da´n polynom f = 5xy2z2 + 6z − 11x3 + 9x2z3. Uvazˇujme lexikograficke´
usporˇa´da´n´ı. Pote´ multideg(f) = (3, 0, 0), LC(f) = −11, LM(f) = x3, LT (f) = −11x3.
Lemma 27. Necht’ f, g ∈ k [x1, ..., xn] jsou nenulove´ polynomy. Pak
i) multideg(fg) = multideg(f) +multideg(g)
ii) Jestliˇze f + g 6= 0,pak multideg(f + g) ≤ max(multideg(f),multideg(g)). Kdyzˇ nav´ıc
plat´ı, zˇe multideg(f) 6= multideg(g), pak nasta´va´ rovnost.
2.2.2. Algoritmus deˇlen´ı v k [x1, ..., xn]
Prˇ´ıklad: Je da´n polynom f = x2y+xy2 +y2. Vydeˇlte jej polynomy f1 = xy−1, f2 = y2−1
s pouzˇit´ım lexikograficke´ho usporˇa´da´n´ı s x > y.
x2y + xy2 + y2 :
xy − 1y2 − 1 = x+ y
x2y − x
xy2 + x+ y2
xy2 − y
x+ y2 + y
Zbytek po deˇlen´ı je x + y2 + y. Ani LT (f1) ani LT (f2) nedeˇl´ı LT (x + y
2 + y), ale
x+y2+y nen´ı zbytek, protozˇe LT (f2) deˇl´ı y
2. Tud´ızˇ x prˇesuneme do zbytku a pokracˇujeme
da´le v deˇlen´ı. Obecneˇ mu˚zˇeme rˇ´ıci, zˇe pokud nemu˚zˇeme deˇlit ani LT (f1) ani LT (f2), pak
prˇesuneme hlavn´ı cˇlen do zbytku a v deˇlen´ı pokracˇujeme da´le. Po dokoncˇen´ı deˇlen´ı v nasˇem
prˇ´ıkladu dostaneme vy´sledek x2y + xy2 + y2 = (x+ y)(xy − 1) + 1(y2 − 1) + x+ y + 1.
Veˇta 28 (Algoritmus deˇlen´ı v k [x1, ..., xn]). Meˇjme monomicke´ usporˇa´da´n´ı > na Nn0
a necht’ F = (f1, ..., fs) je s-tice polynom˚u v k [x1, ..., xn]. Pak kazˇde´ f ∈ k [x1, ..., xn]
m˚uzˇeme zapsat jako
f = a1f1 + · · ·+ asfs + r,
kde ai, r ∈ k [x1, ..., xn] a r = 0 nebo r je linea´rn´ı kombinace monom˚u s koeficienty v k,
kde zˇa´dny´ z nich nen´ı deˇlitelny´ zˇa´dny´m LT (f1), ..., LT (fs). r nazveme zbytek po deˇlen´ı F .
Nav´ıc jestliˇze aifi 6= 0, pak plat´ı multideg(f) ≥ multideg(aifi).
Prˇ´ıklad: Je da´n polynom x2y+xy2 +y2. Vydeˇlte jej polynomy f1 = y
2−1, f2 = xy−1.
x2y + xy2 + y2 :
y2 − 1xy − 1 = x+ 1x
x2y − x
xy2 + x+ y2
xy2 − x
2x+ y2 → 2x
y2
y2 − 1
1 → 2x+ 1
0
Vy´sledkem tedy je x2y + xy2 + y2 = (x+ 1)(y2 − 1) + x(xy − 1) + 2x+ 1.
Je tedy zrˇejme´, zˇe prˇi za´meˇneˇ deˇlitel˚u je zbytek po deˇlen´ı jiny´.
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Algoritmus deˇlen´ı polynomu˚ v´ıce promeˇnny´ch souvis´ı s rˇesˇen´ım proble´mu prˇ´ıslusˇnosti
k idea´lu. Jestlizˇe je zbytek f po deˇlen´ı F = (f1, ..., fs) nulovy´, pak f ∈ 〈f1, ..., fs〉. Vid´ıme
tedy, zˇe r = 0 je postacˇuj´ıc´ı podmı´nka pro prˇ´ıslusˇnost k idea´lu, ale nen´ı to podmı´nka
nutna´ (viz na´sleduj´ıc´ı prˇ´ıklad).
Prˇ´ıklad: Necht’ f1 = xy + 1, f2 = y
2 − 1 ∈ k [x] s lexikograficky´m usporˇa´da´n´ım.
Vydeˇlte polynom f = xy2 − x dvojic´ı polynomu˚ F = (f1, f2). Obdrzˇ´ıme rˇesˇen´ı tvaru
xy2 − x = y(xy + 1) + 0(y2 − 1) + (−x− y).
Deˇlen´ı dvojic´ı F = (f2, f1) vede k vy´sledku xy
2 − x = x(y2 − 1) + 0(xy + 1) + 0.
Odtud vid´ıme, zˇe f ∈ 〈f1, f2〉 a prˇesto prˇi deˇlen´ı F = (f1, f2) je zbytek nenulovy´.
2.2.3. Monomicke´ idea´ly a Dicksonova veˇta
Definice 29. Idea´l i ⊂ k [x1, ..., xn] nazveme monomicky´ idea´l, jestlizˇe existuje podmnozˇina
A ⊂ Nn0 (i nekonecˇna´) takova´, zˇe i obsahuje vsˇechny polynomy ve tvaru konecˇne´ho soucˇtu∑
α∈A hαxα, kde hα ∈ k [x1, ..., xn]. V tomto prˇ´ıpadeˇ p´ıˇseme i = 〈xα;α ∈ A〉.
Prˇ´ıklad monomicke´ho idea´lu je idea´l i = 〈xy, x2y3, x3y〉 ⊂ k [x, y]. Prˇ´ıklad idea´lu, ktery´
nen´ı monomicky´ je idea´l i1 = 〈xy − y, x2y + xy2〉 .
Lemma 30. Necht’ i = 〈xα;α ∈ A〉 je monomicky´ idea´l. Pak monom xβ lezˇ´ı v i pra´veˇ
tehdy, kdyzˇ xβ je deˇlitelne´ xα pro neˇjake´ α ∈ A.
Lemma 31. Necht’ i je monomicky´ idea´l a necht’ f ∈ k [x1, ..., xn]. Pak jsou na´sleduj´ıc´ı
tvrzen´ı ekvivalentn´ı.
i) f ∈ i
ii) kazˇdy´ cˇlen f lezˇ´ı v i
iii) f je linea´rn´ı kombinac´ı monom˚u v i s koeficienty z k.
Tvrzen´ı 32. Dva monomicke´ idea´ly jsou totozˇne´ pra´veˇ tehdy, kdyzˇ obsahuj´ı stejne´ mo-
nomy.
Kazˇdy´ monomicky´ idea´l z k [x1, ..., xn] je konecˇneˇ generovany´.
Veˇta 33 (Dicksonova veˇta). Necht’ i = 〈xα;α ∈ A〉 ⊆ k [x1, ..., xn] je monomicky´ idea´l.
Pak m˚uzˇeme i psa´t ve tvaru i =
〈
xα(1), ..., xα(s)
〉
, kde α(1), ..., α(s) ∈ A. Idea´l i ma´ tedy
konecˇnou ba´zi.
Tvrzen´ı 34. Necht’ > je relace na Nn0 splnˇuj´ıc´ı
i) > je u´plne´ usporˇa´da´n´ı na Nn0
ii) jestliˇze α > β a γ ∈ Nn0 , pak α + γ > β + γ.
Pak > je dobre´ usporˇa´da´n´ı pra´veˇ tehdy, kdyzˇ α ≥ 0 pro ∀α ∈ Nn0 .
2.2.4. Veˇta o Hilbertoveˇ ba´zi a Gro¨bnerovy ba´ze
Definice 35. Necht’ i ⊂ k [x1, ..., xn] je idea´l r˚uzny´ od {0} (tzn. obsahuje alesponˇ jeden
nenulovy´ polynom)
i) Oznacˇme LT (i) mnozˇinu hlavn´ıch cˇlen˚u prvk˚u z i. Tedy
LT (i) = {cxα; ex.f ∈ i, pro ktere´ LT (f) = cxα}
ii) Oznacˇme 〈LT (i)〉 idea´l generovany´ prvky LT (i).
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Prˇ´ıklad: Necht’ i = 〈f1, f2〉 , f1 = x3 − 2xy, f2 = x2y − 2y2 + x, pouzˇijeme stupnˇovane´
lexikograficke´ usporˇa´da´n´ı monomu˚ v k [x, y].Potom x(x2y − 2y2 + x)− y(x3 − 2xy) = x2
a tud´ızˇ x2 ∈ i. LT (x2) ∈ 〈LT (i)〉, ale x2 nen´ı deˇlitelne´ ani LT (f1) ani LT (f2) a tud´ızˇ
x2 ∈ 〈LT (f1), LT (f2)〉.
Tvrzen´ı 36. Necht’ i ⊂ k [x1, ..., xn] je idea´l.
i) 〈LT (i)〉 je monomicky´ idea´l
ii) Existuj´ı g1, ..., gt ∈ i takove´, zˇe 〈LT (i)〉 = 〈LT (g1), ..., LT (gt)〉.
Veˇta 37 (Hilbertova veˇta o ba´zi). Kazˇdy´ idea´l i ⊂ k [x1, ..., xn] ma´ konecˇnou generuj´ıc´ı
mnozˇinu. Proto i = 〈g1, ..., gt〉 pro neˇjake´ g1, ..., gt ∈ i.
D˚ukaz. Pokud i = {0}, pak za generuj´ıc´ı mnozˇinu vezmeme {0}, ktera´ je urcˇiteˇ konecˇna´.
Jestlizˇe i obsahuje neˇjaky´ nenulovy´ polynom, pak dle prˇedesˇle´ veˇty a dle Dicksonovy
veˇty existuj´ı g1, ..., gt takove´, zˇe 〈LT (i)〉 = 〈LT (g1), ..., LT (gt)〉. Prˇedpokla´dejme, zˇe i =
〈g1, ..., gt〉. Je zrˇejme´, zˇe 〈g1, ..., gt〉 ⊂ i, jelikozˇ kazˇde´ gi ∈ i. Vezmeme libovolny´ polynom
f ∈ i a vydeˇl´ıme jej polynomy g1, ..., gt. Pote´ mu˚zˇeme psa´t f = a1g1 + · · ·+ atgt + r, kde
zˇa´dny´ cˇlen r nen´ı deˇlitelny´ LT (g1), ..., LT (gt). Vid´ıme, zˇe r = f − a1g1 − · · · − atgt ∈ i.
Pokud je r 6= 0, pak nutneˇ LT (r) ∈ 〈LT (i)〉 = 〈LT (g1), ..., LT (gt)〉, protozˇe je 〈LT (i)〉
monomicky´, mus´ı by´t LT (r) deˇlitelny´ neˇktery´m z genera´tor˚u LT (gi). T´ım dosta´va´me spor
s t´ım, zˇe r je zbytek po deˇlen´ı. Proto mus´ı by´t r = 0. Pak f = a1g1+· · ·+atgt ∈ 〈g1, ..., gt〉.
Odtud plyne i ⊂ 〈g1, ..., gt〉 a d˚ukaz je hotov.
Definice 38. Meˇjme monomicke´ usporˇa´da´n´ı. Konecˇnou podmnozˇinu G = {g1, ..., gt}
idea´lu i nazveme Gro¨bnerova ba´ze (nebo standartn´ı ba´ze), jestlizˇe 〈LT (g1), ..., LT (gt)〉 =
〈LT (i)〉.
Ekvivalentneˇ mu˚zˇeme rˇ´ıci, zˇe {g1, ..., gt} ⊂ i je Gro¨bnerova ba´ze pra´veˇ tehdy, kdyzˇ
hlavn´ı cˇlen libovolne´ho prvku i je deˇlitelny´ LT (gi) pro neˇjake´ i.
Tvrzen´ı 39. Meˇjme monomicke´ usporˇa´da´n´ı. Pak kazˇdy´ idea´l i ⊂ k [x1, ..., xn] r˚uzny´ od
{0} ma´ Gro¨bnerovu ba´zi. Nav´ıc kazˇda´ mnozˇina polynom˚u g1, ..., gt ∈ i, pro kterou plat´ı
〈LT (i)〉 = 〈LT (g1), ..., LT (gt)〉, je Gro¨bnerova ba´ze idea´lu i.
Tvrzen´ı 40 (Podmı´nka vzestupne´ rˇady). Necht’ i1 ⊂ i2 ⊂ i3 ⊂ ... je vzestupna´ rˇada
idea´l˚u v k [x1, ..., xn]. Pak existuje N ≥ 1 tak, zˇe iN = iN+1 = iN+2 = ....
Definice 41. Necht’ i ⊂ k [x1, ..., xn] je idea´l. Oznacˇ´ıme V (i) mnozˇinu
V (i) = {(a1, ..., an) ∈ kn; f(a1, ..., an) = 0; ∀f ∈ i} .
Tvrzen´ı 42. V (i) je afinn´ı varieta. Tedy jestliˇze i = 〈f1, ..., fs〉, pak V (i) = V (f1, ..., fs).
2.2.5. Vlastnosti Gro¨bnerovy´ch ba´z´ı
Tvrzen´ı 43. Necht’ G = {g1, ..., gt} je Gro¨bnerova ba´ze idea´lu i ⊂ k [x1, ..., xn] a necht’
f ∈ k [x1, ..., xn]. Pak existuje jedine´ r ∈ k [x1, ..., xn] s na´sleduj´ıc´ımi vlastnostmi
i) zˇa´dny´ cˇlen r nen´ı deˇlitelny´ zˇa´dny´m LT (g1), ..., LT (gt)
ii) existuje g ∈ i takove´, zˇe f = g + r.
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Tvrzen´ı 44. Necht’ G = {g1, ..., gt} je Gro¨bnerova ba´ze idea´lu i ⊂ k [x1, ..., xn] a necht’
f ∈ k [x1, ..., xn]. Pak f ∈ i pra´veˇ tehdy, kdyzˇ zbytek po deˇlen´ı f mnozˇinou G je nulovy´.
Toto tvrzen´ı je neˇkdy pouzˇito jako definice Gro¨bnerovy ba´ze, protozˇe je ekvivalentn´ı
s podmı´nkou 〈LT (g1), ..., LT (gt)〉 = 〈LT (i)〉.
Definice 45. Oznacˇme f
F
zbytek po deˇlen´ı f usporˇa´da´nou s-tic´ı F = (f1, ..., fs). Je-
li F Gro¨bnerova ba´ze pro (f1, ..., fs), pak se na F mu˚zˇeme d´ıvat jako na mnozˇinu (bez
usporˇa´da´n´ı).
Prˇ´ıklad: Meˇjme polynom x5y. Je da´na F = (x2y − y2, x4y2 − y2) ⊂ k [x, y]. Pouzˇijeme
lexikograficke´ usporˇa´da´n´ı.
Podle algebraicke´ho deˇlen´ı dostaneme x5y = (x3 + xy)(x2y − y2) + 0(x4y2 − y2) + xy3 a
p´ıˇseme x5y
F
= xy3.
Definice 46. Necht’ f, g ∈ k [x1, ..., xn] jsou nenulove´ polynomy.
i) Jestlizˇe multideg(f) = α a multideg(g) = β, pak zaved’me γ = (γ1, ..., γn), kde
γi = max(αiβi);∀i. xγ nazveme nejmensˇ´ı spolecˇny´ na´sobek LM(f), LM(g), p´ıˇseme xγ =
LCM(LM(f), LM(g)).
ii) Zaved’me S-polynom f, g prˇedpisem S(f, g) = x
γ
LT (f)
f − xγ
LT (g)
g.
Prˇ´ıklad: Jsou da´ny polynomy f = x3y2 − x2y3 + x, g = 3x4y + y2 ∈ R [x, y], uvazˇujme
stupnˇovane´ lexikograficke´ usporˇa´da´n´ı. Potom γ = (4, 2) a
S(f, g) = x
4y2
x3y2
(x3y2 − x2y3 + x)− x4y2
3x4y
(3x4y + y2) = −x3y3 + x2 − 1
3
y3.
Lemma 47. Prˇedpokla´dejme, zˇe ma´me soucˇet
∑s
i=1 cifi, kde ci ∈ k a multideg(fi) =
δ ∈ Nn0 , ∀i. Jestliˇze multideg(
∑s
i=1 cifi) < δ, pak
∑s
i=1 cifi je linea´rn´ı kombinace S- po-
lynom˚u S(fj, fk) pro 1 ≤ j, k ≥ s s koeficienty v k. Nav´ıc kazˇdy´ S(fi, fk) ma´ maxima´ln´ı
stupenˇ mensˇ´ı nezˇ δ.
Veˇta 48 (Buchbergerovo krite´rium). Necht’ i je polynomicky´ idea´l. Pak ba´ze
G = {g1, ..., gt} je Gro¨bnerova ba´ze i pra´veˇ tehdy, kdyzˇ pro vsˇechny dvojice i, j; i 6= j je
zbytek po deˇlen´ı S(gi, gj) ba´z´ı G nulovy´.
Prˇ´ıklad: Meˇjme idea´l i = 〈y − x2, z − x3〉 a ukazˇme, zˇe G = {y − x2, z − x3} je Gro¨bne-
rova ba´ze vzhledem k lexikograficke´mu usporˇa´da´n´ı pro y > z > x.
Ba´ze G ma´ pouze dva cˇleny, tud´ızˇ stacˇ´ı oveˇrˇit, zˇe zbytek po deˇlen´ı S- polynomu prvky
ba´ze G je nulovy´. S(y − x2, z − x3) = yz
y
(y − x2) − yz
z
(z − x3) = yx3 − zx2. Prove-
deme algebraicke´ deˇlen´ı a dostaneme yx3 − zx2 = x3(y − x2) + (−x2)(z − x3) + 0 a tedy
S(y − x2, z − x3)G = 0. Zjistili jsme tedy, zˇe G je Gro¨bnerova ba´ze.
2.2.6. Aplikace Gro¨bnerovy´ch ba´z´ı
Proble´m prˇ´ıslusˇnosti k idea´lu
Jestlizˇe zkombinujeme Gro¨bnerovy ba´ze s algoritmem deˇlen´ı, dostaneme na´sleduj´ıc´ı algo-
ritmus prˇ´ıslusˇnosti k idea´lu: je da´n idea´l i = 〈f1, ..., fs〉. Mu˚zˇeme rozhodnout, zda dany´
polynom f lezˇ´ı v idea´lu i na´sledovneˇ. Nejdrˇ´ıve pouzˇijeme algoritmus podobny´ Buchberge-
rovu algoritmu a najdeme Gro¨bnerovu ba´zi G = {g1, ..., gt} idea´lu i. Pote´ tvrzen´ı 44 na´m
da´va´ f ∈ i pra´veˇ tehdy, kdyzˇ fG = 0.
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Prˇ´ıklad: Necht’ i = 〈f1, f2〉 = 〈xz − y2, x3 − y2〉 ∈ C [x, y, z]. Pouzˇijeme stupnˇovane´
lexikograficke´ usporˇa´da´n´ı. Necht’ f = −4x2y2z2 + y6 + 3z5. Plat´ı, zˇe f ∈ i?
Dana´ generuj´ıc´ı mnozˇina nen´ı Gro¨bnerova ba´ze i, protozˇe LT (i) obsahuje polynomy
takove´, zˇe LT (S(f1, f2)) = LT (−x2y2 + z3) = −x2y2 nejsou obsazˇeny v idea´lu
〈LT (f1), LT (f2)〉 = 〈xz, x3〉. Tedy mus´ıme spocˇ´ıtat Gro¨bnerovu ba´zi idea´lu i.
G = (f1, ..., f5) = (xz − y2, x3 − z2, x2y2 − z3, xy4 − z4, y6 − z5).
Poznamenejme, zˇe ma´me redukovanou Gro¨bnerovu ba´zi. Nyn´ı mu˚zˇeme testovat, zda
polynom patrˇ´ı do i. Naprˇ´ıklad deˇlen´ım f ba´z´ı G dosta´va´me f = (−4xy2z−4y4)f1 + 0f2 +
0f3 + 0f4 + (−3)f5 + 0. Zbytek po deˇlen´ı je nulovy´, tedy f ∈ i.
Proble´m rˇesˇen´ı polynomicky´ch rovnic
Da´le budeme vysˇetrˇovat, jak mu˚zˇeme pouzˇ´ıt Gro¨bnerovu ba´zi k rˇesˇen´ı soustavy polyno-
micky´ch rovnic ve v´ıce promeˇnny´ch.
Prˇ´ıklad: Uvazˇujme soustavu rovnic
x2 + y2 + z2 = 1
x2 + z2 = y
x = z
v C3. Tyto rovnice uda´vaj´ı i = 〈x2 + y2 + z2 − 1, x2 + z2 − y, x− z〉 ⊂ C [x, y, z]. C´ılem je
naj´ıt vsˇechny body lezˇ´ıc´ı ve V (i). Spocˇ´ıta´me V (i) uzˇit´ım libovolne´ ba´ze i. Zkusme pouzˇ´ıt
Gro¨bnerovu ba´zi. Pouzˇijeme Lexikograficke´ usporˇa´da´n´ı a dostaneme
G =
{
x− z,−y + 2z2, z4 + 1
2
z2 − 1
4
}
. Polynom g3 za´vis´ı pouze na z a tud´ızˇ nejdrˇ´ıve
spocˇ´ıta´me jeho korˇeny. z = ±1
2
√
±√5− 1, tedy ma´me 4 hodnoty pro z. Dosazen´ım do
zby´vaj´ıc´ıch rovnic g1 = g2 = 0, z´ıska´me rˇesˇen´ı pro y, x. T´ım jsme nasˇli vsˇechna rˇesˇen´ı pro
zadany´ syste´m rovnic.
Prˇ´ıklad: Najdeˇte minima´ln´ı a maxima´ln´ı hodnoty x3 + 2xyz− z2 vzhledem k omezen´ı
x2 + y2 + z2 = 1. K rˇesˇen´ı pouzˇijeme Lagrangeovy multiplika´tory
3x2 + 2yz − 2xλ = 0
2xz − 2yλ = 0
2x2 − 2z − 2zλ = 0
x2 + y2 + z2 − 1 = 0
Vypocˇ´ıta´me Gro¨bnerovu ba´zi pro idea´l v R [x, y, z, λ] generovany´ levy´mi stranami
rovnic. Pouzˇijeme lexikograficke´ usporˇa´da´n´ı λ > x > y > z. Gro¨bnerova ba´ze je velice
slozˇita´, ale posledn´ı polynom za´vis´ı pouze na promeˇnne´ z. Ostatn´ı promeˇnne´ tedy mu˚zˇeme
vyeliminovat v procesu hleda´n´ı Gro¨bnerovy ba´ze. Rovnice obdrzˇene´ kladen´ım polynomu˚
rovny´ch nule dosta´va´me korˇeny z = 0,±1,±2
3
,±
√
11
8
√
2
.
Jestlizˇe polozˇ´ıme z rovno kazˇde´ z teˇchto hodnot, mu˚zˇeme rˇesˇit zbytek rovnic pro x, y.
Dostaneme na´sleduj´ıc´ı rˇesˇen´ı
z = 0, y = 0, x = ±1
13
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z = 0, y = ±1, x = 0
z = ±1, y = 0, x = 0
z = 2
3
, y = 1
3
, x = −2
3
z = −2
3
, y = −1
3
, x = −2
3
z =
√
11
8
√
2
, y = −3
√
11
8
√
2
, x = −3
8
z = −
√
11
8
√
2
, y = 3
√
11
8
√
2
, x = −3
8
Odtud je jizˇ snadne´ rˇ´ıci, ktera´ hodnota uda´va´ maximum a ktera´ minimum.
Proble´m implicitizace
Uvazˇujme, zˇe parametricke´ rovnice
x1 = f1(t1, ..., tm),
...
xn = fn(t1, ..., tm)
definuj´ı podmnozˇinu algebraicke´ variety V v kn. Naprˇ. to je vzˇdy prˇ´ıpad, kdy fi jsou
raciona´ln´ı funkce v promeˇnny´ch t1, ..., tm.
Pro jednoduchost se omez´ıme pouze na prˇ´ıpad, kdy fi jsou polynomy. Meˇjme afinn´ı vari-
etu v km+n definovanou rovnicemi
x1 − f1(t1, ..., tm) = 0,
...
xn − fn(t1, ..., tm) = 0.
Za´kladn´ı mysˇlenkou je eliminace promeˇnny´ch t1, ..., tm z teˇchto rovnic. Toto na´m ma´
da´t rovnice pro V .
Pouzˇijeme lexikograficke´ usporˇa´da´n´ı v k [t1, ..., tm, x1, ..., xn] definovane´ usporˇa´da´n´ım
promeˇnny´ch t1 > ... > tm > x1 > ... > xn. Nyn´ı prˇedpokla´dejme, zˇe ma´me Gro¨bne-
rovu ba´zi idea´lu i˜ = 〈x1 − f1, ..., xn − fn〉. Protozˇe pouzˇ´ıva´me lexikograficke´ usporˇa´da´n´ı,
ocˇeka´va´me, zˇe Gro¨bnerova ba´ze ma´ polynomy eliminuj´ıc´ı promeˇnne´ a t1, ..., tm jsou elimi-
nova´ny nejdrˇ´ıve, protozˇe jsou nejveˇtsˇ´ı v nasˇem usporˇa´da´n´ı. Tedy Gro¨bnerova ba´ze
i˜ obsahuje polynomy, ktere´ obsahuj´ı pouze x1, ..., xn. Tedy tyto polynomy jsou kandida´ty
na rovnice V .
Prˇ´ıklad: Uvazˇujme parametrickou krˇivku V : x = t4, y = t3, z = t2 v C3. Spocˇ´ıtejme
Gro¨bnerovu ba´ziG idea´lu i = 〈t4 − x, t3 − y, t2 − z〉 s ohledem na lexikograficke´ usporˇa´da´n´ı
v C [t, x, y, z] a najdeme G = {−t2 + z, ty − z2, tz − y, x− z2, y2 − z3}. Posledn´ı dva po-
lynomy za´vis´ı pouze na x, y, z, tud´ızˇ definuj´ı afinn´ı varietu C3 obsahuj´ıc´ı nasˇi varietu V .
Zby´va´ oveˇrˇit, zˇe V je pr˚unikem dvou prostor˚u x− z2 = 0, y2 − z3 = 0.
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2.3. Eliminacˇn´ı teorie
2.3.1. Veˇty o eliminaci a rozsˇ´ıˇren´ı
Abychom uka´zali, jak eliminace funguje, pod´ıvejme se na na´sleduj´ıc´ı prˇ´ıklad.
Prˇ´ıklad: Vyrˇesˇte syste´m rovnic
x2 + y + z = 0
x+ y2 + z = 0
x+ y + z2 = 0
Jestlizˇe idea´l i = 〈x2 + y + z − 1, x+ y2 + z − 1, x+ y + z2 − 1〉, pak Gro¨bnerova ba´ze
i s ohledem na lexikograficke´ usporˇa´da´n´ı je da´na polynomy g1 = x + y + z
2 − 1, g2 =
y2 − y − z2 + z, g3 = 2yz2 + z4 − z2, g4 = z6 − 4z4 + 4z3 − z2. Rovnice g4 = z6 − 4z4 +
4z3 − z2 = z2(z − 1)2(z2 + 2z − 1) obsahuje pouze z. Vid´ıme, zˇe mozˇne´ vy´sledky z jsou
0, 1,−1,√2,−√2. Dosazen´ım teˇchto hodnot do g2 = 0, g3 = 0 spocˇ´ıta´me mozˇne´ hodnoty
y a z rovnice g1 = 0 da´le vypocˇ´ıta´me x. Dostaneme, zˇe soustava rovnic ma´ pra´veˇ peˇt rˇesˇen´ı
(1, 0, 0), (0, 1, 0), (0, 0, 1), (−1 +√2,−1 +√2,−1 +√2), (−1−√2,−1−√2,−1−√2).
Definice 49. Je da´no i = 〈f1, ..., fs〉 ⊂ k [x1, ..., xn], l-ty´ eliminacˇn´ı idea´l il je idea´l nad
k [xl+1, ..., xn] definovany´ il = i ∩ k [xl+1, ..., xn].
Intuitivneˇ se zda´, zˇe il obsahuje vsˇechny prvky Gro¨bnerovy ba´ze, ve ktery´ch se vy-
skytuj´ı pouze promeˇnne´ xl+1, ..., xn. Eliminace promeˇnny´ch znamena´ naj´ıt nenulove´ po-
lynomy definuj´ıc´ı eliminacˇn´ı idea´l il.
Veˇta 50 (Eliminacˇn´ı teore´m). Necht’ i ⊂ k [x1, ..., xn] je idea´l a da´le necht’ G je Gro¨bne-
rova ba´ze i respektuj´ıc´ı lexikograficke´ usporˇa´da´n´ı x1 > x2 > · · · > xn. Pak pro kazˇde´ 0 ≤
≤ l ≤ n mnozˇina Gl = G ∩ k [xl+1, ..., xn] je Gro¨bnerova ba´ze l-te´ho eliminacˇn´ıho idea´lu
il.
Pro uka´za´n´ı, jak eliminacˇn´ı teore´m funguje, pouzˇijeme na´sleduj´ıc´ı prˇ´ıklad.
Prˇ´ıklad: Vezmeˇme si prˇ´ıklad ze zacˇa´tku te´to kapitoly.
i = 〈x2 + y + z − 1, x+ y2 + z − 1, x+ y + z2 − 1〉. Dle eliminacˇn´ıho teore´mu dosta´va´me
i1 = i ∩ C [y, z] = 〈y2 − y − z2 + z, 2yz2 + z4 − z2, z6 − 4z4 + 4z3 − z2〉
i2 = i ∩ C [z] = 〈z6 − 4z4 + 4z3 − z2〉.
Je zrˇejme´, zˇe Gro¨bnerova ba´ze prˇi uzˇit´ı lexikograficke´ho usporˇa´da´n´ı vyeliminuje nejen
prvn´ı promeˇnnou, ale dokonce prvn´ı dveˇ, prvn´ı trˇi promeˇnne´, atd. Nevy´hodou ale je
znacˇna´ cˇasova´ na´rocˇnost vy´pocˇtu Gro¨bnerovy ba´ze prˇi lexikograficke´m usporˇa´da´n´ı.
Nyn´ı prodiskutujeme krok rozsˇ´ıˇren´ı. Prˇedpokla´dejme, zˇe ma´me idea´l i ⊂ k [x1, ..., xn].
Ma´me afinn´ı varietu V (i) = {(a1, ..., an) ∈ kn; f(a1, ..., an) = 0; ∀f ∈ i}. K popisu bod˚u
afinn´ı variety mus´ıme nejdrˇ´ıve vyrˇesˇit rovnici v jedne´ promeˇnne´, kterou z´ıska´me eliminac´ı
zby´vaj´ıc´ıch promeˇnny´ch. Pote´ rˇesˇen´ı postupneˇ rozsˇiˇrujeme prˇida´n´ım dalˇs´ıch promeˇnny´ch.
Meˇjme neˇjake´ l mezi 1 a n. Dosta´va´me eliminacˇn´ı idea´l il a rˇesˇen´ı (al+1, ..., an) ∈ V (il)
oznacˇ´ıme jako parcia´ln´ı rˇesˇen´ı p˚uvodn´ıho syste´mu rovnic. K rozsˇ´ıˇren´ı na u´plne´ rˇesˇen´ı ve
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V (i) nejdrˇ´ıve potrˇebujeme prˇidat k rˇesˇen´ı jednu dalˇs´ı promeˇnnou. To znamena´ naj´ıt al
tak, zˇe (al, al+1, ..., an) lezˇ´ı ve varieteˇ V (il−1) dalˇs´ıho eliminacˇn´ıho idea´lu. Konkre´tneˇji
prˇedpokla´dejme, zˇe il−1 = 〈g1, ..., gr〉 v k [xl, xl+1, ..., xn]. Chceme naj´ıt rˇesˇen´ı xl = al
rovnic g1(xl, xl+1, ..., xn) = · · · = gr(xl, xl+1, ..., xn) = 0. Pracujeme s polynomy jedne´
promeˇnne´ xl, tzn. zˇe rˇesˇen´ı al jsou pra´veˇ korˇeny nejveˇtsˇ´ıho spolecˇne´ho deˇlitele g1, ..., gr.
Za´kladn´ım proble´mem je, kdyzˇ polynomy zˇa´dny´ spolecˇny´ korˇen nemaj´ı, tzn existuj´ı
parcia´ln´ı rˇesˇen´ı, ktera´ nemu˚zˇeme rozsˇ´ıˇrit na u´plne´ rˇesˇen´ı. Naprˇ. uvazˇujme rovnice
xy = 1, xz = 1, i = 〈xy − 1, xz − 1〉 a jednoducha´ aplikace eliminacˇn´ıho teore´mu na´m
da´va´, zˇe y − z generuje prvn´ı eliminacˇn´ı idea´l i1. Tedy parcia´ln´ı rˇesˇen´ı je tvaru (a, a) a
rozsˇ´ıˇren´ı (1, a, a) s vy´jimkou bodu (0, 0).
Na´sleduj´ıc´ı veˇta se zaby´va´ proble´mem, kdy lze dane´ parcia´ln´ı rˇesˇen´ı rozsˇ´ıˇrit na u´plne´
rˇesˇen´ı.
Veˇta 51 (Teore´m rozsˇ´ıˇren´ı). Necht’ i = 〈f1, ..., fs〉 ⊂ C [x1, ..., xn] a necht’ i1 je prvn´ı
eliminacˇn´ı idea´l i. Pro kazˇde´ i; 1 ≤ i ≤ s p´ıˇseme fi ve tvaru fi = gi(x2, ..., xn)xNi1 + vy´razy,
kde x1 ma´ stupenˇ < Ni, kde Ni ≥ 0, gi ∈ C [x2, ..., xn] je nenulovy´. Prˇedpokla´dejme, zˇe
ma´me parcia´ln´ı rˇesˇen´ı (a2, ..., an) ∈ V (i1). Jestliˇze (a2, ..., an) /∈ V (g1, ..., gs), pak existuje
a1 ∈ C tak, zˇe (a1, ..., an) ∈ V (i).
Veˇta je definova´na pro k = C. Ukazˇme si na´sleduj´ıc´ı prˇ´ıklad.
Prˇ´ıklad: Necht’ k = R. Meˇjme soustavu rovnic x2 = y, x2 = z.
Eliminujeme x a dostaneme rovnici y = z a tedy parcia´ln´ı rˇesˇen´ı jsou (a, a);∀a ∈ R.
Pokud k = C, pak mu˚zˇeme z rovnic ihned dopocˇ´ıtat u´plna´ rˇesˇen´ı soustavy. Rozsˇ´ıˇrit rˇesˇen´ı
na u´plna´ rˇesˇen´ı nad R neˇkdy nelze. V nasˇem prˇ´ıpadeˇ x = a2 nasta´va´ proble´m pro a < 0,
kdy rovnice nema´ rˇesˇen´ı. Odtud vid´ıme, zˇe prˇedchoz´ı veˇta neplat´ı pro k = R.
Tvrzen´ı 52. Necht’ i = 〈f1, ..., fs〉 ⊂ C [x1, ..., xn] a prˇedpokla´dejme, zˇe pro neˇjake´ i je
fi tvaru fi = cx
N
1 + vy´raz, kde x1 ma´ stupenˇ < N , kde c ∈ C je nenulove´ a N > 0.
Jestliˇze i1 je prvn´ı eliminacˇn´ı idea´l i a (a2, ..., an) ∈ V (i1), pak existuje a1 ∈ C tak, zˇe
(a1, ..., an) ∈ V (i).
Prˇ´ıklad: Meˇjme soustavu rovnic
x2 + 2y2 = 3
x2 + xy + y2 = 3
Redukovana´ Gro¨bnerova ba´ze idea´lu i = 〈x2 + 2y2 − 3, x2 + xy + y2 − 3〉 vzhledem k le-
xikograficke´mu usporˇa´da´n´ı pro x > y je G = {y3 − y, xy − y2, x2 + 2y2 − 3}. Prvn´ı eli-
minacˇn´ı idea´l i1 = i ∩ k [x] = 〈g1〉 = 〈y3 − y〉. Korˇeny g1 jsou y1 = 0, y2 = 1, y3 = −1. Po-
stupneˇ dosad´ıme do zada´n´ı a z´ıska´me tak u´plna´ rˇesˇen´ı
[
−√3, 0
]
,
[√
3, 0
]
, [1, 1] , [−1,−1].
T´ımto jsme z´ıskali cˇtyrˇi prˇesna´ rˇesˇen´ı soustavy rovnic.
2.3.2. Implicitizace
Implicitizace znamena´ prˇevod parametricke´ho vyja´drˇen´ı afinn´ıch variet na implicitn´ı vyja´-
drˇen´ı. Implicitizaci mu˚zˇeme rˇesˇit pomoc´ı Gro¨bnerovy´ch ba´z´ı prˇi pouzˇit´ı lexikograficke´ho
usporˇa´da´n´ı.
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Nejdrˇ´ıve uved’me parametrizaci zadanou pomoc´ı polynomu˚, tzv. polynomickou para-
metrizaci. Mu˚zˇeme ji vyja´drˇit ve tvaru
x1 = f1(t1, ..., tm),
...
xn = fn(t1, ..., tm),
kde f1, ..., fn jsou polynomy v k [t1, ..., tm]. Geometricky prˇedstavuje soustava zobrazen´ı
F : km → kn definovane´ F (t1, ..., tm) = (f1(t1, ..., tm), ..., fn(t1, ..., tm)). Pote´ F (km) ⊂
kn. Jelikozˇ F (km) nemus´ı by´t afinn´ı varietou, rˇesˇen´ım prˇevodu parcia´ln´ıho vyja´drˇen´ı na
implicitn´ı je nale´zt nejmensˇ´ı variety obsahuj´ıc´ı F (km).
U´kol implicitizace tedy spocˇ´ıva´ ve vyloucˇen´ı parametr˚u z parametricke´ho vyja´drˇen´ı.
Vy´sledne´ rovnice pak obsahuj´ı pouze promeˇnne´ x1, ..., xn. Eliminaci mu˚zˇeme prove´st po-
moc´ı vy´pocˇtu redukovane´ Gro¨bnerovy ba´ze idea´lu i = 〈x1 − f1, .., xn − fn〉.
Veˇta 53 (Polynomicka´ implicitizace). Necht’ k je nekonecˇne´ pole a F : km → kn je
funkce definovana´ polynomickou parametrizac´ı. Necht’ i je idea´l i = 〈x1 − f1, ..., xn − fn〉 ⊂
k [t1, ..., tm, x1, ..., xn] a necht’ im = i ∩ k [x1, ..., xn] je m-ty´ eliminacˇn´ı idea´l. Pak V (im) je
nejmensˇ´ı varieta v kn obsahuj´ıc´ı F (km).
Prˇ´ıklad: Uvazˇujme krˇivku zadanou parametricky x = t, y = t2, z = t3. Plochu tecˇen
krˇivky pak mu˚zˇeme vyja´drˇit ve tvaru x = t + u, y = t2 + 2tu, z = t3 + 3t2u. Pouzˇijeme
algoritmus na prˇevod na implicitn´ı vyja´drˇen´ı. Dostaneme tak redukovanou Gro¨bnerovu
ba´zi, z ktere´ vybereme takovy´ prvek, ktery´ neobsahuje ani t ani u. V nasˇem prˇ´ıpadeˇ je
tvaru x3z − 3
4
x2y2 − 3
2
xyz + y3 + 1
4
z2 = 0, cozˇ je implicitn´ı vyja´drˇen´ı dane´ plochy.
Druhy´m prˇ´ıpadem je raciona´ln´ı implicitizace. Zde mu˚zˇe nastat pa´r proble´mu˚.
Prˇ´ıklad: Meˇjme raciona´ln´ı parametrizaci plochy x = u
2
v
, y = v
2
u
, z = u. Snadno oveˇrˇ´ıme,
zˇe libovolny´ bod (x, y, z) splnˇuj´ıc´ı zada´n´ı, lezˇ´ı na plosˇe x2y = z3. Odstran´ıme zlomky a
prˇevedeme na implicitn´ı vyja´drˇen´ı pro idea´l i = 〈vx− u2, uy − v2, z − u〉 ⊂ k [u, v, x, y, z].
Vyja´drˇ´ıme druhy´ eliminacˇn´ı idea´l i2 = i ∩ k [x, y, z] = 〈z(x2y − z3)〉 a tedy V (i) =
V (x2y − z3) ∪ V (z).
Odtud vid´ıme, zˇe do vy´sledku se prˇidala cela´ rovina z = 0 a tedy V (i2) nen´ı nejmensˇ´ı va-
rietou obsahuj´ıc´ı danou parametrizaci. Tento proble´m nasta´va´ kv˚uli odstraneˇn´ı zlomk˚u,
ktere´ mus´ıme prove´st le´pe, zajiˇsteˇn´ım nenulovosti jmenovatel˚u. Idea´l i mu˚zˇeme upra-
vit tak, zˇe do neˇj prˇida´me jednu promeˇnnou a jednu rovnici, ktera´ zajist´ı nenulovost
jmenovatel˚u. Idea´l i tedy nahrad´ıme idea´lem j = 〈vx− u2, uy − v2, z − u, 1− w(uv)〉 ⊂
k [w, u, v, x, y, z], kde rovnice 1 − w(uv) = 0 zajiˇst’uje nenulovost u, v ve vsˇech bodech
V (j). Trˇet´ı eliminacˇn´ı idea´l je tvaru j3 = j ∩ k [x, y, z] = 〈x2y − z3〉.
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Raciona´ln´ı parametrizaci mu˚zˇeme obecneˇ vyja´drˇit ve tvaru
x1 =
f1(t1, ..., tm)
g1(t1, ..., tm)
,
...
xn =
fn(t1, ..., tm)
gn(t1, ..., tm)
,
kde f1, g1, ..., fn, gn jsou polynomy v k [t1, ..., tm]. Zobrazen´ı F : k
m → kn ale nemu˚zˇeme de-
finovat na cele´m km, protozˇe mus´ıme vyjmout ty body (t1, ..., tm), pro ktere´ gi(t1, ..., tm) =
0 pro neˇjake´ i. Oznacˇ´ıme W = V (g1, ..., gn) ⊂ km, pak F (t1, ..., tm) = (f1(t1,...,tm)g1(t1,...,tm) , · · · ,
fn(t1,...,tm)
gn(t1,...,tm)
) definuje zobrazen´ı F : km − W → kn. C´ıl je nale´zt nejmensˇ´ı varietu v kn
obsahuj´ıc´ı F (km −W ).
Veˇta 54 (Raciona´ln´ı implicitizace). Necht’ k je nekonecˇne´ pole a F : km−W → kn je
funkce definovana´ raciona´ln´ı parametrizac´ı. Necht’ j je idea´l j = 〈g1x1 − f1, ..., gnxn − fn,
1 − gy〉 ⊂ k [y, t1, ..., tm, x1, ..., xn], kde g = g1g2...gn, necht’ jm+1 = j ∩ k [x1, ..., xn] je
(m+ 1)-n´ı eliminacˇn´ı idea´l. Pak V (jm+1) je nejmensˇ´ı varieta v k
n obsahuj´ıc´ı F (km−W ).
Tato veˇta ukazuje, jak se raciona´ln´ı parametrizace prˇevede na implicitn´ı vyja´drˇen´ı.
Odstran´ıme zlomky vyna´soben´ım i-te´ rovnice funkc´ı gi a t´ım, zˇe prˇida´me rovnici
1 − g1...gny = 0 zajist´ıme nenulovost g1, ..., gn na dane´ varieteˇ. Pote´ vypocˇteme reduko-
vanou Gro¨bnerovu ba´zi idea´lu j vzhledem k lexikograficke´mu usporˇa´da´n´ı pro y > t1 >
· · · > tm > x1 > · · · > xn. Cˇleny Gro¨bnerovy ba´ze neobsahuj´ıc´ı zˇa´dnou z promeˇnny´ch
tj, ti definuj´ı implicitn´ı vyja´drˇen´ı afinn´ı variety.
Prˇ´ıklad: Meˇjme parametricke´ vyja´drˇen´ı Descartova listu x = 3at
1+t3
, y = 3at
2
1+t3
. Prˇedcha´ze-
j´ıc´ım algoritmem dostaneme idea´l i = 〈x(1 + t3)− 3at, y(1 + t3)− 3at2.1− w(1 + t3)〉 ⊂
k [w, t, x, y]. Prvek redukovane´ Gro¨bnerovy ba´ze neobsahuj´ıc´ı promeˇnnou w ani promeˇnnou
t je tvaru x3 − 3axy + y3 = 0, cozˇ je implicitn´ı vyja´drˇen´ı Descartova listu.
Nyn´ı se pod´ıvejme na dalˇs´ı mozˇnosti parametrizace. Po jisty´ch u´prava´ch totizˇ mu˚zˇeme
pouzˇ´ıt Gro¨bnerovy ba´ze i pro nalezen´ı implicitn´ıho vyja´drˇen´ı neˇktery´ch afinn´ıch va-
riet, ktere´ jsou parametrizova´ny pomoc´ı goniometricky´ch funkc´ı. Mus´ıme zave´st oznacˇen´ı
prˇ´ıslusˇny´ch funkc´ı, naprˇ. ct = cos t, st = sin t, z cˇehozˇ vid´ıme, zˇe dostaneme polynomy
v promeˇnny´ch ct, st. Da´le mus´ıme prˇidat identitu c
2
t + s
2
t = 1, jinak bychom meˇli ma´lo
rovnic a nemohli bychom eliminovat vsˇechny parametry. da´le uzˇ postupujeme stejneˇ jako
v prˇedchoz´ıch prˇ´ıkladech.
Prˇ´ıklad: Parametricke´ vyja´drˇen´ı Bernoulliovy lemniska´ty je tvaru x = a cos t
1+sin2 t
,
y = a cos t sin t
1+sin2 t
. Necht’ ct = cos t, st = sin t. Pote´ dosta´va´me rovnice tvaru x(1 + s
2
t )− act =
0, y(1 + s2t )− actst = 0. K teˇmto rovnic´ım prˇida´me identitu c2t + s2t = 1. Nyn´ı pouzˇijeme
algebraicke´ho prˇevodu polynomicke´ parametrizace na implicitn´ı vyja´drˇen´ı, jelikozˇ jme-
novatel nen´ı nikdy roven nule. Spocˇ´ıta´me redukovanou Gro¨bnerovu ba´zi a vybereme
opeˇt ten prvek, ktery´ neobsahuje ani promeˇnnou ct ani promeˇnnou st. V nasˇem prˇ´ıpadeˇ
je tvaru x4 + 2x2y2 − a2x2 + y4 + a2y2 = 0. Tuto rovnici mu˚zˇeme prˇepsat do tvaru
(x2 + y2)2 − a2(x2 − y2)2 = 0, cozˇ je implicitn´ı vyja´drˇen´ı Bernoulliovy lemniska´ty.
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3. Kryptografie
3.1. Multivariacˇn´ı kryptosyste´my
Tato kapitola je inspirova´na [6].
Podstatnou zmeˇnou modern´ıho komunikacˇn´ıho syste´mu byla revolucˇn´ı mysˇlenka kryp-
tosyste´mu s verˇejny´m kl´ıcˇem. Ta byla poprve´ uvedena Diffiem a Hellmanem. Prvn´ı prak-
ticka´ realizace verˇejne´ho kryptosyste´mu je zna´my´ RSA kryptosyste´m od Rivesta, Shamira
a Adlemana.
V kryptosyste´mech s verˇejny´m kl´ıcˇem se kl´ıcˇ skla´da´ ze 2 r˚uzny´ch cˇa´st´ı, verˇejne´ a
tajne´. Verˇejny´ kl´ıcˇ je dostupny´ vsˇem a je pouzˇ´ıva´n k zasˇifrova´n´ı zpra´vy nebo k oveˇrˇen´ı
autenticˇnosti elektronicke´ho podpisu. Tajny´ kl´ıcˇ je pouzˇ´ıva´n k rozsˇifrova´n´ı zasˇifrovane´
zpra´vy nebo k tvorbeˇ elektronicke´ho podpisu. Tato asymetrie na´m umozˇnˇuje bezpecˇneˇ
komunikovat skrz verˇejny´ komunikacˇn´ı kana´l bez prˇedchoz´ı zmeˇny tajne´ho kl´ıcˇe. Pro sy-
metricke´ kryptosyste´my mus´ı dva lide´, kterˇ´ı spolu chteˇj´ı bezpecˇneˇ komunikovat, mı´t stejny´
(symetricky´) kl´ıcˇ a oba se mus´ı na tomto kl´ıcˇi dohodnout drˇ´ıve, nebo pouzˇ´ıvaj´ı protokol
na zmeˇnu verˇejny´ch kl´ıcˇ˚u.
3.1.1. Typy multivariacˇn´ıch kryptosyste´mu˚
Existuj´ıc´ı multivariacˇn´ı kryptosyste´my mu˚zˇeme rozdeˇlit na explicitn´ı kryptosyste´my a im-
plicitn´ı kryptosyste´my. Oba typy mu˚zˇeme pouzˇ´ıt pro zako´dova´n´ı i pro elektronicky´ pod-
pis. Pro zasˇifrova´n´ı mus´ı by´t vsˇechna zobrazen´ı invertibiln´ı, abychom z dane´ zasˇifrovane´
zpra´vy mohli jednoznacˇneˇ naj´ıt zpra´vu p˚uvodn´ı. U podpisu hleda´me, zda se shoduje
s neˇktery´m z neˇkolika mozˇny´ch vzor˚u.
Mu˚zˇeme pouzˇ´ıt X = (x1, ..., xn) k oznacˇen´ı klasicke´ho sourˇadnicove´ho syste´mu v k
n,
Y = (y1, ..., ym) v k
m, kde k je vhodne´ konecˇne´ pole. Pro zasˇifrova´n´ı pouzˇijeme
X´ = (x´1, ..., x´n) k oznacˇen´ı prvku v k
n, ktery´ budeme oznacˇovat jako nesˇifrovany´ text
(nesˇifrovana´ tajna´ zpra´va) a Y´ = (y´1, ..., y´m) oznacˇ´ıme prvek v k
m a nazveme ho zasˇifrovany´
text (zasˇifrovana´ tajna´ zpra´va). V prˇ´ıpadeˇ elektronicke´ho podpisu pouzˇijeme
Y´ = (y´1, ..., y´m) k oznacˇen´ı prvku v k
m jako zpra´vy a X´ = (x´1, ..., x´n) k oznacˇen´ı prvku
v kn, cozˇ je elektronicky´ podpis zpra´vy Y´ .
Explicitn´ı syste´my
V explicitn´ım multivariacˇn´ım kryptosyste´mu s verˇejny´m kl´ıcˇem ma´me zobrazen´ı
F : kn → km takove´, zˇe
F (x1, .., xn) = (F1(x1, ..., xn), ..., Fm(x1, ..., xn)) = (y1, ..., ym) = Y,
kde Fi(x1, ..., xn) je polynom v x1, ..., xn.
Konstrukce kl´ıcˇe pro tento typ syste´mu je na´sleduj´ıc´ı. Nejprve vytvorˇ´ıme zobrazen´ı
f : kn → km takove´, zˇe
f(x1, ..., xn) = (f1(x1, ..., xn), ..., fm(x1, ..., xn),
kde fi(x1, ..., xn) je polynom v x1, ..., xn a rovnice
f(x1, ..., xn) = (f1(x1, ..., xn), ..., fm(x1, ..., xn)) = (a1, ..., am)
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je jednodusˇe rˇesˇitelna´. Jiny´my slovy snadno najdeme prˇedobraz f . Oznacˇme f−1 hleda´n´ı
prˇedobrazu. Pak F zkonstruujeme jako
F = L1 ◦ f ◦ L2, (3.1)
kde L1 je na´hodneˇ vybrane´ afinn´ı invertibiln´ı linea´rn´ı zobrazen´ı z k
m do km, L1(x1, ..., xm)
= X × A1 + C1, A1 je m × m invertibiln´ı matice a C1 ∈ km, L2 je (afinn´ı) invertibiln´ı
linea´rn´ı zobrazen´ı z kn do kn, L2(x1, ..., xn) = X×A2 +C2, A2 je n×n invertibiln´ı matice
a C2 ∈ kn.
V tomto prˇ´ıpadeˇ se verˇejny´ kl´ıcˇ skla´da´ z m polynomu˚ F a struktury pole k. Tajny´ kl´ıcˇ
se skla´da´ prˇeva´zˇneˇ z L1 a L2. Idea kl´ıcˇe je, zˇe L1, L2 slouzˇ´ı ke skryt´ı zobrazen´ı f , ktere´
je snadno rˇesˇitelne´. V neˇktery´ch syste´mech mu˚zˇe by´t funkce f zna´ma´, kdezˇto v ostatn´ıch
syste´mech je f tajna´. Za u´cˇelem zasˇifrova´n´ı zpra´vy X´ spocˇ´ıta´me F (X´). K rozsˇifrova´n´ı
zpra´vy Y´ mus´ıme vyrˇesˇit rovnici
F (x1, ..., xn) = Y´ . (3.2)
V prˇ´ıpadeˇ elektronicke´ho podpisu, k podepsa´n´ı zpra´vy Y´ mus´ıme vyrˇesˇit rovnici (3.2),
jej´ızˇ rˇesˇen´ı oznacˇ´ıme X´. K oveˇrˇen´ı legitimity podpisu potrˇebujeme zkontrolovat, zda je
splneˇno F (x´1, ..., x´n) = Y´ . Dle tohoto postupu vid´ıme, zˇe mu˚zˇeme naj´ıt prˇedobraz Y´ apli-
kac´ı (L1)
−1, f−1, (L2)−1.
Implicitn´ı syste´my
V implicitn´ım multivariacˇn´ım kryptosyste´mu s verˇejny´m kl´ıcˇem ma´me mnozˇinu l po-
lynomu˚ tvaru
H(X, Y ) = H(x1, ..., xn, y1, ..., ym) = (3.3)
(H1(x1, ..., xn, y1, ..., ym), ..., Hl(x1, ..., xn, y1, ..., ym)) = (0, ..., 0),
kde Hi(x1, ..., xn, y1, ..., ym) je polynom v x1, ..., xn, y1, ..., ym.
Prˇi konstrukci kl´ıcˇe nejdrˇ´ıve zkonstruujeme rovnice tvaru
h(X, Y ) = h(x1, ..., xn, y1, ..., ym) = (h1(x1, ..., ym), ..., hl(x1, ..., ym)) = (0, ..., 0),
kde hi(x1, ..., ym) je polynom v x1, ..., ym. Mus´ıme splnit na´sleduj´ıc´ı dva pozˇadavky
• Pro dany´ prvek X´ lze snadno vyrˇesˇit rovnice
h(x´1, ..., x´n, y1, ..., ym) = (0, ..., 0), (3.4)
jej´ızˇ rˇesˇen´ı oznacˇ´ıme Y´ = (y´1, ..., y´m) a
• pro dany´ prvek Y´ lze snadno vyrˇesˇit rovnice
h(x1, ..., xn, y´1, ..., y´m) = (0, ..., 0), (3.5)
jej´ızˇ rˇesˇen´ı oznacˇ´ıme X´ = (x´1, ..., x´n).
Ve veˇtsˇineˇ prˇ´ıpadech je (3.4) ve skutecˇnosti mnozˇina linea´rn´ıch rovnic a (3.5) je
mnozˇina specia´lneˇ zkonstruovany´ch nelinea´rn´ıch rovnic.
Rovnici H pote´ zkonstruujeme jako
H = L3 ◦ h(L2(X), L1(Y )) = (0, ..., 0),
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ke L1, L2 jsou definova´ny stejneˇ jako v explicitn´ım prˇ´ıpadeˇ a L3 je invertibiln´ı linea´rn´ı
zobrazen´ı z kl do kl.
Pro sˇifrova´n´ı zpra´vy X´, X´ vstupuje do rovnic (3.4). Pak rˇesˇ´ıme rovnici
H(X´, Y ) = H(x1, ..., xn, y1, ..., yn) = (0, ..., 0),
a rˇesˇen´ı oznacˇ´ıme Y´ , cozˇ je zasˇifrovana´ zpra´va, tedy sˇifrovany´ text.
Prˇi rozsˇifrova´n´ı zpra´vy Y´ mus´ıme nejdrˇ´ıve spocˇ´ıtat ´¯Y = L−12 (Y´ ), pak prˇida´me
´¯Y do
rovnic (3.5). Na´sledneˇ rˇesˇ´ıme rovnici
h(X, ´¯Y ) = h(x1, ..., xn, ´¯y1, ..., ´¯ym) = (0, ..., 0),
rˇesˇen´ı oznacˇ´ıme ´¯y. Nesˇifrovany´ text je da´n Y´ = (L2)
−1(´¯y).
Pro elektronicky´ podpis, tedy k podepsa´n´ı zpra´vy Y´ mus´ıme proj´ıt desˇifrovac´ım pro-
cesem, abychom nasˇli prvek x´ v kn. K oveˇrˇen´ı pravosti podpisu potrˇebujeme oveˇrˇit, zˇe
H(x´1, ..., x´n, y´1, ..., y´m) = (0, ..., 0).
V tomto prˇ´ıpadeˇ se verˇejny´ kl´ıcˇ skla´da´ z polynomu˚ v H a struktury pole k. Tajny´ kl´ıcˇ
se skla´da´ prˇedevsˇ´ım z L1, L2, L3. Mysˇlenkou kl´ıcˇe je opeˇt ukryt´ı rovnice h(X, Y ) = 0, ktera´
mu˚zˇe by´t snadno rˇesˇitelna´ pro danou hodnotu Y . Ukryt´ı realizujeme pomoc´ı L1, L2, L3.
3.1.2. Za´kladn´ı bezpecˇnost
Nejd˚ulezˇiteˇjˇs´ım faktorem pro multivariacˇn´ı kryptosyste´my je jejich bezpecˇnost a efekti-
vita. Prodiskutujeme za´kladn´ı aspekty teˇchto pozˇadavk˚u v kontextu zasˇifrovac´ıch syste´mu˚.
V kazˇde´m sˇifrovac´ım procesu pouzˇ´ıva´me zobrazen´ı z kn do km na prvek v kn. V rozsˇi-
frovac´ım procesu hleda´me jeho “inverzi”, tedy rˇesˇ´ıme rovnici (3.2). To znamena´, zˇe rovnice
(3.2) mus´ı by´t obt´ızˇneˇ rˇesˇitelna´. Ma´-li zasˇifrova´n´ı inverzi, kterou mu˚zˇeme vyja´drˇit jako
polynomicke´ zobrazen´ı, pak mus´ıme zabezpecˇit, aby toto inverzn´ı zobrazen´ı bylo velmi vy-
soke´ho stupneˇ, jinak by kdokoli mohl pouzˇ´ıt verˇejny´ kl´ıcˇ ke generova´n´ı dostatecˇne´ho pocˇtu
pa´r˚u sˇifrovany´ch a nesˇifrovany´ch text˚u a naj´ıt tak lehce inverzi. Ze samotne´ konstrukce
mus´ıme zajistit, abychom pouze obt´ızˇneˇ faktorizovali zasˇifrovac´ı zobrazen´ı ve tvaru (3.1).
To je obecneˇ obt´ızˇne´, protozˇe faktorizace multivariacˇn´ıch zobrazen´ı je extre´mneˇ teˇzˇka´.
Jisteˇ je kazˇdy´ kryptosyste´m s verˇejny´m kl´ıcˇem urcˇen pro prakticke´ aplikace. To vyzˇaduje,
aby byl proces sˇifrova´n´ı a desˇifrova´n´ı ucˇinny´. Verˇejny´m kl´ıcˇem je mnozˇina multivariacˇn´ıch
polynomu˚, ktera´ mus´ı by´t nejprve prˇenesena a ulozˇena a pak mus´ı by´t spocˇteny hodnoty
teˇchto polynomu˚. Tedy tyto polynomy Fi mus´ı by´t male´ho stupneˇ (ale ne linea´rn´ı, jinak
by byl syste´m nepouzˇitelny´). Tedy nejlepsˇ´ı volbou jsou kvadraticke´ polynomy.
3.1.3. Explicitn´ı syste´my
Triangula´rn´ı kryptosyste´my
Triangula´rn´ı kryptosyste´my vynalezli Diffie a Fell. Jejich mysˇlenka byla vytvorˇit kryp-
tosyste´m uzˇit´ım skla´da´n´ı mnoha invertibiln´ıch linea´rn´ıch zobrazen´ı a triangula´rn´ıch zob-
razen´ı tvaru
T (x1, ..., xn) = (x1 + g(x2, ..., xn), x2, ..., xn), (3.6)
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kde gi je polynom. Zrˇejmeˇ T je invertibiln´ı a nav´ıc mu˚zˇe by´t aplikova´n proces rozsˇifrova´n´ı.
Vid´ıme, zˇe nen´ı zˇa´dny´ zp˚usob, jak zkonstruovat syste´m takovy´, zˇe je bezpecˇny´ a ma´
verˇejny´ kl´ıcˇ prakticke´ velikosti.
Triangula´rn´ı zobrazen´ı patrˇ´ı k trˇ´ıdeˇ de Jonquiere`ovy´ch zobrazen´ı
J(x1, ..., xn) = (x1 + g1(x2, ..., xn), x2 + g2(x3, ..., xn), ..., xn−1 + gn−1(xn), xn), (3.7)
kde gi jsou polynomicke´ funkce.
Zrˇejmeˇ J je snadno invertovatelna´. Vsˇechna invertibiln´ı afinn´ı linea´rn´ı zobrazen´ı nad
kn a de Jonquiere`ova zobrazen´ı jsou v algebraicke´ geometrii nazva´na krotkou transformac´ı.
Krotke´ transformace jsou prvky grupy automorfismu polynomicke´ho okruhu k[x1, ..., xn].
Prvky, ktere´ jsou v te´to grupeˇ a nejsou krotke´, jsou oznacˇeny jako divoke´.
Vid´ıme, zˇe de Jonquiere`ova zobrazen´ı jsou dvoj´ıho typu, horn´ı triangulace a doln´ı
triangulace. Konstrukce kvadraticke´ho zobrazen´ı f je da´na
f = Ju ◦ Jl ◦ I(x1, ..., xn). (3.8)
Zde Ju je horn´ı triangula´rn´ı de Jonquiere`ovo zobrazen´ı v k
m a Jl doln´ı triangula´rn´ı
de Jonquiere`ovo zobrazen´ı v km a linea´rn´ı zobrazen´ı I je vnorˇen´ı kn do km : I(x1, ..., xn) =
(x1, ..., xn, 0, ..., 0). Nejveˇtsˇ´ı prˇ´ınos te´to konstrukce je, zˇe f je kvadraticka´ funkce a zˇe kazˇda´
linea´rn´ı kombinace slozˇek f neprodukuje linea´rn´ı funkci. Trik te´to konstrukce je uzˇit´ı zob-
razen´ı I. Vid´ıme, zˇe
Jl◦I(x1, ..., xn) = (x1, x2+g1(x1), ..., xn+gn−1(x1, ..., xn−1), gn(x1, ..., xn), ..., gm−1(x1, ..., xn)),
cozˇ na´m da´va´ volnost ve vy´beˇru vsˇech gi, i = n, ...,m−1. Tato metoda je nazva´na krotkou
transformacˇn´ı metodou (TTM). Navzdory tomu, zˇe autor tvrdil, zˇe TTM syste´my jsou
velmi bezpecˇne´ pro vsˇechny obvykle´ u´toky, kra´tce na to Curtois a Goubin uzˇili Minrank
metodu na u´tok na tento syste´m. Tato metoda vyhleda´va´ matice nejnizˇsˇ´ı hodnosti z pro-
storu linea´rn´ıho z neˇkolika dany´ch matic. Na TTM kryptosyste´my mu˚zˇeme take´ pouzˇ´ıt
Patarinovu linearizacˇn´ı metodu.
Matsumoto-Imai syste´my
Dalˇs´ı mysˇlenku, jak zkonstruovat multivariacˇn´ı kryptosyste´my, prˇedlozˇili Matsumoto
a Imai. Zde ideou kl´ıcˇe je uzˇ´ıt zobrazen´ı f¯ nad rozsˇ´ıˇreny´m polem K¯ stupneˇ rozsˇ´ıˇren´ı
n konecˇne´ho pole k (s charakteristikou 2). Zobrazen´ı φ identifikuje K¯ jako kn, pote´ iden-
tifikuje toto zobrazen´ı jako multivariacˇn´ı polynomicke´ zobrazen´ı f : kn → kn :
f = φ ◦ f¯ ◦ φ−1. (3.9)
Pak mu˚zˇeme “skry´t” toto zobrazen´ı f skla´da´n´ım obou stran rovnice dveˇma invertibiln´ımi
afinn´ımi linea´rn´ımi zobrazen´ımi L1, L2 v k
n. Zobrazen´ı f¯ je navrzˇeno Matsumotem a
Imaiem jako zobrazen´ı
f : X 7→ X1+qi , (3.10)
kde q je pocˇet prvk˚u v k, X je prvek K¯, k je charakteristiky 2 tak, zˇe GCD(1−qi, qn−1) =
1. Posledn´ı podmı´nka zajist´ı, zˇe zobrazen´ı f¯ lze jednodusˇe invertovat. Inverze zobrazen´ı
f¯ je da´na
f¯−1(X) = X t, (3.11)
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kde t(1 + qi) = 1 mod (qn − 1). To zajist´ı, zˇe mu˚zˇeme rozsˇifrovat kazˇdou tajnou zpra´vu
jednodusˇe pomoc´ı inverze. Du˚lezˇite´ je, zˇe f je kvadraticke´, dle vlastnosti Frobeniova zob-
razen´ı X 7→ Xqi .
Metoda skryte´ho pole rovnic (HFE)
Tato metoda je navrzˇena Patarinem jako nejsilneˇjˇs´ı metoda. V tomto prˇ´ıpadeˇ je rozd´ıl
oproti p˚uvodn´ımu Matsumoto-Imai syste´mu ten, zˇe f¯ je nahrazeno obecneˇjˇs´ım zobrazen´ım
f¯ : X 7→
A∑
i,j
aijX
qi+qj +
A∑
i
biX
qi + C, (3.12)
kde koeficienty jsou vybra´ny na´hodneˇ. Proces rozsˇifrova´n´ı zahrnuje rˇesˇen´ı rovnic f¯ = Y´
pro X.
3.1.4. Implicitn´ı syste´my
Implicitn´ı syste´my nejsou tak rozsˇ´ıˇrene´ jako explicitn´ı. Existuj´ı dveˇ trˇ´ıdy implicitn´ıch
syste´mu˚ nazvane´ Maly´ drak a Drak. Maly´ drak je zjednodusˇena´ verze draka. Tyto kon-
strukce jsou inspirova´ny linearizac´ı rovnic a kryptosyste´my Matsumoto-Imai jsou v pod-
stateˇ kombinac´ı teˇchto dvou mysˇlenek.
3.2. Algoritmy
3.2.1. Buchberger˚uv algoritmus
Buchberger˚uv algoritmus
Prˇ´ıklad: Uvazˇujme pole k [x, y] se stupnˇovany´m lexikograficky´m usporˇa´da´n´ım a necht’
i = 〈f1, f2〉 = 〈x3− 2xy, x2y− 2y2 + x〉. Poznamenejme, zˇe {f1, f2} nen´ı Gro¨bnerova ba´ze
i, protozˇe LT (S(f1, f2)) = −x2 /∈ 〈LT (f1), LT (f2)〉.
Pro vytvorˇen´ı Gro¨bnerovy ba´ze vyvsta´va´ prˇirozena´ mysˇlenka zkusit nejdrˇ´ıve rozsˇ´ıˇrit
p˚uvodn´ı generuj´ıc´ı mnozˇinu prˇida´n´ım v´ıce polynomu˚ do i. V urcˇite´m smyslu na´m to neda´
nic nove´ho, pouze to prˇina´sˇ´ı redundanci do ba´ze i. Ota´zkou je, ktere´ dalˇs´ı genera´tory
mus´ıme do generuj´ıc´ı mnozˇiny prˇidat.
Pro S-polynom S(f1, f2) = −x2 /∈ i je zbytek po deˇlen´ı F = {f1, f2} roven −x2, cozˇ
nen´ı rovno nule a tud´ızˇ ho prˇida´me do generuj´ıc´ı mnozˇiny a oznacˇ´ıme ho f3. Pote´ oveˇrˇ´ıme,
zda F = {f1, f2, f3} je jizˇ Gro¨bnerova ba´ze. Tedy spocˇ´ıta´me vsˇechny S-polynomy.
S(f1, f2) = f3 ⇒ S(f1, f2)F = 0
S(f1, f3) = (x
3 − 2xy)− (−x)(−x2) = −2xy ⇒ S(f1, f3)F = −2xy 6= 0.
Do generuj´ıc´ı mnozˇiny tedy prˇida´me f4 = −2xy. Pokracˇujeme da´le v oveˇrˇen´ı
S(f1, f2)
F
= S(f1, f3)
F
= 0
S(f1, f4) = −2xy2 = yf4 ⇒ S(f1, f4)F = 0
S(f2, f3) = −2y2 + x⇒ S(f2, f3)F = −2y2 + x 6= 0.
Mus´ıme tedy opeˇt rozsˇ´ıˇrit generuj´ıc´ı mnozˇinu o f5 = −2y2 + x a nyn´ı se jizˇ snadno oveˇrˇ´ı,
zˇe {f1, ..., f5} = {x3 − 2xy, x2y − 2y2 + x,−x2,−2xy,−2y2 + x} je Gro¨bnerova ba´ze pro
idea´l i.
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Veˇta 55 (Buchberger˚uv algoritmus). Necht’ i = 〈f1, ..., fs〉 6= {0} je polynomicky´
idea´l. Pak Gro¨bnerova ba´ze pro i m˚uzˇe by´t zkonstruova´na v konecˇne´m pocˇtu krok˚u na´sledu-
j´ıc´ıho algoritmu
INPUT: F = 〈f1, ..., fs〉
OUTPUT: Gro¨bnerova ba´ze G = (g1, ..., gt) idea´lu i, kde F ⊂ G
G := F
REPEAT
G˜ := G
FOR kazˇdou dvojici {p, q} ; p 6= q v G˜ DO
S := S(p, q)
G˜
IF S 6= 0 THEN G := G ∪ {S}
UNTIL G = G˜
Gro¨bnerova ba´ze spocˇ´ıtana´ uzˇit´ım Buchbergerova algoritmu je cˇasto veˇtsˇ´ı, nezˇ je ne-
zbytne´. Prˇebytecˇne´ genera´tory mu˚zˇeme eliminovat uzˇit´ım na´sleduj´ıc´ıho faktu.
Lemma 56. Necht’ G je Gro¨bnerova ba´ze polynomicke´ho idea´lu i. Necht’ p ∈ G je polynom
splnˇuj´ıc´ı 〈LT (p)〉 ∈ 〈LT (G− {p})〉. Pak G− {p} je take´ Gro¨bnerova ba´ze idea´lu i.
D˚ukaz. Vı´me, zˇe 〈LT (G)〉 = 〈LT (i)〉. Jestlizˇe LT (p) ∈ 〈LT (G− {p})〉, pak dosta´va´me
〈LT (G− {p})〉 = 〈LT (G)〉. Podle definice plyne, zˇe G−p je take´ Gro¨bnerova ba´ze idea´lu i.
Definice 57. Minima´ln´ı Gro¨bnerova ba´ze polynomicke´ho idea´lu i je Gro¨bnerova ba´ze G
splnˇuj´ıc´ı
i) LC(p) = 1;∀p ∈ G
ii) ∀p ∈ G;LT (p) /∈ 〈LT (G− {p})〉.
Minima´ln´ı Gro¨bnerovu ba´zi dane´ho nenulove´ho idea´lu tedy sestroj´ıme uzˇit´ım Buchber-
gerova algoritmu a na´sledny´m pouzˇit´ım prˇedesˇle´ho lemmatu.
Prˇ´ıklad: Vzhledem ke stupnˇovane´mu lexikograficke´mu usporˇa´da´n´ı jsme jizˇ spocˇetli, zˇe
Gro¨bnerova ba´ze {f1, ..., f5} = {x3 − 2xy, x2y − 2y2 + x,−x2,−2xy,−2y2 + x}. Vid´ıme,
zˇe neˇktere´ hlavn´ı koeficienty jsou r˚uzne´ od 1, tud´ızˇ mus´ıme genera´tory vyna´sobit vhodny´mi
konstantami. Do minima´ln´ı Gro¨bnerovy ba´ze pak nezarˇad´ıme polynom f1, jelikozˇ LT (f1) =
x3 = −xLT (f3). Podobneˇ ani f2 nebude cˇlenem Gro¨bnerovy ba´ze, jelikozˇ LT (f2) = x2y =
−1
2
xLT (f4). Da´le jizˇ nenalezneme dalˇs´ı podobny´ prˇ´ıpad, kdy hlavn´ı cˇlen genera´toru deˇl´ı
hlavn´ı cˇlen jine´ho genera´toru. Dosta´va´me tak minima´ln´ı Gro¨bnerovu ba´zi tvorˇenou poly-
nomy f̂3 = x
2, f̂4 = xy, f̂5 = y
2 − 1
2
x.
Idea´l uvedeny´ v prˇedchoz´ım prˇ´ıpadeˇ mu˚zˇe mı´t v´ıce minima´ln´ıch Gro¨bnerovy´ch ba´z´ı
(naprˇ. f˜3 = x
2+axy, f˜4 = f̂4, f˜5 = f̂5). Tedy mu˚zˇe existovat i nekonecˇny´ pocˇet minima´ln´ıch
Gro¨bnerovy´ch ba´z´ı. Umı´me ale vybrat takovou ba´zi, ktera´ je v urcˇite´m smysle lepsˇ´ı, nezˇ
ba´ze zby´vaj´ıc´ı.
Definice 58. Redukovana´ Gro¨bnerova ba´ze polynomicke´ho idea´lu i je Gro¨bnerova ba´ze
G takova´, zˇe
i) LC(p) = 1; ∀p ∈ G
ii) ∀p ∈ G, zˇa´dny´ monom p nelezˇ´ı v 〈LT (G− {p})〉.
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Tvrzen´ı 59. Necht’ i 6= {0} je polynomicky´ idea´l. Pak pro dane´ monomicke´ usporˇa´da´n´ı
ma´ i jedinou redukovanou Gro¨bnerovu ba´zi.
Uved’me nyn´ı prˇ´ıklad, ktery´ demonstruje souvislost Buchbergerova algoritmu a Gauss-
ovy eliminacˇn´ı metody.
Prˇ´ıklad: Meˇjme soustavu rovnic
3x− 6y − 2z = 0
2x− 4y + 4w = 0
x− 2y − z − w = 0
Pouzˇijeme Gaussovu eliminaci na matici koeficient˚u soustavy a dostaneme tvar 1 −2 −1 −10 0 1 3
0 0 0 0

Abychom z´ıskali redukovanou matici, mus´ı by´t kazˇda´ hlavn´ı jednicˇka jedinou nenulovou
hodnotou ve sloupci. Tedy dosta´va´me matici 1 −2 0 20 0 1 3
0 0 0 0

Necht’ i = 〈3x− 6y − 2z, 2x− 4y + 4w, x− 2y − z − w〉 ⊂ k [x, y, z, w] je idea´l odpov´ıdaj´ıc´ı
zadane´ soustaveˇ linea´rn´ıch rovnic. Minima´ln´ı gro¨bnerova ba´ze vzhledem k lexikogra-
ficke´mu usporˇa´da´n´ı x > y > z > w je tvaru i = 〈x− 2y − z − w, z + 3w〉, cozˇ odpov´ıda´
prvn´ı matici. Redukovana´ Gro¨bnerova ba´ze idea´lu i je tvaru i = 〈x− 2y + 2w, z + 3w〉,
cozˇ odpov´ıda´ druhe´ matici.
Vylepsˇen´ı Buchbergerova algoritmu
Za´kladn´ı Buchberger˚uv algoritmus je pocˇetneˇ dosti na´rocˇny´ a to prˇedevsˇ´ım vy´pocˇet
S-polynomu a na´sledne´ deˇlen´ı, prˇi ktere´m zjiˇst’ujeme zbytek po deˇlen´ı prvky ba´ze. Proto
se nyn´ı budeme veˇnovat tomu, jak tento algoritmus vylepsˇit a zkra´tit tak dobu vy´pocˇtu.
Snahou je naj´ıt takove´ S-polynomy, ktere´ nemus´ıme prˇi deˇlen´ı uvazˇovat.
Definice 60. Meˇjme monomicke´ usporˇa´da´n´ı a necht’ G = {g1, ..., gt} ⊂ k [x1, ..., xn]. Je
da´n f ∈ k [x1, ..., xn], rˇekneme, zˇe f se redukuje na nulu modulo G a znacˇ´ıme f −→
G
0,
pokud f mu˚zˇeme zapsat ve tvaru f = a1g1 + · · · + atgt, je- li aigi 6= 0, pak ma´me
multideg(f) ≥ multideg(aigi).
Vztah mezi redukc´ı na nulu modulo G a algoritmem deˇlen´ı mnozˇinou polynomu˚ G
popisuje na´sleduj´ıc´ı lemma.
Lemma 61. Necht’ G = (g1, ..., gt) je usporˇa´dana´ mnozˇina prvk˚u k [x1, ..., xn] a je da´n
f ∈ k [x1, ..., xn]. Pak fG = 0⇒ f −→
G
0. Obra´cene´ tvrzen´ı obecneˇ neplat´ı.
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Veˇta 62. Ba´ze G = {g1, ..., gt} idea´lu i je Gro¨bnerova ba´ze pra´veˇ tehdy, kdyzˇ S(gi, gj) −→
G
0
pro ∀i, j; i 6= j.
Tvrzen´ı 63. Je da´na konecˇna´ mnozˇina G ⊂ k [x1, ..., xn], prˇedpokla´dejme, zˇe ma´me f, g ∈
G tak, zˇe LCM(LM(f), LM(g)) = LM(f)LM(g). Potom S(f, g) −→
G
0.
Prˇ´ıklad: Meˇjme G = 〈yz + y, x3 + y, z4〉 se stupnˇovany´m lexikograficky´m usporˇa´da´n´ım
na k [x, y, z]. Pak S(x3 + y, z4) −→
G
0 podle prˇedchoz´ıho tvrzen´ı. Avsˇak uzˇit´ım algoritmu
deˇlen´ı, je jednoduche´ uka´zat, zˇe S(x3 + y, z4) = yz4 = (z2− z2 + z − 1)(yz + y) + y takzˇe
S(x3 + y, z4)
G
= y 6= 0.
Definice 64. Necht’ F = (f1, ..., fs). Sprˇazˇen´ı hlavn´ıch cˇlen˚u LT (f1), ..., LT (fs) je s-tice
polynomu˚ S = (h1, ..., hs) ∈ (k [x1, ..., xn])s takova´, zˇe ∑si=1 hiLT (fi) = 0. Necht’ S(F ) je
podmnozˇina (k [x1, ..., xn])
s obsahuj´ıc´ı vsˇechna sprˇazˇen´ı hlavn´ıch cˇlen˚u F .
Naprˇ´ıklad pro F = (x, x2 + z, y + z) definuje trojice S = (−x+ y, 1,−x) jedno mozˇne´
sprˇazˇen´ı ze S(F ), jelikozˇ plat´ı (−x+ y)LT (x) + 1LT (x2 + z) + (−x)LT (y + z) = 0
Necht’ ei = (0, ..., 0, 1, 0, ..., 0) jsou vektory, ktere´ maj´ı jednicˇku na i-te´m mı´steˇ. Potom
sprˇazˇen´ı S ∈ S(F ) mu˚zˇeme zapsat ve tvaru S = ∑si=1 hiei. Jako prˇ´ıklad mu˚zˇeme uvazˇovat
sprˇazˇen´ı pro S-polynomy. Pro kazˇdou dvojici {fi, fj} ⊂ F , kde i < j a xγ je nejmensˇ´ı
spolecˇny´ na´sobek hlavn´ıch cˇlen˚u polynomu˚ fi, fj. Oznacˇme Sij =
xγ
LT (fi)
ei− xγLT (fj)ej. Potom
Sij patrˇ´ı do S(F ). Jelikozˇ S(F ) ma´ konecˇnou ba´zi, kazˇde´ S ∈ S(F ) mu˚zˇeme vyja´drˇit jako
linea´rn´ı kombinaci ba´zovy´ch sprˇazˇen´ı s polynomicky´mi koeficienty.
Definice 65. Prvek S ∈ S(F ) je homogenn´ı stupneˇ α, kde α ∈ Nn0 , pokud
S = (c1x
α(1), ..., csx
α(s)), kde ci ∈ k a α(i) +multideg(fi) = α pro i takova´, zˇe ci 6= 0.
Lemma 66. Kazˇdy´ prvek S(F ) lze vyja´drˇit jednoznacˇneˇ jako sumu homogenn´ıch prvk˚u
z S(F ).
Tvrzen´ı 67. Da´no F = (f1, ..., fs), kazˇde´ sprˇazˇen´ı S ∈ S(F ) m˚uzˇeme zapsat jako S =∑
i<j uijSij, kde uij ∈ k [x1, ..., xn] a sprˇazˇen´ı Sij je definova´no jako drˇ´ıve.
Prˇ´ıklad: F = (x2y2+z, xy2−y, x2y+yz), pouzˇijeme lexikograficke´ usporˇa´da´n´ı s x > y >
z. Dostaneme S12 = (1,−x, 0), S13 = (1, 0,−y), S23 = (0, x,−y). Je videˇt, zˇe S23 = S13 −
S12. Sprˇazˇen´ı S23 je tedy nadbytecˇne´, jelikozˇ ho mu˚zˇeme z´ıskat jako linea´rn´ı kombinaci
S12 a S13. Ba´zi sprˇazˇen´ı tedy tvorˇ´ı {S12, S13}.
Veˇta 68. Ba´ze G = (g1, ..., gt) idea´lu i je Gro¨bnerova ba´ze pra´veˇ tehdy, kdyzˇ pro kazˇdy´
prvek S = (h1, ..., ht) v homogenn´ı ba´zi pro sprˇazˇen´ı S(G), ma´me SG =
∑t
i=1 higi −→
G
0.
Tvrzen´ı 69. Je da´no G = (g1, ..., gt), prˇedpokla´dejme, zˇe S ⊂ {Sij; 1 ≤ i < j ≤ t} je ba´ze
S(G). Nav´ıc prˇedpokla´dejme, zˇe ma´me r˚uzne´ prvky gi, gj, gk ∈ G takove´, zˇe LT (gk) deˇl´ı
LCM(LT (gi), LT (gj)). Jestliˇze Sik, Sjk ∈ S, pak S − {Sij} je take´ ba´ze S(G).
Zavedeme znacˇen´ı [i, j]
(i, j) pro i < j(j, i) pro i > j
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Veˇta 70. Necht’ i = 〈f1, ..., fs〉 je polynomicky´ idea´l. Pak Gro¨bnerova ba´ze pro i m˚uzˇe by´t
zkonstruova´na v konecˇneˇ mnoha kroc´ıch dle na´sleduj´ıc´ıho algoritmu
INPUT: F = 〈f1, ..., fs〉
OUTPUT: Gro¨bnerova ba´ze G = (g1, ..., gt) idea´lu i = 〈f1, ..., fs〉
{inicializace}B := {(i, j); 1 ≤ i < j ≤ s}
G := F
t := s
{iterace} WHILE B 6= 0 DO
Vyber (i, j) ∈ B
IF LCM(LT (fi), LT (fj)) 6= LT (fi)LT (fj) AND NOT
Test (fi, fj, B) THEN
S := S(fi, fj)
G
IF S 6= 0 THEN
t := t+ 1, ft := S
G := G ∪ {ft}
B := B ∪ {(i, t); 1 ≤ i ≤ t− 1}
B := B − {(i, j)},
kde Test (fi, fj, B) naby´va´ hodnoty TRUE pra´veˇ tehdy, kdyzˇ existuje k /∈ {i, j} tak, zˇe
[i, k] a [j, k] nejsou v B a soucˇasneˇ LT (fk) deˇl´ı LCM(LT (fi), LT (fj)).
3.2.2. F4 algoritmus
F4 algoritmus se pouzˇ´ıva´ pro vy´pocˇet Gro¨bnerovy´ch ba´z´ı. Nahrazuje klasickou polyno-
mickou redukci z Buchbergerova algoritmu soubeˇzˇnou redukc´ı neˇkolika polynomu˚. Tento
algoritmus je funkcˇn´ı pro vsˇechna prˇ´ıpustna´ usporˇa´da´n´ı, ale je vhodny´ prˇedevsˇ´ım pro
stupnˇovane´ inverzn´ı lexikograficke´ usporˇa´da´n´ı.
Matematicke´ znacˇen´ı
Necht’ R [x] = R [x1, ..., xn] je okruh polynomu˚. Polynom v n neurcˇity´ch nad okru-
hem R je definova´n jako zobrazen´ı f : Nn0 → R s konecˇny´m nosicˇem (monom je restrikc´ı
polynomu a ma´ jednoprvkovy´ nosicˇ). Prvky supp f ⊆ Nn0 jsou nazy´va´ny cˇleny f a je-
jich obrazy v R jsou nazy´va´ny koeficienty f . Oznacˇme M (x1, ..., xn) nebo zkra´ceneˇ M ,
mnozˇinu vsˇech monomu˚ v teˇchto promeˇnny´ch. Zvol´ıme monomicke´ usporˇa´da´n´ı < na M .
Je-li m = xα11 ...x
αn
n ∈ M , pak maxima´ln´ı stupenˇ m je definova´n jako multideg(m) =∑n
i=1 αi. Necht’ f ∈ R [x] , f 6= 0, pak T (f) oznacˇ´ıme mnozˇinu cˇlen˚u f . Maxima´ln´ı stupenˇ
f 6= 0 je definova´n multideg(f) = max {multideg(m);m ∈M(f)}. Definujeme hlavn´ı
cˇlen LT (f), hlavn´ı monom LM(f), hlavn´ı koeficient LC(f) s ohledem na usporˇa´da´n´ı
na´sledovneˇ: LT (f) = max(T (f)), LM(f) = max(M(f))), LC(f) = koeficient u LT (f).
Je-li F podmnozˇina R [x], pak mu˚zˇeme definici rozsˇ´ıˇrit: LT (F ) = {LT (f); f ∈ F},
LM(F ) = {LM(f); f ∈ F}, M(F ) = {M(f); f ∈ F}. 〈F 〉 oznacˇuje idea´l generovany´ F .
Necht’ f, g, p ∈ R [x], kde p 6= 0 a necht’ F je konecˇna´ podmnozˇina R [x], pak rˇekneme,
zˇe:
• f se redukuje na g modulo p (f ≡ g(mod p)), jestlizˇe ∃m ∈ M(f),∃s ∈ M takove´,
zˇe s.LM(p) = m, g = f − a
LC(p)
s.p, kde a je koeficient u m v f
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• f se redukuje na g modulo P (f ≡ g(mod P )), jestlizˇe f ≡ g(mod p) pro neˇjake´
p ∈ P
• f je redukovatelne´ modulo p, jestlizˇe existuje g ∈ R [x] tak, zˇe f ≡ g(mod p)
• f je redukovatelne´ modulo P , jestlizˇe existuje g ∈ R [x] tak, zˇe f ≡ g(mod P )
• f je top-redukovatelne´ modulo P , jestlizˇe existuje g ∈ R [x] tak, zˇe f ≡ g(mod P ) a
LM(g) < LM(f)
• f ∗= g(mod P ) je reflexivn´ı a tranzitivn´ı uza´veˇr f ≡ g(mod P )
• S−polynom f a g je definova´n:
S(f, g) = LC(g)
LCM(LM(f), LM(g))
LM(f)
f − LC(f)LCM(LM(f), LM(g))
LM(g)
g
Prˇ´ıklad 1:
f = 2x4 + x2 + 2x+ 1⇒M(f) = {x4, x2, x, 1}
p = x2 + 1⇒ LM(p) = x2, LC(p) = 1
f se redukuje naprˇ. na −x2 + 2x + 1, protozˇe: m = x4, s = x2, a = 2, cozˇ zarucˇ´ı splneˇn´ı
podmı´nek
x2.x2 = x4
−x2 + 2x+ 1 = 2x4 + x2 + 2x+ 1− 2
1
x2 (x2 + 1)
Najdeˇte f, p tak, aby f byl redukovatelny´ modulo p, ale nebyl top-redukovatelny´ mo-
dulo p.
Prˇ´ıklad 2:
f = x5 + x3 + 2x+ 2⇒M(f) = {x5, x3, x, 1}
p = x⇒ LM(p) = x, LC(p) = 1
s.LM(p) = m
1.x = x⇒ a = 2
g = x5 + x3 + 2x+ 2− 2
1
x = x5 + x3 + 2
Vı´cerozmeˇrne´ prˇ´ıklady:
Prˇ´ıklad 3:
f = 2x2y2z2 − 2x2yz2 + 3x2yz + 4xyz − 2xy + 4xz + 5x+ 2y + 3z + 2⇒
M(f) = {x2y2z2, x2yz2, x2yz, xyz, xy, xz, x, y, z, 1}
p = 2xyz + xy + z + 2⇒ LM(p) = xyz, LC(p) = 2
s.LM(p) = m
xyz.xyz = x2y2z2 ⇒ a = 2
g = 2x2y2z2−2x2yz2+3x2yz+4xyz−2xy+4xz+5x+2y+3z+2− 2
2
xyz.(2xyz+xy+z+2) =
−x2y2z − 2x2yz2 + 3x2yz − xyz2 + 2xyz − 2xy + 4xz + 5x+ 2y + 3z + 2
Prˇ´ıklad 4:
f = 2x2y2z2 − 2x2yz2 + 3x2yz + 4xyz − 2xy + 4xz + 5x+ 2y + 3z + 2⇒
M(f) = {x2y2z2, x2yz2, x2yz, xyz, xy, xz, x, y, z, 1}
p = 2xyz + xy + z + 2⇒ LM(p) = xyz, LC(p) = 2
s.LM(p) = m
1.xyz = xyz ⇒ a = 4
g = 2x2y2z2−2x2yz2 +3x2yz+4xyz−2xy+4xz+5x+2y+3z+2− 4
2
(2xyz+xy+z+2) =
2x2y2z2 − 2x2yz2 + 3x2yz − 4xy + 4xz + 5x+ 2y + z − 2
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Definice 71. Meˇjme matici M typu s ×m. Oznacˇme mij prvek v i-te´m rˇa´dku a j-te´m
sloupci matice M . Meˇjme monomy m1, ...,mm usporˇa´dane´ lexikograficky, kde m1 > m2 >
· · · > mm. Da´le oznacˇ´ıme MM = [m1, ...,mm]. Necht’ Rm = R⊕ · · · ⊕R︸ ︷︷ ︸
m−krat
je R-modulem,
pak (i)i=1,...,m je kanonicka´ ba´ze R
m. Uvazˇujme linea´rn´ı zobrazen´ı ϕMM : VMM → Rm
(kde VMM je podmodul R [x] generovany´ aditivneˇ VMM ) takove´, zˇe ϕMM (mi) = i. Inverzn´ı
funkci oznacˇ´ıme ψMM . Aplikace ψMM umozˇnˇuje interpretovat vektory R
m jako polynomy.
Oznacˇ´ıme (M,MM) matici s interpretac´ı.
Definice 72. Necht’ (M,MM) je matice typu s × m s interpretac´ı, pak zkonstruujeme
mnozˇinu polynomu˚
radky(M,MM) := {ψMM (radek(M, i); i = 1, ..., s} − {0} ,
kde radek(M, i) je i-ty´ rˇa´dek M (prvek Rm). Opacˇneˇ necht’ l = l1, ..., ls je seznam po-
lynomu˚ a Ml = [m1, ...,mm] je mnozˇina monomu˚ usporˇa´da´na lexikograficky, kde m1 >
m2 > · · · > mm. Nyn´ı zkonstruujeme matici A typu s×m (s = vel(l),m = vel(Ml) tak,
aby
aij := koef(li,Ml; i = 1, ..., s; j = 1, ...,m).
Matici (aij) oznacˇ´ıme A
(l,Ml).
Definice 73. Meˇjme matici s interpretac´ı (M,MM). Oznacˇ´ıme F = radky(M,MM).
Spocˇ´ıta´me F˜ jako redukovanou Gro¨bnerovu ba´zi F pro lexikograficke´ usporˇa´da´n´ı m1 >
m2 > · · · > mm. Z te´to ba´ze mu˚zˇeme rekonstruovat matici M˜ = A(F˜ ,MM ). M˜ nazveme
jediny´ rˇa´dkoveˇ schodovity´ tvar matice M s ohledem na lexikograficke´ usporˇa´da´n´ı m1 >
m2 > · · · > mm. Take´ mu˚zˇeme rˇ´ıci, zˇe F˜ je rˇa´dkoveˇ schodovita´ ba´ze F s ohledem na
lexikograficke´ usporˇa´da´n´ı m1 > m2 > · · · > mm.
F4 algoritmus
Vı´me, zˇe prˇi vy´pocˇtu Buchbergerova algoritmu ma´me v´ıce voleb:
• vybrat kriticky´ pa´r ze seznamu kriticky´ch pa´r˚u
• vybrat jeden reduktor ze seznamu reduktor˚u
Buchberger doka´zal, zˇe tyto volby nemaj´ı vliv na spra´vnost algoritmu, ale je zna´mo,
zˇe jsou za´sadn´ı pro celkovy´ cˇas vy´pocˇtu. Nejlepsˇ´ı strategi´ı je vysˇetrˇovat pouze hlavn´ı
monomy polynomu˚ k vybra´n´ı volby. Uvazˇujme, zˇe vsˇechny vstupn´ı polynomy maj´ı stejne´
hlavn´ı monomy. V tomto prˇ´ıpadeˇ jsou vsˇechny kriticke´ pa´ry shodne´ a nen´ı mozˇne´ o volbeˇ
rozhodnout. Tento proble´m vyrˇesˇ´ıme jednodusˇe. Neudeˇla´me zˇa´dnou volbu. Prˇesneˇji, mı´sto
volby jednoho kriticke´ho pa´ru v kazˇde´m kroku vybereme podmnozˇinu kriticky´ch pa´r˚u
najednou.
Definice 74. Kriticky´ pa´r polynomu˚ (fi, fj) je prvek M
2 ×R[x]×M ×R[x],
Par(fi, fj) := (LCMij,mi, fi,mj, fj)
takove´, zˇe LCM(Par(fi, fj)) = LCMij = LM(mifi) = LM(mjfj) =
LCM(LM(fi), LM(fj)).
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Definice 75. Stupenˇ kriticke´ho pa´ru pi,j = Par(fi, fj), deg(pi,j) je deg(LCMi,j). Definu-
jeme dveˇ projekce Leva(pi,j) := (mi, fi), P rava(pi,j) := (mj, fj). Pokud (m, p) ∈M×R[x],
pak oznacˇ´ıme mult((m, p)) vyhodnocen´ı soucˇinu m× p.
Algoritmus prˇevzat z [2].
INPUT:
F- konecˇna´ podmnozˇina R[x]Sel- funkce: Seznam(Paru) → Seznam(Paru) tak, zˇe Sel(l) 6= 0, jestlizˇe l 6= 0
OUTPUT: konecˇna´ podmnozˇina R[x]
G := F, F˜+0 := F, d := 0
P := {Par(f, g); f, g ∈ G, f 6= g}
WHILE P 6= 0 DO
d := d+ 1
Pd := Sel(P )
P := P\Pd
Ld := Leva(Pd) ∪ Prava(Pd)
F˜+d := Redukce(Ld, G)
FOR h ∈ F˜+d DO
P := P ∪ {Par(h, g); g ∈ G}
G := G ∪ {h}
RETURN G
Redukce
INPUT:
L- konecˇna´ podmnozˇina M ×R[x]G- konecˇna´ podmnozˇina R[x]
OUTPUT: konecˇna´ podmnozˇina R[x] (mozˇne´ take´ pra´zdna´ mnozˇina)
F :=Symbolicke-prepocesovani(L,G)
F˜ := redukce na rˇa´dkoveˇ schodovity´ tvar z F s ohledem na usporˇa´da´n´ı
F˜+ := {f ∈ F˜ ;LM(f) /∈ LM(F )}
RETURN F˜+
Pozn. : Ekvivalentn´ı definice F˜+ je F˜+ := {f ∈ F˜ ; f top ireducibilni G}
Nyn´ı pop´ıˇseme hlavn´ı funkci tohoto algoritmu, tedy konstrukci matice F . na tento
subalgoritmus se mu˚zˇeme d´ıvat jako na klasickou redukci vsˇech uvazˇovany´ch polynomu˚,
pokud nahrad´ıme standartn´ı aritmetiku na´sledovneˇ: necht’ 0 6= x, 0 6= y ∈ R, pak x+ y =
1, x ∗ y = 1, x ∗ 0 = 0, x+ 0 = 1. Tedy jedna´ se opravdu o symbolicke´ prˇeprocesova´n´ı.
Symbolicke-prepocesovani
INPUT:
L- konecˇna´ podmnozˇina M ×R[x]G- konecˇna´ podmnozˇina R[x]
OUTPUT: konecˇna´ podmnozˇina R[x]
F := {m× f ; (m, f) ∈ L}
Done := LM(F )
WHILE M(F ) 6= Done DO
m ∈M(F )\Done
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Done := Done ∪ {m}
IF m je top reducibiln´ı modulo G THEN
m := m´LM(F ) pro neˇjake´ f ∈ G, m´ ∈M
F := F ∪ {m´f}
RETURN F
Pozn. : Jestlizˇe size(Sel(l)) = 1 pro vsˇechna l 6= 0, pak F4 algoritmus je Buchberge-
rovy´m algoritmem. V tomto prˇ´ıpadeˇ funkce Sel odpov´ıda´ strategii vy´beˇru v Buchbergeroveˇ
algoritmu.
3.2.3. Cˇuang-c’˚uv algoritmus
Algoritmus pro vy´pocˇet polynomicky´ch rovnic v´ıce promeˇnny´ch nad konecˇny´mi poli.
Nejdrˇ´ıve se v te´to kapitole sezna´mı´me se samotny´m algoritmem a ilustrujeme ho na
prˇ´ıkladech.
Algebraicke´ pozad´ı
Necht’ k je pole s q prvky. Meˇjme m polynomu˚ f0, ..., fn−1 ∈ k[x0, ..., xn−1]. Nasˇ´ım c´ılem
je naj´ıt vsˇechny n-tice (a0, ..., an−1) ∈ kn takove´, zˇe
f0(a0, ..., an−1) = 0
...
fn−1(a0, ..., an−1) = 0
Pracujeme s polem, kde xqi = xi. Kl´ıcˇovou mysˇlenkou tohoto algoritmu je posunout se
z prostoru polynomu˚ k[x0, ..., xn−1] s koeficienty v k do prostoru polynomu K[X] s koefi-
cienty ve vhodneˇ vybrane´m rozsˇ´ıˇrene´m poli K.
Pro na´zornost da´le prˇedpokla´dejme, zˇe m = n. Vybereme ireducibiln´ı polynom g(y) ∈
k[y] stupneˇ n. Pak K = k[y]/(g(y)) je rozsˇ´ıˇren´ı k stupneˇ n. Necht’ φ je k-linea´rn´ı zobra-
zen´ı takove´, zˇe ztotozˇnˇuje K s n-rozmeˇrny´m vektorovy´m prostorem kn, tj. φ : kn → K
definovane´ φ(a0, ..., an−1) = a0 + a1y + · · ·+ an−1yn−1. Necht’ f : kn → kn je polynomicke´
zobrazen´ı definovane´ f = (f0, ..., fn−1). Prˇevedeme f do rozsˇ´ıˇrene´ho pole K uzˇit´ım φ a
vytvorˇen´ım zobrazen´ı F : K → K definovane´ho F = φ ◦ f ◦ φ−1. Uzˇit´ım Lagrangeovy
interpolacˇn´ı formule mu˚zˇeme povazˇovat F za polynom v K[X]. Opravdu F ma´ jedinou
reprezentaci v pod´ılove´m okruhu K[X]/(Xq
n − X). Pro dane´ f dostaneme odpov´ıdaj´ıc´ı
F vyrˇesˇen´ım soustavy linea´rn´ıch rovnic. Na´sleduj´ıc´ı teore´m na´m ukazuje prˇesny´ tvar te´to
reprezentace.
Teore´m 76. Uzˇit´ım notace zavedene´ vy´sˇe, pro linea´rn´ı polynomicke´ zobrazen´ı
f = (f0, ..., fn−1) ma´me
F (X) =
n−1∑
i=0
βiX
qi + α mod (Xq
n −X),
pro neˇjake´ βi, α ∈ K. Jestliˇze f je kvadraticke´ polynomicke´ zobrazen´ı, pak
F (X) =
n−1∑
i=0
n−1∑
j=i
γijX
qi+qj + βiX
qi + α mod (Xq
n −X),
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pro neˇjake´ γij, βi, α ∈ K.
Nyn´ı je zrˇejme´, zˇe se mu˚zˇeme volneˇji pohybovat mezi funkcemi s v´ıce promeˇnny´mi
a funkcemi s jednou promeˇnnou. Ma´me-li syste´m rovnic, za´kladn´ı strategi´ı je prˇeve´st
polynomicke´ zobrazen´ı f na F v rozsˇ´ıˇrene´m poli K. Korˇeny F , ktery´ je da´n Teore´mem
77, prˇesneˇ odpov´ıdaj´ı rˇesˇen´ı p˚uvodn´ı soustavy rovnic definovany´ch nad k. Tedy ma´me-li
korˇeny v K, prˇevedeme je do kn pomoc´ı φ−1.
Zd˚urazneˇme za´kladn´ı rozd´ıl mezi t´ımto algoritmem a ostatn´ımi algoritmy. Tento algo-
ritmus lze pouzˇ´ıt pouze nad konecˇny´mi poli.
Algoritmus byl pojmenova´n po anticke´m cˇ´ınske´m filosofovi Cˇuang-c’ovi. ”Jednou se
Cˇuang-c’ovi zda´lo, zˇe je moty´l. Moty´l poletuj´ıc´ı kolem. Byl sˇt’astny´ a deˇlal, co se mu za-
chteˇlo. Neveˇdeˇl, zˇe je Cˇuang-c’em. Na´hle se probudil a byl opeˇt pevny´m a nezameˇnitelny´m
Cˇuang-c’em. Neveˇdeˇl ale, zda to byl Cˇuang-c, ktery´ snil o tom, zˇe je moty´l, nebo moty´l
sn´ıc´ı o tom, zˇe je Cˇuang-c’em. Mezi Cˇuang-c’em a moty´lem mus´ı by´t prˇeci neˇjaky´ rozd´ıl.”
Toto se nazy´va´ transformace veˇc´ı.
Algoritmus
Algoritmus prˇevzat z [4].
Zacˇneˇme prˇ´ıpadem, kdy m = n, tedy kdy ma´me stejny´ pocˇet rovnic a promeˇnny´ch.
Cˇuang-c’˚uv algoritmus ma´ na vstupu polynomy f0, ..., fn−1 ∈ k[x0, ..., xn−1] a kladne´ cˇ´ıslo
D. D je horn´ı hranice stupneˇ polynomicky´ch rovnic, ktere´ ma´me vyrˇesˇit. Vy´sledkem
algoritmu je n-tice (a0, ..., an−1) ∈ kn takova´, zˇe fi(a0, ..., an−1) = 0 pro i = 0, ..., n− 1.
• Krok 1: Vybereme ireducibiln´ı polynom g(y) ∈ k[y] stupneˇ n a definujeme K =
k[y]/(g(y)). Necht’ φ : kn → K je definova´no jako v prˇedchoz´ım. Prˇevedeme f =
(f0, ..., fn−1) do K na F = φ ◦ f ◦ φ−1 a spocˇteme polynomickou reprezentaci F (X)
modulo xq
n − X. Je-li deg(F (X)) ≤ D, pak prˇejdeme k posledn´ımu kroku, jinak
postupujeme na´sledovneˇ.
• Krok 2: Necht’ G = Gal(K/k) je Galoisovo pole K nad k skla´daj´ıc´ı se z Frobe-
niovy´ch zobrazen´ı Gi(X) = X
qi , pro i = 0, ..., n−1. Pocˇ´ıtejme Fi(X) = Gi◦F (X) =
F (X)q
i
mod(Xq
n − X), pro i = 0, ..., n − 1. Poznamenejme, zˇe F0(X) = F (X).
Existuje-li Fi takove´, zˇe deg(Fi(X)) ≤ D, pak prˇejdeme na posledn´ı krok, jinak
postupujeme na´sledovneˇ.
• Krok 3: Necht’ N je pocˇet monomu˚, ktere´ se vyskytuj´ı v neˇjake´m Fi(X). Pro
kazˇde´ Fi(X) vytvorˇ´ıme rˇa´dkovy´ vektor v K
N , kde vstupem jsou koeficienty z Fi(X)
serˇazene´ v sestupne´m porˇad´ı. Da´le zkonstruujeme n×N matici uzˇit´ım teˇchto vek-
tor˚u. Pouzˇijeme Gaussovu eliminaci k z´ıska´n´ı nove´ mnozˇiny t ba´z´ı polynomu˚ S =
S0(X), ..., St−1(X). Jiny´mi slovy eliminujeme monomy nejprve nizˇsˇ´ıch stupnˇ˚u. Ozna-
cˇ´ıme prvky S tak, zˇe St−1(X) je prvek s nejnizˇsˇ´ım stupneˇm. Jestlizˇe deg(St−1(X)) ≤
≤ D, pak prˇejdeme na posledn´ı krok, jinak postupujeme na´sledovneˇ.
• Krok 4: Mus´ı platit, zˇe polynom z S s nejmensˇ´ım stupneˇm ma´ stupenˇ veˇtsˇ´ı nezˇ D.
Pro kazˇde´ i = 0, ..., t − 1 a j = 0, ..., n − 1 spocˇ´ıta´me XqjSi(X) mod(Xqn − X).
Jako v prˇedchoz´ım pouzˇijeme Gaussovu eliminaci na matici sestavenou ze sou-
stavy polynomu˚. T´ım z´ıska´me novou ba´zi polynomu˚ S´. Necht’ S´t´−1(X) je polynom
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v S´ s nejnizˇsˇ´ım stupneˇm. Jestlizˇe deg(S´t´−1(X)) ≤ D, pak prˇejdeme k posledn´ımu
kroku, jinak S nahrad´ıme S´ a opakujeme tento krok.
• Krok 5: V tomto bodeˇ ma´me polynom G(X), kde deg(G(X)) ≤ D. Vyrˇesˇ´ıme
G(X) = 0 pomoc´ı vhodneˇ vybrane´ho rychle´ho rˇesˇicˇe polynomicky´ch rovnic cˇi fak-
torizacˇn´ım algoritmem a t´ım obdrzˇ´ıme W = {α ∈ K;G(α) = 0}. Rˇesˇen´ı F (X) = 0
je podmnozˇina {α ∈ W ;F (α) = 0}.
Pozn. 1: Cˇuang-c’˚uv algoritmus mu˚zˇeme modifikovat v prˇ´ıpadeˇ, kdy ma´me me´neˇ
rovnic nezˇ promeˇnny´ch, tedy kdyzˇ m < n. Necht’ pi : km → kn je injektivn´ı zobrazen´ı
definovane´ pi(a0, ..., am−1) = (a0, ..., am−1, 0, ..., 0). f = (f0, ..., fm−1) nahrad´ıme pi ◦ f a
da´le postupujeme jako v prˇedchoz´ım. Mus´ıme poznamenat, zˇe pokud je m prˇ´ıliˇs male´,
pak existuje velky´ pocˇet rˇesˇen´ı (prˇesneˇji qn−m−1) a nav´ıc polynomy v idea´lu generovane´m
Fi(X) budou velke´ho stupneˇ.
Pozn. 2: Pokud ma´me v´ıce rovnic nezˇ promeˇnny´ch, tedy m > n, pak mus´ıme Cˇuang-
c’˚uv algoritmus opeˇt modifikovat. Prˇedpokla´dejme, zˇe m = nr + l, pro neˇjake´ 0 ≤ l < n
a rozdeˇlme f0, ..., fm−1 na r mnozˇin po n polynomech a jednu mnozˇinu o l polynomech.
Je-li m na´sobek n, pak prˇevedeme vsˇech r mnozˇin polynomu˚ na polynom v K[X] jako
v prˇedchoz´ım. Jestlizˇe l 6= 0, prˇevedeme posledn´ı mnozˇinu l polynomu˚.
Prˇ´ıklady
Prˇ´ıklad 1
Necht’ k = GF (22). Definujeme polynomicke´ zobrazen´ı f : k2 → k2. Jeho slozˇky jsou
f0(x0, x1) = x
2
0 + x1 + 1
f1(x0, x1) = x
2
1 + x0x1 + 1
v k[x0, x1]. Tabulka pro scˇ´ıta´n´ı a na´soben´ı v GF (4)
+ 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
* 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 3 1
3 0 3 1 2
Vybereme ireducibiln´ı polynom stupneˇ 2 s koeficienty v k: g(y) = y2 + y + 3.
Zobrazen´ı φ : k2 → K je definova´no na´sledovneˇ
φ(x0, x1) = x0 + x1y = X
Rˇesˇen´ı:
a)Pouzˇit´ı Teore´mu 77: Jestlizˇe f = (f0, f1, ..., fn−1) je kvadraticke´ polynomicke´
zobrazen´ı, pak
F (X) =
n−1∑
i=0
n−1∑
j=i
γijX
qi+qj +
n−1∑
i=0
βiX
qi + α mod (Xq
n −X),
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kde γij, βi, α ∈ K. Dle tohoto teore´mu ma´me
F (X) = γ11X
8 + γ01X
5 + β1X
4 + γ00X
2 + β0X + α
Nyn´ı jizˇ zby´va´ dopocˇ´ıtat pouze koeficienty. Vı´me, zˇe
F (x0 + x1y) = x
2
0 + x1 + 1 + (x
2
1 + x0x1 + 1)y
tedy naprˇ.
7 = y + 3⇒ F (3 + 1y) = 32 + 1 + 1 + (12 + 3.1 + 1)y = 2 + 3y = 14.
Vyp´ıˇseme potrˇebny´ pocˇet bod˚u
0 7→ 5
1 7→ 4
2 7→ 6
3 7→ 7
4 7→ 0
5 7→ 5
6 7→ 11
7 7→ 14
8 7→ 11
Nyn´ı dosad´ıme tyto hodnoty do dane´ rovnice a vyrˇesˇ´ıme soustavu rovnic. T´ım z´ıska´me
vy´sledne´ polynomicke´ zobrazen´ı
F (X) = 4X8 + 4X5 +X4 +X2 +X + 5.
b)Prˇ´ımy´ vy´pocˇet Lagrangeova interpolacˇn´ıho polynomu
Lagrange˚uv interpolacˇn´ı polynom je da´n vztahem
Ln(x) =
n∑
k=0
ykln,k(x), ln,k(x) =
n∏
k=0,k 6=n
X − xk
xn − xk
Nejdrˇ´ıve potrˇebujeme sestavit tabulku hodnot
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
y 5 4 6 7 0 5 11 14 11 2 4 13 14 3 9 4
Nyn´ı jizˇ mu˚zˇeme dosadit do dane´ho vzorce. Naprˇ.
l15,6 =
(X − 0)(X − 1) · · · (X − 5)(X − 7) · · · (X − 15)
(6− 0)(6− 1) · · · (6− 5)(6− 7) · · · (6− 15)
Z d˚uvodu rozsˇ´ıˇren´ı pole na GF (16) mus´ıme scˇ´ıtat i na´sobit v tomto poli. Prˇi na´soben´ı
odecˇ´ıta´me dany´ ireducibiln´ı polynom, tedy naprˇ. 11.12 = (2y + 3)3y = y2 + 2y a po
odecˇten´ı y2 + y + 3 dosta´va´me vy´sledek 3y + 3 = 15.
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Stejny´m zp˚usobem pokracˇujeme ve vy´pocˇtech da´le azˇ k vy´sledne´mu Lagrangeovu in-
terpolacˇn´ımu polynomu
L(X) = 4X8 + 4X5 +X4 +X2 +X + 5.
Prˇ´ıklad 2
Necht’ k = GF (22). Definujeme polynomicke´ zobrazen´ı f : k2 → k2. Jeho slozˇky jsou
f0(x0, x1) = 2x
3
0 + 3x
2
1x0 + 1
f1(x0, x1) = x
3
1 + 2x
2
0x1 + 2
v k[x0, x1]. Meˇjme stejny´ ireducibiln´ı polynom jako v prˇedchoz´ım prˇ´ıkladeˇ.
Rˇesˇen´ı:
a)Pouzˇit´ı Teore´mu 77: Nyn´ı je f = (f0, f1, ..., fn−1) jizˇ kubicke´ polynomicke´ zobra-
zen´ı, tedy
F (X) =
n−1∑
i=0
n−1∑
j=i
n−1∑
k=j
δijkX
qi+qj+qk +
n−1∑
i=0
n−1∑
j=i
γijX
qi+qj +
n−1∑
i=0
βiX
qi + α mod (Xq
n −X),
kde γij, βi, α ∈ K. Tedy po prˇeznacˇen´ı koeficient˚u ma´me
F (X) = aX12 + bX9 + cX8 + dX6 + eX5 + fX4 + gX3 + hX2 + iX + j
Nyn´ı jizˇ zby´va´ dopocˇ´ıtat pouze koeficienty. Vı´me, zˇe
F (x0 + x1y) = 2x
3
0 + 3x
2
1x0 + 1 + (x
3
1 + 2x
2
0x1 + 2)y
Nyn´ı mus´ıme sestavit tabulku hodnot
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
y 9 11 11 11 13 4 10 1 13 1 4 10 13 10 1 4
Tyto hodnoty dosad´ıme do polynomicke´ rovnice. T´ım z´ıska´me soustavu linea´rn´ı rovnic,
kterou vyrˇesˇ´ıme.
Vy´sledne´ polynomicke´ zobrazen´ı je pak da´no vztahem
F (X) = 8X12 + 2X9 + 8X6 + 9.
b)Prˇ´ımy´ vy´pocˇet Lagrangeova interpolacˇn´ıho polynomu Zde je postup na-
prosto totozˇny´ jako u prˇedchoz´ıho prˇ´ıkladu, pouze pouzˇijeme prˇ´ıslusˇnou tabulku hodnot.
Vy´sledny´ Lagrange˚uv interpolacˇn´ı polynom je tedy da´n vztahem
L(X) = 8X12 + 2X9 + 8X6 + 9.
Za´veˇr
Poznamenejme, zˇe Cˇuang-c’˚uv algoritmus nen´ı novy´m algoritmem, ale novy´m zp˚usobem,
jak nahl´ızˇet na proble´m rˇesˇit polynomicke´ rovnice ve v´ıce promeˇnny´ch nad konecˇny´mi
poli. Na´sˇ proble´m prˇevedeme na rozsˇ´ıˇrene´ pole, kde se z neˇj sta´va´ proble´m o jedne´
promeˇnne´. Pote´ pouzˇijeme jizˇ existuj´ıc´ı vhodne´ postupy pro rˇesˇen´ı polynomicke´ rovnice
v jedne´ promeˇnne´ nad konecˇny´m polem. Tedy vlastneˇ ztotozˇnˇujeme v´ıcerozmeˇrny´ a jed-
norozmeˇrny´ prˇ´ıpad. To take´ znamena´, zˇe neˇkdy mu˚zˇe by´t prospeˇsˇne´ se na jednorozmeˇrny´
prˇ´ıpad nad dany´m konecˇny´m polem d´ıvat jako na mnozˇinu v´ıcerozmeˇrny´ch polynomicky´ch
rovnic nad mensˇ´ım konecˇny´m polem.
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3.3. Ataky
Tato kapitola je inspirova´na [3], [5].
3.3.1. Patarin˚uv atak
Multivariacˇn´ı kryptosyste´my s verˇejny´m kl´ıcˇem
Bezpecˇnost multivariacˇn´ıch kryptosyste´mu˚ s verˇejny´m kl´ıcˇem (MPKC) spole´ha´ na na´rocˇ-
nost rˇesˇen´ı syste´mu nelinea´rn´ıch polynomicky´ch rovnic s mnoha promeˇnny´mi. Verˇejny´
kl´ıcˇ MPKC je veˇtsˇinou mnozˇina kvadraticky´ch polynomu˚, ktere´ jsou odvozeny ze skla´da´n´ı
zobrazen´ı.
Kra´tky´ popis Matsumoto-Imai algoritmu
Matematicke´ vlastnosti
Necht’ k je konecˇne´ pole charakteristiky 2 a necht’ q = 2m je pocˇet prvk˚u k. Obecny´
tvar MPKC je tvaru Y = (y1, ..., ym) = F (x1, ..., xn) = J2 ◦ φ ◦ J1(x1, ..., xn), kde F :
kn → km; J1 : kn → kn, J2 : km → km jsou afinn´ı transformace. Necht’ Ln je rozsˇ´ıˇren´ı
k stupneˇ N a necht’ θ je cele´ cˇ´ıslo. Pak funkce f : LN → LN : x 7→ x1+2mθ je bijekce,
jestlizˇe 1 + 2mθ je nesoudeˇlne´ s 2mN − 1. Tedy je-li f bijekce, lze jednodusˇe invertovat
a existuje inverzn´ı funkce f−1 takova´, zˇe f−1(x) = xh, kde h je multiplikativn´ı inverze
1 + 2mθ modulo 2mN − 1. Zobrazen´ı pi : k → LN je N - linea´rn´ı izomorfismus. Zobrazen´ı φ
nazy´va´me centra´ln´ı zobrazen´ı, ktere´ je definova´no φ = pi ◦ φ˜ ◦ pi−1. Zobrazen´ı φ˜ nad LN
je rozd´ılne´ pro r˚uzne´ MPKC. Jedna z hlavn´ıch mysˇlenek, jak zkonstruovat tento syste´m
byla zapocˇata Matsumotem a Imaiem.
Popis Matsumoto-Imai algoritmu
Pole k s 2m prvky je verˇejne´. Kazˇda´ zpra´va ma´ nm bit˚u, kde n je dalˇs´ı verˇejne´ cele´ cˇ´ıslo.
n je rozdeˇleno na´sledovneˇ n = n1 + · · · + nd, kde n1, ..., nd jsou opeˇt cela´ cˇ´ısla. Pote´ vy-
tvorˇ´ıme d rozsˇ´ıˇren´ı k, Ln1 , ..., Lnd stupneˇ n1, ..., nd. Hodnotu reprezentovanou prvky k na-
zveme slovo. Naprˇ. prvek Lne ; 1 ≤ e ≤ d, mu˚zˇe by´t slovo de´lky ne. Pouzˇijeme kvadraticke´
funkce f1, ..., fd da´vaj´ıc´ı d slov. Teˇchto d slov pak prˇekombinujeme na slovo de´lky n.
Tajne´ polozˇky jsou:
1. Dveˇ afinn´ı bijekce s, t : kn → kn (mohou by´t reprezentova´ny ba´z´ı polynomu˚ cel-
kove´ho stupneˇ 1 a koeficienty polynomu˚ jsou prvky k).
2. Deˇlen´ı n na d cely´ch cˇ´ısel n = n1 + · · ·+ nd.
3. Reprezentace pol´ı Ln1 , ..., Lnd . Tyto reprezentace jsou da´ny volbou d ireducibiln´ıch
polynomu˚. Oznacˇme ψl izomorfismus z k
nl do Lne dany´ teˇmito reprezentacemi, 1 ≤
≤ e ≤ d.
4. Cela´ cˇ´ısla θ1, ..., θd takova´, zˇe 1 ≤ θe ≤ ne a GCD(2θe + 1, 2mne − 1) = 1, 1 ≤ e ≤ d.
Tato cela´ cˇ´ısla θe uda´vaj´ı kvadraticke´ funkce f1, ..., fd.
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Du˚lezˇity´ bod je, zˇe skla´da´n´ı vsˇech teˇchto operac´ı je kvadraticka´ funkce s prvky v ba´zi.
Takzˇe tato funkce mu˚zˇe by´t da´na n polynomy nad k, (y1, ..., yn) (tyto polynomy da´vaj´ı
sˇifrovany´ text y z p˚uvodn´ıho textu x).
Verˇejne´ polozˇky jsou:
1. Pole k de´lky 2m, de´lka zpra´v n.
2. n polynomu˚ (y1, ..., yn) v n promeˇnny´ch nad k.
Tud´ızˇ kazˇdy´ mu˚zˇe zasˇifrovat zpra´vu.
Znacˇen´ı
m je stupenˇ pole k, n je pocˇet prvk˚u v k v kazˇde´ zpra´veˇ, d je pocˇet cely´ch cˇ´ısel v tajne´m
deˇlen´ı n : n = n1 + · · ·+ nd. Necht’ e je index, 1 ≤ e ≤ d a x je p˚uvodn´ı text a y sˇifrovany´
text. Oznacˇme Lne rozsˇ´ıˇren´ı k stupneˇ ne. ae je prvek Lne afinn´ı v x, be je prvek Lne afinn´ı
v y, θe je tajny´ parametr takovy´, zˇe
be = a
1+2mθe
e (3.13)
Nav´ıc pro jednoduchost oznacˇ´ıme θe = θ, ae = a, be = b.
Skupina slaby´ch kl´ıcˇ˚u
Uka´zˇeme, zˇe existuje mnoho slaby´ch kl´ıcˇ˚u v algoritmu MI. Je vsˇak velmi lehke´ se jim
vyhnout a tud´ızˇ to nepovazˇujeme za za´vazˇny´ proble´m tohoto algoritmu.
Rovnici (3.13) mu˚zˇeme zapsat ve tvaru a = bhe , kde he je multiplikativn´ı inverze
1 + 2mθe modulo 2mne − 1.
Necht’ α je cele´ cˇ´ıslo, oznacˇ´ıme HW (α) pocˇet 1 ve vy´razu α v ba´zi 2 (HW zastupuje
Haminngovu va´hu v ba´zi 2). Necht’ xi je bit x a yi je bit y(1 ≤ i ≤ mn). Kazˇda´ hodnota
yj, 1 ≤ j ≤ n ma´ kvadraticky´ vy´raz v hodnoteˇ xi, 1 ≤ i ≤ n. Jednodusˇe kazˇda´ hodnota xj
ma´ vy´raz jako polynom stupneˇ supe,1≤e≤dHW (he) v hodnota´ch yi. Je dobre´, kdyzˇ HW (he)
nen´ı prˇ´ıliˇs male´ pro nezna´me´ e. Prˇedpokla´dejme, zˇe nema´me tento prˇ´ıpad, tedy pro jednu
nezna´mou e, 1 ≤ e ≤ d je HW (he) velmi male´ a
a = bhe (3.14)
Jestlizˇe a je afinn´ı v x, existuj´ı hodnoty α1i, 0 ≤ i ≤ mn takove´, zˇe a1 = α10 +∑mni=1 α1ixi.
Z (3.14) v´ıme, zˇe a1 ma´ polynomia´ln´ı vy´raz celkove´ho stupneˇ HW (he) v b1, ..., bnem.
Tedy vsˇechny hodnoty b1, ..., bnem jsou afinn´ı v y1, ..., ynm, tud´ızˇ a1 ma´ polynomicky´
vy´raz celkove´ho stupneˇ HW (he) v y1, ..., ynm. Takzˇe ma´me polynom P celkove´ho stupneˇ
HW (he) tak, zˇe
α10 +
mn∑
i=1
α1ixi = P (y1, ..., ymn) (3.15)
Podobneˇ pro a2, a3, ..., anem. Tedy ma´me nejme´neˇ nem rovnic podobny´ch (3.15), stupneˇ
1 v xi a celkove´ho stupneˇ HW (he) v yi. Takzˇe jestlizˇe pro urcˇite´ e,HW (he) je velmi male´
(naprˇ.≤ 4), chceme naj´ıt nem rovnic podobny´ch (3.15) (a to i dokonce kdyzˇ existuje f tak,
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zˇe HW (he) je velmi velke´). Prˇi hleda´n´ı teˇchto rovnic budeme jednodusˇe psa´t nejobecneˇjˇs´ı
tvar rovnic stupneˇ HW (he). Generova´n´ım neˇjaky´ch hodnot pro x a y z verˇejne´ho tvaru
obdrzˇ´ıme rovnice stupneˇ 1 s koeficienty polynomu˚.
Po nasb´ıra´n´ı dostatecˇne´ho pocˇtu rovnic, Gaussovou redukc´ı na tyto rovnice, najdeme
vektorovy´ prostor rˇesˇen´ı pro koeficienty polynomu˚. Tud´ızˇ najdeme nejme´neˇ nem neza´vis-
ly´ch rovnic podobny´ch (3.15). Nyn´ı z teˇchto rovnic, kdyzˇ je da´no y, ma´me okamzˇiteˇ nem
rovnic stupneˇ 1 bit˚u xi p˚uvodn´ıho textu. To mu˚zˇe by´t velmi nebezpecˇne´.
Za´veˇr: Vsˇechny hodnoty ne, θe mus´ı by´t vybra´ny tak, aby rˇa´d HW (he) nebyl prˇ´ıliˇs
maly´ (naprˇ. ≥ 6).
Prvn´ı obecny´ u´tok na vsˇechny kl´ıcˇe
Prˇ´ıklad
Prˇedpokla´dejme, zˇe m = 1, θ = 1.
b = a3 (3.16)
Necht’ (b1, ..., bne) je reprezentace b v Lne a necht’ (a1, ..., ane) je reprezentace a v Lne .
Z (3.16) vid´ıme, zˇe ∀bj, 1 ≤ j ≤ ne ma´me kvadraticky´ vy´raz v (a1, ..., ane), protozˇe
b = aa2, a2 je linea´rn´ı (protozˇe m = 1). Avsˇak ra´di bychom nasˇli vy´raz, ktery´ da´va´
hodnoty aj z bj (namı´sto bj z aj). Prvn´ı mysˇlenka je samozrˇejmeˇ napsat
a = bh (3.17)
ale v nejv´ıce prˇ´ıpadech HW (h) je velke´, tud´ızˇ (3.17) da´va´ u´porny´ vy´raz pro hodnoty aj.
Zacˇneˇme opeˇt z (3.16) a vyna´sobme oba vy´razy z (3.16) a. Obdrzˇ´ıme
ba = a4 (3.18)
Rovnice (3.18) da´va´ ne rovnic stupneˇ 1 na bj hodnot, stupneˇ 1 na aj hodnot. (Protozˇe a
4
je linea´rn´ı v a, protozˇe m = 1.) Nav´ıc ∀b 6= 0 jsou zde pra´veˇ 2 rˇesˇen´ı (3.18): a = 0, a = bh.
Z rovnice (3.18) v´ıme, zˇe existuje rovnice tvaru
n∑
i=1
n∑
j=1
γijxiyj +
n∑
i=1
αixi +
n∑
i=1
βiyi + δ0 = 0 (3.19)
Tyto rovnice plat´ı ∀x, y, pak x je p˚uvodn´ı text k y. Nav´ıc jestlizˇe b = 0, existuje jenom
jedno rˇesˇen´ı pro a z (3.18).
Nutneˇ mus´ıme mı´t nejme´neˇ ne forma´lneˇ neza´visly´ch rovnic (3.19). Avsˇak pro danou
hodnotu y mu˚zˇeme rˇ´ıci, zˇe budeme mı´t nejme´neˇ ne − 1 neza´visly´ch rovnic (3.19) (a ne
ne), protozˇe (3.18) ma´ 2 rˇesˇen´ı pro a, kdyzˇ b 6= 0.
Vybra´n´ım neˇkolika hodnot pro x a spocˇ´ıta´n´ım hodnot y z x z verˇejne´ho tvaru, da´le
nahrazen´ım teˇchto hodnot xi, yi, 1 ≤ i ≤ n ve (3.19), obdrzˇ´ıme rovnice stupneˇ 1 ve
n2 + n+ n+ 1 = (n+ 1)2 promeˇnny´ch γij, αi, βi, δ0.
Rychle najdeme vsˇechny rovnice (3.19) (Gaussovou redukc´ı). Pak z dane´ho y, pro ktere´
hleda´me x, dosta´va´me rovnice (nejme´neˇ ne− 1 neza´visly´ch rovnic) stupneˇ 1 v hodnota´ch
x1, ..., xn. Dle Gaussovy redukce najdeme ne − 1 nezna´my´ch x1, ..., xn z ostatn´ıch rovnic.
Nyn´ı si ukazˇme obecny´ prˇ´ıpad.
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Obecny´ prˇ´ıpad
Meˇjme
b = a1+2
mθ
(3.20)
Slozˇen´ım obou stran te´to rovnice s q : x 7→ x2mθ−1, obdrzˇ´ıme b2mθ−1 = a22mθ−1. Vyna´sob´ıme
kazˇdou stranu ab
ab2
mθ
= ba2
2mθ
(3.21)
Necht’ (a1, ..., ane) je reprezentace a v Lne , (b1, ..., bne) je reprezentace b v Lne . (∀ai, bi, 1 ≤
≤ i ≤ ne jsou prvky v k). Rovnice (3.21) da´va´ ne rovnic (ne nutneˇ neza´visly´ch) stupneˇ 1
na bj hodnot a stupneˇ 1 na aj hodnot. (protozˇe b 7→ b2mθ je linea´rn´ı, a 7→ a22
mθ
je linea´rn´ı)
Nav´ıc a je afinn´ı v x, b je afinn´ı v y. Tedy teˇchto ne rovnic ((3.21) je ba´ze) pak p´ıˇseme ve
slozˇka´ch (x1, ..., xn), (y1, ..., yn). x, y da´va´ ne rovnic tvaru
n∑
i=1
n∑
j=1
γijxiyj +
n∑
i=1
αixi +
n∑
i=1
βiyi + δ0 = 0 (3.22)
Tyto rovnice plat´ı ∀x, y, kde x je p˚uvodn´ı text y. Tedy vybra´n´ım hodnot pro x a
spocˇ´ıta´n´ım hodnot y z x a verˇejne´ho tvaru a pak nahrazen´ım teˇchto hodnot xi, yi, 1 ≤ i ≤
≤ n v (3.22) obdrzˇ´ıme rovnice stupneˇ 1 v (n+ 1)2 promeˇnny´ch GF (2m) : γij, αi, βi, δ0.
T´ımto zp˚usobem najdeme rychle vsˇechny rovnice (3.22). To je prvn´ı cˇa´st nasˇeho
u´toku. Mozˇna´ najdeme neˇktere´ rovnice (3.22), ktere´ nevycha´z´ı z (3.21) (protozˇe jsme
nasˇli vsˇechny rovnice, ktere´ ma´me v obecne´m tvaru (3.22)), ale d˚ulezˇite´ je, zˇe najdeme
prˇinejmensˇ´ım vsˇechny rovnice (3.22), ktere´ vycha´z´ı z (3.21).
Cˇa´st 2 nasˇeho u´toku: Z dany´ch y, pro ktere´ najdeme x, na´m tyto rovnice da´vaj´ı rovnice
stupneˇ 1 v nezna´my´ch x1, ..., xn. Gaussovou redukc´ı teˇchto rovnic najdeme λ nezna´my´ch
x1, ..., xn z ostatn´ıch, kde λ je pocˇet neza´visly´ch rovnic (3.22) v x1, ..., xn, kdyzˇ y1, .., yn
jsou nahrazeny hodnotami. Abychom vycˇ´ıslili rˇa´d tohoto u´toku, mus´ıme vycˇ´ıslit λ. To
udeˇla´me nyn´ı.
Pozna´mka: Jestlizˇe m = 1, θe = 1, kdyzˇ najdeme vsˇechny rovnice (3.22), najdeme
vsˇechny rovnice, ktere´ vycha´z´ı z b2a = ba4 a vsˇechny rovnice, ktere´ vycha´z´ı z ba = a4.
Tyto rovnice nejsou forma´lneˇ stejne´ (protozˇe jestlizˇe b = 0, prvn´ı se zrusˇ´ı, druha´ ne).
Naprˇ. kdyzˇ m = 1, θ = 1, ne = 5, ma´me explicitneˇ naj´ıt vsˇechny rovnice (3.22). V tomto
prˇ´ıpadeˇ ma´me naj´ıt vektorovy´ prostor rˇesˇen´ı pro koeficienty γij, αi, βi, δ0 dimenze
prˇesneˇ 10. V tomto prˇ´ıpadeˇ b2a = ba4 a ba = a4 dane´ 10 rovnicemi. Pak vybereme pro
y danou hodnotu. Teˇchto 10 rovnic na´m samozrˇejmeˇ da´ nejvy´sˇe 5 nezna´my´ch rovnic a
jestlizˇe pro toto y ma´me b 6= 0, pak na´m da´ prˇesneˇ 4 neza´visle´ rovnice (protozˇe ma´me
prˇesneˇ 2 rˇesˇen´ı pro a).
Vy´pocˇet λ
Teore´m 77. Pro vsˇechny u´cˇinne´ kl´ıcˇe a pro veˇtˇsinu sˇifrovany´ch text˚u y, pocˇet λ neza´visly´ch
rovnic stupneˇ 1 v x1, ..., xn tak, zˇe obdrzˇ´ıme z rovnic (3.22) pro toto dane´ y ma´me
λ ≥ ∑de=1(ne − GCD(ne, θe)) ≥ 2n3 . Nav´ıc na´m to ukazuje, zˇe pro mnoho tajny´ch kl´ıcˇ˚u a
pro veˇtˇsinu sˇifrovany´ch text˚u ma´me λ ≥ n− d.
Lemma 78. Necht’ L je konecˇne´ pole s q prvky. Necht’ p je cle´ cˇ´ıslo a necht’ y je prvek
L. Pak rovnice xp = y ma´ nejvy´sˇe GCD(p, q − 1) rˇesˇen´ı x.
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D˚ukaz. Jestlizˇe y = 0, pak x = 0 je jedine´ rˇesˇen´ı a Lemma 78 plat´ı. Prˇedpokla´dejme,
zˇe y 6= 0, pak x = 0 nen´ı rˇesˇen´ı. Prˇedpokla´dejme take´, zˇe x 6= 0, takzˇe xq−1 = 1.
Necht’ µ = GCD(p, q − 1). Z Bezoutova teore´mu v´ıme, zˇe jsou 2 cela´ cˇ´ısla α, β takova´,
zˇe αp − β(q − 1) = µ. Tedy xp = y ⇒ xαp = yα ⇒ xµ(xq−1)β = yα ⇒ xµ = yα. Tedy
v poli kazˇda´ rovnice stupneˇ k ma´ nejvy´sˇe k rˇesˇen´ı. Existuje nejvy´sˇe µ rˇesˇen´ı xµ = yα a je
nejvy´sˇe µ rˇesˇen´ı xp = y, jak jsme tvrdili.
Lemma 79. Pro vsˇechna cela´ cˇ´ısla m,α, β ma´me GCD(2mα−1, 2mβ−1) = 2mGCD(α,β)−1.
D˚ukaz. • Jasneˇ GCD(2mα − 1, 2mβ − 1) ≥ 2mGCD(α,β) − 1, protozˇe 2mα − 1 a 2mβ − 1
mu˚zˇeme vz´ıt jako 2mGCD(α,β)− 1 faktor (pouzˇijeme formuli xk − 1 = (x− 1)(xk−1 +
xk−2 + · · ·+ x+ 1).
• Jasneˇ take´ mu˚zˇeme prˇedpokla´dat, zˇe α > β. Jelikozˇ Lemma 79 je symetricka´, ma´me
α = β. Lemma 79 je zrˇejma´.
• Nyn´ı jestlizˇe x, y jsou 2 cela´ cˇ´ısla a jestlizˇe µ je cele´ cˇ´ıslo takove´, zˇe x − y2µ > 0,
ma´me GCD(x, y) = GCD(y, x− y2µ).
Tedy s x = 2mα − 1, y = 2mβ − 1, 2µ = 2m(α−β) ma´me
GCD(2mα − 1, 2mβ − 1) = GCD(2mβ − 1, 2m(α−β) − 1) (3.23)
Iterac´ı te´to techniky GCD(α, β) objev´ıme zp˚usob podobny´ Euklidoveˇ algoritmu. Takzˇe
obdrzˇ´ıme GCD(2mα − 1, 2mβ − 1) ≤ 2mGCD(α,β) − 1
Lemma 80. V Lne (pole s 2
mne prvky) rovnice (3.21), jak ma´me napsa´no drˇ´ıve, ma´
nejvy´sˇe 2mGCD(θ,ne) rˇesˇen´ı v a, pro kazˇde´ dane´ b 6= 0.
D˚ukaz. Jestlizˇe b 6= 0, pak tato rovnice (3.21) ma´ 2 skupiny rˇesˇen´ı pro a: 1)a = 0, 2)a
tak, zˇe
(a2
mθ − 1)2mθ+1 = b2mθ−1 (3.24)
Vı´me, zˇe funkce g : z 7→ z2mθ+1 je bijekce v Lne (protozˇe dle konstrukce MI algoritmu,
θ, ne jsou vybra´ny tak, aby byla splneˇna dana´ vlastnost). Pak a je rˇesˇen´ı rovnice (3.24)⇔
a2
mθ − 1 = g−1(b2mθ − 1) (3.25)
Nyn´ı z Lemmatu 78 v´ıme, zˇe tato rovnice (3.25) ma´ pro dane´ b nejv´ıceGCD(2mθ−1, 2mne−
1) rˇesˇen´ı a. Takzˇe z Lemmatu 79 obdrzˇ´ıme, zˇe rovnice (3.24) ma´ nejv´ıce 2mGCD(θ,ne) − 1
rˇesˇen´ı v a. Takzˇe prˇida´n´ım rˇesˇen´ı a = 0 obdrzˇ´ıme, zˇe kdyzˇ b 6= 0, rovnice (3.21) ma´ nejv´ıce
2mGCD(θ,ne) rˇesˇen´ı v a, jak bylo odvozeno.
Du˚sledek 81. Pro dane´ b 6= 0, jestliˇze nap´ıˇseme rovnici (3.21) v ba´zi prvk˚u (s repre-
zentac´ı Lne jako rozsˇ´ırˇen´ı GF (2
m) stupneˇ ne), pak obdrzˇ´ıme nejme´neˇ ne − GCD(θ, ne)
neza´visly´ch rovnic stupneˇ 1 v prvc´ıch a.
D˚ukaz. Vı´me, zˇe obdrzˇene´ rovnice jsou stupneˇ 1 v prvc´ıch a. Nav´ıc tyto rovnice maj´ı
nejme´neˇ jedno rˇesˇen´ı a = 0, takzˇe nedocha´z´ı ke sporu. Jestlizˇe λe je pocˇet neza´visly´ch rov-
nic, ma´me prˇesneˇ 2m(ne−λe) rˇesˇen´ı. Avsˇak z Lemmatu 80 v´ıme, zˇe ma´me nejvy´sˇe 2mGCD(θ,ne)
rˇesˇen´ı, takzˇe λe ≥ ne −GCD(θ, ne), jak jsme tvrdili.
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D˚ukaz. Teore´mu 77: Necht’ y je sˇifrovany´ text takovy´,zˇe pro toto y ma´me: ∀e, 1 ≤ e ≤
≤ d, be 6= 0. (Takzˇe ae 6= 0, protozˇe be = a1+2mθee .)
Pozna´mka: Pro dane´ e je pravdeˇpodobnost, zˇe be = 0 rovna
1
2mne
. Takzˇe jestlizˇe mne
je velmi male´, tato pravdeˇpodobnost nen´ı zanedbatelna´. Avsˇak jeslizˇe mne je velmi male´
(naprˇ. m = 1, ne = 3), pak ae = b
he
e s velmi maly´m he, takzˇe s velmi maly´m HW (he). To
na´m da´va´ velmi slabe´ kl´ıcˇe. Mu˚zˇeme prˇedpokla´dat, zˇe mne nen´ı tak male´, takzˇe veˇtsˇina
sˇifrovany´ch text˚u y bude takova´, zˇe ∀e, 1 ≤ e ≤ d, be 6= 0. (Pro velmi velke´ d nemu˚zˇe by´t,
ale jestlizˇe n je prˇijatelne´ velikosti, pak d nemu˚zˇe by´t prˇ´ıliˇs velke´ a pro veˇtsˇinu sˇifrovany´ch
text˚u y,∀e, 1 ≤ e ≤ d, be 6= 0 jak jsme tvrdili.) Z d˚usledku Lemmatu 80 v´ıme, zˇe obdrzˇ´ıme
nejme´neˇ
∑d
e=1(ne − GCD(θe, ne)) neza´visly´ch rovnic stupneˇ 1 v prvc´ıch x (pro dane´ y
takove´, zˇe ∀e, be 6= 0).
Lemma 82. ∀e, 1 ≤ e ≤ d, necht’ δe = GCD(θe, ne) a necht’ ke = neδe (ke je cele´ cˇ´ıslo,
protozˇe δe deˇl´ı ne). Pak ke je vzˇdy liche´ a ke ≥ 3.
Doka´zali jsme, zˇe λ ≥ ∑de=1(ne −GCD(θe, ne)). Takzˇe z Lemmatu 82 plyne
λ ≥ ∑de=1(ne − ne3 ) = 23 ∑de=1 ne = 2n3 . Nav´ıc pro mnoho tajny´ch kl´ıcˇ˚u GCD(θe, ne) = 1 a
jestlizˇe toto nastane, ma´me
∑d
e=1(ne − 1) = n− d, takzˇe λ ≥ n− d.
Vylepsˇena´ Gaussova eliminace
Na´sˇ u´tok, jak jsme ho popsali, prˇecha´z´ı na 2 cˇa´sti:
1. Najdeme vsˇechny rovnice (3.22) a to je udeˇla´no jednou a pro vsˇechny.
2. Pro urcˇity´ sˇifrovany´ text y se pokus´ıme naj´ıt x pomoc´ı rovnic (3.22). Takzˇe to
mus´ıme udeˇlat pro kazˇde´ x z r˚uzny´ch y.
Druhy´ obecny´ u´tok
V odstavci 3.3.1 byl na´sˇ u´tok zalozˇen na mysˇlence, zˇe jestlizˇe b = a1+2
mθ
, pak ab2
mθ
=
ba2
2mθ
. V te´to rovnici jsou a, b na obou strana´ch. Nyn´ı se budeme snazˇit naj´ıt neˇjake´ rov-
nice obecne´ho tvaru a2bu = bv, kde HW (u), HW (v) jsou male´. Pro tento za´meˇr nezacˇneme
z b = a1+2
mθ
, ale zacˇneme z a = bhe . Takzˇe mus´ıme spocˇ´ıtat hodnotu he.
Teore´m 83. Necht’ δ = mGCD(θe, ne) a necht’ α, k jsou cela´ cˇ´ısla takova´, zˇe αδ = mθe
a kδ = mne. Necht’ he je, jako obvykle, multiplikativn´ı inverze 1 + 2
mθe modulo 2mne − 1.
Pak
1. k je liche´ a k ≥ 3
2. he = 2
kδ−1 +
∑k−1
i=1 (−1)i2αδi−1.
Pozna´mka: Nejobt´ızˇneˇjˇs´ı kl´ıcˇe v odstavci 3.3.1 jsou kl´ıcˇe s maly´m k. Tyto kl´ıcˇe jsou
nyn´ı nejlehcˇ´ı. Naprˇ. kdyzˇ k = 3, obdrzˇ´ıme ne rovnic v obecne´m tvaru
n∑
i=1
n∑
j=1
γijx
2
i yj +
n∑
i=1
n∑
j=i+1
ηijyiyj +
n∑
i=1
αixi +
n∑
i=1
βiyi + δ0 = 0 (3.26)
Na´sˇ u´tok ma´ sta´le dveˇ cˇa´sti:
1. Naj´ıt vsˇechny rovnice (3.22) z odstavce 3.3.1 a take´ vsˇechny rovnice (3.26).
2. Pro dane´ y polozˇme mocninu 2m−1 nalezeny´ch rovnic (3.26). Jelikozˇ v k ma´me
(α+ β)2
m−1
= α2
m−1
+ β2
m−1
a tedy x2
m
i = xi, rovnice (3.26) da´va´ podobne´ rovnice
stupneˇ 1 v xi. Proto pouzˇijeme obeˇ rovnice (3.22) a (3.26).
41
3.3. ATAKY
42
4. IMPLEMENTACE ALGORITMU˚
4. Implementace algoritmu˚
Prˇi implementaci v prostrˇed´ı Wolfram Mathematica bylo cˇerpa´no z [7].
4.1. Buchberger˚uv algoritmus
Tento algoritmus se pouzˇ´ıva´ pro vy´pocˇet Gro¨bnerovy´ch ba´z´ı a je v prostrˇed´ı Wolfram
Mathematica jizˇ implementova´n. Uka´zˇeme si tedy, jak dany´ algoritmus spustit.
Prˇi pocˇ´ıta´n´ı nad rea´lny´mi cˇ´ısly postupujeme na´sledovneˇ. Zada´me mnozˇinu polynomu˚
Poly={x^2 y - y, 2 x y + y, -5 + x z}
Zavola´me funkci “GroebnerBasis“ a vyp´ıˇseme promeˇnne´ obsazˇene´ v polynomech. Pro
na´sˇ prˇ´ıklad
GroebnerBasis[Poly,{x,y,z}]
Vy´stupem bude opeˇt mnozˇina polynomu˚, a to redukovana´ Gro¨bnerova ba´ze. Pokud
nezada´me zˇa´dne´ dalˇs´ı parametry, je vy´sledna´ redukovana´ Gro¨bnerova ba´ze spocˇtena pro
lexikograficke´ usporˇa´da´n´ı. Pokud bychom pozˇadovali jine´ usporˇa´da´n´ı, naprˇ. stupnˇovane´
inverzn´ı lexikograficke´ usporˇa´da´n´ı, mus´ıme zmeˇnit vola´n´ı na´sledovneˇ
GroebnerBasis[Poly,{x,y,z},MonomialOrder->DegreeReverseLexicographic]
Prˇi vy´pocˇtu Buchbergerova algoritmu nad konecˇny´mi poli mus´ıme postupovat na´sle-
dovneˇ. Nejdrˇ´ıve nacˇteme bal´ık s konecˇny´mi poli
<< FiniteFields‘FiniteFields‘
Da´le mus´ıme definovat na´mi vybrane´ pole vcˇetneˇ ireducibiln´ıho polynomu. Ten zap´ı-
sˇeme pomoc´ı koeficient˚u. Naprˇ pro pole F8 a pro ireducibiln´ı polynom [1,0,1,1] zada´me
SetFieldFormat[GF[2,{1,0,1,1}],FormatType->FunctionOfCode[k]]
Nyn´ı jizˇ mu˚zˇeme zadat mnozˇinu polynomu˚ jen s t´ım rozd´ılem, zˇe mı´sto kazˇde´ho ko-
eficientu i p´ıˇseme k[i]. Prˇep´ıˇseme tedy na´sˇ prˇ´ıklad
Poly = {x^2 y - y, k[2] x y + y, k[-5] + x z}
Nyn´ı jizˇ zavola´me funkci ”GroebnerBasis“ jako v prˇedchoz´ım
GroebnerBasis[Poly,{x,y,z}]
Zda´ se tedy, zˇe pro Gro¨bnerovy ba´ze je v programu Wolfram Mathematica vsˇe ho-
tovo. Nasta´va´ zde ale proble´m. Tento algoritmus je dosti pomaly´. Zaby´vali jsme se tedy
implementac´ı jine´ho algoritmu a to F4 algoritmu do prostrˇed´ı Wolfram Mathematica.
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4.2. F4 algoritmus
Tento algoritmus se pouzˇ´ıva´ pro vy´pocˇet Gro¨bnerovy´ch ba´z´ı stejneˇ jako Buchberger˚uv
algoritmus. Oproti Buchbergeroveˇ algoritmu je ale vy´stupem z F4 algoritmu nereduko-
vana´ Gro¨bnerova ba´ze. T´ım ale nevznika´ zˇa´dny´ proble´m, protozˇe vytvorˇit redukovanou
Gro¨bnerovu ba´zi je jizˇ snadny´ u´kol. Vy´hodou tohoto algoritmu je prˇedevsˇ´ım jeho rychlost.
Ukazˇme tedy, jak jsme implementovali dany´ algoritmus do prostrˇed´ı Wolfram Mathema-
tica a jeho vola´n´ı.
4.2.1. Implementace algoritmu
Pro vy´pocˇet Gro¨bnerovy´ch ba´z´ı pomoc´ı F4 algoritmu jsme vytvorˇili funkcˇn´ı bal´ık v prostrˇed´ı
Wolfram Mathematica. K pouzˇit´ı toho bal´ıku mus´ıme vytvorˇit slozˇku s na´zvem ”F4algorithm“.
Do te´to slozˇky zkop´ırujeme bal´ık ”F4algorithm.m“.
F4 algoritmus obsahuje dva podalgoritmy, a to redukci a symbolicke´ prˇeprocesova´n´ı.
Pro kazˇdy´ podalgoritmus sestav´ıme vlastn´ı funkci. Zacˇneˇme tedy teˇmito podalgoritmy.
Vstupem je zde mnozˇina zadany´ch polynomu˚ a da´le mnozˇina dvojic. Vy´stupem bude
mnozˇina polynomu˚. Pop´ıˇseme si, co se v dany´ch podalgoritmech pocˇ´ıta´
• Symbolicke´ prˇeprocesova´n´ı V tomto podalgoritmu nejdrˇ´ıve rozna´sob´ıme vsˇechny
prvky v L, pote´ mus´ıme vypsat vsˇechny hlavn´ı monomy dle dane´ho monomicke´ho
usporˇa´da´n´ı. Da´le mus´ıme vypsat take´ vsˇechny monomy a udeˇla´me rozd´ıl teˇchto dvou
mnozˇin. V dalˇs´ım kroku spocˇ´ıta´me vsˇechny hlavn´ı monomy ze zadany´ch polynomu˚.
Prozkouma´me top ireducibilitu. Vy´sledne´ polynomy pak prˇida´me k polynomu˚m,
ktere´ vznikly rozna´soben´ım L.
• Redukce Pro danou mnozˇinu polynomu˚ sestav´ıme matici koeficient˚u. Da´le tuto
matici prˇevedeme na rˇa´dkoveˇ schodovity´ tvar a vyp´ıˇseme noveˇ vznikle´ polynomy.
Pokud je neˇktery´ hlavn´ı monom noveˇ vznikly´ch polynomu˚ jizˇ obsazˇen v neˇktere´m
z hlavn´ım monomu˚ polynomu˚ prˇed redukc´ı, pak ho vynecha´me, jinak ho do mnozˇiny
polynomu˚ prˇida´me.
V hlavn´ım algoritmu je vstupem pouze mnozˇina polynomu˚. Vy´stupem pak mnozˇina
polynomu˚ a to neredukovana´ Gro¨bnerova ba´ze. V tomto algoritmu nejdrˇ´ıve mus´ıme vypsat
hlavn´ı monomy dany´ch polynomu˚ dle dane´ho monomicke´ho usporˇa´da´n´ı. Pote´ spocˇ´ıta´me
nejmensˇ´ı spolecˇne´ na´sobky teˇchto monomu˚ a sestav´ıme peˇtice dle definice. Napln´ıme
zby´vaj´ıc´ı promeˇnne´ a zavola´me funkci Redukce. Pote´ opeˇt mus´ıme urcˇit hlavn´ı monomy
mnozˇiny polynomu˚ a porovnat s hlavn´ımi monomy zadany´ch polynomu˚. Pokud se neˇjaky´
hlavn´ı monom vyskytuje uzˇ mezi hlavn´ımi monomy ze zadany´ch polynomu˚, dany´ poly-
nom neprˇida´va´me, jinak ho prˇida´me do vy´sledne´ mnozˇiny. Spocˇ´ıta´me take´ nove´ peˇtice.
Vsˇe opakuje do te´ doby, nezˇ je mnozˇina peˇtic nulova´.
4.2.2. Pouzˇit´ı algoritmu
F4 algoritmus jsme implementovali pouze pro pocˇ´ıta´n´ı nad rea´lny´mi cˇ´ısly a pro lexiko-
graficke´ usporˇa´da´n´ı. Nejdrˇ´ıve si mus´ıme nahra´t bal´ık F4algorithm.m takto
<< F4algorithm‘F4algorithm‘
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Pote´ zada´me mnozˇinu polynomu˚
Poly={x^2 y - y, 2 x y + y, -5 + x z}
Pro oveˇrˇen´ı spra´vnosti podalgoritmu˚ zada´me jesˇteˇ mnozˇinu dvojic. Pro na´sˇ prˇ´ıklad
L = {2 (-y + x^2 y), x (y + 2 x y)}
Nyn´ı zavola´me jednotlive´ podalgoritmy. Nejdrˇ´ıve spust´ıme Symbolicke´ prˇeprocesova´n´ı
SymbolicPreprocessing[L, Poly]
Vy´stupem bude mnozˇina polynomu˚
{y + 2 x y, -2 y + 2 x^2 y, x y + 2 x^2 y}
Da´le spust´ıme funkci Redukce
F4Reduction[L, Poly]
Vy´stupem bude mnozˇina polynomu˚. V nasˇem prˇ´ıpadeˇ
{y}
Zavola´me funkci “F4alg“. Pro na´sˇ prˇ´ıklad
F4alg[Poly]
Vy´stupem je opeˇt mnozˇina polynomu˚ a to neredukovana´ Gro¨bnerova ba´ze.
{y, y + 2 x y, -y + x^2 y}
Z te´to mnozˇiny vytvorˇ´ıme redukovanou Gro¨bnerovu ba´zi snadno, pouze porovna´n´ım
hlavn´ıch monomu˚ u dany´ch polynomu˚. Vid´ıme, zˇe hlavn´ı monom druhe´ho polynomu
je x na´sobkem hlavn´ıho monomu prvn´ıho polynomu a hlavn´ı monom trˇet´ıho polynomu
je x2 na´sobkem hlavn´ıho monomu prvn´ıho polynomu. Tedy vy´sledna´ Gro¨bnerova ba´ze
obsahuje pouze jeden polynom a to y.
4.3. Cˇuang-c’˚uv algoritmus
Tento algoritmus prˇeva´d´ı mnozˇinu polynomicky´ch zobrazen´ı o veˇtsˇ´ım pocˇtu promeˇnny´ch
na jednu rovnici o jedne´ promeˇnne´. Toho doc´ıl´ıme snadno pomoc´ı Teore´mu 77. My jsme se
vsˇak zaby´vali, zda se vy´sledek z Teore´mu 77 bude shodovat s vy´sledkem spocˇ´ıtany´m po-
moc´ı Lagrangeova interpolacˇn´ıho polynomu. Zaby´vali jsme se tedy implementac´ı Lagran-
geovy interpolace. Pro pocˇ´ıta´n´ı s rozsˇ´ıˇreny´m polem jsem vyuzˇila program Python, v neˇmzˇ
je vsˇe jednodusˇe interpretovatelne´.
Nejdrˇ´ıve si mus´ıme sestavit tabulky pro scˇ´ıta´n´ı a na´soben´ı nad dany´m rozsˇ´ıˇreny´m
polem, v nasˇem prˇ´ıpadeˇ pro rozsˇ´ıˇrene´ pole GF (16). Da´le mus´ıme sestavit tabulku hodnot
pro mnozˇinu polynomicky´ch zobrazen´ı. Nyn´ı jizˇ prˇejdeˇme k samotne´mu programu.
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4.3.1. Popis jednotlivy´ch funkc´ı
Cely´ program se skla´da´ z 8 funkc´ı, ktere´ si v te´to cˇa´sti detailneˇji pop´ıˇseme.
sum int
Tato funkce slouzˇ´ı k secˇten´ı dvou cˇ´ısel z dane´ aditivn´ı tabulky. Naprˇ. pro soucˇet cˇ´ısel
2, 3 bude vstup tvaru
sum_int(2,3)
Vy´stupem je tedy soucˇet teˇchto cˇ´ısel, tedy opeˇt pouze cˇ´ıslo, v nasˇem prˇ´ıpadeˇ
1
Poznamenejme, zˇe jsou zde zahrnuta vsˇechna pravidla pro soucˇet cˇ´ısel nad dany´m
rozsˇ´ıˇreny´m konecˇny´m polem, a to a = −a, a+ a = 0, a+ 0 = a, a+ b = b+ a.
multiply int
Tato funkce slouzˇ´ı k vyna´soben´ı dvou cˇ´ısel z dane´ multiplikativn´ı tabulky. Naprˇ. pro
soucˇin cˇ´ısel 4, 8 bude vstup tvaru
multiply_int(4,8)
Vy´stupem je tedy soucˇin teˇchto cˇ´ısel, tedy opeˇt pouze cˇ´ıslo, v nasˇem prˇ´ıpadeˇ
9
I u te´to funkce jsou zahrnuta pravidla pro soucˇin dvou cˇ´ısel nad dany´m polem, a to
a = −a, a ∗ 0 = 0, a ∗ 1 = a, a ∗ b = b ∗ a.
divide int
Tato funkce slouzˇ´ı k vydeˇlen´ı dvou cˇ´ısel z dane´ multiplikativn´ı tabulky. Tato funkce
proj´ızˇd´ı danou multiplikativn´ı tabulku a hleda´, ktere´ cˇ´ıslo mus´ı vyna´sobit s druhy´m ze
zadany´ch cˇ´ısel, aby dostala prvn´ı cˇ´ıslo. Naprˇ. pro pod´ıl cˇ´ısel 4, 8 bude vstup tvaru
divide_int(4,8)
Vy´stupem je tedy pod´ıl teˇchto cˇ´ısel, tedy opeˇt pouze cˇ´ıslo, v nasˇem prˇ´ıpadeˇ
3
Zjistili jsme tedy, zˇe pod´ıl dvou cˇ´ısel je roven 3, tedy pokud vyna´sob´ıme 3∗8, dostaneme
cˇ´ıslo 4.
multiply poly
Tato funkce slouzˇ´ı k vyna´soben´ı dvou polynomu˚. Vstupem jsou tedy dva polynomy a
vy´stupem bude jejich soucˇin. Tato funkce je da´le vyuzˇita v soucˇinu veˇtsˇ´ıho pocˇtu poly-
nomu˚. Uka´zˇeme si uka´zkovy´ vstup i vy´stup. Vezmeˇme si naprˇ´ıklad polynomy 1+2x, 3+2x.
Polynomy zada´me pomoc´ı koeficient˚u vzestupneˇ dle mocniny u x, tedy uka´zkovy´ vstup
je tvaru
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_multiply_poly([1,2],[3,2])
Po spusˇteˇn´ı dostaneme vy´stup tvaru
[3, 3, 3]
cozˇ zastupuje polynom 3 + 3x+ 3x2.
multiply poly
Tato funkce slouzˇ´ı k vyna´soben´ı libovolne´ho pocˇtu polynomu˚. Polynomy opeˇt zap´ıˇseme
pomoc´ı koeficient˚u u jednotlivy´ch mocnin vzestupneˇ. Chceme-li tedy vyna´sobit polynomy
1 + 2x, 3 + 2x, 3 + 2x+ 2X2, mus´ıme zadat na´sleduj´ıc´ı
multiply_poly([1,2],[3,2],[3,2,2])
Vy´sledkem pak bude soucˇin teˇchto polynomu˚, tedy
[2, 3, 2, 0, 1]
cozˇ zastupuje polynom 2 + 3x+ 2x2 + x4.
sum poly
Tato funkce slouzˇ´ı k secˇten´ı libovolne´ho pocˇtu polynomu˚. Chceme-li secˇ´ıst naprˇ. po-
lynomy 1 + 2x+ 2x2, 3 + 2x+ 4x2, 4 + 5x2 + x3, zap´ıˇseme
sum_poly([1,2,2],[3,2,4],[4,0,5,1])
Vy´stupem pak bude soucˇet dany´ch polynomu˚
[6, 0, 3, 1]
cozˇ zastupuje polynom 6 + 3x2 + x3.
print poly
Tato funkce slouzˇ´ı k u´praveˇ vy´stupu. Je- li vy´stupem polynom, pak jednotlivy´m ko-
eficient˚um prˇiˇrad´ı prˇ´ıslusˇnou mocninu x. Nulove´ cˇleny se nevypisuj´ı.
print_poly([3,0,2,1])
Vy´stup bude tedy tvaru
’3x^0 + 2x^2 + x^3’
calculate lagrange
Toto je hlavn´ı funkce cele´ho programu. Mus´ıme zde zadat funkcˇn´ı hodnoty ve vsˇech bo-
dech. V tomto algoritmu jsou vyuzˇity vsˇechny prˇedchoz´ı funkce pro vy´pocˇet jednotlivy´ch
ls, ktere´ vyna´sob´ı dany´mi funkcˇn´ımi hodnotami, cozˇ oznacˇ´ıme Ls. Pote´ se jizˇ jednotlive´
Ls secˇtou a vyjde Lagrange˚uv interpolacˇn´ı polynom. Uka´zˇeme si uka´zkovy´ vy´stup pro
urcˇite´ funkcˇn´ı hodnoty. Tyto hodnoty zap´ıˇseme na´sledovneˇ
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mapping = [9, 11, 11, 11, 13, 4, 10, 1, 13, 1, 4, 10, 13, 10, 1, 4],
kde prvn´ı hodnota odpov´ıda´ bodu x = 0 a posledn´ı odpov´ıda´ bodu x = 16. Pote´ jizˇ
spust´ıme danou funkci
calculate_lagrange()
a dostaneme vy´stup tvaru
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
l0 = ------------------------------------------------
1
[0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
l1 = ------------------------------------------------
1
[0, 3, 2, 1, 3, 2, 1, 3, 2, 1, 3, 2, 1, 3, 2, 1]
l2 = ------------------------------------------------
1
[0, 2, 3, 1, 2, 3, 1, 2, 3, 1, 2, 3, 1, 2, 3, 1]
l3 = ------------------------------------------------
1
[0, 10, 13, 9, 8, 2, 15, 6, 14, 12, 3, 5, 11, 7, 4, 1]
l4 = ------------------------------------------------------
1
[0, 8, 14, 11, 10, 2, 12, 7, 13, 15, 3, 4, 9, 6, 5, 1]
l5 = ------------------------------------------------------
1
[0, 14, 10, 12, 13, 3, 9, 5, 8, 11, 2, 7, 15, 4, 6, 1]
l6 = ------------------------------------------------------
1
[0, 13, 8, 15, 14, 3, 11, 4, 10, 9, 2, 6, 12, 5, 7, 1]
l7 = ------------------------------------------------------
1
[0, 5, 6, 9, 4, 3, 15, 13, 7, 12, 2, 10, 11, 14, 8, 1]
l8 = ------------------------------------------------------
1
[0, 11, 12, 15, 9, 1, 11, 12, 15, 9, 1, 11, 12, 15, 9, 1]
l9 = ---------------------------------------------------------
1
[0, 4, 7, 11, 5, 3, 12, 14, 6, 15, 2, 8, 9, 13, 10, 1]
l10 = ------------------------------------------------------
1
[0, 9, 15, 12, 11, 1, 9, 15, 12, 11, 1, 9, 15, 12, 11, 1]
l11 = ---------------------------------------------------------
1
[0, 15, 11, 9, 12, 1, 15, 11, 9, 12, 1, 15, 11, 9, 12, 1]
l12 = ---------------------------------------------------------
1
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[0, 7, 5, 12, 6, 2, 9, 10, 4, 11, 3, 14, 15, 8, 13, 1]
l13 = ------------------------------------------------------
1
[0, 6, 4, 15, 7, 2, 11, 8, 5, 9, 3, 13, 12, 10, 14, 1]
l14 = ------------------------------------------------------
1
[0, 12, 9, 11, 15, 1, 12, 9, 11, 15, 1, 12, 9, 11, 15, 1]
l15 = ---------------------------------------------------------
1
Ls = [[9, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 9],
[0, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11],
[0, 6, 13, 11, 6, 13, 11, 6, 13, 11, 6, 13, 11, 6, 13, 11],
[0, 13, 6, 11, 13, 6, 11, 13, 6, 11, 13, 6, 11, 13, 6, 11],
[0, 9, 8, 2, 15, 6, 14, 12, 3, 5, 11, 7, 4, 1, 10, 13],
[0, 9, 6, 5, 1, 8, 14, 11, 10, 2, 12, 7, 13, 15, 3, 4],
[0, 12, 13, 3, 9, 5, 8, 11, 2, 7, 15, 4, 6, 1, 14, 10],
[0, 13, 8, 15, 14, 3, 11, 4, 10, 9, 2, 6, 12, 5, 7, 1],
[0, 7, 12, 2, 10, 11, 14, 8, 1, 5, 6, 9, 4, 3, 15, 13],
[0, 11, 12, 15, 9, 1, 11, 12, 15, 9, 1, 11, 12, 15, 9, 1],
[0, 7, 11, 5, 3, 12, 14, 6, 15, 2, 8, 9, 13, 10, 1, 4],
[0, 8, 6, 3, 7, 10, 8, 6, 3, 7, 10, 8, 6, 3, 7, 10],
[0, 14, 4, 2, 5, 13, 14, 4, 2, 5, 13, 14, 4, 2, 5, 13],
[0, 4, 11, 3, 14, 15, 8, 13, 1, 7, 5, 12, 6, 2, 9, 10],
[0, 6, 4, 15, 7, 2, 11, 8, 5, 9, 3, 13, 12, 10, 14, 1],
[0, 14, 13, 5, 2, 4, 14, 13, 5, 2, 4, 14, 13, 5, 2, 4]]
L = 9x^0 + 8x^6 + 2x^9 + 8x^12
Vy´sledny´ Lagrange˚uv polynom je tedy tvaru 8x12 + 2x9 + 8x6 + 9.
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5. ZA´VEˇR
5. Za´veˇr
C´ılem te´to diplomove´ pra´ce bylo sestavit prˇehled komutativn´ı algebry se zameˇrˇen´ım
na Gro¨bnerovy ba´ze. Dalˇs´ım c´ılem bylo popsat multivariacˇn´ı kryptosyste´my a ataky na
neˇ. Posledn´ım c´ılem byla implementace dany´ch algoritmu˚.
Diplomova´ pra´ce je cˇleneˇna do trˇ´ı kapitol. V prvn´ı kapitole je sepsa´n prˇehled ko-
mutativn´ı algebry zameˇrˇeny´ na Gro¨bnerovy ba´ze. Je zde prostudova´na take´ problema-
tika idea´l˚u, monomicke´ho usporˇa´da´n´ı a teorie eliminace. Ve druhe´ kapitole je sestaven
prˇehled multivariacˇn´ıch kryptosyste´mu˚. Da´le jsou zde studova´ny trˇi algoritmy. Buchber-
ger˚uv algoritmus a F4 algoritmus vyuzˇ´ıvaj´ıc´ı Gro¨bnerovy ba´ze a posledn´ım algoritmem
je Cˇuang-c’˚uv algoritmus, ktery´ vyuzˇ´ıva´ rozsˇ´ıˇrena´ konecˇna´ pole a prˇevod veˇtsˇ´ıho pocˇtu
multivariacˇn´ıch polynomicky´ch rovnic na jednu polynomickou rovnici o jedne´ promeˇnne´.
V posledn´ı kapitole jsme se zaby´vali implementac´ı dany´ch algoritmu˚. Buchberger˚uv al-
goritmus je v prostrˇed´ı Wolfram Mathematica jizˇ implementova´n, tud´ızˇ jsme se zaby´vali
pouzˇit´ım dane´ho algoritmu. F4 algoritmus jsme implementovali do programu Wolfram
Mathematica. Byl vytvorˇen funkcˇn´ı bal´ık rˇesˇ´ıc´ı F4 algoritmus nad rea´lny´mi cˇ´ısly pro le-
xikograficke´ usporˇa´da´n´ı. U posledn´ıho algoritmu byl vytvorˇen program v jazyce Python
pocˇ´ıtaj´ıc´ı Lagrange˚uv interpolacˇn´ı polynom nad rozsˇ´ıˇreny´m konecˇny´m polem.
K diplomove´ pra´ci jsou prˇilozˇeny prˇ´ıklady, v ktery´ch jsou procvicˇova´ny idea´ly, Gro¨bne-
rovy ba´ze, S-polynomy a implicitizace. Da´le jsou prˇilozˇeny ko´dy a to pro F4 algoritmu a
pro vy´pocˇet Lagrangeova interpolacˇn´ıho polynomu.
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6. PRˇI´LOHA
6. Prˇ´ıloha
6.1. Prˇ´ıklady
6.1.1. Idea´ly
Prˇ´ıklad 1:
Meˇjme idea´l i = (x4, y4, x2y2, x2 + y3). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, x2 + y3}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (x2 + y3). Do i patrˇ´ı:
x4
y4
x2y2
x2 + y3 / · y ⇒ x2y + y4 ∈ i⇒ x2y ∈ i
Tedy do i patrˇ´ı:
x4
y4
x2y
x2 + y3
Jelikozˇ x4 i x2y jsou deˇlitelne´ x2, cozˇ je hlavn´ı monom u x2 + y3, mu˚zˇeme je vynechat.
Tzn. obecny´ prvek je tvaru P (x, y) y4 +Q (x, y) (x2 + y3). Pro obecny´ prvek tohoto tvaru
zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy
z x2 + y3, y4. in i je idea´l generovany´ LM libovolne´ho polynomu z i. in i = (x2, y4).
Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x2}, cozˇ
nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) = {x2, y4}. Tzn. G je Gro¨bnerova ba´ze.
Prˇ´ıklad 2:
Meˇjme idea´l i = (x4, y4, x2y2, x2 + xy2). To znamena´, zˇe i je generova´n mnozˇinou
G = {x4, y4, x2y2, x2 + xy2}. Kazˇdy´ prvek i je tvaru P (x, y)x4+Q (x, y) y4+R (x, y)x2y2+
S (x, y) (x2 + xy2). Do i patrˇ´ı:
x4
y4
x2y2
x2 + xy2 / · x⇒ x3 + x2y2 ∈ i⇒ x3 ∈ i⇒ x4 ∈ i, x2y2 ∈ i
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Tedy do i patrˇ´ı:
y4
x2 + xy2
Tzn. obecny´ prvek je tvaru P (x, y) y4+Q (x, y) (x2 + xy2). Pro obecny´ prvek tohoto tvaru
zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy
z y4, x2 + xy2. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x2 + xy2, y4) = (x2, y4).
Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x2}, cozˇ
nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) = {x2, y4}. Tzn. G je Gro¨bnerova ba´ze.
Prˇ´ıklad 3:
Meˇjme idea´l i = (x4, y4, x2y2, x2 + x2y). To znamena´, zˇe i je generova´n mnozˇinou
G = {x4, y4, x2y2, x2 + x2y}. Kazˇdy´ prvek i je tvaru P (x, y)x4+Q (x, y) y4+R (x, y)x2y2+
S (x, y) (x2 + x2y). Do i patrˇ´ı:
x4
y4
x2y2
x2 + x2y / · y ⇒ x2y + x2y2 ∈ i⇒ x2y ∈ i⇒ x2 ∈ i, x2y2 ∈ i
Tedy do i patrˇ´ı:
x2
y4
Tzn. obecny´ prvek je tvaru P (x, y)x2+Q (x, y) y4. Pro obecny´ prvek tohoto tvaru zkouma´me
jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy z x2, y4.
Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x2, y4). Vezmeme-li LM z prvk˚u g prˇi lexi-
kograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x2}, cozˇ nen´ı minima´ln´ı mnozˇina genera´tor˚u.
LM(G) = {x2, y4}. Tzn. G je Gro¨bnerova ba´ze.
Prˇ´ıklad 4:
Meˇjme idea´l i = (x4, y4, x2y2, x2 + x3). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, x2 + x3}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (x2 + x3). Do i patrˇ´ı:
x4
y4
x2y2
x2 + x3 / · x⇒ x3 ∈ i⇒ x2 ∈ i
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Tedy do i patrˇ´ı:
x2
y4
Tzn. obecny´ prvek je tvaru P (x, y)x2 +Q (x, y) y4. Pro obecny´ prvek tohoto tvaru zkou-
ma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy z
x2, y4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x2, y4). Vezmeme-li LM z prvk˚u g
prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x3}, cozˇ nen´ı minima´ln´ı mnozˇina ge-
nera´tor˚u. LM(G) = {x3, y4, x2y2}. Tzn. G nen´ı Gro¨bnerova ba´ze.
Prˇ´ıklad 5:
Meˇjme idea´l i = (x4, y4, x2y2, xy + x3). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, xy + x3}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (xy + x3). Do i patrˇ´ı:
x4
y4
x2y2
xy + x3 / · x⇒ x2y ∈ i, / · y ⇒ xy2 ∈ i
Tedy do i patrˇ´ı:
xy2
y4
x2y
x3 + xy
Tzn. obecny´ prvek je tvaru P (x, y)xy2 +Q (x, y) y4 +R (x, y)x2y+S (x, y) (x3 + xy). Pro
obecny´ prvek tohoto tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek
mu˚zˇeme vygenerovat vzˇdy z xy2, y4, x2y, x3 + xy. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu
in i = (xy2, y4, x2y, x3 + xy) = (x3, x2y, xy2, y4). Vezmeme-li LM z prvk˚u g prˇi lexiko-
graficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x3}, cozˇ nen´ı minima´ln´ı mnozˇina genera´tor˚u.
LM(G) = {x3, x2y2, y4}. Tzn. G nen´ı Gro¨bnerova ba´ze.
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Prˇ´ıklad 6:
Meˇjme idea´l i = (x4, y4, x2y2, xy+ xy2). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, xy + xy2}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (xy + xy2). Do i patrˇ´ı:
x4
y4
x2y2
xy + xy2 / · x⇒ x2y ∈ i, / · y, / · y2 ⇒ xy3 ∈ i⇒ xy2 ∈ i⇒ xy ∈ i
Tedy do i patrˇ´ı:
x4
xy
y4
Tzn. obecny´ prvek je tvaru P (x, y)x4 +Q (x, y)xy+R (x, y) y4. Pro obecny´ prvek tohoto
tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat
vzˇdy z x4, xy, y4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x4, xy, y4). Vezmeme-li LM
z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, xy2}, cozˇ nen´ı minima´ln´ı
mnozˇina genera´tor˚u. LM(G) = {x4, xy2, y4}. Tzn. G nen´ı Gro¨bnerova ba´ze.
Prˇ´ıklad 7:
Meˇjme idea´l i = (x4, y4, x2y2, xy+ x2y). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, xy + x2y}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (xy + x2y). Do i patrˇ´ı:
x4
y4
x2y2
xy + x2y / · y ⇒ xy2 ∈ i, / · x⇒ x2y + x3y ∈ i⇒ x2y ∈ i⇒ xy ∈ i
Tedy do i patrˇ´ı:
x4
xy
y4
Tzn. obecny´ prvek je tvaru P (x, y)x4 + Q (x, y)xy + R (x, y) y4. Pro obecny´ prvek
tohoto tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme
vygenerovat vzˇdy z x4, xy, y4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x4, xy, y4).
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Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x2y}, cozˇ
nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) = {x4, x2y, y4}. Tzn. G nen´ı Gro¨bnerova
ba´ze.
Prˇ´ıklad 8:
Meˇjme idea´l i = (x4, y4, x2y2, xy + y3). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, xy + y3}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (xy + y3). Do i patrˇ´ı:
x4
y4
x2y2
xy + y3 / · y ⇒ xy2 ∈ i
Tedy do i patrˇ´ı:
x4
xy + y3
y4
Tzn. obecny´ prvek je tvaru P (x, y)x4+Q (x, y) (xy+y3)+R (x, y) y4. Pro obecny´ prvek
tohoto tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vyge-
nerovat vzˇdy z x4, xy+y3, y4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (x4, xy + y3, y4) =
(x4, xy, y4). Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2,
xy}, cozˇ nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) = {x4, xy, y4}. Tzn. G je Gro¨bne-
rova ba´ze.
Prˇ´ıklad 9:
Meˇjme idea´l i = (x4, y4, x2y2, x3 + y2). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, x3 + y2}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (x3 + y2). Do i patrˇ´ı:
x4
y4
x2y2
x3 + y2 / · x⇒ xy2 ∈ i
Tedy do i patrˇ´ı:
xy2
x3 + y2
y4
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Tzn. obecny´ prvek je tvaru P (x, y)xy2 +Q (x, y) (x3 +y2)+R (x, y) y4. Pro obecny´ pr-
vek tohoto tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme
vygenerovat vzˇdy z xy2, x3 + y2, y4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu
in i = (xy2, x3 + y2, y4) = (x3, xy2, y4). Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m
usporˇa´da´n´ı, ma´me {x4, y4, x2y2, x3}, cozˇ nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) =
{x3, x2y2, y4}. Tzn. G nen´ı Gro¨bnerova ba´ze.
Prˇ´ıklad 10:
Meˇjme idea´l i = (x4, y4, x2y2, xy2 + y2). To znamena´, zˇe i je generova´n mnozˇinou
G = {x4, y4, x2y2, xy2 + y2}. Kazˇdy´ prvek i je tvaru P (x, y)x4+Q (x, y) y4+R (x, y)x2y2+
S (x, y) (xy2 + y2). Do i patrˇ´ı:
x4
y4
x2y2
xy2 + y2 / · x⇒ xy2 ∈ i⇒ y2 ∈ i
Tedy do i patrˇ´ı:
y2
x4
Tzn. obecny´ prvek je tvaru P (x, y) y2 + Q (x, y)x4. Pro obecny´ prvek tohoto tvaru
zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy
z y2, x4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (y2, x4). Vezmeme-li LM z prvk˚u
g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, xy2}, cozˇ nen´ı minima´ln´ı mnozˇina
genera´tor˚u. LM(G) = {x4, xy2, y4}. Tzn. G nen´ı Gro¨bnerova ba´ze.
Prˇ´ıklad 11:
Meˇjme idea´l i = (x4, y4, x2y2, x2y + y2). To znamena´, zˇe i je generova´n mnozˇinou
G = {x4, y4, x2y2, x2y + y2}. Kazˇdy´ prvek i je tvaru P (x, y)x4+Q (x, y) y4+R (x, y)x2y2+
S (x, y) (x2y + y2). Do i patrˇ´ı:
x4
y4
x2y2
x2y + y2 / · y ⇒ y3 ∈ i
Tedy do i patrˇ´ı:
y3
x4
x2y + y2
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Tzn. obecny´ prvek je tvaru P (x, y) y3 +Q (x, y)x4 +R (x, y) (x2y+y2). Pro obecny´ pr-
vek tohoto tvaru zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme
vygenerovat vzˇdy z y3, x4, x2y + y2. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (y3, x4,
x2y+y2) = (x4, x2y, y4). Vezmeme-li LM z prvk˚u g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me
{x4, y4, x2y2, x2y}, cozˇ nen´ı minima´ln´ı mnozˇina genera´tor˚u. LM(G) = {x4, x2y, y4}. Tzn.
G nen´ı Gro¨bnerova ba´ze.
Prˇ´ıklad 12:
Meˇjme idea´l i = (x4, y4, x2y2, y3 + y2). To znamena´, zˇe i je generova´n mnozˇinou G =
{x4, y4, x2y2, y3 + y2}. Kazˇdy´ prvek i je tvaru P (x, y)x4 + Q (x, y) y4 + R (x, y)x2y2 +
S (x, y) (y3 + y2). Do i patrˇ´ı:
x4
y4
x2y2
y3 + y2 / · y ⇒ y3 ∈ i⇒ y2 ∈ i
Tedy do i patrˇ´ı:
y2
x4
Tzn. obecny´ prvek je tvaru P (x, y) y2 + Q (x, y)x4. Pro obecny´ prvek tohoto tvaru
zkouma´me jeho hlavn´ı monom (LM). Zjist´ıme, zˇe kazˇdy´ prvek mu˚zˇeme vygenerovat vzˇdy
z y2, x4. Z toho plyne tvar pocˇa´tecˇn´ıho idea´lu in i = (y2, x4). Vezmeme-li LM z prvk˚u
g prˇi lexikograficke´m usporˇa´da´n´ı, ma´me {x4, y4, x2y2, y3}, cozˇ nen´ı minima´ln´ı mnozˇina
genera´tor˚u. LM(G) = {x4, x2y2, y3}. Tzn. G nen´ı Gro¨bnerova ba´ze.
6.1.2. Implicitizace
Implicitizace naivn´ım zp˚usobem, to jest urcˇen´ım stupneˇ vy´sledne´ho polynomu Q.
Prˇ´ıklad 1: x = t+ t2, y = 2t2.
Uvazˇujme, zˇe Q je polynom 2. stupneˇ. Obecneˇ tedy mu˚zˇeme polynom Q zapsat ve tvaru:
Ax2 + Bxy + Cy2 + Dx + Ey + F = 0. Za x, y dosad´ıme vy´razy ze zada´n´ı a dostaneme
A(t+ t2)2 +B(t+ t2)2t2 + 4Ct4 +D(t+ t2) + 2Et2 + F = 0.
Vyrˇesˇ´ıme porovna´n´ım koeficient˚u u jednotlivy´ch mocnin:
t4 : 2A+ 2B + 4C = 0
t3 : 2A+ 2B = 0
t2 : A+D + 2E = 0
t1 : D = 0
t0 : F = 0
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Vyrˇesˇen´ım rovnic dosta´va´me: A = −B,A = −2E,A = 4C,D = 0, F = 0. Zvol´ıme A = 4.
Pak vy´sledny´ polynom Q je tvaru 4x2 − 4xy + y2 − 2y = 0.
Prˇ´ıklad 2: x = t+ t3, y = t2 + 1.
Uvazˇujme, zˇe Q je polynom 3. stupneˇ. Obecneˇ tedy mu˚zˇeme polynom Q zapsat ve tvaru:
Ax3 + Bx2y + Cxy2 + Dy3 + Ex2 + Fxy + Gy2 + Hx + Iy + J = 0. Za x, y dosad´ıme
vy´razy ze zada´n´ı a dostaneme A(t+ t3)3 +B(t+ t3)2(t2 + 1) +C(t+ t3)(t2 + 1)2 +D(t2 +
1)3 + E(t+ t3)2 + F (t+ t3)(t2 + 1) +G(t2 + 1)2 +H(t+ t3) + I(t2 + 1) + J = 0.
Vyrˇesˇ´ıme porovna´n´ım koeficient˚u u jednotlivy´ch mocnin:
t9 : A = 0
t8 : B = 0
t7 : 3A+ C = 0
t6 : 3B +D + E = 0
t5 : 3A+ 3C + F = 0
t4 : 3B + 3D + 2E +G = 0
t3 : A+ 3C + 2F +H = 0
t2 : B + 3D + E + 2G+ I = 0
t1 : C + F +H = 0
t0 : D +G+ I + J = 0
Vyrˇesˇen´ım rovnic dosta´va´me: A = 0, B = 0, C = 0, D = −E,F = 0, G = E, I = 0, F =
0, H = 0, J = 0. Zvol´ıme D = 1. Pak vy´sledny´ polynom Q je tvaru y3 − x2 − y2 = 0.
Prˇ´ıklad 3: x = 1 + t3, y = t2 + t.
Uvazˇujme, zˇe Q je polynom 3. stupneˇ. Obecneˇ tedy mu˚zˇeme polynom Q zapsat ve tvaru:
Ax3 + Bx2y + Cxy2 + Dy3 + Ex2 + Fxy + Gy2 + Hx + Iy + J = 0. Za x, y dosad´ıme
vy´razy ze zada´n´ı a dostaneme A(1 + t3)3 +B(1 + t3)2(t2 + t) +C(1 + t3)(t2 + t)2 +D(t2 +
t)3 + E(1 + t3)2 + F (1 + t3)(t2 + t) +G(t2 + t)2 +H(1 + t3) + I(t2 + t) + J = 0.
Vyrˇesˇ´ıme porovna´n´ım koeficient˚u u jednotlivy´ch mocnin:
t9 : A = 0
t8 : B = 0
t7 : B + C = 0
t6 : 3A+ 2C +D + E = 0
t5 : 2B + C + 3D + F = 0
t4 : 2B + C + 3D + F +G = 0
t3 : 3A+ 2C +D + 2E + 2G+H = 0
t2 : B + C + F +G+ I = 0
t1 : B + F + I = 0
t0 : A+ E +H + J = 0
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Vyrˇesˇen´ım rovnic dosta´va´me: A = 0, B = 0, C = 0, D = −E, 3D = −F,G = 0, E =
−H,F = −I, J = 0. Zvol´ıme E = −1. Pak vy´sledny´ polynom Q je tvaru y3 − x2 − 3xy +
x+ 3y = 0.
Prˇ´ıklad 4: x = t3 − 1, y = t2 + t.
Uvazˇujme, zˇe Q je polynom 3. stupneˇ. Obecneˇ tedy mu˚zˇeme polynom Q zapsat ve tvaru:
Ax3 + Bx2y + Cxy2 + Dy3 + Ex2 + Fxy + Gy2 + Hx + Iy + J = 0. Za x, y dosad´ıme
vy´razy ze zada´n´ı a dostaneme A(t3− 1)3 +B(t3− 1)2(t2 + t) +C(t3− 1)(t2 + t)2 +D(t2 +
t)3 + E(t3 − 1)2 + F (t3 − 1)(t2 + t) +G(t2 + t)2 +H(t3 − 1) + I(t2 + t) + J = 0.
Vyrˇesˇ´ıme porovna´n´ım koeficient˚u u jednotlivy´ch mocnin:
t9 : A = 0
t8 : B = 0
t7 : B + C = 0
t6 : −3A+ 2C +D + E = 0
t5 : −2B + C + 3D + F = 0
t4 : −2B − C + 3D + F +G = 0
t3 : 3A− 2C +D − 2E + 2G+H = 0
t2 : B − C − F +G+ I = 0
t1 : B − F + I = 0
t0 : −A+ E −H + J = 0
Vyrˇesˇen´ım rovnic dosta´va´me: A = 0, B = 0, C = 0, D = −E, 3D = −F, 3E = H,G =
0, F = I, J = 2E. Zvol´ıme E = −1. Pak vy´sledny´ polynom Q je tvaru y3 − x2 − 3xy −
3x− 3y − 2 = 0.
6.1.3. S-polynomy
Prˇ´ıklad 1: P = x4, Q = y4, R = x2y2, T = x2 + y3. Spocˇ´ıtejte S-polynomy.
S(P,Q) =
x4y4
x4
x4 − x
4y4
y4
y4 = 0
S(P,R) =
x4y2
x4
x4 − x
4y2
x2y2
x2y2 = 0
S(P, T ) =
x4
x4
x4 − x
4
x2
(x2 + y3) = x2y3 = yR
S(Q,R) =
x2y4
y4
y4 − x
2y4
x2y2
x2y2 = 0
S(Q, T ) =
x2y4
y4
y4 − x
2y4
x2
(x2 + y3) = y7 = y3Q
S(R, T ) =
x2y2
x2y2
x2y2 − x
2y2
x2
(x2 + y3) = y5 = yQ
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Nedostali jsme zˇa´dny´ novy´ polynom ⇒ G = {x2 + y3, y4}. Z tohoto prˇ´ıkladu vid´ıme, zˇe
jedine´ nenulove´ polynomy dostaneme pouze v kombinaci s polynomem T , cˇehozˇ vyuzˇijeme
v na´sleduj´ıc´ıch u´loha´ch, kde jizˇ zby´vaj´ıc´ı kombinace pocˇ´ıtat nebudeme.
Prˇ´ıklad 4: P = x4, Q = y4, R = x2y2, T = x2 + x3. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4
x4
x4 − x
4
x3
(x3 + x2) = x3 = U
S(Q, T ) =
x3y4
y4
y4 − x
3y4
x3
(x3 + x2) = x2y4 = y2R
S(R, T ) =
x3y2
x2y2
x2y2 − x
3y2
x3
(x3 + x2) = x3y2 = xR
S(U, T ) =
x3
x3
x3 − x
3
x3
(x3 + x2) = x2 = V
Jesˇteˇ bychom meˇli vypocˇ´ıtat S(V, T ), ale jak je jizˇ videˇt, nic nove´ho uzˇ nevyjde. V tomto
prˇ´ıpadeˇ je ⇒ G = {x2, y4}.
Prˇ´ıklad 5: P = x4, Q = y4, R = x2y2, T = xy + x3. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4
x4
x4 − x
4
x3
(x3 + xy) = x2y = U
S(Q, T ) =
x3y4
y4
y4 − x
3y4
x3
(x3 + xy) = xy5 = V = y2W = y3Z
S(R, T ) =
x3y2
x2y2
x2y2 − x
3y2
x3
(x3 + xy) = xy3 = W = yZ
S(U, T ) =
x3y
xy3
xy3 − x
3y
x3
(x3 + xy) = xy2 = Z
S(Z, T ) =
x3y2
xy3
xy3 − x
3y2
x3
(x3 + xy) = xy3 = W
V tomto prˇ´ıpadeˇ je ⇒ G = {x3 + xy, xy2, x2y, y4}.
Prˇ´ıklad 6: P = x4, Q = y4, R = x2y2, T = xy2 + xy. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y2
x4
x4 − x
4y2
xy2
(xy2 + xy) = x4y = yP
S(Q, T ) =
xy4
y4
y4 − xy
4
xy2
(xy2 + xy) = xy3 = U = yW = y2Z
S(R, T ) =
x2y2
x2y2
x2y2 − x
2y2
xy2
(xy2 + xy) = x2y = V
S(U, T ) =
xy3
xy3
xy3 − xy
3
xy2
(xy2 + xy) = xy2 = W = yZ
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S(V, T ) =
x2y2
x2y
x2y − x
2y2
xy2
(xy2 + xy) = x2y = V
S(W,T ) =
xy2
xy2
xy2 − xy
2
xy2
(xy2 + xy) = xy = Z
V tomto prˇ´ıpadeˇ je ⇒ G = {x4, xy, y4}.
Prˇ´ıklad 7: P = x4, Q = y4, R = x2y2, T = x2y + xy. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y
x4
x4 − x
4y
x2y
(x2y + xy) = x3y = U
S(Q, T ) =
x2y4
y4
y4 − x
2y4
x2y
(x2y + xy) = xy4 = y2V
S(R, T ) =
x2y2
x2y2
x2y2 − x
2y2
x2y
(x2y + xy) = xy2 = V
S(U, T ) =
x3y
x3y
x3y − x
3y
x2y
(x2y + xy) = x2y = Z = xW
S(V, T ) =
x2y2
xy2
xy2 − x
2y2
x2y
(x2y + xy) = xy2 = V
S(Z, T ) =
x2y
x2y
x2y − x
2y
x2y
(x2y + xy) = xy = W
V tomto prˇ´ıpadeˇ je ⇒ G = {x4, xy, y4}.
Prˇ´ıklad 9: P = x4, Q = y4, R = x2y2, T = x3 + y2. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y
x4
x4 − x
4y
x3
(x3 + y2) = xy2 = U
S(Q, T ) =
x3y4
y4
y4 − x
3y4
x3
(x3 + y2) = y6 = y2Q
S(R, T ) =
x3y2
x2y2
x2y2 − x
3y2
x3
(x3 + y2) = y4 = Q
S(U, T ) =
x3y2
xy2
xy2 − x
3y2
x3
(x3 + y2) = y4 = Q
V tomto prˇ´ıpadeˇ je ⇒ G = {x3 + y2, xy2, y4}.
Prˇ´ıklad 10: P = x4, Q = y4, R = x2y2, T = xy2 + y2. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y2
x4
x4 − x
4y2
xy2
(xy2 + y2) = x3y2 = xR
S(Q, T ) =
xy4
y4
y4 − xy
4
xy2
(xy2 + y2) = y4 = Q
S(R, T ) =
x2y2
x2y2
x2y2 − x
2y2
xy2
(xy2 + y2) = xy2 = U
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S(U, T ) =
xy2
xy2
xy2 − xy
2
xy2
(xy2 + y2) = y2
V tomto prˇ´ıpadeˇ je ⇒ G = {x4, y2}.
Prˇ´ıklad 11: P = x4, Q = y4, R = x2y2, T = x2y + y2. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y
x4
x4 − x
4y
x2y
(x2y + y2) = x2y2 = R
S(Q, T ) =
x2y4
y4
y4 − x
2y4
x2y
(x2y + y2) = y5 = yQ
S(R, T ) =
x2y2
x2y2
x2y2 − x
2y2
x2y
(x2y + y2) = y3 = U
S(U, T ) =
x2y3
y3
y3 − x
2y3
x2y
(x2y + y2) = y4 = Q
V tomto prˇ´ıpadeˇ je ⇒ G = {x4, x2y + y2, y3}.
Prˇ´ıklad 12: P = x4, Q = y4, R = x2y2, T = y3 + y2. Spocˇ´ıtejte S-polynomy.
S(P, T ) =
x4y3
x4
x4 − x
4y3
y3
(y3 + y2) = x4y2 = y2P
S(Q, T ) =
y4
y4
y4 − y
4
y3
(y3 + y2) = y3 = U
S(R, T ) =
x2y3
x2y2
x2y2 − x
2y3
y3
(y3 + y2) = x2y2 = R
S(U, T ) =
y3
y3
y3 − y
3
y3
(y3 + y2) = y2 = V
S(V, T ) =
y3
y2
y2 − y
3
y3
(y3 + y2) = y2 = V
V tomto prˇ´ıpadeˇ je ⇒ G = {x4, y2}.
6.2. Ko´dy
6.2.1. F4 algoritmus
BeginPackage["F4algorithm‘"]
F4alg::usage=
"F4 na´m da´va´ ze zadane´ mnozˇiny polynomu˚ Gro¨bnerovu ba´zi pomocı´
F4 algoritmu."
F4Reduction::usage="pocˇı´ta´ redukci"
SymbolicPreprocessing::usage="symbolicke´ prˇeprocesova´nı´"
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Begin["‘Private‘"]
Unprotect[SymbolicPreprocessing, F4Reduction, F4alg]
SymbolicPreprocessing[LL_List, GG_List] :=
Module[{F, Done, TF, M, lt, MFFF, MNove, Fkonecne,
A, TFF},(*Funkce SymbolicPreprocessing.
Vstupem je mnozˇina polynomu˚ GG a mnozˇina cˇtverˇic LL.
Vy´stupem je mnozˇina polynomu˚ Fkonecne.*)
F = Expand[LL];(*Rozna´sobı´ LL*)
Done = DeleteDuplicates[
Map[If[#[[0]] === Times , If[NumericQ[#[[1]]], #/#[[1]], #],
If[NumericQ[#], 1, #]] &, MonomialList[F][[All, 1]]]];
(*Vypı´sˇe hlavnı´ monomy z F.
Nejdrˇı´ve sestavı´me MonomialList z F a vybereme prvnı´ cˇlen.
Pokud je tento cˇlen typu Times(musı´ zde by´t trˇi rovnı´tka,
jelikozˇ porovna´va´me neurcˇite´ a ne konkre´tnı´ cˇı´sla), zkouma´me,
zda je prvnı´ cˇa´st tohoto cˇlene cˇı´slo. Pokud ano,
tak tento cˇlen cˇı´slem podeˇlı´me,
abychom se tak zbavili koeficientu. Pokud ne,
tak vypı´sˇeme cely´ cˇlen. Pokud cˇlen nenı´ typu Times, zkouma´me,
zda je to cˇı´slo. Pokud ano, napı´sˇeme 1, pokud ne,
napı´sˇeme cely´ cˇlen.*)
TFF = DeleteDuplicates[Map[(If[#[[0]] === Times , If[NumericQ[#[[1]]],
#/#[[1]], #], If[NumericQ[#], 1, #]]) &,
Union[Flatten[F /. Plus -> List]]]] /. List -> Plus;
TF = MonomialList[TFF];
(*Vypı´sˇe mnozˇinu vsˇech monomu˚ obsazˇeny´ch v F. Opeˇt musı´me rozlisˇit,
zda je cˇlen typu Times. Pokud ano,
tak pokud je to prvnı´ cˇa´st cˇı´slo,
tak jı´m podeˇlı´me a odstranı´me tak koeficient. Pokud ne,
vypı´sˇeme cely´ cˇlen. Da´le pokud cˇlen nenı´ typu Times,
ale je to cˇı´slo, vypı´sˇeme 1, jinak vypı´sˇeme dany´ cˇlen.*)
M = Complement[TF, Done];(*Doplneˇk TF,Done.
Tı´mto zı´ska´va´me mnozˇinu M={m_{i}}*)
lt = DeleteDuplicates[
Map[If[#[[0]] === Times , If[NumericQ[#[[1]]], #/#[[1]], #],
If[NumericQ[#], 1, #]] &, MonomialList[GG][[All, 1]]]];
(*Vypı´sˇeme hlavnı´ cˇleny ze zadany´ch polynomu˚ z GG,
avsˇak zase musı´me odstranit koeficienty.
Postupujeme obdobneˇ jako vy´sˇe.*)
MFFF = Array[0 &, {Length[M]}];(*Implementace promeˇnne´ MFFF,
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je to pole samy´ch nul de´lky stejne´ jako M.*)
For[i = 1, i <= Length[M], i++,
For[j = 1, j <= Length[lt], j++,
If[PolynomialLCM[lt[[j]], M[[i]]] === M[[i]],
A = M[[i]]/lt[[j]];
MFFF = Union[MFFF, {A*GG[[j]]}];
Break[]]]];
(*Zkouma´me, zda existuje takove´ m’, kde m=m’*lt. Porovna´va´me tedy,
zda nejmensˇı´ spolecˇny´ na´sobek (lt,M)===M. Pokud ano,
tak takove´ m’ existuje a spocˇı´ta´me si ho a ulozˇı´me do promeˇnne´ A a \
do MFFF prˇida´me A*GG. Pokud ne, tak neprˇida´va´me nic.*)
MNove = Expand[MFFF];(*Rozna´sobenı´ MFFF*)
Fkonecne = DeleteCases[Union[MNove, F], 0];(*Sjednotı´me F,Mnove.
Pote´ vymazˇeme nulove´ prˇı´pady.*)
Return[Fkonecne](*Vracı´ mnozˇinu polynomu˚ v promeˇnne´ Fkonecne*)
\
];
F4Reduction[LL_List, GG_List] :=
Module[{FF, monomy, Fmat, Frowred, Fvysl, LTF, Fvyslplus, LTFvysl},
(*Funkce F4Reduction.
Vstupem je mnozˇina polynomu˚ GG a mnozˇina cˇtverˇic LL.
Vy´stupem je mnozˇina polynomu˚ Fvyslplus.*)
FF = SymbolicPreprocessing[LL, GG];(*Zavola´ algoritmus
SymbolicPreprocessing*)
monomy = MonomialList[
DeleteDuplicates[Map[(If[#[[0]] === Times ,
If[NumericQ[#[[1]]], #/#[[1]], #],
If[NumericQ[#], 1, #]]) &,
DeleteDuplicates[Flatten[FF /. Plus -> List]]]] /. List -> Plus];
(*Vypı´sˇe vsˇechny monomy vyskytujı´cı´ se v promeˇnne´ FF a serˇadı´ je \
lexikograficky. Postup je uveden vy´sˇe ve funkci SymbolicPreprocessing*)
Fmat = Map[
Total[Table[
If[NumericQ[#[[i]]/monomy[[j]]], #[[i]]/monomy[[j]], 0], {i, 1,
Length[#]}, {j, 1, Length[monomy]}]] &,
Evaluate[MonomialList[FF]]];
(*Plneˇnı´ matice koeficienty u dany´ch polynomu˚.
Sloupce odpovı´dajı´ jednotlivy´m monomu˚m,
rˇa´dky pak jednotlivy´m polynomu˚m.
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Pokud Dany´ cˇlen z FF podeˇleny´ prˇı´slusˇny´m monomem je cˇı´slo(tzn.
zˇe se dany´ monom v polynomu vyskytuje), napı´sˇe tento koeficient,
jinak napı´sˇe nulu.*)
Frowred = RowReduce[Fmat];(*Rˇa´dkoveˇ schodovity´ tvar matice*)
Fvysl = DeleteCases[Frowred.monomy,
0];(*Vypı´sˇe polynomy z rˇa´dkoveˇ schodovite´ matice.
Vyna´sobı´ danou matici monomy a vypı´sˇe je bez nulovy´ch cˇlenu˚.*)
LTF = DeleteDuplicates[
Map[If[#[[0]] === Times , If[NumericQ[#[[1]]], #/#[[1]], #],
If[NumericQ[#], 1, #]] &, MonomialList[FF][[All, 1]]]];
(*Vypı´sˇe hlavnı´ monomy z promeˇnne´ FF a pokud je neˇktery´ monom shodny´ \
s jiny´m, tak ho vypı´sˇe jen jednou. Postup opeˇt popsa´n vy´sˇe.*)
LTFvysl =
DeleteDuplicates[
Map[If[#[[0]] === Times , If[NumericQ[#[[1]]], #/#[[1]], #],
If[NumericQ[#], 1, #]] &, MonomialList[Fvysl][[All, 1]]]];
(*Vypı´sˇe hlavnı´ monomy z promeˇnne´ Fvysl a pokud je neˇktery´ monom \
shodny´ s jiny´m, tak ho vypı´sˇe jen jednou. Postup opeˇt popsa´n vy´sˇe.*)
Fvyslplus =
DeleteCases[
Flatten[Table[
If[Total[
Table[If[LTFvysl[[j]] === LTF[[i]], 1, 0], {i, 1,
Length[LTF]}]] == 0, Fvysl[[j]], 0], {j, 1,
Length[LTFvysl]}]], 0];
(*Zkouma´me, zda LT(Fvysl) je shodne´ s LT (F). Pokud ano,
vypı´sˇe jednicˇku, jinak nulu. Pokud je cely´ rˇa´dek nulovy´,
pak se dany´ cˇlen v FF nevyskytuje a vypı´sˇeme odpovı´dajı´cı´ polynom z \
Fvysl, jinak vypı´sˇeme nulu. Nulove´ cˇleny pote´ vymazˇeme.*)
Return[Fvyslplus](*Vypı´sˇe vy´slednou mnozˇinu polynomu˚ Fvyslplus*)
];
F4alg[Pol_List] :=
Module[{lt, lcm, t, Par, L, F, d, G, P, Fplus, LTFplus, LTG},
(*F4 algoritmus.
Vstupem je mnozˇina polynomu˚ a vy´stupem je Gro¨bnerova ba´ze.*)
lt = Map[MonomialList[#][[1]] &, Pol];
lcm = Array[0 &, {Length[lt], Length[lt]}];
t = Array[0 &, {Length[lt], Length[lt], Length[lt]}];
Par = Array[0 &, {Length[lt], Length[lt]}];
L = Array[0 &, {Length[lt], Length[lt]}];(*Inicializace promeˇnny´ch*)
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For[i = 1, i <= Length[lt], i++,
For[j = 1, j <= Length[lt], j++,
If[i < j,
lcm[[i, j]] =
PolynomialLCM[lt[[i]],
lt[[j]]];(*Spocˇı´ta´ nejmensˇı´ spolecˇny´ na´sobek dvou polynomu˚*)
t[[i, j, i]] = lcm[[i, j]]/lt[[i]];(*Vypocˇı´ta´ cˇleny t*)
t[[i, j, j]] = lcm[[i, j]]/lt[[j]];
Par[[i, j]] = {lcm[[i, j]], t[[i, j, i]], Pol[[i]],
t[[i, j, j]],
Pol[[j]]};(*Vytvorˇı´ peˇtice obsahujı´cı´ nejmensˇı´ spolecˇny´ \
na´sobek hl. cˇlenu˚ dvou polynomu˚, cˇlen t, polynom, cˇlen t, polynom*)
P = DeleteCases[Flatten[Par, 1],
0];(*Vymazˇe nulove´ pa´ry a poskla´da´ peˇtice za sebe*)
Null(*Vsˇe deˇla´me pouze pro i<j,
abychom se nedostali k duplicitnı´m peˇticı´m*)
]
]
];
G = Pol;(*Do promeˇnne´ G ulozˇı´me mnozˇinu zadany´ch polynomu˚*)
While[! (P /. List -> Plus) === 0,(*Ukoncˇujı´cı´ podmı´nka.
Pokud P nenı´ nulove´.*)
L = P[[All, {2, 3, 4, 5}]];(*Vezme 2.-5. cˇlen z P*)
F = Flatten[
Map[{#[[1]] #[[2]], #[[3]] #[[4]]} &,
L]];(*V mnozˇineˇ L vyna´sobı´ v kazˇde´ podmnozˇineˇ 2.3. a 4.5.
cˇlen a naskla´da´ je za sebe do jedne´ mnozˇiny*)
Fplus = F4Reduction[F, G];(*Zavola´ algoritmus F4Reduction*)
LTFplus =
DeleteDuplicates[Map[
If[#[[0]] === Times , If[NumericQ[#[[1]]], #/#[[1]], #], #] &,
MonomialList[Fplus][[All, 1]]]];
(*Spocˇı´ta´ hlavnı´ monomy z polynomu˚,
ktere´ jsou vy´stupem F4Reduction*)
LTG = DeleteDuplicates[
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Map[If[#[[0]] === Times ,
If[NumericQ[#[[1]]], #/#[[1]], #], #] &,
MonomialList[G][[All, 1]]]];
(*Spocˇı´ta´ hlavnı´ monomy ze zadany´ch polynomu˚.*)
P = Flatten[
Expand[Simplify[
Table[{PolynomialLCM[LTFplus[[i]], LTG[[j]]],
PolynomialLCM[LTFplus[[i]], LTG[[j]]]/LTFplus[[i]],
Fplus[[i]], PolynomialLCM[LTFplus[[i]], LTG[[j]]]/LTG[[j]],
G[[j]]}, {i, 1, Length[LTFplus]}, {j, 1, Length[LTG]}]]], 1];
(*Naplneˇnı´ peˇtic*)
G = Union[G, Fplus];(*Do G prˇida´ nove´ polynomy z FPlus*)
];
Return[G];(*Vy´sledkem je Gro¨bnerova ba´ze G*)
];
End[];
Protect[SymbolicPreprocessing,F4Reduction,F4alg];
EndPackage[]
6.2.2. Lagrange˚uv interpolacˇn´ı polynom
#!/usr/bin/env python
# -*- coding: utf8 -*-
def multiply_poly(*args):
# Funkce pro na´sobenı´ neˇkolika polynomu˚. Vstupem jsou polynomy a vy´stupem
# soucˇin polynomu˚.Polynomy zapisujeme pomocı´ koeficientu˚ dle jednotlivy´ch
# mocnin:[x^0, x^1, x^2, ..., x^n]
"""
Multiplies n polynomials.
@param *args: either single list of polynomials or polynomials as args.
@return: args[0] * args[1] * ... * args[n]
"""
if len(args) == 1:
args = args[0]
elif not args:
return []
res = [1]
for number in args:
res = _multiply_poly(res, number)
return res
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def _multiply_poly(poly1, poly2):
# Funkce pro na´sobenı´ dvou polynomu˚. Vstupem jsou polynomy a vy´stupem
# soucˇin polynomu˚. Polynomy zapisujeme pomocı´ koeficientu˚ dle jednotlivy´ch
# mocnin:[x^0, x^1, x^2, ..., x^n]
"""
Multiplies two polynomials.
@param poly1: First polynom [x^0, x^1, x^2, ..., x^n]
@param poly2: Second polynom [x^0, x^1, x^2, ..., x^n]
@return: poly1 * poly2
"""
res = [0, ] * (len(poly1) + len(poly2) - 1)
for i in xrange(len(poly1)):
for j in xrange(len(poly2)):
idx = i + j
res[idx] = sum_int(res[idx], multiply_int(poly1[i], poly2[j]))
return res
def sum_poly(*args): #Funkce pro soucˇet polynomu˚.
"""
Sumarize polynomials.
@param *args: either single list of polynomials or polynomials as args.
@return: args[0] + arg[1] + ... + arg[n]
"""
if len(args) == 1:
args = args[0]
elif len(args) < 2:
return args
res = [0] * max([len(_) for _ in args])
for number in args:
for idx in xrange(len(number)):
res[idx] = sum_int(res[idx], number[idx])
return res
def sum_int(num1, num2):
# Funkce pro soucˇet dvou cˇı´sel. Je zde zahrnuto, zˇe -a=a, a+a=0, 0+a=a
# a da´le symetrie zobrazenı´. Je zde vypsa´na cela´ tabulka pro soucˇet nad
# dany´m polem.
"""
Sum two numbers according to the mapping table.
@param num1: First integer
@param num2: Second integer
@return: num1 + num2
"""
# - a = a
if num1 < 0:
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num1 = -num1
if num2 < 0:
num2 = -num2
# a + a = 0
if num1 == num2:
return 0
# symetrie
if num1 > num2:
tmp = num1
num1 = num2
num2 = tmp
# 0 + a = a
if num1 == 0:
return num2
mapping = {( 1, 2): 3, ( 1, 3): 2, ( 1, 4): 5, ( 1, 5): 4,
( 1, 6): 7, ( 1, 7): 6, ( 1, 8): 9, ( 1, 9): 8,
( 1, 10): 11, ( 1, 11): 10, ( 1, 12): 13, ( 1, 13): 12,
( 1, 14): 15, ( 1, 15): 14, ( 2, 3): 1, ( 2, 4): 6,
( 2, 5): 7, ( 2, 6): 4, ( 2, 7): 5, ( 2, 8): 10,
( 2, 9): 11, ( 2, 10): 8, ( 2, 11): 9, ( 2, 12): 14,
( 2, 13): 15, ( 2, 14): 12, ( 2, 15): 13, ( 3, 4): 7,
( 3, 5): 6, ( 3, 6): 5, ( 3, 7): 4, ( 3, 8): 11,
( 3, 9): 10, ( 3, 10): 9, ( 3, 11): 8, ( 3, 12): 15,
( 3, 13): 14, ( 3, 14): 13, ( 3, 15): 12, ( 4, 5): 1,
( 4, 6): 2, ( 4, 7): 3, ( 4, 8): 12, ( 4, 9): 13,
( 4, 10): 14, ( 4, 11): 15, ( 4, 12): 8, ( 4, 13): 9,
( 4, 14): 10, ( 4, 15): 11, ( 5, 6): 3, ( 5, 7): 2,
( 5, 8): 13, ( 5, 9): 12, ( 5, 10): 15, ( 5, 11): 14,
( 5, 12): 9, ( 5, 13): 8, ( 5, 14): 11, ( 5, 15): 10,
( 6, 7): 1, ( 6, 8): 14, ( 6, 9): 15, ( 6, 10): 12,
( 6, 11): 13, ( 6, 12): 10, ( 6, 13): 11, ( 6, 14): 8,
( 6, 15): 9, ( 7, 8): 15, ( 7, 9): 14, ( 7, 10): 13,
( 7, 11): 12, ( 7, 12): 11, ( 7, 13): 10, ( 7, 14): 9,
( 7, 15): 8, ( 8, 9): 1, ( 8, 10): 2, ( 8, 11): 3,
( 8, 12): 4, ( 8, 13): 5, ( 8, 14): 6, ( 8, 15): 7,
( 9, 10): 3, ( 9, 11): 2, ( 9, 12): 5, ( 9, 13): 4,
( 9, 14): 7, ( 9, 15): 6, (10, 11): 1, (10, 12): 6,
(10, 13): 7, (10, 14): 4, (10, 15): 5, (11, 12): 7,
(11, 13): 6, (11, 14): 5, (11, 15): 4, (12, 13): 1,
(12, 14): 2, (12, 15): 3, (13, 14): 3, (13, 15): 2,
(14, 15): 1,
}
return mapping[(num1, num2)]
def multiply_int(num1, num2):
# Funkce pro na´sobenı´ dvou cˇı´sel. Opeˇt zahrnuto, zˇe -a=a, 0*a=0, 1*a=a
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# a symetrie. Je zde vypsa´na tabulka pro na´sobenı´ nad dany´m polem.
"""
Multiplies two numbers according to the mapping table.
@param num1: First integer
@param num2: Second integer
@return: num1 * num2
"""
# - a = a
if num1 < 0:
num1 = -num1
if num2 < 0:
num2 = -num2
# symetrie
if num1 > num2:
tmp = num1
num1 = num2
num2 = tmp
# 0 * a = 0
if num1 == 0:
return 0
# 1 * a = a
if num1 == 1:
return num2
mapping = {( 2, 2): 3, ( 2, 3): 1, ( 2, 4): 8, ( 2, 5): 10,
( 2, 6): 11, ( 2, 7): 9, ( 2, 8): 12, ( 2, 9): 14,
( 2, 10): 15, ( 2, 11): 13, ( 2, 12): 4, ( 2, 13): 6,
( 2, 14): 7, ( 2, 15): 5, ( 3, 3): 2, ( 3, 4): 12,
( 3, 5): 15, ( 3, 6): 13, ( 3, 7): 14, ( 3, 8): 4,
( 3, 9): 7, ( 3, 10): 5, ( 3, 11): 6, ( 3, 12): 8,
( 3, 13): 11, ( 3, 14): 9, ( 3, 15): 10, ( 4, 4): 7,
( 4, 5): 3, ( 4, 6): 15, ( 4, 7): 11, ( 4, 8): 9,
( 4, 9): 13, ( 4, 10): 1, ( 4, 11): 5, ( 4, 12): 14,
( 4, 13): 10, ( 4, 14): 6, ( 4, 15): 2, ( 5, 5): 6,
( 5, 6): 9, ( 5, 7): 12, ( 5, 8): 1, ( 5, 9): 4,
( 5, 10): 11, ( 5, 11): 14, ( 5, 12): 2, ( 5, 13): 7,
( 5, 14): 8, ( 5, 15): 13, ( 6, 6): 4, ( 6, 7): 2,
( 6, 8): 5, ( 6, 9): 3, ( 6, 10): 14, ( 6, 11): 8,
( 6, 12): 10, ( 6, 13): 12, ( 6, 14): 1, ( 6, 15): 7,
( 7, 7): 5, ( 7, 8): 13, ( 7, 9): 10, ( 7, 10): 4,
( 7, 11): 3, ( 7, 12): 6, ( 7, 13): 1, ( 7, 14): 15,
( 7, 15): 8, ( 8, 8): 14, ( 8, 9): 6, ( 8, 10): 2,
( 8, 11): 10, ( 8, 12): 7, ( 8, 13): 15, ( 8, 14): 11,
( 8, 15): 3, ( 9, 9): 15, ( 9, 10): 8, ( 9, 11): 1,
( 9, 12): 11, ( 9, 13): 2, ( 9, 14): 5, ( 9, 15): 12,
(10, 10): 13, (10, 11): 7, (10, 12): 3, (10, 13): 9,
(10, 14): 12, (10, 15): 6, (11, 11): 12, (11, 12): 15,
(11, 13): 4, (11, 14): 2, (11, 15): 9, (12, 12): 9,
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(12, 13): 5, (12, 14): 13, (12, 15): 1, (13, 13): 8,
(13, 14): 3, (13, 15): 14, (14, 14): 10, (14, 15): 4,
(15, 15): 11,
}
return mapping[(num1, num2)]
def divide_int(num1, num2):
# Funkce pro deˇlenı´ dvou cˇı´sel. Zkouma´, jake´ cˇı´slo musı´me vyna´sobit s num2,
# abychom dostali num1.
for i in xrange(16):
if multiply_int(num2, i) == num1:
return i
def print_poly(poly): #Funkce pro vy´pis polynomu pomocı´ x^d
""" String output """
out = ""
for i in xrange(len(poly)):
if poly[i] == 0:
continue
elif poly[i] == 1:
out += "x^%d + " % i
else:
out += "%sx^%d + " % (poly[i], i)
if out:
out = out[:-3]
return out
def calculate_lagrange():
# Hlavnı´ funkce programu. Slouzˇı´ k vy´pocˇtu Lagrangeova interpolacˇnı´ho
# polynomu nad dany´m polem.
"""
Calculates lagrange according to the mapping
"""
mapping = [9, 11, 11, 11, 13, 4, 10, 1, 13, 1, 4, 10, 13, 10, 1, 4]
# Funkcˇnı´ hodnoty v jednotlivy´ch bodech.
length = len(mapping)
# Polynom x^3 -2x + 1 prˇepı´sˇeme do programu jako [1, -2, 0, 1]
ls_u = [] #promeˇnna´ typu list
ls_d = []
for i in xrange(length):
# (x-1)(x-2)(x-3)...(x-$posledni) if i!=idx
numerator = multiply_poly([[_, 1] for _ in xrange(length) if _ != i])
# (idx-0)(idx-1)...(idx-$posledni) if i!=idx
denominator = 1
for _ in (sum_int(i, _) for _ in xrange(length) if _ != i):
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denominator = multiply_int(denominator, _)
prefix = "l%-2d = " % i
# l:vypı´sˇe l, d:integer, -2: zarovna´nı´ doleva na 2 znaky
_prefix = " " * len(prefix) # na´sobı´ mezeru- pro lepsˇı´ vy´stup
print "%s%s" % (_prefix, numerator)
print "%s%s" % (prefix, ’-’ * (max(len(str(numerator)),
len(str(denominator)))))
print "%s%s" % (_prefix, denominator)
ls_u.append(numerator)
ls_d.append(denominator)
# dany´ polynom vyna´sobı´ prˇı´slusˇnou funkcˇnı´ hodnotou: l$idx * mapping[$idx]
Ls = [multiply_poly([divide_int(mapping[i], ls_d[i])], ls_u[i])
for i in xrange(length)]
print "Ls = %s" % Ls
# soucˇet vsˇech Ls. Tı´m zı´ska´me vy´sledny´ Lagrangeu˚v polynom
L = print_poly(sum_poly(Ls))
print "L = %s" % L
if __name__ == "__main__":
calculate_lagrange()
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