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Abstract
We study BPS line defects in N = 2 supersymmetric four-dimensional field theories.
We focus on theories of “quiver type,” those for which the BPS particle spectrum can be
computed using quiver quantum mechanics. For a wide class of models, the renormalization
group flow between defects defined in the ultraviolet and in the infrared is bijective. Using
this fact, we propose a way to compute the BPS Hilbert space of a defect defined in
the ultraviolet, using only infrared data. In some cases our proposal reduces to studying
representations of a “framed” quiver, with one extra node representing the defect. In
general, though, it is different. As applications, we derive a formula for the discontinuities
in the defect renormalization group map under variations of moduli, and show that the
operator product algebra of line defects contains distinguished subalgebras with universal
multiplication rules. We illustrate our results in several explicit examples.
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1 Introduction and Summary
Non-local operators are useful tools in quantum field theory. In the most well-known
example, the Wilson loop and its generalizations can be used as order parameters to study
phases of gauge theories [1, 2]. More generally, line defects — objects extended along a
timelike world-line — model infinitely massive particles, and the response of a field theory
to such sources can teach us about the spectrum of excitations of the original system [3–6].
In this paper we study line defects in the context of four-dimensional supersymmetric
field theories with N = 2 supersymmetry. In such field theories there exist supersymmetric
line defects preserving one-half of the supercharges. Such defects have been previously
studied e.g. in [4, 7–10]. Familiar examples are provided by supersymmetric Wilson-’t
Hooft lines in supersymmetric gauge theories, but the concept is more general: all evidence
accumulated so far suggests that every N = 2 theory, even if it has no known Lagrangian,
supports a wide variety of BPS line defects. The Hilbert space of the quantum field theory
in the presence of such supersymmetric defects supports a set of supersymmetric states
known as framed BPS states [10]. As for the usual BPS states, these framed BPS states
saturate a BPS bound and thus they are the lowest-energy states in their charge sectors.
An important special case of supersymmetric line defects occurs in abelian gauge the-
ories. Such a theory has an integral electromagnetic charge lattice Γ, and supersymmetric
line defects are labelled by a charge γ ∈ Γ. Physically, the defect corresponding to a charge
γ models the insertion of an infinitely massive BPS dyon carrying charge γ. As the abelian
theory is free, the spectrum of BPS excitations around each defect is easy to describe, and
there is exactly one framed BPS state, describing the vacuum in the presence of the defect.
In general, our method for studying line defects in an interacting N = 2 theory is to
deform onto the Coulomb branch and follow the defect to the infrared. The low-energy
effective field theory after this flow is a free abelian gauge theory. Correspondingly, the IR
limit of a given line defect is a superposition of line defects of the abelian theory [11]. The
coefficients in this superposition are given precisely by the counts of framed BPS states.
We extract the framed BPS state of lowest energy, which may be thought of as the ground
state of the theory in the presence of the defect. This ground state carries a charge, and
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the assignment of this charge to a UV line defect determines a renormalization group map:
RG : {UV Line Defects} → {IR Line Defects} = Γ. (1.1)
Many of the results of this paper are a consequence of the remarkable properties of this
renormalization group flow. In particular the map RG is conjecturally bijective [10], and
hence yields IR techniques for studying UV line defects. In this paper we provide further
evidence for this idea by illustrating a method for reconstructing UV line defects (or at
least their complete spectra of framed BPS states) from their IR charges, in a wide class of
N = 2 theories.
The correspondence (1.1) has significant implications in both physics and mathematics.
Physically, it implies that screening of BPS UV line defects does not occur: any two UV
defects can be distinguished by low-energy observations. Mathematically, the RG map has
an interpretation in terms of the geometry of the Coulomb branch. The four-dimensional
theory reduced on a circle has a moduli space X, and the expectation value of a line defect
wrapping the circle leads to a holomorphic function on this space. The conjectured bijection
(1.1) can then be interpreted as stating that the set of such functions can be labelled by
integral points of a tropical version of X; this seems to give a physical realization of a
proposal of [12, 13] (as also discussed in [10].) We sketch these ideas in §2.3.3, but leave a
full exploration of this subject to future work.
In the remainder of §2 we survey the general properties of BPS line defects including
their framed BPS spectra and the renormalization group flow described above. In addition,
we review how framed BPS states can be used to compute the operator product algebra of
line defects defined in [14] and further studied in [7, 9, 10,15–21].
In §3 we introduce our main class of examples, N = 2 theories of quiver type [22–25].
These are N = 2 systems whose BPS spectra may be computed from non-relativistic multi-
particle quantum mechanics encoded by a quiver. Not all N = 2 field theories admit such
a simple description of their BPS states. However, included in this class are gauge theories
with matter, many strongly interacting non-lagrangian conformal field theories, and theories
described by M5-branes on punctured Riemann surfaces [26–44]. In any N = 2 theory of
quiver type, we ask: how can one generalize the quantum-mechanical description of BPS
states to framed BPS states?
There is a natural candidate answer to this question. To model a defect, one may extend
the quiver by adding one new node, with charge dictated by the RG map. We refer to
these extended quivers as framed quivers. Framed quivers have appeared previously in work
on framed BPS states [45, 46], and in the context of Donaldson-Thomas theory [47–49]. A
surprising observation of this paper is that a naive calculation of framed BPS states from
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a framed quiver in general produces an incorrect spectrum.1
To understand why the naive computation gives the wrong answer, we recall that in
theories of quiver type there are two distinct descriptions of BPS states. These complemen-
tary perspectives arise respectively from quantization of the Higgs and Coulomb branches
of the quiver quantum mechanics [50]. The Higgs branch provides a simpler mathematical
formalism, and relates BPS states to cohomology of moduli spaces of quiver representa-
tions [22–24]. It describes a configuration of BPS particles with nearly coincident positions.
By contrast, on the Coulomb branch, BPS states are obtained by quantization of classically
stable multi-particle configurations, and the resulting wavefunctions physically describe a
kind of N = 2 molecule where BPS states are bound together by electromagnetic and scalar
exchange, typically orbiting each other at non-zero semiclassical radius [51].
There is a subtle relationship between these two pictures of BPS particles. As parame-
ters are varied, one or the other descriptions is more natural. In simple cases, one can follow
a state represented by a particular wavefunction on the Higgs branch to a corresponding
multi-centered configuration on the Coulomb branch; however, in general, a wavefunction
on the Higgs branch may correspond on the Coulomb branch to a degenerate molecule
where semiclassically some of the particles have coincident positions [52,53]. This is a field
theory version of the supergravity problem of scaling configurations of multi-centered black
holes.
Now let us return to the problem of interest in this paper, the computation of framed
BPS states. In the examples we consider, we find that the correct spectrum is obtained by
counting only a subset of the Higgs branch states for our framed quiver. Roughly speaking,
these are the states whose spatial description on the Coulomb branch involves a core charge
consisting of an infinitely massive defect, and a halo charge consisting of finite mass BPS
particles, where moreover the halo particles remain at non-zero spatial separation from the
core. A typical framed BPS state is illustrated in Figure 1. In other words, from the
spectrum computed by the framed quiver, we discard those states where the halo and core
charges become spatially coincident.
This rough idea may be made precise using a localization formula for the counting
of Coulomb branch states [54–56], which enables us to consistently separate the unwanted
configurations. From this, we obtain our main proposal, in §3.2: a conjectural algorithm for
calculating the framed BPS states of any BPS line defect in any theory of quiver type. Our
proposal satisfies two consistency checks. First, it obeys the wall-crossing formula [57–61]
which governs decays of framed BPS states. Second, it reproduces known results in explicit
examples. In §3.2.1 we also describe conditions under which our proposal reduces to a more
traditional calculation using the framed quiver.
In §4 we study some interesting implications of our proposal. A first result concerns
1In the restricted class of examples studied in [45,46] the framed quiver produces the correct answer.
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Figure 1: A semiclassical cartoon of a framed BPS state. The blue object indicates the
infinitely massive core charge. It is modeled in the quiver description by a new node with
charge determined by the RG map. The red objects are ordinary BPS states of finite mass.
They comprise the halo charge which is bound to the defect, and orbit the core in a multi-
centered Ptolemaean system. The core charge is spatially separated from any constituent
of the halo.
the behavior of the RG map as moduli are varied. Locally in moduli space the RG
map is constant; however, at certain codimension one loci, dubbed anti-walls, the ground
state of a defect may become non-unique. Typically, the degenerate ground states have
distinct electromagnetic charges, and hence exactly at the anti-wall the RG map is ill-
defined. On either side of the anti-wall, the degeneracy is lifted, but in crossing the wall
the RG map changes discontinuously. For a large class of anti-walls we explain how these
discontinuities fit into the more general scheme of quantum-mechanical dualities described
by quiver mutations. This enables us to derive a uniform formula for the discontinuities at
these anti-walls in terms of certain piecewise linear transformations on the infrared charge
lattice Γ, matching a proposal from [10].
This result implies that the collection of UV line defects of an N = 2 theory of quiver
type is endowed with a natural piecewise linear structure. More concretely, there is an
atlas of possible “charts”, each isomorphic to the charge lattice Γ, which via the inverse of
RG, may be used to label BPS UV line defects. The maps which govern the changes of
coordinates are exactly the piecewise linear discontinuities described above.
In §4.2 we identify a class of defects with simple properties. At a fixed generic point
in moduli space, we label UV defects by their ground state charge as Lγ. We identify a
distinguished cone, Cˇ, inside the charge lattice and using the inverse of RG it defines a
cone inside the set of BPS UV line defects. We prove that line defects with ground state
charge in Cˇ obey the universal algebra
γ1, γ2 ∈ Cˇ =⇒ Lγ1 ∗ Lγ2 = y〈γ1,γ2〉Lγ1+γ2 , (1.2)
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where in the above, ∗ is the non-commutative OPE of line defects with formal non-
commutative parameter y, and 〈·, ·〉 indicates the symplectic product on the charge lattice.
In the context of theories of quiver type, (1.2) implies a nontrivial recursion relation on the
cohomology of framed quiver moduli spaces.
In §4.2.1, we extend the result (1.2) by making use of quantum mechanical dualities
encoded by quiver mutations. We show that there are in fact many distinct cones each
obeying the simple subalgebra. The geometry of these cones of line defects provides signif-
icant information about the defect OPE algebra.
Finally, in §5, we illustrate our results with explicit examples. We focus on systems
described by the so-called Kronecker quivers: those with two nodes, and an arbitrary
number k of unidirectional arrows. For k = 1, the quiver describes the BPS states of
the Argyres-Douglas CFT defined in [62, 63]. For k = 2 it describes the BPS states in
SU(2) super Yang-Mills studied in [64, 65]. For k > 2 this quiver is not known to occur
as a complete description of the spectrum of any UV theory; however, it does occur as
a subsector of many N = 2 theories of quiver type, including in particular SU(n) super
Yang-Mills with n > 2 [44].
In §5.1 we work out the geometry of the distinguished cones of line defects. The cases
k = 1, k = 2 and k > 2 exemplify three possible phenomena. When k = 1 the cones are
finite in number and fill the entire charge lattice. When k = 2, there are infinitely many
cones and they accumulate. The complement of the set of cones is a single ray. Finally,
when k > 2, there are infinitely many cones which accumulate and whose complement is
an open set.
In §5.2 we evaluate explicit examples of framed spectra and OPEs. For the case of
the Argyres-Douglas theory, we evaluate all OPEs and hence determine the complete non-
commutative algebra of line defects. For the case of SU(2) super Yang-Mills, we determine
the spectrum supported by a Wilson line in an arbitrary representation of SU(2). This
example is especially significant. A naive calculation of the framed BPS spectrum using
a framed quiver produces an incorrect result. By contrast, using our conjecture for the
framed BPS states we are able to reproduce the expected semi-classical spectrum and OPE
algebra, thus providing a nontrivial check on our proposal.
Finally, continuing a thread from [10,17,46], we should remark that many of the state-
ments about line defects in this paper closely resemble statements which have appeared
in the cluster literature. Here is one example. The idea that cluster algebras should have
particularly nice “canonical bases” was part of the original motivation of the notion of
cluster algebra [66], appears in some form in the work of Fock and Goncharov already men-
tioned [12,13] and in many other places. The canonical basis for a cluster algebra seems to
be something close to the set of simple line defects in an N = 2 theory. Now, in [67] one
finds the remark that the canonical basis is expected to contain all cluster monomials, i.e.
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all monomials of the form xa11 · · ·xann where the xi are variables in a single cluster and all
ai ≥ 0. This remark closely resembles one of the observations made in this paper, that at
least in N = 2 theories of quiver type, there are some canonically defined subsets (cones)
in the set of simple line defects, consisting of defects obtained by operator products of the
form La11 · · ·Lann . However, the precise details of the relation between these statements are
not clear yet, at least to us. It would be very interesting to understand the connection more
precisely.
2 BPS Line Defects
In this section we review the general theory of BPS line defects in four-dimensional N = 2
field theories. These theories have a Coulomb branch where the IR physics is governed
by an abelian gauge theory [64, 65]. We let u denote a point in the Coulomb branch and
Γu the total electromagnetic and flavor charge lattice. This lattice is equipped with an
antisymmetric bilinear pairing
〈·, ·〉 : Γu × Γu → Z, (2.1)
which is the Dirac inner product on charges. The physics is controlled by the central charge
map
Z(u) : Γu → C, (2.2)
which is a linear function of the charge variable.2
In §2.1 we review the basic definition of BPS line defects and their associated Hilbert
spaces of framed BPS states.
In §2.2, as a prelude to the discussion of defect renormalization group flow, we describe
in more explicit terms the BPS line defects of free abelian gauge theories.
In §2.3, we turn to a detailed study of defect renormalization group flow. We introduce
the map RG of equation (1.1), which assigns a low-energy label to each UV line defect
by extracting the charge of its ground state. We describe the behavior of the map RG
explicitly for the familiar case of SU(2) Yang-Mills theory where the UV line defects can
be explicitly enumerated. We also sketch some connections of RG to tropical geometry.
Finally, in §2.4 we review the theory of line defect OPE algebras, and explain how to
extract the OPE coefficients from the framed BPS spectrum.
2In the following we frequently suppress the dependence of the charge lattice and central charge on the
point u.
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2.1 Definition of Supersymmetric Line Defects
Choose a rest frame, which we hold fixed for the rest of the paper. The N = 2 super-
symmetry algebra contains a distinguished family of subalgebras Aζ , labeled by ζ ∈ C×.
Each Aζ has real dimension four, and contains time translations but no other translations.
See [10] for the generators. U(1)R acts nontrivially on the set of subalgebras Aζ , taking
ζ 7→ eiαζ (mirroring its action on the central charge by Z 7→ eiαZ).
For any ζ ∈ C×, define a ζ-supersymmetric line defect to be a defect in our theory which
preserves the following symmetries.
• The supersymmetry algebra Aζ (thus the defect is one-half BPS).
• The spatial SO(3) rotation symmetry about the point where the defect is inserted.
• The SU(2)R symmetry.
When |ζ| = 1, the algebra Aζ and associated ζ-supersymmetric line defects have a
simple physical interpretation. Aζ consists exactly of those supercharges which annihilate
a BPS particle at rest, and whose central charge satisfies Z/ζ ∈ R+. Hence if |ζ| = 1,
we may interpret ζ-supersymmetric line defects as representing heavy external BPS source
particles. If |ζ| 6= 1, the corresponding defects do not have this kind of interpretation.
2.1.1 Defect Hilbert Space and Framed BPS States
Fix a ζ-supersymmetric defect L and a point u of the Coulomb branch. Let HL,u denote
the Hilbert space of the theory with the defect L inserted. HL,u is a representation of the
remaining supersymmetry Aζ . The BPS bound in the presence of the defect is
3 [10]
M ≥ Re(Z/ζ). (2.3)
States which are annihilated by all of Aζ , or equivalently states which saturate (2.3), are
called framed BPS states and make up a sub-Hilbert spaceHBPSL,u . The framed BPS spectrum
is one of the main objects of study in this paper.
From the point of view of the original N = 2 theory, framed BPS states might be
thought of as one-half BPS, just as the defect L itself. However, strictly speaking they
are not states of the original theory at all, but rather states of the modified theory with
L inserted. As a result, the framed BPS states do not transform in representations of the
super Poincare´ generators broken by the defect L; those generators are simply not present
in the theory with L inserted. Note in particular that the broken generators include spatial
3Our conventions here differ from those of [10] by a sign.
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translations and thus the framed BPS states do not have any traditional interpretation in
terms of particles.
As usual, the Hilbert space decomposes into sectors labeled by the total electromagnetic
and flavor charge
HL,u =
⊕
γ∈Γu
HL,u,γ, HBPSL,u =
⊕
γ∈Γu
HBPSL,u,γ. (2.4)
The framed BPS degeneracies may be assembled into an index, the framed protected spin
character defined in [10]. Let J3 denote a Cartan generator of the SO(3) rotation group,
and I3 a Cartan generator of the SU(2)R symmetry. The framed protected spin character
is given by
Ω(L, γ, u, y) = TrHBPSL,u,γy
2J3(−y)2I3 . (2.5)
This quantity is invariant under small deformations of the modulus u. At walls of marginal
stability, it jumps according to the wall-crossing formula [57–61].4
There is an important positivity phenomenon for the framed protected spin characters:
in a UV complete N = 2 theory in four dimensions, all framed BPS states should have
I3 = 0. This is the so-called “no-exotics conjecture” formulated in [10], and proven for the
case of SU(n) super Yang-Mills in [45].
If the no-exotics conjecture is correct, the framed protected spin character (2.5) of
any BPS line defect becomes an Laurent series in y with non-negative integral coefficients
where the coefficient of yn literally counts, without signs, framed BPS states with angular
momentum n
2
in the x3 direction. In particular, specializing to y = 1 the framed protected
spin character reduces to the dimension dimension of the framed BPS Hilbert space in a
given charge sector:
Ω(L, γ, u, y)|y=1 ≡ Ω(L, γ, u) = dimHBPSL,u,γ. (2.6)
We assume the absence of exotics in the remainder of this paper, most crucially in our
discussion of defect renormalization group flow in §2.3.
2.1.2 Classifying Line Defects
In N = 2 super Yang-Mills, basic examples of supersymmetric line defects are provided
by supersymmetric Wilson and ’t Hooft lines, or more generally Wilson-’t Hooft lines;
these defects are labeled by pairs α = (λ, λ∗) consisting of a weight and coweight modulo
simultaneous Weyl reflection as described in [3].
For a general field theory, we will similarly introduce a discrete label α which keeps
4In (2.4) and (2.5), there is an unpleasant proliferation of subscripts and arguments. We drop some of
them when we can do so without creating too much confusion.
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track of the type of line defect. However, to get a useful classification we have to restrict
our attention to special line defects, as emphasized in [10]. For example, in N = 2 super
Yang-Mills with gauge group G, the line defects labeled by α = (λ, 0) are the Wilson lines
corresponding to irreducible representations of G, not arbitrary representations.
We make a similar distinction in a general field theory. Thus we call a ζ-supersymmetric
line defect L composite if the theory with L inserted splits up into superselection sectors,
i.e. if there exist nontrivial line defects L1 and L2 such that
〈LO〉 = 〈L1O〉+ 〈L2O〉 (2.7)
where O represents any combination of ζ-supersymmetric operators. In this case we write
simply
L = L1 + L2. (2.8)
An equivalent way of expressing the same concept is to note that the framed BPS Hilbert
space is a representation of the ζ-supersymmetric operators. If the line defect L is compos-
ite, then the associated representation is reducible and we write
HL,u = HL1,u ⊕HL2,u. (2.9)
We call L simple if it is not composite. Our index α will run over all simple ζ-
supersymmetric line defects. More precisely, we will assume that for each fixed choice of α
there is a continuous family of simple line defects L(α, ζ) parameterized by ζ ∈ C×,5 where
L(α, ζ) is ζ-supersymmetric. This statement can be verified directly in large classes of field
theories, such as the theories of class S[A1] [10]. As we describe in §2.3, the existence of
the C× family would also follow from the expected properties of the defect renormalization
group flow.
2.2 BPS Line Defects in Abelian Gauge Theories
For a general N = 2 quantum field theory, it may difficult to explicitly describe the collec-
tion of simple BPS line defects parameterized by the label α. However, in the special case
of an abelian gauge theory, the discussion is much more concrete: simple supersymmetric
line defects are parameterized by the lattice Γ of electromagnetic and flavor charges.
Indeed, for every charge γ ∈ Γ, and every ζ ∈ C×, there is a corresponding abelian ζ-
supersymmetric Wilson-’t Hooft line defect L(γ, ζ).6 Moreover, in the case where γ is a pure
5Actually, in some asymptotically free theories there is monodromy acting on the family of line defects
when ζ goes around zero [10]. Thus, strictly speaking, in those theories L(α, ζ) depends not only on ζ ∈ C×
but on a choice of log ζ. We will suppress this dependence in the notation.
6In the general discussion above we used the letter α for the labels of line operators, while we now use
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electric charge, it is easy to write the ζ-supersymmetric Wilson line explicitly. For notational
convenience let us write it in the case of a rank one theory, where the bosonic sector consists
of a single u(1) gauge field A and a complex scalar φ. Then the supersymmetric Wilson
line defect is
L(γ, ζ) = exp
[
iγ
∫
A+
1
2
(ζ−1φ+ ζφ¯)
]
(2.10)
where the integral runs over the time direction. One checks directly that this defect is
indeed invariant under the algebra Aζ . More general Wilson-’t Hooft line defects can be
obtained from this one by electric-magnetic duality.
In particular, (2.10) shows directly that in abelian theories line operators come in C×
families parameterized by ζ, as we proposed more generally above.
2.2.1 Framed BPS States in Abelian Theories
We may also obtain an explicit description of the framed BPS Hilbert space in the presence
of a dyonic defect L(γ, ζ).
As mentioned in §2.1, when |ζ| = 1 one way of thinking about ζ-supersymmetric line
defects is as heavy one-half BPS source particles whose central charge satisfies Z/ζ ∈ R+. In
the case of an abelian theory we can realize this idea concretely as follows. Let T denote an
abelian N = 2 theory, and γ ∈ Γ a charge in that theory. Fix an electric-magnetic duality
frame for which γ is a purely electric charge. Then let T [γ,Mζ] denote an augmented
theory obtained by coupling T to one hypermultiplet field ψ, with charge γ and complex
mass Mζ, where M is a real positive parameter.
The ψ particle number is conserved in this augmented theory, and we focus on the sector
consisting of one-ψ-particle states. We consider the limit M → ∞, with ζ fixed. In this
regime, the ψ particles become very massive, with central charge along the ray determined
by ζ. Therefore there is a correspondence
one-ψ-particle rest states of T [γ,∞ζ] ↔ states of T with L(γ, ζ) inserted.
In particular, this gives an alternative way of viewing the framed BPS states in the theory
T : they are ordinary one-ψ-particle BPS states of T [γ,∞ζ], at rest. The term at rest
means we diagonalize the translation generators, and also choose a particular component
of the multiplet generated by the broken supersymmetry generators: thus on both sides
of the above, the states are only in representations of the SO(3) group of rotations, not a
super-extension thereof.
Finally, note that as T is a free abelian theory and the augmented theory is arbitrarily
weakly coupled, the Hilbert space is the perturbative Fock space and we can describe the
γ; the reason for this change of notation will be apparent when we discuss RG flows in Section 2.3 below.
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one-ψ-particle part explicitly. There is a single BPS state, carrying charge γ. Thus our
correspondence says that
dimHBPSL(γ,ζ),u,γ′ = δγ,γ′ . (2.11)
This relationship between framed BPS states in the presence of a defect and ordinary one-
particle states of an augmented theory foreshadows our construction of framed BPS states
in interacting N = 2 theories of quiver type in §3.2 below.
2.3 Defect Renormalization Group Flow
Our aim in this section is to understand how the renormalization group acts on BPS line
defects. Thus we return to the situation of a general UV complete N = 2 theory, at a point
u on its Coulomb branch. The IR physics is then described by an abelian gauge theory and
possesses dyonic BPS line defects discussed in §2.2.
Fix a simple line defect L(α, ζ) in the UV theory. Flowing to the IR, we obtain a line
defect of the IR theory. However, importantly, there is no reason why this IR line defect
should be simple: typically it will decompose as a nontrivial sum of simple line defects [11].
The reason for this is that the IR theory has fewer local operators than the UV, so it is
easier for a line defect to be decomposable in the IR. In other words, the theory with the
line defect inserted may break up into superselection sectors in the IR, which in the UV
theory are coupled by massive fields.
A concrete example is provided by the ζ-supersymmetric Wilson line defect attached
to a representation R of the gauge group G in pure N = 2 gauge theory. In the IR, G
is broken to U(1)r, and the representation R decomposes as a direct sum of dim(R) 1-
dimensional representations of U(1)r. Correspondingly, the single UV Wilson line defect
L(α, ζ) decomposes (in the classical limit) into dim(R) IR Wilson line defects.7 The op-
erators which couple these IR line defects into a single UV line defect are the W bosons,
which are integrated out in flowing to the IR.
While L(α, ζ) need not be simple in the IR, it can be expanded in terms of simple
defects in the IR theory. We claim that this expansion can be written in terms of the
framed protected spin characters as
L(α, ζ) 
∑
γ∈Γ
Ω(α, γ, ζ, u)L(γ, ζ). (2.12)
This decomposition follows from matching dimensions of BPS Hilbert spaces in each charge
sector.
7Interestingly, quantum mechanically, this result is modified: even in the weakly coupled region of the
Coulomb branch, the decomposition of a UV Wilson line defect can include IR Wilson-’t Hooft line defects
as well as the expected IR Wilson defects [10]. See also §5.2.2 below.
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To prove this statement, consider first the right-hand-side of the above. We make use
of (2.11) which states that the framed BPS Hilbert space of the IR abelian theory in the
presence of the defect L(γ, ζ) consists of a single state of charge γ. Therefore, in the charge
sector γ, the framed BPS Hilbert space of the composite defect specified in (2.12) has
dimension given by the coefficient of the defect L(γ, ζ), namely Ω(α, γ, ζ, u).
Similarly we can also consider left-hand-side of the claimed decomposition. According
to the absence of exotics assumption of §2.1.1 the quantity Ω(α, γ, ζ, u) is the dimension of
the BPS Hilbert space of the defect L(α, ζ) in charge sector γ. This dimension is defined
in the UV. However Ω(α, γ, ζ, u) is also an index, and is invariant under RG flow. Thus
establishing (2.12).
As is clear from the previous argument, we may also express the effect of the RG flow
at the level of Hilbert spaces as
HBPSL(α,ζ)  
⊕
γ∈Γ
HBPSL(α,ζ),u,γ ⊗HBPSL(γ,ζ). (2.13)
This expression points to a refined version of the decomposition (2.12) which keeps track
of the spin content. Indeed, the IR operators L(γ, ζ) are singlets under the group SO(3)
of spatial rotations. However there is no reason why the framed BPS states of the UV
operators L(α, ζ) need to be singlets of SO(3), and in general they are not. Moreover, the
SO(3) content is also invariant under the RG flow, like the dimension. Thus we expect
that (2.13) continues to hold even if we regard both sides as SO(3) representations. We
can then uplift to a spin-sensitive version of the decomposition (2.12) by making use of the
full data of the framed protected spin characters:
L(α, ζ) 
∑
γ∈Γ
Ω(α, γ, ζ, u, y)L(γ, ζ). (2.14)
In (2.12), the equivalence relation  specified by RG flow implies that the given de-
fects are are equal in any correlation function of ζ supersymmetric operators of the IR
abelian theory. Similarly, in (2.14) the defects are equal in any correlation function of ζ
supersymmetric operators of the IR abelian theory with an additional explicit insertion of
y2J3(−y)2I3 .
2.3.1 IR Labels for Line Defects
In this section, we introduce one of the fundamental concepts of the defect renormalization
group flow, namely an IR labeling scheme for UV defects.
As we have just reviewed, a UV line defect L(α, ζ) generally decomposes at low energy
into a sum of IR line defects L(γ, ζ). There is however a sense in which one of the terms
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in this decomposition is dominant, namely the L(γ, ζ) for which Re(Zγ/ζ) is smallest. One
way to understand this dominance is to note that according to the BPS bound (2.3), framed
BPS states obey
E = Re(Z/ζ). (2.15)
Thus the IR line defect with smallest Re(Z/ζ) corresponds to the framed BPS state with
minimum energy, which may be viewed as the global ground state of the original UV defect
L(α, ζ).
We let RG(α, ζ, u) denote the IR charge γ of the ground state of L(α, ζ). This defines
a map
RG(·, ζ, u) : {UV Line Defects} → {IR Line Defects} = Γ, (2.16)
which assigns to each UV line defect, an IR label determined by the simple dyonic defect
associated to its ground state.
For a given UV defect L(α, ζ), we sometimes refer to the image RG(α, ζ, u) as the
core charge of the defect. This terminology anticipates a physical picture developed in
§3.2 where an IR observer views the defect as an infinitely massive dyonic core charge,
corresponding to the dominant term in the expansion (2.13), and the remaining terms in
(2.13) are viewed as excitations.
Now let us assume that the point (ζ, u) is generic. It was observed in [10] that in many
N = 2 theories the RG(·, ζ, u) map has the following properties.
• For a given UV defect L(α, ζ), the ground state is unique and carries no spin, i.e. the
corresponding coefficient Ω(α, γ, ζ, u, y) equals one.
• The map RG(·, ζ, u) is a bijection between the set of UV line defect labels α and the
set of IR line defect labels γ.
The bijectivity of the RG map is particularly striking. It implies that a UV line defect
L(α, ζ) can be reconstructed uniquely from its IR ground state RG(α, ζ, u).More physically,
this means that at least for supersymmetric defects the phenomenon of screening does not
occur: any two UV defects can be distinguished by low-energy observations. Thus, for these
defects, the renormalization group flow, which is typically irreversible, is in fact reversible.
In more practical terms, the bijectivity of the RG map has several useful consequences.
First, it implies the conjecture we mentioned in §2.1.2, that UV line defects come in families
parameterized by ζ ∈ C× (since we have already noted in §2.2 that IR ones do). Second,
it implies that one can reconstruct a UV line defect L(α) from the collection of IR line
operators into which it decomposes, or equivalently from its framed BPS spectrum. Third,
it is a fundamental ingredient in any approach to computing the framed BPS states of UV
line defects using IR physics.
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The above discussion is accurate provided that we remain at a fixed generic point (ζ, u).
However if the parameters (ζ, u) are varied we encounter an important subtlety in the RG
map between UV and IR defect labels. The IR label of a given UV defect L(α, ζ) may
jump discontinuously at those loci in parameter space where the ground state of the defect
becomes degenerate. As the energy of each ground state is given by the saturated BPS
bound (2.15), such an exchange of dominance would occur when Re(Zγ1/ζ) = Re(Zγ2/ζ),
or letting γ = γ1 − γ2, Re(Zγ/ζ) = 0. Thus, define an anti-wall to be a locus in the (u, ζ)
parameter space where some γ ∈ Γ has Re(Zγ/ζ) = 0. The map RG(·, ζ, u) is piecewise
constant away from anti-walls, but can jump at anti-walls.
We should emphasize that this is not the framed wall-crossing phenomenon: anti-walls
are where some Re(Zγ/ζ) = 0; in contrast, framed wall-crossing occurs at the walls where
some Im(Zγ/ζ) = 0 for some γ. At the latter type of walls some framed BPS states can
appear or disappear, but these are never the ones of lowest energy, so the ground state does
not change.8
If we want to understand UV line operators using IR computations, it would be useful
to understand how this jumping of labels occurs. A partial result in this direction was
obtained in [10] in theories of class S[A1]. Specifically, consider the restricted set of anti-
walls where the charge γ satisfying Re(Zγ/ζ) = 0 has Ω(γ) = 1. Let RG(α)± denote the
value of the RG map on either side of the anti-wall, with + sign indicating the region
where Re(Zγ/ζ) > 0. Then the discontinuity takes the form of a universal piecewise linear
transformation on the charge lattice Γ:
RG(α)− = RG(α)+ + Max{〈γ,RG(α)+〉, 0}γ. (2.17)
An analogous formula for the jump at more general anti-walls or in more general theories
is not known, and it would be very interesting to develop a more general understanding of
this feature of the RG map. We provide some hints in this direction in §2.3.2.
In §3-5 below, we find evidence that the properties of RG enumerated above, namely
uniqueness of the ground state, and bijectivity, are true for every N = 2 theory of quiver
type. More specifically, we will assume these properties and see that a consistent picture
emerges, allowing us in particular to reconstruct physically well behaved candidate UV
defect vevs from IR calculations. In that context, we will also obtain an independent
derivation of the discontinuity formula (2.17).
8In the context of the asymptotic expansion of line defect vevs, the anti-walls are anti-Stokes lines, while
walls are Stokes lines; the two play very different roles in the theory.
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2.3.2 The Case of Pure SU(2) Gauge Theory
A useful explicit example of the RG map occurs in the case of Wilson line defects in
pure N = 2 gauge theory with gauge group G = SU(2). Such defects are classified by a
finite-dimensional representation R of SU(2).
Let a denote the central charge of a purely electric state; a is a function of the Coulomb
branch parameter u. In [10] it was shown that when R is the fundamental representation,
at any (u, ζ) for which Re(a/ζ) 6= 0, the Wilson line defect supports three framed BPS
states.9 Two of these carry purely electric U(1) charge and correspond to the two weights
of the representation R, i.e. they simply come from decomposing R under U(1) ⊂ SU(2).
The remaining framed BPS state is a dyon, whose electric charge depends on (u, ζ): there
are various walls in the (u, ζ) parameter space where one dyonic bound state decays and
simultaneously another, with a different charge, forms. Moreover this dyon is always heavier
than the purely electric states. Thus the lightest framed BPS state is one of the two
electrically charged ones, corresponding to the “lowest weight” of the representation R. A
similar story holds for a general representation R (and presumably also for other gauge
groups G, although it has not been investigated in detail.)
As we have remarked in the previous section, in many N = 2 theories — including this
one — for generic (u, ζ) the map RG is a bijection between the sets of UV line defect labels
α and IR charges γ. What we have just described is that, when restricted to the set of
Wilson line defects, RG becomes the map which assigns to each representation R a purely
electric charge γ corresponding to the lowest weight of R. Note however that this does not
exhaust the set of purely electric charges in the IR theory: rather, it covers only one Weyl
chamber, i.e. only the positive electric charges (in some basis). The negative charges are
also in the image of the RG map, but do not correspond to Wilson lines.
So far we have discussed what happens at generic (u, ζ), which is all we will use in
the rest of the paper. As an aside, though, it is worth noting an interesting phenomenon
which occurs at the locus Re(a/ζ) = 0 in the weakly coupled region. This locus lies on an
anti-wall, so we would expect that the RG map is not defined exactly there. What if we
look very near this anti-wall, on one side or the other? Naively there is a further difficulty:
there is a collection of infinitely many anti-walls which accumulate here, corresponding to
the infinite set of BPS dyons in the weakly coupled region [64]. Thus any finite point will
always be separated from Re(a/ζ) = 0 by some anti-walls (in fact infinitely many of them).
Nevertheless, let us use the notation (u, ζ)+ formally to represent a point “infinitesimally
close” to the anti-wall Re(a/ζ) = 0, which we reach by crossing the infinite chain of dyon
anti-walls but stopping short of Re(a/ζ) = 0. We will try to make sense of the RG map at
the formal point (u, ζ)+.
9In §5.2.2 below, we derive this result independently using quiver quantum mechanics.
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One approach to defining it is to start at some generic (u, ζ) — where we understand
the RG map —and then compose with the infinite chain of jumps (2.17) corresponding
to the infinite chain of anti-walls. Introduce electric and magnetic charges (e,m) around
weak coupling. The electric charge e is an arbitrary integer, while the magnetic charge m
is an arbitrary even integer.10 The charges of the infinite collection of dyons are of the form
(2n,−2) for n ≥ 0.
Consider a UV line defect with IR label (e,m). At the anti-wall corresponding to the
n-th dyon, the IR labels of line defects jump by (2.17)
(e,m) 7→ (e,m) + Max{e+ nm, 0}(2n,−2). (2.18)
Now we may ask whether the composition of these infinitely many transformations is
convergent. It turns out that it is, but it is not a bijection: rather it maps the whole charge
lattice onto the union of the half-space, where m < 0 and e is arbitrary, with the ray, where
m = 0 and e ≤ 0. Thus it seems to make sense to define the RG map at the point (u, ζ)+,
but unlike what happens at ordinary points (u, ζ), here RG is not a bijection.
Moreover, at the point (u, ζ)+ the image of RG agrees exactly with the usual UV labeling
of line defects. Indeed from the UV point of view, ’t Hooft-Wilson lines are labelled by a pair
(e,m) ∈ Z × 2Z modulo the simultaneous Weyl equivalence (e,m) ∼ (−e,−m) [3]. Thus
the RG map at (u, ζ)+ just maps such equivalence classes into a preferred fundamental
domain.
Now what will happen if we cross the anti-wall at Re(a/ζ) = 0, passing to a point
(u, ζ)− which is again “infinitesimally close” but now on the other side? We do not have
the tools to study this directly, but we can again approach it indirectly, by moving through
the (u, ζ) parameter space along a path which goes into the strong coupling region and back
again out to weak coupling. If we do so, we find a simple result: the IR labels at (u, ζ)+
and (u, ζ)− are related by a transformation which preserves the open half-space (e,m) with
m < 0 but acts on the ray (e, 0) with e ≤ 0, as (e, 0) 7→ (−e, 0).11 One might think of
this as a kind of Weyl reflection: it acts nontrivially only on the IR labels of pure Wilson
defects, and on these it swaps the highest and lowest weights of the corresponding SU(2)
representations.
2.3.3 Tropical Duality
A formula very similar to (2.17) arose in mathematical work of Fock and Goncharov [12,13],
which seems to be closely related to the physics of line defects. We sketch this relationship
here, but leave a more complete analysis to future work.
10In these conventions, the Dirac pairing takes the form 〈(e,m), (e′,m′)〉 = 12 (em′ − e′m).
11This reflection phenomenon was also noticed by D. Gaiotto.
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Fock and Goncharov studied a particular class of complex spaces called cluster varieties.
A cluster variety over C× is a space obtained by gluing together complex tori, each isomor-
phic to (C×)n, using transition functions of a particularly simple form. In particular, the
transition functions involve only the operations +, × and /, but not the operation −.
As a result of these restricted transition functions, one can define various different
versions of cluster varieties by replacing C× in the above construction by other algebraic
structures. We denote these spaces by X[S] where S is any of the possible places where the
coordinates are valued. For instance, the case of C× defined above leads to a cluster variety
X[C×]. One may define a real version of the cluster variety, X[R×], by using coordinates
valued in R×. Similarly, one may define a positive version, X[R×+], by using coordinates
valued in R×+.
More exotically, one may also consider the coordinates to take values in a semifield, an
algebraic structure where the − operation does not even exist. Relevant examples are the
tropical semifields Rt, and Zt. As sets these have the same elements as R ∪ {−∞} and
Z ∪ {−∞} respectively, but they have addition, ⊕, and multiplication, ⊗, defined by
a⊕ b = Max{a, b}, a⊗ b = a+ b. (2.19)
The transition functions for a cluster variety make sense for coordinates valued in Rt and
Zt if we replace ordinary addition by ⊕, and ordinary multiplication by ⊗.
Tropical semifields arise naturally when studying the behavior geometric spaces at large
values of their coordinates. For instance, consider a function f(a1, · · · , an) of ordinary real
or complex variables ai which can be written without subtraction operations. Then, one
obtains a tropical form of the function, ft, which is a function of tropical variables ai, by
the limiting procedure
ft(a1, a2, · · · , an) ≡ lim
→∞
1

log [f (exp(a1), exp(a2), · · · , exp(an))] . (2.20)
This limit has the effect of replacing ordinary addition by ⊕, and ordinary multiplication
by ⊗. In particular, given any cluster variety X[C×], the tropical cluster space X∨[Rt] may
be thought of as parametrizing points at infinity of X[C×].
Returning to the general theory, Fock and Goncharov proposed that given any cluster
variety X[C×] there should exist a canonical vector space basis for the ring of global regular
functions on X[C×]. Moreover this basis should be naturally parameterized by the integer
tropical points of a different cluster variety X∨, i.e. by X∨[Zt]. A similar statement is also
supposed to hold with the roles of X and X∨ interchanged. Thus we have a kind of tropical
duality between X and X∨. Moreover, the relation between X[C×] and X∨[C×] is expected
to be some version of mirror symmetry [68,69].
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What does this have to do with four-dimensional N = 2 supersymmetric field theories?
Suppose we have such a theory and a given simple line defect L(α). We consider com-
pactifying on a two-torus, with L(α) wrapped on one of the cycles, say the A cycle. This
compactification can be viewed in two different ways; comparing the two will lead to the
desired duality.
Suppose we first compactify on the A cycle and flow to the IR, to get a three-dimensional
theory. As the original defect wrapped the A cycle, it descends to a local operator O(α).
The resulting theory can be described as a sigma model into a hyperkahler space [70]. This
space has the same essential features as a cluster variety, and is provably a cluster variety
in many cases [71]. Indeed, it has patches with C× valued coordinates Xγ, and the changes
of coordinate maps are given by Kontsevich-Soibelman symplectomorphisms, the simplest
of which is a cluster transformation:
Xγ′ → Xγ′(1 +Xγ)〈γ,γ′〉. (2.21)
With this in mind we call this space X[C×]. The expectation value of the supersymmetric
local operator O(α) is represented in the sigma model by a distinguished holomorphic
function F (α) on X[C×]. Upon further compactification on the B cycle we arrive finally at
a two-dimensional sigma model into X[C×].
Now let us begin again in four dimensions and perform the compactification in the
opposite order: so we begin by compactifying on the B cycle and flowing to the IR. We again
get a three-dimensional theory, this time with a line defect L˜(α). The three-dimensional
theory can again be described as a sigma model into a hyperkahler space, again a cluster
variety, which we call X∨[C×]. The spaces, X and X∨ are in general distinct. For instance,
if the A and B cycles have different radii, then X and X∨ are not even isometric.
The line defect L˜(α) can be thought of as imposing some boundary condition on the
sigma model fields, requiring that they have a singularity as we approach the defect.
Roughly speaking, such a singularity condition amounts to specifying a particular direction
to infinity in X∨[C×]. On the other hand, as sketched in (2.20), the tropical cluster space
X∨[Rt] parameterizes such directions to infinity. Thus it seems reasonable to propose that
the line defect L˜(α) will indeed correspond to a point of X∨[Zt]. Upon further compactifi-
cation on the A cycle we will again arrive at a two-dimensional sigma model, this time into
X∨[C×].
Assuming this proposal is correct, then we see that a simple line defect L(α) induces
on the one hand a canonical function F (α) on X[C×], and on the other hand a point of
X∨[Zt]. Moreover, it is known that the two orders of compactification give rise to sigma
models which are mirror to one another [72,73]. Thus X[C×] and X∨[C×] are mirror to one
another. This matches well with the expected picture of tropical duality described by Fock
and Goncharov; moreover our field-theoretic way of realizing this picture is similar to one
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described in [69].
Concretely, the singularity of the IR fields near a line defect L(α) should be determined
by its IR label RG(α). Thus what we are saying is that the IR label RG(α) of a given
line defect L(α) should be globally understood as being valued in a tropical cluster space
X∨[Zt]. (This should be viewed as a slight elaboration of a proposal which appeared in [10]).
This tropical space has charts each of which identifies the set of line defects with the charge
lattice Γ, and the formula (2.17) for the discontinuity of the RG map gives a change of
coordinates from one chart to another.
2.4 Line Defect OPE Algebra
In this section, we review the definition of the OPE algebra of line defects and its connection
to framed BPS states following [10]. In the case of N = 4 gauge theory, this algebra was
defined in [14]. It has been further studied in a variety of contexts in [7, 9, 10,15–21].
Suppose we have two ζ-supersymmetric line defects L = L(α, ζ) and L′ = L(α′, ζ),
located at two points x, x′ of the spatial R3. This combined configuration preserves the
supersymmetry algebra Aζ and a U(1) rotational symmetry around the axis connecting x
to x′. Thanks to the supersymmetry, the correlation functions between L, L′ and other
Aζ-invariant defects are independent of x
′ [10]. In particular the limit x′ → x is actually
nonsingular and independent of how x′ approaches x (since any two directions can be con-
tinuously connected while keeping x′ 6= x). Moreover, in this limit the rotational symmetry
is enhanced to SO(3), so we have obtained a new ζ-supersymmetric line defect, which we
could call either LL′ or L′L.
The defect LL′ may be composite, but we can expand it in terms of simple line defects
as
L(α, ζ)L(α′, ζ) =
∑
β
c(α, α′, β)L(β, ζ). (2.22)
Let us assume moreover that this expansion is unique. If so, then the coefficients c(α, α′, β)
are non-negative integers and can be interpreted as structure constants for OPE of line
defects. We emphasize that they are defined in the UV and in particular do not depend on
a point u of the Coulomb branch. Moreover, since the defects depend continuously on ζ,
it follows that the structure constants do as well; on the other hand they are integers, and
hence must actually be independent of ζ.
One way to understand the uniqueness and positivity result for the structure constants
c(α, α′, β) is to uplift the defect OPE to the level of Hilbert spaces. The configuration with
both L(α) and L(α′) inserted is independent of the separation between the defects. Thus,
the BPS Hilbert space associated to the insertion of the two defects is the tensor product
of the individual Hilbert spaces. The Hilbert space version of the defect OPE then asserts
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that this tensor product may be expressed uniquely as a direct sum.
HBPSL(α) ⊗HBPSL(α′) =
⊕
β
Nβα,α′ ⊗HBPSL(β) . (2.23)
The “coefficients,” Nβα,α′ appearing in the above are now themselves vector spaces. There is
no known direct definition of these coefficient spaces. It would be interesting to formulate
one, perhaps by studying the field theory in the presence of three defects.
Assuming the existence of the vector space valued OPE coefficients, we can now motivate
the positivity of the structure constants c(α, α′, β). The spaces Nβα,α′ should be represen-
tations of the SU(2)R symmetry group and the structure constants c(α, α
′, β) should be
extracted as an index
c(α, α′, β) = TrNβ
α,α′
(−1)2I3 . (2.24)
Then, if a no-exotics conjecture a la §2.1.1 holds for the Nβα,α′ , i.e. if these spaces are all
trivial representations of the R-symmetry, we obtain the simplification
c(α, α′, β) = dimNβα,α′ , (2.25)
which is indeed non-negative.
As usual, the a good starting point for understanding the operator products is the case
of abelian gauge theory. In that situation, (2.22) collapses to
L(γ, ζ)L(γ′, ζ) = L(γ + γ′, ζ). (2.26)
In other words, the structure constants are simply given by the Kronecker delta,
c(γ, γ′, γ′′) = δγ+γ′,γ′′ . (2.27)
This equation merely states that for the dyonic defects of the abelian theory the charge
of the source is additive, a statement usually referred to a Gauss’ law. We can mimic the
algebra of these abelian defects by introducing a collection of formal variables Xγ for γ ∈ Γ
and imposing the multiplication law12
XγXγ′ = Xγ+γ′ . (2.28)
Using these results for abelian defects, together with the defect renormalization group
flow of §2.3, we can give a scheme for computing operator products between line defects in
a general N = 2 theory. To each defect L we associate a generating function in the formal
12The notational similarity between these Xγ and the cluster coordinates of (2.21) is not an accident.
Indeed the cluster coordinates Xγ are the expectation values of the dyonic defects of the abelian theory [10].
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variables Xγ
F (L) =
∑
γ
Ω(L, γ)Xγ, (2.29)
which is a generating functional version of the defect decomposition of L stated in (2.12).
As remarked above the correlation functions of ζ-supersymmetric operators in the pres-
ence of a pair of BPS defects L and L′ are in fact independent of the separation between the
defects. Thus, the OPE can be computed in the UV by going to short distances, or in the
IR abelian theory by going to long distances. In particular, it follows that the generating
functionals must obey
F (LL′) = F (L)F (L′). (2.30)
As a nice consistency check, observe that as a consequence of the framed wall-crossing
phenomenon, the generating functional (2.29) jumps at walls of marginal stability. However,
according the wall-crossing formula of [57,58], the transformation of the indices Ω(L, γ) is an
automorphism of the algebra (2.28). Thus, the algebra obeyed by the generating functionals
is in fact an invariant of the UV field theory.
Assuming the bijectivity of the map RG described in §2.3.1, we can reconstruct LL′
from FLL′ . Thus, if we are able to compute FL for every L, (2.30) gives an algorithm for
computing the operator product coefficients. This method was used in [10] for some theories
of class S[A1]; we will use it §5.2 below as well.
2.4.1 Noncommutative Defect OPEs
The OPE multiplication discussed in the previous section admits an important noncom-
mutative deformation, as follows. Fix an axis in the spatial R3, say the x3-axis. Suppose
that we are interested in computing correlation functions between ζ-supersymmetric line
defects L and L′ as before, but we restrict all of these defects to be inserted only along
this axis. In that case the theory with the defects inserted has a U(1) rotation symmetry
around this axis; let J3 denote the generator of this U(1), and as before let I3 denote one
of the rotation generators in SU(2)R.
Now we consider correlation functions between ζ-supersymmetric line defects with an
extra overall insertion of the operator (y)2J3(−y)2I3 . All correlation functions will be pro-
moted to functions of y, which, when specialized to y equals one, reduce to the previous
case with no extra insertion. Such correlation functions are still independent of the points
where the defects are inserted. Thus in particular the limit x′ → x along the x3-axis is
nonsingular as before, but now it may depend on the direction in which x′ → x, since there
are only two possible directions along the x3-axis, and no way to interpolate from one to
the other.
We thus obtain a noncommutative OPE, where the order in which we take the product
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corresponds to the ordering along the x3-axis:
L(α, ζ) ∗ L(α′, ζ) =
∑
β
c(α, α′, β, y)L(β, ζ) (2.31)
This is a noncommutative deformation of the product (2.22). The coefficients c(α, α′, β, y)
are now valued in Z≥0[y, y−1]. They are evidently symmetric under the simultaneous ex-
change α↔ α′, y ↔ y−1.
In terms of the putative vector space valued OPE coefficients Nβα,α′ appearing in (2.23),
the y-dependent structure constants c(α, α′, β, y) should be obtained from a protected spin
character
c(α, α′, β, y) = TrNβ
α,α′
(y)2J3(−y)2I3 . (2.32)
And again a no-exotics type conjecture motivates the fact that the structure constants are
valued in Z≥0[y, y−1].
In abelian theories, just as in the commutative case, the OPE is particularly simple. It
is the noncommutative analog of this simple result (2.26), derived in [10]
L(γ, ζ) ∗ L(γ′, ζ) = y〈γ,γ′〉L(γ + γ′, ζ), (2.33)
or in other words,
c(γ, γ′, γ′′, y) = y〈γ,γ
′〉δγ+γ′,γ′′ . (2.34)
This expression reflects the fact that, in comparing the configuration of a pair of separated
defects L(γ, ζ) and L(γ′, ζ), to the situation with the single defect L(γ + γ′, ζ), there is a
quantized angular momentum carried in the electromagnetic fields and pointing along the
axis separating the pair of sources.
As in the commutative case it is natural to study these OPEs by attaching a generating
function to each line defect,
FL =
∑
γ
Ω(L, γ; y)Xγ, (2.35)
where now the product law is a noncommutative Heisenberg algebra
Xγ ∗Xγ′ = y〈γ,γ′〉Xγ+γ′ . (2.36)
As before, the operator product can be computed either in the UV or IR and we obtain
the relation
FLL′ = FL ∗ FL′ . (2.37)
Thus, if we are able to compute FL for every L, (2.37) gives an algorithm for computing
the y-deformed operator product coefficients. We study examples of this noncommutative
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algebra in §5.2.
3 Framed BPS States in Theories of Quiver Type
In this section we introduce a technique for studying line defects in a large class of N = 2
theories: those of quiver type [22–25]. Thus for the remainder of this paper we assume
that the (unframed) BPS states of the theory may be described by non-relativistic quiver
quantum mechanics. Not all N = 2 theories admit such a simple description of their BPS
states. However, the class of quiver type theories is quite broad and includes gauge theories
with hypermultiplet matter, Argyres-Douglas type conformal field theories, and theories
described by M5-branes on punctured Riemann surfaces [26–44].
We begin in §3.1 by briefly recalling the quiver theory of ordinary BPS states. Par-
ticularly important is the existence of two distinct descriptions of such states: the Higgs
branch, associated to quiver representation theory, and the Coulomb branch, associated to
quantization of the classical space of supersymmetric multi-centered particle configurations.
In §3.2 we describe our proposal (3.22) for computing the framed BPS states of a line
defect in theories of quiver type: such states are to be computed using the Coulomb branch
of an extended particle system. We utilize a recent localization formula [54–56] to give
precise meaning to our conjecture.
In §3.2.1 we describe a related construction of an extended framed quiver. We further
state circumstances under which our conjectured multi-centered bound state formula for
framed BPS degeneracies reduces to a more familiar quiver representation theory problem
utilizing the framed quiver.
3.1 Quiver Review
Fix an N = 2 theory and a vacuum u on its Coulomb branch. The Hilbert space of the
theory supports BPS states carrying electromagnetic charges γ ∈ Γ. For each fixed occupied
charge, the BPS Hilbert space in that sector is a representation of su(2)R × su(2)J , the
algebra of R-symmetries and rotations. This representation takes the form[(
1
2
, 0
)
⊕
(
0,
1
2
)]
⊗Hγ. (3.1)
The representation in brackets above gives the center of mass degrees of freedom of a BPS
particle. The space Hγ comprises the internal degrees of freedom of the particle. We count
states by forming an index, the unframed protected spin character
Ω(γ, y) ≡ TrHγy2J3(−y)2I3 . (3.2)
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Ω(γ, y) is protected by supersymmetry under small deformations of the vacuum u. It is
this quantity that we aim to reproduce from quiver quantum mechanics.
The starting point for a constructing a quiver description of the BPS spectrum is to
take the non-relativistic limit. In this regime, particle number of the massive BPS states
is conserved and hence the description simplifies. For a large class of N = 2 theories,
the resulting non-relativistic system may be usefully organized into a simple effective field
theory. This is achieved by identifying a finite number of massive BPS particle states which
form the elementary fields in the non-relativistic limit. All such particles are assumed to
contain no internal degrees of freedom and form half-hypermultiplet representations of the
superalgebra. The remaining BPS particles are then viewed as non-relativistic bound states
of the elementary quanta.
In general, there is a complicated relationship between the elementary states of the
non-relativistic theory and the original ultraviolet fields defining the N = 2 system. For
example, if the UV quantum field theory is a non-abelian gauge theory, a non-relativistic
elementary field might be a monopole, a highly non-linear function of the original degrees
of freedom. Thus, the identification of the elementary fields in the non-relativistic limit
requires physical insight into the dynamics. Nevertheless, for a wide class of models, the
effective non-relativistic theory can be written explicitly.
In all such cases, the resulting system is a supersymmetric quantum mechanics with four
supercharges. Supersymmetry constrains the form the interactions of the non-relativistic
elementary fields and yields a simple relationship between the spectrum of supersymmetric
bound states computed in the non-relativistic theory and the BPS states of the original
ultraviolet theory.
To describe the connection, we split the set of one-particle states of the Hilbert space of
the N = 2 field theory into a set of particles and antiparticles. This splitting is not unique.
To specify it, what is required is a choice of half-plane inside the central charge plane. Such
a half-space may be labeled by a choice of angle ϑ defining its boundary as
hϑ = {Z ∈ C|ϑ+ pi > arg(Z) > ϑ} , ϑ ∈ [0, 2pi). (3.3)
Given a fixed angle ϑ, particles are defined to to be those states whose central charge lies
in hϑ, while antiparticles are defined to be those states whose central charge lies in the
complement of hϑ.
The spectrum of bound states computed by a non-relativistic quantum mechanics is
not the complete set of one-particle BPS representations in the Hilbert space of the theory.
Instead, the spectrum determined by the quantum mechanics is merely the set of particles.
The fact that the quantum mechanics computes only the set of particles entails no loss
of information due to CPT invariance of the UV field theory. The antiparticles consist
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precisely of states with equal degeneracies and spin but opposite electromagnetic charges
from the particles.
The structure of the non-relativistic quantum mechanics is conveniently encoded in
terms of a directed graph Q known as a quiver. The quiver has the following features.
• Nodes: For each elementary non-relativistic particle there is a node. Each node is
equipped with a charge γi ∈ Γ. The minimum number of such nodes is equal to the
rank of the lattice Γ.
• Arrows: Between any two nodes i and j there are a number of arrows. The net
number of arrows is given by the symplectic product 〈γi, γj〉. Such arrows become
fields in the non-relativistic quantum mechanics and model the forces between the
elementary BPS states.
• Superpotential: If the arrows of the quiver may be concatenated to form an oriented
cycle, the data must be supplemented by a potential W which is a formal function of
such cycles.
• Central Charges: Each node is equipped with its central charge Zi = Z(γi). These
are constrained to satisfy Zi ∈ hϑ.
Given this data, the problem of determining all BPS particles of the theory maps to
the problem of determining the supersymmetric ground states in the quantum mechanics
encoded by the quiver. There are two distinct regimes where this problem may be studied,
which we describe in detail below.
3.1.1 Higgs Branch
The “Higgs branch” of the quiver quantum mechanics refers to the effective description of
the bifundamental (arrow) fields obtained when the vector multiplet fields, describing the
positions of the particles, are integrated out.
We can phrase the calculation of ground states of this system in the language of quiver
representation theory. Fix a charge γ ∈ Γ. We wish to know whether this charge is occupied
by BPS particles, and if so, to determine their degeneracy and spin content. To begin, we
express γ in terms of the charges of the elementary BPS states:
γ =
∑
i
niγi, ni ∈ Z≥0. (3.4)
The vector ~n = (n1, n2, · · · ) of non-negative integers is referred to as the dimension vector
of γ.
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Next, we construct the moduli space of stable quiver representationsM~n. In detail this
moduli space is constructed by the following procedure [22–24].
• To the ith node of the quiver we assign a complex vector space Vi with complex
dimension ni . For each arrow from node i to node j we assign a complex linear map
Φ : Vi → Vj. The set of vector spaces and linear maps is known as a representation
of the quiver Q with dimension vector ~n.
• Constrain the maps Φ associated to arrows by requiring that the superpotential is
extremized
∂W
∂Φ
= 0, ∀Φ. (3.5)
Representations satisfying this condition are said to be flat.
• Impose stability. Define the central charge of a representation R by linearity
ZR =
∑
i
niZi. (3.6)
Given any representation R, a subrepresentation S ⊂ R is a representation of Q
with vector spaces vi and morphisms φ such that vi is a vector subspace of Vi and
φ the restriction of vi of the associated linear map Φ. Every representation R has
two trivial subrepresentations given by the zero representation which assigns a zero-
dimensional vector space to each node, and R itself. R is called stable if for all
nontrivial subrepresentations
arg (ZR) > arg (ZS) . (3.7)
• The set of stable flat representations is acted upon naturally by the group∏iGl(Vi,C).
If Φ is a map from Vi to Vj the action is
Φ→ G−1j ΦGi, Gi ∈ Gl(Vi,C). (3.8)
We define the moduli spaceM~n as the quotient of the set of stable flat representations
by the the above group action.
The moduli space M~n is the space of classical supersymmetric Higgs branch ground
states of the non-relativistic quantum mechanics involving ni particles of type i. To de-
termine the BPS spectrum of the theory in the charge sector γ we must now quantize the
space M~n. Mathematically this means that we must pass to cohomology. The moduli
space M~n is a Ka¨hler manifold of complex dimension d, and hence its cohomology admits
a Hodge decomposition with Hodge numbers hp,q(M~n). The Cartan generators I3 and J3
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of su(2)R × su(2)J are realized on the cohomology as
2J3 = p+ q − d, 2I3 = p− q. (3.9)
From this we conclude that the desired index of BPS states Ω(y, γ) can be extracted from
a specialization of the Hodge polynomial
ΩHiggs(γ, y) =
d∑
p,q=0
hp,q (M~n) (−1)p−q y2p−d. (3.10)
Equation (3.10) states a precise relationship between the BPS indices of the four dimensional
quantum field theory and the mathematical invariants of quiver moduli spaces.13 It provides
the Higgs branch prediction for the protected spin characters.
3.1.2 Coulomb Branch
The “Coulomb branch” of the quiver quantum mechanics refers to the effective description
of the vector multiplet fields obtained when the bifundamental (arrow) fields are integrated
out. In the regime of validity of this approximation, wavefunctions extracted by quantiza-
tion describe multi-centered particle configurations. Such configurations have been studied
in the context of supergravity in [50–52].
We again fix a charge γ ∈ Γ with dimension vector ~n = (n1, n2, · · · ). The ith node of
the quiver supports a U(ni) vector multiplet. There are three real scalars in this multiplet
each transforming in the adjoint of U(ni). We view them as a three-component vector ~ri.
Additionally each U(ni) gauge group has an associated real Fayet-Iliopoulos parameter χi
extracted from the central charge as
χi = Im
(
niZi∑
i niZi
)
. (3.11)
By construction, these parameters satisfy the constraint
∑
i χi = 0.
On the Coulomb branch of classical ground states each non-abelian gauge group U(ni)
is broken to U(1)ni . The scalars are commuting and may be simultaneously diagonalized.
The eigenvalues of the scalars are denoted by ~ri,j where the index j ranges from 1 to ni.
The eigenvalue ~ri,j physically describes the classical position of the j-th particle of type i.
There is a residual gauged permutation symmetry Sni at each node which descends from
13For most cases of interest in this paper the moduli spaces are compact and smooth and the discussion
above is accurate. In complete generality however, the moduli spaces are non-compact and possess singu-
larities. In that case the extraction of the invariants from the moduli space is more subtle and requires the
machinery of [57–59].
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the Weyl group of each gauge group. This discrete quotient accounts for the fact that the
ni particles of type i are identical.
The values of the scalars ~ri,j parameterize the Coulomb branch. As derived in [51], the
~ri,j are subject to the constraints that for each node i,
∑
k 6=i
ni∑
j=1
nk∑
`=1
〈γi, γk〉
|~ri,j − ~rk,`| = χi. (3.12)
As a consequence of the constraint on the FI parameters, the sum of these equations
vanishes. We define the Coulomb branch manifold C~n as the solutions to (3.12) modulo the
action of the permutation gauge groups.
C~n =
({
~rij ∈ R3|
∑
k 6=i
ni∑
j=1
nk∑
`=1
〈γi, γk〉
|~ri,j − ~rk,`| = χi
})
/
∏
i
Sni (3.13)
An SO(3) group of rotations acts on C~n via simultaneous rotations on the position variables
~rij.
The manifold C~n is the classical moduli space that we quantize to extract BPS states. As
the constraint equations (3.12) depend only on the relative positions, C~n naturally contains a
copy of R3. The quantization of this non-compact space leads to plane wave states of definite
momentum describing the motion of the center of mass of the multi-particle system.
To determine the states from the remaining manifold C~n modulo the center of mass R3,
we note that the fermionic superpartners to the position fields ~rij define a spinor bundle E
over the moduli space. The BPS states extracted from the Coulomb branch are defined to
be in one-to-one correspondence with the harmonic spinors in E. Such harmonic spinors
arise in representations of the group SO(3) which is interpreted as the angular momentum
action on the associated state. See [53,54] for additional details.
3.1.3 The Higgs-Coulomb Relationship
We have now described two distinct methods for extracting BPS states from a quiver
quantum mechanics system: the Higgs branch and associated quiver representation theory,
and the Coulomb branch and associated harmonic spinors. For quivers without oriented
loops, it is known that the two prescriptions yield equivalent predictions for BPS states [50].
However, more generally in stating that an N = 2 theory is of quiver type, we mean, by
definition, that a Higgs branch calculation in quiver quantum mechanics reproduces the
correct BPS states predicted by the UV field theory.14 Thus in theories of quiver type we
14For a rigorous derivation of this fact in the case of theories of type S[A1], and SU(n) SYM coupled to
fundamental hypermultiplet mater see [74] and [45] respectively.
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have
ΩHiggs(γ, y) = Ω(γ, y), (3.14)
where the right-hand-side denotes the protected spin characters of the UV field theory in
question. The connection with the Coulomb branch is subtle and is described below.
The difficulty arises from the fact that when a quiver diagram has oriented loops, the
Coulomb branch equations (3.12) typically admit scaling solutions where groups of three
or more position variables become small simultaneously. These are non-compact regions of
the moduli space C~n and when such regions exist the Coulomb branch calculation becomes
incomplete.15 Said differently, the Coulomb branch description of BPS states does not give
a prediction for the number of quantum wavefunctions which are supported at the end of
the scaling region where, semiclassically, the centers in question coincide.
One may encapsulate the ambiguity described above into a single-centered degeneracy
ΩS(γ, y) which is the protected spin character of BPS states with charge γ whose Coulomb
branch description consists of an object with a single position variable. More explicitly, we
may consider a region of parameter space where all central charges Zi are nearly aligned. In
that case the Coulomb branch description of BPS states becomes parametrically accurate
and all BPS particles have a molecular description, similar to a hydrogen atom, with a
characteristic Bohr radius. As the central charges are further aligned all BPS particles
except for the single-centered states contributing to ΩS(γ, y) have the property that their
characteristic size diverges.
The Coulomb branch does not give any prediction for the values of the ΩS(γ, y). How-
ever, if these single-centered invariants are specified, the Coulomb branch may be quantized
uniquely to obtain an unambiguous prediction for the set of multi-centered states. The util-
ity of this result is that, while the complete BPS degeneracies Ω(γ, y) depend on the FI
parameters χi and undergo wall-crossing, the single-centered degeneracies ΩS(γ, y) do not
jump across walls of marginal stability.
Recently, a recursive algorithm for extracting the multi-centered total degeneracies
Ω(γ, y) from the single-centered degeneracies ΩS(γ, y) was derived [54–56]. This result is
similar to the application of the Harder-Narasimhan recursion formula [75] derived in [76]
for quiver representation theory.
In the special case of a primitive dimension vector, i.e. when the integers (n1, n2, · · · )
have no common divisor, we may express the result of [56] as follows. Let γ ∈ Γ indicate
the charge of interest, and let n be a positive integers. By the notation {α1, α2, · · · , αn} we
mean a partition of the charge γ into n pieces αi, each of which has a non-negative integral
expansion in terms of the node charges of the quiver in question. The Coulomb branch
15Indeed in a scaling region of moduli space, the assumption that the bifundamental fields are massive
and may be integrated out is invalid and hence additional light degrees of freedom become relevant.
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degeneracy ΩCoulomb(γ, y) is expressed in terms of contributions from all such partitions as
ΩCoulomb(γ, y) = ΩS(γ, y)+
∑
n>1
∑
{α1,··· ,αn}
U({αi}, χ, y)
n∏
k=1
∑
mi|αi
y − y−1
mi(ymi − y−mi)V (αi/mi, y
mi).
(3.15)
The functions U and V appearing above, depend only on the arguments indicated explicitly.
U is extracted from the geometry of Coulomb moduli spaces C~n, while V is determined
recursively from the geometry of C~n, as well as the values of the postulated single-centered
degeneracies. For a detailed discussion see [56].
One significant feature of the above is that for any choice of single-centered degeneracies
ΩS(γ, y) the definition (3.15) satisfies the Kontsevich-Soibelman wall-crossing formula and
has the property that the single-centered invariants ΩS(γ, y) are stable across all walls of
marginal stability [77–79].
Let us now return to the Higgs branch. The quiver representation theory problem does
not suffer from any of the ambiguities plaguing the Coulomb branch. In particular, in
N = 2 theories of quiver type, the Higgs branch yields complete results for the protected
spin characters Ω(γ, y). If we enforce the equality
Ω(γ, y) = ΩHiggs(γ, y) = ΩCoulomb(γ, y), (3.16)
then via comparison with (3.15), the Higgs branch predicts values for the single-centered
invariants ΩS(γ, y). As these quantities are stable under wall-crossing they define a new
class of quiver invariants. The states contributing to ΩS(γ, y) are sometimes referred to as
pure Higgs states. Several examples of these invariants are described in [52, 80–82]. They
satisfy two basic properties:
• If γi is the charge of a node of the quiver Q, then ΩS(γi, y) = 1.
• If the quiver Q has no oriented loops and γ 6= γi for all nodes then ΩS(γ, y) = 0.
In general there is no known method, other than direct comparison to (3.15), for de-
termining these single-centered invariants. We view a formulation of these quantities in
terms of intrinsic Higgs branch data as an interesting open problem for future work. For
the remainder of this paper we assume that the single-centered degeneracies of a theory of
quiver type have been computed, and we explain how to use them to determine the framed
BPS spectra associated to an arbitrary line defect.
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3.2 Framed BPS States from Multiparticle Quantum Mechanics
In this section we present our proposal for the framed BPS states in theories of quiver
type. The basic observation which makes our analysis possible is that the quiver quantum
mechanics description of the BPS spectrum is an intrinsically abelian effective field theory.
Thus, to study the framed BPS states using quivers we make use of the abelian line operators
described in §2.2.1.
Fix a line defect L(α, ζ) defined in the ultraviolet. We assume that ζ ∈ C× lies on the
unit circle. As stated in §2.1, in that case the superalgebra preserved by the line defect is
the same as that preserved by a massive BPS particle of with central charge of phase ζ.
At a point u on the Coulomb branch an infrared observer describes this defect, to leading
order, as an infinitely massive dyon with electromagnetic core charge γc ∈ Γ determined by
the UV-IR renormalization group flow map described in §2.3.1,
γc = RG(α, ζ, u). (3.17)
We thus wish to couple the BPS quiver which governs the ordinary BPS states to an
infinitely massive particle of charge γc. We attempt to include the remaining framed BPS
states appearing in the IR decomposition of the UV defect as excitations bound to the core
dyon.
Since we work directly in the infrared description of the N = 2 theory, coupling our
theory to a an infinitely massive dyon is straightforward: we simply couple to a dyon of
finite mass M and take the limit M →∞. This may be viewed as a generalization to the
case of an interacting theory, of the construction in §2.2.1 of framed BPS states in abelian
gauge theories.
To carry out this procedure explicitly, we begin by extending our charge lattice Γ to
include an extra direction. The extended charge lattice is therefore
Γ⊕ Z[γF ]. (3.18)
We further extend the symplectic product trivially by declaring that γF has vanishing
pairing with all charges in the extended lattice. Thus, γF is a new flavor charge in our
theory. All ordinary BPS states, present before coupling to the probe, carry zero units of
the γF flavor charge. However the defect itself is modeled as a new particle which carries
one unit of flavor charge and hence has total charge γc + γF . We extend the central charge
function to the extended lattice by declaring
Z(γc + γF ) = Mζ, M ∈ R>0. (3.19)
The parameter M thus controls the mass of the defect, and we will work in the limit
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M →∞.
We now state a precise proposal for the framed BPS states bound to the defect utilizing
the concept of single-centered invariants described in §3.1.3. Since our UV field theory is of
quiver type, each charge γ in the original charge lattice Γ may be assigned a single-centered
degeneracy ΩS(γ, y). We extend these single-centered invariants to the lattice Γ⊕Z[γF ] by
∀ γ ∈ Γ ΩS(γ + nγF , y) =

ΩS(γ, y) if n = 0,
1 if n = 1 and γ = γc,
0 otherwise.
(3.20)
Framed BPS states supported by the defect carry exactly one unit of flavor charge γF .
Hence, they have a total electric magnetic charge of the form
γtotal = γF + γc + γh = (γF + γc) +
∑
i
niγi, ni ∈ Z≥0. (3.21)
The above formula defines the halo charge, γh, which admits a non-negative expansion in
terms of the node charges γi of the original quiver. We conjecture that the framed BPS
indices of the defect with core charge γc are the Coulomb branch multi-centered bound
states computed using (3.20) as the input single-centered degeneracies,
Ω(α, γ, ζ, y) = ΩCoulomb(γ + γF , y), (3.22)
where the right-hand-side is computed using the formula (3.15) and the parameter ζ enters
as the phase of the central charge in (3.19).
We may immediately note an important consistency check on this conjecture. The
framed BPS states of a given line defect can undergo wall-crossing as moduli are varied, and
the discontinuities in the framed protected spin characters are governed by the wall-crossing
formula [57–61]. Thus we may ask: as moduli are varied, do the proposed degeneracies
defined in (3.22) jump according to the wall-crossing formula? The answer is that they
do. Indeed as remarked in §3.1.3, a feature of (3.15) is that for any input single-centered
degeneracies, including those defined in (3.20), the resulting multi-particle degeneracies
vary according to the wall-crossing formula [77–79].
Physically, equation (3.22) implies a simple intuitive picture for the framed BPS states
associated to a line defect L(α, ζ). There is a universally stable state carrying the core charge
γc. This state is single-centered, arising from the postulated non-zero value ΩS(γc + γF , y)
in (3.20). It describes the bare defect, and as it is single-centered, appears as a microscopic
object to an infrared observer. The remaining framed BPS states are finite mass excitations
bound to this core. They carry a halo charge γh and may be viewed as a collection of
ordinary BPS states orbiting the core as illustrated in Figure 1.
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In particular, the input single-centered degeneracies (3.20) imply that there are no
framed BPS states where any constituent of the halo collapses forms a single-centered
object with the core: such a state would yield a non-zero contribution to some single-
centered degeneracy ΩS(γc+γh+γF , y) which by hypothesis vanishes unless the halo charge
is trivial. Thus, all ordinary BPS states orbit the defect at a non-zero radius which may
be made parametrically large by approaching a locus of moduli space where the central
charges Zi all align with the defect ray at phase ζ.
In the remainder of this paper we will provide further evidence for our conjecture (3.22)
and study its consequences.
3.2.1 Framed Quivers
Our proposal (3.22) for the framed BPS degeneracies of a line defect is stated intrinsically
in terms of multi-particle Coulomb branch quantum mechanics. There is a closely related
Higgs branch construction utilizing quiver representation theory of an augmented quiver.
In general, the quiver representation theory problem described below does not compute the
same framed degeneracies as our conjecture (3.22). However, there is a subclass of line
defects above (3.25) and studied in detail in §4.2 where the quiver representation theory
does compute the correct framed degeneracies.
Let L(α, ζ) denote an ultraviolet line defect with core charge γc defined as in (3.17) via
the renormalization group map. Starting from the original quiver Q we construct a new
quiver as follows.
• Adjoin to Q a new node. The new node models the bare defect. Arrows to and
from the new node are determined by the symplectic products 〈γc, γi〉. We denote
the quiver resulting from this procedure as Q[γc], and refer to it as the framed quiver
with framing charge γc. Similarly the node representing the defect is referred to as
the framing node.
• The framed quiver Q[γc] may have new cycles formed by arrows entering or exiting
the framing node. In this situation we modify the superpotential to include new terms
δW . We assume that these terms are chosen generically. Thus, we set δW to be equal
to a formal sum of all cycles involving arrows to and from the framing node. The
coefficients in the summation are to be chosen generically.
• Extend the central charge function to the framing node as in (3.19).
Utilizing the framed quiver Q[γc] we may extract a set of states which have the electric
magnetic charges compatible with a core plus halo expansion as in (3.21). Thus, we examine
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representations of Q[γc] with dimension vector of the form (1, n1, n2, · · · ), where the first
entry indicates the framing node. We define
ΩHiggs(α, γ, ζ, y) = Ω
Q[γc]
Higgs(γ, y), (3.23)
where the right-hand-side indicates the unframed BPS degeneracies for the framed quiver
constructed from core charge γc, and where ζ specifies the phase of the central charge as in
(3.19).
For general line defects L(α, ζ), the degeneracies (3.23) do not agree with the framed
BPS states predicted by our conjecture (3.22). Moreover, in §5.2.2 we analyze in detail
the example of Wilson lines in SU(2) super Yang-Mills theory and show that while our
proposal (3.22) produces states and operator product algebra expected on physical grounds,
the degeneracies (3.23) computed by the framed quiver are incorrect.
Nevertheless, the framed quiver is still useful for many purposes. The discrepancy
between the degeneracies ΩHiggs(α, γ, ζ, y) and those predicted by (3.22) occurs because the
Higgs branch calculation of quiver representations implies a set of single-centered invariants
Ω
Q[γc]
S (γ, y) which violate our assumptions (3.20). However, it is clear that the quiver
representation theory of Q[γc] may imply more non-trivial single-centered invariants but
never fewer. These additional single-centered states may themselves combine to make
additional bound states which contribute to the total index, but in general it follows that
the Higgs branch calculation may produce more BPS states but never fewer. In particular,
assuming our formula (3.22) we have the useful implication
ΩHiggs(α, γ, ζ, y) = 0 =⇒ Ω(α, γ, ζ, y) = 0. (3.24)
Another important fact about framed quivers is that there is a large class of line defects
for which no spurious single-centered degeneracies occur and hence the framed quiver does
compute the correct spectrum, as follows.
Fact: Suppose that a line defect L(α, ζ), has a core charge γc = RG(α, ζ, u) satisfying
〈γc, γi〉 ≥ 0 for all node charges γi of the quiver Q. Then we have:
ΩHiggs(α, γ, ζ, y) = Ω(α, γ, ζ, y). (3.25)
To prove the above statement we examine the Coulomb branch equations (3.12) defining
the allowed multi-centered configurations. We fix the overall center of mass by placing the
core charge at the origin. Then, if i labels the nodes of the unframed quiver, and ~ri,j the
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positions of the associated centers, one constraint reads
∑
i
ni∑
j=1
〈γc, γi〉
|~ri,j| = χ. (3.26)
Note that on left-hand-side of the above, each term in the summation is non-negative by our
assumptions about the core charge, while the right-hand side is a parameter that depends
on the central charge evaluated at the given point in moduli space.
As the value of χ is varied, multi-centered BPS states arising from quantization of the
Coulomb branch may change discontinuously. However, the single-centered degeneracies
captured by ΩS(γ, y) are stable under such variations. Thus to study them we may freely
choose a convenient value of χ. Let us therefore choose χ to be negative. Then, the only
solution to (3.26) is the trivial one where all ni vanish, and there are no ~ri,j to speak of. In
particular this shows that there are no spurious single-centered degeneracies hence proving
(3.25).
Note that in fact our argument has produced a stronger result: for any defect with core
charge satisfying the hypotheses stated above (3.25), there is a chamber where the framed
BPS spectrum consists of a single BPS state describing the isolated core charge. We study
this phenomenon and other aspects of the defects satisfying (3.25) in more detail in §4.2.
4 Properties of Line Defects in Quiver Type Theories
In this section we describe the structure present in the spectrum of framed BPS states when
an N = 2 theory is of quiver type.
In §4.1 we review quiver mutation, a natural class of dualities in quiver quantum me-
chanics. Consequences of quiver mutation described there are jumps in the single-centered
degeneracies, and a derivation of the tropical formula (2.17) describing the discontinuities
in the map RG(α, u, ζ) as the modulus u is varied.
In §4.2 we investigate general properties of line defects whose framed BPS states are
exactly captured by framed quiver representations. As illustrated there, such line defects
have universal OPEs.
4.1 Cones, Seeds, and Quiver Mutation
An important aspect of all theories of quiver type is that their BPS states, both framed
and unframed, have a conical structure. We extend the coefficients in the charge lattice to
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real numbers and consider the cone
C =
{∑
i
riγi|ri ∈ R≥0
}
⊂ Γ⊗Z R. (4.1)
By construction the integral points of C contain the charges of all occupied BPS states
computed by the quiver. We refer to C as the cone of particles. The existence of this
cone is one of the fundamental properties of theories whose BPS states admit a quiver
description.16 In practice it is often useful to visualize C by projecting it onto the Z-plane
by making use of the linear central charge map Z : Γ → C. In this way, we obtain a cone
Z(C) in the half-space hθ.
It is fruitful to explore the dependence of this conical structure on the parameters of
the ultraviolet N = 2 theory which have hitherto been fixed. One such parameter is
the modulus u labeling the vacuum state. Another is the angle ϑ labeling the choice of
half-space hϑ defining the split into particles and antiparticles. The cone described above
depends on both parameters in a piecewise constant fashion.
An illuminating example of this dependence can be seen by fixing the modulus u and
rotating the angle ϑ. By construction, the projection of the cone of particles, Z(C), lies in
the interior of hϑ and hence for small changes in the angle ϑ, Z(C) remains in the interior
of hϑ. Thus, the cone is invariant under small deformations in ϑ. However, eventually as
ϑ is varied, the half-space reaches a critical angle ϑc where a ray Zγ on the boundary of
Z(C) coincides with the boundary of hϑc . At this critical angle, the cone does not exist in
the open subspace hϑc . As the boundary of C is spanned by nodes of the quiver, the ray
Zγ is occupied by some BPS particle. As we further increase ϑ, this particle falls out of
the half-space hϑ and changes its identity to an antiparticle. This process is illustrated in
Figure 2.
As the example above indicates, the cone of particles may jump upon variation of
parameters. This implies that the quiver description of the spectrum is also subject to
discontinuities. Indeed when the cone changes, the initial quiver itself, as a description of
the BPS particles, must break down for the simple reason that some node of the quiver has
become an antiparticle. However, often it is possible to give a new quiver description of the
new set of particles.
In general, a theory of quiver type possesses many distinct quiver descriptions of its
spectrum. At fixed values of the pair (u, ϑ) the quiver, if it exists, is unique. The charges
of the nodes of the quiver define a canonical subset of Γu which we refer to as a seed. For
any fixed seed s the integral lattice Zs spanned by the seed contains the possible charges
of unframed BPS states. In the case of a framed BPS states, this is also the lattice where
16Indeed certain theories, for example N = 4 SYM, are not of quiver type because their BPS particles
do not lie in a cone.
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(a) ϑ < ϑc (b) ϑ > ϑc
Figure 2: A jump in the cone of particles induced by a change in the particle half-space.
Red lines indicate the central charges of particles, while blue lines denote central charges
of antiparticles. The gray shaded region indicates the projection of the cone of particles,
and the boundary of the particle half-space is indicated with a dashed line. In passing from
(a) to (b) the particle with central charge Zγ changes its identity to an antiparticle and
the cone jumps. At the critical value ϑc, the dashed line coincides with the ray Zγ and the
quiver does not exist.
possible halo charges are valued. The quotient Γu/Zs is of finite order.17
When u is fixed and ϑ is varied, we may encounter regions of the ϑ space where, as with
ϑc above, the cone ceases to exist. Let ∆ denote the union of all angles where the cone
cannot be defined. The set [0, 2pi)−∆ is separated into various disconnected components,
which are cyclically ordered by increasing boundary angle ϑ ∈ [0, 2pi)−∆. Each component
possesses a distinct seed, and an associated distinct quiver presentation of the spectrum.
A basic problem in a given N = 2 theory of quiver type is to describe all such seeds in the
lattice Γu.
In simple situations, such as that illustrated in Figure 2, it is possible to describe the
relationship between pairs of seeds in adjacent components of [0, 2pi) − ∆. There is a an
angle ϑc at which the cone is ill-defined for the reason that a single BPS hypermultiplet
state has central charge along the ray ϑc, and further, there are unoccupied wedges in the
central charge plane both above and below the boundary of hϑc . Let γi indicate the charge
of the hypermultiplet particle exiting the half-space. It may exit the particle half-space on
the right (R) or on the left (L). After this state has changed identity to an antiparticle, the
new seed is related to the original seed by a transformation µRi or µLi respectively. These
17A typical example where the quotient is non-trivial is SU(2) SYM. There all unframed BPS states have
even electric charge, but the charge lattice Γu contains elements with arbitrary electric charge [3].
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transformations are known as mutations. They are defined by the following formulae.
µRi (γj) =
{
−γj j = i
γj −Min{〈γi, γj〉, 0}γi j 6= i
µLi (γj) =
{
−γj j = i
γj + Max{〈γi, γj〉, 0}γi j 6= i
(4.2)
By construction, left and right mutation are inverses:
µLi ◦ µRi = 1, µRi ◦ µLi = 1. (4.3)
After mutation, one may construct a new quiver description of the spectrum built on the
mutated seed.18
Analogous remarks may be made about the behavior of the cone when ϑ is fixed and
the modulus u is varied. In this case the central charges of BPS particles may exit hϑ
resulting in a discontinuity. In simple situations one obtains two quiver descriptions of the
spectrum related by mutation. However, in general, the moduli space may contain whole
regions where no quiver exists.
At each point in the moduli space where a quiver exists, we may again form the collection
of seeds in Γu. We may compare the seeds at distinct moduli u by parallel transporting
them to a common base point u0 in the moduli space.
19 As we explain in §4.2, the resulting
collection of seeds in a fixed lattice Γu0 provides significant information about OPE of line
defects of the ultraviolet N = 2 field theory.
Mathematically it is known that the transformation on seeds defined by mutation deter-
mines a derived equivalence on categories of quiver representations [57,83]. Physically this
operation describes a duality in non-relativistic quantum mechanics. From the perspec-
tive of the Coulomb branch, some results related to quiver mutation have been described
in [51, 84]. However, the general theory remains to be systematically developed. We an-
ticipate that quiver mutation continues to describe equivalences in this case as well, and
assume this for the remainder of the paper.
4.1.1 Jumps in Single-Centered Invariants
Quiver mutations have interesting implications for the concept of single-centered invariants
discussed in §3.1.3. As described there, the single-centered degeneracy ΩS(γ, y) is stable
when crossing walls of marginal stability where the total degeneracy Ω(γ, y) may jump. On
the other hand, when the quiver is mutated, the total degeneracies are invariant while the
18The superpotential of the new quiver may also be determined from that of the old quiver. See [25] for
details.
19This parallel transport depends on a choice of path, and hence is subject to monodromy in the local
system of lattices Γu fibered over the moduli space.
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single-centered degeneracies must jump.
One can see the necessity for such discontinuities simply from the two basic properties
of single-centered degeneracies listed at the conclusion of §3.1.3. In particular, the single-
centered degeneracy of each node of the quiver must be one. However, in the course of a
quiver mutation the charges of nodes jump according to the formula (4.2). Thus at the
very least a mutation operation µ must modify the single-centered degeneracies attached
to node charges γi as
ΩS(γi, y)→ ΩS(µ(γi), y). (4.4)
The above leaves open the transformation properties of the non-trivial single-centered de-
generacies attached to charges which are not nodes. A general formula for these jumps
would be desirable.
There is a simple physical model for the jumps (4.4). Consider for simplicity a two-
centered configuration at a generic point in moduli space, and let γ1 and γ2 be the associated
charges of the centers. Then, according to the Coulomb branch formula (3.12) the two
centers may form a bound state whose semiclassical radius r takes the form
r =
〈γ1, γ2〉
χ
. (4.5)
In particular for small χ, the radius is parametrically large and hence an infrared observer
can safely identify the associated states as multi-centered.
Now let us imagine adiabatically varying χ by moving in the moduli space. We carry
out this variation while holding fixed the complex mass of the state as specified by the
total central charge, and fix the half-space hϑ to be the points with positive Im(Z). As
χ is increased, the radius of the bound state decreases until it reaches a minimum at the
locus where the central charges of the constituents has become real. The infrared observer
may then change their perspective on this state, from a composite two centered object, to
a single-centered atomic object. Similar phenomena have been described in the context of
attractor flow geometries in [84].
4.1.2 RG Discontinuities from Quiver Mutation
The conical structure, and seed mutation formulas described in §4.1 have important im-
plications for the behavior of the line defect renormalization group flow map RG(α, ζ, u)
as a function of the modulus u. This map defines the core charge of an ultraviolet line
defect which enters centrally in the construction of the framed BPS states. As explained
in §2.3.1, when the modulus u is varied the core charge is locally constant, but may jump
at anti-walls, the loci where Re(Zγh/ζ) vanishes for some halo charge γh of a framed BPS
state.
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In a theory of quiver type, we may give a simple universal formula for these jumps
in the special case where the halo charge in question is a node of the quiver. Indeed,
all discontinuities in the quiver description of framed BPS states may be understood as a
special case of the general discontinuities described in §4.1. In particular, the anti-wall,
where the discontinuity in the renormalization flow map occurs, must be identified with
the boundary of the particle half-space hϑ where the discontinuity in a quiver description
of the spectrum occurs.
From this discussion we conclude that a framed quiver produced from renormaliza-
tion group flow possesses a preferred choice of particle half-space, namely that where the
boundary of hϑ and the ray defined by ζ are orthogonal
ϑ = arg(ζ)− pi
2
. (4.6)
This identification follows because the loci where the infrared label of the defect jumps
are exactly those where quiver mutation occurs. The structure of the particle half-space
harg(ζ)−pi
2
is indicated in Figure 3.
Figure 3: The particle half-space for the framed quiver implied by the RG map. The red ray
indicates the central charge of the defect γc + γF , while black rays are the central charges
of ordinary BPS states. The gray shaded region indicates the cone containing the framed
BPS states. In the framing limit, the length of the red ray tends to infinity and the width
of the cone is infinitesimal. The boundary of the half-space is indicated by the dashed
line. As moduli are varied and a central charge of an ordinary BPS state exits the particle
half-space, the core charge changes by a mutation.
As moduli are varied, the central charge of an ordinary node of the quiver may reach
the boundary of this half-space. When it does, the seed must be changed by mutations
given by (4.2). However, in the framed quiver, the framing node is a node like any other
and therefore the when the the ith element of the seed exists the half-space on the right or
left, the core charge jumps accordingly
µRi(γc) = γc −Min{〈γi, γc〉, 0}γi, µLi(γc) = γc + Max{〈γi, γc〉, 0}γi. (4.7)
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The above is exactly the tropical transformation (2.17). It is valid in any theory of quiver
type.
We can obtain physical insight into the tropical transformation formula by placing it in
the general context of the jumping of single-centered degeneracies described in §4.1.1. The
mutation rule for the discontinuity in the RG map is a precise version of the statement
that the core charge is modified because, from the infrared point of view, it has fused with
a previously bound halo. Indeed, the difference between γc and its mutated version µ(γc)
is always the charge of a halo of an occupied framed BPS state. However, the mutation
formula also reveals an important subtlety in the intuitive picture. During a mutation all
the seed charges change via (4.2), not just the core charge at the framing node. Hence,
when the ground state of the framed Hilbert space is changed we must also change our
description of the excitations from those halo charges spanned by the original seed to those
spanned by the mutated seed.
4.2 Cones of Line Defects and Their OPEs
In this section, we study the properties of defects defined in §3.2.1 where our general
proposal (3.22) for the framed BPS states reduces to a representation theory problem on
the framed quiver. As we demonstrate below, such defects have universal OPEs.
Fix a choice of modulus u and ζ ∈ C×. According to the discussion of §2.3.1 the
renormalization map RG(·, ζ, u), which extracts the core charge of a UV line defect, is a
bijection between the set of UV defects and the set of IR line defects is a large class of
N = 2 theories. Let us assume that it is a bijection in theories of quiver type. Then we
may identify the set of UV line defects with the lattice Γu.
From the analysis of §4.1.2, we know that the RG map selects a preferred particle half-
space and hence a preferred seed s. Let C its indicate its associated cone as given by (4.1).
We define a dual cone, Cˇ, by the condition that it pair positively with all elements in the
seed
Cˇ =
{
γˇ ∈ Γu ⊗Z R|〈γˇ, γ〉 ≥ 0,∀γ ∈ C
}
. (4.8)
Via the inverse of the renormalization map, the integral points of the dual cone Cˇ form a
subset in the space of UV line defects. According to the argument given at the conclusion
of §3.2.1, for all defects with core charge γc in Cˇ, the framed quiver Q[γc] computes the
exact framed degeneracies.
A significant feature of the dual cone is that the UV line defects in Cˇ have universal
OPEs. Let αi be the UV line defect label corresponding to a core charge γi,
RG(αi, ζ, u) = γi. (4.9)
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Then the OPE of line defects in the dual cone is simply additive in the core charge. In
other words, if γi ∈ Cˇ, we have
γ1 + γ2 = γ3 ⇐⇒ L(α1, ζ) ∗ L(α2, ζ) = y〈γ1,γ2〉L(α3, ζ). (4.10)
To demonstrate the result (4.10), recall from §2.4 that the OPE of line defects is inde-
pendent both of ζ and of the modulus u. The latter enters our problem through the central
charge configuration of the ordinary nodes of the quiver, while the former enters through
the central charge of the framing node. It follows that the OPE of line defects is in fact
independent of any stability condition on the framed quiver and hence to compute the OPE
coefficients we may assume a convenient configuration of central charges. In particular, we
may use this freedom to assume that
arg(ζ) < arg(Zi), (4.11)
for all nodes i of the quiver Q.
Now, consider the topology of the framed quiver Q[γi] when the core charge γi lies in
Cˇ. This takes the form indicated in Figure 4. In particular, the framing node is a source:
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〈γc, γi〉
〈γc, γ1〉
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Figure 4: Topology of a framed quiver Q[γc] when the core charge occupies Cˇ. The framing
node is indicated by a square, while the ordinary nodes of Q are circles. Arrows to between
the nodes of Q are suppressed.
arrows may exit this node but none enter it.
Let R denote any framed representation of the quiver Q[γc]. Then R admits a subrep-
resentation S which is the identity away from the framing node and has vanishing support
at the framing node. From (4.11), we deduce that
arg(S) > arg(R). (4.12)
Thus S is destabilizing unless it is the trivial zero representation. Hence R can be stable
only if it is the single representation with vanishing halo charge.
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The above yields a calculation of all stable framed BPS states of a UV line operator
in Cˇ in the chamber (4.11). This chamber coincides with the that identified in §3.2.1 from
the Coulomb branch point of view. The framed spectrum here is completely trivial. It
consists of a single state with core charge γi and vanishing spin. Thus, written in terms of
the Heisenberg algebra of §2.4.1 the generating functional is simply
F (αi, ζ) = Xγi . (4.13)
We read off the desired OPE result (4.10) from the multiplication of these generating
functionals.
While the line defects in Cˇ have a simple spectrum in the chamber specified by (4.11),
in other chambers they may support a non-trivial set of states. Nevertheless, the OPE
result (4.10) continues to hold and provides interesting constraints on the spectrum. As the
states are encoded by the cohomology of quiver moduli, we may phrase this result purely in
that language. Let MQ[γc]γ denote the moduli of stable framed quiver representations with
framing core charge γc and halo charge γ. And let dγ indicate the complex dimension of
MQ[γc]γ . The generating functional of framed BPS states for γc ∈ Cˇ is given by
F (γc, u, ζ, y) =
∑
γ∈C
Ω
Q[γc]
Higgs(γ, y)Xγc+γ =
∑
γ∈C
dγ∑
p,q=0
hp,q(MQ[γc]γ )(−1)p−qy2p−dγXγc+γ (4.14)
where on the right-hand-side, the ζ and u dependence is implicit in the dependence of
the quiver moduli spaces on the central charges specifying the stability condition. By
multiplying these functionals together and comparing to (4.10) we obtain, for γci ∈ Cˇ
Ω
Q[γc1+γc2 ]
Higgs (γ, y) =
∑
γ1,γ2∈C
γ1+γ2=γ
Ω
Q[γc1 ]
Higgs (γ1, y)Ω
Q[γc2 ]
Higgs (γ2, y)y
〈γ1,γ2〉+〈γ1,γc2 〉+〈γc1 ,γ2〉 (4.15)
The above result is a non-trivial recursion relation on the cohomology of framed quiver
representations. We exhibit an explicit example of this formula in §5.2.1.
4.2.1 Mutated Dual Cones
The simple features of the dual cones of line defects may be extended to a larger class of
defects by utilizing the mutation technology of §4.1.
We utilize the map RG(, ζ, u) to identify the set of line defects with the charge lattice
Γ. The lattice Γ may in turn be identified with Zrk(Γ) by expressing any given element γ in
terms of the seed elements γi of the preferred seed s of §4.1.2. Embedded inside Zrk(Γ) is a
dual cone Cˇs of line defects obeying the simple algebra described in the previous section.
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Now suppose that ζ or the moduli u are varied. Then the quiver may transform by a
mutation µ. The mutated seed µ(s) also has an associated dual cone of line defects Cˇµ(s),
and line defects with core charge in Cˇµ(s) obey the simple OPE algebra (4.10). As a set,
Cˇµ(s) exists inside the collection of UV defects of the fixed N = 2 field theory. However to
exhibit its embedding in Zrk(Γ), identified with the coefficient expansion of the core charge
with respect to the original seed s, we must account for the fact that in the course of a
mutation the map RG has undergone a discontinuity as described in §4.1.2. Thus, we
mutate back to the original seed and obtain Cˇµ(s) embedded inside Zrk(Γ).
For each seed related to s by a sequence of mutations we obtain as above a dual cone
embedded in Zrk(Γ). Each such dual cone obeys the simple algebra stated in (4.10). To
elucidate their geometry it is useful to be more explicit about their embedding.
Consider for example a seed related to s by a left mutation µLi defined in equation (4.2).
Then, as a subset of Zrk(Γ), the dual cone CˇµLi (s) is defined to be those core charges γc of
the form
γc = γ + 〈γ, γi〉γi, (4.16)
where the charge γ satisfies the incidence relations defining CˇµLi (s) with respect to the seed
µLi(s)
〈γ, µLi(γj)〉 ≥ 0 =⇒ 〈γ, γj〉 =
{
≤ 0 If i = j
≥ 〈γi, γ〉Max (〈γi, γj〉, 0) If i 6= j
(4.17)
From these inequalities we deduce that those core charges contained in the intersection
Cˇs
⋂ CˇµLi (s) are characterized by
〈γc, γi〉 = 0, 〈γc, γj〉 ≥ 0, ∀i 6= j. (4.18)
This is a codimension one face of each of the cones in question.
The argument above may be repeated for any pair of seeds related by a mutation to
demonstrate that the associated dual cones meet along a codimension one face. More
generally, we may examine the collection of seeds sI related to s by an arbitrary sequence
of mutations. The cones CˇsI may either meet along codimension one faces as above, or, due
to non-trivial topology in the space of mutations, they may coincide. The totality of these
cones and their relative geometry provides significant information about the OPE algebra
of line defects. We study explicit examples of these cones in §5.1.
4.2.2 Adapted Quivers, Cyclic, and Cocyclic Representations
In §4.1.2, we have seen how the defect renormalization map RG selects a preferred particle
half-space (4.6). However, in explicit computations it is frequently useful to utilize the
known behavior of the framed quiver Q[γc] under changes in ϑ to change to a different
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half-space hϑ. In this section we describe the simplifications that may occur if hϑ is chosen
judiciously, and relate our constructions of framed quivers and spectra to known concepts in
representation theory. As with the totality of §4.2, in the following we assume that the core
charge γc lies in a dual cone Cˇs so that the framed quiver construction of §3.2.1 accurately
computes the framed spectra.
We begin with the following definitions concerning framed quivers and their stability
conditions.
• A triple (Q[γc], ζ, hϑ) is left adapted if the framing ray ζ is the leftmost extremal
occupied ray in the half-space hϑ.
• A triple (Q[γc], ζ, hϑ) is right adapted if the framing ray ζ is the rightmost extremal
occupied ray in the half-space hϑ.
Examples of left and right adapted stability conditions are illustrated in Figure 5. For a
given UV line defect L(α, ζ), it may happen that the framed quiver implied by the map
RG(·, ζ, u) is left or right adapted. However, more generally the left and right adapted
framed quivers are simply useful computational devices. Frequently, we may relate calcula-
tions carried out with adapted quivers to those carried out with the physical framed quiver
implied by RG(·, ζ, u) by a sequence of seed mutations and wall-crossings.
(a) Left Adapted Stability Condition (b) Right Adapted Stability Condition
Figure 5: Adapted stability conditions plotted in the particle half-space. The framing ray
is indicated in red and possible halo rays are indicated in black. The gray shaded region
is the infinitesimal cone containing framed BPS states. In (a) the stability condition is left
adapted. In (b) the stability condition is right adapted.
The utility of these definitions is that if a framed quiver and stability condition are
adapted, then the notion of a stable framed representation simplifies to a purely algebraic
condition on quiver representations. Indeed, consider a general framed quiver and framed
representation R. Let V denote the one-dimensional vector space supported at the framing
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node. Then R has a distinguished set of subrepresentations, namely those which contain
the subspace V, and there are two natural classes of framed representations defined utilizing
V .
• A pair (R, V ) is cyclic if the only non-zero subrepresentation of R containing V is R.
• A pair (R, V ) is cocyclic if all non-zero subrepresentations of R contain V .
Note that cyclic and cocyclic representations are algebraic concepts that make no reference
to any notion of stability condition.
The importance of these distinguished classes of framed representations is that, if the
framed quiver and stability condition is left adapted, then a framed representation is stable
if and only if it is cyclic. And similarly, if a framed quiver and stability condition is right
adapted, then a framed representation is stable if and only if it is cocyclic. This result is a
direct consequence of the ray geometry illustrated in Figure 5 together with the definition
of the framing limit stability condition (3.19).
Moduli spaces of cyclic and cocyclic quiver representations are particularly amenable
to analysis using localization techniques. They have appeared previously in physics in the
related context of counting D-brane bound states in non-compact Calabi-Yau geometries
where a heavy non-compact brane forms the framing node [47–49].
5 Examples of Framed Spectra and OPEs
In this section we study explicit examples of framed quivers and spectra, and associated
line defect OPEs. We focus on the class of N = 2 theories whose unframed quivers have
two nodes and k > 0 arrows, the so-called Kronecker quivers Qk. For k = 1 the UV theory
is the Argyres-Douglas CFT defined in [62, 63]. For k = 2 the UV theory is SU(2) super
Yang-Mills studied in [64, 65]. For k > 2 this quiver is not known to occur as a complete
description of the spectrum of any UV theory, however it occurs as a subsector many N = 2
theories of quiver type, including in particular SU(n) super Yang-Mills with n > 2 [44].
Throughout the remainder of this section we fix an initial point u on the moduli space
and an initial seed γ1, γ2. Associated to this seed is a pair of variables Xγ1 , and Xγ2 gener-
ating the Heisenberg algebra of §2.4.1
Xγ1Xγ2 = y
2kXγ2Xγ1 . (5.1)
Using the defining relations (2.36), all remaining variables Xγ in the Heisenberg algebra
may be written as monomials in the two generators above. The quivers of interest are
illustrated in Figure 6.
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Figure 6: Example quivers. In (a) the Kronecker quiver Qk. In (b) a framed Kronecker
quiver. The framing node is represented as a square. The core charge is encoded by the
arrows to and from the framing node indicated by (p, q) ∈ Z⊕ Z.
5.1 Seeds and Dual Cones
We first exhibit the partition of the space of line operators into cones dual to seeds as
described in §4.2.
To carry out the computation it is fruitful to observe that the action of mutation on
the Kronecker quiver Qk is again Qk. Thus, in this example we may view mutations as
linear transformations on the charge labels of the nodes of the quiver. Let Mi for i = 1, 2
indicate the transformation on charge labels defined by left mutation at the source node,
i = 1, and the sink node, i = 2, respectively. Then Mi are given by the following SL(2,Z)
transformations
M1 =
(
k −1
1 0
)
, M2 =
(
0 1
−1 0
)
. (5.2)
Similarly, right mutations are given by the inverse transformations.
The integer k controls the eigenvalues λ± of M1, and there are three qualitatively distinct
cases.
• k = 1. The eigenvalues are complex roots of unity, λ± = 1±i
√
3
2
. The matrix M1 is a
periodic, elliptic transformation.
• k = 2. The eigenvalues are degenerate, λ± = 1. The matrix M1 is not of finite order
and is a parabolic transformation.
• k > 2. The eigenvalues are real and reciprocals, λ± = k±
√
k2−4
2
. The matrix M1 is not
of finite order and is a hyperbolic transformation.
We consider each of these cases in turn. We shall see that they exemplify three possible
phenomena. When k = 1 the dual cones are finite in number and fill the entire charge
lattice. When k = 2, there are infinitely many dual cones and they accumulate. The
complement of the set of dual cones is a single ray. Finally, when k > 2, there are infinitely
many cones which accumulate and whose complement is an open set.
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5.1.1 k = 1 : Argyres-Douglas Theory
This is the case relevant to the Argyres-Douglas CFT. From the initial seed {γ1, γ2} we
generate five seeds by mutation.
{γ1, γ2} {γ1 + γ2,−γ1} {γ2,−γ1 − γ2} {−γ1,−γ2}
{−γ2, γ1}
µL1 µL1 µL1
µL2 µL2
// // //
,,
22 (5.3)
Associated to each seed indicated above is a dual cone Cˇ in the space of line operators.
We aim to exhibit these cones using the identification of the UV line operators with the
charge lattice provided by the initial seed. The dual cone associated to the initial seed is
Cˇ{γ1,γ2} =
{
pγ1 − qγ2|p, q ≥ 0
}
. (5.4)
To obtain the cones dual to other seeds we first find the those charges which pair
positively with the seed in question, and then we mutate back to our original seed to see
how this cone is embedded in the fixed charge lattice. Thus for instance
Cˇ{γ1+γ2,−γ1} = µR2
({
p(γ1 + γ2) + qγ1|p, q ≥ 0
})
=
{
pγ2 + qγ1|p, q ≥ 0
}
. (5.5)
Similarly, the remaining dual cones are given by
Cˇ{γ2,−γ1−γ2} =
{
− pγ1 + qγ2|p, q ≥ 0
}
,
Cˇ{−γ1,−γ2} =
{
− p(γ1 + γ2)− qγ1|p, q ≥ 0
}
, (5.6)
Cˇ{−γ2,γ1} =
{
− pγ2 − q(γ1 + γ2)|p, q ≥ 0
}
.
The geometry of these five cones is illustrated in Figure 7.
We observe that there are five generators of the boundary rays of the cones, and we
label them Li, with i = 1, · · · 5. Using the RG map associated to the initial seed we may
alternatively label these UV defects by their core charge as
RG(L1) = γ1, RG(L2) = γ2, RG(L3) = −γ1, RG(L4) = −γ1−γ2, RG(L5) = −γ2.
(5.7)
Together with the unit operator, the Li generate the OPE algebra of BPS line defects in
the Argyres Douglas CFT. In particular, as the five cones of Figure 7 completely fill the
charge lattice Γ, any line defect other than the Li occurs in the OPE of the Li. For instance
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Figure 7: Geometry of dual cones for the Kronecker quiver Q1. The space Γ⊗ZR is identified
with R⊕R by expressing charges in terms of the seed as γ = pγ1 + qγ2. The boundaries of
the cones are indicated by the black arrows. The red dots denote the generators Li.
according to the general arguments of §4.2 we have
RG(L) = pγ1 + qγ2, p, q ≥ 0 =⇒ L1 ∗ L1 ∗ · · · ∗ L1︸ ︷︷ ︸
p
∗L2 ∗ L2 ∗ · · · ∗ L2︸ ︷︷ ︸
q
= ypqL. (5.8)
We complete our analysis of the OPE by determining the framed BPS spectra of the five
generators in §5.2.1.
5.1.2 k = 2 : SU(2) SYM
This is the case relevant to the SU(2) SYM theory. From the initial seed {γ1, γ2} we
generate an infinite sequence of seeds by mutation.
{γ1, γ2}
{2γ1 + γ2,−γ1} · · · {γ1 + n(γ1 + γ2), γ2 − n(γ1 + γ2)} · · ·
{−γ2, 2γ2 + γ1} · · · {γ1 − n(γ1 + γ2), γ2 + n(γ1 + γ2)} · · ·
µL1
µR2
µL1
µR2
µL1
µR2
µL1
µR2
OO
// // //

// // //
(5.9)
From these seeds we extract an infinite number of dual cones. We embed these cones in
the charge lattice Γ using the RG map associated to the initial seed. Let n ≥ 0, be a
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non-negative integer. Then we may label the cones as
Aˇ =
{
pγ1 + qγ2|p, q ≥ 0
}
,
Bˇn =
{
p(γ1 − n(γ1 + γ2))− q(γ2 + n(γ1 + γ2))|p, q ≥ 0
}
, (5.10)
Cˇn =
{
− p(γ1 + n(γ1 + γ2)) + q(γ2 − n(γ1 + γ2))|p, q ≥ 0
}
.
Notice that in this example the cones do not cover the entire charge lattice Γ. Rather,
the cones accumulate against the ray spanned by the vector −(γ1 + γ2). Physically, this
is the ray spanned by purely electric Wilson lines in the ultraviolet. The geometry of the
cones is illustrated in Figure 8.
Figure 8: Geometry of dual cones for the Kronecker quiver Q2. The space Γ ⊗Z R is
identified with R ⊕ R by expressing charges in terms of the seed as γ = pγ1 + qγ2. The
boundaries of the cones are indicated by the black arrows. The cones accumulate against
the blue ray. The red dots denote the integral generators on the boundaries of the cones.
The green dot denotes an integral point on the limiting ray.
The integral points on the boundaries of the cones, as well as the integral points on the
limiting ray, are a natural generating set for the semiring of line defects. They form three
countably infinite families Ln, L
∗
n, and Wn. We label them by their core charge as
RG(Ln) = γ1 − n(γ1 + γ2), RG(L∗n) = γ2 − n(γ1 + γ2), RG(Wn) = −
n
2
(γ1 + γ2) .
(5.11)
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The multiplication rules for any two defects in a fixed cone follows from the general analysis
of §4.2. We study the framed states of the line defects Wn occupying the limiting ray in
§5.2.2.
5.1.3 k > 2
This case is not known to describe any UV complete field theory but occurs as a subsector
of many known models [44]. From the initial seed {γ1, γ2} we again generate an infinite
sequence of seeds by mutation.
{γ1, γ2}
{kγ1 + γ2,−γ1} {(k2 − 1)γ1 + kγ2,−kγ1 − γ2} · · ·
{−γ2, kγ2 + γ1} {(−kγ2 − γ1, (k2 − 1)γ2 + kγ1} · · ·
µL1
µR2
µL1
µR2
µL1
µR2
OO
// //

// //
(5.12)
By raising the matrices appearing in (5.2) to arbitrary powers, we deduce that the general
seed obtained by a sequence of ` ≥ 0 left or right mutations takes the form
µ`L1
(
{γ1, γ2}
)
= {a`γ1 + a`−1γ2,−a`−1γ1 − a`−2γ2}, (5.13)
µ`R2
(
{γ1, γ2}
)
= {−a`−1γ2 − a`−2γ1, a`γ2 + a`−1γ1},
where the coefficients aq appearing above are defined by the following functions of k
a2n ≡
n∑
j=0
(
n+ j
2j
)
(−1)n+jk2j − δ−1,n, a2n+1 ≡
n∑
j=0
(
n+ j + 1
2j + 1
)
(−1)n+jk2j+1.
(5.14)
They satisfy the recurrence relation
a`+1 = ka` − a`−1. (5.15)
From these seeds we again extract an infinite number of dual cones. We embed these
cones in the charge lattice Γ using the RG map associated to the initial seed. Let n ≥ 0,
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be a non-negative integer. Then we may label the cones as
Aˇ =
{
pγ1 + qγ2|p, q ≥ 0
}
,
Bˇn =
{
− p (an−1γ1 + anγ2)− q (an−2γ1 + an−1γ2) |p, q ≥ 0
}
, (5.16)
Cˇn =
{
− p (anγ1 + an−1γ2)− q (an−1γ1 + an−2γ2) |p, q ≥ 0
}
.
The cones defined in (5.16) do not cover the entire charge lattice. As n tends to infinity,
the cones Bˇn, and Cˇn degenerate to rays whose slope is controlled by the eigenvalues of the
mutation matrix (5.2)
Bˇn −→ Bˇ∞ =
{
− p
(
γ1 +
(
k +
√
k2 − 4
2
)
γ2
)
|p ≥ 0
}
, (5.17)
Cˇn −→ Cˇ∞ =
{
− p
(
γ1 +
(
k −√k2 − 4
2
)
γ2
)
|p ≥ 0
}
.
These limiting rays have irrational slope and hence contain no integral points of Γ. There
is an open set U in Γ⊗Z R which is spanned by the limiting rays
U =
{
− p
(
γ1 +
(
k +
√
k2 − 4
2
)
γ2
)
− q
(
γ1 +
(
k −√k2 − 4
2
)
γ2
)
|p, q > 0
}
. (5.18)
Defects with core charge in U do not lie in any cone. The geometry is illustrated in Figure
9.
As in our previous examples, the geometry of the cones suggests a natural generating
set of the algebra of line defects. We include the defects whose core charges are given by
the integral points spanning the boundaries of the cones, denoted Ln and L
∗
n
RG(Ln) = −an−2γ1 − an−1γ2, RG(L∗n) = −an−1γ1 − an−2γ2. (5.19)
And, in addition, the generating set contains all defects Ur,s whose core charge is an integral
point in U
RG(Ur,s) = rγ1 + sγ2 ∈ U . (5.20)
The exploration of the algebra of these defects is an interesting topic for future analysis.
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Figure 9: Geometry of dual cones for the Kronecker quiver Qk with k > 2. The space Γ⊗ZR
is identified with R ⊕ R by expressing charges in terms of the seed as γ = pγ1 + qγ2. The
boundaries of the cones are indicated by the black arrows. The cones accumulate against
the blue rays. The gray shaded area is the region U of core charges not contained in any
cone. The red dots denote the integral generators on the boundaries of the cones. The
green dots denote integral points in U .
5.2 Framed Spectra and OPEs
We now determine examples of framed spectra. For the case k = 1 we determine the spectra
of the five generators Li. From this we extract the complete non-commutative OPE and
verify its non-trivial predictions for the cohomology of quiver moduli. For the case k = 2,
we determine the framed states supported by the Wilson lines in SU(2) SYM. The latter
requires input from a Coulomb branch analysis.
5.2.1 k = 1 : Argyres-Douglas Theory
We first exhibit the spectrum of framed BPS states supported by the five defects Li defined
in (5.7). As each such defect lies in a dual cone, we may perform the analysis using a Higgs
branch computation in quiver quantum mechanics. We assume that the stability condition
is chosen so that the framed quiver is right-adapted in the sense of §4.2.2 so that
arg(ζ) < arg(Zγi), ∀i. (5.21)
The five framed quivers are shown in Figure 10. All of these quivers are in the mutation
class of the A3 Dynkin quiver, and their representation theory is well known [85]. The
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Figure 10: The framed quivers for the five generators Li of the Argyres-Douglas theory.
framed BPS states in the cocyclic chamber are stated explicitly in [25] yielding the following
generating functionals
F (L1, ζ) = Xγ1 ,
F (L2, ζ) = Xγ2 +Xγ1+γ2 ,
F (L3, ζ) = X−γ1 +Xγ2−γ1 +Xγ2 , (5.22)
F (L4, ζ) = X−γ1−γ2 +X−γ1 ,
F (L5, ζ) = X−γ2 .
Notice that both L1 and L5 support only a single framed BPS state in this chamber consis-
tent with the fact that these defects lie in the dual cone to the seed {γ1, γ2}. The remaining
Li support a non-trivial BPS spectrum consisting of spin zero states.
From the result (5.22) and the multiplication rules for the symbols Xγ we may extract
the non-commutative OPE coefficients . Let us view the index i as periodic mod 5. Then
we find
Li ∗ Li+2 = 1 + yLi+1, Li ∗ Li−2 = 1 + y−1Li−1, (5.23)
where in the above, the symbol 1 denotes the line defect with vanishing core charge. In the
commutative case y = 1 the above reproduces answers found in [10]. Thus, we have recov-
ered a non-trivial property of the Argyres-Douglas CFT using a purely infrared calculation
in quiver quantum mechanics.
Example of the OPE
As a further application of our general results, we now illustrate the OPE in an exam-
ple of the general recursion formula (4.15). Recall from §2.4, that the operator product
expansion of line defects is a chamber independent property of a quantum field theory. It
is interesting to see this in practice for explicit line defects in a chamber where the framed
BPS spectrum is non-trivial.
Let p1, p2, q1, q2 be non-negative integers. We consider a defect whose core charge is
piγ1 + qiγ2. From the analysis of §5.1.1 we know that such defects lie in a dual cone and
55
hence must satisfy the algebra
Lp1γ1+q1γ2 ∗ Lp2γ1+q2γ2 =
(
yp1q2−p2q1
)
L(p1+p2)γ1+(q1+q2)γ2 . (5.24)
To exhibit this multiplication rule in an interesting setting we evaluate the framed BPS
states directly for such defects in a chamber where the spectrum contains states of non-
vanishing spin.
To carry out the calculation, we work in chamber which is left-adapted in the sense of
§4.2.2 so that
arg(ζ) > arg(Zi), ∀i. (5.25)
Stable representations are then cyclic with respect to the framing subspace. We consider a
core and halo charge of the form
γc = pγ1 + qγ2, γh = nγ1 +mγ2. (5.26)
The framed representations appear as
Cn Cm
C
q p
//
;;
##
(5.27)
where now p and q indicate the number of linear maps between the vector spaces in the
diagram above. Our aim is to enforce the cyclic property on this representation and extract
the moduli space.
We first observe that if n is non-zero then (5.27) admits a proper subrepresentation of
the form shown in (5.28).
Cn0 Cm Cm
C
C
q p
pI1
Im//
;;
##// oo

<<
55

(5.28)
Where in the above, Ik indicates the k-dimensional identity map. From this we conclude
that if n is non-zero the representation cannot be cyclic. Hence n equals zero, and we are
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reduced to studying representations of the form
C Cm.
A1
A2
...
Ap
))
55 (5.29)
Possible destabilizing subrepresentations are diagrams
C Cm
A1
...
Ap
C Ck.
a1
...
ap
))
55
))
55
OO OO (5.30)
where k < m, the vertical maps are injective and ai is the restriction of Ai to the given
subspace. Such subrepresentations exist if and only if the span of the maps Ai in Cm,⊕
Im(Ai), lies is a proper subspace. Thus the representation is cyclic and hence stable if
and only if
⊕
Im(Ai) spans Cm.
We may now pass to the desired moduli space. Assemble the linear maps Ai into an
m × p matrix. According to the cyclic stability condition this matrix has maximal rank
m. Passing to the moduli space means quotienting this data by Gl(m,C) acting by matrix
multiplication. Thus we conclude that the moduli space is a Grassmannian of m-planes in
Cp.
In summary the moduli space of framed BPS states for charges of the form (5.26) is
Mγc=pγ1qγ2,γh=nγ1+mγ2 =
{
Empty if n > 0 or m > p,
Gr(m, p) if n = 0 and m ≤ p. (5.31)
From the result (5.31) we may extract the generating functional of framed BPS states
in the cyclic chamber. The Grassmannian has non-trivial cohomology hp,q only along the
diagonal of the Hodge diamond where p = q, and its Poincare´ polynomial takes the simple
form
PGr(m,p)(t) =
∑
s
bs(Gr(m, p))t
s =
∏p
i=1 (1− t2i)∏m
i=1 (1− t2i)
∏p−m
i=1 (1− t2i)
(5.32)
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It follows that the generating functional of framed BPS states is
F (Lpγ1+qγ2 , ζ) =
p∑
m=0
(
ym(m−p)
∏p
i=1 (1− y2i)∏m
i=1 (1− y2i)
∏p−m
i=1 (1− y2i)
)
Xpγ1+(q+m)γ2 . (5.33)
The result (5.33) illustrates the no-exotics phenomenon of §2.1.1: the coefficient of each
monomial Xγ is a Laurent polynomial in y with positive integral coefficients.
The generators Lγ1 and Lγ2 have the simple spectra
F (Lγ1 , ζ) = Xγ1 +Xγ1+γ2 , F (Lγ2 , ζ) = Xγ2 . (5.34)
Using these expressions, one may readily verify the multiplication formula
F (Lγ1 , ζ) ∗ F (Lpγ1+qγ2 , ζ) = yqF (L(p+1)γ1+qγ2 , ζ), (5.35)
F (Lγ2 , ζ) ∗ F (Lpγ1+qγ2 , ζ) = y−pF (Lpγ1+(q+1)γ2 , ζ),
thus proving the result (5.24) by induction.
5.2.2 k = 2 : SU(2) SYM
Next we study the framed spectra in the pure SU(2) theory. For line defects in dual cones,
the situation is similar to that studied in the Argyres-Douglas theory. In accordance with
the general analysis of §4.2, there is a chamber where each such defect supports a single
framed state and the spectrum in all remaining chambers follows via application of the
wall-crossing formula.
By contrast, the line defects lying along the limiting ray of Figure 8 do not occupy
any dual cone. We denote these defects by Wn, with n ≥ 0. Physically, they describe
the WIlson lines in the n + 1 dimensional irreducible representation of SU(2). A correct
calculation of the framed BPS states associated to these defects requires us to use our
multi-centered formula (3.22), and hence provides an explicit example where the framed
quiver construction of §3.2.1 produces an incorrect answer for the spectrum.
To illustrate these phenomena in detail, we provide an independent calculation of the
spectrum from the two branches. First, a Higgs branch calculation, is carried out using rep-
resentation theory of the framed quiver. The resulting spectrum (5.77) defines a candidate
defect WHiggsn . We verify that the commutative OPE of these objects is
WHiggsn W
Higgs
m = W
Higgs
n+m . (5.36)
In the second calculation we explain how to geometrically extract the multi-centered Coulomb
branch states appearing our general proposal (3.22). The resulting spectrum (5.81) defines
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the defect Wn. We demonstrate that they satisfy the non-commutative OPE
Wn ∗Wm =
min(n,m)∑
k=0
W|n−m|+2k. (5.37)
Of these two results (5.36) and (5.37), it is the latter which is the correct multiplication
rule. Indeed, from the physical description of the defect Wn as the Wilson line in the n+ 1
dimensional representation of SU(2), we know two properties of these defects.
• If framed states carrying non-trivial magnetic charge are ignored, then the charges of
the remaining purely electric states must comprise exactly the weight decomposition
of the n + 1. This follows because on the Coulomb branch, SU(2) is broken to its
maximal torus U(1).
• The SU(2) theory is asymptotically free. Hence from a UV calculation of the OPE, it
is clear that the defects Wn must obey the algebra of SU(2) representations. This is
true even though the framed BPS spectrum of these defects in general contains states
with both non-trivial electric and magnetic charges.
The defects Wn defined from our multi-centered prescription (3.22) satisfy these properties,
while the defects WHiggsn defined by framed quiver representations fail on both accounts.
These results are the most significant piece of evidence for our conjecture presented in this
paper.
Higgs Branch Calculation
We begin with the Higgs branch calculation of the framed spectra of the defect WHiggsn .
We are to analyze representations of the quiver shown below.
© ©
1
2
n n
Ai
BjCk
//
cc
{{
(5.38)
The symbols A1, A2, B1, · · · , Bn, and C1, · · ·Cn denote the indicated arrows. We work in
region of stability space where
arg(ζ) < arg(Zi), ∀i, (5.39)
so that the quiver is right-adapted in the sense of §4.2.2, and stability coincides with the
algebraic cocyclic property. This in turn is equivalent to the following injectivity conditions
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on the maps
2⋂
i=1
Ker(Ai) = 0,
n⋂
i=1
Ker(Bi) = 0. (5.40)
Finally, the quiver (5.38) has non-trivial cycles and requires a potential W . We take this
potential to be generic and cubic. Without loss of generality we thus have
W =
n∑
i=1
Ci ◦Bi ◦ A1 −
n∑
i=1
λiCi ◦Bi ◦ A2, (5.41)
where in the above λi are distinct non-zero complex numbers. Thus, we impose the following
relations on representations
∂W
∂A1
= 0 =⇒
n∑
i=1
Ci ◦Bi = 0, (5.42)
∂W
∂A2
= 0 =⇒
n∑
i=1
λiCi ◦Bi = 0, (5.43)
∂W
∂Ci
= 0 =⇒ Bi ◦ (A1 − λiA2) = 0, (5.44)
∂W
∂Bi
= 0 =⇒ (A1 − λiA2) ◦ Ci = 0. (5.45)
Consider a representation with halo charge γh = rγ1 + sγ2 shown below.
Cr Cs
C
Ai
BjCk
//
cc
{{
(5.46)
We refer to the moduli space of stable, flat representations of the form shown above as
Mnr,s. We constrain the representations with the following results.
Proposition 1. The maps A1 and A2 are both injective.
Proof. Suppose on the contrary that A1 has a kernel containing the non-zero vector v.
According to the stability condition (5.40), v cannot be in the kernel of A2. By the relation
(5.44), we deduce that Bi ◦ A2(v) = 0 for all i, thus violating the constraint (5.40). By
symmetry, A2 must also be injective.
Proposition 2. The maps Ci are zero for all i.
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Proof. Suppose that C1 is nonzero. Let v denote a basis vector at the framing space. By
assumption, w = C1(v) is nonzero. According to the relation (5.45), we have
A1(w) = λ1A2(w). (5.47)
Applying (5.44) we obtain
(λ1 − λi)Bi ◦ A2(w) = 0, ∀i. (5.48)
By Proposition 1, A2 is injective; hence the above implies that
A2(w) ∈
b⋂
i=2
Ker(Bi), (5.49)
and from the stability condition (5.40) we deduce that B1 ◦ A2(w) 6= 0. Since the framing
space is one-dimensional we must have B1◦A2(w) = αv, with α a nonzero constant. Finally,
apply (5.42) to A2(w) to obtain
0 =
n∑
i=1
Ci ◦Bi ◦ A2(w) = C1 ◦B1 ◦ A2(w) = αC1(v), (5.50)
thus contradicting the assumption that C1 is non-vanishing. By symmetry, Ci therefore
vanishes for all i.
Via the above propositions, the quiver representations under investigation are reduced
to the form of (5.51).
Cr Cs C
Ai Bj
// // (5.51)
Moreover as a consequence of the injectivity constraints, the dimension vectors are restricted
to the range
0 ≤ r ≤ s ≤ n. (5.52)
To proceed further, we make use of the well-known classification [86] indecomposable rep-
resentations of the quiver Q2.
20
Proposition 3. The indecomposable representations of the quiver Q2 where the maps Ai
are injective consist of the following.
• Representations Vα of dimension vector (1, 1),
C C
Ai
// (5.53)
20We thank Hugh Thomas for helpful comments on an earlier version of the following argument.
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Such representations are classified (up to isomorphism) by a point α ∈ C∗, where
A1 = α, and A2 = 1.
• Representations Jk of dimension vector (k, k) with k > 1,
Ck Ck
Ai
// (5.54)
Such representations are classified (up to isomorphism) by a point α ∈ C∗, where
A2 = Ik, and
A1 =

α 1 0 · · · 0 0
0 α 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · α 1
0 0 0 · · · 0 α
 , (5.55)
is a k × k Jordan block matrix with eigenvalue α.
• Representations Dk of dimension vector (k − 1, k),
Ck−1 Ck
Ai
// (5.56)
Such representations are rigid and labelled by k > 0. Up to isomorphism, we may
assume that the maps Ai take the form
A1 =
(
Ik−1
0
)
, A2 =
(
0
Ik−1
)
, (5.57)
where in the above Ik denotes the k × k identity matrix.
Returning to the framed representations (5.51), we apply Proposition 3, to decompose
the portion of the representation involving the unframed nodes. Let R denote this restricted
representation.
Proposition 4. The representations Jk are excluded from appearing in R by the relations
following from the potential.
Proof. Consider the relation
Bi ◦ (A1 − λiA2) = 0, (5.58)
applied to an eigenvector v of the Jordan matrix A1. We obtain
(α− λi)Bi ◦ A2(v) = 0. (5.59)
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If the eigenvalue α is not equal to λi for all i, then all the maps Bi annihilate the non-zero
vector A2(v) which violates the stability condition (5.40). Therefore, there exists an i such
that α = λi, and Bi ◦ A2(v) 6= 0
Now, as λi is equal to the eigenvalue for the Jordan matrix A1, the map A1 − λiA2 is a
Jordan matrix with eigenvalue zero. We may then pick a non-zero vector w such that
(A1 − λiA2) (w) = A2(v). (5.60)
But then applying Bi to the above equation we obtain
0 = Bi ◦ (A1 − λiA2) (w) = Bi ◦ A2(v), (5.61)
which is a contradiction.
As a consequence of Proposition 4, the restricted representation R can be specified by
an integer, `, with 0 ≤ ` ≤ r, and a partition, k, of s − ` into s − r positive parts. With
k = (k1, k2, · · · , ks−r). The decomposition is then
R = Dk1 ⊕Dk2 ⊕ · · · ⊕Dks−r ⊕ Vα1 ⊕ Vα2 ⊕ · · · ⊕ Vα` . (5.62)
In the following, it will also be important to know the automorphism group of the
above representation. Each summand has as automorphim group C∗ generated by simul-
taneous transformations proportional to the identity matrix at each node. If each of the
summands appearing in (5.62) is distinct, then the automorphism group of such an R is
simply the product of the automorphims of each summand leading to (C∗)s−r+`. More
generally, suppose that the decomposition (5.62) contains a non-isomorphic representations
each appearing with multiplicity ma. Then the automorphism group is enhanced to
a∏
i=1
Gl(ma,C), (5.63)
where in the above each factor acts non-trivially on the subspace spanned by a set of
isomorphic representations.
We now apply the relations and stability conditions to determine how the remaining
maps Bj behave on the various subspaces in R.
Proposition 5. For each j there exists an i such that αj = λi.
Proof. Proceed as in Proposition 4.
Note that as a corollary we also see that the maps Bi vanishes on Vαj unless λi = αj.
Further, as each Bi has rank one, we also learn that the αj are distinct.
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The above analysis solves the constraints implied by the potential on the subspace of
(5.62) spanned by the Vαa . We now solve the relations on the space spanned by each Dkq
appearing in R. To describe the result it is useful to pick explicit bases for each of the
vector spaces in the representation Dkq . Thus let e
q
1, · · · , eqkq−1 be a basis for the domain
of Dkq , and let f
q
1 , · · · , f qkq be a basis for the range. According to Proposition 3 we may
assume
A1(e
q
j) = f
q
j , A2(e
q
j) = f
q
j+1. (5.64)
Proposition 6. Applied to the representation Dkq , the map Bi is completely determined by
its value, bqi , on the vector f
q
kq
.
Proof. Again we examine the equation
Bi ◦ (A1 − λiA2) = 0. (5.65)
Applied to a vector eqj and using (5.64) we find
Bi(f
q
j ) = λiBi(f
q
j+1), (5.66)
which has as general solution
Bi(f
q
j ) = b
q
iλ
kq−j
i . (5.67)
Propositions 5 and 6 along with the decomposition (5.62) completely solve the relations
implied by the potential as well as the stability condition which constrains both A1 and A2
to be injective. The remaining restriction to study is that ∩iKer(Bi) = 0.
Consider the decomposition (5.62). According to the argument given for Proposition
5 for each Vαj there exists a unique Bi which is nonzero on Vαj . Further, we may use the
C∗ isomorphism factor to scale the value of Bi|Vαj to unity. As we must make a choice of
assignment j → i, we obtain (n
`
)
distinct configurations of the B’s restricted to the direct
sum of V ’s.
Next examine the partition k = (k1, · · · , ks−r) appearing in (5.62). Suppose that the
partition contains c distinct factors with multiplicities m1, · · · ,mc. We consider the maps
Bi restricted to the subspace Dk1 ⊕Dk2 ⊕ · · · ⊕Dkm where k1 = k2 = · · · km and no other
ki appearing in the partition k are equal to k1. Via Proposition 6 we know that the map
Bi on this subspace is determined by the numbers b
q
i where q ranges from 1 to m, the
multiplicity in question. A necessary condition for stability is that the m× n matrix with
entries bqi must have maximal rank m. As described in (5.63), the automorphism group
of Dk1 ⊕ Dk2 ⊕ · · · ⊕ Dkm is Gl(m,C) and it acts on the matrix bqi via standard matrix
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multiplication. The quotient space of this action is the Grassmannian Gr(m,n). Applying
this result to the entire partition, we have proved the following:
Proposition 7. The set of stable representations whose restriction to the Kronecker sub-
quiver appears as in (5.62) is naturally embedded inside the space
Xk,` = Gr(m1, n)×Gr(m2, n)× · · · ×Gr(mc, n)× {p1, p2, · · · , p(n`)}, (5.68)
where in the above pi is a point, and the partition k contains c distinct elements each with
multiplicities m1, · · · ,mc. Each point in Xk,` solves the relations imposed by the potential,
solves the injectivity constraint on the maps Ai and has(
n⋂
i=1
Ker(Bi)
)⋂
(Vα1 ⊕ · · · ⊕ Vα`) = 0,
(
n⋂
i=1
Ker(Bi)
)⋂(〈f 1kd , f 2kd , · · · , fmdkd 〉) = 0.
(5.69)
The above result does not completely specify the moduli space of stable quiver repre-
sentations. However combined with a localization argument it does provide us with enough
information to extract the cohomology.
Consider the scaling which acts on the maps Bi as Bi → βiBi where the n-tuple
(β1, · · · , βn) lies in the algebraic torus (C∗)n . This action preserves the relations Bi ◦ (A1−
λiA2) = 0, and hence acts on the moduli space. We extract the Euler characteristic of the
moduli space by summing over fixed points.
The summation over fixed points is facilitated by observing the the torus in question
acts on Xk,` preserving each factor and further that the action on each Grassmannian is
standard. Thus, consider an integer k1 occurring in the partition with multiplicity m leading
to a Gr(m,n) factor in (5.68). A fixed point in this factor is given by choosing an m×m
minor of the matrix bqi and setting this minor to be the identity matrix with all other entries
vanishing. For instance
b11 b
1
2 · · · b1m b1m+1 · · · b1n
b21 b
2
2 · · · b2m b1m+1 · · · b2n
...
...
. . .
...
...
. . .
...
bm1 b
m
2 · · · bmm b1m+1 · · · bmn
 =

1 0 · · · 0 0 · · · 0
0 1 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 1 0 · · · 0
 , (5.70)
is a fixed point.
Suppose at the fixed point above that k1 > 1. Then we claim that the maps Bi do not
satisfy the stability condition (5.40). Indeed, consider the summand in question
Dk1 ⊕Dk2 ⊕ · · · ⊕Dkm , (5.71)
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where k1 = k2 = · · · km. At the fixed point (5.70) we have
Ker(Bi) ⊇
{
Dk1 ⊕Dk2 ⊕ · · · ⊕Dki−1 ⊕ Si ⊕Dki+1 ⊕Dkm If i ≤ m,
Dk1 ⊕Dk2 ⊕ · · · ⊕Dkm If i > m.
(5.72)
In the above Si is a codimension one subspace of Dki and has non-zero dimension if k1 > 1.
From (5.72) we learn that
n⋂
i=1
Ker(Bi) ⊇ S1 ⊕ S2 ⊕ · · · ⊕ Sm 6= 0, (5.73)
violating stability. From this argument we deduce:
Proposition 8. Fixed points in the moduli space may only occur when all ki in the partition
k are one. Hence, the decomposition (5.62) simplifies to
R = D1 ⊕D1 ⊕ · · · ⊕D1︸ ︷︷ ︸
s−r
⊕Vα1 ⊕ Vα2 ⊕ · · · ⊕ Vαr . (5.74)
Finally, we may conclude the calculation by counting fixed points directly. We first pick
r of the Bi to evaluate nontrivially on the Vαi in accordance with Proposition 5. Next, we
must pick s − r of the Bi and set the matrix bqi to be of the form (5.70) with the non-
degenerate minor spanned by the chosen Bi. It is easy to see that there can be no overlap
between the two sets of B′is. Indeed, as in Proposition 8 if there is an overlap with say Bi
having non-zero restriction to both a Vαj and a D1 summand in (5.74), then the kernel of
Bi is a one-dimensional subspace contained in Vαj ⊕D1, on which all other B′js also vanish.
Summing over contributions thus yields the following result.
Theorem 1. The Euler characteristic of the moduli space of stable, flat quiver representa-
tions of is given by
χ(Mnr,s) =
(
n
r
)(
n− r
s− r
)
. (5.75)
In fact, with only slightly more work we obtain a more detailed picture of the cohomol-
ogy.
Theorem 2. The cohomology of Mnr,s is all supported along the middle of the Hodge de-
composition. In other words, hp,q(Mnr,s) vanishes if p is different from q.
Proof. Each fixed point in the analysis above contributes a given cohomology class in the
cohomology of Mnr,s. The Hodge bidegree of this class is determined by examining the
tangent space to Mnr,s at the the fixed point. This vector space is a representation of the
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localizing torus Cn and the weight decomposition of this representation with respect to a
generic element of the torus determines the Hodge decomposition via a standard argument
from Morse theory.
Now observe that the moduli space Mnr,s has complex dimension
dim
(Mnr,s) ≡ d(n, r, s) = (s− r)(n− s+ r), (5.76)
and this dimension coincides with that of Gr(s − r, n). From Propositions 7 and 8, we
know that the locus in Mnr,s which contains fixed points splits into a number of connected
components, each of which is embedded in Gr(s−r, n). Moreover the action of the localizing
torus on Mnr,s is the same as the standard torus action on the Grassmannian.
It follows from this analysis that the local structure of the torus fixed points in Mnr,s,
in particular the weight decomposition of the tangent space, agrees with that of the same
fixed point when it is viewed as a point of the Grassmannian. Since the Grassmannian
has cohomology only along the middle of the Hodge decomposition, we conclude thatMnr,s
does as well.
From Theorems 1 and 2 we now pass to an explicit formula for the framed degeneracies.
Via a specialization of (3.10) we have
ΩHiggs
(
Wn,
(
r − n
2
)
γ1 +
(
s− n
2
)
γ2, y = 1
)
=
(
n
r
)(
n− r
s− r
)
. (5.77)
We assemble these degeneracies into a commutative generating functional
F (WHiggsn ) =
n∑
s=0
s∑
r=0
(
n
r
)(
n− r
s− r
)
X(r−n2 )γ1+(s−n2 )γ2
. (5.78)
These formulae are the final results of the Higgs branch calculation.
From (5.77) and (5.78) one may readily see that the Higgs branch has produced an
unphysical spectrum of framed BPS states. For example, the case r = s above describes
the purely electric states. On physical grounds these should have degeneracy one, but
instead the Higgs branch has yielded many more states. A related observation is that the
generating functionals (5.78) obey the incorrect multiplication law
F (WHiggsn )F (W
Higgs
m ) = F (W
Higgs
n+m ), (5.79)
as may be readily verified using Pascal’s recursion relations on binomial coefficients. We
conclude that, in general, the representation theory of a framed quiver does not correctly
compute the framed BPS states.
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Though (5.79) is not the correct algebra of SU(2) Wilson lines, it is nevertheless curi-
ously simple: it is the algebra of highest weights of irreducible SU(2) representations. Why
this should be so is presently unclear.
Coulomb Branch Calculation
Now we study the spectrum of framed BPS states predicted by our general proposal
(3.22). This requires us to use the Coulomb branch formula (3.15). We have not been able
to evaluate the result in closed form. Fortunately the paper [56] includes a Mathematica
notebook which implements the Coulomb branch formula. Using this notebook we have
studied what our proposal gives for the framed BPS states attached to the line defects Wn
for small n.21 As usual, we package the results into a generating functional:
F (Wn) =
n∑
s=0
s∑
r=0
Ω
(
Wn,
(
r − n
2
)
γ1 +
(
s− n
2
)
γ2, y
)
X(r−n2 )γ1+(s−n2 )γ2
. (5.80)
21In a previous preprint version of this paper, we proposed an alternative method of calculating the
result, and verified that it gave the expected results for n ≤ 4. However, Hugh Thomas pointed out that
beginning at n = 5, this alternative method would give a result which would not obey the tensor product
algebra of SU(2) representations. Fortunately, as we report here, implementing our general proposal (3.22)
directly does give the expected result for n = 5, at least for those coefficients we were able to check —
this includes some coefficients which differ from what our alternative method predicted. We have not
understood precisely what was wrong with our alternative method. We thank Hugh Thomas for many
useful comments and suggestions on this subject.
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We find
F (W0) =
[
X0
]
,
F (W1) =
[
X− 1
2
(γ1+γ2)
+X 1
2
(γ1+γ2)
]
+X− 1
2
γ1+
1
2
γ2
,
F (W2) =
[
X−(γ1+γ2) +X0 +X(γ1+γ2)
]
+
(
y−1 + y
)
X−γ1 +X−γ1+γ2 +
(
y−1 + y
)
Xγ2 ,
F (W3) =
[
X− 3
2
(γ1+γ2)
+X− 1
2
(γ1+γ2)
+X 1
2
(γ1+γ2)
+X 3
2
(γ1+γ2)
]
+
(
y−2 + 1 + y2
)
X− 3
2
γ1− 12γ2
+
(
y−2 + 1 + y2
)
X− 3
2
γ1+
1
2
γ2
+
(
y−2 + 2 + y2
)
X− 1
2
γ1+
1
2
γ2
+X− 3
2
γ1+
3
2
γ2
+
(
y−2 + 1 + y2
)
X− 1
2
γ1+
3
2
γ2
+
(
y−2 + 1 + y2
)
X 1
2
γ1+
3
2
γ2
,
F (W4) =
[
X−2(γ1+γ2) +X−(γ1+γ2) +X0 +X(γ1+γ2) +X2(γ1+γ2)
]
(5.81)
+
(
y−3 + y−1 + y + y3
)
X−2γ1−γ2 +
(
y−4 + y−2 + 2 + y2 + y4
)
X−2γ1
+
(
y−3 + 2y−1 + 2y + y3
)
X−γ1 +
(
y−3 + y−1 + y + y3
)
X−2γ1+γ2
+
(
y−4 + 2y−2 + 3 + 2y2 + y4
)
X−γ1+γ2 +
(
y−3 + 2y−1 + 2y + y3
)
Xγ2 +X−2γ1+2γ2
+
(
y−3 + y−1 + y + y3
)
X−γ1+2γ2 +
(
y−4 + y−2 + 2 + y2 + y4
)
X2γ2
+
(
y−3 + y−1 + y + y3
)
Xγ1+2γ2 .
By direct evaluation from (5.81) we then find that the generating functionals F (Wn) for
small n indeed satisfy the tensor product algebra of SU(2) representations:
F (W1) ∗ F (W1) = F (W0) + F (W2), (5.82)
F (W1) ∗ F (W2) = F (W1) + F (W3),
F (W1) ∗ F (W3) = F (W2) + F (W4).
This verifies (5.37) at least in these cases. We have also evaluated all of the terms in F (W5)
except for the coefficients of X 3
2
γ1+
5
2
γ2
and X 5
2
γ1+
5
2
γ2
(the running time required to compute
these using the notebook of [56] on the PC we used appears to be greater than two weeks.)
All terms which we did compute are consistent with the expected relation
F (W1) ∗ F (W4) = F (W3) + F (W5). (5.83)
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It would be very interesting to know whether the F (Wn) produced by the Coulomb
branch formula indeed obey (5.37) in general.
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