Most methods for singular points detection usually depend on the orientation fields of fingerprints, which cannot achieve reliable and accurate detection of poor quality fingerprints. In this study, a new method for fingerprint singular points detection based on Faster-RCNN (Faster Region-based Convolutional Network method) is proposed, which is a two-step process, and an orientation constraint is added in Faster-RCNN to obtain orientation information of singular points. Besides, we designed a convolutional neural network (ConvNet) for singular points detection according to the characteristics of fingerprint images and the existing works. Specifically, the proposed method could extract singular points directly from raw fingerprint images without traditional preprocessing. Experimental results demonstrate the effectiveness of the proposed method. In comparison with other detection algorithms, our method achieves 96.03% detection rate for core points and 98.33% detection rate for delta points on FVC2002 DB1 dataset while 90.75% for core points and 94.87% on NIST SD4 dataset, which outperform other algorithms.
Introduction
Of all biological characteristics, fingerprints have become one of the most describable biometric traits and used for biometric verification and identification tasks [1] . Nevertheless, with explosive growth in fingerprint databases (e.g., ID Card fingerprints), automatic recognition system has become increasingly more difficult than ever. As a global feature of fingerprint, singular points (shown in Figure 1 ) [1] could be used in fingerprint pattern classification [2] , which could reduce the matched templates so as to reduce matching time in large databases during identification tasks. Moreover, since the fingerprint alignment according to minutiae is usually not so satisfactory, singular points are used as reference points for alignment in fingerprint minutiae matching [3] . In [4] , a robust fingerprint matching system is proposed by extracting region of interest (ROI) centered at the core points and align two fingerprints by maximizing their orientation correlation.
In [5] , Kawagoe et al. proposed a Poincare index approach to obtain singular regions for fingerprint classification. By calculating the cumulative changes along a counter-clockwise closed contour in fingerprint orientation field, Zhou et al. [6] proposed an improved method based on Poincare index to judge whether there exist singular points. However, almost the methods based on Poincare index are fully depended on fingerprint orientation field Then, algorithms are affected by noise easily. To solve this problem, the Zero-pole Model and Hough Transform (HT) are combined to detect singular points in [7] and the Poincare index is used to refine positions of the candidate singular points. Contrary to orientation field generation, detection of singular points is simplified to determine the parameters of the Zero-pole Model. Obviously, the performance of these conventional algorithms for singular points detection is limited by the accuracy of the Poincare index. Nowadays, the progress on the development of deep convolutional neural networks (CNNs) [8] has significantly advanced the state-of-the-art performance on a wide variety of computer vision tasks (e.g., face recognition [9, 10] , video recognition [11] ). In object detection tasks, Faster-RCNN [12] obtained an excellent performance and a Region Proposal Network (RPN) was introduced to simultaneously predict object bounds and corresponding scores at each position. Finally, locations of objects could be determined according to corresponding scores. Furthermore, Izadpanahkakhk et al. [13] proposed a novel approach for palmprint verification by using deep region of interest (ROI) and feature extraction models.
Due to the outstanding learning behavior, CNNs are also used in fingerprint fields. Wang et al. [14] achieved an outstanding effect in fingerprint classification tasks based on the depth neural network method. In [15] , deep learning technique also shows good performance in partial fingerprint matching. Labati et al. [16] proposed a two-step CNN method to extract the coordinates of the sweat pores from fingerprint images, which perform first the detection of candidate regions and Then, the extraction of the points of interest in the second step. Besides, Qin et al. [17] used fully convolutional networks (FCN) [18] to detect fingerprint singular points. Nevertheless, this method only predict location information and obtain poor performance on some specific fingerprint images, such as the issue that two core points are very close.
In this study, we propose a new method for singular points detection based on Faster-RCNN [12] and an orientation constraint is introduced to obtain orientation information of singular points, which is usually used for fingerprint alignment. Besides, since not all fingerprint images have delta points, on the other hand, fingerprint alignment can be achieved only by orientations of up-core points, Then, we only estimate that of up-core points. By studying the characteristics of fingerprint images, we design a convolutional neural network for singular points detection. Moreover, a two-step strategy is chosen to achieve this task. In the first step, some candidate patches where there might exist singular points are generated and the network could calculate cursory locations of the probable singular points. In the second step, singular points will be extracted by another network from all candidate patches, including the location and orientation of singular points. Furthermore, because it is a fully feed-forward step and does not need to process those complex steps (e.g., orientation field calculation), the proposed method could achieve a very fast speed for detection tasks.
The rest of this paper is organized as follows: Section 2 describes the proposed method, while Section 3 presents the experimental protocol and the achieved results. Finally, Section 4 draws some conclusions.
Proposed Method
In this section, we present a fast and exact scheme for singular points detection based on Faster-RCNN by analyzing the differences between singular points and generic objects in details. Figure 2 shows the overall flowchart of the proposed method: Generating proposals in pixel level (Step 1): a raw fingerprint image is input into the networks to extract features and the shared feature map is used to generate corresponding features of each grid cell to predict the probability whether there might exist a singular point or not and calculate coarse location information of the singular point through classification and regression tasks. Thus, proposals will be generated by ranking the probability and the coarse location information; Classifying the candidate patches generated by the proposals, refining the location and calculating the orientation information (Step 2): this is regarded as a singular point extractor, which is applied on all candidate patches to detect singular points. Sections 2.1 and 2.2 describe the two processes in detail. 
Generating Proposals
For generic object detection task in Faster-RCNN [12] , deep FCN (e.g., VGG model [19] ) usually needs to extract objects which are often from more than 10 different subject classes in natural images. Different objects in images usually contain different features, such as color, shape and size. The mixture of these features often makes the detection tasks more difficult. As for fingerprint images, they are usually gray scale images and not as complex as natural images. Moreover, the elements that make up fingerprints are ridges which are represented by dark lines in fingerprint images, Then, the structures of singular points are much more simple than generic objects so that this detection task can be achieved by a shallow and wide FCN, which ensures that network can process any images with different sizes.
Inspired by the success of object detection on natural images, singular points detection could be regarded as a point detection problem. As shown in Figure 3 , the proposed FCN is composed of three convolutional blocks, four additional convolutional layers (three (Conv, 256, 3) and one (Conv, 3, 3)) and an up-sample layer. Each convolutional block is connected by a max-pooling layer and consists of two convolutional layers, followed by batch normalization (BN) layer [20] and exponential linear unit (ELU) layer [21] . In our study, the filter size of all convolutional layers is set to 3 × 3, while that of all max-pooling layers is fixed to 2 × 2. Figure 3 shows that the network extracts features from raw fingerprint images. Instead of only using the features extracted by final layer, a more effective backbone named Feature Pyramid Network (FPN) [22] is explored. In FPN, a top-down architecture with lateral connections is used to build an in-network feature pyramid from a single-scale input. In addition, the operation in FPN could upsample the features of high levels to get the same size of features in bottom level and combine high-level and low-level features, which could make extracted features contain more corresponding information for detection tasks. As shown in Figure 3 , three feature maps from different convolutional blocks are added into sharing feature maps where the same features are used extracted from raw fingerprint images in both steps. The network is used to map raw fingerprint to point-score map, namely the output of the network. Specially, each value is a probability measured whether there might exist a singular point in a patch from the raw fingerprints. Besides, a raw fingerprint image includes at most four singular points (up-core, down-core, left-delta, right-delta) and these points are not often close in image each other. Therefore, it is hardly to exist two singular points in one box with small size in a raw fingerprint image. In our study, we divide the input image into a gird which is designed to have the same size as the shared feature map and each grid cell is set to a 4 × 4 pixel box. The shared feature map is used to generate corresponding features of each grid cell and the network will use the features to process classification and regression tasks and train the network in order to predict the probability that there is a singular point and calculate coarse location of the singular point. In concrete terms, when there might exist singular points in the corresponding region, a high score (probability) could be gotten. In order to get more accurate locations, a multi-task loss (location regression and classification) (see Figure 2 ) is used to train the network to refine the locations of singular points. Section 2.3 will describe this process in detail. Thus, proposals will be generated according to the probability and the coarse location information.
Fine Single Point Extractor
From Section 2.1, large numbers of proposals without orientation information are generated by the network. To generate candidate patches which are big enough for detection task, we choose 48 × 48 pixel patches and choose top-100 patches ranked by the probabilities (after non-maximum suppression) as the candidate patches. The number of the candidate patches is set to be larger than the number of true singular points in a single fingerprint image (at most four singular points) so that our method can ensure the efficiency of the second step. As we choose more candidate patches than true singular points in each fingerprint images and the patches are different from the gird cells in size and location, the patches also need to be classified to predict the probability whether there exists a singular point in each patch. Moreover, this network will use the shared feature map to extract corresponding features of each patch so that the running time will be reduced. Then, in the second step, candidate patches expanded by these proposals will be reclassified and their orientations will be calculated based on corresponding regions.
As these patches are centering on the predicted coarse locations of the singular points, it is necessary to extract the features of the corresponding region for precise prediction. A RoIAlign [23] operation is used to extract features of each patch, which uses bilinear interpolation to compute the exact values of features and will keep location information of each patch. In order to obtain orientation information, an orientation constraint is added in the network (see Figure 2) . Then, the corresponding regions centering at proposals are used to train the network with another multi-task loss consisting of location classification, location regression and orientation regression. Finally, location information will be refined and orientation information will be calculated, while the probability (score) will be predicted according to whether the candidate patches exist singular points. Thus, we can get the corresponding regions centering at singular points and the center coordinates of the regions are the coordinates of singular points according to the location information and probability. Combining with the orientation information, singular points will be detected. Furthermore, the same features, which are extracted from raw fingerprint images in the first step, are used from sharing feature maps; thus, singular points extracting speed could be accelerated.
Loss Definition and Training
To train the network, we assign a positive label to a grid cell with a singular point, while these grid cells will be labeled by a negative label if its 3 × 3 neighborhood does not contain a singular point. Thus, this can ensure that the grid cells without singular points but close to any singular point are not used to train the network. Moreover, we use all positive grid cells and the same number of negative grid cells in the training to keep the sampled positive and negative cells balanced. As described in Sections 2.1 and 2.2, a two-step strategy is chosen to achieve this detection task.
In the first step, the network generates a large number of proposals without orientation information. Specifically, a raw fingerprint image is input into the networks and divided into a grid. These labeled grid cells are used for classification and regression tasks to train the network. Then, the network predicts the probability that there is a singular point and calculate coarse location of the singular point so that proposals will be generated according to the probability and the coarse location information. In order to get more accurate locations, the network is trained under a multi-task loss (location classification L class and regression L loc ) to refine the locations of singular points. For the location classification, we chose the categorical cross-entropy loss. It takes the formulation
where y i is the truth label of class i, p i is the predicted probability that there exists a singular point. n is the number of subject classes. Because a raw fingerprint image consists of at most four kinds of singular points, Then, the number of classes n is 5 (the background is regarded as a subject class) in our works. For the location regression L loc , we used the smooth L 1 loss with the Euclidean distance between the ground truth location and the predicted location. The location regression L loc is formulated as
where c i , t i are the location coordinates of the center of the regions where there might exist singular points and ground-truth singular points, g i is the output of the network. We regress to the difference between the center coordinates and the singular points coordinates instead of the location of the singular points. F smooth−L 1 is the function of the smooth L 1 loss and expressed as
Then, the loss function L 1 for the first step is a joint loss function combined with the categorical cross-entropy loss (Equation (1)) and the regression loss (Equation (2)) and takes the formulation
where N 1 is the number of all samples and scalar λ is used as a weight for balancing the two loss functions. Since only regions in which there might exist singular points are used for location regression,
here label y i is ranged from 0 to 4 and y i = 0 means that object belongs to background. In the second step, candidate patches generated by the proposals are chosen to train the network to calculate orientation information of singular points and refine the location. As candidate patches expanded by proposals are different from these proposals, the patches will be reclassified and regressed to refine the location and orientation information. All patch samples that are generated from a candidate proposal have the same label. We regard these samples, which are generated from background and get high predicted scores in the first step, as hard samples. When training the network, hard samples will be used to improve detection performance. In our works, patch samples and hard samples are selected by a ratio of 1:2. Similar to the location regression, an orientation constraint using the smooth L 1 loss is added in multi-task loss proposed in the first step to learn the proposal network to predict orientations of singular points. In order to learn orientation information more easily, orientation is normalized to [−1, 1]. The orientation constraint L ori can be expressed as
where d j refer to the predicted orientation and o j correspond to the ground-truth orientation after normalization. In the right of Equation (5), |d j − o j | and 2 − |d j − o j | are used to measure the distance between the predicted and the ground truth orientation. Thus, the multi-task loss L 2 for this stage is defined as follows:
Similar to scalar λ in Equation (4), scalar λ and µ are used as weights to balance the loss functions. Finally, we adopt an end-to-end approach combining with a joint loss L = L 1 + αL 2 in two steps, where scalar α is also used as a weight.
In this study, scalar λ, µ and α is fixed to 0.5, 200, 1 respectively. Then, the network is learned through minimizing the loss L using stochastic gradient descent (SGD) with the standard back-propagation. To avoid border effects during training, all the convolutional layers have no padding operations.
Experimental Results
In this section, the experimental results are shown to evaluate the proposed method and its comparison with others. In concrete terms, we firstly presented the experimental setups including datasets, and parameter setups. Secondly, we compared the proposed method with other algorithms in terms of singular points detection performance on fingerprint public datasets FVC2002 DB1 and NIST DB4.
Experimental Setup
The experimental evaluation of the proposed method and its comparison with other algorithms are performed on FVC2002 (800 images) [24] , NIST sd04 (4000 images) [25] and Ten-Finger Card dataset (62,655 images) from a laboratory database. Specifically, we randomly choose 80% data from Ten-Finger Card dataset as training data and the residual data are used for testing. The FVC2002 DB1 and NIST sd04 datasets are randomly sampled 50% for training and testing respectively. Meanwhile, we randomly selected 10% images from training data to generate the validation data to validate the performance of network during training. Obviously, singular points location and orientation (only up-core) of fingerprint images should be marked out artificially for training. However, it is extremely difficult to achieve because it is a time-consuming and labor-intensive work. Thus, we choose the singular points detection algorithm [7] to automatically extract the singular points information of Ten-Finger Card fingerprints, while the singular points of FVC2002 and NIST sd04 fingerprints are manually labeled beforehand as the ground truth labels. Besides, neither enhancement nor segmentation are carried out on all fingerprint images.
In our works, the weights of each layer are initialized by drawing randomly from a Gaussian distribution with zero mean and standard deviation 10 −3 and biases are set to 0. A weight decay with the coefficient 1.0 × 10 −4 is used to prevent overfitting. The learning rate is initialized to 0.001 and changed with iteration steps by an exponent drop.
The Tensorflow (https://www.tensorflow.org/) (version 1.4.1) [26] framework is used to implement the proposed method and the experiments are run on the machine with an Intel Core i7-6700 CPU at 3.4 GHz, 16 GB RAM, and a NVIDIA GeForce GTX 1060 GPU. Moreover, when testing the proposed method, we can even use a CPU to achieve the process.
Singular Points Detection Performance
In this subsection, we compare the detection performance on FVC2002 DB1 and NIST sd04 public datasets to demonstrate the effect of the proposed deep learning detection method with conventional detection algorithms [6, 7, 27] and deep learning detection method [17] . The detection rate and false alarm rate are chosen as the indicators measured. Figure 4 shows some illustrations of the performance of our method on the Ten-Finger Card fingerprint dataset. From Figure 4 , it can be shown that our method could extract the singular points accurately, including the location and orientation information of singular points. In addition, our method could also achieve good performance on poor quality images. Specially, an extracted singular point by our method will be regarded as a truth singular point if the difference between the predicted location coordinates l predicted and the ground truth location l truth is less than 10 pixels, while the difference between the predicted orientation o predicted and the ground truth o truth is less than 20 • . It takes the formulation ||(l predicted − l truth )|| 2 ≤ 10 pixel, |o predicted − o truth | ≤ 20
• .
We compare our proposed algorithm with other algorithms in terms of singular point detection performance on FVC2002 DB1 and NIST sd04 datasets. Tables 1 and 2 describe the detection rate and false alarm rate comparisons with existing detection algorithms on FVC2002 DB1 and NIST sd04 respectively. We note that our method outperforms other detection algorithms on detection performance on the two datasets. In addition, the detection speed of our method is about 95 milliseconds on a GPU averagely. Figure 5 shows some illustrations over the two methods in [7, 17] and our method. As shown in Figure 5 , our method and the method of Qin et al. [17] could achieve better effect than the method of Fan et al. [7] on poor quality images for location information of singular points. For some special issues (e.g., arch fingerprint images), our method could perform better than the two methods. Furthermore, our method could obtain orientation information compared with the two methods. Figure 5 . Illustrations of singular points detection over our method, the method of Fan et al. [7] , the method of Qin et al. [17] from left to right. Red dots and blue triangles denote the core points and delta points respectively, while the red arrows represent the orientations of up-core points. 
Conclusions and Future Lines
This paper presents an end-to-end method for singular points detection and a shallow and wide fully convolutional network, which ensures that a network can process any images with different sizes to generate candidate patches from raw fingerprint images. By setting a default threshold, the network will predict the probability which there exists a singular point in the patch, so location coordinates (center coordinates of the patches) and orientation of a singular point will be calculated after ranking the probabilities. Experimental results show that the proposed method achieves a better performance than other detection algorithms for detection tasks. Moreover, the proposed method is a fully feed-forward step and does not need to process complex preprocessing (e.g., orientation field calculation). Besides, we believe that our method will perform better if using more accurate data (e.g., artificially marked totally) to train the network. In future work, we plan to continue to improve the proposed FCN to generate more precise candidate patches to improve the detection performance. Meanwhile, we will change the training and detection strategies to achieve fingerprint minutiae extraction. 
