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On the direct and inverse transmission eigenvalue problems for
the Schro¨dinger operator on the half line
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Abstract. For the direct problem, we give the asymptotic distribution of the (real
and non-real) transmission eigenvalues for the Schro¨dinger operator on the half line.
For the inverse problem, we prove that the potential can be uniquely determined
by all transmission eigenvalues, the parameter in the boundary condition and some
non-zero value related to the potential (whereas without the certain constant γ). The
reconstruction algorithms are also revealed.
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1. INTRODUCTION
Consider the following problem R(q, h) :
− ψ′′ + q(x)ψ = λψ, 0 < x < 1, (1.1)
− ψ′′0 = λψ0, 0 < x < 1, (1.2)
ψ′(0)− hψ(0) = 0, (1.3)
ψ′0(0)− hψ0(0) = 0, (1.4)
ψ0(1) = ψ(1), ψ
′
0(1) = ψ
′(1), (1.5)
where the potential q(x) is real and belongs to L2(0, 1), λ is the spectral parameter,
and h ∈ R. The λ-values for which the problem R(q, h) has a pair of nontrivial
solutions {ψ, ψ0} are called transmission eigenvalues, which are the energies at
which the scattering from the ’perturbed’ system agrees with the scattering from
the ’unperturbed’ system [2].
Recently, the transmission eigenvalue problems have attracted wide attention
(see, e.g., [2–5, 7–12, 16, 17, 20–27] and the references therein). There are many
interesting studies for the transmission eigenvalue problem with Dirichlet boundary
condition at x = 0 (i.e., ψ(0) = 0 = ψ0(0) instead of (1.3) and (1.4), respectively).
However, when it comes to the boundary condition (1.3), only a few has been done
[2, 25]. Note that there are important physical problems where the boundary con-
dition (1.3) rather than Dirichlet boundary condition at x = 0 is appropriate to use.
For example, the inverse scattering problem for determining the shape of the human
vocal tract [1].
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2The problem R(q, h) was first considered by Aktosun and Papanicolaou [2], who
showed that the potential is uniquely determined by the set of all the transmission
eigenvalues, the parameter h in the boundary condition and the additional constant
γ appearing in (2.11). In the same paper, they raised an open question that whether
the constant γ and the parameter h may be contained in knowledge of transmission
eigenvalues. It was shown in [25] that the uniqueness will not hold without γ. Since
the constant γ has no physical meaning and may not be measured, we should try
to find some other information to replace it. In the Dirichlet case, Wei and Xu
[21] suggested to use some knowledge of the potential near x = 1 to replace γ.
They showed that if q ∈ C(m)(1 − δ, 1] for some δ ∈ (0, 1), and q(j)(1) = 0 for
j = 0, m− 1 and q(m)(1) 6= 0 is known, then the uniqueness holds without γ.
Later, Xu and Yang [22] provided a reconstruction algorithm corresponding to the
uniqueness theorem in [21] for the case m = 0. There is still no result for the
reconstruction algorithm for the casesm ≥ 1.
In this paper, we will generalize the result of Wei and Xu into the non-Dirichlet
case, by using a completely different but briefer method. The proof in this pa-
per implies a reconstruction algorithm for recovering q(x) from all transmission
eigenvalues, h and the non-zero q(m)(1). This reconstruction algorithm can also be
applied to the Dirichlet case.
Note that the problem R(q, h) is non-self-adjoint. Therefore, it is possible that
non-real transmission eigenvalues exist. The existence and distribution of the non-
real transmission eigenvalues for the Dirichlet case have been studied in [10, 11,
20, 23, 24]. In the current paper, we show that in some cases, there exist infinitely
many real eigenvalues and at most a finite number of nonreal eigenvalues, and in
some other cases, there are infinitely many nonreal eigenvalues and at most a fi-
nite number of real eigenvalues. Moreover, we give the asymptotic behavior of the
transmission eigenvalues (including real and nonreal). In the Dirichlet case [24],
we gave the asymptotics of the non-real eigenvalues without the description of the
subscript numbers, which will be supplemented in this paper. The asymptotics of
eigenvalues with the description of subscript numbers has important applications in
the inverse spectral problems, especially for the stability and reconstruction algo-
rithm (see, e.g., [5, 6, 14, 18, 19]).
The paper is organized as follows. In Section 2, we study the asymptotics of the
characteristic function, and give the asymptotic solution of a transcendental equa-
tion. In Sections 3, we study the asymptotics of the zeros of the leading function.
In Section 4, the asymptotics for the transmission eigenvalues are investigated. In
Section 5, we consider the inverse spectral problem for the problem R(q, h). In the
last section, some results related to the Dirichlet case are provided.
32. PRELIMINARIES
In this section, we provide some properties the Jost solution of the equation (1.1),
which is used to obtain the asymptotics of the characteristic function, and give the
known knowledge for seeking the asymptotics of the non-real eigenvalues.
Let λ = k2, and f(k, x) be the Jost solution to (1.1), which satisfies f(k, 1)= eik
and f ′(k, 1) = ikeik. It is known [15] that
f(k, x) = eikx +
∫ 2−x
x
K(x, t)eiktdt, (2.1)
whereK(x, t) satisfies
K(x, t) =
1
2
∫ 1
x+t
2
q(s)ds+
1
2
∫ 1
x
q(s)
∫ t+(s−x)
t−(s−x)
K(s, u)duds, (2.2)
K(x, t) = 0 if x+ t ≥ 2 or x > t. (2.3)
From (2.2) we see that
Kx(x, t) = −
1
4
q
(
x+ t
2
)
+
1
2
∫ 1
x
q(s)[−K(s, t+s−x)−K(s, t−s+x)]ds, (2.4)
Kt(x, t) = −
1
4
q
(
x+ t
2
)
+
1
2
∫ 1
x
q(s)[K(s, t+s−x)−K(s, t−s+x)]ds. (2.5)
It follows from (2.3), (2.4) and (2.5) that
Kx(0, 2) = Kt(0, 2) = −
1
4
q (1) , Kt(x,−x) = −
1
4
q(0), (2.6)
Kt(x, 2− x) = −
1
4
q (1) , Kt(x, 2 + x) = 0, x > 0, (2.7)
Kx(x, x)= −
1
4
q (x)−
1
8
[∫ 1
x
q(s)ds
]2
, Kt(x, x)=−
1
4
q (x) +
1
8
[∫ 1
x
q(s)ds
]2
.
(2.8)
Here we have used the formula∫ 1
tn
∫ 1
tn−1
···
∫ 1
t1
[
n−1∏
j=0
q(tj)
]
dt0···dtn−1 =
1
n!
(∫ 1
tn
q(s)ds
)n
, tn ≤ tn−1 ≤ ··· ≤ t0.
Denote
F (k) := −i[f ′(k, 0)− hf(k, 0)]. (2.9)
It was shown in [2] that the transmission eigenvalues of the problem R(q, h) coin-
cide with the zeros of the characteristic function ∆(λ) := D(k), where
D(k) =
1
2i
[F (k) + F (−k)]−
h
2k
[F (k)− F (−k)]. (2.10)
4It is obvious that D(k) is an even and entire function of k of exponential type. By
the Hadamard’s factorization theorem, we have
D(k) = γE(k), E(k) := k2s
∏
λn 6=0
(
1−
k2
λn
)
, (2.11)
where γ is constant, s ≥ 0 is the multiplicity of the zero eigenvalue, and {λn} are
the nonzero transmission eigenvalues. Moreover, the function D(k) satisfies (see
[2])
D(k)∗ = D(−k∗), ∀k ∈ C,
where k∗ means the conjugate of k. Thus, the distribution of the zeros of function
D(k) is symmetrical with respect to both the real and imaginary axes.
Proposition 2.1. The above functionD(k) can be expressed as
D(k) =
ω
2
−
∫ 2
0
Kx(0, t) cos ktdt+
h2ω
2k2
−
h
k
∫ 2
0
[Kt(0, t) +Kx(0, t)] sin ktdt +
h2
k2
∫ 2
0
Kt(0, t) cos ktdt, (2.12)
whereK(x, t) satisfies (2.2), and
ω :=
∫ 1
0
q(s)ds. (2.13)
Proof. From (2.10) we have
D(k) =−
1
2
[(f ′(k, 0) + f ′(−k, 0))− h(f(k, 0) + f(−k, 0))]
−
h
2ik
[[(f ′(k, 0)− f ′(−k, 0))− h(f(k, 0)− f(−k, 0))]. (2.14)
By virtue of (2.1) and (2.3), we get
f ′(k, 0) + f ′(−k, 0) =ik −K(0, 0)+
∫ 2
0
Kx(0, t)e
iktdt
−ik−K(0, 0)+
∫ 2
0
Kx(0, t)e
−iktdt
=− 2K(0, 0) + 2
∫ 2
0
Kx(0, t) cos ktdt. (2.15)
Similarly, we can also obtain
f ′(k, 0)− f ′(−k, 0) = 2ik + 2i
∫ 2
0
Kx(0, t) sin ktdt, (2.16)
f(k, 0) + f(−k, 0) = 2 + 2
∫ 2
0
K(0, t) cos ktdt, (2.17)
5f(k, 0)− f(−k, 0) = 2i
∫ 2
0
K(0, t) sin ktdt. (2.18)
Substituting (2.15)-(2.18) into (2.14), we get
D(k)=K(0, 0)+
∫ 2
0
[hK(0, t)−Kx(0, t)] cos ktdt
+
h
k
∫ 2
0
[hK(0, t)−Kx(0, t)] sin ktdt. (2.19)
Then integrating by parts in (2.19), and using (2.2) and (2.3), we arrive at (2.12).

If q ∈ W 12 [0, 1], thenKx(0, ·), Kt(0, ·) ∈ W
1
2 [0, 1]. Integrating by parts in (2.12),
and with the help of (2.6) and (2.8), we have
D(k) =
ω
2
+
q(1) sin 2k
4k
+
1
k
∫ 2
0
Kxt(0, t) sin ktdt+
h
2k2
[q(0)− q(1) cos 2k + ωh]
−
h
k2
∫ 2
0
[Ktt(0, t) +Kxt(0, t)] cos ktdt +
h2
k2
∫ 2
0
Kt(0, t) cos ktdt. (2.20)
If q ∈ W 22 [0, 1], taking the derivative on both sides of (2.5) with respect to t, and
letting x = 0, we have
Kxt(0, t) = −
1
8
q′
(
t
2
)
+
1
2
∫ 1
0
q(s)[−Kt(s, s+ t)−Kt(s, t− s)]ds, (2.21)
which implies from (2.7) that
Kxt(0, 2) = −
1
8
q′(1) +
q(1)ω
8
, (2.22)
and from (2.3), (2.6) and (2.8) that
Kxt(0, 0) = −
1
8
q′(0) +
1
2
∫ 1
0
q(s)
[
q(s)
4
+
q(0)
4
−
1
8
(∫ 1
s
q(u)du
)2]
ds
= −
1
8
q′(0) +
1
8
∫ 1
0
q2(s)ds+
q(0)ω
8
−
ω3
48
. (2.23)
Integrating by parts in (2.20), and using (2.22) and (2.23), we have
D(k) =
ω
2
+
q(1) sin 2k
4k
+
Q1 cos 2k
8k2
+
Q2
8k2
+
1
k2
∫ 2
0
[Kxtt(0, t)− h(Ktt(0, t) +Kxt(0, t)) + h
2Kt(0, t)] cos ktdt,
(2.24)
6where
Q1=q
′(1)−q(1)ω−4hq(1), Q2= −q
′(0)+
∫ 1
0
q2(s)ds+q(0)ω−
ω3
6
+4h[q(0)+ωh].
(2.25)
To get the asymptotics of the non-real transmission eigenvalues, we introduce the
following transcendental equation
z − κ log z = w, (2.26)
where κ is a constant in C and log z = log |z|+ i arg z with −pi < arg z ≤ pi.
Proposition 2.2. The transcendental equation (2.26) has a unique solution
z(w) = w + κ logw + κ2
logw
w
+O
(
log2 |w|
|w|2
)
(2.27)
for any sufficiently large |w|.
Proof. The uniqueness has been proved in [24] (see also [13]). Let us show (2.27).
By the Appendix in [24], we see that the solution z of (2.26) satisfies
z = w(1 + ξ), (2.28)
where ξ satisfies the equation
ξ = κ
(
logw
w
+
log(1 + ξ)
w
)
. (2.29)
Note that
log(1 + ξ) = ξ +O(ξ2), ξ → 0 (i.e., |w| → ∞). (2.30)
Substituting (2.29) and (2.30) into (2.28), we obtain (2.27). 
3. ASYMPTOTICS OF ZEROS OF THE LEADING FUNCTION
In this section, we study the asymptotics of the zeros of the function g1(k) defined
in (3.1) below. In this and the next sections, when we count zeros of a function, we
always count the multiple zeros (if there exist) with their multiplicities.
Denote
g1(k) := 8ik
(
ω
2
+
q(1) sin 2k
4k
)
= 4ikω + q(1)(e2ik − e−2ik). (3.1)
It is obvious that if ω = 0 then the zeros of g1(k) are {
npi
2
}n∈Z. If ω 6= 0 then there
are infinitely many non-real zeros of g1(k).
Lemma 3.1. If q(1) 6= 0 then all zeros of g1(k), excepting at most two real or
imaginary ones, are simple algebraically.
7Proof. If ω = 0 it is obvious. Assume ω 6= 0, and let µ0 be some zero of g1 with
multiplicities at lest two. It is obvious that µ0 = 0 if and only if ω = −q(1). Assume
µ0 = σ0 + iτ0 with σ
2
0 + τ
2
0 6= 0. Then we have from (3.1) that
sin(2µ0) = −
2ωµ0
q(1)
, cos(2µ0) = −
ω
q(1)
, (3.2)
which implies
ω2
q(1)2
(1 + 4µ20) = 1. (3.3)
It follows that µ20 ∈ R, and so either σ0 = 0 or τ = 0. If τ = 0 then
µ0 = σ0 =
±
√
q(1)2
ω2
− 1
2
and
∣∣∣∣ ωq(1)
∣∣∣∣ < 1. (3.4)
If σ0 = 0 then
µ0 = iτ0 =
±i
√
1− q(1)
2
ω2
2
and
ω
q(1)
< −1. (3.5)
The equations (3.2)-(3.4) or (3.2), (3.3) and (3.5) are overdetermined, which may
hold only for certain ω
q(1)
. If ω
q(1)
> 1, then all zeros of g1(k) are simple. The proof
is complete. 
Now, let us study the asymptotics of the zeros of g1(k). Let z := −2ik in (3.1)
with Imk ≥ 0. Then we have that e2ikg1(k) = 0 for Imk > 0 is equivalent to that
ze−z = −
q(1)
2w
(1− e−2z),
which implies
z − log z = wn, wn := −2npii− log
(
−
q(1)
2ω
)
− log
(
1− e−2z
)
. (3.6)
By Prop. 2.2 we have
z = wn + logwn +
logwn
wn
+O
(
log2 |wn|
|wn|2
)
, n→ ±∞. (3.7)
It follows that Rez = log n+O(1) which implies
log
(
1− e−2z
)
= O
(
1
n2
)
. (3.8)
8Going back to the second equation in (3.6), we have
logwn = log

(−2npii)

1 + log
(
− q(1)
2ω
)
2npii
+O
(
1
n3
)


= log(−2npii) +
log
(
− q(1)
2ω
)
2npii
+O
(
1
n2
)
, (3.9)
and
logwn
wn
=
log(−2npii)
−2npii
+O
(
log n
n2
)
. (3.10)
Therefore, substituting (3.8)- (3.10) into (3.6) we have
z=−2npii+log(−2npii)−log
(
−
q(1)
2ω
)
+
log(−2npii)
−2npii
+
log
(
− q(1)
2ω
)
2npii
+O
(
log2 n
n2
)
,
(3.11)
which implies from z = −2ik that the zeros of g1(k) in C+ := {k ∈ C : Imk > 0},
denoted by {µn}, have the following asymptotics
µn = npi +
ibn
2
−
bn
4npi
+O
(
log2 n
n2
)
, n→ ±∞, (3.12)
where
bn = log(−2npii)− log
(
−
q(1)
2ω
)
. (3.13)
Since the distribution of the zeros of function g1(k) is symmetrical with respect to
the real and imaginary axes. Let us consider the zeros of g1(k) in the first quadrant,
namely, assume n > 0. In this case, we have
bn =


log(2npi)− log
(
−
q(1)
2ω
)
−
pii
2
, if
q(1)
ω
< 0,
log(2npi)− log
(
q(1)
2ω
)
−
3pii
2
, if
q(1)
ω
> 0.
(3.14)
Let µn := σn + iτn with σn > 0 and τn > 0. With the help of (3.12) and (3.14), we
have that if
q(1)
ω
< 0 then

σn =
(
n +
1
4
)
pi −
log(2npi)− log
(
− q(1)
2ω
)
4npi
+O
(
log2 n
n2
)
,
τn =
1
2
[
log(2npi)− log
(
−
q(1)
2ω
)
+
1
4n
]
+O
(
log2 n
n2
)
;
(3.15)
9if
q(1)
ω
> 0 then

σn =
(
n+
3
4
)
pi −
log(2npi)− log
(
q(1)
2ω
)
4npi
+O
(
log2 n
n2
)
,
τn =
1
2
[
log(2npi)− log
(
q(1)
2ω
)
+
3
4n
]
+O
(
log2 n
n2
)
.
(3.16)
Let k = σ + iτ . Rewrite (3.1 ) as
g1(k) =− 4ωτ + q(1)(e
−2τ − e2τ ) cos 2σ + i[4ωσ + q(1)(e−2τ + e2τ ) sin 2σ].
(3.17)
For sufficiently large n ∈ N, consider the rectangle contour Γn = I1 ∪ I2 ∪ I3 ∪ I4
(see Figure 1), where
I1 : = {k : σ = (n+ 1) pi, |τ | ≤ (n+ 1) pi} , I2 := {k : |σ| ≤ (n + 1)pi = τ} ,
I3 : = {k : −σ = (n+ 1)pi ≥ |τ |} , I4 := {k : |σ| ≤ (n + 1)pi = −τ} .
✲
✻
(n + 1)pi
r
−(n+ 1)pi
r
(n+ 1)pii
r
−(n + 1)pii
r
✻
❄
✲
✛
I1
I2
I3
I4
σ
iτ
0
r
Figure 1. The contour Γn
Letting k start from the point ((n + 1)pi,−(n + 1)pii) and travel round Γn by the
counter-clockwise, and using (3.17), one can easily obtain that if
q(1)
ω
< 0 then the
variations
∆I1arg
g1(k)
ω
= −θ1, ∆I2arg
g1(k)
ω
= (4n+ 4)pi − θ2,
∆I3arg
g1(k)
ω
= −θ3, ∆I4arg
g1(k)
ω
= (4n+ 4)pi − θ4;
10
if
q(1)
ω
> 0 then the variations
∆I1arg
g1(k)
ω
= θ1, ∆I2arg
g1(k)
ω
= (4n+ 4)pi + θ2,
∆I3arg
g1(k)
ω
= θ3, ∆I4arg
g1(k)
ω
= (4n+ 4)pi + θ4;
where θi ∈ (0, pi) and θ1 + θ2 + θ3 + θ4 = 2pi. Thus ∆Γnarg
g1(k)
ω
= (8n + 6)pi
if
q(1)
ω
< 0; ∆Γnarg
g1(k)
ω
= (8n + 10)pi if q(1)
ω
> 0 . By the argument principal of
entire functions, the number of zeros of the function g1(k) inside Γn equals 4n+ 3
if
q(1)
ω
< 0; equals 4n+5 if q(1)
ω
> 0. Therefore, the zeros of g1(k) can be numbered
as follows.
Lemma 3.2. If
q(1)
ω
< 0, then the zeros of g1(k)
k
, denoted by {±µn}n≥0 ∪ {±µ
∗
n}n≥1
with Imµn ≥ 0 and Reµn ≥ 0, satisfy the asymptotic formula (3.15). If
q(1)
ω
> 0,
then the zeros of
g1(k)
k
, denoted by {±µn}n≥0 ∪ {±µ
∗
n}n≥0 with Imµn ≥ 0 and
Reµn ≥ 0, satisfy the asymptotic formula (3.16).
4. ASYMPTOTICS OF THE TRANSMISSION EIGENVALUES
In this section, we study the asymptotics of the transmission eigenvalues under
the assumption q ∈ W 12 [0, 1] or q ∈ W
2
2 [0, 1]. In the latter case, we obtain the more
accurate estimate for the asymptotics of the transmission eigenvalues.
Using (2.20) and (3.1), and taking (2.19) into account, we can rewrite (2.20) as
8ikD(k) = g1(k) +
∫ 2
0
K(t) sin ktdt, (4.1)
where K(t) is some function in L2(0, 2). For arbitrary small ε > 0 and large n,
consider the rectangle contour γn := γ
±
σn
∪ γ±τn , where
γ±σn := {k : σ = σn ± ε, |τ − τn| ≤ ε}, γ
±
τn
:= {k : τ = τn ± ε, |σ − σn| ≤ ε}.
Lemma 4.1. If q(1) 6= 0, then for sufficiently large n > 0 and small ε > 0, the
function g1(k) satisfies
|g1(k)| ≥ Cεe
2|Imk|, ∀k ∈ Γn ∪ γn, (4.2)
where Cε > 0 depends only on ε.
Proof. For ω = 0 it was proved in [14, p.10]. Assume ω 6= 0. Let us first consider
the case k ∈ γn. Denote G1(k) := |g1(k)|
2e−4|Imk|, and
cn := inf
k∈γn
G1(k).
It obvious that cn > 0 for all n ≥ 0. Let us show that the sequence {cn}n≥0 has a
positive lower bound cε which is independent of n. To this end, recall k = σ + iτ .
11
By a direct calculation, we have
|g1(k)|
2 =16ω2(σ2 + τ 2) + q(1)2(e−4τ + e4τ )− 2q(1)2 cos 4σ
+ 8ωq(1)[(e−2τ + e2τ )σ sin 2σ − (e−2τ − e2τ )τ cos 2σ]. (4.3)
It follows that
G1(k) =16ω
2(σ2 + τ 2)e−4τ + q(1)2(e−8τ + 1)− 2q(1)2e−4τ cos 4σ
+ 8ωq(1)[(e−6τ + e−2τ )σ sin 2σ − (e−6τ − e−2τ )τ cos 2σ]. (4.4)
From (3.15) and (3.16) we have σne
−2τn →
∣∣∣ q(1)4ω ∣∣∣ as n → ∞. It follows that
when k ∈ γ±τn ,
σe−2τ = (σn + t)e
−2(τn±ε) →
∣∣∣∣q(1)4ω
∣∣∣∣ e∓2ε, n→∞, (4.5)
and
sin 2σ = sin 2(σn + t) = ± cos 2t+ o(1) when ∓
q(1)
ω
> 0, (4.6)
here t ∈ [−ε, ε]. Substituting (4.5) and (4.6) to (4.4) we have
G1(k) = q(1)
2(1 + e∓4ε − 2e∓2ε cos 2t) + o(1), k ∈ γ±τn , n→∞. (4.7)
Denote p1(t) := 1 + e
∓4ε − 2e∓2ε cos 2t. It is easy to see that p1(t) has minimum
value at t = 0. Thus, we have
G1(k) ≥ q(1)
2(1− e∓2ε)2 + o(1), k ∈ γ±τn, n→∞. (4.8)
Similar to (4.7), we can also obtain that for k ∈ γ±σn ,
G1(k) = q(1)
2(1 + e−4t − 2e−2t cos 2ε) + o(1), n→∞. (4.9)
where t ∈ [−ε, ε]. Denote p2(t) := 1 + e
−4t − 2e−2t cos 2ε. One can easily obtain
that p′2(t) > 0 for e
−2t < cos(2ε) and p′2(t) < 0 for e
−2t > cos(2ε). Thus, it follows
that
G1(k) ≥ q(1)
2 sin2 2ε+ o(1), k ∈ γ±σn, n→∞. (4.10)
Together with (4.8) and (4.10), we have proved cn > cε > 0.
Now let us pay attention to case k ∈ Γn. Denote
Cn := inf
k∈Γn
G1(k).
Since g1(k) is odd and satisfies g1(k)
∗ = g1(−k
∗), we only need to consider k ∈
Γn ∩ {k : Rek ≥ 0, Imk ≥ 0}.
For k ∈ {k : 0 ≤ σ ≤ (n+ 1)pi, τ = (n+ 1)pi}, we have
G1(k) = q(1)
2 + o(1). (4.11)
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For k ∈ {k : σ = (n + 1)pi, 1
4
logn ≤ τ ≤ (n + 1)pi}, or equivalently, σ =
σn + (n+ 1)pi − σn and τ = τn + t with t ∈ [
1
4
logn− τn, (n + 1)pi − τn], similar
to (4.9), and using (3.15) and (3.16), we have
G1(k) = q(1)
2(1 + e−4t) + o(1), n→∞. (4.12)
For k ∈ {k : σ = (n + 1)pi, 0 ≤ τ ≤ 1
4
logn}, we get
G1(k) = 16ω
2(n+ 1)2pi2e−4τ [1 + o(1)]→∞, n→∞. (4.13)
Together with (4.11)-(4.13), we obtain that {Cn}n≥0 has a positive lower bound C
′.
Taking Cε = min{cε, C
′}, we complete the proof. 
Using Lemma 4.1 and (4.1) we get that |g1(k)| > |8ikD(k) − g1(k)| for k ∈
Γn ∪ γn for large n. By the Rouche´’s theorem, we conclude that the number of
zeros of the function kD(k) coincides with the number of zeros of g1(k) inside Γn
or γn. It follows from Lemma 3.1 that all sufficiently large zeros ofD(k) are simple.
By Lemma 3.2, the zeros of the function D(k) can be numbered as follows: when
q(1)
ω
< 0 denote the zeros ofD(k) by {±kn}n≥0 ∪{±k
∗
n}n≥1; when
q(1)
ω
> 0 denote
the zeros of D(k) by {±kn}n≥0 ∪ {±k
∗
n}n≥0. Moreover,
kn = µn + εn, εn = o(1), n→∞. (4.14)
Let us estimate εn. Substituting (4.14) into (4.1), by a direct calculation, we have
sin 2εn =
2iq(1) sin 2µn cos 2εn + 4iω(µn + εn) +
∫ 2
0
K(t) sin(µn + εn)tdt
−2iq(1) cos 2µn
.
(4.15)
Using the asymptotics of µn, and noting g1(µn) = 0 and K(·) ∈ L
2(0, 2), we get
{εn} ∈ l
2. .
If q ∈ W 22 [0, 1], then we can substitute (4.14) into (2.24), and obtain the more
accurate expression of εn. Indeed, using (3.15) and (3.16) we have
cos 2(µn+εn) =
2npiωi
q(1)
[1+O(n−1)] = cos 2µn,
1
µn + εn
=
1
npi
[
1 +O
(
logn
n
)]
.
(4.16)
Comparing (4.1) with (2.24), we have∫ 2
0
K(t) sin ktdt =
Q1i cos 2k
k
+
Q2i
k
+
∫ 2
0
K1(t) cos ktdt
k
, (4.17)
whereK1(·) ∈ L
2(0, 2). It follows from (4.16) and (4.17) that∫ 2
0
K(t) sin(µn + εn)tdt = −
2Q1ω
q(1)
(1 + αn) , (4.18)
where {αn} ∈ l
2. Substituting (4.18) into (4.15), we obtain
εn = −
Q1
4npiq(1)
+
βn
n
, {βn} ∈ l
2. (4.19)
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When ω = 0, the asymptotics of zeros of D(k) can be obtained easier (see, e.g.,
[14]). Let us summarize what we have proved.
Theorem 4.1. (i) Assume ω :=
∫ 1
0
q(t)dt 6= 0 and q(1) 6= 0. Denote the trans-
mission eigenvalues of the problem R(q, h) by {λn}n≥0 ∪ {λ
∗
n}n≥1 if
q(1)
ω
< 0; by
{λn}n≥0 ∪ {λ
∗
n}n≥0 if
q(1)
ω
> 0. If q ∈ W 12 [0, 1] then the sequence {λn}n≥0 has the
following asymptotics √
λn = µn + εn, {εn} ∈ l
2.
If q ∈ W 22 [0, 1] then the sequence {λn}n≥0 has the following asymptotics√
λn = µn −
Q1
4npiq(1)
+
βn
n
, {βn} ∈ l
2.
Here the asymptotics of {µn} is given in (3.15) and (3.16), andQ1 appears in (2.25).
(ii) Assume ω = 0 and q(1) 6= 0. Then the transmission eigenvalues, denoted by
{λn}n≥1, have the following asymptotics√
λn =
npi
2
+ αn, {αn} ∈ l
2 if q ∈ W 12 [0, 1]; (4.20)
√
λn =
npi
2
−
Q1 + (−1)
nQ2
2q(1)npi
+
κn
n
, {κn} ∈ l
2 if q ∈ W 22 [0, 1], (4.21)
where Q1 and Q2 are given in (2.25).
When q(1) = 0 and q′(1) 6= 0, the asymptotics of the transmission eigenvalues
can be studied similarly. We provide the following theorem without proving it.
Theorem 4.2. Assume q ∈ W 22 [0, 1], q(1) = 0 and q
′(1) 6= 0.
(i) If ω :=
∫ 1
0
q(t)dt 6= 0, then the transmission eigenvalues of the problem
R(q, h), denoted by {λn}n≥0 ∪ {λ
∗
n}n≥1 if
q′(1)
ω
> 0; by {λn}n≥1 ∪ {λ
∗
n}n≥1 if
q′(1)
ω
< 0, have the following asymptotics√
λn = µ
1
n + εn, {εn} ∈ l
2,
where
µ1n =


npi + i
[
log(2npi)−
1
2
log
(
−
q′(1)
2ω
)]
if
q′(1)
ω
< 0,(
n+
1
2
)
pi + i
[
log(2npi)−
1
2
log
(
q′(1)
2ω
)]
if
q′(1)
ω
> 0.
(ii) If ω = 0, then the transmission eigenvalues, denoted by {λ±n }n≥1, have the
following asymptotics √
λ±n = npi + s
± + αn, {αn} ∈ l
2,
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where
s± =


±
1
2
arccos
(
−
Q2
q′(1)
)
if
∣∣∣∣ Q2q′(1)
∣∣∣∣ < 1,
−
i
2
log
(
−
Q2
q′(1)
±
√
Q22
q′(1)2
− 1
)
if
∣∣∣∣ Q2q′(1)
∣∣∣∣ > 1,
and Q2 is given in (2.25).
Remark 4.1. From Theorems 4.1 and 4.2, we know that if q(1) 6= 0 or q′(1) 6=
0, then all the transmission eigenvalues with sufficiently large modulus are simple
algebraically. Under the condition of Theorem 4.1(i) or Theorem 4.2(i), there exist
at most finitely many real transmission eigenvalues; under the condition of Theorem
4.1(ii), there exist at most finitely many non-real transmission eigenvalues.
5. INVERSE SPECTRAL ANALYSIS
In this section, we consider the inverse spectral problems. In [2], Aktosun and
Papanicolaou have provided the uniqueness theorem and reconstruction algorithm
for recovering the potential from all transmission eigenvalues, h and γ (appearing
in (2.11)). We shall prove that some knowledge of the potential can replace the
constant γ.
Theorem 5.1. The potential function q(x) is uniquely determined by h and all the
transmission eigenvalues if one of the following conditions holds
(i)
∫ 1
0
q(x)dx 6= 0 is known;
(ii) q ∈ L2(0, 1)∩Wm+12 (1− δ, 1] with somem ≥ 0 and δ ∈ (0, 1), and q
(v)(1) = 0
for v = 0, m− 1 and q(m)(1) 6= 0 is known.
Proof. (i) From (2.12) and (2.11) we see that if
∫ 1
0
q(x)dx 6= 0 is given, then
γ =
1
2
∫ 1
0
q(x)dx
[
lim
k→+∞
E(k)
]−1
. (5.1)
Following the uniqueness theorem in [2], we complete the proof for (i).
(ii) It is known that the Jost solution f(k, x) satisfies f(k, x) = eikxp(k, x) with
p(k, x) = 1−
1
2ik
∫ 1
x
(1− e2ik(t−x))q(t)p(k, t)dt. (5.2)
Take k = iτ with τ < 0 in (5.2), solve it by the method of successive approxima-
tions, and get
p0(iτ, x) = 1, pn+1(iτ, x) =
1
2τ
∫ 1
x
(1− e−2τ(t−x))q(t)pn(iτ, t)dt, (5.3)
p(iτ, x) =
∞∑
n=0
pn(iτ, x). (5.4)
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It is easy to show
|pn(iτ, x)| ≤
e−2τ(1−x)
(∫ 1
x
|q(t)|dt
)n
τnn!
, n ≥ 1.
Thus the series (5.4) is absolutely and uniformly convergent. Let us seek the asymp-
totics of p(iτ, 0) and p′(iτ, 0) as τ → −∞ under the condition in Theorem 5.1(ii).
Note that for x ∈ [0, 1− δ] there holds∫ 1
x
e−2τtq(t)dt =
(∫ 1−δ
x
+
∫ 1
1−δ
)
e−2τtq(t)dt
= −
q(m)(1)e−2τ
(2τ)m+1
+O(e2τ(δ−1)), τ → −∞, (5.5)
for x ∈ [0, 1] there holds∣∣∣∣
∫ 1
x
e−2τtq(t)dt
∣∣∣∣ ≤
∣∣∣∣
∫ 1−δ
x
e−2τtq(t)dt
∣∣∣∣+
∣∣∣∣
∫ 1
1−δ
e−2τtq(t)dt
∣∣∣∣
≤
∣∣q(m)(1)∣∣ e−2τ
|2τ |m+1
+O(e2τ(δ−1)), τ → −∞. (5.6)
In each pn(iτ, t), there must have the term
∫ 1
s
e−2τξq(ξ)dξ (there also has the term(∫ 1
x
q(s)ds
)n
/n!, which, however, is independent of e−2τ ). It follows from (5.3),
(5.4), (5.5) and (5.6) that for x ∈ [0, 1− δ]
p(iτ, x) = p1(iτ, x)[1 + o(1)] =
q(m)(1)e2(x−1)τ
(2τ)m+2
[1 + o(1)], τ → −∞. (5.7)
Using (5.2) we have
p′(iτ, x) = −
∫ 1
x
e−2τ(t−x)q(t)p(iτ, t)dt, (5.8)
which implies from (5.2) again that
p′(iτ, x) = 2τ(p(iτ, x)− 1)−
∫ 1
x
q(t)p(iτ, t)dt. (5.9)
It follows from (5.6), (5.7) and (5.9) that
p′(iτ, x) =
q(m)(1)e2(x−1)τ
(2τ)m+1
[1 + o(1)], x ∈ [0, 1− δ], τ → −∞. (5.10)
Thus, we have
f ′(iτ, 0) = p′(iτ, 0)− τp(iτ, 0) =
q(m)(1)e−2τ
2m+2τm+1
[1 + o(1)], τ → −∞. (5.11)
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Together with (2.9), (6.4) and (5.11), we obtain
F (iτ) = −
iq(m)(1)e−2τ
2m+2τm+1
[1 + o(1)], τ → −∞. (5.12)
Substituting (5.12) into (2.10), and noting F (iτ)→ 0 as τ → +∞, we get
D(iτ) = −
1
4
·
q(m)(1)e−2τ
(2τ)m+1
[1 + o(1)], τ → −∞. (5.13)
Therefore, the constant γ in (2.11) can be uniquely recovered by all the transmission
eigenvalues and q(m)(1) by the following formula
γ = lim
τ→−∞
−q(m)(1)e−2τ
4E(iτ)(2τ)m+1
. (5.14)
Following the uniqueness theorem in [2], we complete the proof. 
Remark 5.1. The reconstruction algorithm for recovering the potential q(x) from
all transmission eigenvalues, h and the constant γ have been given in [2]. This fact
together with the formulas (5.1) and (5.14) implies the reconstruction algorithms
for recovering q(x) from all transmission eigenvalues and h with the non-zero value∫ 1
0
q(s)ds or q(m)(1).
6. THE DIRICHLET CASE
In the Dirichlet case, (i.e., the boundary conditions (1.3) and (1.4) are respectively
replaced by ψ(0) = 0 and ψ0(0) = 0), the characteristic functionD(k) satisfies (see
[2])
D(k) =
1
2ik
[f(k, 0)− f(−k, 0)], (6.1)
and
D(k) =
∫ 1
0
q(x)dx
2k2
+ o
(
1
k2
)
, |k| → ∞, k ∈ R. (6.2)
SinceD(k) here is also an even and entire function of k of exponential type. By the
Hadamard’s factorization theorem,
D(k) = γE0(k), E0(k) := k
2s
∏
λn 6=0
(
1−
k2
λn
)
, (6.3)
where γ is constant, s ≥ 0 is the multiplicity of the zero eigenvalue, and {λn} are
the nonzero transmission eigenvalues.
Note that (5.7) implies
f(iτ, 0) =
q(m)(1)e−2τ
(2τ)m+2
[1 + o(1)], τ → −∞. (6.4)
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It follows from (6.1) and (6.4) that
D(iτ) = −
q(m)(1)e−2τ
(2τ)m+3
[1 + o(1)], τ → −∞, (6.5)
which implies
γ = lim
τ→−∞
−q(m)(1)e−2τ
E0(iτ)(2τ)m+3
. (6.6)
By (6.2) and (6.3), we also get
γ =
1
2
∫ 1
0
q(x)dx
[
lim
k→+∞
k2E0(k)
]−1
. (6.7)
The formulas (6.6) and (6.7) together with the reconstruction algorithms in [4] or
[22] imply the reconstruction algorithm for recovering the potential from all trans-
mission eigenvalues and the non-zero value
∫ 1
0
q(s)ds or q(m)(1).
Using (6.1) and the properties of the Jost solution in Section 2, we also get the
asymptotics of the functionD(k). If q ∈ W 12 [0, 1] then
D(k) =
∫ 1
0
q(s)ds
2k2
−
q(1) sin 2k
4k3
−
1
k3
∫ 2
0
Ktt(0, t) sin ktdt. (6.8)
If q ∈ W 22 [0, 1] then
D(k) =
ω
2k2
−
q(1) sin 2k
4k3
+
Q3 cos 2k −Q4
8k4
−
1
k4
∫ 2
0
Kttt(0, t) cos ktdt, (6.9)
where
Q3 = −q
′(1) + q(1)ω, Q4 = −q
′(0) + q(0)ω −
∫ 1
0
q2(s)ds+
ω3
6
. (6.10)
The equation (6.9) are almost the same as (2.24). By the same discussion as that
in Section 3, we obtain the following theorem.
Theorem 6.1. (i) Assume ω :=
∫ 1
0
q(t)dt 6= 0 and q(1) 6= 0. Denote the Dirichlet
transmission eigenvalues by {λn}n≥1 ∪ {λ
∗
n}n≥1 if
q(1)
ω
> 0; by {λn}n≥0 ∪ {λ
∗
n}n≥1
if
q(1)
ω
< 0. If q ∈ W 12 [0, 1] then the sequence {λn} has the following asymptotics√
λn = µn + εn, {εn} ∈ l
2.
If q ∈ W 22 [0, 1] then the sequence {λn} has the following asymptotics√
λn = µn +
Q3
4npiq(1)
+
βn
n
, {βn} ∈ l
2.
Here the asymptotics of {µn} is given in (3.15) for the case
q(1)
ω
> 0 and (3.16) for
the case
q(1)
ω
< 0, and Q3 appears in (6.10).
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(ii) Assume ω = 0 and q(1) 6= 0. Then the Dirichlet transmission eigenvalues,
denoted by {λn}n≥1, have the following asymptotics√
λn =
(n + 1)pi
2
+ αn, {αn} ∈ l
2 if q ∈ W 12 [0, 1]; (6.11)
√
λn =
(n+ 1)pi
2
+
Q3 + (−1)
nQ4
2q(1)npi
+
κn
n
, {κn} ∈ l
2 if q ∈ W 22 [0, 1], (6.12)
where Q3 and Q4 are defined in (6.10).
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