This paper considers the problem of estimation of the population mean of the study character under ratio method of imputation when some observations in the sample data are missing at random and the information on an auxiliary variable is readily available on both the occasions in two-occasion successive sampling.
Introduction
Non-response is one of the major problems encountered by the survey statisticians. Longitudinal surveys (surveys on successive occasions) are more prone to this problem than single occasion survey. For example, in agriculture yield surveys, it might be possible that crop on certain plots are destroyed due to some natural calamities or disease so that yield on these plots are impossible to be measured. Such non-response may have different patterns and causes. Statisticians have recognized for some time that if the suitable information about the nature of non-response in the population is unknown, the inference concerning population parameters may be spoiled. Many denoted by r 1 , the set of responding units by R 1 and that of non-responding units by c 1 R . A random sub-sample   m s of m = nλ units is retained (matched) for its use on the second occasion from the units which responded at the first occasion and it is assumed that these matched units will respond at the second (current) occasion as well. A fresh simple random sample (s u ) (without replacement) of u = (n -m) = nµ units is drawn on the second occasion from the entire population so that the sample size on the second occasion remains n. Let the number of responding units out of sampled u units, which are drawn afresh on the current occasion, be denoted by r 2 , the set of responding units by R 2 and that of non-responding units by n  1n  m  m  2m  r  r  u  2u  1r  2r x , z , y , x , z , x , y , y , z , z , z : The sample means of the respective variables based on the sample sizes shown in suffices. 
The fractions of respondents in the samples of sizes n and u respectively.
The fractions of non-respondents in the samples of sizes n and u respectively.
Formulation of the Estimator
We consider two independent estimators of the population mean Y on the second (current) occasion that use information on an auxiliary variable   1 2 z z . Estimators are proposed to cope with the problems of non-response on both the occasions. The first estimator is based on the sample of size u drawn afresh on the second (current) occasion. The missing values are replaced by the derived imputed values generated through the ratio method of imputation. The following ratio method of imputation has been considered for the missing data on the second (current) occasion: •i
The second estimator based on the sample of size m, which is common to both the occasions and utilizes the information from the first occasion. Since, there is non-response on the first occasion as well; therefore, the missing values are replaced by the derived imputed values using the following ratio method of imputation. Hence, the data after imputation takes the following form: 
Therefore, the second estimator for estimating the population mean Y on the second (current) occasion is a new ratio type estimator based on a sample of size m (= n) common to both occasions and utilizes the ratio method of imputation for imputing the missing values on the first occasion and it is defined as
Considering the convex linear combination of estimators T 1u and T 1m ; the final estimator T for estimating the population mean Y at the second (current) occasion is proposed as:
where φ is an unknown real constant to be determined so as to minimize the mean square error of the estimator T.
Properties of the Proposed Estimator
Since, 1u T and 1m T both are ratio and ratio type estimators, they are biased for population mean Y , therefore, the resulting estimator T defined in equation (6) is also a biased estimator of Y .
Using the MCAR response mechanism for given 1 2 r , r , u,m and n, the bias B (.) and mean square error M (.) of the estimator T are derived (ignoring fpc) up-to the first order of approximations and shown in the following theorems: 
Theorem 4.2:
The mean square error of the estimator T of the population mean Y , to the first order of approximations and ignoring finite population corrections is given by o N , hence it is ignored for large population size.
Remark 4.2:
The expression of mean square error is derived under assumption that the coefficients of variation of the variables x, y, z 1 and z 2 are approximately equal.
2. 1. Minimum Mean Square error of the Estimator T
Since the mean square error of the estimator T in equation (10) is the function of the unknown constant φ , therefore, it is minimized with respect to φ and subsequently the optimum value of φ ( say opt.
Now substituting the value of opt.
φ in equation (10), we have the optimum mean square error of the estimator T as (14) Further, substituting the values from equations (11) and (12) in equation (14) 
M(T) is derived as
where (15) is the function of μ. To estimate the population mean on each occasion, a good choice for μ is 1 (the case of no matching) while for estimating the change from one occasion to the other, μ should be 0 (the case of complete matching). But to design a strategy that would be efficient for both the problems simultaneously, the optimum choice of μ is desired.
Optimum Replacement Policy
The M(T) opt. in equation (15) is a function of  (fraction of fresh sample on the current occasion), which is an important factor in reducing the cost of the survey. It is also the functions of f 1 , f 2 and various correlations μ from equation (16) into equation (15), we have the optimum value of mean square error of T , which is shown below
6. Special Cases The optimum fraction of the fresh sample to be drawn in this case is obtained as 
Efficiency Comparison
The percent relative loss in efficiency of the estimator T with respect to the estimator under the same circumstances but under the complete information (with no missing data) has been obtained to judge the effect of non-response on the precision of estimates under the two-occasion successive (rotation) sampling.
Consider the following estimator of Y   * * 1u 1m
where ψ is an unknown real constant to be determined by the minimization of the mean square error of the estimator τ .
Since, the estimator τ is based on two different non-overlapping samples and the covariance type term is   A B + C -ACμ
where G = B + C -A and M T -M τ L = ×100 M T respectively.
Empirical Study
The expressions of the minimum µ and the percent relative losses 1 μ do not exist. 
Interpretation of Empirical Results
The following interpretations can be read out from the Tables 1-3. (1) From with the increasing values of 1 t . Thus, the higher the non response rate on the first occasion, the larger the fresh sample is required on the current occasion along with the enhance precision of the estimates. 
Conclusions and Recommendations
In the above empirical results, it may be seen that for all studied cases the loss in precisions were observed, but the losses were appreciably low, even in many cases negative losses (gains) were observed, which indicate the effectiveness of the rotation patterns developed with the help of suggested imputation methods. Hence, it may be concluded that the imputation methods used in this work, may be utilized effectively to handle the problems of non-response in search of good rotation patterns in two-occasion successive sampling if suitable auxiliary information is available on both the occasions. Looking on the novel behaviors of the proposed estimators, we may recommend the survey statisticians to utilize it for their practical uses.
