A distinguished set for a semi-simple real Lie algebra is a finite set that spans the Lie algebra and has the property that the Lie bracket of every two elements of that set is, up to some constant, an element in the set, and conversely, for any element in the set, there is a pair of elements in the set whose Lie bracket is, up to some constant, that element. We show that every semi-simple real Lie algebra admits such a set and provide a structural procedure to construct it.
Introduction and main result
Let g be a semi-simple complex Lie-algebra, and g 0 be a real form of g. We start with the following definition: Definition 1.1. A finite subset A = {X 1 , . . ., X m } of g 0 is distinguished if (i) A spans g 0 , (ii) for any pair (X i , X j ) ∈ A × A, there exists an X k ∈ A and a constant c k i j ∈ R such that
and conversely, (iii) for any X k ∈ A, there exists a pair (X i , X j ) ∈ A × A and a nonzero constant c k i j ∈ R such that (1) holds. Motivations for investigating distinguished set will be given shortly in the next subsection.
We define an equivalence relation on the collection of subsets of g 0 as follows: For two subsets A and A ′ , we write A ⊑ A ′ if for any X ∈ A, there is an X ′ ∈ A such that X ′ = cX for some nonzero c ∈ R. We write A ≡ A ′ if A ⊑ A ′ and A ′ ⊑ A. It should be clear that if A is distinguished, then so is A ′ . This, in particular, implies that the above definition of distinguished set can be carried over to P(g 0 ), i.e., the associated projective space.
Denote by ad X (·) := [X, ·] the adjoint action, and B(X, Y ) := tr(ad X ad Y ) the Killing form. Let h be a Cartan subalgebra of g, and ∆(g, h) (or simply ∆ if there is no ambiguity) be the set of roots. For each α ∈ ∆, we let h α ∈ h be such that α(H) = B(h α , H). Denote by α, β := B(h α , h β ), which is an inner-product defined over the R-span of ∆. We denote 1Corresponding author: X. Chen. X. Chen is with the ECEE Department, University of Colorado, Boulder. Email: xudong.chen@colorado.edu.
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by |α| := α, α the length of α. Let H α := 2h α/|α| 2 . For a root α ∈ ∆, let g α be the corresponding root space.
Suppose, for the moment, that one aims to obtain a distinguished set for the semi-simple complex Lie algebra g; then, with slight modification, such a set can be obtained via the Chevalley basis [12, Chapter VII], which we recall below: Lemma 1.1. There are X α ∈ g α , for α ∈ ∆, such that the following hold:
1. For any α ∈ ∆, we have [X α , X −α ] = H α , with B(X α , X −α ) = 2 /|α| 2 .
2. For any two non-proportional roots α, β, we let β + nα, with −q ≤ n ≤ p, be the α-string containing β. Then,
where N α,β ∈ Z with N α,β = −N −α,−β and N 2 α,β = (q + 1) 2 .
Remark 1.2.
The X α 's in Lemma 1.1 are not unique. Let X ′ α be defined such that X ′ α := r α X α for some nonzero constant r α ∈ C. For example, if (i) r α r −α = 1 for all α ∈ ∆, and (ii) r α r β = ±r α+β for all α, β ∈ ∆ such that α + β is a root, then the X ′ α 's also satisfy the two items in Lemma 1.1.
For any α, β ∈ ∆, we have [H α , X β ] = 2 α,β /|α| 2 X β , with 2 α,β /|α| 2 ∈ Z. It thus follows from Lemma 1.1 that A := {H α , X α , X −α | α ∈ ∆} is a distinguished set of g.
The semi-simple complex Lie algebra g can also be viewed as a Lie algebra over R, which we denote by g R . We call such a real Lie algebra complex. Note that the R-span of A ∪ iA is g R , and since 2 α,β /|α| 2 and N α,β are integers, the set A ∪ iA is a distinguished set of g R . Also, note that if g 0 is the R-span of A, i.e., a split real form of g, then A is a distinguished set of g 0 . However, if g 0 cannot be realized as a real split form of g, then there does not exist such a set of X α 's so that they belong to g 0 .
The main contribution of the paper is to provide a constructive proof for the following result:
Theorem 1.3. Every semi-simple real Lie algebra admits a distinguished set.
It suffices to prove Theorem 1.3 for the case where g 0 is simple. Moreover, by the above arguments, we assume in the sequel that g 0 is non-complex and is not a split real form of g.
For the remainder the section, we provide motivations for distinguished set in Subsection 1.1; a reader not interested in these applications can skip this subsection. We then review structure theory for simple real Lie algebra in Subsection 1.2. A distinguished set for any semi-simple real Lie algebra will be constructed explicitly in Subsection 1.3.
Motivation
Our main motivationfor investigating the existence of distinguished sets comes from geometric control theory, and more specifically, differential equations evolving on Lie groups. To illustrate the idea, we provide below two examples. We do not intend to provide all the technical details of the examples, but rather leave the presentation for another occasion.
1. Nonholonomic motion planning. Consider a differential equation evolving on a real matrix Lie group G, with g 0 its Lie algebra, as follows:
where A = {X 1 , . . ., X n } is assumed to span g 0 (usually, n ≥ m), ǫ > 0, and
is a set of real-valued continuous functions as the control inputs. Suppose that G is equipped with a metric d(·, ·). Then, given an initial condition ξ 0 ∈ G at time t 0 ≥ 0 and a final condition ξ f ∈ G at time T > 0, one aims to find the control inputs {u i (·)} m i=1 such that the solution to (2) starting from ξ(0) = ξ 0 satisfies d(ξ(T), ξ f ) = O(ǫ p ), for some p ∈ Z + . We refer to (2) as a control-affine system, and the problem of finding the set of control inputs as nonholonomic motion planning. The existence of such control inputs is guaranteed if the Lie algebra generated by {X i } m i=1 is g 0 , which is a consequence as the Chow-Rachevsky Theorem.
Nevertheless, it is in general difficult to find such control inputs. A constructive approach for finding the u(·)'s is to use the Magnus Lie series [18] . Specifically, one expresses the solution to (2) as ξ(t) = e Z(t) , where Z(t) ∈ g 0 is given by the following formal series in ǫ:
where U(t) andŨ(t) are given by
One can truncate the series for Z(t) at different depths of Lie brackets to "approximate" the trajectory ξ(t) up to different degrees of accuracy. The Magnus Lie series has been leveraged in [16] to address the nonholonomic motion planning problem. In particular, it is shown that under appropriate conditions, periodic control inputs can be explicitly constructed, by taking advantage of the results of [7] , to achieve this task. The constructive approach involves computation of recursive brackets of the X i 's, which can easily get complicated as the degree of accuracy p increases. However, if the set A is a distinguished set generated by the X i 's for i = 1, . . ., m, then computation of the control inputs can be significantly simplified due to the fact that the structure coefficients in this case are sparse. 2. Ensemble Controllability. Ensemble control deals with the problem of using a limited number of control inputs to simultaneously steer a large population of structurally identical systems [17, 1] . Consider, for example, a continuum ensemble of control-affine systems, parametrized by δ over a closed interval [a, b], defined over G:
The ensemble of systems is thus control-affine and δ-affine. We call the ensemble approximately controllable if for (i) any initial profile ξ(0, δ) ∈ C 0 ([a, b], G) and any target profilê
(ii) any time T > 0, and (iii) any error tolerance ǫ, there exists control inputs {u i (t)} n i=1 such that the solution of (3) at time
We show below that if A = {X k } n k=1 is a distinguished set of g 0 , then approximate ensemble controllability follows. Recall that the one-step Lie extension of (3) gives rise to a new control-affine ensemble system as follows:
where the control inputs u i j (·)'s are independent of the u i (·)'s. It is known that the original ensemble system (3) is approximately controllable if and only if the Lie extended system is [20, 1] . One can repeatedly apply Lie extensions and obtain the following:
Now, suppose that the X i 's form a distinguished set, then above expression can be significantly simplified as follows:
k (·)'s are similarly defined. Now, by the Stone-Weierstrass theorem, one is able to approximate any arbitrary continuous function c k (t, δ) by a finite linear combination of the u
does not contain 0). In particular, one can steer the ensemble system (3) to approximately follow the trajectory generated by the following dynamics:
which implies approximate ensemble controllability.
Background of structure theory
We recall here a few definitions and facts about structure theory of simple real Lie algebras.
A Cartan involution θ : g 0 → g 0 is a Lie algebra automorphism, with θ 2 = id, and moreover, the symmetric bilinear form B θ , defined as B θ (X, Y ) := −B(X, θY), is positive definite on g 0 . Note that θ can be extended to g as θ(X + iY ) = θ X + iθY.
Let h 0 be a Cartan subalgebra of g 0 , which can be chosen to be θ-stable, i.e., θ(h 0 ) = h 0 . Let g 0 = k 0 ⊕ p 0 , where k 0 (resp. p 0 ) is the +1-eigenspace (resp. −1-eigenspace) of θ. Their complexifications will, respectively, be denoted by k and p. Since θ is a Lie algebra automorphism, we have that
We further decompose h 0 = a 0 ⊕ t 0 , where a 0 and t 0 are subspaces of p 0 and k 0 , respectively. The roots in ∆(g, h) are real on a 0 ⊕ it 0 . We say that h 0 is maximally compact (resp. minimally compact) when the dimension of t 0 (resp. a 0 ) is as large as possible. If a minimally compact h 0 is such that h 0 ⊆ p 0 , then g 0 is a split real form of g. Every semi-simple complex Lie algebra g has a split real form, which is unique up to isomorphism [11, Theorem 5.10] .
Given a θ-stable Cartan subalgebra h 0 , one can obtain a maximally compact Cartan subalgebra by subsequently applying the Cayley transformation [15, . We hence assume in the sequel that h 0 is maximally compact. We say that a root is imaginary (resp. real) if it takes imaginary (resp. real) value on h 0 , and hence vanishes over a 0 (resp. t 0 ). If a root is neither real nor imaginary, then it is said to be complex. It is known [15, Proposition 6 .70] that if h 0 is maximally compact, then there are no real roots and vice versa.
Note that if α is a root, then θα is also a root, defined as (θα)(H) := α(θH) for any H ∈ h; indeed, if we let X α ∈ g α , then
Since θ is Lie algebra automorphism, B(X, Y ) = B(θ X, θY) for all X, Y ∈ g. In particular, θα(H) = B(H α , θH) = B(θH α , H), which implies that H θα = θH α . We also note that if α is imaginary, then θα = α. Thus, g α is θ-stable. Since g α is one dimensional, it must be contained in either k or p. An imaginary root α ∈ ∆(g, h) is said to be compact (resp.
Let ∆ + ⊂ ∆ be a positive system. Now, suppose that g 0 is simple; then, to each triplet (g 0 , h 0 , ∆ + ), there associates a Vogan diagram (see [14] [15, Sec. VI-8]), defined as the Dynkin digram, which corresponds to (g, h, ∆ + ), with two pieces of additional structure: One is an automorphism (i.e., θ) of order 1 or 2 of the diagram, which is indicated by labeling the 2-element orbits; the other is a subset of the 1-element orbits, which is indicated by painting the vertices corresponding to the elements in the subset. The elements in the 2-element orbits correspond to complex roots. The painted (resp. unpainted) elements (in the 1-element orbits) correspond to non-compact (resp. compact) imaginary roots.
If two triplets
share the same Vogan diagram, then g 0 and g ′ 0 are isomorphic. On the other hand, the same simple real Lie algebra g 0 may give rise to different Vogan diagrams (e.g., via different choices of positive systems). By the celebrated Borel-de Siebenthal theorem [5] , one can always choose a positive system so that at most a single vertex of the Vogan diagram is painted. We refer to [9] for characterizing equivalence classes of Vogan diagrams. Affine Vogan diagrams [13] were introduced as alternatives to Vogan diagrams, with an advantage that they can represent a given real semi-simple Lie algebra uniquely, up to diagram automorphism [10] . Affine Vogan diagrams were subsequently utilized to classify finite order automorphisms on real simple Lie algebras [8] . Vogan diagrams were also generalized to classify real forms of Kac-Moody Lie algebras [3, 4] . Finally, we note that an alternative approach for classification of real semi-simple Lie algebra is via Satake diagrams which, in contrast to a Vogan diagram, are built upon maximally non-compact Cartan subalgebras (see [2, 19] and [6, Chapter 32] ). Given an abstract Vogan diagram, one can construct a semi-simple real Lie algebra g 0 , together with a maximally compact Cartan subalgebra h 0 , and a positive system ∆ + so that the triplet (g 0 , h 0 , ∆ + ) gives rise to the given Vogan diagram [15, Theorem 6 .88]. Furthermore, along the construction, one can choose the Cartan involution θ such that θ X α = σ α X θα , where
We will assume such a relationship in the sequel. Note that for any root α, σ α = σ −α = σ θα = σ −θα . It follows from (5) that the sum of two compact (or non-compact) imaginary roots is imaginary while the sum of one compact imaginary and one non-compact imaginary is non-compact imaginary. Thus, if α, β, α + β are imaginary roots, then σ α σ β σ α+β = 1. We further note that N θα,θ β = σ α σ β σ α+β N α,β .
Construction of distinguished sets.
We construct in the subsection a distinguished set of g 0 . To proceed, we first have the following result: Proposition 1.4. Let g 0 be a semi-simple real Lie algebra. Then, there is a Cartan involution θ, a maximally compact Cartan subalgebra h 0 , and a set of X α ∈ g α , for α ∈ ∆(g, h), such that (6) and the items of Lemma 1.1 are satisfied. Moreover,
Proof. Choose θ and X α 's so that (6) and the items of Lemma 1.1 are satisfied. We modify, if necessary, the X α 's along the proof so that Y α and Z α belong to g 0 .
To proceed, we first show that θ X α ∈ g −α . For any H ∈ h, we have [H,
The inner-product B θ defined on g 0 can be extended to a Hermitian inner-product on g as follows: B θ (X, Y ) := −B(X, θY). In particular, B(X α , θ X α ) < 0. On the other hand, from the first item of Lemma 1.1, we have B(X α , X −α ) = 2 /|α| 2 > 0. Since g −α is one-dimensional (over C) and both θ X α and X −α belong to g −α , it follows that θ X α = −r α X −α for some r α > 0.
We now show that the X ′ α 's defined above still satisfy (6) and the two items of Lemma 1.1. For (6) , it suffices to show that r α = r θα for α a complex root. We have
Since α, α = θα, θα , we have r α = r θα . For the two items of Lemma 1.1, it suffices to show that r α r β/r α+β = 1 (by Remark 1.2). We have
Since N α,β is real and N α,β = −N −α,−β , it follows that r α r β /r α+β = 1. We can thus assume, without loss of generality, that the X α 's are chosen so that X α = −θ X −α for all α ∈ ∆. It then follows that Y α and Z α belong to g 0 .
For a subset S ⊂ g 0 , we let Gen(S) be the subset generated by S, i.e., it is the smallest subset of g 0 which contains S and is closed under Lie bracket. We further let D(S) be a subset of g 0 , which is equivalent to Gen(S) (i.e., D(S) ≡ Gen(S)) and is smallest in cardinality if it is finite. We now have the following definition:
With the above definition, and the elements Y α , Z α defined in Prop. 1.4, we have the following result: Theorem 1.5. Let g 0 be a simple real Lie algebra. Suppose that g 0 is non-complex and is not a split real form of g; then, the subset {Y α , Z α | α ∈ ∆}, with Y α and Z α defined in Prop. 1.4 , is pre-distinguished. Theorem 1.3 is then a corollary of the result. Theorem 1.5 will be established toward the end of the paper. The proof of Theorem 1.5 will be divided into different cases, depending on whether g is classical or exceptional, and whether ∆(g, h) contains a complex root or not. The remainder of the paper is organized as follows: In Sec. §2, we provide a few preliminary results which will be of great use in the analysis. Then, in Sec. §3 and §4, we prove the result for classical real Lie algebras. In Sec. §5, we deal with exceptional real Lie algebras.
Definitions, notations, and preliminary results
We first recall the following facts about an abstract root system: Lemma 2.1. Let ∆ be a reduced abstract root system. Then,
2. For any α, β ∈ ∆, 2 α,β /|β| 2 = 0, ±1, ±2, ±3. Further, if α, β are non-proportional and |α| ≤ | β|, then 2 α,β /|β| 2 = 0, ±1.
3. Let β + nα, for −p ≤ n ≤ q, be the α string containing β. Then, p − q = 2 α,β /|α| 2 , p + q ≤ 3, and p + q = 3 if and only if the root system is G 2 .
It is known [15, Theorem 6 .94] that if a simple real Lie algebra g 0 is non-complex, then its complexification g is simple. Thus, a Vogan diagram for g 0 , as well as the associated Dynkin diagram, is connected. Also, note that the only connected Dynkin diagrams admitting nontrivial automorphisms are A n , D n and E 6 . Further, note that if a Vogan diagram for g 0 has 2-element orbits and its associated Dynkin diagram is A n for n even, then g 0 has to be sl(n + 1, R), which is a split real form of g. We summarize the fact below: Lemma 2.2. Let g 0 be defined as in Theorem 1.5. Suppose that a Vogan diagram for g 0 contains a complex root; then, the associated Dynkin diagram is A n for n odd, D n , or E 6 . In particular, all roots in ∆(g, h) share the same length.
Recall that two roots α and β are orthogonal if α, β = 0. Further, if α ± β are not roots, then α and β are strongly orthogonal. We have the following fact: Proposition 2.3. Let g 0 be defined as in Theorem 1.5. Suppose that a Vogan diagram for a triplet (g 0 , h 0 , ∆ + ) has a complex root; then, for any complex root α ∈ ∆(g, h), α and θα are strongly orthogonal. In particular,
Proof. Note that if α and θα are orthogonal, then they have to be strongly orthogonal because otherwise, |α ± θα| 2 = 2|α| 2 , which contradicts Lemma 2.2. Now, let ∆ + be a positive system. It suffices to show α, θα = 0 for α positive. Let α = α i ∈∆ + n i α i , where the α i 's are simple roots. The proof is carried out by induction on n, with n := i n i . For the base case where α is simple, α and θα are orthogonal. This holds because there does not exist an edge connecting α and θα in a Vogan diagram for g 0 (By Lemma 2.2, the Vogan diagram is either A n for n odd, D n , or E 6 , and see Fig. 1 ):
For the inductive step, we assume that α is not simple, and write α = β + γ with β and γ positive roots. At least one root, say β, is complex because otherwise (β + γ) is imaginary. There are two cases, depending on whether γ is imaginary or complex.
Case 1: γ is imaginary. Since (β + γ) is a root, 2 β,γ /|γ| 2 = −1 by Lemma 2.1. Thus,
Figure 1: Dynkin diagrams A n for n odd, D n , and E 6 , together with the nontrivial automorphisms.
Case 2: γ is complex. First, note that γ ±β, and moreover, γ ±θ β because if γ = θ β, then (β + θ β) is imaginary and if γ = −θ β, then (β − θ β) is real. Appealing to the induction hypothesis, β, θ β = γ, θγ = 0. Thus,
All roots in ∆(g, h) share the same length, which we normalize to be √ 2. With such normalization, any inner-product of two roots is an integer. Now, suppose that α, θα is nonzero, then by Lemma 2.1, it has to be ±1. But then, β, θγ = ±1/2, which is not an integer. The contradiction then implies that α, θα has to be 0.
Finally, (7) follows from computation.
Following Prop. 2.3, we define, for each root α ∈ ∆, a subset of g 0 as follows:
We let S := ∪ α∈∆ Φ α .
It should be clear that S spans g 0 . If S is pre-distinguished, then so is {Y α , Z α | α ∈ ∆}. Define a sequence of subsets S (k) , for k ∈ N, as follows: For k = 0, we simply let S (0) := S, and for k ≥ 1, we recursively define
Toward the end of the paper, we will prove that S (k) ⊑ S (k+1) for any k ∈ N, and moreover, these exists an
. For the moment, we let g be a complex semi-simple Lie algebra. For an element X ∈ g, we denote by ad X (·) := [X, · ] the adjoint representation of g. A Cartan subalgebra h of g is maximal among the abelian subalgebras such that ad X , for X ∈ h, are simultaneously diagonalizable.
To proceed, we first have the following result:
If β {±α, θα}, then
We omit the proof as the result follows directly from computation. Note that (7) and (9) combined imply that [Φ α , Φ β ] ≡ Φ α , for β ∈ {±α, ±θα}. We also note that α, β ± θ β = β, α ± θα . Thus, if either α or β is imaginary, then the first two expressions of (9) are zero. To investigate the right hand side of (10), we need the following definition:
Definition 2.1. Two roots α and β form a matched pair (α, β) if both α + β and α − θ β are roots.
For a later purpose, we define, for each matched pair (α, β), a subset of g 0 as follows:
We will see that if (α, β) is a matched pair, then up to scaling, the terms on the right hand side of (10) belong to Ψ α,β .
Classical real Lie algebras with only imaginary roots
We consider here the case where all roots in ∆ are imaginary. Since θα = α for all α ∈ ∆, H α − H θα = 0 and i(
The section is divided into two parts, dealing with two cases depending on whether the root system of g is (i) A n or D n , or (ii) B n or C n . The results are established in Props. 3.2 and 3.4, respectively. The former case is relatively easy as we will see that there is no matched pair, and hence Ψ α,β is empty for all α, β ∈ ∆. The latter case is, however, more complicated due to the existence of matched pairs.
Root system is either A n or D n
In this case, all roots share the same length. which we normalize to be √ 2. We start by stating a corollary of Lemma 2.1.
Lemma 3.1. Let the root system of g be either A n or D n . Let α, β ∈ ∆ be two nonproportional roots. Then, α + β and α − β cannot be roots at the same time.
Proof. First, note that if α and β are orthogonal (i.e., α, β = 0), then they have to be strongly orthogonal. Because otherwise, α ± β are roots and |α ± β| 2 = |α| 2 + | β| 2 , which contradicts the fact that all roots share the same length. Next, we assume that α, β 0. Then, from item 2 of Lemma 2.1, α, β = ±1. Consider the string α + nβ for −p ≤ n ≤ q with p ≥ 0 and q ≥ 0. From item 3 of Lemma 2.1, |p − q| = | α, β | = 1, which implies that α + β and α − β cannot be roots at the same time.
Lemma 3.1 implies that either X α+β or X α−β is zero. and hence either Y α+β (resp. Z α+β ) or Y α−β (resp. Z α−β ) is zero. The arguments above then imply that the right hand side of each equation of (10) contains at most only one nonzero term. In other words, Ψ α,β = 0, for all α, β ∈ ∆. We thus have the following result:
Root system is either B n or C n
We decompose the set of roots into two disjoint subsets ∆ = ∆ S ∪ ∆ L so that the roots in ∆ S (resp. ∆ L ) share the same length, and |α| < | β| if α ∈ ∆ S and β ∈ ∆ L . We further normalize the lengths of the roots so that |α| 2 = 2 for α ∈ ∆ S and | β| 2 = 4 for β ∈ ∆ L . Then, by item 2 of Lemma 2.1, α, β is an integer for all α, β ∈ ∆. We first have the following fact about matched pairs: Lemma 3.3. If (α, β) is a matched pair, then α, β ∈ ∆ S and α ± β ∈ ∆ L . Moreover, α is orthogonal to β, and α + β is orthogonal to α − β.
Proof. Consider the β string α + nβ that contains α, with −p ≤ n ≤ q. Since p ≥ 1, q ≥ 1, and p + q ≤ 2 by item 3 of Lemma 2.1, we have that p = q = 1, and hence α, β = 0. So, |α + β| 2 = |α − β| 2 = |α| 2 + | β| 2 . It thus follows that α, β ∈ ∆ S and α ± β ∈ ∆ L . Finally, by computation, α + β, α − β = |α| 2 − | β| 2 = 0.
We prove in the section the following fact: Proposition 3.4. If the root system of g is B n or C n , then
Prop. 3.4 will be established toward the end of the section. We compute S (1) and S (2) , and show that S (2) ≡ S (1) . Computation of S (1) . We have the following fact: 
If (α, β) is a matched pair, then
[Φ α , Φ β ] ≡ Ψ α,β .
If α + β is a root and α − β is not, then
Proof. For item 1, α, β are strongly orthogonal, and hence [Φ α , Φ β ] = 0 by computation. For item 2, α and β are orthogonal by Lemma 3.3, and N 2 α,β = N 2 α,−β . So, by (10) and (12), [Φ α , Φ β ] ≡ Ψ α,β . For item 3, we have α, β = −1, and hence by (12) , iH β , Φ α ≡ {Y α , Z α } and iH α , Φ β ≡ {Y β , Z β }. Then, from (10) and the fact that α − β is not a root,
Computation of S (2) . It suffices to compute
The results are given in Lemmas 3.7 and 3.9, respectively.
We first compute [Ψ α,β , Φ γ ]. For each triplet of roots (α, β, γ), we define P α,β,γ := {±α ± β ± γ}. We need the following fact: Lemma 3.6. Let (α, β) be a matched pair, and γ ∈ ∆. Suppose that there is a root in P α,β,γ , denoted by µ; then, the following hold:
1. If γ ∈ ∆ S , then ±µ are the only roots in P α,β,γ .
If γ ∈ ∆ L , then there exists a matched pair
Proof. If γ ∈ {±α, ±β}, then clearly item 1 holds. If γ ∈ {±α ± β}, then P α,β,γ does not contain a root. Thus, in the remainder of proof, we let γ {±α, ±β, ±α ± β}. We assume, without loss of generality, that µ := α+ β+γ is a root. Then, α+ β, γ = −2 by items 1 and 2 of Lemma 2.1. We consider two cases:
Case 1: γ ∈ ∆ S . Since γ ∈ ∆ S and γ {±α, ±β}, we have α, γ = β, γ = −1, and hence α − β, γ = 0. If suffices to show that α − β and γ are strongly orthogonal. Suppose, to the contrary, that α − β + γ and α − β − γ are roots; then,
which cannot hold. Case 2: γ ∈ ∆ L . Since α + β, γ = −2, we assume, without loss of generality, that α, γ < 0, and hence α + γ is a root. Moreover, from item 2 of Lemma 2.1, α, γ = −|γ| 2 /2 = −2. It then follows that β, γ = 0, and hence α − β, γ = −2. Thus, α − β + γ is a root and α − β − γ is not. We thus conclude that (α ′ , β ′ ), where α ′ = (α + γ) and β ′ = β, form a matched pair, and that {±α ′ ± β ′ } are the only roots in P α,β,γ , as claimed.
With Lemma 3.6 at hand, we compute [Ψ α,β , Φ γ ]:
Lemma 3.7. Let (α, β) be a matched pair, and γ ∈ ∆. If P α,β,γ does not contain 0 or a root,
where ±µ are the roots in P α,β,γ .
If
where {±α ′ ± β ′ } are the roots in P α,β,γ .
We refer to the Appendix for a proof of Lemma 3.7. We now compute [Ψ α,β , Ψ α ′ ,β ′ ]. For two matched pairs (α, β) and (α ′ , β ′ ), we define Q α,β,α ′ ,β ′ := {±α ± β ± α ′ ± β ′ }. To proceed, we reproduce root systems of B n and C n in R n : Let e 1 , . . ., e n be the standard basis of R n with the standard inner-product. Then, the roots of C n are ∆ S = ±e i ± e j | 1 ≤ i j ≤ n and ∆ L = {±2e i | 1 ≤ i ≤ n}. It should be clear that in this case, any two roots in ∆ L cannot be a root, and hence Q α,β,α ′ ,β ′ , does not contain a root. On the other hand, for B n , the roots are
Moreover, we have the following:
Lemma 3.8. Let the root system of g be B n . Define I α,β,α ′ ,β ′ := {α, β} ∩ {±α ′ , ±β ′ }. Then, there are three cases:
The above results directly follow from (13) . With Lemma 3.8 at hand, we compute
where Ψ α ′′ ,β ′′ is nonzero if and only if {±α ′′ ± β ′′ } are the roots in Q α,β,α ′ ,β ′ .
We refer to the Appendix for a proof of Lemma 3.9.
With the above lemmas, we prove Prop. 3.4:
Proof of Prop. 3.4 . We have shown S (2) ⊑ S (1) . On the other hand, since S ⊑ S (1) , we have S (1) ⊑ S (2) . Thus, S (2) ≡ S (1) .
Classical real Lie algebras with complex roots
We consider the case where ∆ contains at least a complex root. Lemma 2.2 implies that the associated Dynkin diagram is either A n (for n odd) or D n . All roots share the same length, which we normalize to be √ 2. It follows that if α, β ∈ ∆ are non-proportional, then α, β = 0, ±1, and moreover, N 2 α,β = 0, 1. Thus, each term on the right hand side of (10) is either 0 or, up to scaling, an element in Φ α+β , or Φ α−θ β , or Ψ α,β . Divide ∆ into two subsets ∆ im and ∆ comp , which are comprised of imaginary and complex roots, respectively.
We first have the following result about matched pairs:
Lemma 4.1. For any two roots α, β with β ±α, ±θα, the following hold:
1. If α or β is imaginary, then (α, β) cannot be a matched pair.
2. If α, β, and α + β are complex roots, then α − θ β is not a root.
3. If α, β are complex roots and α + β is an imaginary root, then α − θ β is also an imaginary root. Moreover, α + β and α − θ β are strongly orthogonal, and are both compact/non-compact.
Proof of Lemma 4.1. For item 1, we first note that if β is imaginary, then θ β = β, and hence from Lemma 3.1, α + β and α − β cannot be roots at the same time. Next, we assume that α is imaginary and β is complex. Suppose, to the contrary, that both α + β and α −θ β are roots; then α, β = −1 and α, θ β = 1. On the other hand, we have α, β = θα, θ β = α, θ β , which is a contradiction. For item 2, we note that by Prop. 2.3, the three pairs of roots (α, θα), (β, θ β), (α + β, θ(α + β)) are strongly orthogonal. Thus,
Since, in this case, orthogonality of two roots imply strong orthogonality, we have that α − θ β is not a root.
For item 3, we first note that
By item 1 of Lemma 2.1, α − θ β is a root. Moreover,
Thus, α − θ β is imaginary. Further, we have
The fact that α + β and α − θ β are of the same type follows from [15, Prop. 6 .104].
We establish in the section the following result:
Proposition 4.2. If the there is a complex root in ∆, then
Computation of S (1) . We have the following fact:
Lemma 4.3. Let α, β ∈ ∆ and β ±α, ±θα. Consider the set {α ± β, α ± θ β}; there are four cases:
If there is no root in the set, then
Proof. For item 1, α is strongly orthogonal to β and θ β, and hence [Φ α , Φ β ] = 0. For item 2, we note that neither α + β nor α − θ β is a root. We also note that α, β = − α, θ β = − θα, β = 1. Thus, from (9), we obtain
which are the only nonzero commutators among [Φ α , Φ β ]. For item 3, we prove for the case α + β ∈ ∆ comp . We first note that α − θ β is not a root by item 2 of Lemma 4.1, and hence [{Y α , Z α }, {Y β , Z β }] ≡ {Y α+β , Z α+β }. We then note that α, β = −1, and hence β, α + θα = α, β + θ β and β, α − θα = α, β + θ β cannot be zero at the same time. Thus, from (9),
For item 4, we note that α, β = − α, θ β = −1, and N 2 α,β = N 2 α,−θ β = 1. Item 4 then follows from (10) and (12) .
Computation of S (2) . We compute below [Ψ α,β ,
The results are given in Lemmas 4.5 and 4.7, respectively.
We first compute [Ψ α,β , Φ γ ]. Since θ is acts trivially on the roots, the set P α,β,γ is now defined as follows:
Note that by Lemma 4.1, (α + β) and (α − θ β) are imaginary, and hence P α,β,γ is closed under −θ. We have the following fact: Lemma 4.4. Let (α, β) be a matched pair, and γ ∈ ∆. Suppose that there is a root in P α,β,γ , denoted by µ; then, the following hold:
1. If γ ∈ ∆ comp , then {µ, −θ µ} are the only roots in P α,β,γ .
2. If γ ∈ ∆ im , then there is a matched pair (α ′ , β ′ ) with µ = α ′ + β ′ such that ν := α ′ −θ β ′ is another root in P α,β,γ . Moreover, {±µ, ±ν} are the only roots in P α,β,γ .
Proof. If γ ∈ {±α, ±θα, ±β, ±θ β}, then item 1 holds trivially. Thus, for the remainder of the proof, we let γ {±α, ±θα, ±β, ±θ β}. We assume, without loss of generality, that µ = α+β+γ is the root. Then, α+β, γ = −1. Since γ {±α, ±θα, ±β, ±θ β}, either α, γ = −1 or β, γ = −1. We assume without loss of generality that α, γ = −1, and hence α + γ is a root. We next show that α − θγ cannot be a root. Suppose it is, then (α, γ) is a matched pair, and hence γ ∈ ∆ comp . In particular, µ = α + β + γ is complex. Thus, µ, θ µ = 0 by Prop. 2.3. On the other hand, since γ −θ β,
which is a contradiction.
We now prove items 1 and 2, respectively. Note that it suffices to consider the elements in P α,β,γ whose coefficients of α are 1. The other elements in P α,β,γ can be obtained by applying −θ, e.g., −(α + β) + γ = −θ(α + β − θγ).
Case 1: γ ∈ ∆ comp . First, note that α+β is imaginary, and hence by item 2 of Lemma 4.1, α + β − θγ cannot be a root. Next, note that α + γ + β ∈ ∆ comp , and hence α + γ − θ β cannot be a root by Lemma 4.1. It remains to show that α − θ β − θγ is not a root. Since α − θγ is not a root, α, θγ ≤ 0 by item 1 of Lemma 2.1. But then, α − θ β, θγ = α, θγ ≤ 0. Thus, either α − θ β and θγ are orthogonal, or α − θ β + θγ is a root. In either case, α − θ β − θγ cannot be a root.
Case 2: γ ∈ ∆ im . By the same argument in the above case, α + β − θγ is not a root. Since γ is imaginary and β, γ = 0, we have θ β, γ = β, θγ = β, γ = 0. In particular, α − θ β, γ = α, γ = −1. Thus, ν := α − θ β + γ is a root and α − θ β − γ is not. Moreover, the two roots (α + γ) and β form a matched pair.
With Lemma 4.4 at hand, we have the following result: Lemma 4.5. Let (α, β) be a matched pair, and γ ∈ ∆. If P α,β,γ contains neither 0 nor a root, then,
where µ, −θ µ are the roots in P α,β,γ .
For
where α ′ + β ′ and α ′ − θ β ′ are roots in P α,β,γ .
We refer to the Appendix for a proof. Computation of [Ψ α,β , Ψ α ′ ,β ′ ]. Since θ acts non-trivially on ∆, we let Q α,β,α ′ ,β ′ be defined as follows:
To proceed, we reproduce root systems, with desired Cartan involutions (∆, θ), for A n (with n odd) and D n . Recall that {e 1 , . . ., e n } is the standard basis of R n . If the corresponding root system is A n , then ∆ = {e i − e j | i j}, and we let θ act on ∆ by sending e i to −e n+1−i . Then, ∆ im = {e i − e j | i j, i + j = n + 1}. Note, in particular, that the sum of any two imaginary roots is not a root, and hence Q α,β,α ′ ,β ′ cannot contain a root.
On the other hand, if the associated root system is D n , then ∆ := {±e i ± e j | 1 ≤ i j ≤ n} and θ acts on ∆ by negating the sign of e n . Thus, ∆ comp = {±e i ± e j | i j n} and ∆ im = {±e i ± e n | i n}.
Following (15), we have the following fact:
Lemma 4.6. Let the corresponding root system of g be D n . Define I α,β,α ′ ,β ′ := {α, θα, β, θ β}∩ {±α ′ , ±θα ′ , ±β ′ , ±θ β ′ }. Then, there three cases:
With Lemma 4.6 at hand, we establish the following result:
Lemma 4.7. Let (α, β) and (α ′ , β ′ ) be matched pairs. Then,
where Ψ α ′′ ,β ′′ is nonzero if and only if α ′′ + β ′′ and α ′′ − θ β ′′ are roots in Q α,β,α ′ ,β ′ .
We refer to the Appendix for a proof of the lemma. With the lemmas above, we prove Prop. 4.2:
Proof of Prop. 4.2. Combining the facts that S ⊑ S (1) and S (2) ⊑ S (1) , we conclude that S (2) ≡ S (1) .
Exceptional real Lie algebras

Exceptional real Lie algebras with only imaginary roots
The corresponding root system is E n for n = 6, 7, 8, G 2 and F 4 .
Case 1: Root system is E n for n = 6, 7, 8. Since all roots share the same length, we obtain by Lemma 3.1 the following fact: Proposition 5.1. If the root system is E n for n = 6, 7, 8, then S is distinguished.
Case 2: Root system is G 2 . We reproduce the root system ∆ = ∆ S ∪ ∆ L as vectors in R 3 , where ∆ S := {±(e i − e j ) | 1 ≤ i j ≤ 3} and ∆ L := {±(e i + e j − 2e k ) | {i, j, k} = {1, 2, 3}}. Denote by K 4 the Klein four group, and K * 4 ⊂ K 4 the collection of non-identity elements. Define a map ρ : ∆ → K * 4 such that ρ(µ) = ρ(ν) if and only if µ and ν are proportional or orthogonal. The map ρ is not unique; there are 6 maps that satisfy the above condition, the others of which can be obtained from ρ by permuting the elements in K * 4 . Note that for any κ ∈ K * 4 , ρ −1 (κ) is comprised of 4 elements {±(e i − e j ), ±(e i + e j − 2e k )}. We summarize below a few facts:
Note that if α ± β and α ′ ± β ′ belong to the same ρ −1 (κ), then {α, β} ≡ {α ′ , β ′ }, and hence Ψ α,β ≡ Ψ α ′ ,β ′ . We can thus write Ψ κ without ambiguity (up to sign). By computation, we have the following result:
The Lemma above then leads to the following fact:
Case 3: Root system is F 4 . We reproduce the root system ∆ = ∆ S ∪ ∆ L as vectors in R 4 , where
Note that if (α, β) is a matched pair, then α, β belong to the same ∆ S i for some i = 1, 2, 3, and moreover, {±α ± β} ⊂ ∆ L . Further, by computation,
We next compute S (2) . For [Ψ α,β , Φ γ ], we note that the same statements of Lemmas 3.6 and 3.7 apply to the case here, and hence [Ψ α,β , Φ γ ] ⊑ S (1) . To evaluate [Ψ α,β , Ψ α ′ ,β ′ ], we first define a map τ : ∆ L → K * 4 such that τ(µ) = τ(ν) if and only if µ and ν are proportional or orthogonal. For any κ ∈ K * 4 , τ −1 (κ) is comprised of 8 elements {±e i ± e j , ±e k ± e l } with {i, j, k, l} = {1, 2, 3, 4}. We note that if (α + β, α − β) is a matched pair, then τ(α + β) = τ(α − β). We also note that if µ, ν, and µ + ν are roots in ∆ L , then τ(µ + ν) = τ(µ)τ(ν). For a given κ ∈ K * 4 , we let {±µ, ±ν, ±µ ′ , ±ν ′ } be the roots in τ −1 (κ), and define
Recall that Q α,β,α ′ ,β ′ = {±α ± β ± α ′ ± β ′ }. By computation, we have the following result:
Lemma 5.5. Let (α, β) and (α ′ , β ′ ) be matched pairs, with κ := ρ(α+ β) and
where
In particular, S (1) ⊑ S (2) , and hence S (2) ⊑ S (3) . We now show that S (3) ⊑ S (2) . It suffices to evaluate [S (2) , Σ κ ], and by computation, we obtain the following result: Lemma 5.6. The following hold for [S (2) , Σ κ ]:
The lemma above leads to the following fact:
Proposition 5.7. If the root system is F 4 , then S (2) is distinguished.
Exceptional real Lie algebras with complex roots
The associated root system can only be E 6 . We reproduce the root system in R 9 , with desired Cartan involution. First, we define vectors {v i , w i | i = 1, 2, 3} in R 3 as v i := e j − e k and w i := (e j + e k − 2e i )/3, where (i, j, k) is a cyclic rotation of (1, 2, 3) . Then, the roots of E 6 , represented by vectors in R 9 , are comprised of {±(w i , w j , w k ) | i, j, k ∈ {1, 2, 3}} and
The Cartan involution θ acts ∆ by sending (r, s, t) to (r, t, s). It thus follows that there is no real root, and
We further decompose ∆ comp = 3 i=1 ∆ comp i , where for each i, we let
, and {i, j, k} = {1, 2, 3}}. (17) The analysis for the case here is similar to the previous case F 4 ; indeed, if one replaces each ∆ S i with ∆ comp i and ∆ L with ∆ im , then the results, as well as the analyses, established there can be carried over to the current case. Specifically, we first note that if (α, β) is a matched pair, then α, β have to belong the same subset ∆ comp i , and {α + β, α − θ β} ⊂ ∆ im . Further, by computation, we obtain
Next, to evaluate S (2) , we note that Lemmas 4.4 and 4.5, as well as the proofs, still hold.
for some i ∈ {1, 2, 3}. Several properties of the map τ remain valid. Specifically, if (α, β) is a matched pair, then τ(α + β) = τ(α − β). Also, if µ, ν, and µ + ν are roots in ∆ im , then τ(µ + ν) = τ(µ)τ(ν). For a κ ∈ K * 4 , we let Σ κ be defined as is in (16) . Further, we let Q α,β,α ′ ,β ′ be defined as is in (14) . Then, similarly to Lemma 5.5, we have the following: 
A.2 Proof of Lemma 3.9
To establish the result, we need the following fact: 
In particular, (N α+β,−β−γ ± N β−α,γ−β ) 2 = (N α+β,γ−β ± N β−α,−β−γ ) 2 .
Proof. The first equality of (19) follows from item 2 of Lemma 1.1. To establish the second one, we note the following fact (see [ 
In the case here, we let s := α + β, t := −β − γ, u := β − α, v := γ − β.
Then, s + t + u + v = 0, and no two of {s, t, u, v} have sum 0. Further, we note that N u,s = N v,t = 0 since neither u + s = 2β nor v + t = −2β is a root. Thus, by (21) and the fact that N u,t = −N t,u , N α+β,−β−γ N β−α,γ−β = N α+β,γ−β N β−α,−β−γ .
With Lemma A.1 at hand, we establish Lemma 3.9:
Proof of Lemma 3.9. We consider two cases depending on whether the root system is B n or C n . Case 1: Root system is C n . In this case, two non-proportional roots µ, ν ∈ ∆ L are strongly orthogonal. We consider the intersection of {α ± β} and {±α ′ ± β ′ }; there are three cases: First, if {α ± β} ∩ {±α ′ ± β ′ } = , then [Ψ α,β , Ψ α ′ ,β ′ ] = 0. Next, if {α ± β} ∩ {±α ′ ± β ′ } = {α + β}, then where the last equality follows from the fact that H α±β = H α ± H β .
Case 2: Root system is B n . We consider the intersection I α,β,α ′ ,β ′ defined in Lemma 3.8; there are three cases: First, if I α,β,α ′ ,β ′ = , then [Ψ α,β , Ψ α ′ ,β ′ ] = 0. Next, if I α,β,α ′ ,β ′ = {α, β}, then by the facts that α + β is orthogonal to α − β and that H α±β = H α ± H β , we obtain [Ψ α,β , Ψ α ′ ,β ′ ] ≡ {iH α , iH β }. 
The first equality of (22) follows from item 2 of Lemma 1.1. To establish the second one, we first let u := α + β, v := α ′ − β, s := θ β − α, and t := −α ′ − θ β. Note that u + v + s + t = 0, and no two of {u, v, s, t} have sum 0. Thus, appealing again to [11, Lemma 5.3] , we obtain N s,t N u,v + N t,u N s,v + N u,s N v,t = 0. Since u + s = −(v + t) = β + θ β is not a root, N u,s N v,t = 0. We thus conclude that the second equality of (22) follows.
