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We study the factorization of polynomials of the form Fr(x) =
bxq
r+1 − axqr + dx − c over the ﬁnite ﬁeld Fq . We show that these
polynomials are closely related to a natural action of the projec-
tive linear group PGL(2,q) on non-linear irreducible polynomials
over Fq . Namely, irreducible factors of Fr(x) are exactly those poly-
nomials that are invariant under the action of some non-trivial
element [A] ∈ PGL(2,q). This connection enables us to enumerate
irreducibles which are invariant under [A]. Since the class of poly-
nomials Fr(x) includes some interesting polynomials like xq
r − x
or xq
r+1 − 1, our work generalizes well-known asymptotic results
about the number of irreducible polynomials and the number of
self-reciprocal irreducible polynomials over Fq . At the same time,
we generalize recent results about certain invariant polynomials
over the binary ﬁeld F2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A basic formula in the theory of ﬁnite ﬁelds is the equation
xq
r − x =
∏{
f (x) ∈ Fq[x]
∣∣ f (x) is monic, irreducible and deg f (x) | r}. (1)
As a consequence, deﬁning
νq(n) :=
∣∣{ f (x) ∈ Fq[x] ∣∣ f (x) is irreducible, monic and deg( f ) = n}∣∣,
the well-known asymptotic formula (originally due to C.F. Gauss) follows:
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n
n
as n → ∞. (2)
(The notation an ≈ bn for real sequences (an)n1, (bn)n1 means that an/bn → 1 for n → ∞.) Eq. (2)
implies that approximately 1/n out of all monic polynomials of degree n are irreducible.
A similar result is known for irreducible self-reciprocal monic (srim) polynomials over Fq . Recall
that a polynomial f (x) ∈ Fq[x] of degree n is called self-reciprocal if f (x) = xn f (1/x). The degree of
every non-linear srim polynomial is even, and a result of H. Meyn [8] states that the irreducible
factors of degree > 1 of the polynomial
Hr(x) = xqr+1 − 1 (3)
are exactly the srim polynomials of degree 2k where k | r and r/k is odd. Again one obtains from
Eq. (3) an asymptotic formula for the numbers
σq(2n) :=
∣∣{ f (x) ∈ Fq[x] ∣∣ f (x) is srim and deg( f ) = 2n}∣∣,
namely
σq(2n) ≈ q
n
2n
as n → ∞. (4)
In a recent paper [9], J.F. Michon and P. Ravache introduced an action of the symmetric group S3
on irreducible polynomials over the binary ﬁeld F2. They call a polynomial in F2[x] alternate if it
is invariant under the action of the alternating group A3, and they show that the degree of an ir-
reducible alternate polynomial of degree > 2 is always divisible by 3. Moreover, they characterize
alternate polynomials as the irreducible factors of polynomials of the form
Br(x) := x2r+1 + x+ 1 ∈ F2[x]. (5)
Their results imply an asymptotic formula for the numbers
τ (3n) := ∣∣{ f (x) ∈ F2[x] ∣∣ f (x) is irreducible, alternate and deg( f ) = 3n}∣∣
as follows:
τ (3n) ≈ 2 · 2
n
3n
as n → ∞. (6)
It is the aim of our paper to explain why the three results above are so similar, and at the same
time we will give a far-reaching generalization. We will consider polynomials of the form
Fr(x) = bxqr+1 − axqr + dx− c, (7)
where a,b, c,d ∈ Fq and r  0 (the unusual notation for the coeﬃcients of Fr(x) will become clear
later, see Section 4). It is clear that the polynomials in Eqs. (1), (3), (5) are special cases of Eq. (7).
Other special cases of (7) occurred in the papers [1,2,6,10,11]. We are interested in the factorization
of Fr(x) into irreducibles and in giving a characterization of the irreducible factors of Fr(x). This will
lead to an asymptotic formula for the number of certain irreducible polynomials, generalizing the
formulas for srim and alternate polynomials in (4) and (6).
We give two more examples that will illustrate the general situation.
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Factorization of x3
r+1 + x− 1 over F3.
r Number of irreducible factors
0 1× 2
1 1× 4
2 1× 2, 1× 8
3 1× 4, 2× 12
4 1× 2, 5× 16
5 1× 4, 12× 20
6 1× 2, 1× 8, 30× 24
7 1× 4, 78× 28
8 1× 2, 205× 32
9 1× 4, 2× 12, 546× 36
10 1× 2, 1× 8, 1476× 40
11 1× 4, 4026× 44
Table 2
Factorization of x5
r+1 + x+ 2 over F5.
r Number of irreducible factors
0 1× 2
1 1× 6
2 1× 2, 2× 12
3 7× 18
4 1× 2, 26× 24
5 1× 6, 104× 30
6 1× 2, 434× 36
7 1× 6, 1860× 42
8 1× 2, 8138× 48
9 36169× 54
10 1× 2, 2× 12, 162760× 60
11 1× 6, 739820× 66
Example 1.1. Consider over the ﬁeld F3 the polynomials
Gr(x) = x3r+1 + x− 1, r  0. (8)
Table 1 shows the degrees and number of irreducible factors of Gr(x) for 0 r  11 (computed with
MAGMA).
Here the entry (1×4,2×12,546×36) for r = 9 means that G9(x) splits over F3 into 1 irreducible
factor of degree 4, 2 irreducible factors of degree 12 and 546 irreducible factors of degree 36.
Example 1.2. The polynomials
Lr(x) = x5r+1 + 2, r  0, (9)
over F5 split into irreducible factors as shown in Table 2.
These examples show some striking patterns: ﬁrst of all, apart from possible factors of degree 2,
in both cases there is a common factor D for the degrees of irreducible factors. This factor is D = 4
in Example 1.1, and in Example 1.2 we see D = 6. This is similar to the situation for self-reciprocal
(D = 2) or alternate (D = 3) polynomials as we have seen above. Another observation is that the
highest degree of irreducible factors of Fr(x) is always Dr, and by far most of the irreducible factors
have this largest degree. These phenomena will be explained in this paper.
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next section. In order to avoid trivial cases, we will always assume that the coeﬃcients a,b, c,d of
Fr(x) satisfy the condition
ad − bc = 0.
(In the case ad − bc = 0 one checks readily that Fr(x) splits completely into linear factors over Fq .)
2. Some group actions
Consider the set
M := { f ∈ Fq[x] ∣∣ f has no root in Fq}.
Deﬁnition 2.1. For A = ( a b
c d
) ∈ GL(2,q) and a polynomial f ∈ M of degree n we set
(A ◦ f )(x) := (bx+ d)n · f
(
ax+ c
bx+ d
)
.
Lemma 2.2. Let A, B ∈ GL(2,q) and f , g ∈ M, and denote by E the 2× 2 identity matrix. Then the following
hold:
(i) A ◦ f ∈ M and deg(A ◦ f ) = deg f ,
(ii) E ◦ f = f ,
(iii) (AB) ◦ f = A ◦ (B ◦ f ),
(iv) A ◦ ( f · g) = (A ◦ f ) · (A ◦ g),
(v) f is irreducible if and only if A ◦ f is irreducible.
Proof. (i) Let A = ( a b
c d
) ∈ GL(2,q) and f (x) = anxn + · · · + a1x + a0 ∈ M, where an = 0. Clearly
(A ◦ f )(x) is a polynomial, and
(A ◦ f )(x) = an(ax+ c)n + an−1(ax+ c)n−1(bx+ d) + · · · + a0(bx+ d)n
= (anan + an−1an−1b + · · · + a1abn−1 + a0bn)xn + · · · . (10)
If b = 0, the coeﬃcient of xn is bn(an · (a/b)n + an−1 · (a/b)n−1 + · · · + a0) = bn · f (a/b) = 0, since f
has no roots in Fq . If b = 0, then a = 0 and the coeﬃcient of xn is anan = 0. We have thus shown that
deg(A ◦ f ) = deg f , and it remains to show that A ◦ f has no roots in Fq .
Let γ ∈ Fq . If bγ +d = 0 then (A ◦ f )(γ ) = (bγ +d)n · f ((aγ + c)/(bγ +d)) = 0, since f ((aγ + c)/
(bγ + d)) = 0. If bγ + d = 0 then (A ◦ f )(γ ) = an(aγ + c)n by Eq. (10). Assume that aγ + c = 0. This
gives a non-trivial linear combination
γ (a,b) + (c,d) = (0,0)
over Fq , a contradiction since the rows of the matrix A are linearly independent. So we have also in
this case that (A ◦ f )(γ ) = 0. This ﬁnishes the proof of (i).
(iii) Let f ∈ M and deg f = n,
A =
(
a b
c d
)
and B =
(
t u
v w
)
.
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(B ◦ f )(x) = (ux+ w)n · f
(
tx+ v
ux+ w
)
,
hence
(
A ◦ (B ◦ f ))(x) = (bx+ d)n ·
(
u ·
(
ax+ c
bx+ d
)
+ w
)n
· f
(
t · ax+cbx+d + v
u · ax+cbx+d + w
)
= ((au + bw)x+ (cu + dw))n · f
(
(at + bv)x+ (ct + dv)
(au + bw)x+ (cu + dw)
)
= ((AB) ◦ f )(x).
Parts (ii) and (iv) are trivial, and part (v) follows from (iv). 
Lemma 2.2 implies that we have a group action of GL(2,q) on M. Restricting this action to the
sets
Mn := { f ∈ M | deg f = n and f is irreducible}
gives then an action of GL(2,q) on Mn , for all n 2.
We deﬁne equivalence relations on GL(2,q) (on M, resp.) by
A ∼ B :⇔ B = λA for some λ ∈ Fq, λ = 0,
and
f ∼ g :⇔ g = λ f for some λ ∈ Fq, λ = 0.
The equivalence classes of A ∈ GL(2,q) and f ∈ M are denoted by [A] and [ f ], respectively. It is
clear that GL(2,q)/ ∼ is just the projective linear group PGL(2,q), equipped with the group structure
[A] · [B] = [AB].
The following is obvious:
Lemma 2.3. For A, B ∈ GL(2,q) and f , g ∈ M,
(i) A ∼ B ⇒ A ◦ f ∼ B ◦ f ,
(ii) f ∼ g ⇒ A ◦ f ∼ A ◦ g.
As a consequence, we can deﬁne a group action of the projective linear group PGL(2,q) on the
sets M/ ∼ and Mn/ ∼ by setting
[A] ◦ [ f ] := [A ◦ f ].
Every equivalence class [ f ] ∈ M/ ∼ contains a unique monic polynomial and hence PGL(2,q) acts
also on the sets
In :=
{
f ∈ Fq[x]
∣∣ f is irreducible, monic, and deg f = n}, n 2,
as follows:
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[A] ◦ f := the unique monic polynomial g with g ∼ A ◦ f .
This group action turns out to be our main tool in order to explore the factorization of the poly-
nomials Fr(x) (see Section 4) into irreducibles.
There is another group action of PGL(2,q) which is related to the one above. We denote by F¯q the
algebraic closure of Fq .
Deﬁnition 2.5. For α ∈ F¯q \ Fq and [A] ∈ PGL(2,q) with A =
( a b
c d
)
, we deﬁne
[A] ◦ α := dα − c−bα + a .
Lemma 2.6. By Deﬁnition 2.5 we obtain a group action of PGL(2,q) on F¯q \ Fq. In particular we have
[A] ◦ ([B] ◦ α)= [AB] ◦ α
for [A], [B] ∈ PGL(2,q) and α ∈ F¯q \ Fq.
Proof. By straightforward calculation. 
Observe that there is a ‘more natural’ action of PGL(2,q) on F¯q \ Fq which is given by
[A] ∗ α := aα + b
cα + d for A =
(
a b
c d
)
.
However, the action ◦ matches better with the action of PGL(2,q) on In , as we will see below in
Lemma 2.7 and Proposition 2.8. In fact, the actions ◦ and ∗ are related as follows:
[A] ◦ α = [A∗]−1 ∗ α,
where A∗ is the transpose of A.
Lemma 2.7. Let f ∈ M and A ∈ GL(2,q). Then we have for α ∈ F¯q,
f (α) = 0 ⇔ (A ◦ f )(A ◦ α) = 0.
Proof. Let A = ( a b
c d
)
and n := deg f . Then
(A ◦ f )(A ◦ α) =
(
b · dα − c−bα + a + d
)n
· f
(
a · dα−c−bα+a + c
b · dα−c−bα+a + d
)
=
(
ad − bc
−bα + a
)n
· f (α).
As ad − bc = det A = 0 and −bα + a = 0, the assertion follows. 
The following immediate consequence of Lemma 2.7 is important for us:
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Then [A] ◦ f is the minimal polynomial of [A] ◦ α over Fq. In particular,
[A] ◦ f = f ⇔ f ([A] ◦ α)= 0.
3. Invariant irreducible polynomials: basic properties
For a subgroup H  PGL(2,q) we want to describe the set of irreducible polynomials which are
invariant under the action of H ; i.e., we study the sets
In(H) :=
{
f ∈ In
∣∣ [B] ◦ f = f for all [B] ∈ H},
for all n 2. We will see that – with one exception – In(PGL(2,q)) is empty (see Proposition 4.8), and
focus on the case where H = 〈[A]〉 is a cyclic group generated by a non-trivial element [A] ∈ PGL(2,q).
In this case we write
In[A] := In
(〈[A]〉)= { f ∈ In ∣∣ [A] ◦ f = f }.
Example 3.1. The reciprocal polynomial of f (x) = anxn + · · · + a1x+ a0 ∈ Fq[x] (with a0 · an = 0) is the
polynomial f ∗(x) := a0xn + a1xn−1 + · · · + an . One calls f (x) self-reciprocal if f ∗(x) = f (x). This class
of polynomials has been studied extensively, see [3,4,7,8]. Consider the matrix
S :=
(
0 1
1 0
)
.
One checks that every self-reciprocal polynomial is invariant under [S], and for irreducible polynomi-
als of degree n 2 also the converse holds, i.e.
In[S] =
{
f ∈ Fq[x]
∣∣ f is monic, irreducible and self-reciprocal, deg f = n}.
Example 3.2. As we mentioned above, in [9] the authors consider a speciﬁc action of the symmetric
group S3 on irreducible polynomials over the binary ﬁeld F2. The groups S3 and GL(2,2) = PGL(2,2)
are isomorphic, and it turns out that our action of PGL(2,2) on In coincides with the action of S3 as
deﬁned in [9]. We consider over F2 the matrices
T :=
(
1 0
1 1
)
, U :=
(
1 1
0 1
)
, V :=
(
0 1
1 1
)
.
Then we have for f ∈ In , with the terminology of [9]:
f is periodic ⇔ f (x+ 1) = f (x) ⇔ [T ] ◦ f = f ,
f ismedian ⇔ (x+ 1)n f (x/(x+ 1))= f (x) ⇔ [U ] ◦ f = f ,
f is alternate ⇔ (x+ 1)n f (1/(x+ 1))= f (x) ⇔ [V ] ◦ f = f .
Hence the terms ‘self-reciprocal’ and ‘periodic, median, alternate’ from [9] have a simple interpretation
in terms of our group action of PGL(2,q) on In . Almost all results from [8,9] about self-reciprocal,
periodic, median and alternate polynomials turn out to be special cases of our more general results
about invariant polynomials under the action of PGL(2,q) on the sets In .
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polynomial over F2 of degree n > 2 is divisible by 3, cf. [9]. We prove now a generalization of these
results for polynomials which are invariant under an arbitrary subgroup H  PGL(2,q).
Theorem 3.3. Let H  PGL(2,q) be a subgroup of PGL(2,q) of order D  2. Assume that f ∈ In is invariant
under H ; i.e. [B] ◦ f = f for all [B] ∈ H. Then either n = 2, or n is divisible by D.
In particular, if [A] ∈ PGL(2,q) has order ord[A] = D  2 and In[A] = ∅, then n = 2 or D | n.
Proof. Let W ⊆ F¯q be the set of all roots of f . Its cardinality is |W | = n since f is separable. For
α ∈ W and [B] ∈ H we have
f
([B] ◦ α)= ([B] ◦ f )([B] ◦ α)= 0,
since f (α) = 0 (see Proposition 2.8). Hence H acts on W . We prove that for n  3 this ac-
tion is ﬁxed-point free. In fact, suppose that [B] ∈ H ﬁxes some α ∈ W . Write B = ( a b
c d
)
. Then
(dα − c)/(−bα + a) = α and therefore bα2 + (d − a)α − c = 0. Since the minimal polynomial of α
over Fq has degree n  3, we conclude that b = c = 0 and a = d, hence [B] = [E]. It follows that all
orbits of this group action of H on W have length D = ord H , and therefore D divides |W |. 
We remark that the case deg f = 2 and ord H = D > 2 can actually occur.
Corollary 3.4. Suppose that n  2 is relatively prime to q(q2 − 1). Then all orbits of In under the action of
PGL(2,q) have length q(q2 − 1).
Proof. For f ∈ In let O( f ) = {[C] ◦ f | [C] ∈ PGL(2,q)} be the orbit of f and Stab( f ) = {[C] ∈
PGL(2,q) | [C] ◦ f = f } its stabilizer. Then |O( f )| · |Stab( f )| = ordPGL(2,q) = q(q2 − 1). The stabi-
lizer of f is trivial by Theorem 3.3, so the assertion follows immediately (note that the condition
gcd(n,q(q2 − 1)) = 1 implies n = 2). 
4. The polynomials Fr(x) and [A]-invariant polynomials
We ﬁx a matrix
A =
(
a b
c d
)
∈ GL(2,q)
which is not a scalar multiple of the identity matrix E , hence [A] is a non-trivial element of PGL(2,q).
Then we deﬁne, for each r  0, a polynomial Fr(x) ∈ Fq[x] as follows:
Fr(x) := bxqr+1 − axqr + dx− c. (11)
Note that Fr(x) depends – up to a non-zero constant factor – only on the equivalence class [A]. For
r  1, the degree of Fr(x) is either qr + 1 or qr , since not both coeﬃcients a,b are zero.
Lemma 4.1. The polynomials Fr(x) are separable (i.e. they do not have multiple irreducible factors), for all
r  1.
Proof. Suppose that Fr(x) and its derivative F ′r(x) = bxqr + d have a common zero γ ∈ F¯q , so
F ′r(γ ) = bγ q
r + d = (bγ + d)qr = 0
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Fr(γ ) = γ
(
bγ q
r + d)− (aγ qr + c)= −(aγ + c)qr = 0.
Then aγ + c = bγ + d = 0 which gives a non-trivial linear combination
γ (a,b) + (c,d) = (0,0)
of the rows of the matrix A. This is a contradiction, as A is non-singular. 
The relation between the polynomials Fr(x) and [A]-invariant irreducible polynomials is given by
the following theorem.
Theorem 4.2. Let f (x) ∈ Fq[x] be a monic irreducible polynomial of degree n  2. The following are equiva-
lent:
(i) f (x) | Fr(x) for some r  0,
(ii) [A] ◦ f = f .
Proof. Choose α ∈ F¯q with f (α) = 0.
(i) ⇒ (ii): By assumption we have Fr(α) = 0. This means that
αq
r
(bα − a) = −dα + c,
which is equivalent to [A]◦α = αqr . Since αqr is conjugate to α, it is also a root of f , and we conclude
that f ([A] ◦ α) = 0. Then [A] ◦ f = f by Proposition 2.8.
(ii) ⇒ (i): Suppose that [A] ◦ f = f . Then f ([A] ◦ α) = ([A] ◦ f )([A] ◦ α) = 0 by Lemma 2.7. So
[A] ◦ α is also a root of f and therefore [A] ◦ α = αqr for some r  0. 
Corollary 4.3. For every [A] ∈ PGL(2,q) there exist inﬁnitely many [A]-invariant irreducible polynomials
in Fq[x].
Proof. Clear from Theorem 4.2 and Lemma 4.1. 
In Section 5 we will give a more precise estimate for the number of [A]-invariant irreducible
polynomials of large degree.
The proof of Theorem 4.2 above shows the following useful fact: for α ∈ F¯q ,
Fr(α) = 0 ⇔ [A] ◦ α = αqr . (12)
In the proof of Theorem 4.5 we will need:
Lemma 4.4. Assume that f (x) is an [A]-invariant irreducible polynomial of degree n 2 and ord[A] = D. Let
α ∈ F¯q be a root of f and assume that [A] ◦ α = αqr . Then
[A] j ◦ α = αq jr for all j  0.
Proof. By induction over j. The case j = 0 being trivial, we assume that [A] j ◦ α = αq jr for some
j  0. Then
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jr − c
−bαq jr + a
=
(
dα − c
−bα + a
)q jr
= ([A] ◦ α)q jr = (αqr )q jr = αq( j+1)r . 
Now we can say more about the integer r that occurs in Theorem 4.2(i).
Theorem 4.5. Let f (x) be an [A]-invariant irreducible polynomial of degree n  2, and suppose that
f (x) | Fr(x). Then the following hold:
(i) For any integer t  0,
f (x) | Ft(x) ⇔ t ≡ r mod n.
Hence there is a unique s ∈ {0, . . . ,n − 1} such that f (x) | Fs(x).
(ii) If n 3 then the order D of [A] in PGL(2,q) divides n, and
r =m · n
D
with some integer m satisfying gcd(m, D) = 1.
Hence the unique s ∈ {0, . . . ,n − 1} with f (x) | Fs(x) has the form
s =  · n
D
with 1  D − 1 and gcd(, D) = 1.
Proof. We ﬁx a root α of f in F¯q .
(i) Suppose that f (x) | Fr(x) and f (x) | Ft(x). We can assume that t > r. From Fr(α) = Ft(α) = 0 it
follows that
bαq
r+1 − aαqr + dα − c = bαqt+1 − aαqt + dα − c = 0,
hence
αq
r
(bα − a) = αqt (bα − a).
Consequently,
αq
r = αqt = (αqr )qt−r .
Therefore αq
r ∈ Fqt−r and hence α ∈ Fqt−r . As Fq(α) = Fqn , we obtain that Fqn ⊆ Fqt−r and therefore
n | (t − r).
The same argument shows the reverse implication: If t ≡ r mod n and f (x) | Fr(x), then Ft(α) = 0
and hence f (x) | Ft(x).
(ii) First assume that r = 0. Then [A] ◦ α = α, which means that
dα − c
−bα + a = α.
This gives a non-trivial equation for α over Fq of degree  2 and contradicts our assumption that
n 3. So we have shown that r  1.
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α = [A]D ◦ α = αqDr , hence Fq(α) ⊆ FqDr .
As [Fq(α) : Fq] = n, this implies n | Dr, say Dr = mn with an integer m > 0. We know from Theo-
rem 3.3 that D divides n, so
r =m · n
D
,
and it remains to show that m and D are relatively prime.
Assume that e := gcd(m, D) > 1. Then k := D/e < D . Using Lemma 4.4 we obtain
[A]k ◦ α = αqrk = αqm·
n
D · De = αqn·
m
e = α,
since αq
n = α. As k < D , the matrix Ak is not a multiple of the unit matrix A. So we obtain with
Ak =:
(
ak bk
ck dk
)
the equation
dkα − ck
−bkα + ak = α.
This is a non-trivial equation for α over Fq of degree  2, which contradicts the assumption n 3. 
Example 4.6. (Cf. Example 3.1.) Consider the matrix S := ( 0 1
1 0
)
. Then In[S] is the set of all irreducible,
monic, self-reciprocal polynomials over Fq of degree n. As ord[S] = 2, it follows from Theorem 3.3
that In[S] = ∅ only if n is even. For n = 2m, every f ∈ In[S] is, by Theorem 4.5, a divisor of the
polynomial Fs(x) where s = n/2=m, i.e. f (x) | (xqm+1 − 1).
Conversely, let h be an irreducible factor of the polynomial Ft(x) = xqt+1 − 1 of degree  2. Then
h is self-reciprocal, degh is even (by Theorem 3.3), say degh = 2k, and h(x) | Fk(x). By Theorem 4.5,
t ≡ k mod 2k which means that t = k · j with j ≡ 1 mod 2.
This characterization of irreducible self-reciprocal polynomials is due to H. Meyn [8, Theorem 1].
Example 4.7. (Cf. Example 3.2.) In a similar way, Theorems 4.2 and 4.5 yield the characterization of
‘alternate’ irreducible polynomials over the ﬁeld F2 as given in [9].
As another application of Theorem 4.5 we show now that in general there are no irreducible
polynomials which are invariant under the full group PGL(2,q).
Proposition 4.8. Let f (x) ∈ Fq[x] be an irreducible polynomial of degree n  2. Suppose that [A] ◦ f = f
for all [A] ∈ PGL(2,q). Then q = 2 and f (x) = x2 + x + 1. Conversely, the polynomial x2 + x + 1 ∈ F2[x] is
irreducible, and it is invariant under all [A] ∈ PGL(2,2).
Proof. First we assume that q = 2 and n 3. Choose an element λ ∈ Fq \ {0,1} and consider the two
matrices
A :=
(
0 1
1 0
)
and B :=
(
0 1
λ 0
)
.
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both polynomials xq
e+1 − 1 and xqe+1 − λ. But these polynomials are relatively prime, a contradiction.
Now let q  4 and assume that an irreducible polynomial f of degree n = 2 is invariant under
PGL(2,q). Consider the matrices
A :=
(
0 1
1 0
)
, B :=
(
0 1
λ 0
)
, and C :=
(
0 1
μ 0
)
,
with distinct elements 1, λ,μ = 0. As follows from Theorem 4.5, f (x) is a common divisor of
xq
r+1 − 1, xqs+1 − λ, xqt+1 − μ
with r, s, t ∈ {0,1}. At least two of the numbers r, s, t are the equal, say r = s. Then f (x) divides
xq
r+1 − 1 and xqr+1 − λ, a contradiction.
In a similar way one shows that for q = 3 there is no irreducible polynomial of degree n = 2 which
is invariant under the matrix
(
1 1
0 1
)
.
Finally we consider the case q = 2. Assume that f (x) ∈ F2[x] is irreducible, invariant under PGL(2,2)
and deg f = n 3. The matrices
A :=
(
0 1
1 0
)
and G :=
(
1 0
1 1
)
both have order D = 2 and therefore n = 2k is even. By Theorem 4.5, f (x) divides the polynomials
xq
k+1 + 1 and xqk+1 + xqk + 1
which is impossible.
The remaining case is q = n = 2. There exists only one irreducible polynomial of degree 2 over F2,
namely F (x) = x2 + x + 1. It must therefore be invariant under the action of PGL(2,2) (which can of
course be veriﬁed directly). 
We note that the case q = 2 of Proposition 4.8 was already settled in [9, Section 3.1].
5. Asymptotic results
As before, A = ( a b
c d
)
is a non-singular 2 × 2-matrix over Fq which is not a scalar multiple of the
identity matrix E . The order of [A] in PGL(2,q) is denoted by D . We consider the factorization of the
corresponding polynomials
Fr(x) = bxqr+1 − axqr + dx− c
into irreducible factors over Fq . By Theorem 4.5, the irreducible factors of Fr(x), r  1 are as follows:
(a) irreducible factors of degree Dr,
(b) irreducible factors of degree Dk with k < r, r = km and gcd(m, D) = 1,
(c) irreducible factors of degree  2.
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begin with an upper bound for the number of irreducible factors of Fr(x) of degree Dk, for all km.
We need some more notation: for an integer j  0 which is not a multiple of D , write
A j =:
(
a j b j
c j d j
)
and
F ( j)r (x) := b jxqr+1 − a jxqr + d jx− c j. (13)
In particular, Fr(x) = F (1)r (x).
Lemma 5.1. Let r  1 and let k be a divisor of r such that m := r/k is relatively prime to D. Then the following
hold:
(i) For some integer j  1 with gcd( j, D) = 1, the irreducible factors of Fr(x) of degree Dk are exactly the
irreducible factors of F ( j)k (x) of degree Dk.
(ii) The number of irreducible factors of Fr(x) of degree Dk is at most (qk + 1)/Dk.
Proof. (i) By assumption, r =mk with gcd(m, D) = 1. Choose j  0 with jm ≡ 1 mod D . Then [A] =
[A] jm . Let f (x) be an irreducible factor of Fr(x) of degree n = Dk and let α ∈ F¯q be a root of f . Then
[A] ◦ α = αqr
and we conclude, using Lemma 4.4, the congruence mkj ≡ k mod Dk and αqDk = α, that
[A] j ◦ α = αqr j = αqmkj = αqk .
By Eq. (12) this shows that f (x) is a divisor of the polynomial F ( j)k (x). Conversely, let f (x) be an
irreducible factor of F ( j)k (x) of degree Dk. Then
[A] j ◦ α = αqk
and therefore
[A] ◦ α = [A]mj ◦ α = ([A] j)m ◦ α = αqkm = αqr ,
hence f (x) divides Fr(x). This completes the proof of (i).
The proof of (ii) is trivial since deg F ( j)k  qk + 1. 
We are now in a position to prove the main results of this section. We deﬁne for all r  1,
λ
([A], r) := ∣∣{ f ∈ Fq[x] ∣∣ f is irreducible, monic, deg f = Dr and f | Fr(x)}∣∣. (14)
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λ
([A], r)≈ qr
Dr
as r → ∞.
In other words, almost all irreducible factors of Fr(x) have degree Dr, for large values of r.
Proof. The factorization of Fr(x) into irreducible factors is described at the beginning of this section.
From this and Lemma 5.1 we obtain that
deg Fr(x) = Dr · λ
([A], r)+∑′ Dk · λ([A jk],k)+ 2h2 + h1. (15)
Here, the sum runs over all integers k | r with gcd(r/k, D) = 1 and k < r, the exponents jk are
chosen as in Lemma 5.1(i), and h1, h2 are the numbers of irreducible factors of Fr(x) of degree 1
and 2, respectively. From Lemma 5.1(ii) we have the estimate
Dk · λ([A j],k) qk + 1,
hence
∑′
Dk · λ([A jk],k)
r/2∑
i=1
Di · (qi + 1) Dr
2
·
(
q(r+2)/2 − 1
q − 1 +
r
2
)
.
The terms h1 and h2 are bounded, independently of r. Therefore Eq. (15) gives
lim
r→∞
Dr · λ([A], r)
qr
= 1. 
We also get an asymptotic formula for the number of [A]-invariant irreducible polynomials. Let
μ
([A],n) := ∣∣{ f ∈ Fq[x] ∣∣ f is irreducible, monic, deg f = n and [A] ◦ f = f }∣∣. (16)
If n  3 is not divisible by D then μ([A],n) = 0 by Theorem 3.3. For multiples of D we have the
following generalization of the formulas in (2), (4), (6):
Theorem 5.3. Let [A] ∈ PGL(2,q) and ord[A] = D  1. Then we have
μ
([A], Dn)≈ Φ(D) · qn
Dn
, as n → ∞,
where Φ is the Euler phi-function.
Proof. The case D = 1 is nothing else but (2), so we can assume that D  2. By Theorem 4.5, ev-
ery irreducible [A]-invariant polynomial of degree Dn is a factor of exactly one of the polynomials
Fn(x), 1    D − 1, gcd(, D) = 1. For each of these polynomials Fn(x), the asymptotic number
of irreducible factors of degree Dn is the same as in the case  = 1, by Lemma 5.1. There are Φ(D)
possibilities for , hence we obtain the desired result. 
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were given in [3,4,9]. One can obtain explicit formulas in the general case also. The problematic part
here is a proof that for all  with 1  D − 1 and gcd(, D) = 1, the polynomials Fk(x) have the
same number of irreducible factors of degree kD . We do have a proof of this fact, but it is lengthy
and technical; a simple, elegant proof is desirable.
6. Conclusion
A few special cases of the polynomials Fr(x) = bxqr+1 − axqr + dx − c ∈ Fq[x] have been studied
previously, and their irreducible factors have been characterized [8,9]. In this paper, by the use of
an action of PGL(2,q) on irreducible polynomials over Fq , we obtain a uniﬁed treatment of all the
previous work and generalize them to cover the cases corresponding to any a,b, c,d ∈ Fq , ad = bc.
Our approach also yields enumeration results on the irreducible factors of Fr(x) in full generality.
Well-known facts about the number of irreducible polynomials and the number of self-reciprocal
irreducible polynomials of a given degree are special cases of our results.
Note added in proof
We thank an anonymous referee for pointing out to us the paper [5] by T. Garefalakis. In that
paper, an action of the general linear group GL(2,q) on irreducible polynomials of degree n  2 is
introduced by setting
f A(x) = (cx+ d)n · f
(
ax+ b
cx+ d
)
.
This action is ‘dual’ to our group action as deﬁned in Deﬁnition 2.1. Special cases of some of our
results, corresponding to matrices of the form
(
1 0
c 1
)
or
(
a 0
0 1
)
and their conjugates in GL(2,q), are proven in [5]. For these types of matrices, Garefalakis obtains an
explicit formula for the number of invariant irreducible polynomials of degree n.
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