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Abstract
At high magnetic field, the semiclassical approximation which underlies the
Ginzburg-Landau (GL) theory of the mixed state of type II superconductors
breaks down. In a quasi-1D superconductor (weakly coupled chains system)
with an open Fermi surface, a high magnetic field stabilizes a cascade of super-
conducting phases which ends in a strong reentrance of the superconducting
phase. The superconducting state evolves from a triangular Abrikosov vortex
lattice in the semiclassical regime towards a Josephson vortex lattice in the
reentrant phase. We study the properties of these superconducting phases
from a microscopic model in the mean-field approximation. The critical tem-
perature is calculated in the quantum limit approximation (QLA) where only
Cooper logarithmic singularities are retained while less divergent terms are
ignored. The effects of Pauli pair breaking (PPB) and impurity scattering are
taken into account. The Gor’kov equations are solved in the same approxi-
mation but ignoring the PPB effect. We derive the GL expansion of the free
energy and obtain the specific heat jump at the transition. We find that each
phase is first paramagnetic and then diamagnetic for increasing field, except
the reentrant phase which is always paramagnetic. We also show that a gap
opens at the Fermi level in the quasi-particle excitation spectrum. The QLA
clearly shows how the system evolves from a quasi-2D and BCS-like behav-
ior in the reentrant phase towards a gapless behavior at weaker field. The
calculation is extended beyond the QLA taking into account all the pairing
channels and the validity of the QLA is discussed in detail. We show that the
complete excitation spectrum exhibits gaps at, below, and above the Fermi
level. We also calculate the current distribution.
PACS numbers: 74.20-z, 74.70-Kn, 74.90+n, 74.60-w
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I. INTRODUCTION
The equilibrium state of type II superconductors was first described by Abrikosov using
a phenomenological Ginzburg-Landau (GL) theory,1 which was later justified by Gor’kov
in a microscopic model.2 The Ginzburg-Landau-Abrikosov-Gor’kov (GLAG) theory treats
the magnetic field semiclassically and therefore can be justified in clean materials only at
high temperature or low magnetic field.3 In the last few years, there has been a lot of work
devoted to the theoretical understanding of the effect of magnetic fields on the mean-field
theory of the superconducting instability from a completely quantum point of view.
Most of these works have been concerned with the effects of Landau level quantization in
superconductors with an isotropic dispersion law.4–13 On the one hand, the quantum effects
of the field have been studied in the vicinity of the semiclassical critical field Hc2(T = 0),
with emphasis on the precise vortex lattice structure, the quasi-particle excitation spectrum,
and the de Haas-van Alphen oscillations arising in the mixed state as a consequence of
Landau level quantization. The first observation of these quantum magnetic oscillations in
the mixed state occurred nearly twenty years ago in the layer compound 2H-NbSe2,
14 and
interest has been renewed recently with their observation in several other materials.15 On
the other hand, it has been proposed that Landau level quantization can lead to reentrant
behavior at very high magnetic field when the cyclotron energy becomes larger than the
Fermi energy (ωc ≫ EF ).5,6 This effect is absent from the GLAG theory which predicts a
complete disappearance of the superconducting phase due to the orbital frustration of the
order parameter in the magnetic field. This reentrant behavior originates in the suppression
of the orbital frustration when the electrons reside in only one or the few lowest Landau
levels. Indeed, when only one Landau level is occupied, the supercurrents can be made to
coincide with the orbital motion of the electrons in this Landau level if the periodicity of the
vortex lattice is approximately equal to the orbit radius of the lowest Landau level. Moreover,
in this very high field limit, it has been argued that the destruction of superconductivity by
the Pauli pair breaking (PPB) effect can be avoided because the effective 1D dispersion law
allows one to construct a Larkin-Ovchinnikov-Fulde-Ferrell (LOFF)16 state which can exist
far above the Pauli limited field. The reality of this reentrant superconductivity remains
however controversial12,13 and there has been no experimental result up to now.
The quantum effects of the magnetic field were also studied in the case of quasi-
one-dimensional superconductors (weakly coupled chains systems) with an open Fermi
surface.17–21 These effects are especially pronounced when the zero-field critical temper-
ature Tc0 is smaller (but not much smaller) than the interchain coupling tz in the direction
perpendicular to the field (we will only consider this limit in this paper). (The chains are
parallel to the x axis. The external field is along the y direction and the interchain hopping
ty in this direction is assumed to be much larger than tz). In this case, the superconductiv-
ity is well described semiclassically by the anisotropic GL theory. In particular, there is no
Josephson coupling between chains even at T = 0. Because of the quasi-1D structure of the
Fermi surface, the semiclassical orbits in the presence of the field are open. Consequently,
there is no Landau level quantization but the field induces a 3D/2D crossover:22,23,19 the
electronic motion remains extended along the chains and along the direction parallel to the
field, but becomes confined in the z direction with an extension ∼ ctz/ωc (c is the interchain
spacing in the z direction and ωc is the frequency of the semiclassical orbits). This dimen-
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sional crossover is at the origin of a very unusual phase diagram. In particular, it leads to a
restoration of time-reversal symmetry (as far as the Zeeman splitting is ignored) in very high
magnetic field (ωc ≫ tz) which results in a reentrant behavior of the superconducting phase
with a Josephson coupling between chains. This high-field-superconductivity can survive
even in the presence of PPB because the quasi-1D Fermi surface allows one to construct a
LOFF state (for any value of the magnetic field) which can exist far above the Pauli limited
field. Although the origin of the reentrant behavior is very different in the quasi-1D case
and in the isotropic case, in both cases it appears as a consequence of a reduction of dimen-
sionality, from 3D to 2D in the quasi-1D case, and from 3D to 1D in the isotropic case. The
suppression of the orbital frustration originates in this reduction of dimensionality.
Besides the qualitative differences between isotropic and quasi-1D superconductors, there
is also an important quantitative difference. In the isotropic case, the temperature and mag-
netic ranges where quantum effects are expected to be important are determined by the Fermi
energy EF . For this reason, superconductivity is destroyed for intermediate fields, i.e. for
fields much larger than in the semiclassical regime but much smaller than in the reentrant
regime. Moreover, the reentrant behavior can be observed only at very low temperatures
and very high fields. This restricts considerably the possible candidates to the experimen-
tal observation of very high-field superconductivity and is one of the reasons which explain
the absence of experimental results. In the quasi-1D case, it is the coupling tz between
chains which plays the crucial role. Since tz can be smaller than 10 K in organic conduc-
tors, the temperature and magnetic field ranges where very high-field superconductivity is
expected can be experimentally accessible if the appropriate (i.e., sufficiently anisotropic)
materials are chosen.19,21 This also means that superconductivity can survive even for in-
termediate fields between the GL and the very high field regimes. The interest in quasi-1D
superconductors has been recently raised by experimental results on the organic compound
(TMTSF)2ClO4.
24 Resistive measurements have shown an anomalous behavior of the crit-
ical field Hc2. Although they do not give a definite answer for the existence of high-field
superconductivity in (TMTSF)2ClO4, these results might be interpreted as the signature of
a high-field superconducting phase.21,24
The main features of the phase diagram of a quasi-1D superconductor are now well
understood.17–21 Between the GL regime (where the superconducting state is a triangular
Abrikosov vortex lattice) and the reentrant phase (where the superconducting state is a tri-
angular Josephson vortex lattice), the magnetic field stabilizes a cascade of superconducting
phases separated by first order transitions. In these quantum phases, the behavior of the
system (and in particular the periodicity of the order parameter) is not determined any
more by the (semiclassical) GL coherence length ξz(T ) ∼ 1/
√
H but by the transverse (i.e.,
perpendicular to the chains) magnetic length ctz/ωc ∼ 1/H (H being the external magnetic
field). When entering the quantum regime, ωc ∼ T , the transverse magnetic length is much
larger than the GL coherence length ξz(T ). This results in an increase of the transverse
periodicity of the order parameter and in a strong modification of the vortex lattice:19 in
the quantum regime, the amplitude of the order parameter and the current distribution
show a symmetry of a laminar type while the vortices still describe a triangular lattice. The
existence of this somehow new superconducting state is due to the symmetry of the one-
particle wave-functions which is incompatible with the symmetry of the Abrikosov vortex
lattice. The cascade of first order phase transitions originates in commensurability effects
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between the periodicity of the order parameter (i.e., the transverse magnetic length) and
the crystalline lattice spacing.
In this paper, we study the transition line and the properties of the superconducting
phases in the mean-field approximation starting from a microscopic model. Some of the
results presented here were published elsewhere.20 We assume that the superconductivity
is due to an effective attractive electron-electron interaction of the BCS type. We also
assume that the quasi-1D conductor is well described above the transition line by the Fermi
liquid theory, which justifies the use of a mean-field theory. This situation will be realized
if the system undergoes a single particle dimensionality crossover at a temperature Tx1 >
Tc0. Below Tx1 , the particle-particle (Cooper) and particle-hole (Peierls) channels decouple
so that the usual mean-field (or ladder) approximation is justified provided that the bare
parameters of the Hamiltonian are replaced by renormalized ones in order to take into
account the effects of 1D fluctuations25 (see also Refs.19,21 for a discussion of the validity
of the mean-field approximation, in particular for the organic conductors of the Bechgaard
salts family). As pointed out by Yakovenko,13 it is very important that the electrons in
the (x, y) planes have a 2D behavior below Tx1 . Even if the magnetic field suppresses the
electron hopping in the z direction, it has no effect on the electron motion in the (x, y)
planes and the Cooper and Peierls channels remain decoupled.26 This does not exclude the
existence of thermodynamical fluctuations, in particular in the reentrant phase (ωc ≫ tz)
where the system becomes effectively quasi-2D. In this very high field limit, the transition
from the metallic phase towards a phase with real superconducting long-range order might
be replaced by a Kosterlitz-Thouless transition.19 This aspect will however not be considered
any further and we will restrict ourselves to the mean-field analysis.
In the next section, we calculate the eigenstates and the Green’s functions of the normal
phase in the presence of a uniform magnetic field H(0, H, 0). We use the gauge A(Hz, 0, 0)
which presents the advantage to yield a very clear physical picture of the dimensional
crossover induced by the magnetic field. In Sec. III, we derive the transition line in the quan-
tum limit approximation (QLA) where only Cooper logarithmic singularities are retained
while less divergent terms are ignored. Although this approximation strongly underestimates
the critical temperature, it provides a clear physical picture of the pairing mechanism re-
sponsible for the superconducting instability. Moreover, the effects of disorder and PPB can
easily be incorporated in this approach. In Sec. IV, we study the superconducting phases
in the QLA ignoring the PPB effect. We first construct a variational order parameter using
the results of Sec. III and then solve the Gor’kov equations. We derive the GL expansion
of the free energy and obtain the specific heat jump at the transition. The discontinuity of
the specific heat jump at the first order transitions is related to the slope of the first order
transition lines. We find that each phase is first paramagnetic and then diamagnetic for
increasing field, except the reentrant phase will is always paramagnetic.27 We also show that
a gap opens at the Fermi level in the quasi-particle excitation spectrum. The QLA clearly
shows how the system evolves from a quasi-2D and BCS-like behavior in the reentrant phase
towards a gapless behavior at weaker field. In Sec. IV, we go beyond the QLA. We first
obtain the transition line and construct a variational order parameter, thus recovering the
results obtained in Ref.19 in the gauge A′(0, 0,−Hx). We then derive the GL expansion
of the free energy. We discuss the importance of the screening of the external field by the
supercurrents and also compare the results with those obtained in the QLA. The quasi-
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particle excitation spectrum is obtained from the Bogoliubov-de Gennes equations. Besides
gaps which open at the Fermi level as obtained in the QLA, gaps open below and above the
Fermi level. This excitation spectrum is very reminiscent of the one of the field-induced-spin-
density-wave (FISDW) phases which appear when the effective electron-electron interaction
is repulsive.28–31 Finally, the current distribution is calculated.
II. GREEN’S FUNCTIONS OF THE NORMAL PHASE
In this section, we derive the Green’s functions in the normal metallic phase in the
presence of a uniform magnetic field H(0, H, 0). Contrary to what can be found in general
in the literature concerning quasi-1D conductors in a magnetic field, we work in the gauge
A(Hz, 0, 0). The one-particle Hamiltonian is obtained from the Peierls substitution H0 =
E(k→ −i∇− eA). The dispersion law is given by (h¯ = kB = 1 throughout the paper and
the Fermi energy EF is chosen as the origin of the energies)
E(k) = v(|kx| − kF ) + ty cos(kyb) + tz cos(kzc) , (2.1)
where v is the Fermi velocity for the motion along the chains (x axis) and ty, tz are the
couplings between chains separated by the distance b and c. The condition ty, tz ≪ EF
ensures that the Fermi surface is open. Except in a few cases which will be pointed out
when necessary, we will not explicitly consider the y direction parallel to the magnetic field
which does not play any role for a linearized dispersion law (as long as Cooper pairs are
formed with states of opposite momenta in this direction). In order to take into account the
y direction, we just have to replace the 2D density of states per spin N(0) = 1/πvc by its
3D value 1/πvbc. It should be noted here that no generality is lost at the mean-field level
when studying a 2D system instead of a 3D system. This is due to the fact that the kinetic
energy mainly comes from the motion along the chains, which is not affected by the field (see
below), so that the electron-electron interaction can still be treated in perturbation for a 2D
system. This should be contrasted with 2D isotropic systems in high magnetic field where
the perturbative treatment (i.e. the mean-field analysis) of the superconducting instability
is highly questionable.6,13
Since the magnetic field does not couple the two sheets of the Fermi surface,32 we can
write an Hamiltonian for each sheet of the Fermi surface:
Hα0,σ = v(−iα∂x − kF ) + αmˆωc + tz cos(−ic∂z) + σh , (2.2)
where α = + (−) labels the right (left) sheet of the Fermi surface. mˆ is the (discrete)
position operator in the z direction and σ = + (−) for ↑ (↓) spin. σh = σµBH is the
Zeeman energy for a g factor equal to 2. We have introduced the energy ωc = Gv where
G = −eHc is a magnetic wave vector. The operator −i∂x commutes with the Hamiltonian
so that the momentum kx along the x axis is a good quantum number. We therefore look
for a solution φαkx(x,m) = e
ikxxφαkx(m). The Fourier transform φ
α
kx(kz) of φ
α
kx(m) is solution
of the Schro¨dinger equation (setting c = 1 for simplicity)
[iαωc∂kz + tz cos(kz)]φ
α
kx(kz) = ǫ˜φ
α
kx(kz) , (2.3)
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where ǫ˜ = ǫ − v(αkx − kF ) − σh and ǫ is the eigenenergy of the eigenstate φαkx(x,m). The
solution of (2.3) is
φαkx(kz) ∼ e−i
α
ωc
[ǫ˜kz−tz sin(kz)] (2.4)
up to a normalization factor. Going back to real space, we obtain
φαkx(x,m) ∼
∫ π
−π
dkz
2π
eikz(m−
α
ωc
ǫ˜)+i α
ωc
tz sin(kz) . (2.5)
φαkx(x,m) is non zero only if ǫ˜ = αlωc where l is an integer. Therefore, the normalized
eigenstates and the eigenenergies of the Hamiltonian Hα0,σ are given by (writing explicitly
the interchain spacing c)
φαkx,l(r) =
1√
cLx
eikxxJl−m(αt˜) , (2.6)
ǫαkx,l,σ = v(αkx − kF ) + αlωc + σh , (2.7)
where r = (x,m) and Jl is the lth order Bessel function. Lx is the length of the system in
the x direction and t˜ = tz/ωc is a reduced interchain coupling. The state φ
α
kx,l is localized
around the lth chain with a spatial extension in the z direction of the order of t˜c which
corresponds to the amplitude of the semiclassical orbits.19 The advantage of working with
the vector potential A(Hz, 0, 0) is now clear: in this gauge, the eigenstates are localized,
which corresponds to the real physical behavior of the particles as can be seen by examining
the one-particle Green’s function in real space.32 Moreover, since the momentum kx remains
a good quantum number, the motion along the chains is in some sense trivial. Note that
the states φαkx,l can be deduced by the appropriate gauge transformation from the localized
states introduced by Yakovenko33 in the gauge A′(0, 0,−Hx).
In the Hamiltonian (2.2), the magnetic field appears only through the additional term
αmˆωc. The effect of the magnetic field is therefore similar to an “electric field” −αvH
whose sign would depend on the sheet of the Fermi surface. This fictitious electric field
introduces an additional “potential energy” αmωc on each chain m which competes with the
hopping term tz cos(−ic∂z) and tends to prevent the electronic motion in the z direction.
The localization in the z direction is almost complete when the difference of “potential
energy” ωc between two chains is much larger than the transfer integral tz between chains
(ωc ≫ tz). The fact that an electric field can localize the wave functions (as obtained here in
a tight-binding model) has been known for a long time.34 This effect has recently attracted
a lot of attention in connection with the studies of semiconductor superlattices submitted
to an electric field.35 The quantized spectrum which results from this localization is known
as a Wannier-Stark ladder. The semiclassical picture of this effect yields the well-known
Bloch oscillations of a band electron in an electric field. Continuing this analogy between
electric field and magnetic field in a quasi-1D conductor, we can interpret the semiclassical
trajectories z = z0+c(tz/ωc) cos(Gx) obtained from H0 as Bloch oscillations of the electrons
in the magnetic field. Most of the effects which are induced by the magnetic field in a
quasi-1D conductor can be understood as the consequence of these Bloch oscillations.
In the next section, it will be useful to use Green’s functions in the representation of the
states φαkx,l. Introducing the creation and annihilation operators b
α†
kx,l,σ, b
α
kx,l,σ of a particle of
spin σ in the state φαkx,l, we define the Matsubara Green’s function G
α
σ(kx, l, ω) by
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Gασ(kx, l, ω) = −
∫ 1/T
0
dτ eiωτ 〈Tτbαkx,l,σ(τ)bα†kx,l,σ(0)〉
= (iω − ǫαkx,l,σ)−1 , (2.8)
where ω ≡ ωn = πT (2n+ 1) is a Matsubara frequency.
III. TRANSITION LINE IN THE QUANTUM LIMIT APPROXIMATION
The exact mean-field critical temperature Tc has been calculated numerically and dis-
cussed in detail elsewhere.18,19,21 In this section, we calculate Tc in the QLA, where only
Cooper logarithmic singularities are retained while less divergent terms are ignored. Al-
though this approximation yields a critical temperature several orders of magnitude smaller
than the exact mean-field result, it provides a clear physical picture of the pairing mecha-
nism responsible for the superconducting instability. It will also allow us to give a simple
description of the properties of the ordered phase below Tc (see Sec. IV). Moreover, the
effect of disorder can be easily incorporated at this level of approximation.
The total Hamiltonian is now H0 +Hint where the effective attractive electron-electron
Hamiltonian is described by the BCS model with coupling constant λ > 0:
Hint = −λ
2
∑
α,α′=±,σ
∫
d2rψα
′†
σ (r)ψ
α′†
σ (r)ψ
α
σ (r)ψ
α
σ (r) . (3.1)
We use the notation
∫
d2r = c
∑
m
∫
dx and α = −α, σ = −σ. The ψασ (r)’s are fermionic
operators for particles moving on the sheet α of the Fermi surface. The interaction is effective
only between particles whose energies are within Ω of the Fermi level.
We first note that the superconducting instability can be qualitatively understood from
the Wannier-Stark ladder (2.7). In zero-field, time-reversal symmetry ensures that E↑(k) =
E↓(−k) so that the pairing at zero total momentum presents the usual (Cooper) logarithmic
singularity ∼ ln(2γΩ/πT ) (γ ∼ 1.781 is the exponential of the Euler constant) which results
in an instability of the metallic state at a finite temperature Tc0. A finite magnetic field
breaks down time-reversal symmetry. Nonetheless, we still have ǫαkx,l1,↑ = ǫ
α
qx−kx,l2,↓
for
qx = −(l1 + l2)G (if we ignore the Zeeman splitting). Thus, whatever the value of the
field, some pairing channels present the Cooper singularity if the total momentum along
the chain qx is a multiple of G. This results in logarithmic divergences at low temperature
in the linearized gap equation, which destabilize the metallic state at a temperature Tc
(0 < Tc < Tc0).
17–19 This reasoning holds also in presence of the Zeeman splitting if we
consider pairing at total momentum qx = −(l1 + l2)G ± 2h/v for two bars l1, l2 of the
Wannier-Stark ladder. The shift ±2h/v of the total pairing momentum, which displaces the
Fermi surfaces of spin ↑ and spin ↓ relative to each other, partially compensates the PPB
effect and yields to the formation of a LOFF state.18,19,21
Besides the most singular channels which present the Cooper singularity, there exist less
singular channels with singularities ∼ ln |2Ω/nωc| (n 6= 0) for T ≪ ωc as will be shown
below. In this quantum limit (ωc ≫ T ), a natural approximation consists in retaining only
the most singular channels. This QLA has been used previously in the mean-field theory of
isotropic superconductors in a high magnetic field.6
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It is worth pointing out that the same kind of reasoning can explain the appearance
of the FISDW phases in the presence of a repulsive electron-electron interaction.31 Even
if we add to the Hamiltonian a second neighbor hopping term t′z cos(2kzc) (assumed to be
large enough to suppress any SDW instability in zero magnetic field), the spectrum remains
a Wannier-Stark ladder (Eq. (2.7)) although the expression of the eigenstates differ from
(2.6). Since ǫ−kx,l1,σ = −ǫ+Qx+kx,l2,σ for Qx = 2kF + (l1 − l2)G, some electron-hole pairing
channels present logarithmic singularities if Qx−2kF is a multiple of G. At low temperature
and high enough field, this leads to an instability of the metallic phase with respect to a
SDW phase at wave vector Qx = 2kF + NG (N integer). Thus, the gauge A(Hz, 0, 0)
provides a very natural picture of the quantized nesting mechanism36 which is at the origin
of the FISDW phases in quasi-1D conductors.37 The QLA approximation has also been used
in this context where it is known as the single gap approximation (SGA).29,30,38
A. Without disorder and without PPB
We first consider the simplest case where both PPB and disorder are neglected. In
order to obtain the critical temperature, we consider the two-particle vertex function
Γαα
′
(r1, r2; r
′
1, r
′
2) for a pair of particles on opposite sides of the Fermi surface and with
opposite spins and Matsubara frequencies. Γαα
′
is evaluated in the ladder approximation
shown diagrammatically in Fig. 1. We first write the two-particle vertex function in the
representation of the eigenstates φαkx,l:
Γαα
′
(r1, r2; r
′
1, r
′
2) =
1
cLx
∑
qx
∑
kx,l1,l2
∑
k′x,l
′
1,l
′
2
Γαα
′
qx (l1, l2; l
′
1, l
′
2)
×φαkx,l1(r1)φαqx−kx,l2(r2)φα
′
k′x,l
′
1
(r′1)
∗φα
′
qx−k′x,l
′
2
(r′2)
∗ . (3.2)
Here we have used the fact that the total momentum qx of the Cooper pair along the chains
is conserved. In the ladder approximation, the vertex Γαα
′
qx (l1, l2; l
′
1, l
′
2) is solution of the
equation
Γαα
′
qx (l1, l2; l
′
1, l
′
2) = 〈l1, α; l2, α|Hint|l′1, α′; l′2, α′〉
− ∑
α′′,l′′1 ,l
′′
2
〈l1, α; l2, α|Hint|l′′1 , α′′; l′′2 , α′′〉
×χα′′(qx + (l′′1 + l′′2)G)Γα
′′α′
qx (l
′′
1 , l
′′
2 ; l
′
1, l
′
2) , (3.3)
where
χα
′′
(qx + (l
′′
1 + l
′′
2)G) =
T
Lxc
∑
ω,k′′x
Gα
′′
↑ (k
′′
x, l
′′
1 , ω)G
α′′
↓ (qx − k′′x, l′′2 ,−ω) (3.4)
is the two-particle propagator in the representation of the states φαkx,l. Using the expression
(2.8) for the Green’s function Gασ(kx, l, ω), we have
χα(qx) =
N(0)
2
[
ln
(
2γΩ
πT
)
+Ψ
(
1
2
)
− ReΨ
(
1
2
+
αvqx
4iπT
)]
, (3.5)
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where Ψ is the digamma function. N(0) = 1/πvc is the density of states per spin at the
Fermi level. Note that χ(qx) =
∑
α χ
α(qx) is the pair susceptibility at zero magnetic field
evaluated at the total momentum qx. The first term on the right-hand side of (3.3) is the
two-particle matrix element of the electron-electron interaction Hint:
〈l1, α; l2, α|Hint|l′1, α′; l′2, α′〉δk1x+k2x,k′1x+k′2x
= − λ ∫ d2rφαk1x,l1(r)∗φαk2x,l2(r)∗φα′k′1x,l′1(r)φα′k′2x,l′2(r)
= − λδk1x+k2x,k′1x+k′2xαl1−l2α′
l′1−l
′
2
∫ 2π
0
dx
2π
ei(l1+l2−l
′
1−l
′
2)xJl1−l2(2t˜ cosx)Jl′1−l′2(2t˜ cosx) . (3.6)
It is clear from (3.3) that Cooper logarithmic singularities χα(0) ∼ ln(2γΩ/πT ) appear
when the intermediate two-particle state corresponds to qx+2L
′′G = 0 (which imposes qx to
be a multiple of G) where L′′ is the center of gravity of the Cooper pair with respect to the
z direction. Intermediate states with qx + 2L
′′G = nG (n 6= 0) lead to weaker logarithmic
singularities χα(nG) ∼ ln |2Ω/nωc| for ωc ≫ T . The QLA, which is expected to be valid
for ωc ≫ T , restricts the Hilbert space to the intermediate states such that qx + 2L′′G = 0.
Since qx is a constant of motion, the center of gravity L = (l1+ l2)/2 = −qx/2G also becomes
a constant of motion of the Cooper pair in the QLA. Thus, (3.3) reduces to
Γαα
′
qx(L),L(l, l
′) = −λV αα′l,l′ +
λ
2
χ(0)
∑
α′′,l′′
V αα
′′
l,l′′ Γ
α′′α′
qx(L),L(l
′′, l′) , (3.7)
where l = l1 − l2 and l′ = l′1 − l′2 describe the relative motion of the pair in the z direction.
qx(L) = −2LG and V αα′l,l′ = αlα′l
′
Vl,l′ with
Vl,l′ =
∫ 2π
0
dx
2π
Jl(2t˜ cosx)Jl′(2t˜ cosx) . (3.8)
Note that V αα
′
l,l′ is independent of the center of gravity L of the Cooper pairs. To eliminate the
dependence on α and α′, we write Γαα
′
qx(L),L
(l, l′) = −λαlα′l′Γqx(L),L(l, l′). Γqx(L),L is solution
of the equation
Γqx(L),L(l, l
′) = Vl,l′ + λχ(0)
∑
l′′
Vl,l′′Γqx(L),L(l
′′, l′) . (3.9)
The preceding matrix equation is solved by introducing the orthogonal transformation
Ul,l′ which diagonalizes the matrix Vl,l′: (U
−1V U)l,l′ = δl,l′V¯l,l. The matrix Γ¯qx(L),L =
U−1Γqx(L),LU is diagonal:
Γ¯qx(L),L(l, l
′) = δl,l′
V¯l,l
1− λχ(0)V¯l,l , (3.10)
and we obtain
Γαα
′
qx(L),L(l, l
′) = −λαlα′l′ ∑
l′′
Ul,l′′ V¯l′′,l′′(U
−1)l′′,l′
1− λχ(0)V¯l′′,l′′ . (3.11)
The metallic state becomes instable when a pole appears in the two-particle vertex function.
Using χ(0) = N(0) ln(2γΩ/πT ), we obtain the critical temperature
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Tc =
2γΩ
π
exp
( −1
λN(0)V¯l0,l0
)
, (3.12)
where V¯l0,l0 is the highest eigenvalue of the matrix V . The critical temperatures are shown
in Fig. 2 for the two highest eigenvalues of V . The parameters used in the numerical
calculations (Tc0 = 1.5 K and tz = 20 K) are the same as those of Fig. 1 and Figs. 4-10
of Ref.19. Fig. 2 clearly indicates that there are two lines of instability competing with
each other and leading to a cascade of first order transitions in agreement with the exact
mean-field calculation of Tc.
19 The existence of two lines of instability results from the fact
that Vl,l′ = 0 if l and l
′ do not have the same parity. Diagonalizing the matrix Vl,l′ is then
equivalent to separately diagonalizing the matrices V2l,2l′ and V2l+1,2l′+1. In the following,
we label these two lines by l0 = 0, 1 so that V¯l0,l0 = maxl V¯2l+l0,2l+l0 . Since 2L = l1 + l2 and
l1− l2 have the same parity, L is integer (half-integer) for l0 = 0 (l0 = 1) and can be written
as L = −l0/2 + p with p integer. Correspondingly, we have qx(L) = (l0 − 2p)G. It is clear
that the instability line l0 corresponds to the instability line Q = l0G which was previously
obtained in another approach where the magnetic Bloch wave vector Q plays the role of a
pseudo-momentum for the Cooper pairs in the magnetic field.19
As can be seen from Fig. 2, Tc calculated in the QLA is several orders of magnitude
below the exact critical temperature except in the reentrant phase: it has been pointed out
previously that in general the QLA strongly underestimates the critical temperature.30 In
the QLA, we neglect intermediate pair states with a center of gravity L′′ 6= L = −qx(L)/2G.
Since the one-particle states φαkx,l are localized, |L′′−L| is bounded by ∼ tz/ωc. This means
that the QLA neglects the logarithmic divergences ln(2Ω/ωc), ln(Ω/ωc), ..., ln(2Ω/tz). There
are therefore two cases where the QLA becomes quantitatively correct. Either ωc > tz
(which corresponds to the reentrant phase) so that the only logarithmic divergence to be
considered is the Cooper singularity ln(2γΩ/πT ). Or the cutoff energy Ω is sufficiently
low for the condition ωc ∼ Ω to hold. In a conventional (isotropic) superconductor where
the attractive electron-electron interaction is due to the electron-phonon coupling, Ω is the
Debye frequency and the condition ωc ∼ Ω can never be satisfied for reasonable values of the
magnetic field. In a quasi-1D superconductor, it has been argued that Ω ∼ Tx1 , where Tx1
is the single particle dimensionality crossover temperature below which the system becomes
3D.25 The reason is that the superconducting instability cannot develop at energies ǫ > Tx1
(or equivalently at length scales < v/Tx1) where the behavior of the system is 1D. In organic
superconductors like the Bechgaard salts, Tx1 can be of the order of 10− 30 K, so that the
condition ωc ∼ Ω could be realized in particular cases although this remains quite unlikely.
Moreover, in the weak coupling limit Tc ≪ Ω, the QLA can never be quantitatively correct
when entering the quantum regime (ωc ∼ T ).
From (3.11), one can see that the superconducting condensation in the channel qx(L), L, l0
corresponds to the following spatial dependence for the order parameter
∆qx(L),L,l0(r) ∼
∑
α,l
αlUl,l0φ
α
kx,L+
l
2
(r)φα
qx(L)−kx,L−
l
2
(r) . (3.13)
Noting that the matrices V and U have a range of the order of t˜ (i.e., Vl,l′, Ul,l′ are important
for |l|, |l′| < t˜), one can see that ∆qx(L),L,l0 has the form of a strip extended in the direction
of the chains and localized in the perpendicular direction on a length of the order of ct˜.
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This is not surprising since ∆qx(L),L,l0 results from pairing between the localized states φ
α
kx,l.
The expression (3.13) of the order parameter at Tc will be used in Sec. IV to construct a
variational order parameter describing the ordered phase below Tc.
B. Effect of disorder
We evaluate the effect of disorder on the critical temperature calculated in the QLA. In
presence of impurity scattering, the pair propagator appearing in the integral equation for
the vertex function Γαα
′
has to be modified by self-energy and vertex corrections39 as shown
diagrammatically in Fig. 3. In the Born approximation, the self-energy is given by32
Σdis(ω) = − i
2τ
sgn(ω) , (3.14)
where 1/τ = 2πN(0)niV
2
i . ni is the impurity density and Vi is the strength of the electron-
impurity interaction which is assumed to be local in real space. The elastic scattering time
τ is not affected by the magnetic field because the density of states per spin N(ǫ,H) = N(0)
is magnetic field independent. Thus, self-energy corrections can be taken into account by
the usual replacement ω → ω˜ = ω+ sgn(ω)/2τ in the expression of the one-particle Green’s
function. Because of the vertex corrections shown in Fig. 3, the pair propagator Πα1α2ω˜ (l1, l2)
in the pairing channel qx(L), L is determined by the matrix equation
Πα1α2ω˜ (l1, l2) = δα1,α2χ
α1
ω˜ (0) + u0χ
α1
ω˜ (0)
∑
α3,l3
V α1α3l1,l3 Π
α3α2
ω˜ (l3, l2) , (3.15)
where u0 = 1/2πN(0)τ . The variables li refer to the relative motion of the Cooper pair in
the z direction. In writing (3.15), we have used the fact that in the QLA, the only states
which are allowed satisfy qx(L) = −2LG where L is the center of gravity of the pair with
respect to the z direction. χαω˜(0) is defined by
χαω˜(0) =
1
cLx
∑
kx
Gα↑ (kx, L+
l1
2
, ω˜)Gα↓ (qx(L)− kx, L−
l1
2
,−ω˜) . (3.16)
Introducing the matrix
Πω˜(l1, l2) =
∑
α1,α2
(α1α2)
l1Πα1α2ω˜ (l1, l2) , (3.17)
the matrix equation (3.15) becomes
Πω˜(l1, l2) = χω˜(0) + u0χω˜(0)
∑
l3
Vl1,l3Πω˜(l3, l2) , (3.18)
where χω˜(0) =
∑
α χ
α
ω˜(0). In order to obtain the preceding equation, we used the property
that Vl,l′ is non zero only if l and l
′ have the same parity. The matrix Πω˜ is diagonalized by
the transformation U :
Π¯ω˜(l1, l2) = (U
−1Πω˜U)l1,l2
= δl1,l2
χω˜(0)
1− u0χω˜(0)V¯l1,l1
. (3.19)
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In presence of impurity scattering, the two-particle vertex function is determined in the
QLA by the equation
Γα1α2qx(L),L(l1, l2) = −λV α1α2l1,l2 + λT
∑
ω
∑
α3,l3
∑
α4,l4
V α1α3l1,l3 Π
α3α4
ω˜ (l3, l4)Γ
α4α2
qx(L),L
(l4, l2) . (3.20)
The dependence on the indices αi is suppressed by writing Γ
α1α2(l1, l2) = −λαl11 αl22 Γ(l1, l2).
Using the property that Παα
′
ω˜ (l, l
′) is non zero only if l and l′ have the same parity, we obtain
Γqx(L),L(l1, l2) = Vl1,l2 + λT
∑
ω
∑
l3,l4
Vl1,l3Πω˜(l3, l4)Γqx(L),L(l4, l2) . (3.21)
The preceding matrix equation is diagonalized by the transformation U :
Γ¯qx(L),L(l, l
′) = (U−1Γqx(L),LU)l,l′
= δl,l′
V¯l,l
1− λV¯l,lT ∑ω Π¯ω˜(l, l) (3.22)
From (3.19) and (3.22), we see that the appearance of a pole in the two-particle vertex
function corresponds to
1− λV¯l,lT
∑
ω
χω˜(0)
1− u0V¯l,lχω˜(0) = 0 . (3.23)
This equation determines the critical temperature in the pairing channel qx(L), L, l. As in
the pure system, the highest Tc is obtained for l = l0 defined by V¯l0,l0 = maxlV¯l,l. The result
(3.23) can be expressed as
N(0) ln
(
T disc
Tc
)
= T disc
∑
ω
χω˜(0)
1− u0V¯l0,l0χω˜(0)
− T disc
∑
ω
χω(0) , (3.24)
where T disc is the critical temperature in presence of disorder and Tc the critical temperature
of the pure system given by (3.12). Using
χω(0) =
πN(0)
|ω| , (3.25)
we obtain
ln
(
T disc
Tc
)
= Ψ
(
1
2
)
−Ψ
(
1
2
+
1− V¯l0,l0
4πτT disc
)
. (3.26)
For Tc − T disc ≪ Tc, the preceding equation simplifies in
Tc − T disc
Tc
≃ π
8τTc
(1− V¯l0,l0) . (3.27)
In the preceding equation, Tc is the critical temperature calculated in the QLA without
impurity scattering. Since Tc is several orders of magnitude below the exact mean-field
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value, T disc will also be much smaller than the exact value. However, a reasonable estimation
of T disc can be obtained using for Tc the exact value instead of the QLA value. From Eq.
(3.27), one can see that V¯l0,l0 , which comes from vertex corrections in the pair propagator,
tends to reduce the difference Tc − T disc . According to (3.27), impurity scattering does not
affect the critical temperature in the reentrant phase since V¯l0,l0 → 1 when Tc → Tc0. This
is a direct consequence of Anderson’s theorem which states that the critical temperature
is independent of a (weak) disorder for a system with time-reversal symmetry.40 Obviously,
(3.27) restricts the observation of high-field superconductivity to clean superconductors with
a critical temperature not too small. As pointed out in Ref.19, this latter condition advan-
tages materials with a large anisotropy. The consequences of (3.27) were discussed in detail
in Ref.19 in the case of the Bechgaard salts.
C. Effect of PPB
We evaluate the effect of PPB on the critical temperature calculated in Sec. IIIA (but
ignoring the effect of disorder). The equation (3.3) for the two-particle vertex function
Γαα
′
qx (l1, l2; l
′
1l
′
2) involves the quantity χ
α′′(qx + (l
′′
1 + l
′′
2)G) which is given by (3.5) with the
replacement αvqx → αvqx + 2h. Therefore, logarithmic singularities arise through χα′′qx (qx +
(l′′1+l
′′
2)G) each time we have qx = −2L′′G+q0 where L′′ is the center of gravity of the pair in
an intermediate state and q0 = ±2h/v. In the QLA, we retain only the intermediate states
corresponding to these logarithmic singularities. If h/ωc is not (and not too close to) an
integer, the center of gravity L of the pair becomes a constant of motion and is related to the
total momentum by qx(L) = −2LG + q0. The equation which determines the two-particle
vertex function then reduces to
Γαα
′
qx(L),L(l, l
′) = −λV αα′l,l′ + λ
∑
α′′,l′′
V αα
′′
l,l′′ χ
α′′(q0)Γ
α′′α′
qx(L),L(l
′′, l′) . (3.28)
Following the analysis developed in Sec. IIIA, we find that a pole appears in the two-particle
vertex function when
1− λV¯l,lχ(q0) = 0 . (3.29)
Using
χ(q0) ≃ N(0)
2
ln
(
γΩ2
πTh
)
(3.30)
for h≫ T , we obtain the critical temperature
TPc ≃
γΩ2
πh
exp
( −2
λN(0)V¯l0,l0
)
≃ πT
2
c
4γh
, (3.31)
where V¯l0,l0 = maxlVl,l. In the reentrant phase (ωc ≫ tz), Tc → Tc0 so that TPc → πT 2c0/4γh,
a result which was obtained in Ref.19. The superconducting phase is always stable at T = 0,
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whatever the value of the magnetic field. This divergence of the orbital critical field Hc2(T )
at low temperature is a characteristic of the LOFF state in a quasi-1D superconductor.19,21
If h/ωc is equal (or close) to an integer, the preceding analysis does not hold any more.
In this case, the center of gravity of the Cooper pair can take the two values −qx/2G±h/ωc.
This enlarges the number of accessible intermediate states and should lead to an increase of
the critical temperature with respect to the result (3.31). It has been proposed by Lebed’41
that this situation could be reached by tilting the field in the (x, y) plane. This lets the
Zeeman energy h unchanged but modifies the orbital frequency which becomes ωc cos θ where
θ is the angle between the field and the y axis. For certain values of θ, h/(ωc cos θ) is an
integer. The effect of the component Hx = H sin θ is expected to be small (if θ is not too
large), because the critical field Hxc2(0) parallel to the x axis is very large compared to the
critical fields in the other directions.
D. Effect of PPB and disorder
We evaluate the effects of both PPB and disorder on the critical temperature calculated
in Sec. IIIA. Following the analysis developed in the two preceding sections, we find that
the critical temperature TP,disc is determined by the equation
N(0) ln
(
T
TPc
)
= T
∑
ω
χω˜(q0)
1− u0V¯l0,l0χω˜(q0)
− T ∑
ω
χω(q0) , (3.32)
where TPc is the critical temperature calculated in the preceding section. For T
P
c − TP,disc ≪
TPc , we can expand (3.32) to first order in u0 (or 1/τ), which leads to
N(0) ln
(
T
TPc
)
≃ T ∑
ω
[χω˜(q0)− χω(q0)] + u0V¯l0,l0T
∑
ω
χ2ω(q0) , (3.33)
where
χω(q0) =
i
vc
sgn(ω)
[
1
2iω
+
1
2iω − 4h
]
, (3.34)
χω˜(q0)− χω(q0) ≃ −πN(0)
τ
[
1
4ω2
− 1
(2iω − 4h)2
]
. (3.35)
Performing the sum over the Matsubara frequencies, we obtain
ln
(
T
TPc
)
≃ − π
16τT
(
1− V¯l0,l0
2
)[
1 +
2
π2
ReΨ′
(
1
2
+ i
h
πT
)]
+
V¯l0,l0
8τh
ImΨ
(
1
2
+ i
h
πT
)
, (3.36)
where Ψ′ is the first derivative of the digamma function. For h ≫ πT , we can use Ψ(z) ≃
ln z − 1/2z for |z| ≫ 1 to get the following expression to lowest order in 1/τ :
TP,disc − TPc
TPc
≃ − π
16τTPc
(
1− V¯l0,l0
2
)
+
π
16τTPc
(
1 +
V¯l0,l0
2
)
TPc
2
h2
. (3.37)
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As in Sec. III B, a reasonable estimation of the effect of disorder can be obtained from the
preceding equation using for TPc the exact mean-field value. The effect of vertex corrections
is weaker than in the absence of PPB (Eq. (3.27)). Even in the reentrant phase where
V¯l0,l0 → 1, the effect of impurities remains important since time-reversal symmetry is broken
by the Zeeman splitting and Anderson’s theorem does not hold. The sensitivity of the LOFF
state to elastic impurity scattering has been known for a long time.42 The consequences of
(3.37) were discussed in detail in Ref.19 in the case of the Bechgaard salts.
IV. ORDERED PHASE IN THE QUANTUM LIMIT APPROXIMATION
In this section, we study the ordered phase (T < Tc) in the QLA where only the pairing
channels leading to Cooper logarithmic singularities are retained. We only consider the
orbital effects of the magnetic field, i.e. we put the g factor equal to zero. Using the results
obtained in Sec. IIIA, we first construct a variational order parameter with two unknown
parameters, the amplitude and the periodicity in the z direction. We solve the Gor’kov
equations in the QLA and obtain the normal and anomalous Green’s functions. We then
deduce the GL expansion of the free energy, the specific heat jump at the transition and the
quasi-particle excitation spectrum.
Following the original approach proposed by Abrikosov,1,3 we construct the order param-
eter for T < Tc as a linear combination of the functions ∆qx(L),L,l0(r) (Eq. (3.13)) describing
the superconducting condensation in the channel qx(L), L, l0. Since Tc does not depend on
L, the most general linear combination can be written as
∆(r) =
∑
L
γ(L)∆qx(L),L,l0(r) . (4.1)
As shown in Sec. IIIA, 2L must have the parity of l0. Since ∆qx(L),L,l0(r) is localized in
the z direction with an extension of ct˜, a natural choice for the coefficients γ(L) is to take
γ(L) 6= 0 if L = −l0/2 + pN ′ (p integer) where the unknown integer N ′ is expected to be
of order t˜. In order to correctly describe the triangular Josephson vortex lattice in the last
phase (which has periodicity 2c in the z direction),19 we choose γ(L) ≡ γp = 1 (i) for p even
(odd). This leads to (noting N = 2N ′)
∆l0,N(r) = ∆
∑
l,p
U2l+l0,l0γpe
i(l0−pN)GxJpN
2
+l−m(t˜)JpN
2
−l−l0−m
(−t˜) , (4.2)
where the amplitude ∆ is chosen real. Eq. (4.2) defines a variational order parameter where
the two unknown parameters ∆ and N have to be determined by minimizing the free energy.
It can be seen that |∆(r)| has periodicity ax = 2π/NG and az = Nc so that the unit cell
contains two flux quanta φ0 for a particle of charge 2e: Haxaz = 2φ0 (when a triangular
lattice is described with a square unit cell, the unit cell contains two flux quanta). In
Ref.19, the order parameter was constructed by imposing that it describe both the triangular
Abrikosov vortex lattice in weak field (ωc ≪ T ) and the triangular Josephson vortex lattice
in very strong field (ωc ≫ tz). Both approaches lead to the same order parameter when only
the Cooper singularities are retained.
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The order parameter is shown in Figs. 4-8, for the phases N = 2, 4, 6, 8 and 10. The
exact (at the mean-field level) order parameter corresponding to Figs. 4, 6, and 7, is shown
in figures 10, 9 and 8 of Ref.19. The order parameter calculated in the QLA is a good
approximation of the exact order parameter for the last phases N = 2, 4 and 6. For larger
values of N , there appears significant differences between the approximate and exact results.
For example, in the phase N = 8 at H = 1.7 T, the order parameter obtained in the QLA
shows zeros which are not present in the exact calculation.
A. Gor’kov equations
The starting point of our analysis is the mean-field (or generalized Hartree-Fock) Hamil-
tonian H0 +HMFint with
HMFint =
1
2
∫
d2r
∑
α,σ
[
∆σ(r)
∗ψασ (r)ψ
α
σ (r) + H.c.
]
, (4.3)
where
∆∗σ(r) = λ
∑
α
〈ψα†σ (r)ψα†σ (r)〉 . (4.4)
∆↑(r) = −∆↓(r) is the variational order parameter defined by (4.2). In order to derive the
thermodynamics and the excitation spectrum in the superconducting phases, it is necessary
to determine the normal and anomalous Green’s functions
Gασ(r, r
′, τ) = −〈Tτψασ (r, τ)ψα†σ (r, 0)〉 ,
F α†σ (r, r
′, τ) = −〈Tτψα†σ (r, τ)ψα†σ (r, 0)〉 , (4.5)
whose Fourier transforms with respect to the imaginary time τ are solutions of the Gor’kov
equations
(iω −Hα0,σ)Gασ(r, r′, ω)−∆σ(r)F α†σ (r, r′, ω) = δ(r− r′) ,
(−iω −Hα†0,σ)F α†σ (r, r′, ω) + ∆∗σ(r)Gασ(r, r′, ω) = 0 , (4.6)
with the self-consistency equation
∆∗σ(r) = λT
∑
α,ω
F α†σ (r, r, ω) . (4.7)
In the QLA, the supercurrents vanish as will be shown in Sec. V. The magnetization
M (which is parallel to the magnetic field by symmetry arguments) and the flux density
B = H+4πM are uniform. In the Gor’kov equations, we should therefore in principle replace
the external magnetic field H by the uniform flux density B. However, when minimizing the
free energy with respect to B, it turns out that the approximation B = H is very accurate
(see Sec. IVB). Moreover, the magnetization vanishing in the middle of each phase (see
below), this approximation becomes exact at this point. In this section, we consider that
the flux density is equal to the external magnetic field.
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To exploit the translational symmetry of the order parameter, we introduce the magnetic
Bloch states φαq,l obtained by diagonalizing simultaneously the three operators H0, eax∂x and
eaz∂z+iNGx which define the magnetic translation group:
φαq,l =
√
N
Nz
∑
p
e−ipqzazφαqx+pNG,l−pN . (4.8)
These states are eigenstates of the Hamiltonian Hα0,σ with the eigenenergies ǫαq,l,σ = ǫαqx,l,σ.
Nz is the number of chains. q is restricted to the magnetic Brillouin zone (MBZ) which is
chosen to be equal to[
−kF − l0G− π
ax
,−kF − l0G+ π
ax
[
×
[
− π
az
,
π
az
[
(4.9)
for the left sheet of the Fermi surface, and to]
kF − π
ax
, kF +
π
ax
]
×
]
− π
az
,
π
az
]
(4.10)
for the right sheet of the Fermi surface. This choice is made for later convenience. There
are N branches crossing the Fermi level on each sheet of the Fermi surface. The excitation
spectrum of the normal phase in the representation of the magnetic Bloch states is shown in
Fig. 9. We introduce Green’s functions in the representation of these magnetic Bloch states
writing
Gασ(r, r
′, ω) =
∑
1,2
φα1 (r)φ
α
2 (r
′)∗Gασ(1, 2, ω) ,
F α†σ (r, r
′, ω) =
∑
1,2
φα1 (r)
∗φα2 (r
′)∗F α†σ (1, 2, ω) , (4.11)
where we use the notation i ≡ (qi, li). In this representation, the Gor’kov equations become
(iω − ǫα1σ)Gασ(1, 2, ω)−
∑
3
∆ασ(1, 3)F
α†
σ (3, 2, ω) = δ1,2 ,
(−iω − ǫα1σ)F α†σ (1, 2, ω) +
∑
3
∆ασ(1, 3)
∗Gασ(3, 2, ω) = 0 , (4.12)
where the pairing amplitude ∆ασ(1, 2) is defined by
∆ασ(1, 2) =
∫
d2rφα1 (r)
∗φα2 (r)
∗∆σ(r) . (4.13)
Multiplying (4.7) by ∆σ(r) and summing over r, we can rewrite the self-consistency equation
as ∫
d2r |∆σ(r)|2 = λT
∑
ω,α
∑
1,2
∆ασ(1, 2)F
α†
σ (1, 2, ω) . (4.14)
A careful examination shows that the pairing between φαq,l and φ
α
l0G−q,−l0−l
(with G =
(G, 0)) is the only pairing compatible with the spatial dependence of the order parameter
(4.2). Thus, in the QLA, we have
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∆ασ(q1, l1;q2, l2) = δq1+q2,l0Gδl1+l2,−l0∆
α
σ(q1, l1) . (4.15)
The preceding result can also be obtained noting that in the QLA the electron-electron
interaction conserves the center of gravity of the particles with respect to the z direction
(Sec. III). Eq. (4.15) follows from this property of the interaction. The definition of the
MBZ (4.9,4.10) ensures that if q belongs to the MBZ, then l0G−q also belongs to the MBZ.
The pairing amplitude ∆ασ(q, l) can be calculated using (2.6,4.2,4.8):
∆ασ(q, l) ≡ ∆ασ(qz, l)
= ∆σα
l0 V¯l0,l0
∑
p
γpe
−ipqzazU2l+l0+pN,l0 , (4.16)
and ∆↑ = −∆↓ = ∆. The equality (4.15) and the Gor’kov equations (4.12) imply that the
Green’s functions in the representation of the magnetic Bloch states are diagonal:
Gασ(q1, l1;q2, l2, ω) = δq1,q2δl1,l2G
α
σ(q1, l1, ω) ,
F α†σ (q1, l1;q2, l2, ω) = δq1+q2,l0Gδl1+l2,−l0F
α†
σ (q1, l1, ω) , (4.17)
where Gασ(q, l, ω) and F
α†
σ (q, l, ω) are given by:
Gασ(q, l, ω) =
−iω − ǫαq,l,σ
ω2 + ǫαq,l,σ
2 + |∆ασ(q, l)|2
,
F α†σ (q, l, ω) =
∆ασ(q, l)
∗
ω2 + ǫαq,l,σ
2 + |∆ασ(q, l)|2
. (4.18)
In the next sections, we will use the preceding expressions of the Green’s functions to obtain
the GL expansion of the free energy and the excitation spectrum.
B. Ginzburg-Landau expansion and thermodynamics
We first note that the sign of the magnetization in the ordered phase can be obtained from
general thermodynamics arguments.43 The magnetization is obtained from M = −∂Fe/∂B,
where Fe(T,B) is the electronic contribution to the difference of the free energies of the
normal and superconducting phases. Since Tc is determined by Fe(Tc, B) = 0, the magneti-
zation M close to the transition line has the sign of dTc/dH . Each phase will therefore first
be paramagnetic and then diamagnetic for increasing field (which implies that there is a
value of the field in each phase for which the magnetization vanishes), except the reentrant
phase which is always paramagnetic.27
Since the flux density B is uniform in the QLA, the free energy density is equal to
F (T,B) = Fe(T,B) +B
2/8π where the electronic contribution can be written44
Fe(T,B) =
∫ ∆
0
d∆′
dg
d∆′
∆′
2
∫
d2r
S
∣∣∣∣∣∆σ(r)∆
∣∣∣∣∣
2
= 2
∫ ∆
0
∆′d∆′(λ−1 − g(∆′))
∫
d2r
S
∣∣∣∣∣∆σ(r)∆
∣∣∣∣∣
2
, (4.19)
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where the function g(∆) = 1/λ is defined by (4.14). In (4.19), all quantities are calculated
in presence of a constant flux density B. In order to get the free energy per volume unit
(and not per surface unit), the 2D density of states N(0) = 1/πvc should be replaced by its
3D expression 1/πvbc. Expanding F α†σ in (4.14) in power of ∆ leads to
Fe(T,B) = α∆
2 +
β
2
∆4 , (4.20)
with
α =
1
λ
∫
d2r
S
∣∣∣∣∣∆σ(r)∆
∣∣∣∣∣
2
− T
S
∑
α,ω,q,l
|∆ασ(q, l)/∆|2
ω2 + ǫαq,l,σ
2 ,
β =
T
S
∑
α,ω,q,l
|∆ασ(q, l)/∆|4
(ω2 + ǫαq,l,σ
2)2
. (4.21)
In the two preceding equations (and in the following), the sum over q is restricted to the
MBZ. Using (4.2,4.16), and the property
∆ασ(qz, l + pN) = e
2ipqzaz∆ασ(qz, l) , (4.22)
we obtain
α =
2V¯l0,l0
N
(λ−1 − V¯l0,l0χ(0))
≃ 2N(0) V¯
2
l0,l0
N
T − Tc
Tc
,
β = βBCS
V¯ 4l0,l0
N
N∑
l=1
∑
p1,p2,p3
γp1γp2γ
∗
p3
γ∗p1+p2−p3U2l+l0+p1N,l0
×U2l+l0+p2N,l0U2l+l0+p3N,l0U2l+l0+(p1+p2−p3)N,l0 , (4.23)
where β is calculated at Tc and βBCS = 7ζ(3)N(0)/8π
2T 2c . The equilibrium state is deter-
mined by the minimum of the Gibbs free energy
G(T,H) = F (T,B)− BH
4π
= Fe(T,B) +
(B −H)2
8π
− H
2
8π
. (4.24)
Minimizing G(T,H) (or equivalently Fe(T,B)) with respect to ∆, we obtain
Fe(T,B) = −α
2
2β
. (4.25)
Since α and β are known, we can minimize numerically G(T,H) with respect to B and
then look for the integer N which minimizes the Gibbs free energy. It turns out that
the minimum is reached for B = H with a very high accuracy. As pointed out above,
this approximation becomes exact in the middle of each phase where the magnetization
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vanishes. In the following, we therefore consider that the flux density is equal to the external
magnetic field. Thus, we can consider the free energy Fe(T,H) instead of the Gibbs free
energy G(T,H). In the reentrant phase, we find that the minimum of Fe(T,H) is obtained
for N = 2. When the field is decreased from its value in the reentrant phase, the system
undergoes a first order transition and the minimum of Fe is then obtained for N = 4. This
is in agreement with Refs.18,19 where it is argued that the first order phase transitions are
due to commensurability effects between the crystalline lattice spacing and the periodicity
of the order parameter. Unlike what is expected, the best value of N switches to 6 before
reaching the next first order transition. This indicates that the QLA gives a bad estimate
of the free energy in the phases N ≥ 4. A correct calculation of the free energy in these
phases requires the inclusion of all the pairing channels and maybe also of the screening of
the magnetic field. This point will be further discussed in Sec. VB.
The calculation of the free energy can easily be extended to the case of a more general
order parameter defined by (4.2) but with γp = 1 (γ) for p even (odd) where γ is an unknown
parameter. For a fixed periodicity N , we have found that the free energy is stationary with
respect to γ for γ = 0, 1 or i which corresponds to square lattices of periodicities az = Nc and
az = Nc/2, and to a triangular lattice of periodicity az = Nc. Numerically, we have verified
that in the reentrant phase, the triangular lattice with periodicity N = 2 has a lower free
energy than the square lattice with periodicity N = 1 or N = 2. This result (stationarity
of the free energy for the square and triangular lattices, the latter corresponding to the
minimum of the free energy) extends to the quantum regime ωc ≫ T a property which is
well-known in the GL regime.3,45
The specific heat jump at the transition is obtained from ∆C = −T∂2Fe/∂T 2. From
(4.23,4.25), we obtain
r =
∆C/CN
(∆C/CN )BCS
= 4
[
N
N∑
l=1
∑
p1,p2,p3
γp1γp2γ
∗
p3γ
∗
p1+p2−p3U2l+l0+p1N,l0
×U2l+l0+p2N,l0U2l+l0+p3N,l0U2l+l0+(p1+p2−p3)N,l0
]−1
, (4.26)
where CN is the specific heat of the normal state and (∆C/CN)BCS = 12/7ζ(3) is the zero-
field value. The ratio r is always smaller than 1 (but close to 1 in the reentrant phase)
and discontinuous at each first order phase transition (Fig. 10). As in the case of the
FISDW phases,46 these discontinuities can be related to the slopes ∆T/∆H of the first
order transition lines. Consider two consecutive superconducting phases denoted by 1 and
2. For each phase i = 1, 2, the free energy can be written as (T ≤ T (i)c )
Fi(T,H) = −ai(T (i)c , H)(T − T (i)c )2 , (4.27)
and the specific heat jump at the transition is ∆Ci = 2ai(T
(i)
c , H)T
(i)
c . T
(i)
c denotes the
transition temperature between the normal phase and the superconducting phase i. The
first order transition line is obtained by writing the equality of the free energy between the
two phases:
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− a1(T (1)c , H)(T − T (1)c )2 = −a2(T (2)c , H)(T − T (2)c )2 . (4.28)
Introducing the quantities ∆T = T − T ∗ and ∆H = H − H∗ where the point (H∗, T ∗) is
defined by the intersection of the two transition lines, i.e. T ∗ = T (1)c (H
∗) = T (2)c (H
∗), the
preceding equality is rewritten as
√
a1(T
(1)
c , H)
(
∆T
∆H
− ∆T
(1)
c
∆H
)
=
√
a2(T
(2)
c , H)
(
∆T
∆H
− ∆T
(2)
c
∆H
)
. (4.29)
Taking the limit T → T ∗ and H → H∗, we obtain
∆T
∆H
=
√
∆C1
dT
(1)
c
dH
−√∆C2 dT
(2)
c
dH√
∆C1 −
√
∆C2
, (4.30)
where ∆C1 ≡ ∆C1(H∗) and ∆C2 ≡ ∆C2(H∗). Since dT (1)c /dH < 0 and dT (2)c /dH > 0
(Fig. 2), it is clear that the slope ∆T/∆H of the first order transition line has the sign of
∆C2 −∆C1: the slope is positive for the transition between the phases N = 4 and N = 2
and negative for the other transitions.
The calculation of the specific heat jump at the transition clearly shows an important
difference between the study of the superconducting phases in the QLA and the study of the
FISDW phases in the SGA.29,30,38 In the SGA, the electron-hole pairing amplitudes are given
by a single number (corresponding to the gap which opens at the Fermi level) so that the
thermodynamics of the FISDW reduces to that of the (zero-field) BCS model. For example,
one obtains r = 1 for any value of the magnetic field. In order to get corrections to the
BCS description, one has to go beyond the SGA. In the QLA used here for the study of the
superconducting phases, the (electron-electron) pairing amplitudes ∆ασ(qz, l) do not reduce
to a single number so that the thermodynamics is different from that of the (zero-field) BCS
model.
C. Excitation spectrum
From the Green’s functions (4.18), we deduce the quasi-particle spectrum in the QLA:
Eαq,l,σ = ±
√
ǫαq,l,σ
2 + |∆ασ(q, l)|2
= ±
√
ǫαqx,l,σ
2 + |∆ασ(qz, l)|2 . (4.31)
For each branch l which crosses the Fermi level, a gap 2|∆ασ(qz, l)| opens at the Fermi level
for qx = αkF − lG where ǫαqx,l,σ = 0. The pairing amplitudes ∆ασ(qz, l) are shown in Fig.
11 for the last five phases N = 2, N = 4, N = 6, N = 8 and N = 10. Note that
|∆ασ(−qz , l ± N/2)| = |∆ασ(qz, l)|. In the very high field limit t˜ ≪ 1, the dispersion of
∆ασ(qz, l) with respect to qz is very weak (of the order of t˜
2). The corresponding excitation
spectrum for the right sheet of the Fermi surface is shown in Fig. 12 for the two branches
l = 0 and l = 1. Comparing Figs. 9 and 12, we clearly see how the excitation spectrum is
modified by the superconducting pairing. The dispersion of the pairing amplitude ∆ασ(qz, l)
with respect to qz increases with decreasing field. For large N and some particular values of
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the field (for example in the phase N = 8 at H = 1.7 T), ∆ασ(qz, l) vanishes at qz = ±π/2az
which results in a gapless excitation spectrum. It is rather surprising that the phase N = 8
is gapless at H = 1.7 T while the phase N = 10 is never gapless. This point, which seems
to indicate again that the validity of the QLA is restricted to the last few phases, will be
further discussed in Sec. VC. Nevertheless, the QLA clearly shows the general tendency:
the system evolves from a quasi-2D (BCS-like) behavior in very high magnetic field (t˜≪ 1)
towards a gapless (or at least with a weak minimum excitation energy) behavior at weaker
field.
In the QLA, the zeros of the excitation spectrum are related to the zeros of the order
parameter in real space. This results from the relation
U2m+l0,l0 = e
iφ (−1)m√
V¯l0,l0
∑
l
U2l+l0,l0Jl−m(t˜)J−l0−l−m(−t˜) , (4.32)
where φ = 0 or π depending on the value of the magnetic field. Eq. (4.32) will be derived
in Sec. V. Using (4.32), the order parameter (4.2) can be rewritten as
∆l0,N(r) = ∆e
−iφ
√
V¯l0,l0(−1)meil0Gx
∑
p
γpe
−ipNGxU2m−pN+l0,l0 . (4.33)
Comparing the preceding equation with (4.16), we see that
|∆ασ(qz = ±
π
2az
, l)| ∼ |∆l0,N(x = ∓
ax
4
, m = l)| . (4.34)
This shows that a gapless spectrum at qz = ±π/2az in the lth branch implies that the
order parameter in real space vanishes at the points (x = ∓ax/4, m = l). Such a relation
between the zeros of the excitation spectrum and the nodes of the order parameter has
also been obtained by Dukan and Tes˘anovic´ in their study of the vortex lattice of isotropic
superconductors in the QLA.7
Unlike for thermodynamics quantities, the third direction has a non trivial effect on the
excitation spectrum. For a 3D system, instead of (4.31), we have
Eαq,ky,l,σ = ±
√
(ǫαqx,l,σ + ty cos(kyb))
2 + |∆ασ(qz, l)|2 , (4.35)
where ky is the momentum along the y direction (−π/b < ky ≤ π/b). ∆ασ(qz, l) is the pairing
amplitude between the magnetic Bloch states φq,ky,l,σ and φl0G−q,−ky,−l0−l,σ. It remains
unchanged since the Cooper pairs are formed with states of opposite momenta in the y
direction. The effect of the third direction can be viewed as a shift of the MBZ which is now
centered around ±kF (ky) defined by
v(kF (ky)− kF ) + ty cos(kyb) = 0 . (4.36)
Each time ∆ασ(qz, l) vanishes (for a given Bloch momentum qz and a given branch l), there
is a line of zeros in the excitation spectrum determined by
ǫαqx,l,σ + ty cos(kyb) = 0 , (4.37)
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where qx belongs to the MBZ and −π/b < ky ≤ π/b. When calculating thermodynam-
ics quantities, one has to sum over the quantum numbers associated with the excitation
spectrum. For a linearized dispersion law (Eq. (2.1)), the ky dependence of the spectrum
disappears when summing over the momentum qx and only yields a factor 1/b. This property
results from the fact that q is coupled only with l0G−q. Thus, the direction along the field
modifies the quasi-particle excitation spectrum but not the thermodynamics quantities.
V. BEYOND THE QUANTUM LIMIT APPROXIMATION
In the two preceding sections (Secs. III and IV), we have studied the quantum super-
conducting phases in the QLA. This approximation allowed us to obtain a clear and simple
physical picture. Most of the quantities of interest (critical temperature, Green’s functions,
thermodynamics quantities...) could be expressed in a rather simple form. Nevertheless,
the QLA suffers from a lot of weak points. It is restricted to the quantum regime ωc ≫ T
and strongly underestimates the critical temperature. It fails to calculate the free energy
in the phases N ≥ 4. Moreover, as will be shown in this section, it does not correctly
describe the entire excitation spectrum and the supercurrents vanish in this approximation.
It is therefore necessary to extend the analysis of the two preceding sections to take into
account all the pairing channels. In the QLA, we only considered the pairing amplitudes
∆ασ(q, l; l0G−q,−l0− l). In this section, we will call these pairing amplitudes primary gaps.
The other pairing amplitudes will be called secondary gaps. The reason for this designation
is that the primary gaps open at the Fermi level while the secondary gaps open above and
below the Fermi level (Sec. VC). Thus, in this section, we will study how the secondary
gaps modify the results obtained in the QLA. In the following, we first obtain the exact (at
the mean-field level) transition line and construct a variational order parameter, thus recov-
ering the results obtained in Ref.19. Then, from the Gor’kov equations, we derive the GL
expansion of the free energy, and the excitation spectrum is obtained from the Bogoliubov-
de Gennes (BdG) equations. Finally, we calculate the current distribution in the ordered
phase. As in Sec. IV, the PPB effect is ignored.
A. Transition line and variational order parameter
In order to obtain the exact (at the mean-field level) transition line, we consider the
linearized gap equation in a mixed representation (qx, m) by taking the Fourier transform
with respect to the x direction:
λ−1∆(qx, m) = c
∑
m′
K(qx, m,m
′)∆(qx, m
′) , (5.1)
K(qx, m,m
′) = T
∑
ω,α
∫
dx e−iqx(x−x
′)Gα↑ (r, r
′, ω)Gα↓ (r, r
′,−ω) . (5.2)
Writing the real space Green’s function Gασ(r, r
′, ω) as
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Gασ(r, r
′, ω) =
∑
kx,l
φαkx,l(r)φ
α
kx,l(r
′)∗Gασ(kx, l, ω) , (5.3)
where φαkx,l and G
α
σ(kx, l, ω) are given in (2.6) and (2.8), we obtain
cK(qx, m,m
′) = (−1)m−m′ ∑
l
Vl−2m,l−2m′χ(qx + lG) . (5.4)
The matrix Vl,l′ is defined by (3.8) and χ(qx) =
∑
α χ
α(qx) is the pair susceptibility at zero
magnetic field evaluated at total momentum qx (Eq. (3.5)). It is clear from (5.4) that the
highest Tc is obtained when qx is a multiple of G due to the appearance in this case of Cooper
logarithmic singularities χ(0). Since the change qx → qx ± 2G is equivalent to the change
m → m ± 1, it is sufficient to consider the two cases qx = l0G where l0 = 0, 1. Comparing
(5.1,5.4) with Eq. (18) of Ref.19, we note that ∆(qx = l0G,m) = ∆
Q=l0G
2m . The coefficients ∆
Q
2l
were introduced in Ref.19 through the Fourier expansion of the order parameter. Thus, we
have rederived the linearized gap equation which was obtained in the gauge A′(0, 0,−Hx).
In the QLA, where only logarithmic singularities are retained, the linearized gap equation
reduces to
λ−1∆QLA(qx = l0G,m) = χ(0)
∑
m′
(−1)m−m′V2m+l0,2m′+l0∆QLA(qx = l0G,m′) . (5.5)
This matrix equation is solved by the orthogonal transformation U which was introduced in
Sec. III and which diagonalizes the matrix Vl,l′. Obviously, we recover the expression (3.12)
of the critical temperature and
∆QLA(qx = l0G,m) = (−1)mU2m+l0,l0 . (5.6)
For qx = (l0 − 2p)G, the order parameter is expressed as
∆QLA(x,m) = (−1)m−pU2m−2p+l0,l0ei(l0−2p)Gx . (5.7)
Comparing this expression with (3.13), we note that we must have
U2m+l0,l0 = const (−1)m
∑
l
U2l+l0,l0Jl−m(t˜)J−l0−l−m(−t˜) (5.8)
in order for Eqs. (3.13) and (5.7) to be equivalent. The preceding equation was verified
numerically and the exact value of the constant is given in (4.32).
It is not possible to find an analytical expression for the coefficients ∆(qx = l0G,m).
Thus, one has to solve Eq. (5.1) numerically and then calculate every physical quantity as
a function of the coefficients ∆(qx = l0G,m).
As in Sec. IV, we construct the order parameter by taking a linear combination of
the solutions of the linearized gap equation. ∆(qx = (l0 − 2p)G,m) has the form of a
strip extended in the x direction and localized in the perpendicular direction around z =
(−l0/2+p)c. Thus, the triangular vortex lattice with periodicity az = Nc can be constructed
as in Sec. IV, which leads to
∆(x,m) = ∆
∑
p
γp∆
l0
m−pN
2
ei(l0−pN)Gx , (5.9)
24
where ∆l0m ≡ ∆(qx = l0G,m) is the normalized solution of the linearized gap equation (5.1):∑
m |∆l0m|2 = 1. The amplitude ∆ is chosen real. The coefficients γp were introduced in
Sec. IV. The order parameter (5.9) can also be obtained from Eq. (41) of Ref.19 by the
appropriate gauge transformation and using ∆l0m = ∆
Q=l0G
2m . Contrary to the QLA, the order
parameter (5.9) correctly describes the entire phase diagram, from the weak field regime
(ωc ≪ T ) where the superconducting state is an Abrikosov vortex lattice up to the very
high field regime (ωc ≫ tz) where the superconducting state is a Josephson vortex lattice.
The above form of the order parameter, obtained by taking a linear combination of the
solutions of the linearized gap equation, is expected to be a very good approximation as
long as the region of interest in the phase diagram is close to the transition line.
B. Ginzburg-Landau expansion
In order to derive the thermodynamics close to the transition line, we have to perform a
GL expansion of the free energy. The situation is more complicated than in the QLA, because
the supercurrents do not vanish and should therefore be taken into account. The Gor’kov
equations have to be solved in presence of a non uniform flux density B(r) = H+b(r) where
b(r) = ∇× a(r) is obtained from 4πj(r) = ∇×∇× a(r). j(r) is the current distribution in
the ordered phase. As noted by Rasolt and Tes˘anovic´,6 a consistent calculation of the free
energy to order ∆4 requires the calculation of the Green’s functions of the normal phase to
first order in a(r). Such a procedure, although possible in principle, greatly complicates the
calculation and will not be followed here. Fortunately, the situation gets simpler in the phase
N = 2. In this phase, the supercurrents are of order t2z/ω
2
c (Ref.
19) and their contribution to
the free energy is of order t4z/ω
4
c . Thus, to first order in t
2
z/ω
2
c , the screening of the external
magnetic field can be ignored in the calculation of the free energy. This approximation is
not justified in the phases N ≥ 4. We hope that it will give reliable results, at least not too
far from the reentrant phase. Indeed, it will turn out that this approximation is sufficient to
understand the main features of the superconducting phases. Nevertheless, we will see that a
correct description of the phases N ≥ 4 would require a proper treatment of the screening of
the field by the supercurrents. We could try to improve the crude approximation B = H by
assuming that the flux density B is uniform but not necessary equal to the external field H .
This would however not lead to any significant improvements of the results. In particular,
in the middle of each phase where the averaged flux density vanishes, this approximation
becomes equivalent to completely neglecting the screening of the field.
As in Sec. IV, we exploit the translational symmetry of the order parameter using the
magnetic Bloch states φαq,l (Eq. (4.8)). If we ignore the screening of the external field, the
GL expansion can be written in the form (4.20) with
α =
λ−1
S
∫
d2r
∣∣∣∣∣∆σ(r)∆
∣∣∣∣∣
2
− T
S
∑
α,ω,1,2
|∆ασ(1, 2)/∆|2
(iω − ǫα1σ)(−iω − ǫα2σ)
,
β =
T
S
∑
α,ω
∑
1,2,3,4
1
∆4
∆ασ(1, 2)∆
α
σ(1, 3)
∗∆ασ(4, 3)∆
α
σ(4, 2)
∗
(iω − ǫα1σ)(−iω − ǫα3σ)(iω − ǫα4σ)(−iω − ǫα2σ)
, (5.10)
where ∆↑(r) = −∆↓(r) is the variational order parameter (5.9). Again, we use the notation
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i ≡ (qi, li). In (5.10), the sums over qi are restricted to the MBZ defined in (4.9,4.10). The
pairing amplitudes ∆ασ(i, j) are defined by (4.13). Using (5.9), we obtain
∆ασ(1, 2) ≡ δq1+q2,l0G∆ασ(q1z, l1, l2)
= δq1+q2,l0G∆
∑
p
γpe
−ipq1zaz
∑
m
∆l0mJl1+pN2 −m
(αt˜)Jl2−pN2 −m
(αt˜) . (5.11)
As in the QLA, the total Bloch momentum of two paired states is equal to l0G. But the
pairing is not diagonal any more in the branch index l, i.e. φαq,l is not coupled only to
φαl0G−q,−l0−l. Using the property (p integer)
∆ασ(qz, l1 + pN, l2 − pN) = e2ipqzaz∆ασ(qz, l1, l2) , (5.12)
we obtain
α =
c
Lz
∑
qz
N∑
l1=1
∑
l2
∣∣∣∣∣∆
α
σ(qz, l1, l2)
∆
∣∣∣∣∣
2[
χ((l0 + l1 + l2)G, Tc)− χ((l0 + l1 + l2)G, T )
]
,
β =
1
Lz
∑
qz
N∑
l1=1
∑
l2,l3,l4
1
∆4
∆ασ(qz, l1, l2)∆
α
σ(qz, l1, l3)
∗
×∆ασ(qz, l4, l3)∆ασ(qz, l4, l2)∗K4(l1, l2, l3, l4) , (5.13)
where
K4(l1, l2, l3, l4) =
T
Lx
∑
ω,α,kx
1
(iω − αvkx − αl1ωc)(−iω − αvkx + α(l0 + l3)ωc)
× 1
(iω − αvkx − αl4ωc)(−iω − αvkx + α(l0 + l2)ωc) . (5.14)
Unless otherwise specified, the sum over the integers li runs from −∞ to ∞. In (5.14), the
sum over kx runs from −∞ to ∞. χ(qx, T ) is the pair susceptibility in zero magnetic field
at the temperature T . Writing α = α′(T − Tc) with α′ = ∂α/∂T |Tc , we obtain, using (3.5)
and Ψ(z) ≃ ln(z)− 1/2z for |z| ≫ 1:
α′ ≃ N(0)
Tc
c
Lz
∑
qz
N∑
l=1
∣∣∣∣∣∆
α
σ(qz, l,−l − l0)
∆
∣∣∣∣∣
2
. (5.15)
We also have
β ≃ βBCS c
Lz
∑
qz
N∑
l=1
∣∣∣∣∣∆
α
σ(qz, l,−l − l0)
∆
∣∣∣∣∣
4
. (5.16)
The corrections to the above expressions of α′ and β are of the order of T 2c /ω
2
c (up to
logarithmic corrections for β). In the quantum regime ωc ≫ T , it is therefore sufficient to
take into account only the primary gaps in order to calculate the coefficients α′ and β. The
secondary gaps, which open at nωc/2 (n 6= 0) above and below the Fermi level (see Sec.
VC), do not contribute to α′ and β to leading order in Tc/ωc. However, they have to be
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taken into account in the calculation of the critical temperature Tc. Comparing the primary
gaps in Figs. 13-16, obtained numerically from (5.11), with those obtained analytically in
the QLA (Eq. (4.16) and Fig. 11), it turns out that the result obtained in the QLA is very
close to the exact result. This means that the expression of the coefficients α′ and β given by
(4.23) is very accurate. Thus, if we calculate the free energy and the specific heat jump at
the transition, we will recover the results of Sec. IV, the only difference being that the value
of Tc is now exact. Again, we find that the minimum of the free energy in the reentrant
phase is minimized for N = 2. When the field decreases from its value in the reentrant
phase, the system undergoes a first order transition and the minimum of the free energy is
then obtained for N = 4. As in the QLA, the best value of N switches to 6 before reaching
the next first order phase transition. This result, which seems to contradict the assumption
that the first order phase transitions are due to commensurability effects between the period
of the order parameter and the crystalline lattice spacing, indicates that the contribution of
the supercurrents to the free energy has to be taken into account in the phases N ≥ 4.
C. Excitation spectrum
The excitation spectrum can be obtained from the BdG equations.47 Performing the BdG
transformation
ψασ (r) =
∑
n
(
uαn(r)γ
α
n,σ − σvαn(r)∗γα†n,σ
)
, (5.17)
and expanding the coefficients u and v in the basis of the magnetic Bloch states:
uαn(r) =
∑
i
uαn,iφ
α
i (r) ,
vαn(r) =
∑
i
vαn,iφ
α
i (r)
∗ , (5.18)
we obtain the following BdG equations:
(Eαn,σ − ǫαq,l,σ)uαn,q,l −
∑
l′
vαn,l0G−q,l′∆
α
↑ (qz, l, l
′) = 0 ,
(Eαn,σ + ǫ
α
l0G−q,l,σ)v
α
n,l0G−q,l −
∑
l′
uαn,q,l′∆
α
↑ (qz, l
′, l)∗ = 0 . (5.19)
In the quantum regime, ωc ≫ Tc so that ωc ≫ ∆ even at T = 0. The latter inequality allows
us to treat the pairing amplitudes ∆ασ(qz, l, l
′) perturbatively. At low temperature, the order
parameter (5.9) is modified by contributions of superconducting condensation channels with
critical temperature < Tc. However, the main contribution to the order parameter still
comes from the channel with the highest critical temperature so that (5.9) should remain
a good approximation. To leading order in ∆2/ω2c , the effect of ∆
α
↑ (qz, l, l
′) is to lift the
degeneracy between ǫαq,l,σ and ǫ
α
l0G−q,l′,σ
. Thus, up to corrections of the order of ∆2/ω2c , a
gap 2|∆ασ(qz, l, l′)| opens in the spectrum at qx = αkF − (l− l0− l′)G/2 (with the restriction
that qx has to be in the MBZ). This gap is located at α(l0+ l+ l
′)ωc/2 away from the Fermi
level. The primary gaps ∆ασ(qz, l,−l0− l) (the only ones which were considered in the QLA)
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open at the Fermi level, while the secondary gaps open above and below the Fermi level.
The resulting spectrum, shown schematically in Fig. 17, is very reminiscent of the one of the
FISDW phases.28–31 Since the one-particle states are localized in the z direction on a length
of the order of ct˜, the pairing amplitudes ∆ασ(qz, l, l
′) are important only if |l− l′| < t˜. This
means that there are ∼ N ∼ t˜ secondary gaps with a significant value opening above and
below the Fermi level and extending on an energy width of the order of tz. In the reentrant
phase, the secondary gaps are of the order of t˜2 with respect to the primary gaps.
When the field decreases (at T = 0) below the semiclassical critical field Hc2(0), the
amplitude of the order parameter will grow so that ∆ will become larger than ωc. The
coherence length v/∆ then becomes smaller than the (longitudinal) magnetic length 2π/G
and the quantum effect of the field (i.e., the bending of the semiclassical orbits by the
field) can be ignored. Thus, the condition ∆ ∼ ωc (at T = 0) signals the crossover to the
(anisotropic) Abrikosov vortex lattice state.
As noted above, the QLA very accurately describes the primary gaps and therefore
provides a very good approximation of the minimum excitation energy. We also note that
the zeros of the primary gaps which were obtained in the QLA are not destroyed by the off-
diagonal pairings (l, l′) (l′ 6= −l0 − l). A similar result was obtained in the case of isotropic
superconductors where it has been shown that the gapless behavior obtained in the QLA is
not destroyed by a weak off-diagonal Landau level pairing.7,11
As in the QLA, we obtain a non monotonous behavior of the minimum excitation energy:
it decreases with the field and vanishes in the phase N = 8 at H = 1.7 T, but becomes
finite again in the phase N = 10. This gapless behavior turns out to strongly depend on the
dispersion law of the non-interacting system and is therefore accidental. For example, if we
add a second neighbor hopping term t′z cos(2kzc) to the dispersion law (2.1), the zeros in the
excitation spectrum appear for different values of the magnetic field. A proper treatment
of the screening of the magnetic field would modify the BdG equations and is expected
to suppress this accidental gapless behavior. Nevertheless, when the field decreases, the
minimum excitation energy decreases and becomes very small in the large N phases as can
be seen in Fig. 18. This figure shows the gap which opens at the Fermi level in the phases
N = 26 and N = 28 (the order parameter ∆l0,N(r) corresponding to the phase N = 26 is
shown in Fig. 7 of Ref.19). Even if we believe that the gapless behavior of the phase N = 26
is accidental, Fig. 18 clearly shows that the large N superconducting phases effectively
become gapless (note that one can distinguish 21 different phases (i.e. N = 2, · · ·, 42) in
the quantum regime: see Fig. 1b of Ref.19). It is however difficult to conclude if the system
evolves towards a real gapless behavior. Let us finally mention that the wrong estimation
of the minimum excitation energy in the phases N ≥ 4 is related to the poor estimation of
the free energy in these phases.
D. Current distribution
In this section, we give the expression of the current distribution in the superconducting
phases. We will show that the primary gaps do not contribute to the supercurrents. Since
the calculation is very fastidious, we only give the final expressions. The current distribution
is obtained from
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jx(r) = evT
∑
ω,α,σ
αδGασ(r, r, ω) ,
jz(x,m,m+ 1) = = −ectz
2i
(ec∂z − ec∂z′ )T ∑
ω,α,σ
δGασ(r, r
′, ω)|r=r′ . (5.20)
Here, jz(x,m,m+ 1) is the current at point x between the chains m and m+ 1. δG
α
σ is the
correction to the Green’s function which results from a non zero order parameter. To lowest
order,
δGασ(r, r
′, ω) = −∑
1,2,3
φα1 (r)φ
α
2 (r
′)∗∆ασ(1, 3)∆
α
σ(3, 2)
∗Gασ(1, ω)G
α
σ(3,−ω)Gασ(2, ω) , (5.21)
where φαi is the magnetic Bloch state defined by (4.8) and we use the notation i ≡ (qi, li).
Note that to lowest order (∆2), the screening of the external field can be ignored and the
correction δGασ can be calculated with the Green’s functions G
α
σ(i, ω) of the normal phase
in the presence of a uniform magnetic field H . From (5.20,5.21), we obtain the following
expressions for the Fourier transform of j(r) at wave vector k = (p1NG, p22π/Nc):
jx(p1, p2) = −2e
N∑
l1=1
∑
l2,l3
Fl0+l1+l3,l0+l2+l3e
−ipi
2
(l1−l2−p1N)−ip2
pi
N
(l1+l2−p1N)
×Jp1N−l1+l2
(
2t˜ sin p2
π
N
)
1
Lz
∑
qz
e−ip1qzaz∆+↑ (qz, l1, l3)∆
+
↑ (qz, l2, l3)
∗ ,
jz(p1, p2) =
ectz
iv
N∑
l1=1
∑
l2,l3
Fl0+l1+l3,l0+l2+l3
∑
β=±
βe−i
pi
2
(l1−l2−β−p1N)−ip2
pi
N
(l1+l2−1−p1N)
×Jp1N−l1+l2+β
(
2t˜ sin p2
π
N
)
1
Lz
∑
qz
e−ip1qzaz∆+↑ (qz, l1, l3)∆
+
↑ (qz, l2, l3)
∗ , (5.22)
where the function FN,M is defined by
FN,M =


1
4π2T
ImΨ′
(
1
2
− Nωc
4iπT
)
if N =M ,
1
π(N−M)ωc
Re
[
Ψ
(
1
2
− Mωc
4iπT
)
−Ψ
(
1
2
− Nωc
4iπT
)]
if N 6=M . (5.23)
The function FN,M has been introduced in Ref.
19 where its expression is given by Eq. (50)
for ωc ≫ T . If we retain only the primary gaps ∆ασ(qz, l,−l − l0), then F = F0,0 = 0 so
that the supercurrents vanish. Thus, in the QLA where the secondary gaps are ignored,
the supercurrents vanish. The current distribution can also be obtained as a function of the
coefficients ∆l0m using the relation
∆+↑ (qz, l1, l2) = ∆
∑
m
∆l0m
1
N
N∑
p=1
[1 + i(−1)p]ei(qzc−p piN )(l1−l2)
×e−ipi2 (l1+l2−2m)Jl1+l2−2m
(
2t˜ sin
[
qzc− p π
N
])
. (5.24)
Again, we only give the final expressions:
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jx(p1, p2) = −4e∆
2
Nc
∑
m1,m2
∑
l1,l2
∆l0m1∆
l0
m2
∗
Fl0+l1+2m1,l0+l2+2m2e
−ip2
pi
N
(l2+2m2)
×eipi2 (p1N−2m1+2m2)Jp1N−l1−2m1+l2+2m2
(
2t˜ sin p2
π
N
)
×
〈
e−iu(p1N−l1−2m1+l2+2m2)Jl1
(
−2t˜ sin
[
u+ p2
π
N
])
Jl2(−2t˜ sin u)
〉
ηp1,p2 , (5.25)
jz(p1, p2) =
2etz∆
2
ivN
∑
β=±
β
∑
m1,m2
∑
l1,l2
∆l0m1∆
l0
m2
∗
Fl0+l1+2m1,l0+l2+2m2e
−ip2
pi
N
(l2+2m2−1)
×eipi2 (p1N−2m1+2m2+β)Jp1N−l1−2m1+l2+2m2+β
(
2t˜ sin p2
π
N
)
×
〈
e−iu(p1N−l1−2m1+l2+2m2)Jl1
(
−2t˜ sin
[
u+ p2
π
N
])
Jl2(−2t˜ sin u)
〉
ηp1,p2 , (5.26)
where we use the notation 〈· · ·〉 = ∫ 2π0 · · ·du2π . The function ηp1,p2 is defined by
ηp1,p2 =


1 if p1 and p2 are even,
i if p1 and p2 are odd,
0 otherwise.
(5.27)
Since ∆l0m = ∆
Q=l0G
2m , Eqs. (5.25,5.26) are analogous to Eqs. (48,49) of Ref.
19 where the current
distribution has been calculated in the gauge A′(0, 0,−Hx). The current distribution was
calculated numerically in Ref.19 using (5.25,5.26). In the reentrant phase, (5.25,5.26) can be
simplified by retaining only the terms of order t˜2: the current distribution is characteristic of
a triangular Josephson vortex lattice. In the phases N ≥ 4, the current distribution shows
a symmetry of a laminar type and is different from what is obtained in the Abrikosov or
Josephson vortex lattice.19
VI. CONCLUSION
We have presented a systematic study of the phase diagram of a quasi-1D supercon-
ductor in a high magnetic field. We have obtained the thermodynamics quantities and the
quasi-particle excitation spectrum of the quantum superconducting phases which are sta-
bilized at high magnetic field as a result of the magnetic-field-induced confinement of the
electrons. The reentrant phase (very high field limit) is the natural limit for the study of
superconductivity, since the orbital frustration of the order parameter is suppressed and the
screening of the external magnetic field can be ignored, which considerably simplifies the
analysis. Although we have not taken into account the screening of the field in the other
phases, our analysis clearly shows how the properties of the system evolves when the field
is decreased from its value in the reentrant phase.
The main results can be summarized as follows. i) In the reentrant phase (ωc ≫ tz), the
superconducting state is a Josephson vortex lattice. The behavior of the system is very close
to the zero-field BCS situation, up to corrections of the order of t2z/ω
2
c . For instance, the
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supercurrents are of the order of t2z/ω
2
c and the specific heat jump at the superconducting
transition ∆C/CN is very close to the zero-field BCS value (∆C/CN)BCS. The phase is
paramagnetic due to the positive slope of transition temperature Tc (dTc/dH > 0). Gaps
open at the Fermi level on the whole MBZ. The dispersion of these gaps is of the order of
t2z/ω
2
c and the minimum excitation energy is finite. Gaps also open at nωc/2 (n integer)
away from the Fermi level but are of the order of t2z/ω
2
c with respect to the gaps opening at
the Fermi level. ii) In the other phases (N ≥ 4), the behavior of the system deviates more
substantially from the zero-field BCS situation. The phase is first paramagnetic and then
diamagnetic, which is a consequence of the sign change of the slope of the transition line
Tc. The specific heat jump at the transition becomes smaller than the zero-field BCS value
(∆C/CN)BCS. There are ∼ N ∼ t˜ gaps with a significant value opening below and above
the Fermi level. The dispersion of the gaps which open at the Fermi level increases. The
minimum excitation energy decreases and the quasi-particle spectrum becomes gapless for
large N .
Our result have been obtained within a simple model where the electrons interact through
an effective local attractive interaction. Some of these results would be modified in a more
complicated (or realistic) model. For example, in the case of a d-wave (with respect to the
x and y axis) superconductor, the excitation spectrum would be gapless for any value of the
field. The inclusion in our analysis of the PPB effect, which yields to the formation of a
LOFF state, would also result in a gapless behavior. However, the general structure of the
phase diagram does not depend on the details of the microscopic mechanism which is at the
origin of the attractive electron-electron interaction: the existence of superconductivity at
high magnetic field in a quasi-1D superconductor originates in the magnetic-field-induced
dimensional crossover and does not rely on a particular model of superconducting pairing.
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FIGURES
FIG. 1. Diagrammatic representation of the ladder approximation for the two-particle vertex
function Γαα
′
(r1, r2; r
′
1, r
′
2). The zigzag line denotes the attractive electron-electron interaction. α
and α′ refer to the sheet of the Fermi surface.
FIG. 2. Solid lines: critical temperature vs magnetic field for l0 = 0 and l0 = 1 in the QLA.
Dashed lines: exact mean-field critical temperature (see Fig. 1 of Ref. 19). Tc0 = 1.5 K and tz = 20
K.
FIG. 3. a) Self-energy correction in the Born approximation due to impurity scattering. b)
Vertex correction due to impurity scattering for the pair propagator. The dashed lines with a cross
denote impurity scattering.
FIG. 4. Amplitude and phase of the order parameter ∆l0,N (r) (Eq. (4.2)) obtained in the
QLA in the phase l0 = 0, N = 2 (H = 5.8 T). In order to compare with the exact order parameter
obtained in Ref. 19, we have made a gauge transformation from A(Hz, 0, 0) to A′(0, 0,−Hx).
FIG. 5. As in Fig. 4, but for the phase l0 = 1, N = 4 (H = 4 T).
FIG. 6. As in Fig. 4, but for the phase l0 = 0, N = 6 (H = 2.4 T).
FIG. 7. As in Fig. 4, but for the phase l0 = 1, N = 8 (H = 1.7 T).
FIG. 8. As in Fig. 4, but for the phase l0 = 0, N = 10 (H = 1.3 T).
FIG. 9. Excitation spectrum ǫαq,l,σ = ǫ
α
qx,l,σ
of the normal phase in the representation of the
magnetic Bloch states φαq,l. qx is restricted to the MBZ (4.9,4.10). The figure corresponds to
N = 2.
FIG. 10. Ratio r = (∆C/CN )/(∆C/CN )BCS vs magnetic field.
FIG. 11. Pairing amplitudes |∆ασ(qz, l)| in the QLA in the phases N = 2, N = 4, N = 6,
N = 8 and N = 10. The units are chosen so that max |∆ασ(qz, l)| = 1.
FIG. 12. Quasi-particle excitation spectrum E+q,l,σ in the QLA in the reentrant phase l0 = 0,
N = 2 for the branches l = 0 (a) and l = 1 (b). q is restricted to the MBZ. The gap opens at the
Fermi level.
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FIG. 13. Pairing amplitudes |∆ασ(qz, l, L− l− l0)| in the exact mean-field analysis in the phase
N = 2 (H = 5.1 T). A gap 2|∆ασ(qz, l, L− l − l0)| opens in the branch l at αLωc/2 away from the
Fermi level. The units are chosen so that max |∆ασ(qz, l, L− l − l0)| = 1.
FIG. 14. As in Fig. 13, but for the phase N = 4 (H = 2.8 T).
FIG. 15. As in Fig. 13, but for the phase N = 6 (H = 2 T).
FIG. 16. As in Fig. 13, but for the phase N = 8 (H = 1.5 T).
FIG. 17. Schematic representation of the quasi-particle excitation spectrum for the right sheet
of the Fermi surface. qx is restricted to the MBZ. Gaps open at nωc/2 (n integer) away from the
Fermi level. The dispersion with respect to qz is not shown.
FIG. 18. Pairing amplitudes (primary gaps) |∆ασ(qz, l,−l− l0)| in the exact mean-field analysis
in the phases N = 26 (H = 0.48 T) and N = 28 (H = 0.45 T).
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