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Abstract
Software Defined Networking (SDN) promises greater flex-
ibility for directing packet flows, and Network Function
Virtualization promises to enable dynamic management of
software-based network functions. However, the current di-
vide between an intelligent control plane and an overly sim-
ple, stateless data plane results in the inability to exploit
the flexibility of a software based network. In this paper
we propose SDNFV, a framework that expands the capabil-
ities of network processing-and-forwarding elements to flex-
ibly manage packet flows, while retaining both a high perfor-
mance data plane and an easily managed control plane.
SDNFV proposes a hierarchical control framework where
decisions are made across the SDN controller, a host-level
manager, and individual VMs to best exploit state available
at each level. This increases the network’s flexibility com-
pared to existing SDNs where controllers often make deci-
sions solely based on the first packet header of a flow. SD-
NFV intelligently places network services across hosts and
connects them in sequential and parallel chains, giving both
the SDN controller and individual network functions the abil-
ity to enhance and update flow rules to adapt to changing con-
ditions. Our prototype demonstrates how to efficiently and
flexibly reroute flows based on data plane state such as packet
payloads and traffic characteristics.
1 Introduction
Software Defined Networking (SDN) is changing how net-
works are managed both in wide area networks and within
data centers by providing a logically centralized control plane
capable of applying carefully crafted rules that target indi-
vidual packet flows [1]. At the same time, Network Func-
tion Virtualization (NFV) has emerged as a technique to run
high performance network services as software running in
virtual machines (VMs) on commodity servers [2, 3], replac-
ing custom-built middlebox systems commonly prevalent in
networks. These technologies promise to increase the flex-
ibility and agility of networks at both the control and data
plane levels, allowing packets to be dynamically rerouted and
new network services to be added on demand.
Unfortunately, the limited interactions between existing
SDN controllers and NFV platforms restrict how far we can
go in achieving this vision [4, 5]. The control plane, em-
bodied by the SDN controller, has complete authority, but
lacks insight into the information only observable within the
network processing elements. Information such as specific
packet arrival sequences, aggregate flow information, rela-
tionship of the state across flows, and application-level packet
data is usually not exploitable by the SDN controller. This
overly strict separation of the data and control planes limits
both the knowledge on which control decisions can be made
and the frequency with which the handling of flows can be
manipulated [6, 7].
While SDNs aim to provide convenient control over a min-
imalist data plane, the reality is that the functionality residing
in a network’s data plane is increasingly dynamic and com-
plex. Today’s networks are not built purely from switches
and routers. They are also composed of proxies, caches, deep
packet inspection systems, firewalls, policy engines and other
middleboxes that act on individual packets to manipulate their
routing, content, and QoS. The desire to efficiently and flex-
ibly perform processing on packet data creates a tension that
is not likely be resolved by current SDN approaches, since
the match/action rule sets given to switches are not expres-
sive enough for supporting complex functionality. It is well-
recognized that relying on the controller to frequently per-
form per-packet processing is too inefficient. Moreover, cur-
rent SDN designs do not help with dynamic management and
modification of the rules for long-running flows (e.g., a video
stream that should have its quality adapted over time based
on available capacity).
We propose Software Defined Network Function Virtual-
ization (SDNFV), a framework that expands the capabilities
of network-processing elements to help manage and guide
flows based on potentially more complex data plane infor-
mation, while still retaining high performance and an easily
managed control plane. SDNFV expands on the existing pro-
tocols for a centralized control plane, as embodied in pro-
posed SDN approaches [8, 1] and builds upon recent efforts in
high performance NFV platforms supporting VM-based net-
work services [2, 3, 9, 10].
In our SDNFV architecture, we use SDN and NFV con-
trollers coordinated by an SDNFV Application. The SDNFV
Application defines complex network services as a graph of
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processing functions, and has a placement engine to decide
how functions are instantiated in VMs across the network.
Services residing in our NF VMs are easy to develop, user-
space applications that can maintain complex state about ob-
served packet characteristics. The NF VMs are controlled
by an NF Manager on each host. SDNFV’s focus is on how
control should be split across this hierarchy–exploiting the
application-awareness of individual NFs, the host-level re-
source management capabilities of the NF Manager, and the
global view provided by the SDNFV Application.
We provide a cross-layer control protocol so that the net-
work function VMs are able to update a flow’s rules dynami-
cally, subject to constraints imposed by the SDNFV Applica-
tion. This allows SDNFV to base flow management decisions
on characteristics that cannot be determined at flow startup or
on traffic characteristics across multiple flows. Finally, SD-
NFV can efficiently bring application-level awareness to the
network, allowing layer 7 packet content to determine routing
in ways not possible with existing SDN deployments.
The contributions of SDNFV are as follows:
• An architecture for integrating SDN and NFV to sup-
port complex service topologies composed from VMs
running on one or more hosts, that can be dynamically
instantiated and modified in response to network condi-
tions.
• An ILP optimization formulation for the NF placement
problem that seeks to place VMs to minimize the max-
imum utilization of the network’s links and NFV hosts,
and determines the initial routes for flows.
• Cross-layer flow management protocols that exploit
state at the SDN controller, NF Manager, and VMs to
allow routing based on information such as the current
server load, characteristics of packet sequences, cross-
flow aggregate information, and application-level packet
data.
• Optimizations on data plane processing such as auto-
mated load-balancing across VMs, flow entry caching
for long service chains, and detection of services that
can process a packet flow in parallel to reduce end-to-
end latency.
We have implemented the SDNFV platform using a
DPDK-based NFV platform for fast data plane processing,
and the POX SDN controller. Our experiments demonstrate
several key use cases that illustrate the benefits of flexible
flow management, such as dynamic treatment of video flows,
denial of service mitigation, and ‘ant’ and ‘elephant’ traffic
management. We achieve two orders of magnitude higher
throughput, and are able to dynamically respond to changing
network policies far faster than existing approaches.
The paper is structured as follows: Section 2 provides
background on SDN and NFV, and provides the use cases
which motivate our work. Section 3 describes how SDNFV’s
design provides hierarchical state management, service chain
abstractions, and a placement algorithm. Section 4 details
SDNFV’s implementation and systems-level optimizations.
We evaluate the platform’s efficiency and effectiveness for a
variety of use cases in Section 5 and present related work in
Section 6.
2 Background and Motivation
2.1 SDN and NFV
SDN separates the network’s control plane from the data
plane, with a goal to enable flexible network and flow man-
agement by a logically centralized SDN controller. SDN ap-
plications perform traffic engineering, QoS, monitoring, and
routing, and provide inputs to the SDN controller (through
its North-bound interface). The SDN controller then signals
network elements to configure flow tables via standardized
protocols such as OpenFlow (via its South-bound interface)
based on the first packet or a priori defined rules. The data
plane refers to these flow tables and sends packets according
to the specified actions for matched rules [11, 12].
NFV seeks to move network functions into software,
rather than expensive, vendor-specific combinations of hard-
ware and software. By using commercial off-the-shelf
(COTS) servers and virtualization technologies, NFV pro-
vides network and cloud operators greater flexibility for us-
ing network-resident functions at lower cost (due to the use of
standardized high-volume servers). SDN and NFV are com-
plementary, having distinct roles [13, 14], with a shared goal
of providing a more flexible and dynamic network.
The desire to add complex processing into the network
is not new: two decades ago Active Networking sought to
enable highly configurable functionality inside networks by
allowing packets to be enhanced with code defining func-
tionality that should be applied at selected nodes in the net-
work [15]. However, networks have moved towards tech-
nologies offering simplicity and efficiency rather than flexi-
bility, e.g., the universal focus on IP. Despite this, the need to
have data plane functionality for security and QoS, whether at
routers, switches, or middleboxes, has been well-recognized.
Interdependence between packets, and having to be aware of
sequences of packets is essential for middleboxes such as fire-
walls and proxies [16].
With SDNFV, we recognize that the data plane must do
more than just forward packets, and seek to take advantage
of SDNs and NFV to strike the right balance of efficiency,
flexibility, and ease of control. High speed NICs and multi-
core servers let software-based network functions achieve
performance far beyond what was previously possible, and
the ability to rapidly provision virtual functions on demand
eliminates Active Networking’s need for packets to include
code within them. Finally, we rely on the centralized control
of SDNs to provide convenient, network-wide management,
Technical Report 3
 0
 2
 4
 6
 8
 10
 0  5  10  15  20  25M
ax
 T
hr
ou
gh
pu
t (
G
bp
s)
% of Packets to SDN Controller
1000B packets
256B packets
Figure 1: Software switch performance quickly drops when
the SDN controller becomes the bottleneck.
while still permitting local control by NFs when forwarding
depends on packet state. SDNFV provides the ability to dy-
namically instantiate well-defined functions in the network to
handle packet flows, while reducing the burden on the SDN
controller.
To evaluate the impact of coordination with the SDN con-
troller, we measure the throughput achieved on the Open
vSwitch (OVS) platform when a configurable percentage of
traffic must be sent to the controller with packet size 256 bytes
and 1000 bytes. OVS includes a software switch with a flow
table; if there is a flow table miss, then a request is sent to
the SDN controller. Once a packet is matched it is simply
sent back out the NIC. As shown in Figure 1, the maximum
throughput that can be achieved quickly drops when the pro-
portion of packets that must contact the controller increases.
Here we use the POX controller, which is a single threaded
python application, so it is the main performance bottleneck;
however, we expect a similar trend even with higher perfor-
mance SDN Controllers.
Clearly, sending a significant portion of the network’s traf-
fic to the SDN controller will greatly reduce overall per-
formance. To prevent this, many existing networks rely on
proactively installed rules that match many flows, eliminating
the need to frequently contact the controller. While this low-
ers controller overheads, it also drastically reduces the flexi-
bility the network can provide—decisions about packets must
be made up front and cannot take advantage of the precise
flow-level control SDNs can offer. We believe the solution is
not to conservatively pre-provision flow rules, nor is it to just
make the controller faster [17]. Instead we seek to increase
the intelligence and independence of the data plane devices
so they can directly manage specific flows, while following
the guidelines provided by the control plane.
2.2 Use Cases
Here we describe two network service use cases that help mo-
tivate our design for SDNFV.
Anomaly Detection: Networks are constantly under attack,
so security systems must be highly dynamic and efficient–a
difficult to achieve combination in today’s world of hardware-
based high performance middleboxes and slow software ser-
vices. SDNFV offers the opportunity to make network secu-
rity services more flexible and reactive, while retaining high
efficiency and low cost. The system for security we envi-
sion combines an intrusion detection service (IDS) with dis-
tributed denial of service (DDoS) detection and mitigation.
Packets arrive at a Firewall NF and go through a Sampler
NF, which takes a subset (either random or by shallow header
inspection) of incoming traffic for further analysis. The sam-
pled traffic must then be processed by both an IDS, which
looks for malicious signatures such as SQL exploits in HTTP
packets, and a DDoS Detector, which coordinates with other
DDoS Detector NF instances to find anomalous, possibly ma-
licious, surges in traffic. If either component finds suspicious
traffic, all subsequent packets in the flow must be directed to
a Scrubber, which performs a more detailed inspection of the
packets to determine if they truly pose a threat to the network.
Video Optimization: Video traffic consumes a significant
part of the world’s internet bandwidth. Ideally, video flows
should be automatically managed to try to provide both high
quality of service and efficient, fair use of network band-
width. As part of this capability in the network, we consider
a video transcoding service that adjusts video quality based
on available resources. Packets begin at a Firewall, then pass
through a Video Flow Detector that analyzes HTTP headers
of packets to detect the content type being transmitted in each
flow. Flows with video content are then sent to a Policy En-
gine, which considers factors such as available network band-
width, time of day and financial agreements with consumers
and/or video providers to decide whether this video’s qual-
ity level should be adjusted. Flows that must be modified
are passed to a Quality Detector that decides if the video can
still retain the desired quality after transcoding. The flow is
passed to a Transcoder NF, which may use GPU processing
to efficiently convert the video to a lower bit-rate. The video
flow passes through a Cache so that subsequent requests can
be served locally, and finally exits through a traffic Shaper,
which may limit the flow’s rate to meet the desired network
bandwidth level if necessary.
3 SDNFV Design
The two use cases in the previous section illustrate the com-
plexity involved with typical network services–they are com-
posed of multiple different components, and often data-plane
information must affect how a flow traverses the NFs. This
motivates the following design criteria for SDNFV:
• Flexibly support complex network function service chains
spanning multiple hosts.
• Permit network functions to dynamically route flows, and
enable flexible coordination between network functions
and the SDNFV controller.
• Support line rate packet processing with minimal latency,
and provide scalability in multi-core deployments.
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Figure 2: The SDNFV Application’s Service Graphs and Placement Engine guide the SDN Controller and NFV Orchestrator
when configuring flow rules (steps 1-3) and instantiating new NFs (step 4). Based on packet data, an NF may request the NF
Manager to adjust its flow rules, which requires communication with the SDNFV Application (step 5).
We divide the control and state maintenance in the system
into a three-layer hierarchy (§3.1). This architecture enables
the first two goals by representing the overall network service
as a graph of network functions (§3.2) that are then deployed
inside a set of VMs spread across one or more hosts by a
placement engine (§3.5). Our top level SDNFV Application
coordinates with each host’s NF Manager to determine the
rules for a new flow, but allows VMs to update local flow
table state as necessary (§3.4). Finally, SDNFV is built on
a zero-copy, polling-based packet processing framework that
minimizes overheads when moving packets between network
functions, and allows for maximal scalability by eliminating
all critical sections (§4). This design provides convenient
high-level control in the SDNFV Application, but still leaves
both the NF Manager and NFs some freedom in how indi-
vidual packets are routed. The key focus of our work is on
providing the right abstractions and interfaces to allow this to
happen flexibly and efficiently.
3.1 State and Control Hierarchy
SDNFV’s goal is to limit state visibility to the tiers that can
most efficiently gather it, while providing communication
mechanisms to distribute information when needed. One can
classify the state being retained in a network’s middleboxes
based on the broad approach outlined in Split-Merge [18]:
There is state that is internal to the NF and its host. We
further categorize this as either NF-specific or host-specific.
NF-specific internal state includes transient state related to
application logic or cached data, i.e., state which is necessary
for the NF to run, but which does not need to be persisted or
shared with other NFs or an SDN controller to help determine
routing. The host-specific state covers metrics such as the
occupancy of NF queues, the resource utilization of the host
platform, and the list of NFs running on that host.
Next there is external state, which is related to the proto-
col and state that influences how packets are treated in the
network. Some of this state has to be consistent across NF
instances in the network, or even across different NFs that are
involved in handling flows in the network [18]. Split-Merge
classifies data as “Coherent” external state if it must be kept
consistent across NFs, and “Partitioned” state, which is main-
tained independently for each NF.
In SDNFV, we do not explicitly deal with coordinating ex-
ternal state across NF replicas, instead our focus is on how
the state managed at each layer guides flow routing decisions
made across both the Control Plane and Data Plane in com-
plex service chains. The hierarchical control framework we
propose, illustrated in Figure 2, bases its decision on both in-
ternal and external state maintained at each layer:
The SDNFV Application has purview over the entire net-
work, making it an ideal place to gather and maintain coarse
grained, external state about flows, links, hosts, and NFs
within the hosts. It also holds the high-level policies that de-
fine complex services and their placement needs.
NF Managers maintain and make decisions based on
host-specific internal state about the resources available and
the NFs running on the host. This allows NF Managers to
track load levels of NFs for load balancing and respond to
failure or overload. They also hold the flow table used on that
host, which is initially provided by the SDN Controller and
potentially updated thereafter by the NFs.
The SDN Controller and NFV Orchestrator provide in-
terfaces between the SDNFV Application and the NF Man-
ager in order to setup flow table state and initialize NF VMs.
NFs store application-specific internal and external state
relevant for the flows they are tracking. This often includes
information gathered from payloads within each flow, for ex-
ample an NF might parse an HTTP request in one packet and
store information about the requested content to assist with
processing subsequent packets (possibly affecting the behav-
ior of other NFs). When an NF updates external state that
should impact other NFs in the chain, we provide communi-
cation mechanisms for it to do so through the NF Manager.
Unlike other proposals, such as OpenNF [19], where all
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of the non-NF specific state (both internal and external) is
maintained and updated at the centralized SDN controller,
we envisage a more distributed, hierarchical architecture for
state maintenance. This relieves, potentially significant, over-
head on the SDN controller. Further, it allows state mainte-
nance at a finer granularity at the lower levels of the hierarchy,
thereby obviating the need to frequently update the SDN con-
troller and the associated communication overheads that of-
ten force protocol designers to settle for more coarse-grained
state maintenance in a centralized approach.
3.2 Network Service Abstractions
Service Graphs are used by SDNFV to simplify the descrip-
tion and management of applications like those described in
the previous section. A network application’s processing re-
quirements are represented by a graph with vertices for indi-
vidual network functions and edges representing the logical
links between them. The graph defines the set of operations
that can be applied to each type of flow as shown in Figure 3.
This example shows how the two applications described pre-
viously can be represented as an abstract topology and how
they can be implemented across multiple machines.
While network services are often thought of as “service
chains” (i.e., linear sequences), we choose to represent each
service graph as a DAG with a source and a sink. This allows
for more complex behavior than a linear chain, which is nec-
essary if an NF may select a different next step in the graph
depending on data inside the packet. The set of edges exiting
a vertex define the possible next steps that an NF can specify
when it completes processing a packet. This gives NFs fine-
grained control, while still allowing the SDNFV Application
to define the overarching functionality.
Network administrators define the service graph, and can
specify one exiting edge from each vertex as the “default”
path, shown by the thick edges in Figure 3. An NF can de-
cide on a per-packet basis whether to take the default path or
a different edge. For example, in the Anomaly Detection ser-
vice graph, only sampled packets go through the DDoS and
IDS NFs, while only those with suspicious content are sent to
the scrubber.
Service IDs provide SDNFV a layer of abstraction between
a desired NF service (e.g., a Video Flow Detector), and the
address of a specific VM that implements that service. This
allows NFs to be replicated or moved throughout a network
without having to modify the configuration of other functions
that need to send packets to them (similar in philosophy to
[20]). When an NF finishes with a packet, it can indicate
that the packet should be sent to another Service ID; the NF
manager on the host is then responsible for determining how
the packet can be routed there, possibly after coordinating
with the SDN controller.
SDNFV Host 2SDNFV Host 1
DDoS Scrubber
Video 
Detector
Policy 
Engine
CacheQuality
Detector
Firewall Sampler
Scrubber
IDS
Transcoder Shaper
Firewall
Policy
Engine
Trans-
coder
Quality
Detector
Cache Shaper
Sampler
Video
Detector
DDoS IDS
Figure 3: Multiple graphs can be implemented onto the same
hosts. The thick edges represent the default paths, which al-
low NFs to forward packets without knowledge of what ser-
vices follow them.
3.3 Instantiating Network Services
From Service IDs to NFs: Instantiating a service graph first
requires deploying a set of NF VMs throughout the network
using the placement algorithm described in §3.5. Since the
service graph only dictates the abstract service types a packet
must traverse, the NF Manager must determine which in-
stance of the service to send a packet. If there are multiple
VMs with the same Service ID residing on the same host,
then the NF Manager can automatically load balance pack-
ets across them, either using knowledge of queue lengths to
equalize load across VMs, or using hashing of the 5-tuple to
ensure consistent processing of all packets in a flow.
Parallel packet processing is another way the NF Manager
can impact how a service graph is implemented. Allowing
several NFs to analyze a packet simultaneously can substan-
tially decrease the latency for long chains. However, since
all parallel NFs are acting on one shared copy of the packet’s
data with no locks, different NFs must be read only, or must
operate exclusively on different regions of the packet’s data,
e.g., one may rewrite the IP header while two other services
simultaneously read the packet’s body. Currently, SDNFV
only permits read-only NFs parallel access to packets.
When a network function is started by the NFV Orchestra-
tor, it must contact the host to setup its communication chan-
nels and advertise its service ID. As part of this exchange it
also specifies if it is a purely read-only service; the NF Man-
ager then uses this information to determine if the service can
be run in parallel with any adjacent NFs in the service graph.
For example, the DDoS and IDS services in Figure 3 only
examine packets, without modifying their headers. All pack-
ets leaving DDoS go to the IDS, thus it is safe to permit both
NFs to analyze the same packet at the same time. We discuss
the actions that a network function can request for a com-
pleted packet in the next section and how concurrency issues
are resolved in Section 4.2.
NF Manager Flow Tables: The initial rules sent from
the SDN Controller to each NF Manager are similar to the
match/action rules defined by the OpenFlow protocol, but ex-
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tended in two ways to support our service graph architecture:
(1) In addition to the standard match fields, we include the
Service ID the rule applies to, or a NIC port to represent rules
for new packets. (2) For each match criteria we specify multi-
ple actions and a flag indicating whether this is a list of paral-
lel actions or a choice that will be made by the NF. The list of
parallel actions is used when there is a set of read-only NFs
in the service graph. In the non-parallel case, one action is
listed for each edge in the service graph leaving the matched
NF; this list represents the available next hops that the NF can
request. Our implementation easily makes these extensions to
OpenFlow by repurposing the “input port” field in the match
criteria to define service IDs, and by using OpenFlow’s sup-
port for specifying multiple “OUTPUT” actions in a rule; we
define the first action in the list to be the default action, and
use a special action flag to indicate if the list is for parallel
processing.
3.4 Cross-Layer Flow Routing Protocols
Flow Table Setup: The SDNFV Application communicates
with the SDN Controller via the controller’s northbound in-
terface to provide the flow rules that will forward packets be-
tween NFs as dictated by the service graph. Rules can be
determined on-demand when a new flow arrives, and then
sent to all switches along the path in the service graph’s im-
plementation as shown in Figure 2 steps 2-3. Alternatively,
the SDNFV Application can use the SDN Controller to pre-
populate rules—these could be designed to match a large cat-
egory of flows (e.g., all flows originating from a set of video
servers) in order to minimize flow table size. Later, when
a specific flow needs to be handled differently (e.g., a video
flow to a mobile client that must be transcoded), new flow
table entries will be created to define a new default path, po-
tentially without involving the SDN controller.
An example is shown in Figure 4 for a simplified version
of the Video Optimizer service. The initial flow table on the
left holds rules to match all incoming flows (∗). However, two
additional flows have been established and are given distinct
rules (as listed in the table on the right) based on their specific
needs. Note that we simplify the service graph illustration to
only show the default (i.e., first) action, but an NF can still
request a different action. For example, after some time the
Policy Engine may redirect the Green flow to the transcoder
instead of going directly to the cache. Next we discuss how
NFs perform these actions and how they impact the flow table
rules.
NF Packet Actions: When an NF finishes with a packet, it
can invoke one of three actions: Discard, Send to, or Default.
Discard drops the packet, while ‘Send to’ causes the packet
to be forwarded out a NIC port or to an NF with the specified
Service ID–this is only permitted if the destination is one of
the allowable next hops listed in the flow table derived from
the service graph. For most packets, the NF will invoke the
Default action, which causes the packet’s next step to be de-
Policy
Engine
Transcoder
Cache
Video
Detector
eth0
G
B
*
eth1
Service Match Action
eth0 * (VD)
VD * (PE, eth1)
PE * (TC, C)
TC * (C)
C * (eth1)
Service Match Action
eth0 srcIP=B (PE)
PE srcIP=B (TC)
eth0 srcIP=G (PE)
PE srcIP=G (C, TC)
Figure 4: The service graph shows the default path for three
different flows. The flow table at left shows the original rules
determine by the SDNFV Application, while the table at right
adds rules for specific flows.
termined by the first flow table action associated with it.
Default actions are an important design point in SDNFV
because they allow support for both tightly coupled and in-
dependent NFs. For example, a Firewall NF may have no
knowledge of other NFs in the service graph. Rather than re-
quire it to be aware of the next hops, SDNFV lets it simply
either drop packets based on its own rules or forward them us-
ing the default action specified by the SDNFV Application. In
contrast, an IDS NF might always be deployed as a pair with
a Scrubber NF, thus it knows the service ID to send packets
to, when it detects malicious content.
NFs do not directly forward packets, instead they set a
meta-data flag and return the packet to the NF Manager,
which will then perform the requested action, if permitted.
This allows the NF manager to translate Service IDs to ad-
dresses, or contact the SDN Controller to determine the next
step if necessary.
Cross-Layer Control: It is often desirable for an NF to be
able to modify not only the next step taken by a flow, but the
default action at previous or subsequent hops. To support this
requires a communication protocol so that NFs can request
changes from the NF Manager, and the NF Manager can in
turn validate changes with the SDNFV Application.
SDNFV defines several messages that can be sent between
NFs and the NF Manager. Each applies to flows matching
some criteria, F , which can either be one single flow, or can
use wild cards to match multiple flows:
• SkipMe(F, S) makes it so any NFs with default edges lead-
ing to S will instead have a default edge leading to S’s de-
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fault action, causing S to be bypassed.
• RequestMe(F, S) makes all nodes that have an edge to S set
S as their default action.
• ChangeDefault(F, S, T ) updates the default flow table rule
for service S to be service T .
• Message(S,K,V ) is used to send arbitrary (key, value) pairs
from NF S to the NF Manager.
Compared to the packet actions described above, these
messages have a longer lasting effect–they will adjust the flow
table in the NF Manager (and potentially other hosts) so that
all subsequent packets matching the specified flows will have
new default rules. The SkipMe and RequestMe functions are
provided since a loosely coupled NF may not know the com-
plete service graph it is part of; e.g., the Video Detector NF
in Figure 3 may want to adjust the rules for a flow once it de-
tects video content, but it may not know what type of service
precedes it. Alternatively, a security appliance may need to
make substantial changes to the service graph once it detects
a coordinated attack; it can do so using the ChangeDe f ault
messages, albeit constrained to edges defined in the original
service graph.
The Message call is used to send arbitrary application data
between layers. We assume the service ID, S, is used to de-
termine the appropriate message handler component that can
interpret the application-specific message. This could poten-
tially invoke logic in the SDNFV Application to completely
rewire the service graph, or it could be used to simply update
global state.
All of the above message types are first sent from the NF
to the NF Manager, which can then pass them to the SDNFV
application either for validation (if NFs are not fully trusted)
or for messages that would affect other hosts. Communica-
tion to the SDNFV Application could be done either directly
or through the SDN Controller (as shown in Figure 2 step 5).
The latter may entail enhancements to the OpenFlow proto-
col.
NF–SDN Coordination: Given the ability of NFs and the NF
Manager to manipulate flow routing and instantiate new repli-
cas, SDNFV needs a mechanism to push information back to
the SDNFV Application and the SDN Controller so they can
be made aware of these changes when necessary. In our cur-
rent implementation, we rely on our Message command to
move data from an NF to the NF Manager, and then to the
SDNFV Application, which can manipulate the SDN Con-
troller over its north-bound interface. However, we believe
that in the future, NF–SDN communication protocols such
as OpenFlow must evolve to better support information flow
from the NF to the SDN controller, a direction that currently
has only rudimentary support. This would allow NFs to pro-
vide generic statistics such as flow or drop rates, as well as
application specific triggers such as detection of malicious
flows or component failures.
3.5 NF Placement
The SDNFV Application involved in orchestration of the NFs
in the network takes advantage of a Placement Engine that
solves an optimization formulation to determine the number
of instances of particular NFs and their locations for a given
network topology and a set of flows. It concurrently deter-
mines the route for those flows. The optimization accounts
for a number of constraints, with the goal of minimizing re-
source utilization (thus maximizing the number of flows the
system can support). The formulation also enables us to de-
velop heuristics that make the approach practically useful.
Our heuristic solves the placement and routing of a set of
flows through the required service chain of NFs, and then in-
crementally solves for additional flows based on the residual
capacity, without impacting the already assigned flows. Un-
like previous work [21], our approach solves the joint prob-
lem of placement of the necessary instances of NFs and the
routing of flows through the NFs, based on the service graph
specification. We formulate this as a mixed integer linear pro-
gram (MILP). Notation is in Table 1.
Minimize U subject to:
∀k ∈ Flows,∀i,m ∈ Switches,∀ j ∈ Services,∀l ∈ Ok,
∀l′ ∈ O′k :
∑
j
Mi j ≤Ci (1)
Nkil = Mi jSk jlWkil (2)
∑
i
Nkil = 1 (3)
Fk = [IkNkEk] (4)
∑
m
Vkl′im
−∑
m
Vkl′mi
= Fkil′ −Fki(l′+1) (5)
∑
l′
∑
i,m
Vkl′im
Dim ≤ Tk (6)
∑
k
SkNTk ≤ Pji (7)
∑
k
∑
l′
(Vkl′im
Bk)/Him ≤U (8)
∑
k
SkNTk /Pji ≤U (9)
Equation (1) reflects the constraint on the number of available
processor cores on an NF Host. We assume services do not
share CPU cores to avoid context switching overheads. Equa-
tion (2) shows the selected nodes for flow k and Equation (3)
ensures that one node is selected for each service for flow k.
Equation (4) adds the flow’s entry and exit nodes to the se-
lected path. Equation (5) selects the links to the next node
in the service chain, with only the source (+1) and destina-
tion (-1) nodes having a non-zero value. Equation (6) ensures
that the selected routes do not exceed the maximum tolera-
ble delay for a flow. The maximum capacity of each core is
enforced by Equation (7). Finally, Equations (8) and (9) con-
strain the maximum utilization of links and cores. The core
utilization is measured as a function of the maximum number
of flows supported by a CPU core implementing a particular
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Var. Definition
U Maximum utilization of links and switches
Mi j Number of running instances of service j on switch i
Ci Number of available cores on switch i
Nkil Selected switch for order l of the flow k’s service chain
Ski j 1 if i is the j
th service in flow k’s service chain; 0 otherwise
Wk Binary decision variable for satisfying constraint (3)
Iki 1 if i is the entrance switch for flow k
Eki 1 if i is the exit switch for flow k
Di j Delay of the link between switches i and j
TK Max. delay tolerated by flow k
Pi j Max. number of supported flows, if switch i runs service j
BK Bandwidth usage of flow k
Hi j Capacity of the link between switch i and j
Ok A range from 1 to length of service chain for flow k
O′k A range from 1 to length of service chain for flow k plus one
Vklim Is one, if the link between switches i and m is used, to reach to the l
th
service in service chain of flow k
Table 1: Definition of variables of MILP formulation
service.
We compared the placement based on the MILP solution
with that of a greedy best effort heuristic that assigns services
to the first available cores on network nodes in the short-
est path for the flow, and, if needed uses additional cores
on neighboring nodes on the flow’s path. With our heuris-
tic, we divide the problem into sub-problems, each having a
small number of flows (e.g., 5) so as to compute the solution
quickly. After solving a sub-problem, a post processing step
updates the available resources, removes unused switches and
solves the next sub-problem for the next small subset of flows.
We continue this process until services are assigned to all re-
questing flows at any point in time. We call this ‘Division
Heuristic’. We ran all the algorithms on a particular network
topology (AS-16631 from Rocketfuel [22] with 22 nodes and
64 edges). All flows have a similar service chain with a length
of 5 (J1-J5) services. All nodes are homogeneous and each
have 2 CPU cores. Each core supports up to 10 flows for
service J1-J4 and 4 flows for J5.
The left sub-figure in Figure 5 shows that the greedy
heuristic is inefficient, with substantially fewer flows being
accommodated. Solving the MILP optimally, on the other
hand, accommodates 3 times as many flows. However solv-
ing the problem optimally for a large numbers of flows is
not tractable. Using the division heuristic, we can fit about
85% of the flows accommodated by the optimal solution,
while taking less than a minute of computation on a laptop.
The right sub-figure shows that division heuristic is scalable.
When we increase the capacity of links and the CPU, we can
support a much larger number of flows in the network, and
perform better than the greedy heuristic. Solving the formu-
lation optimally takes too long and isn’t scalable when the
number of flows goes beyond a hundred.
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4 Implementation and Optimizations
We have implemented our SDNFV architecture using the
KVM/QEMU virtualization platform and the POX SDN con-
troller. The enhancements we propose could be similarly ap-
plied to more recent controllers with updated OpenFlow pro-
tocols. Our implementation builds upon our NetVM high per-
formance NFV platform [2]; the techniques could also be ap-
plied to platforms such as [3, 9, 10]. We extend NetVM with
hierarchical flow management, SDN communication chan-
nels, and optimizations such as parallel processing.
4.1 NF Manager
The core component running on each host is the NF Manager.
This software runs as a user space application in the host OS,
and manages the delivery of packets between network func-
tion VMs and maintains the flow table.
SDNFV relies on zero-copy communication channels to
exchange packets and other messages between virtual ma-
chines and the host. To support line rates of 10 Gbps or
higher, synchronization primitives such as locks cannot be
used since they can take tens of nanoseconds to acquire even
in the uncontested case [23, 24]. Therefore, we implement
all communication in our system using asynchronous ring
buffers that hold small messages, and large shared memory
regions which can be referenced in these messages to pro-
vide zero-copy access to larger data structures when neces-
sary. Since each ring buffer has a single data producer thread
and a single consumer thread, no locks are required to ensure
consistency.
Zero-copy communication of network packets is achieved
by having DPDK DMA packets into huge pages allocated
within the host. These huge pages are then shared with the
VMs, and lightweight “packet descriptors” are exchanged be-
tween domains using ring buffers to control who has access
to a packet. The NF Manager maintains a pair of ring buffers
for each VM: one for sending packets to the VM and one for
receiving packets from the VM.
When a packet arrives to an NF Host, it is received by an
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RX Thread using DPDK’s poll mode driver to prevent inter-
rupt and system call overheads. The thread queries the flow
table to determine which VM(s) should receive the packet
next and adds a small packet descriptor to that VM’s RX ring
buffer.
Alternatively, if this is the first packet for a flow, then the
flow table miss causes the packet to be added to the RX ring
buffer of the Flow Controller Thread. The Flow Controller
will buffer the packet and send its header to the SDN con-
troller over a secure channel. We repurpose the OpenFlow
protocol’s OFPT FLOW MOD messages to define the for-
warding actions between network functions. The SDN Con-
troller will return a set of actions that implement the portion
of the service graph contained on this host, as well as a for-
warding rule so packets from the last VM in the host will be
properly forwarded to the next host that implements a portion
of the service graph (or a switch en route to that host). We
consider each NF instance as a logical network port to which
packets can be sent using standard open flow rules. When the
SDN Controller wants a flow to be processed by a network
function with service id SID, it sets the action for the flow to
be “output to port SID”.
When a network function finishes with the packet, it adds
it to a TX ring buffer shared with the NF Manager. The NF
Manager’s TX Thread reads the packet descriptor from the
buffer and will do the action specified by the NF (e.g., discard
it or send it to a specific Service ID), or perform another flow
table lookup. The TX Thread then passes the packet on to
the appropriate NF, drops it, or sends it out the designated
network port.
4.2 NF Manager Optimizations
Our NF Manager includes several optimizations to minimize
latency and maximize throughput.
Parallel Packet Processing: To support parallel access by
multiple VMs, we extend the packet data structure used by
DPDK to include a reference counter indicating how many
VMs are concurrently accessing the packet. The RX Thread
increments the reference counter by the parallelization factor.
The packet descriptor is then copied into the RX buffers of
all NFs in the action list, allowing them to access the shared
memory in parallel.
If a packet is being processed by multiple VMs, it is pos-
sible that each will request a different action when they fin-
ish. The NF Manager’s TX thread resolves conflicting action
requests by either prioritizing actions (e.g., drop is most im-
portant, followed by transmit out, etc), or by having priorities
associated with each VM (i.e., the action of the highest prior-
ity VM always takes precedence).
Caching flow table lookups: Extracting the required meta
data from a packet header and performing a flow table lookup
can be costly if it is performed at each step in a long service
chain. To reduce this performance cost, we propose caching
the flow table lookup result inside the packet descriptor that
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Figure 6: Average roundtrip latency for VMs perform intern-
sive computation on each packet
is transmitted between ring buffers. This avoids the need for
the NF Manager’s TX thread to make hash table lookups, thus
reducing latency.
Automatic Load Balancing: Particularly when running net-
work functions that involve complex payload analysis, the
amount of time to process a packet can vary on a per-packet
basis. As a result, using round robin load balancing of pack-
ets to NFs can lead to unbalanced queue sizes, potentially
leading to packet drops or variable latency.
To avoid this, the NF Manager can perform state-based
load balancing based on the number of occupied slots in each
VM’s ring buffer. Unfortunately, this approach cannot be
used for NFs that involve temporal flow state, since this is
typically kept on a per-thread basis to prevent concurrency
issues. Therefore, the NF Manager can also perform load
balancing based on the flow key, ensuring that all packets for
a flow are sent through the same NF threads (unlike round
robin or queue-size based balancing).
4.3 Network Function VMs
Each VM runs a single network function as a standard user
space application linked to our SDNFV-User library. By
default, a VM is assigned one core per socket (to prevent
NUMA overheads), but additional cores can be added. Each
core runs a thread implementing the desired network func-
tion, and has its own ring buffers shared with the RX and TX
threads in the host on the same CPU socket.
The SDNFV-User library initializes the ring buffers and
shared memory regions. It then advertises to the NF Manager
what network service is offered by the VM. When a packet
arrives in a thread’s ring buffer, the library calls the custom
function that implements the desired packet processing. The
library also provides a variety of helper functions for working
with packet data, such as finding different headers or manip-
ulating source/destination IP addresses. This allows complex
services to be written with minimal code.
5 Evaluation
We evaluate SDNFV to demonstrate how it can effectively
provide an efficient and flexible data plane.
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In our experimental setup, we use four servers with dual
Xeon X5650 @ 2.67GHz CPUs (2x6 cores)—two for the sys-
tem under test and the other two acting as a traffic generator—
each of which has an Intel 82599EB 10G Dual Port NIC (with
one port used for our performance experiments) and 48GB
memory, each with 8GB for huge pages. The host OS is
Ubuntu 12.10 (kernel 3.5), and the guest OS is Ubuntu 12.10
(kernel 3.5). DPDK-1.4.1 and QEMU-1.5.0 are used. We use
PktGen-DPDK from WindRiver to generate traffic [25]. The
base core assignment, unless stated otherwise, uses 2 cores to
receive, 4 cores to transmit/forward, and two cores per VM,
all evenly split over two sockets.
5.1 Sequential vs Parallel Processing
SDNFV’s goal is to provide a high performance data plane to
build complex network functions. We measure both through-
put and latency with varying number of VMs composed either
sequentially or in parallel. We preconfigure the flow table
rules to prevent SDN lookups affecting performance.
Latency: To quantify latency, we use a traffic generator to
send 1000-byte packets at a low rate (100 Mbps) to the SD-
NFV platform. After being processed by one or more VMs,
the packets are returned to the generator, which then mea-
sures the average roundtrip latency by checking a timestamp
included in the packet. Table 2 shows the latency for different
numbers of VMs running a no-op application that performs
no processing on each packet. To show that SDNFV achieves
comparably low latency, we also measure a simple DPDK
forwarding application that doesn’t involve any virtualization
overheads. The results show that both parallel processing and
inter-VM delivery introduce minimal additional latency and
SDNFV is very efficient when VMs have negligible process-
ing.
To further show the efficiency of our parallel processing,
we measure the latency when each VM performs an intensive
computation on each packet. Figure 6 shows the CDF of la-
tency for different cases. All CDFs are based on the average
across three runs. As expected, the results show parallelism
can reduce the latency caused by long chains that include ex-
pensive VM processing.
Throughput: To evaluate how pipelining and flow table
lookups affect throughput, we measure the achieved through-
#VM \Latency (us) Avg Min Max
0VM (dpdk) 26.66 23 29
1VM 27.78 24 35
2VM (parallel) 28.02 24 37
3VM (parallel) 28.38 24 40
2VM (sequential) 28.86 24 43
3VM (sequential) 29.96 25 49
Table 2: Average roundtrip latency for VMs perform no pro-
cessing on each packet
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Figure 7: Throughput achieved by SDNFV when adjusting
the service chain length and level of parallelism with different
packet size
put when adjusting the service chain length and level of par-
allelism. For this experiment we use a single CPU socket.
The NF Manager is allocated one RX thread, two TX threads
(to prevent inter-VM or external transmissions from being the
bottleneck), one flow controller thread, and one VM manager
thread. Additionally, we use one thread per VM. All threads
are pinned to a dedicated core, except for the VM manager
and Flow controller which share a core on the second socket.
On our platform, this allows us to run at most two VMs before
running out of cores on the CPU socket; enabling the second
CPU socket can double performance since the NIC splits the
traffic evenly between the two.
Figure 7 shows the receive rate measured by the traffic
generator when varying the packet size from 64 bytes to 1KB.
We compare SDNFV with the simple DPDK forwarder which
can achieve line-rate for most packet sizes, but does not use
virtual machines for processing. SDNFV can achieve close
to 5Gbps for smaller packet sizes when using one socket and
can achieve 10Gbps with larger packet sizes. More power-
ful systems should easily be able to support more VMs and
achieve the full-line rate for all packet sizes using SDNFV.
Flow Lookups: We next measure the overhead of flow man-
agement operations. We find that a Flow Table lookup takes
an average of 30 nanoseconds, and the NF Manager can de-
termine the VM with minimum queue sizes in 15 nanosec-
onds. Performing an SDN lookup takes an average of 31
milliseconds, but this is deferred from the critical path to
the Flow Controller thread, which makes those requests asyn-
chronously.
5.2 Single and Cross Flow Management
Ant Flow Detector: This NF monitors long lived flows to
determine their traffic behavior. Once detected, the service
chain is modified so ant flows will see lower latency, repre-
senting a QoS management system differentiating between
bulk transfers and latency-sensitive multi-media traffic.
Our Ant Detector NF classifies incoming flows by observ-
ing the size and rate of packets over a two second time in-
terval. We use Pktgen-DPDK to emulate two flows: Flow
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management, flexibly rerouting traffic to a DDoS Scrubber
VM that drops the malicious traffic
1 has small packet size (64 bytes) with varying traffic rate,
Flow 2 has a large packet size (1024 bytes) with a constant
rate. In Figure 8, both flows have high traffic rate from time
0s to 50s. They are both classified as elephant flows, so they
see high latency. From 51 to 105s, Flow 1 reduces its rate.
The NF reclassifies the flow because of this phase change and
adjusts the default path to a higher speed link by sending a
ChangeDefault message to the NF manager to update the de-
fault path. This new path substantially lowers the ant flow’s
latency, but also improves Flow 2, since there is less network
contention. After 105s, Flow 1 increases the rate back up.
The NF reclassifies Flow 1 as an elephant, causing its latency
to rise again.
DDoS Detector: It is important to let the data plane not only
characterize flows based on sequences of packets, but also
manage traffic using aggregated information across multiple
flows. This experiment shows that SDNFV can achieve multi-
flow aware traffic management without expensive coordina-
tion with the SDN controller. We mimic a DDoS detection
and mitigation system where initially a single VM monitors
packets to detect potential attacks. For simplicity, it detects
an attack when the volume of traffic from an IP prefix ex-
ceeds a threshold, at which point the NF requests that a sec-
ond DDoS Scrubber VM be created and all traffic be routed
to it for cleaning. Our scrubber drops the malicious traffic.
We use two traffic generators to generate normal and
DDoS traffic separately. Figure 9 shows the outgoing and
incoming traffic through the SDNFV over time. We send nor-
mal traffic at a constant rate (500Mbps), and start sending
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Figure 10: SDNFV scales by distributing control decisions.
low rate DDoS traffic at 30s. Our DDoS Detector VM mon-
itors incoming traffic patterns within a monitoring window
and gathers data across all flows. We note the incoming traf-
fic gradually rises until reaching our threshold (3.2Gbps), at
which point it is detected as a dangerous level of suspicious
traffic (this VM could incorporate complex anomaly detec-
tion algorithms). The NF uses the Message call to propagate
this alarm through the NF Manager to the SDNFV Appli-
cation. This causes a new DDoS Scrubber VM to be au-
tomatically started. The Scrubber VM sends the message
RequestMe to the NF manager, which adjusts the default ac-
tion so subsequent packets from the DDoS Detector VM are
rerouted to the scrubber. As expected, the outgoing traffic
will return to normal levels as the scrubber drops malicious
packets, even as the incoming traffic continues to rise.
This experiment shows how SDNFV can dynamically
modify the service graph used for a flow by initializing new
VMs and rerouting traffic. The time cost to boot up a new VM
is about 7.75 seconds, but this cost can be further reduced by
just starting a new process in a stand-by VM or by using fast
VM restore techniques [26].
5.3 Dynamic Video Flow Management
Next we emulate a video service to evaluate SDNFV’s perfor-
mance overhead and dynamic flow control. Our video service
is composed of three components: Video Detector, Policy En-
gine and Transcoder. The first two components make flow de-
cisions dynamically based on the packet content and network
state, and decide whether flows are routed to the transcoder
which emulates down sampling by dropping packets. The
goal of the system is to adjust the overall video traffic rate to
meet a target bandwidth. We compare a centralized SDN ap-
proach to SDNFV, which achieves better efficiency and flexi-
bility by distributing control to the NFs.
In current SDNs, the Video Detector and Policy Engine
must be integrated into the SDN controller itself because only
the controller has decision making power over flows. As a
result, the first two packets of each flow from the web server
to the client (i.e., the TCP connection ACK and the HTTP
reply) must be sent to the SDN controller. It examines the
payload in the second packet before setting up a flow table
rule in the NF Manager to send video flows either directly out
of the host or through the transcoder depending on the current
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policy.
For the SDNFV case, all three components are running
in isolated VMs on one host managed by the NF manager.
The header of the first packet in a flow is sent to the SDN
controller, but all subsequent packets pass through the Video
Detector and Policy Engines which directly control whether
packets are sent out or sent to the Transcoder. Note that this
allows SDNFV’s Policy Engine to change the behavior of all
active flows because every packet passes through it, not just
the first two packets of each new flow like in the SDN case.
Our first video experiment compares the performance
overhead for handling new flows between these two ap-
proaches. We use Pktgen-DPDK to generate a workload that
varies the number of new incoming flows per second; after a
flow has been established (i.e., it has sent two packets), it is
replaced with a new flow. Figure 10 shows the output flow
rates achieved by the SDN controlled system and the SDNFV
controlled system. From the figure, we can see that the Con-
troller quickly becomes the bottleneck when the input rate
exceeds 1000 new flows/sec. On the other hand, the output
rate of SDNFV can linearly increase, and achieves a maxi-
mum output rate 9 times greater, at which the SDN controller
has become the bottleneck. The results show it is far more ef-
ficient to make dynamic flow decisions inside local NFs than
frequently coordinating with the SDN controller.
Next we consider the flexibility with which these two ap-
proaches can adapt to changing conditions. We configure the
Policy engine NF and SDN Controller module so that for the
period from 60 seconds through 240 seconds all packets will
be sent to the video transcoder, which drops the traffic rate
for each flow by half. The workload mimics the behavior of
400 video flows, which each last for an average of 40 seconds
before being replaced by a new flow.
Figure 11 shows the output rate of the video system over
time. Before the throttling period begins, the SDNFV Policy
Engine NF examines each flow and issues a ChangeDefault
message so when that flow is next seen by the Video Detec-
tor it will immediately be sent out the NIC instead of to the
policy engine. However, at t=60 seconds, the policy change
causes the Policy NF to issue a RequestMe message, which
causes all existing flows to be temporarily redirected to the
policy engine, which can in turn adjust their default action
so packets are sent to the Throttler NF. In contrast, since the
SDN controller based system only sends the first packets of a
new flow to the SDN controller module, it can only add the
transcoder NF to the path of new flows. This causes the SDN
controller to significantly lag behind the target output rate, an
effect that would be even more pronounced if flows had an
average lifetime more than 40 seconds.
5.4 Application Aware Flow Management
There is a growing desire to perform network management
not only on packet headers, but also layer-7 application data.
Our memcached-proxy NF is an application-aware load bal-
ancer that illustrates SDNFV’s potential in this area.
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Figure 11: SDNFV reacts quickly to policy changes, unlike
an SDN that can only influence new flows.
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Figure 12: memcached RTT versus Request Rate
The proxy parses incoming UDP memcached requests to
determine what key is being requested. The key is then
mapped to a specific server using a hashing function, and the
packet’s header is rewritten to direct it to that server. We com-
pare against the memcached proxy used by Twitter, which has
understandably higher overheads since it uses interrupt driven
packet processing and requires multiple packet data copies
between kernel and user space. TwemProxy also needs to
negotiate traffic in both directions since it maintains separate
socket connections with the client and server. In contrast, Our
NF-based proxy eliminates all packet copy overheads and can
be seamlessly added to the network so it only intercepts in-
coming requests—the responses from the memcached server
can be sent directly back to the client without any process-
ing1.
To show the benefits of SDNFV, we measure the request
round trip time as the get request rate is increased. Figure 12
shows that TwemProxy quickly becomes overloaded when
the rate is increased to only 90,000 req/sec. On the other
hand, SDNFV can support 9,200,000 req/sec even with just
one core, which is 102 times faster than TwemProxy. This
illustrates the “game-changing” potential of NF-based ser-
vices: they permit orders of magnitude higher performance
and can be deployed in a flexible and transparent way.
1 TwemProxy also uses TCP instead of UDP like our proxy, however,
we believe this does not significantly affect throughput or latency since
our workload sends multiple requests over each TCP connection. Our
proxy could support TCP flows by adding TCP hand-off capabili-
ties [27].
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6 Related Work
Among many challenges noted in the ETSI NFV stan-
dards [13], four research aspects: architectural design, NF
performance, NF management, and NF placement, have
widely been focused on.
Architecture: Several projects are considering how SDN
and NFV architectures must evolve. ONF [28] illustrates
the idea that SDN can work with NFV and reveals the bene-
fit. However, few demonstrated solutions exist as yet. Palkar
et al. [29] rely on SDN centralized controller to manage the
placement, service interconnection and dynamic scaling of a
diverse of NFs. However, NFs and data plane lack the capa-
bility of dynamically steering the traffic based on traffic fea-
tures. All of the dynamic traffic steering across the NFs have
to request SDN controller, which is expensive. To reduce the
overhead of the controller, Ballani et al. [30] propose data
plane which has the capability of dynamically managing the
traffic which has some similarity to us. This work only em-
phasizes the flexible flow management at the end hosts. We
focus on the flexible traffic steering across the network. Pack-
ets still need to go through kernel, few information demon-
strates how to get the high performance for NFs. We propose
a smart data and control plane architecture to efficiently man-
age different types of packet flows, which also provide high
performance by zero-copy between NF and NIC & across
NFs located on the same server. Mekky et al. [27] propose
a similar approach, but rely on data plane functions that are
built into the Open vSwitch platform. We believe that run-
ning NFs in virtual machines provides better isolation and
management; our approach also achieves significantly higher
performance due to its zero-copy packet transfers. Cerrato et
al. [31] support a fine-grained network functions through In-
tel DPDK. Sekar et al. [21] propose CoMB an architecture for
efficiently consolidating middleboxes. SDNFV focuses on
cross-layer flow management in the data and control planes.
NF Performance: Packetshader [32], netmap [33],
NetVM [2, 34], and ClickOS [3] all try to increase packet
processing performance on COTS servers. Netmap exposes
a zero-copy packet API to user space applications to reduce
packet processing overheads in non-VM environments. Pack-
etshader uses a graphics processing unit (GPU) to off-load
packets. NetVM uses shared memory for efficient data trans-
fer in inter-VM communication, whereas ClickOS modifies
the virtualization layer to better support large numbers of in-
dependent, lightweight network function VMs. We built SD-
NFV on top of NetVM in order to minimize packet movement
overheads, and we further optimize the platform to support
parallel processing and service chain management.
NF Management: Several NF control plane have been
proposed to steer traffic between middleboxes and manage
state such as PLayer [35], SIMPLE [36], Stra-tos [37] and
Slick [6]. Split/merge [18] manages state for replicated vir-
tual middleboxes to elastically scale based on workloads.
proposes system support for elastic execution in virtual mid-
dleboxes, and Flowtags [38] suggests network-wide policies
for dynamic middlebox actions. Similar to previous work,
SDNFV is also motivated by adding more functions in the
data plane and enriching existing SDN architecture. The key
contribution of SDNFV is focusing on how to hierarchically
manage flows across SDN controller, NF manager and indi-
vidual NFs to achieve efficiency and flexibility.
NF Placement: VM placement has been studied for cloud
computing [39, 40], but past work does not consider network
characteristics which are key requirements for NFV service
chains. Stratos [37] steers flows between available middle-
boxes by using an ILP formulation which considers a binary
cost function between middleboxes. Placement of middle-
boxes is addressed by a rack-aware heuristic separately. Traf-
fic Steering systems like [41] focus on inline service chain-
ing and provide a simple heuristic for service placement,
while [36] provides an ILP formulation for traffic steering,
but does not cover dynamic instantiation of middleboxes. Fi-
nally CoMb [21] places services along the pre-defined paths,
so it lacks the dynamic nature of placing NFVs in the network
and the corresponding routing.
7 Conclusion
We have described SDNFV, a flexible and dynamic architec-
ture for high-speed software-based networking. To overcome
the limitations of an overly simplified stateless data plane en-
visaged in current SDNs, SDNFV seeks to fully exploit vir-
tualized network functions in enhancing the network’s capa-
bilities by incorporating a hierarchical control framework to
manage packet flows more flexibily. SDNFV still achieves
both a high performance data plane and an easily managed
control plane.
Our evaluation shows SDNFV can exploit complex state
in the data plane without the overhead of frequently contact-
ing the SDN controller. This provides far greater agility and
precision compared to traditional SDN approaches that must
proactively set coarse grained rules or only perform decisions
based on the first packet in each flow.
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