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Abstract
The purpose of this paper is twofold: firstly, we present a new type of
relationship between inverse problems and nonlinear differential equations.
Secondly, we introduce a new type of inverse spectral problem, posed as
follows: for a priori given potential V0 find the closest function Vˆ such that
m eigenvalues of one-dimensional space Schrodinger operator with potential
Vˆ would coincide with the given values E1,. . ., Em ∈ R. In our main result,
we prove the existence of a solution to this problem, and more importantly,
we show that such solution can be directly found by solving a system of
nonlinear differential equations.
Keywords: Schro¨dinger equation; inverse spectral problem; system of
nonlinear differential equations
1. Introduction
The inverse problems are some of the most paramount problems in sci-
ence and are present in everything around us. Our sensory contact with the
world around us depends on an intuitive solution of an inverse problem. The
shape, size, and color of external objects are inferred from their scattering
and absorption of light as detected by our eyes. At the same time, the mod-
ern theory of vision assumes that perception is not only passive reception of
signals, but it is also shaped by the learning, including processing information
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associated with already existing concepts and knowledge of a person. Evi-
dently, the case, whereby some preliminary information about the unknown
parameters of the model exists, is typical for applied inverse problems. This
raises the following inverse optimal problem:
Determine the model parameters Fˆ which are the closest to the a priori
given dates F0 and which produce the observed measurements S.
Below we will show on an example of Schro¨dinger equation that this
problem is solvable. However, before this let us mention that this problem
is related to the following direct problem:
How to transform a given system F0 under minimal changes to a new one
Fˆ with pre-set properties S?
This problem, to a certain extent, can be defined as a problem of minimum
fine-tuning, which is understandably important in itself and arises in many
applications (see e.g. [7]).
2. Main result
We illustrate the inverse optimal problem by considering the time - inde-
pendent Schro¨dinger wave equation one space dimension
HV ψ := −ψ
′′ + V (x)ψ = Eψ (2.1)
in finite interval (0, L) subject to the zero boundary condition
ψ(0) = ψ(L) = 0. (2.2)
We assume that V ∈ L2(Ω). Under these conditions HV defines a self-adjoint
operator on the Hilbert space L2(0, L) (see, e.g., [8]), so that its spectrum
consists of an infinite sequence of eigenvalues σp(HV ) := {Ei(V )}
∞
i=1 which
can be ordered as follows E1(V ) < E2(V ) < . . .. Furthermore, to each
eigenvalue Ek(V ) corresponds an unique (up to a normalization constant)
eigenfunction φk(V ) which has exactly k− 1 zeros in (0, L). In what follows,
we shall always suppose that ‖φk(V )‖L2 = 1, k = 1, 2, .... Here and what
follows, we denote by 〈·, ·〉 and ‖ · ‖ the scalar product and the norm in
L2 := L2(0, L); W 1,2(0, L), W 2,2(0, L) are usual Sobolev spaces and W 1,20 :=
W
1,2
0 (0, L) is the closure of C
∞
0 (0, L) in the norm ‖ψ‖1 =
(∫ L
0
|∇ψ|2dx
)1/2
.
Let m ≥ 1. We study the following m-parameter inverse optimal spectral
problem:
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(P): For a given E1, . . . , Em ∈ R and V0 ∈ L
2 := L2(0, L), find a potential
Vˆ ∈ L2 such that
• E1 = E1(Vˆ ), . . . , Em = Em(Vˆ ),
• ‖V0 − Vˆ ‖
2
L2 = min
V ∈L2
{
‖V0 − V ‖
2
L2 : Ek = Ek(V ), k = 1, . . . , m
}
. (2.3)
It turns out that this problem is related to the solving the following system
of nonlinear equations:

−u′′i + V0ui = Eiui +
m∑
j=1
σju
2
jui, i = 1, 2, ..., m,
ui(0) = ui(L) = 0, i = 1, 2, ..., m.
(E)
where σi ∈ {0,+1,−1}, i = 1, . . . , m.
Theorem 1. Let E1, . . . , Em ∈ R and V0 ∈ L
2 are given, m ≥ 1. Then there
exists a solution Vˆ of inverse optimal spectral problem (P ).
Furthermore, Vˆ is expressed in terms of solution of system (E) that is
(E) possesses a non-zero weak solution (uˆ1, ..., uˆm) ∈ (C
2(0, L) ∩ C1[0, L])m
for some constants σ1, ..., σm ∈ {0,+1,−1} so that
Vˆ (x) = V0(x)−
m∑
j=1
σjuˆ
2
j(x). (2.4)
Moreover, in the case Ei′ 6= Ei′(V0) for some i
′ ∈ {1, . . .m}, σ1, ..., σm are
not equal simultaneously to zero, i.e.,
∑m
j=1 |σj | 6= 0.
Notice that if Ei = Ei(V0), ∀i = 1, . . . , m, then the solution of (P ) is
trivial, i.e., Vˆ = V0 and
∑m
j=1 |σj | = 0 in (2.4).
3. Proof of the main result
In the next lemma, we derive a key formula in our approach
Lemma 1. For k ≥ 1, the map Ek(·) : L
2 → R is continuously differentiable
with the Fre´chet-derivative
DVEk(V )(h) =
1
‖φk(V )‖2
〈
φ2k(V ), h
〉
, ∀V, h ∈ L2. (3.5)
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Proof. Since Ek(V ) is isolated, Corollary 4.2 from [4] implies that Ek(V )
is Fre´chet differentiable and (3.5) holds. By the analyticity property (see
[5], page 10), the map φk(·) : L
2 → W 2,2(0, L) is analytic. Due to the
Sobolev theorem, the embedding W 2,2(0, L) ⊂ L4(0, L) is continuous. Hence
the map φk(·) : L
2 → L4(0, L) is continuous and therefore the norm of the
derivative DVE1(V ) continuously depends on q ∈ L
2. This implies that
Ek(V ) is continuously differentiable in L
2.
Denote
Qˆ = min
{
‖V0 − V ‖
2 : Ek = Ek(V ), k = 1, . . . , m, V ∈ L
2
}
.
Let (Vj) ⊂ L
2 be a minimizing sequence of (2.3). Due to coerciveness of
||V0 − V ||
2 on L2, the sequence (Vj) is bounded in L
2, and therefore the
Banach-Alaoglu theorem yields that there exists a subsequence which we
again denote by (Vj) such that ||V0 − Vj|| → ||V0 − Vˆ || and Vj ⇁ Vˆ weakly
in L2 for some Vˆ ∈ L2.
Let i = 1, . . . , m. Consider the sequence of the eigenfunctions (φi(Vj)).
The boundedness of (Vj) in L
2 and the assumption Ei(Vj) ≡ Ei for j = 1, . . . ,
implies (see [3]) that the sequences (φi(Vj)) is bounded in W
2,2(0, L). From
this and by the Sobolev embedding theorem there exists a subsequence which
we again denote by (φi(Vj)), i = 1, . . . , m such that
φi(Vj)→ φ
∗
i as j → +∞, strongly in W
1,2(0, L) ∩ C1[0, L], (3.6)
for some φ∗i ∈ W
1,2
0 (0, L) ∩ C
1[0, L]. Notice that, since ‖φi(Vj))‖ = 1, ∀j =
1, 2, ..., it follows that φ∗i 6= 0. Moreover,
φi(Vj) = Ei(Vj)
∫ L
0
G0(x, ξ)(φi(Vj)(ξ)− φ
∗
i (ξ))dξ
−
∫ L
0
G0(x, ξ)Vj(ξ)(φi(Vj)(ξ)− φ
∗
i (ξ))dξ+
+Ei(Vj)
∫ L
0
G0(x, ξ)φ
∗
i (ξ)dξ −
∫ L
0
G0(x, ξ)Vj(ξ)φ
∗
i (ξ)dξ.
where G0(x, ξ) is the integral kernel of operator H
−1
V |V=0. In view of that
G0 ∈ C[0, L] × C[0, L], the strong convergences (3.6) and the weak conver-
gence Vj ⇁ Vˆ in L
2 imply
φ∗i (x) = Ei
∫ L
0
G0(x, ξ)φ
∗
i (ξ)dξ −
∫ L
0
G0(x, ξ)Vˆ (ξ)φ
∗
i (ξ)dξ, (3.7)
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or in the equivalent form
HVˆ φ
∗
i (x) = Eiφ
∗
i (x). (3.8)
Thus (Ei, φ
∗
i ) coincides with some eigenpairs of the operatorHVˆ , that is there
exist r1, . . . , rm ∈ N such that
Ei = Eri(Vˆ ), φ
∗
i = φri(Vˆ ), i = 1, . . . , m, (3.9)
Let us show that ri = i for every i = 1, . . . , m. By the Sturm comparison
theorem (see e.g.,[8]) for each j = 1, 2, ..., the eigenfunction φi(Vj)(x), i =
1, . . . , m has precisely i− 1 roots in (0, L). This and the convergences (3.6)
in C1[0, 1] yield that the limit function φ∗i , i = 1, . . . , m may has at most
i− 1 roots in (0, L). Hence ri ≤ i− 1, i = 1, . . . , m. Since 〈φi(Vj), φk(Vj)〉 =
0 for all j = 1, 2, ... and i 6= k, by passing to the limit we deduce that
〈φ∗i , φ
∗
k〉 = 0 for any i, k ∈ {1, . . . , m} such that i 6= k. Thus φ
∗
i 6= φ
∗
k and
since ri ≤ i− 1, i = 1, . . . , m, we obtain ri = i for every i = 1, . . . , m. Thus
Ei = Ei(Vˆ ), ∀i = 1, . . . , m that is Vˆ is an admissible point for minimization
problem (2.3). From this and since by the weak convergence Vj ⇁ Vˆ in L
2
one has ||V0−Vˆ || ≤ lim infj→∞ ||V0−Vj || = Qˆ,we conclude that ||V0−Vˆ || = Qˆ.
Thus Vˆ is a minimizer of (2.3).
Let us show (2.4). In view of that Ek(·) : L
2 → R, k = 1, . . . , m are
continuously differentiable functions, we may apply the Lagrange multiplier
rule which yields the equality
µ0DV (||V0 − Vˆ ||
2)(h) +
m∑
j=1
µjDVEj(Vˆ )(h) = 0, ∀h ∈ L
2, (3.10)
for some µ0, . . . , µm ∈ R such that |µ0| + . . . + |µm| 6= 0. Thus by (3.5) we
deduce ∫
Ω
(
−2µ0(V0 − Vˆ ) +
m∑
j=1
µjφ
2
j(Vˆ )
)
h dx = 0, ∀h ∈ L2, (3.11)
where ‖φ2(Vˆ )‖ = 1. Hence,
2µ0(V0 − Vˆ ) =
m∑
j=1
µjφ
2
j(Vˆ ) a.e. in (0, L).
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Observe that µ0 6= 0. Indeed, if µ0 = 0, then
∑m
j=1 µjφ
2
j(Vˆ )(x) = 0 a.e. in
(0, L). However this is impossible since (φ2j(V ))
m
j=1, for any m ≥ 1, forms a
system of independent functions in [0, L] (see below Appendix). Suppose that∑m
j=1 |µj| = 0. Then V0 = Vˆ a.e. in (0, L) and consequently Ej = Ej(V0) for
every j = 1, . . . , m which contradicts our assumption. Thus
∑m
j=1 |µj| 6= 0
and
Vˆ (x) = V0(x) +
m∑
j=1
µjφ
2
j(Vˆ ) a.e. in Ω.
Substituting this into the equalities
−φ′′i (Vˆ ) + Vˆ φi(Vˆ ) = Eiφi(Vˆ ), i = 1, . . . , m,
we obtain
−φ′′i (Vˆ ) + V0φi(Vˆ ) = Eiφi(Vˆ )− (
m∑
j=1
µjφ
2
j(Vˆ ))φi(Vˆ ), j = 1, . . . , m.
Thus, the functions uˆi = |µi|
1/2φi(Vˆ ), i = 1, . . . , m satisfy to system (E) and
we have proved (2.4) .
4. Conclusion and remarks
The first part of Theorem 1 only demonstrates the mere existence of a
solution. Indeed, one should not expect in the general to find the explicit
form of the functions Ek(V ), k = 1, . . .. However, equation (E) can be solved,
at least numerically, and thus the optimal potential in (P ) can de obtained
by (2.4) (up to know the values of the constants (σi)).
The one-parameter inverse optimal spectral problem, that is when only
one eigenvalue Em is predetermined in (P), has been studied in our recent
papers [6, 2, 3] where the existence of an inverse optimal potential Vˆ has
been proven. Furthermore, in this case, the stronger result holds, namely:
uniqueness of the inverse optimal potential Vˆ and uniqueness of the solution
of the corresponding nonlinear equation (E) are satisfied. Moreover, the
constant σ1 in the corresponding equation (E) is exactly determined.
The one-parameter inverse optimal spectral problem (P ) for the N -
dimensional space Schro¨dinger equation can be solved when m = 1, that
is in the case of pre determinedness of the principal eigenvalue E1 (see [2]).
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In this case, the key formula (3.5) is still valid, i.e. E1(·) : L
2(Ω) → R is
continuously differentiable and its Fre´chet-derivative is given by (3.5).
The dual to one-parameter inverse optimal spectral problem (P), i.e. find-
ing the maximal value of the first eigenvalue E1 with the prescribed value
of the norm in Lp of the potential V , has been considered in [9], where an
equation similar to (E) has been obtained as well.
Apparently, there should be no difficulties in generalizing Theorem 1
to the cases of the Schro¨dinger equation considered on the whole interval
(−∞,+∞) or with other types of boundary conditions.
We conjecture that the solution Vˆ to the problem (P) is unique and, as
in the case of one-parameter inverse optimal spectral problem (see [6, 2, 3]),
the values of constants (σi)
m
i=1 in equation (E) are uniquely determined. In
this regards, notice that the relationship between problems (P) and (E) gives
rise to another rather interesting problem on the uniqueness of solutions of
nonlinear differential equations.
5. Appendix
Let φi, i = 1, ..., m be eigenfunctions of the operator HV . We show that
the system of functions {φ2i (x)}
m
i=1 is linearly independent in [0, L]. The proof
is by induction on m. Assume the statement is true for m− 1; we will prove
it for m.
To obtain a contradiction suppose that
m∑
j=1
αkφ
2
i (x) = 0, ∀x ∈ [0, L], (5.12)
for some α1, α2, ..., αm such that
∑m
i=1 |αi| 6= 0. Differentiating (5.12) twice
we get
m∑
i=1
αiφi(x)φ
′′
i (x) +
m∑
j=1
αi(φ
′
i(x))
2 = 0
Hence, using the equalities HV φi = Eiφi, i = 1, ..., m and (5.12) we derive∑m
j=1 αi((φ
′
i(x))
2 − Ekφ
2
i (x)) = 0. Now once more differentiating we obtain∑m
j=1 αi(φ
′′
i (x)φ
′
i(x)−Ekφi(x)φ
′
i(x)) = 0. Hence by HV φi = Eiφi, i = 1, ..., m
and (5.12) we derive
∑m
j=1 αiEkφi(x)φ
′
i(x) = 0. In view of the assumptions
φi(0) = 0, i = 1, ..., m, this implies
∑m
j=1 αiEkφ
2
i (x) = 0. This and (5.12)
yield that
∑m−1
j=1 γkφ
2
i (x) = 0 for some constants γ1, γ2, ..., γm−1. But this
contradicts to the induction assumption.
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