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CALCUL MOULIEN
par
Jacky Cresson
Re´sume´. — Ce texte est une introduction au calcul moulien, de´veloppe´ par Jean E´calle.
On donne une de´finition pre´cise de la notion de moule ainsi que les principales proprie´te´s
de ces objets. On interpre`te les diffe´rentes syme´tries (alterna(e)l,symetra(e)l) des moules via
les se´ries formelles non commutatives assoc¸ie´es dans des bige`bres gradue´es note´es A et E,
correspodant aux deux types de colois e´tudie´es par Ecalle, a` savoir ∆(a) = a⊗ 1 + 1⊗ a et
∆∗(ai) =
∑
l+k=i
al ⊗ ak. On illustre en de´tail l’application de ce formalisme dans le domaine
de la recherche des formes normales de champs de vecteurs et diffe´omorphismes.
Abstract (Mould calculus). — This paper is an introduction to mould calculus, as in-
troduced by Jean E´calle. We give a precise definition of moulds and describe there main
properties. We translate mould symmetries (alterna(e)l and symetra(e)l) using non commu-
tative formal power series in two given bialgebras A and E, corresponding to two coproducts
structure given by ∆(a) = a⊗ 1+1⊗ a and ∆∗(ai) =
∑
l+k=i
al⊗ ak. We apply this formalism
to the problem of normal forms for vector fields and diffeomorphisms.
Classification mathe´matique par sujets (2000). — 17B40-17A50-17B62-17B70.
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AVANT-PROPOS SUR LE CALCUL MOULIEN
par Jean Ecalle
Les moules sont des objets on ne peut plus concrets et banals : ce sont de simples fonc-
tions d’un “nombre variable de variables” ; ou si l’on pre´fe`re, des fonctions de´finies sur un
monoide. Mais la`-dessus viennent se greffer :
(i) trois ope´rations de base, plus une douzaine de secondaires.
(ii) quatre grands types de “syme´trie” ou d’“alternance”, plus une douzaine de secondaires
(iii) une batterie de re`gles et recettes simples, qui disent comment telle ou telle ope´ration
affecte, conserve, transforme, etc. . ., telle ou telle proprie´te´
(iv) une transformation de grande porte´e, l’arborification , qui sert surtout a` rendre con-
vergentes des se´ries mouliennes divergentes, mais qui posse`de aussi la proprie´te´ inattendue
de “respecter” l’expression analytique des principaux moules utiles
(v) et enfin, bien suˆr, un bestiaire de quelque trentemoules fondamentaux, qui surgissent et
resurgissent un peu partout, soit directement, soit comme ingre´dients ou pie`ces de´tache´es
a` partir desquelles sont construits les moules secondaires, eux-meˆmes en quantite´ inde´finie.
Aussi e´labore´ que puisse paraˆıtre cet appareil, il reste malgre´ tout de´cide´ment e´le´mentaire
dans ses ressorts. Aussi serait-il trompeur, a` mon avis , de parler d’une the´orie des moules.
On serrerait sans doute la ve´rite´ de plus pre`s en parlant a` leur propos d’un syste`me de
notations double´ d’un mode d’emploi sophistique´, qui permet souvent de poursuivre les
calculs meˆme la` ou` la complexite´ des expressions a` manier semble redhibitoire. On pour-
rait aussi parler d’un e´tat d’esprit moulien : c’est la mentalie´ de celui qui ne se contente
pas de the´ore`mes ge´ne´raux d’existence, d’unicite´, etc, nous laissant sur notre faim, mais
qui de´libe´re´ment recherche l’explicite, car il sait par expe´rience que c’est presque toujours
possible, toujours payant, et souvent indispensable de`s qu’on vise des re´sultats tant soit
peu pre´cis. Et l’on pourrait ajouter que les moules s’incrivent dans une de´marche typique-
ment analytique : ils permettent en effet de cerner les difficulte´s, puis de les se´rier, puis de
les vaincre , en les examinant tour a` tour pour les composantes de longueur 1, 2, 3, etc,
jusqu’a` ce que les me´canismes en jeu se de´voilent et livrent la solution ge´ne´rale.
C’est pre´cise´ment cette de´marche qui a permis, en the´orie KAM, de dissiper la chime`re
des petits diviseurs surmultiples, qui n’ont aucune espe`ce d’existence, mais qui hantaient
la the´orie depuis son origine.
6 JACKY CRESSON
La meˆme de´marche s’applique, avec le meˆme succe`s, a` l’analyse des objets analytiques lo-
caux ( champs de vecteurs, diffe´omorphismes, e´quations ou syste`mes diffe´rentiels ou fonc-
tionnels . . .) et en particulier a` l’e´tude de leurs invariants holomorphes. Ces derniers sont
souvent re´pute´s “non calculables”, alors qu’ils le sont e´minemment - graˆce aux moules.
Les moules interviennent aussi en the´orie de la re´surgence, ou` d’ailleurs ils prennent leur
origine, car c’est la` un contexte typiquement non commutatif, qui a` chaque pas requiert
des indexations sur le monoide engendre´ par C.
Il y a aussi tout le champ des fonctions spe´ciales et sa “comple´tion naturelle”, qui est juste-
ment le champ des moules spe´ciaux. Expliquons-nous. L’Analyse du 19eme sie`cle avait pour
ide´al la re´solution explicite des e´quations (diffe´rentielles, etc) au moyen d’un certain nom-
bre de fonctions spe´ciales, re´pertorie´es, de´crites et tabule´es une fois pour toutes. Mais
cela s’est vite re´ve´le´ impraticable, car aucune collection de fonctions spe´ciales n’y suffi-
sait. Aussi l’optique a-t-elle change´ et, pour la common wisdom du 20eme sie`cle, le ‘but’
e´tait au contraire de trouver des algorithmes de re´solution. C’e´tait un progre`s, mais un
recul aussi : on perdait en transparence ce qu’on gagnait en ge´ne´ralite´. Heureusement, les
deux choses sont conciliables : si le champ des fonctions spe´ciales est trop restreint pour
“tout exprimer”, le champ des moules spe´ciaux, lui, y suffit - tout en incorporant l’aspect
algorithmique, vu le mode de de´finition, par re´currence sur la longueur, de la plupart des
moules spe´ciaux.
Qui dit fonctions spe´ciales dit aussi constantes trancendantes spe´ciales : les deux choses
vont de pair. La` aussi, les moules sont l’outil idoine : ils sont le langage pre´adapte´ dans
lequel se construit et s’e´tudie le corps de´nombrable Na des naturels, qui contient (presque)
toutes les constantes transcendantes naturelles - a` commencer par les multizetas, pour qui
les principales conjectures viennent justement d’eˆtre re´solues, par une de´marche qui, du
de´but a` la fin, utilise les notations et les ope´rations mouliennes.
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INTRODUCTION
Les raisons du texte
Toute nouvelle notion, en mathe´matiques comme ailleurs, est souvent source de diffi-
culte´s. C’est notamment le cas des moules et comoules introduits par Jean Ecalle au cours
de ses nombreux travaux, aussi bien dans le domaine des formes normales de champs de
vecteurs que dans celui de l’e´tude des singularite´s, ou plus recemment, des proprie´te´s
alge´briques des polyzeˆtas. Par ailleurs, il n’est pas toujours facile de situer ces nouvelles
notions et ses e´ventuelles connexions vis a` vis des domaˆınes mathe´matiques existant.
Il n’existe pas de texte introductif sur le calcul moulien, facile d’acce`s, et re´pondant
a` ces interrogations. Or, ce travail devient ne´cessaire du fait de l’utilisation de ce for-
malismes dans des domaines tre`s diffe´rents de son champ d’application initial(1). L’objet
de ce texte(2) est de combler ce vide. Nous allons de´finir les moules, et les comoules, et
expliciter certaines me´thodes associe´es, comme la me´thode d’arborification. Mais surtout,
nous allons pre´ciser le cadre the´orique de ces objets, a` savoir celle de la combinatoire des
alge`bres de Lie libre et des bige`bres gradue´es. On verra notamment que certains des mots
nouveaux sont en fait connus depuis longtemps sous une autre terminologie, comme par
exemple, l’e´quivalence entre un moule alternal et un e´le´ment primitif d’une alge`bre de
Hopf.
La plupart du temps, le calcul moulien(3) est perc¸u comme complique´ et difficile a`
manier. Cette remarque permet aux spe´cialistes des divers champs d’applications du
calcul moulien de le laisser de coˆte´. Une autre conse´quence est que les apports de ce
calcul, par exemple dans l’e´tude des champs de vecteurs et des diffe´omorphismes, sont
souvent mal cerne´s voir ignore´s.
Le but de ce texte est de montrer la simplicite´ d’usage du calcul moulien, et son ap-
port aussi bien the´orique que pratique, dans le proble`me classique des formes normales
de champs de vecteurs, via la de´monstration de plusieurs the´ore`mes connus, notamment
(1)Je pense ici aux re´centes contributions de Jean Ecalle en the´orie des nombres sur la combinatoire des
polyzeˆtas.
(2)Ce texte est base´ sur mon cours de DEA “Calcul moulien et se´ries formelles non commutatives” donne´
a` l’Universite´ Semlalia de Marrakech en avril 2002, et une se´rie d’expose´s intitule´s “Calcul moulien et
polyzeˆtas” donne´s en Mai 2002 a` Paris VI en comple´ment du cours de DEA de Michel Waldschmidt
“Valeurs zeˆtas multiples”.
(3)Quand il n’est pas vu comme une “the´orie” des moules.
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celui de Bryuno sur la line´arisation analytique des champs de vecteurs non-re´sonnants en
pre´sence de petits diviseurs.
Bien entendu, les moules permettent aussi de de´montrer des re´sultats nouveaux,
souvent difficiles d’atteinte pour les me´thodes classiques(4). Mais il est plus facile de
s’appercevoir de la puissance de ce langage en comparant le degre´ de compre´hesion obtenu
en suivant le chemin classique de de´monstration d’un the´ore`me bien e´tabli, et l’approche
moulienne. Outre un apport conceptuel e´vident, il ame´liore la compre´hension de re´sultats
existants, au point parfois, de remettre en cause des phe´nome`nes pourtant bien e´tablis(5)
La puissance des moules s’illustre aussi par son vaste champ d’applications, notamment :
i - Re´surgence (e´quation du pont),
ii - E´quations diffe´rentielles (the´orie des invariants holomorphes, the´orie des formes
normales),
iii - E´quations aux diffe´rences,
iv - E´quations fonctionelles,
v - Analyse de Lie,
vi - The´orie des nombres (multizetas symboliques).
J’en oublie surement et je renvoie aux travaux d’Ecalle, notamment son article de revue
[14] pour plus de de´tails. Passons maintenant a` la pre´sentation standard des moules.
Pre´sentation standard des moules
La pre´sentation des moules qui va suivre est essentiellement celle donne´e par Ecalle
dans ses articles comme “rappels” sur les moules.
Soit Ω un semigroupe additif. On note Ω∗ l’ensemble des suites construites sur Ω.
Un e´le´ments de Ω∗ sera note´ ω = (ω1, . . . , ωn) avec ωi ∈ Ω pour tout i. La longueur
d’une suite ω se note l(ω) = n. On indicera les e´le´ments de Ω∗ sous la forme ωi, et ses
composantes comme ωi = (ωi1, . . . , ω
i
n). On note ω
1 •ω2 la suite obtenue par concate´nation
(4)Par exemple, la de´monstration de l’analyticite´ de la correction dans [15] pour un champ de vecteur
quelconque, qui correspond dans le cas hamiltonien a` la conjecture de Gallavotti.
(5)C’est le cas de l’e´tude de la convergence de la correction, introduite par J. Ecalle et B. Vallet [15], qui
met en e´vidence un phe´nome`ne purement alge´brique de suppression des petits diviseurs surmultiples. Or,
ces derniers apparaˆıssent dans les manipulations classiques [18], et la convergence de la se´rie se de´montre
alors au prix d’estimations tre`s fines, connues sous le nom de compensation d’Eliasson.
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des suites ω1 et ω2 (ou ω1ω2 si aucune confusion n’est possible).
La plupart des textes sur le calcul moulien donne la “de´finition” suivante : les moules
sont des fonctions a` un nombre variable de variables. L’avantage de cette pseudo de´finition
est qu’elle est “parlante”, et que l’on devine assez bien ce qui se cache sous ce type d’objet.
Dans la suite, nous adopterons la de´finition suivante :
De´finition .1. — Soit K un anneau commutatif. On appelle moule une application de
Ω∗ dans K, i.e.
Ω∗
M
→ K
ω 7→ M(ω).
On notera un moule M• et son e´valutation sur une suite ω par Mω.
Cette notation pose de nombreux proble`mes et peut pre´ter a` confusion(6). Ne´anmoins,
afin de faciliter la lecture des textes d’Ecalle par la suite et de permettre une comparaison,
nous allons conserver cette notation.
Les diffe´rentes proprie´te´s des moules (alterna(e)lite´, syme´tra(e)lite´) proviennent de la
contraction avec des ope´rateurs non commutatifs ve´rifiants certaines colois spe´cifiques. Ces
ope´rateurs interviennent naturellement dans l’e´tude des champs de vecteurs et diffe´omor-
phismes locaux de Cν.
De´finition .2. — Soit A une alge`bre sur un corps de caracte´ristique ze´ro K. Soit B une
alge`bre d’ope´rateurs sur A, non commutatifs, munie de la composition (usuelle). On ap-
pelle comoule une application de Ω∗ dans B. On note
(.1) Ω
∗ B→ B
ω 7→ Bω = Bωn . . . Bω1 .
On notera un comoule B•.
Ces alge`bres seront toujours munies d’une coloi ∆ : B → B ⊗k B, application line´aire,
compatible avec la loi de composition sur B. Dans ce cas, (B,∆) forme une bige`bre au
sens de Bourbaki ([1]). E´calle conside`re deux types de colois qui sont :
i - ∆ : Bω → Bω ⊗ 1 + 1⊗Bω ,
(6)On peut ne´anmoins lui trouver une justification par la suite dans la relative simplicite´ qu’elle induit sur
les manipulations alge´briques effectives des moules.
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ii - ∆∗ : Bω →
∑
ω1+ω2=ω
Bω1 ⊗Bω2
(7).
Le cas i) correspond aux alge`bres de de´rivations sur A et ii) ge´ne´ralise l’alge`bre des
ope´rateurs diffe´rentiels d’ordre p ≥ 1.
L’objet “contracte´” d’un moule et d’un comoule se note PM =
∑
•
M•B•, e´tant entendu
que la somme est faite sur toutes les suites possibles de Ω∗.
Deux questions se posent naturellement(8) dans ce cadre :
i) PM est-il un e´le´ment primitif, i.e. ∆(PM ) = PM ⊗1+1⊗PM (meˆme chose avec ∆∗) ?
ii) PM est-il un e´le´ment group-like
(9), i.e. ∆(PM ) = PM ⊗ PM (meˆme chose avec ∆∗) ?
Cette information est toute entie`re contenue dans les proprie´te´s alge´briques du moule
M•. Autrement dit, les proprie´te´s du moule dictent la nature de l’objet formel associe´(10) .
Dans le cas ou les comoules appartiennent a` une alge`bre de de´rivation, on obtient les
e´le´ments primitifs si le moule est alternal et les e´le´ments “group-like” si le moule est
syme´tral. Si les comoules proviennent d’un ope´rateur de coloi ii), alors on a un e´le´ment
primitif si le moule est alternel et “group-like” si le moule est syme´trel.
On note M(Ω) l’ensemble des moules sur Ω, Malta(Ω) (resp. Malte(Ω)) l’ensemble des
moules alternals (resp. alternels) et Msyma(Ω) (resp. Msyme(Ω)) l’ensemble des moules
syme´trals (resp. syme´trels). Nous avons le diagramme suivant :
M• ∈Malta(Ω)
exp
⇋
log N
• ∈Msyma(Ω)
Φ ↓
M• ∈Malte(Ω)
exp
⇋
log N
• ∈Msyme(Ω).
Les diffe´rentes ope´rations sur les moules, notamment les ope´rations d’addition, multi-
plication et composition, se de´duisent des ope´rations correspondantes sur les ope´rateurs
(7)Dans ce cas, l’alphabet Ω doit posse´der une structure de semi-groupe pour donner un sens a` ω1 + ω2.
(8)Le naturel dont il est question ici peut prendre deux formes, suivant l’inte´reˆt du lecteur :
- soit au niveau des applications, en montrant que la recherche des e´le´ments primitifs et group-like est
indispensable. C’est ce qui est fait dans le dernier chapitre sur les formes normales de champs de vecteurs
et diffe´omorphismes.
- soit au niveau alge´brique, ou ces deux notions correspondent aux de´rivations et automorphismes de
l’alge`bre sous-jacente, ce qui est de´taille´ dans la partie 2.
(9)On trouve aussi la terminologie moins courante d’e´le´ment diagonal.
(10)La terminologie de moule correspond bien a` cette ide´e.
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formels associe´s. On de´montre ainsi que Malta(e) muni de la composition et Msima(e) muni
de la multiplication sont des groupes.
Jean E´calle de´gage donc de ces questions, une alge`bre, appele´e alge`bre des moules,
et qui, suivant les remarques pre´ce´dentes, interviendra dans toutes les questions d’ordre
constructif sur les bige`bres gradue´es (B,∆) et (B,∆∗). L’alge`bre des moules que nous
pre´sentons formellement ici, sera de´taille´e et explicite´e dans le reste du texte.
Alge`bre des moules. Soit M(Ω) l’ensemble des moules de´finis sur Ω, muni des
ope´rations
i) addition : A• =M• +N• ≡ Aω =Mω +Nω,
ii) multiplication : A• =M• ×N• ≡ Aω =
∑
ω1•ω2=ω
Nω
1
Mω
2
,
forme une alge`bre non commutative.
Si Ω a une structure de semigroupe, l’alge`bre des moules, peut eˆtre munie d’une loi de
composition, note´e ◦, compatible avec les lois + et ×, et de´finie par
iii) composition : A• = M• ◦ N• ≡ Aω =
∑
s≥0,ω1...ωs=ω
M‖ω
1‖,...,‖ωs‖Nω
1
. . . Nω
s
, ou`
‖ ω ‖=
n∑
i=1
ωi.
L’alge`bre des moules muni des ope´rations (+,×, ◦) est une alge`bre a` composition.
Par ailleurs, on a les re´sultats de stabilite´ suivants sur les moules :
Proprie´te´s de stabilite´ des moules. On note Sa(e)l un moule syme´tra(e)l et Aa(e)l
un moule alterna(e)l. On a :
i) Sa(e)l × Sa(e)l = Sa(e)l,
ii) (Sa(e)l)−1 ×Aa(e)l × Sa(e)l = Aa(e)l,
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iii) Aa(e)l ◦ Aa(e)l = Aa(e)l.
Il y a d’autres proprie´te´s qui seront de´taille´es par la suite.
Plan du me´moire
Ce me´moire est constitue´ de 5 parties.
La partie 1 consiste en quelques rappels de la the´orie des alge`bres de lie, des alge`bres
enveloppantes d’alge`bres de lie, et les notions importantes de coge`bres et bige`bres, qui
seront au coeur de ce travail.
La partie 2 est entie`rement consacre´e au calcul moulien, i.e. a` la combinatoire de
deux bige`bres, note´es A et E, qui interviennent dans tous les travaux d’Ecalle. On en
donne deux sources naturelles, a` savoir les de´rivations sur une alge`bre, et les ope´rateurs
diffe´rentiels. On y de´finit aussi les principales syme´tries des moules, et leurs traductions
dans la terminologie des alge`bres de lie libres.
La partie 3 introduit l’ope´ration de composition des moules, qui est l’analogue non
commutatif de la substitution des se´ries formelles. On de´crit en de´tail la structure d’alge`bre
a` composition ainsi obtenue, ainsi que diverses structures associe´es, comme les groupes
alerna(e)ls et symetra(e)ls.
La partie 4, qui peut eˆtre omise dans une premie`re lecture, traˆıte de questions the´oriques
sur les moules. On donne une interpre´tation des syme´tries secondaires alternil/symetril.
On de´montre que certaines syme´tries de moules peuvent s’e´tablir sans calculs, si ces
moules ve´rifient une e´quation diffe´rentielle donne´e.
La partie 5 enfin, discute la construction des formes normales d’objets analytiques
locaux (champs de vecteurs et diffe´omorphismes).
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PARTIE I
PRE´LIMINAIRES
Cette partie consiste en quelques rappels succincts sur les alge`bres de Lie libres, les
notions de bige`bres et de coge`bres.
1. Alge`bre associative et alge`bre de lie libre
On renvoie au livre de Serre ([25], LA, Chap.4) et Bourbaki ([1], chap.2) pour les
de´monstrations des re´sultats rappele´s dans le §1.
On rappelle qu’un magma libre est un ensemble M muni d’une application
M ×M →M , note´e (x, y)→ xy.
De´finition I.1. — Soit X un ensemble fini. On de´finit par re´currence une famille
d’ensembles Xn, n ≥ 1, tels que
i) X1 = X,
ii) pour n ≥ 2,
(I.1) Xn =
∐
p+q=n
p,q≥1
Xp ×Xq,
ou`
∐
de´note la re´union disjointe.
Remarque I.1. — Un e´le´ment de X2 est un couple (x, y) avec x, y ∈ X ; un e´le´ment de
X3 sera de la forme (x, (y, z)) ou bien ((x, y), z), etc. De manie`re ge´ne´rale, l’ensemble Xn
est l’ensemble des mots parenthe´se´s de longueur n.
On note MX =
∞∐
n=1
Xn, et on de´finit la multiplication
(I.2)
MX ×MX → MX ,
xp × xq → (xp, xq) ∈ Xp+q ⊂MX ,
ou` xp ∈ Xp, xq ∈ Xq et la fle`che → de´note l’inclusion canonique de´finie par ii). MX est un
magma libre sur X. Un e´le´ment w de MX peut eˆtre vu comme un mot non commutatif
et non associatif de X. Sa longueur l(w) est l’unique n tel que w ∈ Xn.
CALCUL MOULIEN 15
Soit K un corps, et soit AX la k-alge`bre du magma libre MX ; les e´le´ments α ∈ AX sont
les sommes finies
(I.3) α =
∑
m∈MX
cm ·m, cm ∈ K.
La multiplication dans AX e´tend la multiplication dans MX ; on continue donc a` la noter
(·, ·). L’alge`bre AX est appele´e l’alge`bre libre AX sur X.
Soit I l’ide´al de AX engendre´ par les e´le´ments de la forme (a, a), a ∈ AX , et par
ceux de la forme J(a, b, c) = ((a, b), c) + ((b, c), a) + ((c, a), b) avec a, b, c ∈ AX . L’alge`bre
quotient AX/I est appele´ alge`bre de Lie libre sur X et se note LX .
Soit ULX l’alge`bre enveloppante universelle de LX . Cette alge`bre est isomorphe a`
l’alge`bre AssX de “polynoˆmes associatifs mais non commutatifs sur X”.
Nous utilisons la notation suivante pour ces polynoˆmes. L’ensemble X e´tant suppose´
fini, posons X = {X1, . . . ,XN}. Pour tout r ≥ 1, on note Ω
∗ l’ensemble des suites ω =
(ω1, . . . , ωr) avec ωi ∈ {1, . . . , N} pour 1 ≤ i ≤ r. Pour chaque r, on note Ω
∗,r le sous-
ensemble de Ω∗ constitue´ des suites de longueur r. A toute suite ω = (ω1, . . . , ωr) ∈ Ω
∗,
on associe un mot de AssX , a` savoir Xω := Xω1 . . . Xωr .
Un e´le´ment m ∈ AssX s’e´crit alors
(I.4) m =
∑
ω∈Ω
MωXω,
avec les Mω ∈ K presque tous e´gaux a` 0.
L’inclusion de LX dans son alge`bre enveloppante universelle ULX donne une inclusion
LX → AssX puisque ULX ≃ AssX ; ce morphisme est donne´ explicitement par
(I.5)
LX →֒ AssX
Xi 7→ Xi
[Xi,Xj ] 7→ XiXj −XjXi.
Le produit direct LX ×LX est aussi une alge`bre de Lie, munie du produit de Lie donne´
par
(I.6)
[
(x, x′), (y, y′)
]
=
(
[x, y], [x′, y′]
)
.
On a l’homomorphisme diagonal d’alge`bres de Lie
(I.7)
LX → LX × LX
x 7→ (x, x).
Comme on a un isomorphisme
(I.8) U(LX × LX)
∼
→ ULX ⊗ ULX
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donne´ par
(I.9) (x, y) 7→ x⊗ 1 + 1⊗ y,
l’homomorphisme diagonal induit un homomorphisme appele´ coproduit :
(I.10)
∆ : ULX → ULX ⊗ ULX
x 7→ x⊗ 1 + 1⊗ x.
Comme ULX ≃ AssX , nous avons donc un coproduit
(I.11) ∆ : AssX → AssX ⊗AssX .
Le re´sultat important suivant caracte´rise de manie`re naturelle la sous-alge`bre de Lie
LX a` l’inte´rieur de AssX :
The´ore`me I.1. — Soit X un ensemble fini ; alors l’alge`bre de Lie libre LX sur X coincide
avec l’ensemble des e´le´ments primitifs de AssX, c’est a` dire
(I.12) LX = {m ∈ AssX , ∆m = m⊗ 1 + 1⊗m}.
SoitM l’ide´al de l’alge`bre AssX engendre´ par l’ensemble X, c’est-a`-dire l’ide´al de tous
les polynomes sans terme constant ; il est engendre´ par les monoˆmes (non commutatifs).
On de´finit une application
(I.13) ψ :M→ LX
en posant
(I.14) ψ(Xω1 · · ·Xωr) =
1
r
[[· · · [[Xω1 ,Xω2 ],Xω3 ] · · · ,Xωr−1 ],Xωr ]
pour les monoˆmes et en l’e´tendant par line´arite´ a` tout M.
Comme LX ⊂ AssX , et d’ailleurs meˆme LX ⊂ M, on peut restreindre ψ a` ce sous-
ensemble, et on obtient le re´sultat suivant, appele´ the´ore`me de projection :
The´ore`me I.2. — L’application ψ est une retraction de M sur LX , i.e. on a ψ|LX =
idLX .
Par exemple, on sait que l’e´le´ment X1X2−X2X1 ∈M appartient en fait a` LX , puisqu’il
s’agit de [X1,X2] ; on a bien
(I.15) ψ(X1X2 −X2X1) =
1
2
[X1,X2]−
1
2
[X2,X1] = [X1,X2].
Les alge`bres LX et AssX sont munies de graduations naturelles par la longueur ; on
appelle LnX resp. Ass
n
X l’ensemble des combinaisons line´aires de crochets (resp. de mots)
homoge`nes de longueur n.
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On a donc
(I.16) AssX =
∞⊕
r=0
AssnX , LX =
∞⊕
r=0
LnX .
On prend les comple´te´s par rapport a` ces graduations, que l’on note
(I.17) AˆssX =
∞∏
r=0
AssnX , LˆX =
∞∏
r=0
LnX ;
un e´le´ment m d’un tel comple´te´ peut eˆtre repre´sente´ par une serie formelle
(I.18) m =
∞∑
r=1
Yr =
∞∑
r=0
(∑
ω∈Ωr
MωXω
)
,
avec Yr ∈ Ass
r
X ; nous noterons cette somme de manie`re condense´e
(I.19) m =
∑
•
M•X•.
Un e´le´ment de AˆssX est entie`rement de´termine´ par la donne´e de ses coefficients M
•.
Soit Mˆ ∈ AˆssX l’ide´al engendre´ par l’ensemble fini X ; c’est donc l’ide´al des se´ries
formelles sans terme constant. On de´finit les applications
(I.20) exp : Mˆ → 1 + Mˆ, log : 1 + Mˆ → Mˆ,
par les formules usuelles
(I.21) exp(x) =
∑ xn
n!
, log(1 + x) =
∞∑
n=1
(−1)n+1
xn
n!
.
On a
(I.22) exp log = log exp = 1.
On de´finit le produit tensoriel comple´te´
(I.23) AˆssX⊗ˆAˆssX =
∏
p,q
AsspX⊗ = Ass
q
X ,
et on note que le coproduit ∆ s’e´tend aux comple´te´s, ainsi que le the´ore`me I.1, c’est-
a`-dire que LX s’identifie a` l’inte´rieur de AˆssX avec l’ensemble des m ∈ AˆssX tels que
∆(m) = m⊗ 1 + 1⊗m dans AˆssX⊗ˆAˆssX . On a le re´sultat important suivant :
The´ore`me I.3. — L’application exp de´finit une bijection de l’ensemble des e´le´ments
primitifs α ∈ Mˆ, c’est-a`-dire tels que ∆α = α⊗ 1+ 1⊗α, vers l’ensemble des β ∈ 1+Mˆ
tels que ∆β = β ⊗ β.
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2. Coge`bres et bige`bres
2.1. Coge`bres et coproduit. — Soit K un corps.
De´finition I.2. — On appelle coge`bre sur K un triplet (E,∆, ε) ou E est un K-espace
vectoriel, ∆ est une application K-line´aire ∆ : E → E ⊗k E, dit coproduit de E, et
ε : E → K est une application K-line´aire, tels que
c(idE ⊗∆) ◦∆ = (∆⊗ idE) ◦∆(I.24)
(idE ⊗ ε) ◦∆ = (ε⊗ idE) ◦∆ = idE .(I.25)
On donne un exemple dans la prochaine section.
2.2. Bige`bres et graduations. — Une bige`bre est un quintuplet (E,µ, η,∆, ε) tel que
(1) (E,µ, η) est une alge`bre, i.e. E est un K-espace vectoriel, et µ : E ⊗K E → E et
η : K → E sont des applications K-line´aires telles que
µ ◦ (µ⊗ 1) = µ ◦ (1⊗ µ) : E ⊗K E ⊗K E → E,(I.26)
µ ◦ (1⊗ η) = µ ◦ (η ⊗ 1) = 1 : E → E,(I.27)
en identifiant K⊗K E = E ⊗K K = E.
(2) (E,∆, ε) est une coge`bre (voir §2.1)
(3) ∆ et ε sont des homomorphismes d’alge`bres.
Une bige`bre est gradue´e si l’alge`bre sous-jacente est munie d’une graduation.
De´finition I.3. — Dans toute la suite, un e´le´ment x d’une bige`bre E munie d’un copro-
duit ∆ sera dit primitif si
(I.28) ∆x = x⊗ 1 + 1⊗ x,
et “group-like” si
(I.29) ∆x = x⊗ x.
2.3. Exemples. —
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2.4. Alge`bre de de´rivations. — On renvoie au livre de Jacobson ([19], chap.1, §2,
p.7-8) pour plus de de´tails.
Soit A une K-alge`bre non associative quelconque. Une de´rivation D (ou ope´rateur
diffe´rentiel d’ordre 1) sur A est une application line´aire de A dans A satisfaisant
(I.30) D(xy) = (Dx)y + x(Dy).
On note Der(A) l’ensemble des de´rivations sur A.
Soient D1, D2 ∈ Der(A) ; on a
(I.31)
(D1 +D2)(xy) = D1(xy) +D2(xy),
= (D1x)y + x(D1y) + (D2x)y + x(D2y),
= (D1 +D2)xy + x(D1 +D2)y.
Par conse´quent D1 +D2 ∈ Der(A). De meˆme, on a α = D1 ∈ Der(A) si α ∈ K. On voit
donc que Der(A) est un K-espace vectoriel.
On peut composer les de´rivations ; la composition de D2 et D1 est donne´e par
(I.32)
D2D1(xy) = D2((D1x)y + x(D1y)),
= (D2D1x)y +D1xD2y +D2xD1y + xD2D1y.
On peut meˆme donner la formule ge´ne´rale pour l’action d’un ope´rateur diffe´rentiel
B = D1 ◦ · · · ◦Dr d’ordre r sur xy ; elle n’est pas bien belle, mais elle peut eˆtre utile.
De´finition I.4. — Pour chaque entier r ≥ 1, nous introduisons l’ensemble Pr de paires
(I.33)
(
(i1, . . . , in), (j1, . . . , jm)
)
de suites d’entiers, sous-ensembles de la suite (1, . . . , r), telles que
(I.34)
n+m = r
1 ≤ i1 < i2 < · · · < in ≤ r
1 ≤ j1 < j2 < · · · < jm ≤ r
{i1, . . . , in} ∩ {j1, . . . , jm} = ∅
{i1, . . . , in} ∪ {j1, . . . , jm} = {1, . . . , r}.
Les paires
(
∅, (1, . . . , r)
)
et
(
(1, . . . , r), ∅
)
sont incluses dans Pr. Nous e´crirons souvent
i pour (i1, . . . , in) et j pour (j1, . . . , jm)), donc (i, j) ∈ Pr.
L’action d’un ope´rateur diffe´rentiel B est donne´e explicitement par
(I.35) B(xy) =
∑
(i,j)∈Pr
(Bix)(Bjy)
ou`
(I.36) Bi = Di1Di2 · · ·Din et Bj = Dj1Dj2 · · ·Djm.
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La composition de r de´rivations forme un ope´rateur diffe´rentiel d’ordre r, qui n’est pas
une de´rivation si r > 1 ; l’ensemble des de´rivations ne forme donc pas une alge`bre pour
cette multiplication.
Par contre, en posant [D1,D2] = D1D2 −D2D1, on obtient
(I.37) [D1,D2]xy =
(
[D1,D2]x
)
y + x
(
[D1,D2]y
)
.
Par conse´quent, [D1,D2] ∈ Der(A) et [ , ] fait de Der(A) une alge`bre de Lie appele´e
alge`bre de Lie des de´rivations ou alge`bre de de´rivations de A.
Soit F (A) = D1, . . . ,Di, une famille finie de de´rivations de Der(A). On note K〈〈F (A)〉〉
l’anneau des se´ries formelles sur l’alphabet F (A). Pre´cisons que nous conside´rons l’identite´
idA comme l’unique ope´rateur diffe´rentiel d’ordre 0, et nous l’identifions avec l’e´le´ment
1 ∈ K. De cette manie`re, tous les e´le´ments de K〈〈F (A)〉〉 sont des ope´rateurs sur A.
On peut munir l’alge`bre K〈〈F (A)〉〉 d’une structure de coge`bre.
Counite´. On note ε l’homomorphisme
(I.38) ε : K〈〈Der(A)〉〉 → K
de´fini en associant a` chaque se´rie formelle de K〈〈F (A)〉〉 son terme constant.
Coproduit. A toute de´rivation D ∈ Der(A) on associe un ope´rateur de A⊗A dans A⊗A,
note´ D¯, par
(I.39) D¯(φ⊗ ψ) = Dφ⊗ ψ + φ⊗Dψ.
Si D1 et D2 sont deux de´rivations, on construit une application naturelle de A⊗A dans
A⊗A note´e D1 ⊗D2, de´finie par
(I.40) (D1 ⊗D2)(φ⊗ ψ) = D1φ⊗D2ψ.
Finalement, on de´finit une application line´aire ∆ de Der(A) dans Der(A)⊗Der(A) par
(I.41) Der(A)
∆
→ Der(A)⊗Der(A),
D 7→ D ⊗ 1 + 1⊗D.
On note que
(I.42) D¯ = ∆(D).
De plus, en notant µ l’ope´rateur line´aire de A⊗A dans A de´fini par φ⊗ ψ 7→ φ · ψ, on
a l’e´galite´
(I.43) D ◦ µ = µ ◦∆(D),
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traduisant la commutativite´ du diagramme
(I.44)
A⊗A
∆(D)
−→ A⊗A,
↓µ ↓µ
A
D
−→ A.
On peut de´finir directement ∆ en posant
(I.45) ∆(B) =
∑
i+j=r
Bi ⊗Bj.
Notons que ∆(1) = 1⊗ 1, et de plus, on a la formule utile
(I.46) ∆(B1B2) = ∆(B1)∆(B2).
Pour le voir, on commence a` l’ordre 2 :
(I.47)
∆(D1D2) = (D1D2)⊗ 1 +D1 ⊗D2 +D2 ⊗D1 + 1⊗ (D1D2)
= (D1 ⊗ 1 + 1⊗D1)(D2 ⊗ 1 + 1⊗D2)
= ∆(D1)∆(D2).
et on continue par re´currence.
Lemme I.1. — Le triplet D = (K〈〈Der(A)〉〉,∆, ε) est une coge`bre.
De´monstration. — Il suffit de ve´rifier les axiomes de la de´finition I.2, i.e.
(I.48)
(idD ⊗ ε) ◦∆ = (ε⊗ idD) ◦∆ = idD : D → D
(idD ⊗∆) ◦∆ = (∆ ⊗ idD) ◦∆ : D → D ⊗D ⊗D.
ou` D = K〈〈Der(A)〉〉.
Montrons d’abord qu’elles sont valables pour 1 ∈ D, ensuite pour une de´rivation D,
puis pour un ope´rateur diffe´rentiel d’ordre r, et finalement pour un objet quelconque de
D, i.e. une combinaison line´aire infinie des objets ci-dessus.
Pour 1, en fait, c’est e´vident. Soit donc D ∈ D une de´rivation. On a
(I.49)
(idD ⊗ ε) ◦∆(D) = (idD ⊗ ε)(D ⊗ 1 + 1⊗D)
= D
= (ε⊗ idD)(D ⊗ 1 + 1⊗D)
et
(I.50)
(idD ⊗∆) ◦∆(D) = (idD ⊗∆)(D ⊗ 1 + 1⊗D)
= (D ⊗ 1⊗ 1 + 1⊗D ⊗ 1 + 1⊗ 1⊗D)
= (∆ ⊗ idD)(D ⊗ 1 + 1⊗D).
Montrons maintenant que les relations sont satisfaites pour tout ope´rateur diffe´rentiel
B ∈ K〈〈Der(A)〉〉.
Nous savons que B = D1 ◦ D2 ◦ · · · ◦ Dr ; nous allons profiter de l’equation (I.46).
Supposons donc que les relations sont satisfaites pour tout ope´rateur diffe´rentiel d’ordre
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< r (on vient de voir que c’est vrai pour r = 1). Posons B′ = D1 ◦D2 ◦ · · · ◦Dr−1. On a
alors
(I.51)
(idD ⊗ ε)
(
∆(B)
)
= (idD ⊗ ε)
(
∆(B′)∆(Dr)
)
= (idD ⊗ ε)
(
∆(B′)
)
(idD ⊗ ε)
(
∆(Dr)
)
= (ε⊗ idD)
(
∆(B′)
)
(ε⊗ idD)
(
∆(Dr)
)
= (ε⊗ idD)
(
∆(B)
)
,
ou` l’hypothe`se de re´currence a e´te´ utilise´e dans la troisie`me e´galite´ et on utilise aussi
le fait que (ε⊗ idD) et (idD ⊗ ε) sont des homomorphismes de K-alge`bres.
Pour la meˆme raison, pour la deuxie`me relation, on a simplement
(I.52)
(idD ⊗∆)
(
∆(B)
)
= (idD ⊗∆)
(
∆(B′)∆(Dr)
)
= (idD ⊗∆)
(
∆(B′)
)
(idD ⊗∆)
(
∆(Dr)
)
= (∆⊗ idD)
(
∆(B′)
)
(∆⊗ idD)
(
∆(Dr)
)
= (∆⊗ idD)
(
∆(B′)∆(Dr)
)
= (∆⊗ idD)
(
∆(B)
)
.
Pour terminer la de´monstration du lemme, on e´tend le coproduit ∆ a` tout K〈〈Der(A)〉〉
par line´arite´.
2.5. Alge`bre d’ope´rateurs diffe´rentiels. — Un deuxie`me type de coproduit inter-
vient naturellement dans l’e´tude des ope´rateurs diffe´rentiels d’ordre r ≥ 1, que nous notons
B (ou Br) pour les distinguer des de´rivations, habituellement note´es D.
Nous avons vu que l’ensemble des ope´rateurs diffe´rentiels d’ordre r sur A pour tout
r ≥ 1 forme une A-alge`bre, note´e Op(A), sous la multiplication correspondant simplement
a` la composition des ope´rateurs. A partir de Br, on de´finit une application de A⊗A dans
A⊗A par
(I.53) Br(φ⊗ ψ) =
∑
i+j=r
Biφ⊗Bjψ,
ou` le sens de cette somme est comme dans (I.35). On obtient un coproduit ∆∗ de´fini
sur K〈〈Op(A)〉〉 par
(I.54)
Op(A)
∆∗−→ Op(A)⊗Op(A),
Br 7−→
∑
i+j=r
Bi ⊗Bj .
On a bien suˆr, pour tout B ∈ Op(A), en conservant les notations pre´ce´dentes
(I.55) B ◦ µ = µ ◦∆∗(B).
Notons que l’equation (I.46) reste valable pour ∆∗.
Lemme I.2. — L’espace vectoriel K〈〈Op(A)〉〉, muni du coproduit ∆∗ et de l’application
line´aire ε du lemme I.1, forme une coge`bre.
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De´monstration. — Pour tout ope´rateur diffe´rentiel B d’ordre r ≥ 0, nous ve´rifions di-
rectement que
(idE ⊗∆∗)
(
∆∗(B)
)
= (idE ⊗∆∗)
( ∑
i+j=r
(Bi ⊗Bj)
)
=
∑
i+j=r
(idE ⊗∆∗)
(
Bi ⊗Bj
)
=
∑
i+j=r
(Bi ⊗∆∗(Bj)
)
=
∑
i+j=r
(Bi ⊗
∑
i′+j′=j
(B′i′ ⊗B
′
j′)
)
=
∑
i+i′+j′=r
(Bi ⊗B
′
i′ ⊗B
′
j′
)
et
(∆∗ ⊗ idE)
(
∆∗(B)
)
= (∆∗ ⊗ idE)
( ∑
i+j=r
(Bi ⊗Bj)
)
=
∑
i+j=r
(∆∗ ⊗ idE)
(
Bi ⊗Bj
)
=
∑
i+j=r
(∆∗(Bi)⊗Bj
)
=
∑
i+j=r
( ∑
i′+j′=i
(B′i′ ⊗B
′
j′)⊗Bj
)
=
∑
i′+j′+j=r
(B′i′ ⊗B
′
j′ ⊗Bj
)
,
qui est e´videmment la meˆme chose. Pour la deuxie`me relation, on a
(idE ⊗ ε)
(
∆(B)
)
= (idE ⊗ ε)
( ∑
i+j=r
(Bi ⊗Bj)
)
=
∑
i+j=r
(idE ⊗ ε)
(
Bi ⊗Bj
)
= B,
puisque ε(Bj) = 0 sauf si j = 0, auquel cas Bj = 1 et ε(Bj) = 1.
De meˆme, bien suˆr, on a
(ε⊗ idE)
(
∆(B)
)
= (ε⊗ idE)
( ∑
i+j=r
(Bi ⊗Bj)
)
=
∑
i+j=r
(ε⊗ idE)
(
Bi ⊗Bj
)
= B,
ce qui termine la de´monstration.
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PARTIE II
CALCUL MOULIEN
On de´finit les moules et les principales ope´rations alge´briques sur ces objets via les
se´ries formelles non-commutatives associe´es. On donne la traduction des diverses proprie´te´s
alge´briques des se´ries (primitive/group-like) sur les moules associe´s, pour les bige`bres A
et E, consuisant aux syme´tries alterna(e)l/symetra(e)l respectivement.
1. Moules
Soit A un alphabet. On note A∗ l’ensemble des mots construits sur A. Les moules sont
de´finis par :
De´finition II.1. — Soit A un alphabet et K un anneau. Un moule sur A a` valeur dans
K est une application, note´e M•, de A∗ dans K.
La notation M• pour de´signer une application de A∗ dans K n’est pas usuelle, mais
elle coincide avec la notation utilise´e par Jean Ecalle.
Par convention, un moule M• e´tant donne´, on note Ma la quantite´ M•(a) pour tout
a ∈ A∗.
Les moules sont e´videmment en correspondance bi-univoque avec les se´ries formelles
non commutatives de K〈〈A〉〉. En effet, a tout moule M• sur A, on associe la se´rie
S(M) =
∑
a∈A∗
Maa et vice versa.
La structure d’alge`bre de K〈〈A〉〉 se transporte sur l’ensemble des moules sur A a` valeur
dans K, note´ MK(A). Nous allons voir que ce passage des se´ries aux coefficients est sou-
vent inte´ressant dans de nombreuses applications. Par ailleurs, les diffe´rentes proprie´te´s
alge`briques des se´ries S(M) se lisent comple`tement sur le moule associe´, ce qui justifie a
posteriori la terminologie.
2. Les bige`bres A et E
Le travail d’E´calle repose sur l’e´tude combinatoire de deux bige`bres, note´es A et E(11),
et qui mıˆment pour l’essentiel les proprie´te´s des bige`bres D et B des se´ries formelles sur
(11)J’ai emprunte´ cette notation a` C. Even.
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les de´rivations et les ope´rateurs diffe´rentiels respectivement.
Soit K un corps. Soit X un alphabet et Y = (yi)i∈N un alphabet code´ par un semi-
groupe additif(12).
On note K〈〈X〉〉 (resp. K〈〈Y 〉〉), la K-alge`bre des se´ries formelles non commutatives
forme´e sur X∗ (resp. Y ∗).
De´finition II.2. — On note A = (K〈〈X〉〉, ε,∆) la coge`bre de´finie par :
i) le coproduit ∆ est de´fini sur les lettres x de X par
(II.1) ∆(x) = x⊗ 1 + 1⊗ x, ∀x ∈ X.
Le coproduit d’un mot x = x1 . . . xr se calcule via la proprie´te´
(II.2) ∆(x1x2) = ∆(x1)∆(x2), ∀x1, x2 ∈ X∗.
On e´tend ∆ a` K〈〈X〉〉 par line´arite´, en particulier
∆(∅) = ∆(1) = 1⊗ 1.
ii) On de´finit la counite´ ε par :
(II.3)
K〈〈X〉〉 → K,∑
x∈X∗
Mxx 7→ M∅.
Le coproduit ∆ de A est le coproduit naturel. La proprie´te´ (II.2) traduit le fait que ∆
est un morphisme d’alge`bre.
De´finition II.3. — Rappelons que Y est un alphabet code´ par un semi-groupe. Notons
E = (K〈〈Y 〉〉,∆∗, ε) la coge`bre de´finie par :
i) Le coproduit ∆∗ est de´fini sur les lettres de Y par
(II.4) ∆∗(yr) =
∑
i+j=r
yi ⊗ yj.
(12)Pour simplifier l’expose´, j’ai choisi de coder l’alphabet par le semi-groupe N. Ne´anmoins, l’ensemble
des calculs mene´s sur Y se transposent sans proble`mes sur un alphabet YΩ = {yω}ω∈Ω, ou` Ω est un
semi-groupe quelconque. Dans ce cas d’ailleurs, on remplace la lettre yω par l’e´le´ment du semi-groupe ω
si aucune confusion n’est possible. Dans la suite, lorsque des ω apparaˆıtront dans le context de l’alphabet
Y , il faudra comprendre “le cas ge´ne´ral ou` on a un semi-groupe pour coder l’alphabet”.
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On e´tend ∆∗ a` Y
∗ par la proprie´te´ :
(II.5) ∆∗(y
1y2) = ∆∗(y
1)∆∗(y
2), ∀y1, y2 ∈ Y ∗.
On e´tend ∆∗ a` K〈〈Y 〉〉 par line´arite´.
ii) la counite´ sur E est de´finie comme dans la de´finition II.2, ii).
On voit que les coge`bres A et E sont en fait des bige`bres : en effet, K〈〈X〉〉 (resp.
K〈〈Y 〉〉) est une alge`bre, ∆ et ∆∗ sont des homomorphismes d’alge`bres, et la condition
sur ε est e´vidente.
Encore une fois, A et E sont des bige`bres gradue´es, car les alge`bres K〈〈X〉〉 et K〈〈Y 〉〉
sont munies de la graduation naturelle donne´e par la longueur des mots dans l’alphabet
X (resp. Y ).
3. Combinatoire sur A et E, battage et battage contractant
3.1. Combinatoire sur A. — On prend comme ci-dessus un corps K de caracte´ristique
ze´ro et un alphabet X. On conside`re la K-alge`bre K〈〈X〉〉. Plac¸ons-nous dans la bige`bre
gradue´e A obtenu en munissant K〈〈X〉〉 du coproduit ∆ de la de´finition II.2.
Soit X∗ l’ensemble des mots (ou suites) de lettres de X, y compris le mot vide ∅. Nous
e´crivons x = (x1, . . . , xr) pour un e´le´ment de X
∗. L’entier r s’appelle la longueur de la
suite ; si r = 1 alors x ∈ X, et l’unique e´le´ment de X∗ de longueur 0 est ∅.
Notons C(X) l’ensemble des couples de suites de X∗ ; on note un couple de suites
〈x1;x2〉 = 〈(x11, . . . , x
1
n); (x
2
1, . . . , x
2
m)〉.
De´finition II.4. — A` chaque x ∈ X∗, soit Cx le sous-ensemble de C(X) de couples de
suites “engendre´ par ∆(x)”, i.e. apparaissant dans l’expression de ∆(x).
• Pour r = 0, on a
∆(∅) = ∆(1) = 1⊗ 1 = ∅ ⊗ ∅
donc
C∅ =
{
〈∅; ∅〉
}
.
• Pour r = 1, on a
∆(x) = x⊗ 1 + 1⊗ x
donc
Cx =
{
〈x; ∅〉, 〈∅;x〉
}
.
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• Pour r = 2, on a x = (x1, x2) et
∆(x1x2) = ∆(x1)∆(x2)
= (x1 ⊗ 1 + 1⊗ x1)(x2 ⊗ 1 + 1⊗ x2)
= x1x2 ⊗ 1 + x2 ⊗ x1 + x1 ⊗ x2 + 1⊗ x1x2
= x⊗ ∅+ x2 ⊗ x1 + x1 ⊗ x2 + ∅ ⊗ x.
donc
Cx=(x1,x2) = {〈x; ∅〉, 〈x1;x2〉, 〈x2;x1〉, 〈∅;x〉},
• Pour tout r ≥ 0, on a |Cx| = 2
r si x contient r composantes distinctes. De manie`re
ge´ne´rale, on voit que l’ensemble des couples apparaissant dans l’expression de ∆(x), c’est-
a`-dire les couples de Cx, est donne´ par
(II.6) Cx =
{〈
xi;xj
〉
| (i, j) ∈ Pr
}
,
ou` x = (x1, . . . , xr) est une suite de X
∗ de longueur r, la de´finition de l’ensemble Pr
des paires de suites d’entiers associe´ a` un entier r ≥ 1 est donne´e dans la de´finition I.4 du
§I.2.4, et pour
i = (i1, . . . , in), j = (j1, . . . , jm)
on a
xi = (xi1 , . . . , xin), xj = (xj1, . . . , xjm).
Nous arrivons maintenant a` la de´finition et aux re´sultats principaux de cette section.
De´finition II.5. — Soit 〈x1;x2〉 un couple de suites. On appelle battage de 〈x1;x2〉 et on
note sh(x1, x2) l’ensemble des suites obtenues en me´langeant les e´le´ments des deux suites
x1 et x2 en pre´servant l’ordre interne de chacune d’elles.
Exemple. Soit x1 = (a, b) et x2 = c, alors
(II.7) sh(x1, x2) = {(a, b, c), (a, c, b), (c, a, b)}.
Proposition II.1. — Soit 〈x1;x2〉 un couple de suites. L’ensemble des mots s telles que
〈x1;x2〉 soit dans Cs est donne´ par l’ensemble de battage sh(x
1, x2).
De´monstration. — Pour de´montrer cette proposition, nous introduisons une action de X
sur C(X) qui nous aidera a` classer les couples apparaissant dans Cx.
Soit x ∈ X, et x1, x2 ∈ X∗. La multiplication dans K〈〈X〉〉⊗K k〈〈X〉〉 des deux e´le´ments
∆(X) et x1 ⊗ x2 donne
(II.8) ∆(x) · (x1 ⊗ x2) = xx1 ⊗ x2 + x1 ⊗ xx2.
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Cette formule peut se traduire en une action, ou plutoˆt une somme de deux actions de
X sur C(X). En effet, de´finissons deux actions de X sur C(X) comme suit :
a+ : X ×C(X) → C(X),
(x, 〈x1;x2〉) 7→ 〈x1; (x, x2)〉,
a− : X ×C(X) → C(X),
(x, 〈x1;x2〉) 7→ 〈(x, x1);x2〉,
ou` (x, xi) de´note la concate´nation des suites x et xi dans X∗.
Pour tout x ∈ Ω, les ope´rateurs a−x et a
+
x ve´rifient
a+x1a
−
x2
= a−x2a
+
x1
.
Les actions de a+x et de a
−
x sont non commutatives :
On a a+x1a
+
x2
= a+x2a
+
x1
(resp. a−x1a
−
x2
= a−x2a
−
x1
) si et seulement si x1 = x2.
L’e´galite´ (II.8) se traduit par la relation re´cursive suivante sur les ensembles Cx :
(II.9) Cx = (x1, . . . , xr) = a
+
x1
(
C(x2,...,xr)
)
+ a−x1
(
C(x2,...,xr)
)
,
ou` l’on e´tend les a+ et a− aux ensembles de paires en prenant la somme.
Autrement dit, on a l’e´nonce´ suivant qui de´coule en fait imme´diatement de cette remar-
que :
Lemme II.1. — Soit x = (x1, . . . , xr). Alors les e´le´ments de Cx sont donne´s par
(II.10) aσ1x1a
σ2
x2
. . . aσrxr〈∅; ∅〉,
ou` σi = ±1, i = 1, . . . , r.
Nous terminons maintenant la de´monstration de la proposition II.1.
Une direction est facile : si x ∈ sh(x1, x2), alors (II.6) montre que 〈x1;x2〉 ∈ Cx.
Supposons donc que x est une suite telle que 〈x1;x2〉 est dans Cx. Alors la longueur r
de x est e´gale a` la somme des longueurs de x1 et de x2 (disons n et m respectivement avec
n +m = r). Ecrivons x = (x1, . . . , xr). On a vu au lemme II.1 que les 2
r e´le´ments de Cx
sont donne´s par
aσ1x1 · · · a
σr
xr〈∅; ∅〉
ou` σi = ±1.
Si 〈x1;x2〉 ∈ Cx, i.e. si x est un r-uple tel que
(II.11) aσ1x1 · · · a
σr
xr
〈∅; ∅〉 = 〈x1;x2〉,
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alors il y a n des σi qui sont e´gaux a` −1, disons σi1 = · · · = σin = −1, et les m autres
sont e´gaux a` +1, disons σj1 = · · · = σjm = +1, ou` {i1, . . . , in} ∪ {j1, . . . , jm} = {1, . . . , r}
et 1 ≤ i1 < · · · in ≤ r, 1 ≤ j1 < · · · < jm ≤ r.
Alors (II.11) implique que (si1 , . . . , sin) = (ω
1
1, . . . , ω
1
n) et (sj1, . . . , sjm) = (x
2
1, . . . , x
2
m),
ce qui e´quivaut a` dire que x ∈ sh(x1, x2).
3.2. Combinatoire sur E. — Plac¸ons-nous maintenant dans la bige`bre E, c’est-a`-dire
dans l’alge`bre K〈〈Y 〉〉 munie du coproduit ∆∗ de la de´finition II.3. Rappelons que Y est
un alphabet code´ par un semi-groupe, et que Y ∗ de´note l’ensemble des suites (ys1, . . . , ysr)
de r e´le´ments de Y ; la suite de longueur r = 0 est ∅. On conside`re la concate´nation yy′ de
deux suites dans Y ∗ ; il est entendu que y∅ = ∅y = y ; la longueur de la suite concate´ne´e
de deux suites de longueurs n et m respectivement est n+m.
De´finition II.6. — Comme au §3.1, nous associons a` chaque y ∈ Y ∗ un ensemble de
couples de suites C∗y “engendre´ par ∆∗(y)”, i.e. contenant tous les couples apparaissant
dans la somme ∆∗(y).
• Pour r = 0, d’apre`s la de´finition II.3, on a
∆∗(∅) = 1⊗ 1 =,
donc
(II.12) C∗∅ = {〈∅; ∅〉}.
• Pour r = 1 et ys ∈ Y , on a
(II.13) ∆∗(ys) =
∑
k+l=s
yk ⊗ yl.
On a donc
(II.14) C∗ys =
{
〈yk, yl〉 | k + l = s, 0 ≤ k, l ≤ s
}
.
• Pour r = 2, si yi et yj sont deux lettres de Y et on pose y = yiyj , on a
(II.15)
∆∗(y) = ∆∗(yi)∆∗(yj)
=
( ∑
k+l=i
yk ⊗ yl
)( ∑
k′+l′=j
yk′ ⊗ yl′
)
=
∑
k+l=i
∑
k′+l′=j
ykyk′ ⊗ ylyl′ .
On obtient donc
(II.16) C∗y =
{〈
ykyk′ ; ylyl′)
〉
| k + k′ = i, l + l′ = j, 0 ≤ k, k′ ≤ i, 0 ≤ l, l′ ≤ j
}
.
On arrive a` la de´finition et aux re´sultats principaux de cette section.
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De´finition II.7. — Soit 〈y1; y2〉 un couple de suites. On appelle battage contractant de
〈y1; y2〉, et on note csh(y1, y2), l’ensemble des suites obtenues par battage de 〈y1; y2〉 suivi
de la contraction e´ventuelle
(II.17) (ys1i
, ys2j
)
∗
7→ ys1i+s2j ,
d’une ou plusieurs paires (ys1i , ys2j ) d’e´le´ments conse´cutifs provenant de y
1 et y2.
Proposition II.2. — Soit 〈y1; y2〉 un e´le´ment de Y ∗×Y ∗. L’ensemble des suites y telles
que 〈y1; y2〉 soit dans C∗y est donne´ par le battage contractant de (y
1, y2).
De´monstration. — Soient a+ et a− les ope´rateurs introduits au §3.1. Notons les faits
suivants.
• Pour ys ∈ Y , les e´le´ments de C
∗
ys s’obtiennent en appliquant au couple 〈∅; ∅〉, seul e´le´ment
de C∗∅ , tous les ope´rateurs
(II.18) a−ys1
a+ys2
avec s1 + s2 = s, 0 ≤ s1, s2 ≤ s}.
• Pour y = ys1 . . . ysr ∈ Y
∗, r ≥ 2, les e´le´ments de C∗y s’obtiennent en appliquant tous les
ope´rateurs
(II.19) a−yk1
a+yk2
avec k1 + k2 = s1, 0 ≤ k1, k2 ≤ s1}
aux couples de C∗ys2 ...ysr . On re´sume ce re´sultat dans l’e´nonce´ suivant.
Lemme II.2. — Soit y = ys1 . . . ysr une suite de Y
∗, et C∗y l’ensemble des couples de
suites engendre´ par ∆∗(y). Tout e´le´ment de C
∗
y est de la forme
(II.20) bys1 bys2 . . . bysr 〈∅; ∅〉,
ou` chaque ope´rateur bysi est de la forme
(II.21) bysi = a
−
y
si1
a+y
si2
avec si1 + s
i
2 = si, 0 ≤ s
i
1, s
i
2 ≤ si}.
Terminons maintenant la de´monstration de la proposition II.2.
Pour la premie`re direction, on suppose que y = ys1 . . . yst ∈ csh(y
1, y2), t ≤ r.
Ceci veut dire que y est obtenu d’un e´le´ment de sh(y1, y2), donne´ par une partition
de {1, . . . , r} comme d’habitude en deux sous-ensembles {i1, . . . , in} et {j1, . . . , jm} avec
n+m = r, par additions successives de paires d’e´le´ments adjacents provenant de y1 et y2
respectivement.
En d’autres termes, on a pour 1 ≤ i ≤ t, ysi est e´gal soit a` une composante de y
1, soit
a` une composante de y2, soit a` la contraction d’une composante de y1 et une composante
de y2.
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Pour 1 ≤ i ≤ t, on pose
(II.22) bysi =

a−y
s1
j
si ysi = ys1j
est une composante de y1
a+y
s2
k
si ysi = ys2
k
est une composante de y2
a−y
s1
j
a+y
s2
k
si ysi = ysj1+sk2 .
Alors bys1 · · · byst 〈∅; ∅〉 ∈ C
∗
y par le lemme II.2, et bys1 · · · byst 〈∅; ∅〉 = 〈y
1; y2〉, ce qui
prouve que si y ∈ csh(y1, y2), alors
(II.23) 〈y1; y2〉 ∈ Cy.
On de´montre maintenant la direction inverse, a` savoir : si y = ys1 . . . yst est tel que
〈y1; y2〉 ∈ Cy, alors y ∈ csh(y
1, y2).
Par le lemme II.2, on sait que
(II.24) 〈y1; y2〉 = bys1 · · · byst 〈∅; ∅〉 =
〈
(ys11 . . . ys1t ; ys21 . . . ys2t
〉
,
avec bysi = a
−
y
s1
i
a+y
s2
i
pour 1 ≤ i ≤ t, et s1i + s
2
i = si.
Supposons que y1 = yk1 . . . ykn et y
2 = yl1 . . . ylm . On constate donc que
(II.25) y1 = yk1 . . . ykn = ys11 . . . ys1t ,
et
(II.26) y2 = yl1 . . . ylm = ys21 . . . ys2t .
Avec les conditions s1i + s
2
i = si pour 1 ≤ i ≤ t, ceci force la valeur de chaque ys1i et ys2i .
En effet, on a force´ment
(II.27) (ys1i
, ys2i
) =

(ykj , ∅) si ysi = ykj est une composante de y
1
(∅, ylj ) si ysi = ylj est une composante de y
2
(ykj , ylj′ ) si si = kj + lj′ est une somme.
Ceci termine la de´monstration de la proposition II.2.
4. E´le´ments primitifs de A et E
4.1. E´le´ments primitifs de A. — On se place de nouveau dans la coge`bre A, d’alge`bre
sous-jacente K〈〈X〉〉, sur l’alphabet X. Rappelons qu’un moule est naturellement associe´
a` une se´rie non commutative dans les variables x ∈ X, i.e. un e´le´ment∑
x∈X∗
Mxx ∈ K〈〈X〉〉.
De´finition II.8. — Un moule M• est dit alternal si
(II.28)
∑
x∈sh(x1,x2)
Mx = 0 ∀x1, x2 ∈ X∗ \ {1}.
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Soit x = (x1, . . . , xn) une suite, et l(x) = r sa longueur. L’action de ∆ sur x donne une
expression de la forme
(II.29) ∆(x) = x⊗ 1 + 1⊗ x+
∑
(x1,x2)∈C˜x
x1 ⊗ x2,
ou` C˜x = Cx \ {〈x; ∅〉, 〈∅;x〉}.
Le but des deux the´ore`mes suivants est de de´montrer que l’alternalite´ d’un moule
exprime sa primitivite´ en tant qu’e´le´ment de la coge`bre A (on rappelle que P ∈ A est
primitif si ∆(P ) = P ⊗ 1 + 1⊗ P ).
Une proprie´te´ essentielle des e´le´ments primitifs est la suivante :
Lemme II.3. — Un e´le´ment primitif P ∈ A a un terme constant e´gal a` 0.
De´monstration. — En effet, si le terme constant de P (i.e. le coefficient de 1) est e´gal a`
a ∈ K, alors le terme constant de ∆(P ) est e´gal a` a(1⊗ 1) alors que le terme constant de
P ⊗ 1 + 1⊗ P est e´gal a` a⊗ 1 + 1⊗ a. Si P est primitif on a donc a⊗ 1 + 1⊗ a = a⊗ a.
On en de´duit
(a+ 1)⊗ (a+ 1) = a⊗ a+ a⊗ 1 + 1⊗ a+ 1⊗ 1,
= (2a+ 1)⊗ (2a+ 1),
soit, a+ 1 = 2a+ 1, et donc a = 0.
Ceci correspond au fait que les e´le´ments de Lie dans une alge`bre associative libre ap-
partiennent tous a` l’ide´al M engendre´ par les se´ries sans terme constant (voir la partie
I).
Proposition II.3. — On note X∗,r l’ensemble des mots de longueur r construits sur X.
L’e´le´ment
∑
x∈X∗,r
Mxx est un e´le´ment primitif si et seulement si pour tout couple de suites
〈x1;x2〉 avec l(x1) = n > 0, l(x2) = m > 0, n+m = r, on a
(II.30)
∑
x∈sh(x1,x2)
Mx = 0.
De´monstration. — Posons
(II.31) P =
∑
x∈X∗,r
Mxx.
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En utilisant la formule (II.29), on voit que
(II.32)
∆(P ) = ∆
( ∑
x∈X∗,r
Mxx
)
=
∑
x∈X∗,r
Mx ∆(x)
=
∑
x∈X∗,r
Mx(x⊗ 1 + 1⊗ x) +R,
= P ⊗ 1 + 1⊗ P +R,
ou` le reste R est e´gal a`
(II.33)
∑
x∈X∗,r
Mx
( ∑
〈x1;x2〉∈=C˜x
x1 ⊗ x2
)
.
Par de´finition,
∑
x∈X∗,r
Mxx est un e´le´ment primitif si et seulement si R = 0.
Soit 〈x1;x2〉 un couple de suites de (II.33). Par la proposition II.1, l’ensemble des mots
x ∈ X∗,r engendrant ce couple, i.e. tel que ce couple apparaˆıt dans Cx, est obtenu par
battage de 〈x1;x2〉. En regroupant dans (II.33) les termes avec le meˆme couple 〈x1;x2〉,
on re´ecrit (II.33) comme somme d’e´le´ments de la forme
(II.34)
 ∑
x∈sh(x1,x2)
Mx
x1 ⊗ x2.
Le reste dans (II.32) est donc nul si et seulement si on a la condition (II.30).
The´ore`me II.1. — Un e´le´ment P =
∑
X∗
Mxx ∈ A est un e´le´ment primitif si et seule-
ment si le moule associe´ M• est un moule alternal.
De´monstration. — On peut e´crire P comme somme de composantes homoge`nes P =∑
n≤0
Pn. Or, si Pn est primitif pour chaque n ≤ 0, on a
(II.35) ∆(P ) =
∑
n≤0
∆(Pn) =
∑
n≤0
(Pn ⊗ 1 + 1⊗ Pn) = P ⊗ 1 + 1⊗ Pn,
donc P est primitif. Inversement, si P est primitif, on a
(II.36)
∆(P ) = P ⊗ 1 + 1⊗ P =
∑
n≤0
∆(Pn)
=
∑
n≤0
(Pn ⊗ 1 + 1⊗ Pn +Rn)
= P ⊗ 1 + 1⊗ P +
∑
n≤0
Rn.
Donc
∑
n≤0Rn = 0, et comme il s’agit d’une se´rie formelle non commutative, chaque
partie homoge`ne Rn = 0. On obtient donc ∆(Pn) = Pn ⊗ 1 + 1⊗ Pn pour tout n ≥ 0, i.e.
Pn est primitif.
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On peut donc raisonner composante homoge`ne par composante homoge`ne.
Supposons donc P primitif ; alors chaque Pn est primitif, et par le the´ore`me II.3, la partie
homoge`ne M•n du moule M
• est alors alternal. Donc M• est alternal. Inversement, si M•
est alternal, alors chaque M•n l’est, donc chaque Pn est primitif, donc P est primitif.
4.2. E´criture dans l’alge`bre de Lie. — Rappelons que l’alge`bre associative K〈〈X〉〉
s’identifie avec l’alge`bre enveloppante universelle de l’alge`bre de Lie libre LX sur l’alphabet
X ; on a un homomorphisme injectif
(II.37)
LX −→ K〈〈X〉〉
x 7→ x,
[x, x′] 7→ xx′ − x′ x.
Par le the´ore`me I.1, les e´le´ments primitifs de K〈〈X〉〉 sont exactement les e´le´ments dans
l’image de LX . Les moules alternaux de A peuvent donc eˆtre vu comme des e´le´ments de
l’alge`bre de Lie libre LX . Nous en donnons l’expression explicite dans le the´ore`me suivant.
Rappelons d’abord quelques faits de la section I.1. SoitM l’ide´alM de K〈〈X〉〉 engendre´
par les se´ries formelles sans terme constant. Alors nous avons un homomorphisme, que l’on
de´finit sur les monoˆmes et e´tend par line´arite´ :
(II.38)
ψ :M → LX
x1 · · · xr 7→
1
r
[[· · · [[x1, x2], x3], . . . , xr−1], xr].
Or, l’inclusion naturelle LX ⊂ k〈〈X〉〉 donne en fait LX ⊂M. Le the´ore`me de projection
I.2 (voir section I.1) dit que
ψ|LX = idLX .
The´ore`me II.2. — Soit M• un moule alternal et x une suite de longueur r > 0. Soit
σ(x) l’ensemble des suites de longueur r de´duites de x par permutation des composantes.
Alors l’e´le´ment
∑
u∈σ(x)
Mu u appartient a` LX ⊂M ⊂ K〈〈X〉〉, et s’e´crit
(II.39)
1
r
∑
u∈σ(x)
Mu [u] ∈ LX ,
ou`
(II.40) [x1 · · · xr] = [[· · · [[x1, x2], x3], . . . , xr−1], xr].
De´monstration. — Comme M• est alternal, il est primitif, c’est-a`-dire
∑
u∈σ(x)
Muu ∈ LX ,
et le re´sultat de´coule alors imme´diatement de (II.38) et du the´ore`me de projection.
CALCUL MOULIEN 35
Remarque II.1. — Dans les applications du calcul moulien, ce n’est pas ce the´ore`me que
nous utiliserons, mais sa contrepartie dans le cas ou` l’alge`bre sous-jacente est lie´e. Par
exemple, soit K〈〈Der(A)〉〉 la bige`bre introduit au §I.2.3. Un e´le´ment P ∈ K〈〈Der(A)〉〉
s’e´crit
(II.41) P =
∑
a
P aDa,
ou` Da = Dan ◦Dan−1 ◦ · · · ◦Da1 .
Pour savoir si P est primitif pour le coproduit ∆ de K〈〈Der(A)〉〉, on associe a` P son
“repre´sentant” libre, note´e Pl, de´fini par
(II.42) Pl =
∑
a
P aa ∈ K〈〈X〉〉.
Le the´ore`me II.1 s’applique et on a : si le moule M• est alternal, alors l’e´le´ment
P =
∑
M•X• est primitif.
Evidemment, on ne capte pas de cette fac¸on tous les e´le´ments primitifs.
Conside´rons les se´ries formelles non commutatives construites sur l’alphabet a` trois
lettres {D1,D2,D3}, ou` D1, D2 et D3 sont trois de´rivations sur une alge`bre A telles que
(II.43) D2 = D1 +D2.
Alors, l’e´le´ment
(II.44) D2D1 −D1D1 −D1D3
est primitif, sans que le moule associe´ soit alternal.
En effet, cet e´le´ment est associe´ au moule M• de´fini par
(II.45) M2,1 = 1, M1,1 = −1, M1,3 = −1 et M• = 0 sinon.
Ce moule n’est pas alternal car on a
(II.46) M2,1 +M1,2 = 1.
Pourtant, comme
(II.47) D2D1 −D1D1 −D1D3 = D3D1 −D1D3,
c’est bien un e´le´ment primitif.
Jean E´calle utilise constamment ce va-et-vient entre les objets construits sur des alge`bres
lie´es et leurs repre´sentations libres.
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4.3. E´le´ments primitifs de E. —
De´finition II.9. — Un moule M• est dit alternel si
(II.48)
∑
y∈csh(y1,y2)
My = 0 ∀y1, y2 ∈ Y ∗ \ {∅}.
Plac¸ons-nous maintenant dans la coge`bre E, d’alge`bre sous-jacente e´gale a` K〈〈Y 〉〉 sur
l’alphabet libre Y indexe´ par le semigroupe N. On a alors le the´ore`me suivant, analogue
du the´ore`me II.2 :
The´ore`me II.3. — Un e´le´ment
∑
y∈Y ∗
Myy ∈ E est primitif si et seulement si M• est un
moule alternel.
De´monstration. — On note P =
∑
y∈Y ∗
Myy. P primitif signifie que
(II.49) ∆∗(P ) = P ⊗ 1 + 1⊗ P.
Or, on a
(II.50)
∆∗(P ) =
∑
y∈Y ∗
My ∆∗(y)
=
∑
ys1 ...ysr∈Y
∗
Mys1 ...ysr ∆∗(ys1 . . . ysr)
=
∑
ys1 ...ysr∈Y
∗
Mys1 ...ysr ∆∗(ys1) . . .∆∗(ysr)
=
∑
ys1 ...ysr∈Y
∗
Mys1 ...ysr
 ∑
k1+l1=s1
yk1 ⊗ yl1
 . . .
 ∑
kr+lr=sr
ykr ⊗ ylr

=
∑
ys1 ...ysr∈Y
∗
Mys1 ...ysr
∑
ki+li=si, 1≤i≤r
yk1 . . . ykr ⊗ yl1 . . . ylr .
Ici, par la de´finition de ∆∗, les yki et yli appartiennent a` Y ∪ {∅}, c’est-a`-dire que la
somme porte sur l’ensemble des r-uples de couples
(
(yk1, yl1), . . . , (ykr , ylr)
)
avec ki+li = si
restants.
Soit A l’ensemble de ces r-uples de couples, moins les deux e´le´ments suivants :
(II.51)
(
(yk1, yl1), . . . , (ykr , ylr)
)
=
(
(ys1, ∅), . . . , (ysr , ∅)
)
et
(II.52)
(
(yk1, yl1), . . . , (ykr , ylr)
)
=
(
(∅, ys1), . . . , (∅, ysr )
)
.
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L’expression de ∆∗(P ) donne´e dans la dernie`re ligne de (II.50) devient alors
(II.53)
∆∗(P ) =
∑
y∈Y ∗
Myy ⊗ 1 +
∑
y∈Y ∗
My1⊗ y
+
∑
y∈Y ∗
∑
A
yk1 . . . ykr ⊗ yl1 . . . ylr ,
= P ⊗ 1 + 1⊗ P +R,
ou`
(II.54) R =
∑
y∈Y ∗
My
∑
A
yk1 . . . ykr ⊗ yl1 . . . ylr .
P est donc primitif si et seulement si R = 0.
Posons y1 = yk1 . . . ykr et y
2 = yl1 . . . ylr ; notons que, contrairement aux apparences, les
longueurs de y1 et y2 ne sont pas force´ment e´gales a` r puisque l’on ignore les composantes
e´gales a` ∅. La proposition II.2 dit qu’un couple 〈y1; y2〉 appartient a` C∗y si et seulement si
y ∈ csh(y1, y2).
On voit donc que le coefficient de chaque expression y1 ⊗ y2 dans la somme R est e´gal
a`
(II.55)
∑
y∈csh(y1,y2)
My.
R s’annule donc si et seulement si M• est alternel.
5. E´le´ments “group-like” de A et E
5.1. E´le´ments “group-like” de A. — Rappelons de la de´finition I.3 qu’un e´le´ment
P ∈ K〈〈X〉〉 est dit “group-like” pour le coproduit ∆ : K〈〈X〉〉 → K〈〈X〉〉 ⊗K K〈〈X〉〉 s’il
ve´rifie
(II.56) ∆(P ) = P ⊗ P.
Deux observations permettent de pre´ciser la nature des e´le´ments group-like de E.
- Aucun polynoˆme ne peut ve´rifier (II.56). En effet, de´finissons la “longueur” d’un
produit tensoriel P1 ⊗ P2 de deux monoˆmes comme e´tant la somme n + m ou` n est la
longueur de P1 en tant que monoˆme et m la longueur de P2. Soit P un polynoˆme de K〈X〉,
et soit M le monoˆme le plus long apparaissant dans P . Alors on voit que la longueur de
chaque terme apparaissant dans ∆(P ) est infe´rieure ou e´gale a` la longueur de M , alors
que le terme M ⊗M , deux fois trop long, apparaˆıt dans P ⊗ P . Ceci montre que si un
e´le´ment de K〈〈X〉〉 a une chance d’eˆtre group-like, il doit s’agir d’une se´rie formelle.
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- De meˆme, ∆(P ) fait apparaitre des couples (1, x) ou (x, 1), ce qui n’est possible
dans P ⊗ P que si on fait intervenir la suite vide. La se´rie P doit donc avoir un terme
constant a 6= 0. La condition ∆(P ) = P ⊗ P implique alors que ce terme constant ve´rifie
a(1⊗ 1) = a⊗ a, donc a = 1.
Ces deux observations nous conduisent a` conside´rer les moules de la forme
(II.57) P =
∑
x∈X∗
Mxx,
avec M∅ = 1.
Remarque II.2. — Si les de´rivations proviennent d’un champ de vecteurs, le groupe des
automorphismes ainsi de´fini est isomorphe au groupe des diffe´omorphismes tangents a`
l’identite´.
De´finition II.10. — Un moule M• est dit syme´tral si
(II.58)
∑
x∈sh(x1,x2)
Mx =Mx
1
Mx
2
∀x1, x2 ∈ X∗.
The´ore`me II.4. — Un e´le´ment
∑
x
Mxx ∈ A est “group-like” si et seulement si M• est
un moule syme´tral.
De´monstration. — Soit P = 1 +Q = 1 +
∑
ω 6=∅
Mxx. On a
(II.59)
∆(P ) = 1⊗ 1 +
∑
x∈X∗
Mx∆(x)
= 1⊗ 1 +Q⊗ 1 + 1⊗Q+
∑
x∈X∗,r
Mx ·
∑
〈x1;x2〉∈C˜x
x1 ⊗ x2,
ou` l’on rappelle que Cx de´note l’ensemble de couples 〈x
1;x2〉 apparaissant dans la somme
∆(x), et C˜x de´note le sous-ensemble des couples avec x
1 6= ∅, x2 6= ∅.
On a aussi
P ⊗ P = 1⊗ 1 +Q⊗ 1 + 1⊗Q+Q⊗Q,
ou`
(II.60) Q⊗Q =
∑
x1 6=∅,x2 6=∅
Mx
1
Mx
2
x1 ⊗ x2.
Pour que P soit group-like, il faut donc que le reste de (II.59) soit e´gal a` (II.60).
Soit 〈x1;x2〉 un couple de suites intervenant dans (II.60). Rappelons de la proposition
II.1, §3.1, que ce couple 〈x1;x2〉 appartient a` Cx si et seulement si x appartient a` sh(x
1, x2).
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Pour un couple donne´ 〈x1;x2〉, le coefficient du terme x1 ⊗ x2 dans le reste de (II.59) est
donc donne´ par ∑
x∈sh(x1,x2)
Mx.
Le reste de (II.59) est donc e´gal a` (II.60), i.e. P est group-like, si et seulement si∑
x∈sh(x1,x2)
Mx =Mx
1
Mx
2
,
d’ou` le the´ore`me.
5.2. E´le´ments “group-like” de E. — La condition de syme´trie d’un moule correspon-
dant au fait d’eˆtre group-like dans E est donc :
De´finition II.11. — Un moule M• est dit syme´trel si
(II.61)
∑
y∈csh(y1,y2)
My =My
1
My
2
∀y1, y2 ∈ Y ∗.
The´ore`me II.5. — Un e´le´ment
∑
y∈Y ∗
Myy ∈ E est “group-like” si et seulement si M• est
un moule syme´trel.
De´monstration. — Elle est analogue au cas syme´tral. En effet, il suffit d’adapter la
de´monstration du the´ore`me II.4 en remplac¸ant (II.59) par
(II.62)
∆∗(P ) = 1⊗ 1 +
∑
y∈Y ∗
My∆∗(y)
= 1⊗ 1 +Q⊗ 1 + 1⊗Q+
∑
y∈Y ∗
My ·
∑
y1 ⊗ y2,
ou` la deuxie`me somme porte sur tous les couples 〈y1; y2〉 tels que
– y1 = yk1 . . . ykr , y
2 = yl1 . . . ylr avec e´ventuellement certains yki ou yli e´gaux a` ∅ ;
– ki + li = si pour 1 ≤ i ≤ r si y = ys1 . . . ysr
– y1 6= ∅ et y2 6= ∅.
Par la proposition II.2, le coefficient d’un terme donne´ y1 ⊗ y2 est donne´ par
(II.63)
∑
y∈csh(y1,y2)
My.
Comparant donc le reste de (II.62) avec (II.60), on voit que P est group-like si et seulement
si le moule associe´ M• est syme´trel.
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6. Exemples de moules alterna(e)l, syme´tra(e)l
6.1. Un moule alternal. — Dans cet exemple, nous prenons pour Ω un ensemble
de´nombrable d’inde´termine´es, et pour le corps K le corps Q(Ω) des fractions rationnelles
dans les e´le´ments de Ω.
On de´finit le moule e´le´mentaire T • par
(II.64)
T ∅ = 0, Tω = 0 ∀ω ∈ Ω,
T (ω1,...,ωr) =
1
(ω2 − ω1)
..
1
(ω3 − ω2)
. . . ..
1
(ωr − ωr−1)
, r ≥ 2.
On a
Lemme II.4. — Le moule T • est alternal.
De´monstration. — Elle se fait par re´currence sur la longueur des suites. On doit ve´rifier
pour toutes suites ω1 6= ∅, ω2 6= ∅, la proprie´te´∑
ω∈sh(ω1,ω2)
Tω = 0.
La proprie´te´ est trivialement vraie si l(ω) = 2.
Soient ω1 = (ω11, . . . , ω
1
n) et ω
2 = (ω21 , . . . , ω
2
m) telles que n+m = r > 2. Supposons que
la proprie´te´ d’alternalite´ soit vraie pour toutes les suites de longueur ≤ r − 1.
On commence par noter que
(II.65) T (ω1,...,ωr) =
1
(ωr − ωr−1)
T (ω1,...,ωr−1).
On a de plus la proprie´te´ suivante du battage de deux suites :
Lemme II.5. — L’ensemble sh(ω1, ω2) est la re´union disjointe des quatre ensembles
suivants : (
sh(ω1, ω2≤m−2), ω
2
m−1, ω
2
m
)∐(
sh(ω1≤n−1, ω
2
≤m−1), ω
1
n, ω
2
m
)∐
(
sh(ω1≤n−1, ω
2
≤m−1), ω
2
m, ω
1
n
)∐(
sh(ω1≤n−2, ω
2), ω1n−1, ω
1
n
)
,
ou` ω≤j de´note la sous-suite (ω1, . . . , ωj) des j premie`res composantes de ω.
De´monstration. — Soit ω ∈ sh(ω1, ω2). Alors l(ω) = r, et on peut se demander que
peuvent eˆtre les deux dernie`res composantes de ω. Comme le battage ne me´lange pas l’ordre
interne des composantes de ω1 et de ω2, on voit que les deux dernie`res composantes de
ω, en l’ordre, doivent former l’un des couples suivants : (ω1n−1, ω
1
n), (ω
2
m−1, ω
2
m), (ω
1
n, ω
2
m),
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(ω2m, ω
1
n). Les r−2 premie`res composantes de ω sont donc force´ment obtenues par battage
des composantes restantes de ω1 et ω2, ce qui de´montre le re´sultat.
On a donc
(II.66)
∑
ω∈sh(ω1,ω2)
Tω =
1
(ω2m − ω
2
m−1)
∑
s∈
(
sh(ω1,ω2
≤m−2),ω
2
m−1
)T s
+
1
(ω2m − ω
1
n)
∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
1
n
)T s
+
1
(ω1n − ω
2
m)
∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
2
m
)T s
+
1
(ω1n − ω
1
n−1)
∑
s∈
(
sh(ω1
≤n−2,ω
2),ω1n−1
)T s.
Par ailleurs, le moule T • e´tant alternal jusqu’a` l’ordre r − 1, on a les e´galite´s :
(II.67)
∑
s∈
(
sh(ω1,ω2
≤m−2),ω
2
m−1
)T s + ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
1
n
)T s = 0,∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
2
m
)T s + ∑
s∈
(
sh(ω1
≤n−2,ω
2),ω1n−1
)T s = 0.
L’e´quation (II.66) peut donc s’e´crire sous la forme
(II.68)
∑
ω∈sh(ω1,ω2)
Tω =
[
1
ω2m − ω
1
n
−
1
ω2m − ω
2
m−1
] ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
1
n
)T s
+
[
1
ω1n − ω
2
m
−
1
ω1n − ω
1
n−1
] ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
2
m
)T s.
On de´compose les deux sommes sous la forme
(II.69) ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
1
n
)T s = ∑
s∈
(
sh(ω1
≤n−2,ω
2
≤m−1),ω
1
n−1ω
1
n
)T s + ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−2),ω
2
m−1ω
1
n
)T s,∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−1),ω
2
m
)T s = ∑
s∈
(
sh(ω1
≤n−2,ω
2
≤m−1),ω
1
n−1ω
2
m
)T s + ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−2),ω
2
m−1ω
2
m
)T s..
On note
(II.70) A =
∑
s∈
(
sh(ω1
≤n−2,ω
2
≤m−1),ω
1
n−1
)T s, B = ∑
s∈
(
sh(ω1
≤n−1,ω
2
≤m−2),ω
2
m−1
)T s.
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L’e´quation (II.68) s’e´crit donc
(II.71)
∑
ω∈sh(ω1,ω2)
Tω = A
[
1
(ω2m−1 − ω
2
m)(ω
1
n−1 − ω
2
m)
+
1
(ω1n−1 − ω
1
n)(ω
1
n−1 − ω
1
n)
]
+B
[
1
(ω2m−1 − ω
2
m)(ω
2
m−1 − ω
2
m)
+
1
(ω1n−1 − ω
1
n)(ω
2
m−1 − ω
1
n)
]
.
Par hypothe`se d’alternalite´ de T • jusqu’a` l’ordre r − 1, on a
(II.72) A+B = 0,
soit, en notant CA(ω
1, ω2) et CB(ω
1, ω2) les coefficients de A et B dans (II.71 ),
(II.73)
∑
ω∈sh(ω1,ω2)
Tω = A(CA(ω
1, ω2)− CB(ω
1, ω2)).
Un simple calcul donne CA(ω
1, ω2)− CB(ω
1, ω2) = 0, d’ou` le re´sultat.
6.2. Un moule alternel. — Le moule alternel le plus simple est de´fini par J∅ = 0 et
pour toute suite ω = (ω1, . . . , ωr) par
Jω =
(−1)r+1
r
.
Lemme II.6. — Le moule J• est alternel.
De´monstration. — Elle se fait par re´currence sur la longueur des suites. Pour ω = (ω1, ω2),
on a
Jω1,ω2 + Jω2,ω1 + Jω1+ω2 = −
1
2
−
1
2
+ 1 = 0.
La proprie´te´ d’alterne´lite´ est donc ve´rifie´e pour les suites de longueur 2. Pour les suites de
longueur ≥ 3, on note la proprie´te´ suivante du battage contractant :
Lemme II.7. — Pour toutes suites ω1 et ω2 avec l(ω1) = n > 0 et l(ω2) = m > 0,
l’ensemble csh(ω1, ω2) est la re´union disjointe des trois ensembles suivants :(
csh(ω1n−1, ω
2), ω1n
)∐(
csh(ω1, ω2m−1), ω
2
m
)∐(
csh(ω1≤n−1, ω
2
≤m−1), (ω
1
n + ω
2
m)
)
.
De´monstration. — Comme pour le lemme II.5, il suffit de constater que toute suite ap-
partenant a` csh(ω1, ω2) a comme dernie`re composante soit ω1n, soit ω
2
m, soit la somme des
deux.
On a aussi ∑
s∈csh(ω1,ω2)
Js = −
(r − 1)
r
∑
s∈csh(ω1,ω2)
Js≤r−1.
CALCUL MOULIEN 43
On de´duit donc du lemme II.6 l’e´galite´
∑
s∈csh(ω1,ω2)
Js = −
(r − 1)
r
 ∑
s∈csh(ω1,ω2,<n−1)
J• +
∑
s∈csh(ω1,<m−1,ω2)
J•

+
(r − 2)
r − 1
∑
s∈csh(ω1,<m−1,ω2,<n−1)
J•.
Par hypothe`se de re´currence, ces trois sommes sont nulles, d’ou` le re´sultat.
6.3. Un moule syme´tral. — On de´finit le moule S• par S∅ = 1 et
(II.74) Sω1...ωr =
(−1)r
ω1(ω1 + ω2) . . . (ω1 + · · ·+ ωr)
.
On a
Lemme II.8. — Le moule S• est syme´tral.
De´monstration. — Elle se fait par re´currence sur la longueur des suites. On doit ve´rifier
pour toutes suites ω1, ω2, la proprie´te´∑
ω∈sh(ω1,ω2)
Sω = Sω
1
Sω
2
.
La proprie´te´ est vraie si l(ω) = 2. En effet, on a
(II.75)
∑
ω∈sh(ω1,ω2)
Sω = Sω1ω2 + Sω2ω1 ,
=
1
ω1(ω1 + ω2)
+
1
ω2(ω1 + ω2)
,
=
1
ω1ω2
= Sω1Sω2 .
Soient ω1 = (ω11, . . . , ω
1
n) et ω
2 = (ω21 , . . . , ω
2
m) deux suites telles que l(ω
1) + l(ω2) = r,
r > 2. Supposons que la proprie´te´ de syme´tralite´ soit vraie pour toutes les suites de
longueur ≤ r − 1.
On commence par noter que
(II.76) Sω=ω1...ωr =
1
‖ ω ‖
Sω<r−1,
ou` ‖ ω ‖= ω1 + · · ·+ ωr.
On a de plus la proprie´te´ suivante du battage de deux suites :
Lemme II.9. — Pour toutes suites ω1 et ω2 avec l(ω1) = n > 0 et l(ω2) = m > 0,
l’ensemble sh(ω1, ω2) est la re´union disjointe des deux ensembles suivants :
(II.77)
(
sh(ω1, ω2<m−1)ω
2
m
)∐(
sh(ω1<n−1, ω
2)ω1n
)
.
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La de´monstration est laisse´e au lecteur. On a donc
(II.78)
∑
ω∈sh(ω1,ω2)
Sω =
−1
‖ ω ‖
∑
ω∈sh(ω1,ω2)
Sω<r−1,
= −
1
‖ ω ‖
∑
s∈sh(ω1<n−1,ω2)
Ss −
1
‖ ω ‖
∑
s∈sh(ω1,ω2<m−1)
Ss.
Comme l(s) = r − 1, on en de´duit par hypothe`se de re´currence,
(II.79)
∑
ω∈sh(ω1,ω2)
Sω = −
1
‖ ω ‖
Sω
1
<n−1Sω
2
−
1
‖ ω ‖
Sω
1
Sω
2
<m−1 ,
=
‖ ω1 ‖
‖ ω ‖
Sω
1
Sω
2
+
‖ ω2 ‖
‖ ω ‖
Sω
1
Sω
2
,
en utilisant la relation (II.76). En simplifiant, on obtient finalement,
(II.80)
∑
ω∈sh(ω1,ω2)
Sω =
‖ ω1 ‖ + ‖ ω2 ‖
‖ ω ‖
Sω
1
Sω
2
,
= Sω
1
Sω
2
,
ce qui termine la preuve.
6.4. Un moule syme´trel. — On de´finit le moule
(II.81) Seω1...ωr =
e‖ω‖
(e−ω1 − 1) . . . (e−‖ω<i‖ − 1)(e−‖ω‖ − 1)
,
ou` ω<i = ω1 . . . ωi.
Lemme II.10. — Le moule Se• est syme´trel.
De´monstration. — Elle se fait par re´currence sur la longueur des se´quences. On commence
par noter que
(II.82) Seω =
eωr
(e−‖ω‖ − 1)
Seω<r−1 .
D’apre`s le lemme II.6, on a∑
ω∈csh(ω1,ω2)
Seω =
∑
ω∈csh(ω1,ω2<r−1)ω
2
r
Seω +
∑
ω∈csh(ω1<m−1,ω
2)ω1
Seω
+
∑
ω∈csh(ω1<m−1,ω
2
<r−1)(ω
m
1 +ω
r
2)
Seω,
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d’ou`, en utilisant (II.82),∑
ω∈csh(ω1,ω2)
Seω =
eω
2
r
(e−‖ω‖ − 1)
Seω
1
Seω
2
<r−1 +
eω
1
m
(e−‖ω‖ − 1)
Seω
1,<m−1
Seω
2
+
eω
1
m+ω
2
r
(e−‖ω‖ − 1)
Seω
1,<m−1
Seω
2,<r−1
,
=
e−‖ω
2‖ − 1
(e−‖ω‖ − 1)
Seω
1
Seω
2
+
e−‖ω
1‖ − 1
(e−‖ω‖ − 1)
Seω
1
Seω
2
+
(e−‖ω
1‖ − 1)(e−‖ω
2‖ − 1)
(e−‖ω‖ − 1)
Seω
1
Seω
2
,
= Seω
1
Seω
2
.
On a donc le lemme.
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PARTIE III
ALGE`BRE A` COMPOSITION DES MOULES
La correspondance entre moules et se´ries formelles non commutatives permet de munir
l’ensemble des moules d’une structure d’alge`bre non commutative. On introduit aussi une
ope´ration, appelle´e composition, et qui est l’analogue non commutatif de la substitution
des se´ries formelles. Cette ope´ration n’existe pas dans les travaux combinatoires usuels,
comme par exemple dans l’e´tude des alge`bres de Hopf. On introduit aussi les groupes
alterna(e)l et symetra(e)l.
1. Structure d’alge`bre
Soit X un ensemble d’e´le´ments Xω indice´s par un semi-groupe Ω. On suppose X muni
d’un coproduit note´ ∆. On note K〈〈X〉〉 l’alge`bre des se´ries formelles non commutatives
forme´es sur X muni du coproduit ∆. On note MK(Ω) l’ensemble des moules sur Ω. La
structure d’alge`bre de K〈〈X〉〉 se traduit directement sur les moules.
Soient
∑
•
M•D• et
∑
•
N•D• deux e´le´ments de K〈〈X〉〉. On de´finit l’addition et la
multiplication de deux moules via les relations
(III.1)
∑
•
M•D• +
∑
•
N•D• =
∑
•
(M• +N•)D•,(∑
•
N•D•
)(∑
•
M•D•
)
=
∑
•
(M• ×N•)D•.
On peut donc munir MK(Ω) de la structure d’alge`bre suivante :
The´ore`me III.1. — L’ensemble des moules MK(Ω) muni des ope´rations
A• =M• +N• ⇐⇒ Aω =Mω +Nω
A• =M• ×N• ⇐⇒ Aω =
∑
ω1•ω2=ω
Mω
1
Nω
2
,
est une alge`bre non commutative.
L’e´le´ment neutre pour la multiplication est le moule 1• de´fini par
1ω = 1 si ω = ∅ et 1ω = 0 sinon.
On peut pre´ciser la relation entre les moules alternaux et syme´traux via le the´ore`me
I.3.
De´finition III.1. — Soit M• un moule, on appelle exponentielle de M• et on note
exp(M•) la se´rie exp(N•) =
∑ (M•)n
n!
, avec la convention (M•)0 = 1•.
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Une simple application de la formule de Leibniz donne
Lemme III.1. — Pour tout moule syme´tral M• il existe un moule alternal N• tel que
M• = expN•.
De´monstration. — Il suffit de voir que exp(
∑
•
N•D•) =
∑
•
expN•D• par de´finition du
moule exponentielle. Le the´ore`me I.3 permet de conclure.
2. Composition
On peut munir l’alge`bre des moules d’une composition. Cette loi de composition est
l’analogue de la notion de substitution dans l’alge`bre des se´ries formelles (voir [7], annexe
21, p.398-400).
De´finition III.2. — Soit Ω un semi-groupe. On note ‖ . ‖ l’application de Ω dans Ω
de´finie pour tout ω = ω1 . . . ωr par
(III.2) ‖ ω1 . . . ωr ‖= ω1 + · · ·+ ωr.
Soit M• et N• deux moules dans MK(Ω). Le moule compose´ A
• =M• ◦N• est de´fini par
(III.3) Aω =
∑
s≥0,ω1...ωs=ω, ωi 6=∅
M‖ω
1‖,...,‖ωs‖Nω
1
. . . Nω
s
,
L’e´le´ment neutre pour la composition est le moule I• de´fini par
(III.4) Iω = 1 si l(ω) = 1 et Iω = 0 sinon.
Cette ope´ration d’apparence complique´e, peut s’expliquer de la manie`re suivante :
Soient M et N les deux se´ries formelles associe´es aux moules M• et N• :
(III.5)
M =
∑
ω∈Ω∗
Mωω,
N =
∑
ω∈Ω∗
Nωω.
L’application ‖ . ‖ permet de construire un nouvel alphabet a` partir de M :
A` tout ω ∈ Ω, on associe la lettre
(III.6) mω =
∑
ω∈Ω∗, ‖ω‖=ω
Mωω.
La se´rie N ◦M est alors de´finie comme suit :
(III.7) N ◦M =
∑
ω
Nωmω.
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Avec ces notations, nous avons le re´sultat suivant :
Lemme III.2. — La se´rie N ◦M posse`de un de´veloppement moulien de la forme
(III.8) N ◦M =
∑
ω∈Ω∗
(N• ◦M•)ωω.
De´monstration. — Il suffit de de´velopper l’expression (III.7). On a :
(III.9) N ◦M =
∑
ω
Nω1...ωr
 ∑
ω1∈Ω∗, ‖ω1‖=ω1
Mω
1
ω1
 . . .
 ∑
ωr∈Ω∗, ‖ωr‖=ωr
Mω
r
ωr
 .
Soit ω ∈ Ω∗ fixe´. Le coefficient dans (III.9) pour toute de´composition
(III.10) ω = ω1 . . . ωr,
de ω est donne´ par
(III.11) N‖ω
1‖···‖ωr‖Mω
1
. . .Mω
r
,
ce qui termine la preuve.
On a le the´ore`me principal de cette section :
The´ore`me III.2. — L’alge`bre des moules muni des ope´rations (+,×, ◦) est une alge`bre
a` composition, i.e.,
(III.12)
i) (M• +N•) ◦ A• = (M• ◦A•) + (N• ◦ A•),
ii) (M• ×N•) ◦A• = (M• ◦A•)× (N• ◦ A•).
La de´monstration repose sur des calculs e´le´mentaires.
3. Groupe alterna(e)l et syme´tra(e)l
Dans les calculs pratiques sur les moules, il est commode de connaˆıtre le comportement
de la proprie´te´ d’alternalite´ (resp. syme´tralite´) vis a` vis des lois de composition et de
multiplication.
On commence par noter le simple re´sultat suivant :
Lemme III.3. — L’ensemble des moules M• tels que M∅ 6= 0 forment un groupe, note´
M×(Ω), dont les e´le´ments sont les moules posse`dant un inverse multiplicatif.
De´monstration. — Soient M• et N• deux moules dans M×(Ω). On note A
• = M• ×N•.
Par de´finition, on a A∅ =M∅N∅. Comme M∅ 6= 0 et N∅ 6= 0, on en de´duit A∅ 6= 0.
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La caracte´risation des moules ayant un inverse se fait par re´currence sur la longueur des
suites. Soit M• un moule posse`dant un inverse multiplicatif note´ N•, alors on doit avoir
1• =M• ×N•, soit
1ω =
∑
ω1ω2=ω
Mω1Nω2.
On a donc une re´currence pour de´terminer le moule N• via la relation
1ω =
∑
ω1ω2=ω, ω1 6=∅
Mω1Nω2 +M∅Nω.
La condition ω1 6= 0 fait que les moules N
ω2 intervenant dans la somme sont associe´s a`
des suites de longueur infe´rieur a` celle de ω. On peut donc trouver, de manie`re ite´rative,
l’expression du moule N• si et seulement si M∅ 6= 0.
Soit M• ∈M×(Ω), on notera (M
•)−1 le moule inverse.
Lemme III.4. — L’ensemble des moules M• tel que M∅ = 0 et Mω 6= 0 si l(ω) = 1
forment un groupe, note´ M◦(Ω), dont les e´le´ments sont les moules posse`dant un inverse
pour la composition.
De´monstration. — Soient M• et N• deux moules dans M◦(Ω). On note A
• = M• ◦ N•.
Par de´finition, on a A∅ = M∅N∅. Comme M∅ = 0 et N∅ = 0, on en de´duit A∅ = 0. De
plus, Aω =MωNω si l(ω) = 1. Comme Mω 6= 0 et N• 6= 0, on a Aω 6= 0, et A• ∈M◦(Ω).
La caracte´risation des moules ayant un inverse pour la composition se fait par re´cur-
rence sur la longueur des suites. Soit M• un moule posse`dant un inverse de composition
note´ N•, alors on doit avoir I• =M• ◦N•, soit
Iω =
∑
r≥1
∑
ω1...ωr=ω
M‖ω1‖,...,‖ωr‖Nω1 . . . Nωr .
On a donc une re´currence pour de´terminer le moule N• via la relation
Iω =
∑
r>1
∑
‖ω1‖,...,‖ωr‖
Nω1 . . . Nωr +M‖ω‖Nω.
La condition r > 1 fait que les moules Nω1 , . . . , Nωr intervenant dans la somme sont
associe´s a` des suites de longueur infe´rieur a` celle de ω. On peut donc trouver, de manie`re
ite´rative, l’expression du moule N• si et seulement si M‖ω‖ 6= 0 pour tout ω, soit Mω 6= 0
lorsque l(ω) = 1.
Soit M• ∈M◦(Ω), on notera (M
•)(−1) le moule inverse.
Le re´sultat principal de cette section est :
The´ore`me III.3. — Les ensembles Msym(Ω) des moules syme´trals, muni de la multi-
plication, et Malt(Ω) des moules alternals, muni de la composition, sont des sous-groupes
non distingue´s de M×(Ω) et M◦(Ω) respectivement.
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La de´monstration repose sur le lemme suivant :
Lemme III.5. — Soient A• ∈Msym(Ω), B
• ∈Msym(Ω), C
• ∈Malt(Ω) et E
• ∈Malt(Ω),
on a
i) (A•)−1 ∈Msym(Ω), ii) (C
•)(−1) ∈Malt(Ω),
iii) A• ×B• ∈Msym(Ω), iv) C
• ◦E• ∈Malt(Ω),
v) B• × C• × (B•)−1 ∈Malt(Ω).
De´monstration. — On peut de´montrer i) et iii) en utilisant la formule de Campbell-
Hausdorff. Soit x et y deux e´le´ments de LˆX , alors exp(x) exp(y) = exp z, ou` z ∈ LˆX . Tout
moule syme´tral s’obtient par le lemme III.1 comme exponentielle d’un moule alternal. La
formule de Campbell-Hausdorff assure que (
∑
•
A•D•)(
∑
•
B•D•) = (
∑
•
(A• × B•)D•)
s’e´crit sous la forme (
∑
•
expF •D•) ou` F
• est un moule alternal. Par de´finition, on a donc
expF • ∈Msym(Ω).
De meˆme, on obtient facilement (A•)−1 ∈Msym(Ω).
La proprie´te´ v) exprime la stabilite´ des de´rivations via une conjugaison par un auto-
morphisme de U . Elle est donc e´vidente.
Les proprie´te´s ii) et iv) repose sur le fait que toute transformation associe´e a` un moule
alternal transforme un e´le´ment de LˆX en un e´le´ment de LˆX . Elles de´coulent donc de la
de´finition meˆme de la composition des moules interpre´te´e en terme d’ope´rateur dans le
lemme III.2.
On note ret : ΣΩ → ΣΩ l’involution, qui a toute suite ω = (ω1, . . . , ωn) associe
retω = (ωn, . . . , ω1).
Lemme III.6. — L’inverse multiplicatif d’un moule symetral Mω est donne´ par
(Mω)−1 = (−1)l(ω)M retω.
De´monstration. — Elle se fait par re´currence sur la longueur de ω. Pour simplifier
l’e´criture, on note N• le moule inverse de M•.
Pour ω = ∅, on a 1 =M∅N∅, d’ou` N∅ = 1. Pour ω = ω1, on a 1
ω1 =Mω1N∅+M∅Nω1 ,
d’ou` Nω1 = −Mω1. Un calcul inte´ressant est donne´ par la longueur 2, qui fournit la clef
de la de´monstration. Pour ω = ω1ω2, on a 1
ω1ω2 = Mω1ω2N∅ +Mω1Nω2 +M∅Nω1ω2 . En
utilisant l’expression de Nω1, on obtient 0 = Mω1ω2 −Mω1Mω2 + Nω1ω2. La proprie´te´
de syme´tralite´ de M• permet de simplifier cette expression, et on obtient 0 = Mω1ω2 −
Mω1ω2 −Mω2ω1 +Nω1ω2 , d’ou` Nω1ω2 =Mω2ω1 .
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Plus ge´ne´ralement, pour tout suite ω de longueur n ≥ 1, on a
(III.13) 1ω =
n∑
i=1
Mω
≤i
Nω
>i
+Nω,
ou` ω<≤i = (ω1, . . . , ωi) et ω
>i = (ωi+1, . . . , ωn), avec les conventions ω
≤0 = ∅ et ω>n = ∅.
Les suites ω>i intervenant dans la somme sont toutes de longueur < n. Par hypothe`se
de re´currence, on a N s = (−1)l(s)M ret(s) pour tout suite s telle que l(s) < n. On a donc
(III.14) 1ω =
n∑
i=1
(−1)l(ω
>i)Mω
≤i
M ret(ω
>i) +Nω,
soit
(III.15) 1ω =Mω +
n−1∑
i=1
(−1)l(ω
>i)
∑
s∈sh(ω≤i,ret(ω>i)
M s +Nω.
On note Si = sh(ω
≤i, ret(ω>i)), pour i = 1, . . . , n − 1. On de´finit une suite Ei,
i = 1, . . . , n − 2 d’ensembles par re´currence, tel que S1 = ret(ω)
∐
E1, Sj = Ej−1
∐
Ej ,
avec Sn−1 = ω
∐
En−2. Il n’est pas utile d’expliciter les ensembles Ei.
On a donc, pour toute suite ω de longueur ≥ 2, la relation
(III.16)
0 = Mω + (−1)n−1(M ret(ω) +
∑
s∈E1
M s) + (−1)n−2(
∑
s∈E1
M s +
∑
s∈E2
M s) + . . .
+(−1)(
∑
s∈En−2
M s +Mω) +Nω.
On en de´duit,
(III.17) Nω = (−1)nM ret(ω),
ce qui termine la de´monstration du lemme.
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PARTIE IV
SYME´TRIES SECONDAIRES ET DE´RIVATIONS
On introduit la syme´trie syme´tril/alternil qui intervient dans des travaux re´cents de Jean
Ecalle sur la combinatoire des polyzeˆtas. On de´montre aussi que l’on peut lire directement
la syme´trie de moules ve´rifiants certaines e´quations diffe´rentielles. Au passage, on de´finit
quelques de´rivations et automorphismes importants sur l’alge`bre des moules.
1. Syme´tries alternil et syme´tril
Les syme´tries alternal(el)/syme´tral(el) sont uniquement lie´es a` la traduction du car-
acte`re primitif ou “group like” des se´ries formelles non commutatives, les coproduits ∆ et
∆∗ e´tant donne´s. Les syme´tries alternil/syme´tril sont d’une autre nature : elles provien-
nent de l’utilisation de se´ries ge´ne´ratrices associe´es a` des moules alternel/syme´trel. Ces
deux syme´tries ont donc un statut particulier vis a` vis des quatre premie`res.
De´finition IV.1. — Soit Se• un moule syme´tral. La se´rie ge´ne´ratrice(13) associe´e a` Se•
est un moule Sig• de´fini par
(IV.1) Sigv1,...,vr =
∑
1≤si
Ses1,...,srvs1−11 . . . v
sr−1
r .
La notation Sig fait re´fe´rence a` la syme´trilite´ de Sig•.
De´finition IV.2. — Un moule M• est syme´tril (resp. alternil) si
(IV.2)
∑
s∈shi(x,y)
M s =MxMy (resp. 0),
ou` shi(x, y) s’obtient comme csh(x, y) en remplac¸ant l’addition des variables par un sym-
bole abstrait ∗ de´crivant l’e´valuation de M s suivant la re`gle
(IV.3) M ...,xi∗yj ,... =
1
xi − yj
(M ...,xi,... −M ...,yj ,...) ,
les termes en pointille´s pouvant comporter eux aussi le symbole ∗.
Le rapport aux se´ries ge´ne´ratrices est donne´ par :
Lemme IV.1. — Le moule Sig• est syme´tril.
(13)Des se´ries de meˆme type interviennent de´ja dans le travail de Jean Ecalle, via la me´thode d’amplification
(voir [11]).
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De´monstration. — Il suffit de calculer Sigv1,...,vrSigvr+1...vn . Par de´finition, on a
(IV.4) Sigv1,...,vrSigvr+1...vn =
∑
1≤si
Ses1,...srSesr+1,...,snvs1−11 . . . v
sn−1
n .
Comme le moule Se• est syme´trel, on a
Ses1,...srSesr+1,...,sn =
∑
s∈csh((s1,...,sr),(sr+1,...,sn))
Ses,
soit
(IV.5) Sigv1,...,vrSigvr+1...vn =
∑
1≤si
∑
s∈csh((s1,...,sr),(sr+1,...,sn))
Ses vs1−11 . . . v
sn−1
n .
Cette somme contient deux types de termes :
i - des termes de la forme
∑
1≤si
Ses vs1−11 . . . v
sn−1
n , ou` s ∈ csh((s1, . . . , sr), (sr+1, . . . , sn)).
ii- des termes de la forme
∑
1≤si
Se...si+sj ... vs1−11 . . . v
sn−1
n .
Pour i), on obtient, via une re´organisation des vi,∑
v∈csh((v1,...,vr),(vr+1,...,vn))
Sigv.
Pour ii), c’est un peu plus complique´.
Nous allons le faire sur un exemple. Le cas ge´ne´ral s’en de´duisant sans peine. Soit
Z(v1, . . . , vn) =
∑
1≤si
Ses1+s2,s3,...,snvs1−11 . . . v
sn−1
n .
On a
(IV.6)
v1Z(v1, . . . , vn) =
∑
1≤si
Ses1+s2,s3,...,snvs11 . . . v
sn−1
n ,
=
∑
1≤si, s2=1
Ses1+1,s3,...,snvs11 . . . v
sn−1
n
+
∑
1≤si, s2≥2
Ses1+s2,s3,...,snvs11 . . . v
sn−1
n ,
= Sig(v1, v3, . . . , vn)−
∑
1≤si
Se1,s3,...,snvs3−13 . . . v
sn−1
n
+V1(v1, . . . , vn),
ou` V1(v1, . . . , vn) =
∑
1≤si, s2≥2
Ses1+s2,s3,...,snvs11 . . . v
sn−1
n .
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Par ailleurs, on a
(IV.7)
v2Z(v1, . . . , vn) =
∑
1≤si
Ses1+s2,s3,...,snvs1−11 v
s2
2 . . . v
sn−1
n ,
=
∑
1≤si, s1=1
Ses1+1,s3,...,snvs1−11 v
s2
2 . . . v
sn−1
n
+
∑
1≤si, s1≥2
Ses1+s2,s3,...,snvs1−11 v
s2
2 . . . v
sn−1
n ,
= Sig(v2, . . . , vn)−
∑
1≤si
Se1,s3,...,snvs3−13 . . . v
sn−1
n
+V2(v1, . . . , vn),
ou` V2(v1, . . . , vn) =
∑
1≤si, s1≥2
Ses1+s2,s3,...,snvs1−11 v
s2
2 . . . v
sn−1
n .
En posant s′1 = s1 − 1, s
′
2 = s2 + 1 dans V2, on montre que
(IV.8) V1 = V2.
Finalement, on a
(IV.9) Z(v1, . . . , vn) =
1
v1 − v2
(Sigv1v3...vn − Sigv2...vn).
Le cas ge´ne´ral s’en de´duit sans peine.
Remarque IV.1. — i. La syme´trie alternil ne provient pas de la syme´trie alternel
traduite sur les fonctions ge´ne´ratrices.
ii. On peut se demander si la syme´trie symetral donne naissance a` une nouvelle
syme´trie. En fait, il est clair, vue l’e´quation (IV.5), avec csh remplace´ par sh, que la
fonction ge´ne´ratrice d’un moule syme´tral est encore un moule syme´tral.
2. De´rivations et syme´tries des moules
2.1. De´rivations sur l’alge`bre des moules. — Dans les applications, on est souvent
conduit a` utiliser des de´rivations sur l’alge`bre des moules. Ce paragraphe donne, en
suivant Ecalle [15], un proce´de´ de construction d’une grande quantite´ de de´rivations,
suffisantes pour la plupart des applications.
On commence par une de´finition :
De´finition IV.3. — Soit D une application de MK(Ω) dans MK(Ω) line´aire. Le moule
image d’un moule M• par D est note´ D(M)•. L’application D est une de´rivation sur
l’alge`bre (MK(Ω),×) si elle ve´rifie
(IV.10) D(M ×N)• = D(M)• ×N• +M• ×D(N)•,
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pour tout moules M• et N• de MK(Ω).
Certaines de´rivations respectent des syme´tries des moules.
De´finition IV.4. — On dit que la de´rivation est alternale si elle pre´serve l’alternalite´
du moule sur lequel elle agit.
On ve´rifie directement que les de´rivations ▽ω et lang de´finies ci apre`s sont alternales.
2.2. Construction de de´rivations. —
2.2.1. De´rivations simples. — On peut chercher a` construire des de´rivations simples de
la forme
(DλM
•)s = λsM
s,
ou` λ• est un moule fixe´.
Quelles sont les proprie´te´s que doit ve´rifier λ• pour que l’application Dλ ci-dessus soit
une de´rivation ?
Il suffit de calculer Dλ(M
• ×N•)•. On a
(Dλ(M
• ×M•)s = λs
 ∑
s1s2=s
M s
1
N s
2
 .
Si Dλ est une de´rivation, on a l’identite´ de Leibniz qui impose
(Dλ(M
• ×M•)s = ((DλM
•)×N•)s + (M• × (DλN
•))s,
=
∑
s1s2=s
λs1M
s1N s
2
+
∑
s1s2=s
M s1λs2N
s2 ,
=
∑
s1s2=s
(λs1 + λs2)M
s1N s
2
.
On a donc le the´ore`me suivant :
The´ore`me IV.1. — L’application Dλ es une de´rivation si et seulement si λ• ve´rifie
λs1s2 = λs1 + λs2 , ∀ s
1, s2 ∈ Ω∗.
Il existe deux exemples importants de de´rivations simples :
- On note lang la de´rivation simple de´finie par le moule
(IV.11) λ• = l(•),
ou` l(•) est l’application longueur de la suite, i.e.
(IV.12) (langM)s = l(s)M s.
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- On note ▽ω la de´rivation simple de´finie par le moule
(IV.13) λ• =‖ • ‖ .
Notons que cette expression a un sens si et seulement si Ω posse`de une structure de semi-
groupe. Par ailleurs, comme λsM
s dit appartenir a` K, cela impose s ∈ K∗.
On a donc
(IV.14) (▽M)s =‖ s ‖M s.
Ces de´rivations interviennent dans la the´orie des formes normales de champs de vecteurs
ou diffe´omorphismes locaux.
2.2.2. Autres constructions. — Soit un moule Dar• avec Dar∅ = 0. On de´finit un
ope´rateur dar de MK(Ω) dans MK(Ω) en posant :
(IV.15)
dar : MK(Ω) → MK(Ω),
M• 7→ (darM)ω =
∑
ω1ω2ω3=ω
Mω1,‖ω2‖,ω3Darω2,
ou` la somme est de´finie sur toutes les factorisations de ω.
Lemme IV.2. — L’ope´rateur dar est une de´rivation sur MK(Ω,×)
De´monstration. — On note E• = dar(M•1 ×M
•
2 ) et F
• =M•1 ×M
•
2 . On a
(IV.16) Eω =
∑
ω=ω1ω2ω3
Fω1,‖ω2‖,ω3Darω2.
Comme Fω1,‖ω2‖,ω3 =
∑
ωˆω˜=ω1,‖ω2‖,ω3
M ωˆ1 M
ω˜
2 , on a
Fω1,‖ω2‖,ω3 =
∑
‖ω‖∈ωˆ
M ωˆ1 M
ω˜
2 +
∑
‖ω2‖∈ω˜
M ωˆ1 M
ω˜
2 .
En remplac¸ant dans (IV.16), on obtient
Eω =
∑
ω=ω1ω2ω3
= (
∑
‖ω‖∈ωˆ
M ωˆ1 Dar
ω2)M ω˜2 +
∑
‖ω2‖∈ω˜
M ωˆ1 (M
ω˜
2 Dar
ω2).
Comme ωˆ est de la forme ωˆ = ωˆ1, ‖ ω2 ‖, ωˆ2 dans le premier terme de la somme, et tel que
ωˆ1ωˆ2ω˜ = ω (une expression analogue pour ω˜ dans le second terme), on a finalement
Eω =
∑
ω=ωˆω˜
(darM1)
ωˆM ω˜2 +
∑
ω=ωˆω˜
M ωˆ1 (darM2)
ω˜,
ce qui termine la de´monstration.
On peut choisir le moule Dar• pour que la de´rivation dar soit alternale :
Lemme IV.3. — La de´rivation dar de´finie par (IV.15) est alternale si et seulement si
le moule Dar• est alternal.
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Il existe d’autres de´rivations construites avec l’ope´rateur diff de´fini par
(IV.17)
diff : M(Ω) → M(Ω),
M• 7→ (diffM)w =
∑
wi∈w
∂Mw
∂wi
,
ce qui suppose que Mw soit diffe´rentiable en chacune des variables wi ∈ w.
Remarque IV.2. — Une alge`bre de Hopf sur un corps K est un sche`ma en groupe affine
sur K (voir [26], p. 9). Il serait interessant d’avoir une interpre´ation fonctorielle sur le
groupe d’une de´rivation moulienne.
2.3. De´rivations et moules syme´trals. — Jean Ecalle m’a sugge´re´ le re´sultat suivant
permettant de de´montrer sans trop d’efforts, la syme´trie de nombreux moules.
The´ore`me IV.2. — Soit Dλ une de´rivation et M
• un moule ve´rifiant l’e´quation
diffe´rentielle :
(IV.18) DλM
• = A• ×M•,
avec :
i) Le moule λ• ve´rifie λs 6= 0 pour tout s, l(s) ≥ 1.
ii) On a M∅ = 1,
iii) le moule A• est alternal,
alors, le moule M• est symetral.
De´monstration. — Commenc¸ons par introduire une notion qui nous sera utile pour la
suite :
Le moule M• est syme´tral jusqu’a` l’ordre r si il ve´rifie la condition de syme´tralite´∑
s∈sh(s1,s2)
M s =M s
1
M s
2
,
pour tout couple de suites (s1, s2) telles que l(s1) + l(s2) = r.
Supposons M• syme´tral jusqu’a` l’ordre r. Soient s1 et s2 deux suites telles que
l(s1) + l(s2) = r + 1.
On a
(IV.19) λs1s2
∑
s∈sh(s1s2)
M s =
∑
s∈sh(s1s2)
λsM
s,
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car
(IV.20) λs = λs1s2 , ∀s ∈ sh(s
1, s2),
soit
(IV.21) λs1s2
∑
s∈sh(s1s2)
M s =
∑
s∈sh(s1s2)
(∑
uv=s
AuMv
)
.
On obtient donc
(IV.22)
λs1s2
∑
s∈sh(s1s2)
M s =
l(s1)∑
i=0
As
1,≤i
∑
v∈sh(s1,>i,s2)
Mv
+
l(s2)∑
i=0
As
2,≤i
∑
v∈sh(s1,s2,>i)
Mv
Par syme´tralite´ de M• d’ordre r, on en de´duit
(IV.23) λs1s2
∑
s∈sh(s1s2)
M s =
l(s1)∑
i=0
As
1,≤i
M s
1,>i
M s
2
+
l(s2)∑
i=0
As
2,≤i
M s
1
M s
2,>i
,
soit
(IV.24)
λs1s2
∑
s∈sh(s1s2)
M s = M s
2
l(s1)∑
i=0
As
1,≤i
M s
1,>i
+M s1
l(s2)∑
i=0
As
2,≤i
M s
2,>i
 ,
= λs1M
s1M s
2
+ λs2M
s1M s
2
,
= M s
1
M s
2
(λs1 + λs2),
= M s
1
M s
2
λs1s2 .
Comme λs 6= 0 pour toute suite s ∈ Ω
∗ \ {∅}, on obtient
(IV.25)
∑
s∈sh(s1,s2)
M s =M s
1
M s
2
,
donc, la syme´tralite´ de M• a` l’ordre r + 1. Une simple re´currence termine la preuve.
Remarque IV.3. — L’e´quation (IV.18) est sugge´re´e par le re´sultat classique suivant.
Pour tout x ∈ K << Ω >>, avec x primitif, on a
D(ex) =
∑
k≥1
1
k!
ad(x)k−1(Dx)ex =
(
ead(x) − 1
ead(x)
)
(Dx)ex,
avec ad(x)(y) = xy − yx. Du point de vue moulien, on obtient, en notant x =
∑
w∈Ω∗
Aww,
ex =
∑
w∈Ω∗
exp(A)ww =
∑
w∈Ω∗
Mww,
D(M•) =
∑
k≥1
1
k!
ad(A•)(DA•)M•.
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Ce lemme permet notamment de de´montrer, sans aucun calcul sur les suites, la
syme´tralite´ du moule
Sω1,...,ωr =
(−1)r
ω1(ω1 + ω2) . . . (ω1 + · · ·+ ωr)
,
e´tudie´ au §5.1. En effet, on a
∇S• = S• × I•,
avec I• evidemment alternal.
Par ailleurs, le seul moule M• ve´rifiant ∇M• = 0 pour tout suite ω telle que ‖ ω ‖6= 0,
est le moule constant e´gal a` 0. On en de´duit donc que S• est syme´tral.
3. Automorphismes et syme´tries
3.1. De´finition. — Commenc¸ons par une de´finition :
De´finition IV.5. — Soit A une application de MK(Ω) dans MK(Ω) line´aire. Le moule
image d’un moule M• par A est note´ A(M)•. L’application A est un automorphisme de
l’alge`bre (MK(Ω),×) si elle ve´rifie
(IV.26) A(M ×N)• = A(M)• ×A(N)•,
pour tout moules M• et N• de MK(Ω).
On peut chercher a` construire des automorphismes simples de la forme
(IV.27) Af (M)
• = f(•)M•,
ou` f est une application de Ω∗ dans K. L’application f doit bien entendu satisfaire certaines
contraintes.
Lemme IV.4. — L’application Af de MK(Ω) dans MK(Ω) de´finie par (IV.27) est un
automorphisme de MK(Ω) si et seulement si f est un morphisme de (Ω
∗, •) dans (K,×).
De´monstration. — Il suffit d’e´tudier la relation induite par la relation (IV.26). Soient M•
et N• deux moules. On obtient pour toute suite ω ∈ Ω∗
(IV.28) f(ω)
∑
ω1ω2=ω
Mω
1
Nω
2
=
∑
ω1ω2=ω
f(ω1)Mω
1
f(ω2)Nω
2
,
soit
(IV.29) f(ω) = f(ω1)f(ω2).
L’application f est donc un morphisme de (Ω∗, •) dans (K,×).
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3.2. Exemples. — Soit Ω un alphabet de lettres ω ∈ R. Pour tout mouleM• surM(Ω),
et pour toute suite ω ∈ Ω∗, on de´finit une application e▽ par
(IV.30) e▽Mω = e‖ω‖Mω.
Remarque IV.4. — Cet automorphisme intervient naturellement dans les proble`mes de
formes normales des diffe´omorphismes locaux.
3.3. Automorphismes et moules symetrels. — Le lemme suivant est l’analogue de
la relation liant derivations et moules symetrals, dans le cas des automorphismes et des
moules symetrels :
Lemme IV.5. — Soit Ω un alphabet, M(Ω) l’alge`bre des moules sur Ω, et Af un auto-
morphisme admissible sur M(Ω). Soit M• un moule tel que
(IV.31) Af (M)
• = (1• + I•)×M•.
Alors le moule M• est syme´trel.
De´monstration. — Pour toute suite ω on a
(IV.32) f(ω)Mω =Mω +Mω
≥2
,
soit
(IV.33) Mω =
1
f(ω)− 1
Mω
≥2
.
On a donc
(IV.34)
∑
ω∈csh(u,v)
Mω =
∑
ω∈csh(u,v)
1
f(ω)− 1
Mω
≥2
,
=
1
f(uv)− 1
∑
ω∈csh(u,v)
Mω
≥2
,
car la valeur de f sur un mot ne de´pend pas de l’ordre des lettres.
Les proprie´te´s du battage contractant, via le lemme II.6, donnent
(IV.35)
∑
ω∈csh(u,v)
Mω =
1
f(uv)− 1
[
MuMv
≥2
+Mu
≥2
Mv +Mu
≥2
Mv
≥2
]
,
=
1
f(uv)− 1
[f(v)− 1 + f(u)− 1 + (f(u)− 1)(f(v)− 1)] ,
= MuMv,
car f(uv) = f(u)f(v) par hypothe`se.
On peut sans doute de´montrer un the´ore`me analogue dans le cas de l’e´quation
(IV.36) Af (M)
• = (1• + E•)M•,
ou` E• est un moule alternel, mais la complexite´ des calculs est beaucoup plus importante.
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4. Dualite´ des alge`bres A et E
Le the´ore`me qui suit donne une application permettant de passer de E a` A (et vice
versa). La syme´trie symetrel/alternel est beaucoup plus complexe et couteuse en terme de
calculs que la syme´trie symetral/alternal. Il peut donc eˆtre utile de passer de E dans A
pour ve´rifier des proprie´te´s de syme´trie.
The´ore`me IV.3. — Soit Se• (resp. E) un moule symetrel (resp. alternel) et Exp• le
moule exponentiel de´fini par
(IV.37) Exp∅ = 1, Exps1...sr = 1/r! ∀ s = s1 . . . sr 6= ∅.
Le moule
(IV.38) Sa• = Se• ◦ Exp•, (resp. A• = E• ◦ Exp•),
est un moule symetral (resp. alternal).
Autrement dit, il existe une dualite´ entre les alge`bre A et E via la composition par le
moule exponentielle.
La de´monstration repose sur le lemme suivant :
Lemme IV.6. — Soit Ω un semi-groupe. Le moule exponentielle Exp• de´finit un alphabet
Y tel que chaque lettre Yω est groupe-like par rapport au co-produit ∆, i.e.
(IV.39) ∆(Yω) =
∑
ω1+ω2=ω
Yω1 ⊗ Yω2.
De´monstration. — Soit X un alphabet de type ∆ et x un mot de X∗. On associe a` chaque
lettre xi un poids pi ∈ N. Le poids d’un mot est la somme des poids de ces lettres. On
note ‖ x ‖ le poids. On e´tend cette de´finition a` A par line´arite´.
On a
(IV.40) Exp =
∑
x∈X∗
Expxx =
∑
i∈N
yi,
ou` les yi sont les composantes homoge`nes de poids i de Exp.
Or, l’alphabet (yi) ve´rifie
(IV.41) ∆(yi) =
∑
l+k=i
yl ⊗ yk.
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En effet, on a
(IV.42) ∆(yi) = ∆
 ∑
x, ‖x‖=i
Expxx
 .
On a
(IV.43) ∆(x) =
∑
x1,x2| x∈sh(x1,x2)
x1 ⊗ x2.
Comme la somme (IV.42) fait intervenir tous les x tels que ‖ x ‖= i, on peut la ree´crire,
en utilisant (IV.43) :
(IV.44) ∆(yi) =
∑
x1,x2| ‖x1‖+‖x2‖=i
Expx
1
Expx
2
x1 ⊗ x2,
ou` nous avons implicitement utilise´ le fait que le moule Exp• de´pend seulement de la
longueur des suites.
En regroupant les termes, on a finalement :
(IV.45) ∆(yi) =
∑
l+k=i
yl ⊗ yk,
ce qui termine la de´monstration.
La de´monstration du the´ore`me IV.3 s’en de´duit comme suit :
Soit Sa la se´rie formelle non commutative associe´e au moule Sa• sur X. Par de´finition
de la composition des moules, on a :
(IV.46) Sa =
∑
x∈X∗
Saxx =
∑
Y ∈Y ∗
SeY Y.
Comme l’alphabet est constitue´ de lettres groupe-like pour le coproduit ∆ et le moule
Se• est symmetrel, alors la se´rie
∑
Y ∈Y ∗
SeY Y est groupe-like pour le coproduit ∆. On en
de´duit que le moule Sa• est symmetral, puisqu’il de´finit un e´le´ment group-like sur un
alphabet primitif.
Le de´monstration du passage entre moule alternel et alternal est analogue.
CALCUL MOULIEN 63
PARTIE V
THE´ORIE DES FORMES NORMALES D’OBJETS LOCAUX
Le but de cette partie est de montrer le langage des moules et comoules en action sur
le proble`me de la recherche des formes normales d’objets analytiques locaux, comme les
champs de vecteurs et les diffe´omorphismes de Cν . On de´montre les versions mouliennes
de the´ore`mes classiques : the´ore`me de Poincare´, forme normale re´sonante de Poincare´-
Dulac, the´ore`me de Bruyno, et ceci, aussi bien pour les diffe´omorphismes que les champs
de vecteurs analytiques locaux. Outre leurs inte´reˆts conceptuels, ces de´monstrations don-
nent des expressions explicites des normalisateurs(14) et permettent de mettre en e´vidence
des coefficients universels(15) dans ces proble`mes, qui sont justement des moules. Au pas-
sage, on donne une pre´sentation originale de la me´thode d’arborification, qui restaure la
convergence des se´ries mouliennes, et dont le domaine d’applications de´passe largement
celui de la the´orie des formes normales.
1. Objets locaux : champs de vecteurs et diffe´omorphismes
1.1. Champs de vecteurs. — Soit ν ∈ N∗. On conside`re un champ de vecteur de Cν
de la forme
(V.1) X =
ν∑
i=1
Xi(x)∂xi , Xi(x) ∈ C{x},
avec la notation simplifie´e ∂xi = ∂/∂xi .
Nous e´tudions les champs de vecteurs locaux, i.e. tels que
(V.2) Xi(0) = 0, i = 1, . . . , ν.
On note Xlin la partie line´aire de X. En suivant Brjuno [3], on de´compose le champ X
sous la forme
(V.3) X = Xlin +
∑
n∈A(X)
Dn,
ou` les Dn sont des ope´rateurs homoge`nes de degre´ n, avec n = (n1, . . . , nν), et tous les
ni ≥ 0, sauf au plus un qui peut valoir −1, i.e.
(V.4) Dn(x
m) = cn,mx
n+m, cn,m ∈ C, m ∈ N
ν .
(14)C’est a` dire des changements de variables.
(15)Nous donnerons un sens pre´cis a` cette terminologie dans le texte.
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On note A(X) l’ensemble des degre´s des ope´rateurs homoge`nes intervenant dans la
de´composition (V.3).
On remarque que pour tout n ∈ A(X), Dn est une de´rivation.
1.1.1. Exemple. — Soit X(x, y) un champ de vecteurs de C2 de la forme
X(x, y) = λx∂x + βy∂y + (a20x
2 + a11xy + a02y
2)∂x
+(b20x
2 + b11xy + b02y
2)∂y.
ou` ai,j ∈ C, bi,j ∈ C pour i+ j = 2, i, j ∈ N.
La de´composition (V.3) s’e´crit
X = Xlin +D1,0 +D0,1 +D−1,2 +D2,−1,
ou` Xlin = λx∂x + βy∂y, et
(V.5)
D1,0 = a20x
2∂x + b11xy∂y,
D0,1 = a11yx∂x+ b02y
2∂y,
D−1,2 = a02y
2∂x,
D2,−1 = b20x
2∂y.
On a donc A(X) = {(1, 0), (0, 1), (−1, 2), (2,−1)}.
Dans la suite, on supposera toujours que la partie line´aire du champ est sous forme
diagonale, i.e.
Xlin =
ν∑
i=1
λixi∂xi ,
ou` λ = (λ1, . . . , λν) est le spectre de Xlin.
Le champ est alors dit sous forme pre´pare´ par Ecalle.
Cette condition est-elle restrictive ? Non, si on se place dans la classe des champs de
vecteurs formels. En effet, en suivant Martinet ([22],§.1.1) tout champ de vecteur formel
peut, via un diffe´omorphisme formel, se mettre sous la forme
X = Xlin +XN ,
ou` Xlin est line´aire diagonale et XN est nilpotent, avec [Xlin,XN ] = 0. Evidemment, le
champ XN n’est de´termine´ que modulo l’action du groupe des diffe´omorphismes formels
laissant Xlin invariant.
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1.2. Diffe´omorphismes. — On conside`re un diffe´omorphisme locale de Cν de la forme
f : (x1, . . . , xν) 7→ (f1(x), . . . , fν(x)), fi(x) ∈ C{x},
tel que
fi(0) = 0.
On associe a` f son ope´rateur de substitution :
F : φ→ φ ◦ f.
On de´montre que F peuvent se mettre sous la forme
(V.6)
F = Flin
(
1 +
∑
n
Bn
)
,
Flin : φ 7→ φ(λ1x1, . . . , λνxν),
ou` les Bn sont des ope´rateurs homoge`nes de degre´ n, n = (n1, . . . , nν), ni ≥ 0, sauf au plus
un qui peut valoir −1. On note A(F ) l’ensemble des degre´s des ope´rateurs Bn obtenus
dans la de´composition (V.6).
On remarque que Bn, n ∈ A(F ), est un ope´rateur diffe´rentiel (cela provient de la formule
de Taylor). Son coproduit est donc
∆∗(Bω) =
∑
ω1+ω2=ω
Bω1 ⊗Bω2.
Exemple V.1. — On conside`re le diffe´omorphisme de C de´fini par
f(x) = λx+ x2.
Soit φ(x) =
∑
n
anx
n un e´le´ment de C{x}. On veut expliciter l’ope´rateur de substitution
F : φ→ φ ◦ f . On a
φ ◦ f(x) =
∑
n
an(λx+ x
2)n.
Comme
(λx+ x2)n =
∑
−kCkn(x
2)k(λx)n−k,
on a, en regroupant correctement les termes,
φ ◦ f(x) =
∑
k
(x2)k
k!
∑
n≥k
an
n!
(n− k)!
(λx)n−k.
Par ailleurs, on a
dkφ
dxk
(x) =
∑
n≥k
an
n!
(n− k)!
xn−k,
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ce qui donne F = Flin(1 +
∑
k≥1
Bk), en posant
Bk =
(x2)k
k!
dk
dxk
.
2. Conjugaison des objets analytiques locaux
2.1. Conjugaison. — Soit X (resp. F ) un champ de vecteur (resp. diffe´omorphisme)
sous forme pre´pare´e. On regarde l’effet d’un changement de variable (formel ou non) sur
ces objets. On note x les variables initiales dans lesquelles sont explicite´s X et F .
On conside`re un changement de variable x = h(y). On note Θ l’ope´rateur de substitution
associe´ a` h, de´fini pour tout φ ∈ C[[x]] par
(V.7) Θφ = φ ◦ h, Θ−1φ = φ ◦ h−1.
La remarque importante est :
Proposition V.1. — L’ope´rateur de changement de variable Θ est un automorphisme
de C[[x]].
De´monstration. — L’application Θ est C-line´aire, et h e´tant un diffe´omorphisme de C[[x]],
l’application φ 7→ φ ◦ h−1 est bien de´finie et correspond a` Θ−1. Par ailleurs, on a
Θ(φψ) = (φψ) ◦ h,
= (φ ◦ h)(ψ ◦ h),
= Θ(φ)Θ(ψ),
et Θ est bien un morphisme de C[[x]].
Remarque V.1. — Connaissant l’automorphisme Θ, on retrouve le changement de vari-
able associe´ en appliquant Θ a` l’application identite´ de Cν.
De´finition V.1. — Soient X et F un champ de vecteur (resp. diffe´omorphisme) analy-
tique local de Cν. Un champ Xconj (resp. un diffe´omorphisme Fconj) est dit conjugue´ a` X
(resp. F ), si il existe un changement de variable h tel que
(V.8) Xconj = ΘXΘ
−1, (resp. Fconj = ΘFΘ
−1),
ou` Θ est l’ope´rateur de substitution associe´ a` h, i.e. si le diagramme suivant commute
(V.9)
C{x}
X
−→ C{x},
↑ Θ ↑ Θ
C{y}
Xconj
−→ C{y}.
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L’origine de ces e´quations de conjugaison est la suivante :
– Un champ de vecteur X en x est une de´rivation sur les germes de fonctions en x. Soit
h un diffe´omorphisme. L’image de X par h−1(16) est un champ de vecteur en y = h−1(x),
donc une de´rivation sur les germes de fonctions en y. Notons Xconj ce champ image.
Comment lui donner un sens ? Soit φ un germe de fonction en h−1(x), alors φ ◦h−1 est un
germe de fonction en x. On peut faire agir X dessus, et on obtient le germe X(φ ◦ h−1)
en x. Comme Xconj(φ) doit eˆtre un germe en h
−1(x), on transporte X(φ ◦ h−1) par h a`
droite, soit X(φ ◦h−1) ◦h. Cette fonction est de´finie sur un voisinage de y = h−1(x), c’est
donc un germe de fonctions en y. Une de´finition est donc Xconj(φ) = ΘXΘ
−1(φ) pour
tout germe φ en h(x), ou` Θ est l’automorphisme de substitution associe´ a` h. On renvoie
a` ([20],p.96) pour plus de de´tails.
– Pour les automorphismes, un raisonnement analogue au pre´ce´dent conduit au re´sultat.
La conjugaison est dite formelle (resp. analytique) si le changement de variables associe´
est formel (resp. analytique).
Lorsque Xconj = Xlin ou Fconj = Flin, on parle de line´arisation.
Remarque V.2. — On peut imposer des contraintes sur la forme des objets conjugue´s.
Si le champ conjugue´ ne contient que des termes re´sonants, on parle de pre´normalisation.
Si de plus, le nombre de ces termes est minimal parmis toutes les formes pre´normales, on
parle de normalisation. On renvoie au §.4 pour plus de de´tails.
2.2. E´quation de conjugaison. — Soit X un champ de vecteur analytique local,
d’alphabet A(X) et F l’ope´rateur de substitution d’un diffe´omorphisme analytique local
f , d’alphabet A(F ). Soit Na et Ne des automorphismes de conjugaison de X et F
respectivement.
Comme Na et Ne sont des automorphismes de C[[x]], on peut les chercher sous la forme
(V.10) Na =
∑
s∈A∗(X)
NasDs,
(16)Rappelez vous que l’on cherche un changement de variable x = h(y), ou` x est le syste`me de coordonne´es
initial.
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avec Na• un moule syme´tral pour X, et
(V.11) Ne =
∑
s∈A∗(F )
NesBs,
ou` Ne• est un moule syme´trel pour F .
Via ces changements de variables, on obtient des objets conjugue´s de la forme
(V.12) Xconj = Xlin +
∑
s∈A∗(X)
CasDs, Fconj = Xlin +
∑
s∈A∗(F )
CesBs,
ou` les moules Ca• et Ce• sont alternal et syme´trel respectivement.
Dans ce cas, Xconj est bien une de´rivation de C[[x]], et Fconj un automorphisme de C[[x]].
L’e´quation de conjugaison pour un champ de vecteur et un diffe´omorphisme s’e´crit donc
en terme moulien sous la forme
(V.13)
Xlin +
∑
•
Ca•D• =
(∑
•
Na•D•
)(
Xlin +
∑
•
I•D•
)(∑
•
(Na•)−1D•
)
,
Flin +
∑
•
Ce•B• =
(∑
•
Ne•B•
)(
Flin +
∑
•
I•B•
)(∑
•
(Ne•)−1B•
)
,
respectivement, ou` I• est le moule e´le´ment neutre pour la composition.
The´ore`me V.1 (Conjugaison). — Les e´quations de conjugaison (V.13) sont e´quivalentes
aux e´quations mouliennes
(V.14) Na(e)• ×∇(Na(e)−1)• +Na(e)• × I• × (Na(e)−1)• = Ca(e)•,
ou` ∇ est la de´rivation moulienne de´finie par
(V.15) (∇M•)s =‖ s.λ ‖M s.
La de´monstration de ce the´ore`me repose sur le lemme technique suivant :
Lemme V.1. — Soient φ(x) =
∑
m∈Nν
amx
m ∈ C[[x]], et Bni , i = 1, . . . , r, une famille
d’ope´rateurs diffe´rentiels homoge`nes de degre´ ni satisfaisant
(V.16) Bni(x
m) = βn
i
mx
m+ni , βn
i
m ∈ C.
. On a :
(V.17) Bnφ(x) =
∑
m
am(β
nr .m)(βn
r−1
.(m+nr)) . . . (βn
1
.(m+nr+· · ·+n2))xm+n
r+···+n1 .
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De´monstration. — On a
Bnφ(x) =
∑
m
amBn(x
m),∑
m
amBn1 . . . Bnr(x
m).
Par ailleurs, on a pour tout ni,
Bniφ(x) =
∑
m
am(Bnix
m),
=
∑
m
am(β
ni .m)xm+n
i
.
Une re´currence imme´diate termine la de´monstration.
On en de´duit le corollaire essentiel suivant :
Corollaire V.1. — Pour toute suite s, on a
(V.18) XlinDs =‖ λ.s ‖ Ds +DsXlin.
De´monstration. — On a, en utilisant (V.17) :
Bnφ(x) =
∑
m
am(β
nr .m)(βn
r−1
.(m+ nr)) . . . (βn
1
.(m+ nr + · · · + n2))xm+n
r+···+n1.
Comme Xlin(x
m) = (λ.m)xm, on en de´duit
XlinBnφ(x) =
∑
m
am(β
nr .m) . . . (βn
1
.(m+nr+· · ·+n2))(λ.(m+nr+· · ·+n1))xm+n
r+···+n1,
soit
XlinBnφ(x) =
∑
m
am(β
nr .m) . . . (βn
1
.(m+ nr + · · ·+ n2))(λ. ‖ n ‖)xm+n
r+···+n1
+
∑
m
am(β
nr .m) . . . (βn
1
.(m+ nr + · · · + n2))(λ.m)xm+n
r+···+n1.
De´monstration du the´ore`me V.1. — On a, en utilisant le corollaire V.1
(V.19) Xlin
(∑
•
M•D•
)
=
∑
•
∇M•D• +
∑
•
M•D•Xlin.
La multiplication a` gauche par Θ−1 donne
Θ−1XlinΘ =
∑
•
(Θ•)−1 ×∇Θ•D• +
∑
•
(Θ•)−1Θ•D•Xlin.
Comme (Θ•)−1Θ = 1•, on a ∑
•
(Θ•)−1Θ•D•Xlin = Xlin,
soit
Θ−1XlinΘ =
∑
•
(Θ•)−1 ×∇Θ•D• +Xlin.
70 JACKY CRESSON
On a donc
Xlin +
∑
•
Ca•D• = Xlin +
∑
•
((Na−1)•)∇Na•D• +
∑
•
((Na−1)•)I•Na•D•.
On en de´duit le re´sultat. Pour les diffe´omorphismes, la de´monstration est analogue.
3. Line´arisation formelle
Dans cette section, on rede´montre le the´ore`me de line´arisation formelle de Poincare´.
L’outil moulien permet de renouveler son approche, en mettant en e´vidence des coefficients
universels de line´risation, qui n’apparaissaient pas dans la litte´rature classique du sujet.
3.1. Le the´ore`me de Poincare´. — On cherche le normalisateur Na tel que
Xlin = NaXNa
−1,
ou, ce qui revient au meˆme
X = Na−1XlinNa.
Par construction, nous supposons que Na est de la forme
Na =
∑
•
Na•D•,
c’est a` dire dans D. On a Na−1 =
∑
•
(Na•)−1D•. L’e´quation de line´arisation donne
(V.20)
(∑
•
Na•D•
)
Xlin
(∑
•
(Na•)−1D•
)
= Xlin +
∑
•
I•D•,
ou` I• est le moule e´le´ment neutre pour la composition.
On en de´duit l’e´galite´ suivante sur les moules
(V.21) ▽(Na•)−1 ×Na• = I•,
ou` ▽ est la de´rivation sur l’alge`bre des moules de´finie par ▽Mω =‖ ω ‖ Mω. On a donc
les formules de re´currence(17) suivantes :
(V.22)
▽(Na•)−1 = I• × (Na•)−1,
▽Na• = −Na• × I•.
Nous avons donc la version explicite(18) suivante du the´ore`me de Poincare´ :
(17)Comme nous allons le voir, ces formules de´finissent le moule Na• par re´currence sur la longueur des
mots, ce qui n’est pas e´vident a priori.
(18)Le normalisateur est donne´ explicitement.
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The´ore`me V.2 (Poincare´). — Soit X = Xlin +
∑
n∈A(X)
Dn un champ de vecteur local
de Cν, avec Xlin =
ν∑
i=1
λixi∂xi , λ = (λ1, . . . , λν). Pour tout s = (s1, . . . , sr) ∈ A
∗(X),
si ∈ A(X), on note ω(s) = (ω1, . . . , ωr) ∈ C
ν le vecteur de´fini par ωi = si.λ, i = 1, . . . , ν,
et ‖ ω(s) ‖= ω1 + · · ·+ ωr.
On suppose que le champ est non re´sonant, i.e.
‖ ω(s) ‖6= 0 pour tout s ∈ A∗(X).
Alors, le champ X est formellement line´arisable, par un automorphisme formel de C[[x]]
de la forme
Na =
∑
•
Na•D•,
avec pour tout s = (s1, . . . , sr) ∈ A
∗(X), si ∈ A(X),
Nas =
1
ω1(ω1 + ω2) . . . (ω1 + ω2 + · · ·+ ωr)
,
ou` ωi = si.λ.
De´monstration. — On calculeNa• par re´currence sur la longueur des suites. On aNa∅ = 1
par hypothe`se.
Pour l(ω) = 1, on a
ωNaω = NaωI∅ +Na∅Iω = 1,
d’ou`
Naω =
1
ω
,
si ω 6= 0.
Pour l(ω) = r, ω = (ω1, . . . , ωr), on a la relation de re´currence
(V.23) ‖ ω ‖ Naω = Naω1,...,ωr−1Iωr ,
d’ou`, pour ‖ ω ‖6= 0, on a
(V.24) Naω =
1
‖ ω ‖
Naω1,...,ωr−1.
Une simple re´currence donne la forme ge´ne´rale de Na•, a` savoir
(V.25) Naω1,...,ωr =
1
ω1(ω1 + ω2) . . . (ω1 + ω2 + · · ·+ ωr)
.
Comme Na• ve´rifie l’e´quation (V.21), on sait d’apre`s le the´ore`me IV.2 que le moule Na•
est syme´tral, i.e. que l’objet Na est un automorphisme formel de C[[x]]. Ceci termine la
de´monstration du the´ore`me.
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Remarque V.3. — i. L’ope´rateur Na est un objet formel. Pour e´tudier son e´ventuelle
convergence, Ecalle a introduit la me´thode d’arborification. Nous renvoyons a` l’article
d’Ecalle [10] pour plus de de´tails.
ii. Si le champ de vecteur est hamiltonien, le changement de variable est, par construc-
tion, automatiquement symplectique.
3.2. Cas des diffe´omorphismes. — L’e´quation de line´arisation est
Ne−1FNe = Flin,
soit
NeFlinNe
−1 = F.
Via le calcul moulien, on a donc(∑
•
Ne•B•
)
Flin
(∑
•
(Ne•)−1B•
)
=
(∑
•
(1• + I•)B•
)
Flin,
ou` 1• est le moule e´le´ment neutre pour la multiplication. On en de´duit la relation suivante
sur les moules
(V.26) e▽(Ne•)−1 ×Ne = 1• + I•,
ou` e▽ est un automorphisme de l’alge`bre des moules de´fini par
(e▽M•)ω = e‖ω‖Mω.
On a donc la relation suivante
(V.27) (Ne•)−1 = (1• + I•)× (Ne•)−1.
Lemme V.2. — Soit F = Flin(1 +
∑
n∈A(F )
Bn) un automorphisme local de C
ν[[x]],
Flin : C[[x]] → C[[x]], de´fini par Fin(φ) = φ(λ1x1, . . . , λνxν) pour tout φ ∈ C
ν[[x]].
On note λ = (λ1, . . . , λν) ∈ Cν. Pour toute suite s = (s1, . . . , sr) ∈ A∗(F ), si ∈ A(F ),
on note ω(s) = (ω1, . . . , ωr) le vecteur de C
ν de´fini par ωi = si.λ, et ‖ ω(s) ‖= ω1+· · ·+ωr.
Si F est non re´sonnant, i.e.
(V.28) ‖ ω(s) ‖6= 0 pour tout s ∈ A∗(F ),
alors, il existe un automorphisme de line´arisation formelle de la forme
Ne =
∑
•
Ne•B•,
avec, pour tout s = (s1, . . . , sr) ∈ A
∗(F ), si ∈ A(F ),
(V.29) Nes =
eω1+···+ωr
(e−ω1 − 1) . . . (e−(ω1+···+ωr) − 1)
,
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ou` ωi = si.λ.
De´monstration. — On calcule le moule (Ne•)−1 par re´currence sur la longueur des suites.
Pour l(ω) = 1, on a
Neω(Neω)−1 = 1 + (Neω)−1,
d’ou`
(Neω)−1 =
1
eω − 1
.
Pour l(ω) = r, ω = (ω1, . . . , ωr), on a
e‖ω‖(Neω)−1 = (Neω)−1 + (Neω2,...,ωr)−1,
soit
(Neω)−1 =
1
e‖ω‖ − 1
(Neω2,...,ωr)−1.
Une simple re´currence donne la formule suivante
(V.30) (Neω)−1 =
1
(eω1+···+ωr − 1)(eω2+···+ωr − 1) . . . (eωr − 1)
.
On de´duit alors de la relation
(Ne•)× (Ne•)−1 = 1•,
la formule de Ne• :
(V.31) Neω =
eω1+···+ωr
(e−ω1 − 1) . . . (e−(ω1+···+ωr) − 1)
.
Comme Ne• ve´rifie l’e´quation (V.27), on de´duit du the´ore`me ?? que le moule Ne• est
symetrel, i.e. que Ne est bien un automorphisme de C[[x]].
3.3. Universalite´ du moule de line´arisation. — On peut qualifier le moule Na• ou
Ne• de coefficient universel, et ceci pour au moins deux raisons :
– deux champs de vecteurs de meˆme partie line´aire et de meˆme alphabet ont exactement
le meˆme moule de line´arisation.
– tous les champs de vecteurs non re´sonants se line´arisent via un moule dont l’expression
formelle est fixe.
Le calcul moulien permet donc d’isoler dans le proble`me de line´arisation, ce qui est
intrinse`que, de ce qui ne l’est pas(19).
(19)Pour une utilisation de cette proprie´te´ d’universalite´ dans un proble`me de bifurcation de champs de
vecteurs, on renvoie a` [5] et [6].
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4. Pre´normalisation
4.1. Formes pre´normales. — On de´finit, en suivant Ecalle-Vallet [15], la notion de
forme pre´normale continue.
De´finition V.2. — Une forme pre´normale d’un champ X dont la partie semi-simple est
diagonale est la donne´e d’un champ de vecteur Xpran de la forme
(V.32) Xpran = Xlin +Xr, avec [Xlin,Xr] = 0.
Le champ Xr est donc uniquement constitue´ de monoˆmes re´sonnants.
Remarque V.4. — La classique forme normale de Poincare´-Dulac est une forme pre´nor-
male.
De´finition V.3. — Soit X un champ de vecteur local de Cν, sous forme pre´pare´e. Une
forme pre´normale est dite continue, si elle est continue par rapport aux ope´rateurs Dn,
n ∈ A(X), le spectre de X e´tant fixe´.
Nous avons le re´sultat suivant :
Lemme V.3. — Soit X un champ de vecteur local de Cν, de partie line´aire diagonale
Xlin, d’alphabet A(X). Le champ
(V.33) Xpran = Xlin +
∑
•∈A∗(X)
Pran•D•,
ou` le moule Pran• est alternal et ve´rifie
(V.34) Pranω = 0 si ‖ ω ‖6= 0,
est une forme pre´normale continue.
De´monstration. — Le champ Xpran est une forme pre´normale car Xpran−Xlin ne contient
que des termes re´sonnants via (V.34). Par construction, Xpran est evidemment continue
par rapport aux Dn, n ∈ A(X), le spectre de X e´tant fixe´.
Remarque V.5. — Le moule Pran• de´pend seulement de l’alphabet A(X). Autrement
dit, si deux champs de vecteurs locaux X1 et X2, de meˆme partie line´aire, de´finissent le
meˆme alphabet, i.e. A(X1) = A(X2), alors le moule Pran
• de´finissant la forme pre´normale
(V.33) est le meˆme pour X1 et X2.
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4.2. Forme normale de Poincare´-Dulac. — La forme normale de Poincare´-Dulac
est construite par ite´ration. On rappelle ici le proce´de´ de construction :
On associe a` X un champ dit simplifie´ de la forme
(V.35) Xsam =
(
exp
∗∑
n
Dn
n.λ
)
X
(
exp
∗∑
n
Dn
n.λ
)
,
ou`
∗∑
n
porte sur tous les multi-entiers n = (n1, . . . , nν) ∈ Ω tels que ω 6= 0. C’est le
proce´de´ classique de supression des termes non re´sonnants du champ.
On peut ite´rer ce processus et passer a` la limite. On appelle forme normale de Poincare´-
Dulac le champ limite et on le note Xtram. On a donc
(V.36) X → X1sam → X
2
sam → · · · → Xtram.
Nous avons le the´ore`me suivant :
The´ore`me V.3. — La forme normale de Poincare´-Dulac est une forme pre´normale con-
tinue, appele´e forme pre´normale e´lague´e et note´e Xtram :
(V.37) Xtram = Xlin +
∑
•
Tram•D•.
La de´monstration repose sur une re´ecriture de la construction classique en terme de
moules et comoules, faisant apparaitre ainsi les constantes universelles Tram•.
Remarque V.6. — i. La forme normale de Poincare´-Dulac n’est pas une forme normale
dans le sens de Baider, Sanders ou Ecalle. C’est pour eviter toute confusion qu’Ecalle
appelle cet objet forme pre´normale e´lague´e. Dans la suite de cet article, nous utiliserons
la terminologie d’Ecalle.
ii. Les constantes universelles Tram• sont explicites (voir le lemme V.5).
De´monstration. — Elle repose en partie sur le lemme suivant :
Lemme V.4. — Le champ simplifie´ Xsam associe´ a` X posse`de un de´veloppement moulien
de la forme
(V.38) Xsam = Xlin +
∑
Sam•D•,
ou` le moule Sam• est de´fini par
– Sam∅ = 0
– Samω = 0 si ω˙ 6 = 0 et Samω = 1 si ω = 0.
– si l(ω) ≥ 2, et tous les ωi, 1 ≤ i ≤ r sont non nuls, alors
(V.39) Samω =
1
ω1 . . . ωr
r∑
k=1
(−1)r−k(ωk(r − k)− ωk+1 − · · · − ωr)
(k − 1)!(r − k + 1)!
.
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– Si un seul ωi s’annule,
(V.40) Samω =
(−1)r−1
(i− 1)!(r − i)!ω1 . . . ωi−1ωi+1 . . . ωr
.
– Enfin, si plus d’un ωi s’annule, alors Sam
ω = 0.
Remarque V.7. — Le champ simplifie´ posse`de un de´veloppement moulien mais n’est pas
une forme pre´normale. Il contient des ope´rateurs non re´sonnants.
De´monstration. — On commence par noter que Θ =
∗∑
n∈M
Dn
ω
peut s’e´crire comme
(V.41) Θ =
∑
n∈SM
J•D•,
ou` le moule J• est de´fini par
J• =
{
1
ω
si • = ω et ω 6= 0,
0 sinon.
L’exponentielle de Θ posse`de un de´veloppement moulien de la forme
expΘ =
∑
n∈SM
exp(J•)D•.
Par de´finition, on a
exp(Θ)ω = (1•)ω +
1
2!
(J• × J•)ω + . . . .
Or, un simple calcul donne
J• × · · · × J•︸ ︷︷ ︸
rfacteurs
=

1
ω1 . . . ωr
si ω = ω1 . . . ωr avec tous les ωi 6= 0, i = 1, . . . , r,
0 sinon.
On a donc
expΘ• =

1 si • = ∅,
1
r!ω1 . . . ωr
si • = ω1 . . . ωr, avec tous les ωi 6= 0,
0 sinon.
Par de´finition de Xsam, nous avons
Xsam = (
∑
exp(J•)B•)X(
∑
exp(−J•)B•).
Or X = Xlin +
∑
n∈Ω
Dn, qui posse`de l’e´criture moulienne
X = Xlin +
∑
•
I•D•,
ou` I• est le moule de´fini par Iω1 = 1 et Iω = 0 si l(ω) ≥ 2. On a donc l’expression
moulienne comple`te de Xsam :
Xsam =
(∑
•
exp(J•)D•
)(
Xlin +
∑
I•D•
)(∑
•
exp(−J•)D•
)
.
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Comme(∑
•
exp(J•)D•
)
(Xlin)
(∑
•
exp(−J•)D•
)
=
∑
•
exp(J•)×▽ exp(−J•)D•,
avec ▽ la de´rivation sur l’alge`bre des moules de´finie par
▽Mω = ωMω,
on obtient l’e´quation moulienne suivante pour Sam• :
(V.42) Sam• = exp J• ×▽ exp(−J•) + exp J• × I• × exp(−J•).
Cette e´quation permet de calculer l’expression du moule Sam• par re´currence sur la
longueur des se´quences.
Le moule C• = exp J• × I• est de´fini par
C• =
 0 si au moins un des ωi, 1 ≤ i ≤ r − 1 est nul,1
(r − 1)!ω1 . . . ωr−1
sinon.
Le moule D• = C• × exp(−J•) est donc de´fini par D∅ = 0, Dω = 1. Pour une suite ω de
longueur r ≥ 2, on a
Dω1...ωr = Cω1(exp(−J•))ω2...ωr + Cω1ω2(exp(−J•))ω3...ωr + · · ·+ Cω1...ωr .
On a plusieurs cas :
– si au moins un des ωi est nul, 1 ≤ i ≤ r − 1, alors tous les C
ω1...ωj , avec j ≥ i+ 1 son
nuls, ainsi que tous les (exp(−J•))ωk ...ωr pour k ≤ i. Donc, on a
Dω1...ωr = Cω1...ωi(exp(−J•)ωi+1...ωr .
On a donc :
Dω1...ωr =

0 si au moins deux ωi sont nuls.
(−1)r−i
(i− 1)!(r − i)![ω1 . . . ωi−1][ωi+1 . . . ωr]
si un seul ωi, 1 ≤ i ≤ r − 1, est nul.
– si seul ωr est nul, alors D
ω1...ωr = Cω1...ωr et on a
Dω1...ωr =
1
(r − 1)!ω1 . . . ωr−1
.
– si aucun ωi n’est nul alors
Dω1...ωr =
(−1)r−1
(r − k)!ω2 . . . ωr
+
1
ω1
×
(−1)r−2
(r − 2)!ω3 . . . ωr
+ . . .
+
1
(r − 2)!ω1 . . . ωr−2
×
−1
ωr
+
1
(r − 1)!ω1 . . . ωr−1
,
soit
Dω1...ωr =
1
ω1 . . . ωr
r∑
k=1
(−1)r−kωk
(k − 1)!(r − k)!
.
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De meˆme, on montre facilement que E• = ▽ exp J• est de´fini par E∅ = 0, et plus
ge´ne´ralement
Eω1...ωr =
 0 si au moins un des ωi, 1 ≤ i ≤ r, et nul ;(ω1 + · · ·+ ωr)(−1)r
r!ω1 . . . ωr
.
On en de´duit l’expression du moule F • = exp(J•) × E•. On a F ∅ = 0 et Fω = Eω donc
Fω = 0 si ω = 0 et Fω = −1 sinon ; pour un mot de longueur r ≥ 1, on a :
Fω1...ωr = (exp(J•))∅Eω1...ωr + (exp(J•))ω1Eω2...ωr + · · ·+ (exp(J•))ω1...ωr−1Eωr ,
donc Fω1...ωr = 0 si un au moins des ωi est nul. Si aucun ωi n’est nul, alors
Fω1...ωr =
(ω1 + · · ·+ ωr)(−1)
r
r!ω1 . . . ωr
+ · · ·+
(−1)ωr
(r − 1)!ω1 . . . ωr
,
=
1
ω1 . . . ωr
r∑
k=1
(−1)r−k+1(ωk + · · ·+ ωr)
(r − k + 1)!(k − 1)!
.
Sam• = F • +D•, on a
Sam∅ = F ∅ +D∅ = 0,
et
Samω =
{
1 si ω = 0.,
0 si ω 6= 0.
Pour toute suite de longueur r ≥ 2, on a :
– si au moins deux ωi sont nuls, alors F
ω = Dω = 0, donc Samω = 0.
– si un seul ωi est nul, F
ω = 0 et
Samω =
1
(i− 1)!ω1 . . . ωi−1
(−1)r−1
(r − i)!ωi+1 . . . ωr
.
– si tous les ωi, 1 ≤ i ≤ r, sont non nuls, alors
Samω1...ωr =
1
ω1 . . . ωr
r∑
k=1
(−1)r−k(ωk(r − k)− ωk+1 − · · · − ωr)
(k − 1)!(r − k + 1)!
.
On en de´duit le lemme.
Pour terminer la de´monstration du the´ore`me, il suffit de remarquer que par ite´ration
les champs Xrsam garde une forme de type (V.38), de meˆme pour Xtram :
(V.43) Xtram = Xlin +
∑
•
Tram•D•.
On en de´duit le the´ore`me.
Les moules de la forme e´lague´e ont une expression alge´brique simple :
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Lemme V.5. — Le moule de la forme e´lague´e est de´finie par
(V.44) Tramω = (Sam•)◦l(ω),
ou` (Sam•)◦n = Sam• ◦ · · · ◦ Sam•, n fois.
Remarque V.8. — Le lemme pre´ce´dent traduit simplement le fait qu’a` la r-ie`me e´tape,
on ne touche pas les composantes de degre´ infe´rieur a` r du champ.
Le calcul explicite des moules Tram• est possible car on a une expression exacte des
moules du champ simplifie´. Il n’est pas ne´cessaire d’ite´rer la composition du moule Sam.
En effet, nous avons les deux relations suivantes :
Tram• = Tram• ◦ Sam•,(V.45)
Tram• = Sam• ◦ Tram•,(V.46)
qui proviennent toutes les deux de la stabilisation des compose´s ite´re´s du moule Sam•
sur Tram•.
De ces deux formules, seule la premie`re fournit une relation de re´currence. En effet, on
a :
Tramω1...ωn =
∑
u1...ur=ω
Tram‖u
1‖···‖ur‖Samu
1
. . . Samu
r
,(V.47)
Tramω1...ωn =
∑
u1...ur=ω
Sam‖u
1‖···‖ur‖Tramu
1
. . . T ramu
r
.(V.48)
Si au moins un ωi 6= 0, alors le moule Tram
ω1...ωr est de´fini par
(V.49) Tramω1...ωn =
∑
u1...ur=ω; r≤n−1
Tram‖u
1‖···‖ur‖Samu
1
. . . Samu
r
.
Par ailleurs si tous les ωi sont nuls, on a par alternalite´ pour toute suite de longueur ≥ 2 :
(V.50) Tram0...0 = 0.
Remarque V.9. — Le moule Tram est associe´ a` une forme pre´normale. Il est donc nul
sur toute suite ω telle que ‖ ω ‖6= 0, i.e. sur les suites non re´sonantes. Malheureusement,
si ‖ ω ‖= 0, alors le moule Tramω disparait dans la seconde e´quation.
5. Arborification : une introduction
Un proble`me important dans la normalisation des champs de vecteurs ou diffe´omor-
phismes, est celui de la convergence/divergence de l’automorphisme de conjugaison. Ce
proble`me est a` la source des travaux de Siegel, Bruyno, Russman, Arnold, Moser et
Yoccoz. La me´thode d’arborification/coarborification permet de de´montrer la convergence
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(lorsque c’est le cas) des se´ries formelles construites via le calcul moulien.
Pourquoi a-t-on besoin d’arborifier/corarborifier la se´rie pour e´tablir sa convergence ?
Les se´ries obtenues par le calcul moulien se prettent mal a` l’analyse. Une semi-norme
sur les ope´rateurs de C{x} e´tant donne´e, on obtient, en ge´ne´ral, de tre`s mauvaises
estimations sur la semi-norme de la se´rie. Cet artefact est duˆ a` la majoration directe
d’ope´rateurs de la forme B1 . . . Bn qui ne sont pas homoge`nes. Une ide´e est donc de
ree´crire la se´rie en faisant apparaˆıtre des ope´rateurs homoge`nes. Le codage de ce proce´de´
est la me´thode d’arborification.
Commenc¸ons par de´finir une norme :
De´finition V.4. — Soient U et V deux voisinages compacts de 0 dans Cν, tels que V ⊂
U . Pour tout germe de fonction φ de C{x} en 0, on de´finit
(V.51) ‖ φ ‖U= sup
x∈U
| φ(x) | .
De meˆme, pour tout ope´rateur P de C{x} dans lui-meˆme, on de´finit
(V.52) ‖ P ‖U,V= sup
φ| ‖φ‖U≤1
‖ P.φ ‖V .
On dit que la se´rie d’ope´rateurs
∑
n
Pn est normalement convergente si la famille (‖
Pn ‖)n est sommable pour une paire (U, V ) au moins.
5.1. Convergence sans arborification : le the´ore`me de Poincare´. — La de´mons-
tration de la convergence normale des se´ries mouliennes ne ne´cessite pas toujours le re-
cours a` la me´thode d’arborifcation. C’est le cas des se´ries du the´ore`me de line´arisation
de Poincare´. Vue la forme du moule intervenant dans le proble`me de line´arisation, cette
convergence ne peut avoir lieu que sous une contrainte sur la vitesse a` laquelle les ω(n)
peuvent s’approcher de 0 lorsque ‖ n ‖ augmente. Cette “vitesse” de´pend essentiellement
de la disposition des valeurs propres du spectre de la partie line´aire du champ.
De´finition V.5. — Soit λ = (λ1, . . . , λν) une collection de valeurs propres dans C
ν. On
de´finit :
– le domaine de Poincare´ P comme l’ensemble des λ dont l’enveloppe convexe ne
contient pas 0.
– le domaine de Siegel S, comme le comple´mentaire du pre´ce´dent.
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Une condition de controˆle tre`s forte du spectre est l’absence de petits diviseurs.
De´finition V.6. — On dit que le champ X ne contient pas de petits diviseurs s’il existe
une constante C > 0, telle que
∀ω ∈ Ω, | ω |≥ C.
Si le champ ne posse`de pas de petits diviseurs, il est ne´cessairement non re´sonant,
donc formellement line´arisable d’apre`s le the´ore`me de Poincare´ (voir the´ore`me V.2). La
convergence de la se´rie normalisante est assure´e par le the´ore`me suivant :
The´ore`me V.4. — Soit X un champ de vecteur ne contenant pas de petits diviseurs, et
dont le spectre est dans le domaine de Poincare´. Alors, l’automorphisme de line´arisation
du the´ore`me de Poincare´ (the´ore`me V.2) est analytique.
La de´monstration suit la de´marche usuelle, mais sur les moules. Elle va nous permettre
de de´gager des majorations importantes pour la suite.
De´monstration. — La premie`re e´tape consiste a` se ramener, via un changement de
variables analytique (en fait, meˆme alge´brique) a` une situation ou` l’alphabet est tel que
les ω sont toutes de partie re´elle positive. C’est finalement, uniquement ce fait qui assure
la convergence de la normalisation(20).
En effet, comme les valeurs propres λi sont dans P, il existe un θ ∈ R tel que
λi ∈ Pθ = {z ∈ C,Re(ze
iθ) > 0}.
On peut donc, via une rotation, se ramener au cas ou` toutes les valeurs propres sont
dans le demi-plan {Re(z) > 0}. Il existe donc une constante ρ > 0 telle que pour tout i,
Re(λi) > ρ. Une conse´quence importante est qu’il n’existe qu’un nombre fini de ω dans Ω
tels que Re(ω) < 0. Il existe donc un changement de variable polynomial tel que X s’e´crive
X = Xlin +
∑
n∈P (X)
Bn,
ou` P (X) est le nouvel alphabet tel que
∀n ∈ P (X), Re(ω(n)) > 0.
Nous avons le lemme suivant :
Lemme V.6. — Pour toute suite n de longueur r, on a
(V.53) | Nan |≤
1
r!Cr1
, | (Na−1)n |≤
1
r!Cr1
, C1 > 0,
(20)Nous allons le voir, ceci implique que les combinaisons line´aires des ω ∈ Ω, intervenant dans le moule
de line´arisation, ne peuvent pas eˆtre trop petites.
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(V.54) ‖ Bn ‖U,V≤ r!C
N(n)
2 ‖ Bn1 ‖U,V · · · ‖ Bnr ‖U,V , C2 > 0,
(V.55) ‖ Bn ‖U,V≤ (CU,V )
|n|, CU,V > 0,
(V.56) c(N) ≤ (C3)
N(n), C3 > 0,
ou` | n |= n1 + · · ·+ nν et N(n) =| n
1 | + · · ·+ | nr | est le poids de n ; c(N) est le nombre
de mots de poids N .
La de´monstration est donne´e dans la prochaine section.
On de´montre la convergence normale du normalisateur Na. On a
‖ NanBn ‖ ≤
1
r!Cr1
r! ‖ Bn1 ‖U,V · · · ‖ Bnr ‖U,V C
N
2 ,
≤
1
Cr1
(CU,V )
rNCN2 .
Par conse´quent, on a∥∥∥∥∥∥
∑
l(n)=r, N(n)=N
NanBn
∥∥∥∥∥∥
U,V
≤
∑
l(n)=r, N(n)=N
‖ NanBn ‖U,V ,
≤
c(N)
Cr1
CrNU,V C
N
2 ,
≤ (C3C2)
N
(CrU,V )
N
Cr1
.
Comme r ≤ N , on a
1
Cr1
≤
1
CN1
.
On en de´duit ∥∥∥∥∥∥
∑
l(n)=r, N(n)=N
NanBn
∥∥∥∥∥∥
U,V
≤
(
C3C2C
r
U,V
C1
)N
.
Pour un bon choix de (U, V ), on peut rendre CU,V aussi petit que l’on veut. La se´rie est
donc normalement convergente.
5.1.1. De´monstration du lemme V.6. — Par hypothe`se, tous les ω(n) sont de parties
re´elles strictement positives. Par ailleurs, l’absence de petits diviseurs impose que pour
tout ω, | ω |≥ C > 0. On a donc
∀ω ∈ P (X), Re(ω) ≥ C.
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On en de´duit pour tout r,
| ω1 + · · ·+ ωr | ≥ Re(ω1 + · · ·+ ωr),
≥ rC.
On a donc
| Nan |≤
1
r!Cr
.
5.2. Le proble`me des petits diviseurs et le the´ore`me de Bruyno. — L’existence
des petits diviseurs conduit a` des difficulte´s analytiques se´rieuses. Nous avons le the´ore`me
de Siegel :
The´ore`me V.5. — En pre´sence de petits diviseurs, les se´ries mouliennes de Θ et Θ−1
sont ge´ne´riquement divergentes.
Ne´anmoins, on imagine bien qu’un controˆle de la vitesse de convergence des ω(n)
vers 0 lorsque n augmente doit permettre de re´tablir la convergence de la se´rie. C’est
effectivement ce qui se passe, sous une condition, appele´e condition diophantienne de
Bruyno.
On note ω(k) la quantite´e de´finie par
(V.57) ω(k) = inf
{
λ.m =
ν∑
i=1
λimi, | m |≤ 2
k+1 et λ.m 6= 0
}
,
ou` lesmi sont tous positifs, sauf au plus un qui peut valoir−1, de somme | m |=
ν∑
i=1
mi ≥ 0.
La condition diophantienne de Bruyno est :
La se´rie S =
∞∑
k=0
log(1/ω(k))
2k
est convergente. (B)
Le the´ore`me de Bruyno s’e´nonce alors comme suit :
The´ore`me V.6 (Bruyno). — Soit X un champ de vecteurs analytique dont le spectre de
la partie line´aire ve´rifie la condition (B). Alors, ce champ est analytiquement line´arisable.
La de´monstration originale de Bruyno est longue et difficile. Une pre´sentation claire et
soigne´e de son travail est donne´e par Martinet [22].
Ce que peut apporter le calcul moulien dans ce proble`me, c’est un cadre conceptuel
clair qui guide les diffe´rents calculs et estimations ne´cessaires a` la de´monstration.
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En tout premier lieu, il faut comprendre pourquoi ce proble`me est beaucoup plus
difficile que le the´ore`me de convergence sous la condition de Poincare´.
Les majorations du lemme V.6 concernant les ope´rateurs Bn sont les meˆmes pour le
the´ore`me de Bruyno, car elles ne de´pendent pas du spectre de la partie line´aire. Le seul
changement est dans l’estimation de la taille du moule de line´arisation Na•, qui de´pend
fortement des proprie´te´s arithme´tiques des ω.
Lemme V.7. — Pour toute suite n, on a
(V.58) | Nan |≤ QN(n), Q > 0.
Une estimation directe de la norme de Na donne, en gardant les ine´galite´s (V.54),
(V.55), (V.56) du lemme V.6,∥∥∥∥∥∥
∑
l(n)=r, N(n)=N
NanBn
∥∥∥∥∥∥
U,V
≤
(
r!QC3C2C
r
U,V
)N
,
ce qui ne permet pas de conclure quand a` la convergence de la se´rie.
Les majorations pre´ce´dentes ne peuvent pas eˆtre ame´liorer. Autrement dit, le the´ore`me
de Bruyno est inaccessible via l’expression moulienne initiale du normalisateur Na. Si
convergence il y a, il faut affiner l’analyse de cette se´rie.
La me´thode d’arborification donne un proce´de´ alge´brique pour e´tudier la convergence
de ces se´ries. Ne´anmoins, et c’est un point important, cette me´thode prend sa source
dans un proble`me d’analyse, et sa mise au point n’est pas un proble`me alge´brique(21).
Essentiellement, la question a` laquelle nous allons re´pondre est la suivante : comment
affiner notre estimation de la norme de la se´rie moulienne Na ?
5.3. Premier pas : homoge´ne´ite´ et syme´trie. — La construction du normalisateur
Na utilise des ope´rateurs diffe´rentiels homoge`nes en degre´, Bn, n ∈ A(X). Les diffe´rentes
combinaisons Bn de ces ope´rateurs sont encore des ope´rateurs diffe´rentiels homoge`nes de
degre´ ‖ n ‖. Peut-on pre´ciser ce point ? Il suffit de faire un calcul en longueur 2 pour avoir
une ide´e du re´sultat ge´ne´ral.
(21)Du fait de l’utilisation d’arbres et autres suites arborifie´es, les spe´cialistes des alge`bres de Hopf y ont
souvent vu un relicat des bases de Hall. Or, l’arborification n’a strictement rien a` voir avec ce proble`me,
qui lui, est purement alge´brique. Bien entendu, une fois la me´thode formalise´e, rien n’empe´che une e´tude
purement alge´brique de ses proprie´te´s, comme dans [16] par exemple.
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Soit B1 et B2 deux ope´rateurs de degre´ n
1 et n2 respectivement de la forme
Bi =
ν∑
j=1
Bi(xj)∂xj , i = 1, 2.
L’ope´rateur compose´ B(1,2) = B1B2 s’e´crit
(V.59) B(1,2) =
∑
i,j
B1(xi)∂xi [B2(xj)]∂xj +
∑
i,j
B1(xi)B2(xj)∂
2
xixj
.
De la meˆme manie`re, on a :
(V.60) B(2,1) =
∑
i,j
B2(xi)∂xi [B1(xj)]∂xj +
∑
i,j
B1(xi)B2(xj)∂
2
xixj
.
On voit que le second terme du de´veloppement de B(2,1) est le meˆme que celui de B(1,2).
Devant ce terme, le coefficient est Na(1,2) + Na(2,1). Comme le moule Na• est syme´tral,
on a Na(1,2) +Na(2,1) = Na1Na2.
Que faut-il retenir de ce calcul ?
On peut de´composer les Bn de fac¸on a` profiter des syme´tries du moule Na
• pour
obtenir des majorations plus fines.
Avant de pre´ciser la de´composition, on introduit la notion d’ordre d’un ope´rateur
diffe´rentiel.
De´finition V.7. — Pour tout ν-uplet δ = (δ1, . . . , δν) d’entiers positifs, on note ∂
δ
x =
∂δ1x1 . . . ∂
δν
xν . On dit que ∂
δ
x est d’ordre | δ |= δ1 + · · · + δν . Un ope´rateur diffe´rentiel est
homoge`ne en ordre, d’ordre d, si il est de la forme
B =
∑
δ, |δ|=d
bδ(x)∂
δ
x.
Quelle-est la de´composition ade´quate des ope´rateurs Bn ? On peut imposer deux
contraintes naturelles dans le cadre de ce proble`me :
i) On isole dans les Bn des ope´rateurs diffe´rentiels homoge`nes en ordre, ceux-ci e´tant
de´ja homoge`nes en degre´.
ii) Les coefficients de ces ope´rateurs sont des produits de termes de´pendants des Bni .
La condition ii) est ne´cessaire si l’on veut facilement majorer la norme de ces ope´rateurs,
ce qui est essentiel pour notre propos.
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5.4. Codage du proce´de´ de de´composition. — Le proce´de´ de de´composition peut
se coder via deux ope´rations sur les ope´rateurs homoge`nes en ordre et en degre´, et donne
naissance, une fois formalise´, a` la me´thode d’arborification.
De´finition V.8. — Soient B1 et B2 deux ope´rateurs diffe´rentiels homoge`nes en degre´ et
en ordre,
Bi =
∑
δ, |δ|=di
bi,δ(x)∂
δ
x, i = 1, 2,
ou` les bi,δ sont dans C[[x]]. On note
B(12)<
∑
δ,γ
b1,δ(x)∂
δ
x[b2,γ(x)]∂
γ
x ,
et
B1⊕2 =
∑
δ,γ
bδ1(x)b
γ
2(x)∂
δ+γ
x .
Par re´currence sur la longueur des suites, on peut coder l’ensemble des parties ho-
moge`nes en degre´ d’un ope´rateur Bn.
Notons Bi =
ν∑
i=1
bi(x)∂xi , i = 1, 2, 3. On a
B1,2,3 = B1
∑
j,k
B2(xj)∂xj [B3(xk)]∂xk +
∑
j,k
B2(xj)B3(xk)∂
2
xjxk
 ,
=
∑
i,j,k
B1(xi)
(
∂xi [B2(xj)]∂xj [B3(xk)]∂xk
+B2(xj)∂
2
xixj
[B3(xk)]∂xk
+B2(xj)∂xj [B3(xk)]∂
2
xixk
+∂xi [B2(xj)]B3(xk)∂
2
xjxk
+B2(xj)∂xi [B3(xk)]∂
2
xjxk
+B2(xj)B3(xk)∂
3
xixjxk
)
.
On a deux ope´rateurs diffe´rentiels d’ordre 1, trois d’ordre 2 et un d’ordre 3. Soit, en
reprenant les notations de la de´finition V.8 :
B1,2,3 = B(1,2,3)< +B(1⊕2)3)< +B(2,3)<⊕1 +B(1,2)<⊕3 +B(1,3)<⊕2 +B1⊕2⊕3.
La mise en forme de cette de´composition ne´cessite un alphabet nouveau, dit arborifie´.
De´finition V.9. — Une appelle suite arborescente, et on note ω<, une suite construite
sur A(X) avec les symboles < et ⊕. On note Arb(X) l’ensemble des suites arborescentes.
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Si n ∈ A(X)∗, on note Arb(n) l’ensemble des a< ∈ Arb(X) intervenant dans la
de´composition de Bn. On a donc
Bn =
∑
a<∈Arb(n)
Ba< .
On peut donc re´ecrire la se´rie moulienne de Na sous la forme
Na =
∑
n∈A∗(X)
NanBn =
∑
a<∈Arb(X)
Naa
<
Ba< .
Les coefficients Naa
<
de´finissent un moule sur Arb(X), note´ Na•
<
.
De´finition V.10. — Le moule Na•
<
est appele´ moule arborifie´ de Na•.
Le moule arborifie´ est bien entendu une combinaison line´aire du moule initial. Si on
note X(a<) l’ensemble des suites n de A(X)∗ telles que a< ∈ Arb(n), on a :
Naa
<
=
∑
n∈X(a<)
Nan.
Il nous reste a` formaliser cette construction, afin de simplifier sa pre´sentation.
5.5. De´finition formelle de l’arborification. — Les de´finitions pre´ce´dentes sont lie´es
au codage de la construction des ope´rateurs diffe´rentiels homoge`nes en ordre et degre´. On
peut evidemment donner une de´finition purement alge´brique de ces objets, comme par
exemple les suites arborescentes.
De´finition V.11. — Une suite arborescente sur A(X) est une suite n< d’e´le´ments de
A(X), avec sur les indices un ordre partiel appele´ ordre arborescent : chaque i de {1, . . . , r}
posse`de au plus un conse´quent note´ i+.
On note n<1 ⊕ n
<
2 l’union disjointe de n
<
1 et n
<
2 ; dans cette suite l’ordre partiel interne
est conserve´, mais les e´le´ments de n<1 et n
<
2 sont incomparables.
Un n< est dit irre´ductible s’il ne posse`de pas de de´composition non triviale n<1 ⊕ n
<
2 ,
autrement dit s’il posse`de un plus grand e´le´ment.
On peut toujours repre´senter une suite arborescente par un arbre.
Les ope´rateurs arborifie´s peuvent alors se de´finir directement par re´currence.
De´finition V.12. — Pour une suite arborescente donne´e n< = (n1, . . . , nr)<, on de´finit
Bn< comme e´tant l’unique ope´rateur ve´rifiant les trois proprie´te´s suivantes :
– Bn<(φψ) =
∑
n<1 ⊕n
<
2 =n
<
(
Bn<1
φ
)(
Bn<2
ψ
)
.
88 JACKY CRESSON
– Si la suite n< se de´compose en eaxctement d suites irre´ductibles non vides :
n< = n<1 ⊕ · · · ⊕ n
<
d ,
alors Bn< est un ope´rateur diffe´rentiel homoge`ne d’ordre d.
– Si n< = n<1 n0 alors
Bn< = Bn<1
Bn0 .
Ces trois proprie´te´s de´finissent bien Bn< qui se calcule par re´currence de la manie`re
suivante :
Bn< =
ν∑
i=1
(Bn(xi))∂xi si l(n
<) = 1,
Bn< =
ν∑
i=1
Bn<1
(Bn0(xi))∂xi si n
< = n<1 n0.
Bn< =
1
d1! . . . ds!
∑
1≤i1...id≤ν,1≤j1...jd≤d
(
Bn<j1
(xi1)
)
. . .
(
Bn<jd
(xid)
)
∂xi1 . . . ∂xid ,
ou` di est le nombre de suites arborescentes identiques n
<
i qui interviennent dans la
de´composition de n< = n<1 ⊕ . . . n
<
d .
Pour une suite arborescente a< = (a1, . . . , ar)< et une suite n = (n1, . . . , nr
′
), on note
proj
(
a<
n
)
le nombre de bijection de {1, . . . , r} dans {1, . . . , r′} (nul si r 6= r′) ve´rifiant :
si i1 < i2 dans a
<, alors σ(i1) < σ(i2) dans n et n
j = ai si j = σ(i).
On a alors les relations
Sa
<
=
∑
n∈A(X)∗
proj
(
a<
n
)
Sn,
pour tout moule S•, et
Bn =
∑
a<∈Arb(X)
proj
(
a<
n
)
Ba< .
5.6. De´monstration du the´ore`me de Bruyno. — Par construction, on a
‖ Bn< ‖U,V≤ C
rQ
N(n<)
1 , Q1 > 0,
pour une constante C de´pendant de U et V , et
q(N) ≤ Q
N(n<)
2 , Q2 > 0.
La disparition du r! dans la majoration des ope´rateurs arborifie´ est e´vidente. On devrait
s’attendre a` la retrouver dans la majoration des moules arborifie´s. Mais, et c’est la` que
joue a` fond les syme´tries, on a :
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Lemme V.8. — Pour toute suite arborescente n<, on a
(V.61) | Nan
<
|≤ Q
N(n<)
3 , Q3 > 0.
La de´monstration de cette ine´galite´ n’est pas, contraˆırement au cas des comoules Bn< ,
une conse´quence directe de la me´thode d’arborification. Elle re´sulte du fait que l’e´quation
diffe´rentielle satisfaite par le moule (Na)−1 s’arborifie, i.e. que l’on a
(V.62)
[
∆(Na)−1
]•<
= I•
<
× (Na−1)•
<
.
La forme du moule (Na−1)•
<
est donc la meˆme que celle de Na−1 et les estimations
classiques sur les petits diviseurs permettent de conclure(22).
La convergence normale de la se´rie arborifie´e s’en de´duit sans peine.
Remarque V.10. — A` ma connaissance, il n’y a pas de the´ore`me ge´ne´ral concernant la
me´thode d’arborification qui permet de pre´ciser son domaine d’application. Le fait que la
me´thode restaure la convergence se fait au coup par coup sur les exemples.
(22)Je ne ferai pas ces calculs ici, qui ne sont pas simplifie´s par la me´thode d’arborification ou l’utilisation
du formalisme des moules. Jean Ecalle souligne qu’il faut utiliser les estimations obtenues par Bruyno
([3],p.207-224).
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NOTATIONS
Soit K un anneau. On note :
- K[x] l’ensemble des polynoˆmes a` coefficients dans K.
- K[[x]] l’ensemble des se´ries formelles a` coefficients dans K.
- K{x} les se´ries analytiques.
Soit X un alphabet.
- AX alge`bre libre sur X.
- LX l’alge`bre de Lie libre construite sur X.
- MX l’ide´al de K[[x]] forme´ des se´ries formelles sans terme constant.
- ULX alge`bre enveloppante de l’alge`bre de Lie LX .
- X∗ l’ensemble des mots construits sur X.
- X∗,r l’ensemble des mots de longueur r ≥ 0.
- MK(X) l’ensemble des moules sur X a` valeurs dans K.
- sh : application de battage.
-csh : application de battage contractant.
- ∆ : coproduit sur A.
- ∆∗ : coproduit sur E.
- M• : le moule M .
- M s : le moule M e´value´ sur la suite s.
- M•
<
: l’arborifie´ du moule M•.
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