We introduce and study a new model for functional data. The ARHD is an autoregressive model in which the first order derivative of the random curves appears explicitely. Convergent estimates are obtained through an original double penalization method. The prediction method is applied to a real set of data already studied in the literature.
Introduction
Usually time series may be viewed as the discretized observations obtained from an underlying stochastic process (ξ(t), t ∈ R). Models and statistical inference on such processes aim at providing the best possible predictor. Let us assume that the process ξ is observed on an interval [0, T ]. We divide [0, T ] into n subintervals [iδ, (i + 1)δ], i = 0, . . . , n − 1 with δ = T /n. This approach is clearly justified in the case when ξ is periodic with period δ but may be generalized to processes that are stationary or not. In the following we consider the functional-valued process X = (X i , i ∈ Z) defined by:
For a review on statistical analysis of functional data we refer to Ramsey and Silverman (1997) . In this paper we consider the prediction problem of the process ξ on an entire timeinterval [T, T +δ], or equivalently the prediction of X n+1 knowing X 1 , . . . , X n . To deal with the prediction problem Bosq (1991) introduced and studied an H-valued autoregressive process of order one, denoted ARH in the following, where (H, ·, · ) is a suitable Hilbert space of function with inner product ·, · such that
the space of square integrable functions on [0, δ]). The model tends to generalize to functional data the classical and celebrated AR(1) model. Then the ARH process admits the presentation X i = ρ(X i−1 ) + ǫ i where (ǫ i ; i ∈ Z) is the H-valued innovation process and ρ is a bounded compact linear operator such that ρ ∞ < 1. Note that ρ ∞ stands for the classical operator norm for ρ and is defined as ρ ∞ = sup h∈H, h ≤1 ρ (h) .
The ARH process is stationary and the best possible prediction of X n+1 isX n+1 = ρ(X n ) whenever E (ǫ n |X n−1 ) = 0. If ρ n is a consistent estimate for ρ, the prediction is made through ρ n (X n ). Bosq (2000) proposes such a predictor and proves the consistency under mild conditions.
Considering some regularity conditions on the sample paths, one may obtain similar results for autoregressive spaces with values in other functional spaces (see Pumo (1992) for results on C[0, 1], or Mourid (1995) for results on general Banach spaces). Alternative approaches to solve the prediction problem based on ARH modelization are proposed by Besse et al. (1996 Besse et al. ( , 2000 ) by means of spline smoothing and more recently Antoniadis and Sapatinas (2003) who implemented Wavelet techniques. Furthermore numerical studies show that the predictors obtained by this alternative methods are better then those obtained by linear interpolation ARH predictor (Pumo (1998) ).
Generalizing to the functional data the classical multivariate models is a new and fruitful trend in modern statistics : linear or non linear regression, high-dimensional or functional ANOVA, MA(∞) processes all have their "functional" counterparts. But usually and up to the authors' knowledge, these classical statistical models for functional data never involve the derivatives of the random curves rebuilt from discretized data. However the opportunity to compute explicit first (or higher) order derivatives is one of the main feature differencing truly functional from multivariate data. We refer to Silverman (1996) in the framework of principal component analysis, then Ferraty and Vieu (2003) for regression models. These authors underline the specific amount of information contained in the derivatives of curves rebuilt from functional data as well as their practical interests.
The aim of this paper is to use the functional properties of smooth sample paths in order to improve the predictor. More precisely we suppose that the sample paths belongs to the Sobolev space W 2,1 (defined in the next section). We study an autoregressive model, initially introduced by Marion and Pumo (2004) , whose definition explicitly involves the first order derivative of the data. This "ARHD" model is detailed below. Wong process, that is a stationary Gaussian process with continuously differentiable paths may be represented this way. We propose to estimate the two unknown parameters of the model by an original method. This technique is inspired by the ridge regression method and involves two overlapping penalization through two parameters depending on each other. The paper is organized as follows. In the following paragraph we introduce the ARHD(1) model, simply denoted ARHD in the sequel, and show that it is strictly stationary. In section 4 we give conditions for the unknown operators ϕ and Ψ to be identifiable and provide estimates as well as asymptotic results. Section 6 is devoted to technical details about the numerical calculation of ARHD predictors and to the comparison of the ARHD predictors with various functional methods in two cases: the first one is a simulated example (the Wong process which allows an ARHD presentation) ; the second is a real data study concerning the El Nino-Southern Oscillation (ENSO) time series. Proofs of asymptotic results are postponed to section 7.
The model
It was introduced by Pumo and Marion (2004) . Let X i be a sample of random curves. We introduced the model above :
where φ and Ψ are linear operators.
Now we suppose that for all i, X i takes its values in the Sobolev space
The space W 2,1 is a separable Hilbert space endowed with scalar product :
We refer to Ziemer (1989) 
where A = φ + ΨD.
Finally the ARHD process may be rewritten as a special ARH(1) process with values in W .
The trouble with (2) is the following : the parameters φ and Ψ are hidden behind A and we are not willing to infer on the latter. Obviously we are going to face two issues :
• Studying the identifiability of φ and Ψ in the model above.
• Providing a consistent estimation procedure for φ and Ψ before forecasting.
From now on we suppose that
The first assumption is crucial for the stationarity of the process. The second is quite restrictive but could be alleviated to mild moment assumptions but it will make the proofs of the main result more easily readable. This assumption appears for instance in Cardot, Ferraty, Sarda (1999) for the same reasons. We assess the first property of the process, which will be useful in the sequel. The stationarity of (X i ) i∈Z is a simple consequence of the representation of equation (2) and of previous results obtained for instance by Bosq (2000) , Chapter 3. The continuity of D on W implies the stationarity of the sequence (X ′ i ) i∈Z .
Estimation procedure 4.1 The moment method
From a practical point of view the Sobolev setting is not really a constraint. It is well known that either splines or wavelets will provide standard reconstruction method (from the discretized data) yielding functions in W 2,1 .
The model is purely functional : we cannot invoke any likelihood-based technique since the "density of a random curve" makes non sense (Lebesgue's measure does not exist on infinite dimensional spaces). We propose to start from a classical moment method and to adapt it to our setting.
By C H (resp. C HH ′ ) we denote the space of compact operators on the Hilbert space H (resp. mapping the Hilbert space H onto H ′ ). Some finite rank operators are defined by means of the tensor product : if u and v belong to H and
We start from a sample (X i , X ′ i ) 1≤i≤n and we denote
Under assumption H2 all these operators belong either to
n we denote the empirical counterpart of these operators based on the sample (X i , X ′ i ) 1≤i≤n . For example : 
Quite naturally, from (1) -multiply with X i , · and X ′ i , · successively then take expectation-we easily deduce both moment equations :
Resolving this system is apparently easy but we should be aware of two facts :
• Operators (here, ∆, φ, Γ...) do not commute !
• The inverse operators of Γ, and Γ ′′ do not necessarily exist and when they do, they are unbounded, i.e. not continuous (remind that Γ, and Γ ′′ are compact operators and that compact operators have no bounded inverses).
At this point, before trying to solve (4) we need to study identifiability of the unknown infinite dimensional parameter (φ, Ψ) ∈ C W × C LW in our statistical problem.
Identifiability
We set E = C W × C LW . If both equations in (4) are the starting point we should make sure that solutions to these equations are well and uniquely defined. Suppose for instance that KerΓ = {0} and take h in it.
So φΓ = φΓ and φ is not unique (there are even infinitely many solutions in the space φ+KerΓ). The next assumption is
In other words we suppose that both operators above are one to one. Now turning back to (4) we rewrite the system. Equivalently :
We are now ready to solve the identification problem.
Proposition 4.1 The couple (φ, Ψ) ∈ E is identifiable for the moment method proposed in (4) if and only if (φ, Ψ) / ∈ N where N is the vector subspace of E defined by
N = {(U, V ) ∈ E : U + V D = 0} .
Note that N is a closed set in E.
In other words if, for all u in W, φu + Ψu ′ = 0, the parameter (φ, Ψ) cannot be identified.
The Proposition is proved at the beginning of the last section of the paper.
Definition of the estimates and convergence
Since the unknown parameters φ and Ψ are operators estimating them means dealing with random operators based on the double sample (X i , X ′ i ) 1≤i≤n . We refer for instance to (3) above for examples of these available operators.
The estimates stem from (4) which is a highly non invertible system. We are classically going to add a small perturbation to regularize it and make it invertible. We solve :
where α is a positive real number and I W denotes the identity operator on W. Now the operators (Γ + αI W ) and (Γ ′′ + αI L ) are no more compact but have bounded inverses.
Basic algebra gives :
Which is then once more approximated by :
We just dropped αI W on the first line and αI L on the second to get S ′′ . Take the first line in the above display. The operator
′ is a compact operator because Γ ′ and Γ ′ * are). We may deduce from this fact that S φ has real eigenvalues (not necessarily positive) and furthermore that once again S φ has no bounded inverse. The same remarks hold for
However we can provide an approximate solution to S ′′ by regularizing S φ and S Ψ once more by a penalization method. Finally the pseudo solutions we propose to solve S ′′ hence S are based on a second strictly positive parameter β and are denoted φ and Ψ :
This new system defines relations from which we propose to deduce estimates. From now on -in order to alleviate the notations-by S † we denote the operator defined by
where α n is a non increasing sequence of positive numbers decaying to zero.
We set :
Taking β n ↓ 0 we obtain the following (10) and defined by :
The next Theorem is the main theoretical result of this article. It provides the convergence of our estimates when the sample size goes to infinity.
The convergence is understood in the · ∞ norm for bounded operators.
Note that Theorem 5.1 holds whenever α n = n −a and β n = n −b with b < a/2 and 2b + 2a < 1/2. 
where m is the number of discretized points.
The second example concerns real data, namely climatological time series describing the El Niño-Southern Oscillation (ENSO). We compare our predictor with predictor based on similar approaches found in the literature : spline smoothing FAR predictor (Besse and Cardot (1996) 
Some technical details about simulations
Consider the Fourier basis on L 2 [0, δ] and denote e 0 (t) = 1/δ and e 2j−1 (t) = cos(2jπt/δ), e 2j (t) = sin(2jπt/δ) for j ≥ 1. Then a simple calculation shows that
is an orthonormal basis for W . Let f = i=0,∞ c j e j , where c j = f, e j L 2 , be the Fourier series of a continuously differentiable function f . Then f ′ = i=0,∞ c j e ′ j . Furthermore the decomposition j=0,∞ f, w j W w j on W of f is given by c 0 + j=1,∞ f, w j W w j where
In order to calculate the covariance operators given in section 4 denote w N (resp. e N ) N-vectors of the basis on W (resp. L 2 ) that is w N = t (w 0 , w 1 . . . w N −1 ) (resp. e N = t (e 0 , e 1 , . . . , e N −1 )) and suppose that N is an odd and positive number. Denote X and X ′ the N × n matrices :
As noted above the coefficients X i , w k−1 W and X ′ i , e k−1 L 2 are obtained directly from the Fourier decomposition of X i , for i = 1, . . . , n.
It follows that covariance operators Γ n , Γ
′ n can be approximated by :
where X ′ −n (resp. X −1 ) is the matrix X ′ (resp. X) without the column n (resp. 1).
So in order to obtain the estimators given in the second section it suffices to substitute the covariance operators in (11) (12) (13) (14) and (15) by their approximations given above and choosing suitable values for α n and β n .
Wong process
This process is defined for u ∈ R by:
Wong process is a mean-square differentiable stationary Gaussian process which is zeromean and with variance 1. Let δ > 0 and X i ∈ W given by X i+1 (t) = ξ i·δ+t for t ∈]0, δ].
Let ǫ i+1 be a squared differentiable r.v. with values in W 2,1 [0, δ] :
Then the process (X i , i ∈ Z) can be written as:
where c(t) = √ 3 2
· exp(− √ 3t) · {exp(2t/ √ 3) − 1} and:
Furthermore ǫ i+1 is independent of X i , X ′ i and a direct calculation shows that assumption H1 is satisfied.
Using a method presented in Blanke and Pumo (2003) we simulated a Wong process ξ(t) on [0, 192.65] , that corresponds to n = 105 intervals of length δ = 1.8348, each known at m = 50 equidistant points t j , j = 1, . . . , 50. A simulated process is presented in Figure  1 . The associated process (X i ) is a W 2,1 [0, 1.8348] valued process.
Please insert here Figure 1 Fifty Wong processes were simulated and for each of them we calculated the MSE and RMAE criteria. The mean values for the two criteria for the 50 simulations and various predictors are presented in Table 1 . Figure 2 presents the different predictions for one of the simulations.
For the calculation of ARHD predictors we consider two values for the parameter α n , that are 0.1 and 0.3. The corresponding values for β n are 0.65 and 0.5. In the calculation of ARH, ARF and ARW predictor we consider k n = 1, that is the projection subspace for observation is equal to one (see Pumo (1998) for details). Simulations show that the ARW and ARF predictor are very similar and when m (this is the case for example when m = 50) is large they give similar results to linear interpolation ARH predictor. But the three predictors are less better than the ARHD predictor. Notice also that the choice of the optimal values for the parameters α n and β n may be done by a cross-validation procedure.
Please insert here Table 1 Please insert here Figure 2 
Example SST: Sea Surface Temperature
The second example concerns a climatological time series describing the El Niño-Southern Oscillation (see. for example Besse et al. (2000) or Smith et al. (1996) for a description of the data 1 ). The series gives the monthly mean El Nino sea surface temperature index from January 1950 to December 1969, that is m = 12, and is presented in figure 3 . We compare the ARHD predictor with various functional prediction methods.
Please insert here Figure 3 In the first numerical study we compare the prediction of the temperature during 1986 knowing the data until 1985. We calculated the ARHD predictor with α n = 0.4 and 0.1 and β n = 0.8 and 0.4. The MSE and RMAE criteria for various functional predictors are given in Table 2 . Results show that the best method are Wavelet II (one of the wavelet approaches proposed in Antoniadis and Sapatinas) and spline smoothing FAR.
Nevertheless our predictor is better than the other predictors or the classical SARIMA (0, 1, 1)×(1, 0, 1) 12 model (see for example Brockwell and Davis (1987) ). Figure 3 displays the observed data during 1986 and its predictors by some of the predictors discussed above.
Notice that the ARF or ARW predictors are not satisfactory as m = 12.
In the second numerical study we make 10 one year ahead forecasts for the period 1986-97. The statistical criteria for various functional methods are presented in Table 3 .
The reader may notice that the ARHD method gives a similar prediction as the Local FAR method which is the best functional prediction method appearing in Besse et al. (2000) . Note finally that as described in the introduction of this section the computational effort to obtain an ARH predictor is comparable to that of the calculation of an ARH predictor.
Please insert here Table 2 Please insert here Figure 4 Please insert here Table 3 7 Proofs
Proof of Proposition 4.1:
The couple (φ, Ψ) will be identified whenever, for any other couple φ, Ψ , if φ, Ψ Λ = (φ, Ψ) Λ, φ, Ψ = (φ, Ψ). This will be true if
But Λ may be decomposed as the product of three operators, namely :
As Γ is one to one by assumption H3, and since
it is readily seen that
which finishes the proof of the Proposition.
We begin with five Lemmas needed to prove Theorem 5.1:
Proof : Since X n is an ARH(1) process (with autocorrelation operator A), we can invoke for instance Theorem 4.1 p.98 in Bosq (2000) to get the first rate of decay. All the other results above are due to the boundedness (in our framework) of the differential operator D. Indeed for instance Γ
Proof : We prove the first bound
and as Γ ′′ is a positive compact operator, the norm of operator (Γ ′′ + αI) −1 , which is known as the resolvent operator of Γ ′′ , is non random and evaluated at α −1 . The same is true with Γ ′′ n replacing Γ ′′ .
Using
for two invertible matrices A and B, we get :
which entails
Lemma 7.3 Let S n,φ and S φ defined respectively by (11) and (8) . Then
Proof : From equations (8) and (9) we obtain S n,
We look for a bound for
Obviously the two first terms above may be bounded in probability by
The remaining term may be bounded by
and Lemma 7.2 finishes the proof.
Lemma 7.4
The operator S φ is positive hence
Proof : Before starting the proof it is worth reminding the following fact to the reader. It T is a compact operator from a Hilbert space H 1 to a Hilbert space H 2 it admits a Schmidt representation
where the s i 's are the positive eigenvalues of T * T (i.e. of T T * ) and where u i (resp. v i ) denote a complete orthonormal system of H 1 (resp. H 2 ). We refer for instance to Theorem 1.1 page 96 in Gohberg, Goldberg, Kaashoek (1991). Now we turn to
since D is bounded and Γ 1/2 is compact like Γ. Then Γ ′′ = UU * and Γ ′′ † = (UU * + αI)
and we rewrite
Now let us write the Schmidt decomposition of U
Easy computations lead to
From (18) we deduce that for all x in W S φ x, x ≥ 0 hence the announced result.
Proof :
hence
Since
the probability that I − (S φ + βI) −1 (S φ − S n,φ ) is an invertible operator tends to 1. It suffices indeed that
to write from (20) :
We set H n = (S φ + βI)
At last from (21) and (19) :
by Lemmas 7.3 and 7.4.
Proof of Theorem 5.1 : We prove the Proposition for φ n since the same technique would lead to an analogous result for Ψ. Developing the expression of ∆ n and ∆ ′ n yields
The proof will be achieved if we prove that the three terms in the display above tend to zero in probability. The three next Propositions namely Propositions 7.1, 7.2 and 7.3 are devoted to this goal. We begin with the last one involving U n and U ′ n . We need two auxiliary Lemmas. Lemma 7.6
Proof : The proof of (23) and (24) is obvious since U n and U ′ n are sums of uncorrelated random operators (here uncorrelated means that the cross covariance operator between two distinct random elements is the null operator). Then
where the last term on the right side is bounded in probability, the first is an O P n −1/2 and the norm of the second is almost surely bounded by α −1 and (25) is proved.
The proof of the Proposition is a consequence of Lemmas 7.4 and 7.6. We turn to the first term in (22) .
Proof : We invoke Lemma 7.5 to claim that it suffices to drop the index n in the Proposition and to prove that :
In fact Lemma 7.5 links the asymptotic behavior of (S n,φ + βI) −1 and (S φ + βI) −1 . Remember that φ is a compact operator from W to W. This fact is crucial. It implies that we just have to prove that β (S φ + βI) −1 x → 0 By Lemma 7.4 this fact is straightforward. Indeed it was then proved that S φ is a selfadjoint positive operator hence admits the spectral decomposition
where the µ i 's are the positive eigenvalues of S φ arranged in a decreasing order and the t i 's are the associated eigenvectors. Then if x = x i t i where x i = x, t i W we easily get
For fixed i, β Let us deal with the second term in (22) . Proof : Once more it suffices to prove that
We keep on replacing the random operators based on the sample by their limits.
By Lemma 7.1 the first term is an O P 1 √ n , the second is an O P 1 α √ n .
The last term is totally deterministic and we are going to prove that it is an o ( √ α).
Once again we introduce the compact operator U = DΓ 1/2 . We see that 
