The sequencing of complete genomes provides a list that includes the proteins responsible for cellular regulation. However, this does not immediately reveal what these proteins do, nor how they are assembled into the molecular machines and functional networks that control cellular behavior. The regulation of many different cellular processes requires the use of protein interaction domains to direct the association of polypeptides with one another and with phospholipids, small molecules, or nucleic acids. The modular nature of these domains, and the flexibility of their binding properties, have likely facilitated the evolution of cellular pathways. Conversely, aberrant interactions can induce abnormal cellular behavior and disease. The fundamental properties of protein interaction domains are discussed in this review and in detailed reviews on individual domains at Science's STKE at
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egulatory proteins are frequently constructed in a cassette-like fashion from domains that mediate molecular interactions or have enzymatic activity. Interaction domains can target proteins to a specific subcellular location, provide a means for recognition of protein posttranslational modifications or chemical second messengers, nucleate the formation of multiprotein signaling complexes, and control the conformation, activity, and substrate specificity of enzymes ( Fig. 1) (1). In signal transduction, enzymes (kinases, for example) often generate modified amino acids on their substrates that are then recognized by interaction modules. Thus, phosphotyrosine ( pTyr) sites formed by the actions of tyrosine kinases bind effectors with pTyr recognition domains [i.e., Src homology 2 (SH2) or pTyr-binding (PTB)] (2), whereas phosphoinositides produced by phosphoinositide kinases recruit pleckstrin homology (PH), Phox homology (PX ), and FYVE domains, among others (3) . In this sense, catalytic and interaction domains work hand-in-glove to control the dynamic state of the cell.
Modular Interaction Domains
Isolated interaction domains can usually fold independently, with their N and C termini juxtaposed in space ( Fig. 2A) , and are readily incorporated into a larger polypeptide in a manner that leaves their ligand-binding surface available. They recognize exposed sites on their protein partners-including phosphorylated, proline-rich, or C-terminal motifsor they bind the charged head groups of phospholipids in membranes, with dissociation constants in the low nanomolar to high micromolar range. Typically, a protein interaction domain recognizes a core determinant, with flanking or noncontiguous residues providing additional contacts and an element of selectivity. For example, the SH3 domain of the cytoplasmic tyrosine kinase Csk recognizes a core PXXP motif (P, proline; X, any amino acid) in the tail of the PEP tyrosine phosphatase, which adopts a polyproline type II helix typical of SH3-binding sites. However, the Csk SH3 domain also contacts two more C-terminal hydrophobic residues in PEP through a separate binding pocket to yield a selective association of the two proteins in vivo (4) (Fig. 2A) . In some cases, the affinity of a single domain for a peptide motif appears sufficient for a specific interaction in cells. In addition, tertiary interactions, the subcellular localization and structural organization of interacting proteins, domain competition, and multidomain interactions also likely contribute in vivo to selectivity in signaling.
Signaling domains can be identified through their consensus amino acid sequences, allowing the binding properties and biological functions of a protein to be predicted on the basis of domain composition (5) . Several interaction domains are present in hundreds of copies in the human proteome, and these are used repeatedly to regulate distinct aspects of cellular organization. For example, about 115 SH2 domains and 253 SH3 domains are encoded by the human genome (6) . Some domains serve specific functions; SH2 domains, for example, generally require phosphotyrosine sites in their primary ligands and are therefore dedicated to tyrosine kinase signaling (7) . Other domains can bind motifs found in a broader set of proteins and display a wider range of biological activities; SH3 domains, for example, regulate processes such as signal transduction, protein and vesicle trafficking, cytoskeletal organization, cell polarization, and organelle biogenesis (7, 8) . The cell therefore uses a limited set of interaction domains ( Fig. 1) , which are joined together in diverse combinations, to direct the actions of regulatory systems.
The preferred binding motifs for individual domains can be identified through probes of degenerate peptide libraries or peptide arrays, phage display analysis, and other techniques; this information can then be used to explore the proteome for candidate binding partners (9 -11) . Complexity, however, can be introduced by the ability of a particular domain class to recognize distinct motifs, by the presence of separate ligand-binding sites within an individual domain, and by the importance of ligand conformation in domain recognition. Furthermore, the optimal binding motif for a domain is not necessarily the one best suited to a physiological interaction or to in vivo specificity (12, 13) . Predictive data must therefore be validated by direct analysis of protein complexes from cells.
Flexible Binding Properties of Interaction Domains
Interaction domains are remarkably versatile in their binding properties. An individual domain can engage several distinct ligands, either simultaneously or at successive stages of signaling. Type I receptor serine kinases (RSKs) for transforming growth factor-␤ (TGF␤) signal through R-SMAD signal transducer proteins, which contain an N-terminal DNA binding (MH1) domain and a C-terminal MH2 domain with diverse binding partners, including proteins with pSer-X-pSer motifs (where pSer is phosphoserine). The R-SMAD MH2 domain interacts with a scaffolding protein, SARA, that also associates with the receptor and therefore juxtaposes the receptor and its R-SMAD target (14) . After TGF␤ stimulation, the R-SMAD MH2 domain likely recognizes a phosphorylated Gly-and Ser-rich juxtamembrane region on the activated receptor, leading to phosphorylation of the R-SMAD within a C-terminal Ser-X-Ser motif (15) . Phospho-R-SMAD then dissociates from the receptor and is recognized through both its pSer-X-pSer motif and additional contacts by the MH2 domain of other SMAD molecules, with which it forms an oligomeric complex that is retained in the nucleus (16) . Once in the nucleus, the SMAD MH2 domain interacts with components of the transcriptional apparatus to stimulate or repress gene expression (17) . In the course of these perambulations from the plasma membrane to the nucleus, the SMAD MH2 domain uses a large interaction surface to recruit multiple different binding partners.
In addition to their conventional phosphopeptide-binding site, some SH2 domains have a binding surface that can engage SH3 domains, and they can therefore act as mini-adaptors to link tyrosine-phosphorylated and SH3-containing proteins. As an example, the human SAP protein (also called SH2D1A and DSHP), which is composed almost entirely of a single SH2 domain, uses the SH2 phosphopeptide binding surface to engage a pTyr-based motif in the SLAM receptor of T cells; SAP also recognizes the SH3 domain of the Fyn tyrosine kinase through a distinct basic surface centered on Arg 78 of the SH2 domain. These interactions juxtapose Fyn and SLAM and stimulate SLAM phosphorylation, which recruits other SH2 proteins to phospho-SLAM. These latter proteins then regulate lymphoid cell responses to viral infection (18, 19) (Fig. 3A) . In a similar fashion, the Crk SH2 domain can bind simultaneously to the SH3 domain of the cytoplasmic tyrosine kinase Abl through a unique prolinerich insert in a loop region, and to a pTyr peptide (20) .
Different members of the same domain type can bind quite different motifs. For example, SH3 domains usually recognize core PXXP sequences, but a subset of SH3 domains (such as the SH3 Cterminal domain of the adaptor Gads in T cells) use the same binding surface to engage an RXXK motif (R, Arg; K, Lys) (21) . Indeed, the same domain fold can be put to a variety of uses. PH, PTB, and EVH1 (Ena-Vasp homology 1) domains, subdomains of the FERM (band 4.1 protein and ERM homology) and BEACH (beige and CHS) modules, and a binding protein for the Ran guanosine triphosphatase (GTPase) RanBP2 have the same fold but engage a wide range of peptide, phosphopeptide, and phospholipid ligands through distinct binding surfaces (22) (23) (24) . The PH domain fold is therefore a malleable scaffold that can accommodate a wide variety of binding partners and has likely been selected in the course of evolution for its adaptive nature.
Interaction Domains Assembled from Repeated Motifs
A further means of building interaction surfaces is through the joining of repeated (up to ϳ50) copies of a small peptide motif, yielding a much larger structure with multifaceted binding properties. Such repeats include HEAT (huntingtin, elongation factor 3, A subunit of protein phosphatase 2A, and TOR1), TPR (tetratricopeptide), Arm (Armadillo), ankyrin, leucine-rich, and Pumilio-homology sequences, and the resulting tandem repeat proteins have a wide array of biological activities (25) .
Typically, each Arm repeat is composed of three helices, with the second and third helices packing in an antiparallel fashion, similar to the helix packing in HEAT and TPR repeats. As a testament to the diverse interactions mediated by helical repeat proteins, ␤-catenin functions in multiple cellular compartments to regulate adhesion, Wnt signaling, and gene expression. ␤-Catenin has a central region composed of 12 Arm repeats that form a superhelix with an extended positively charged groove spanning repeats 1 to 10. This groove interacts variously with the cytoplasmic tail of E-cadherin at adherens junctions, the cytoplasmic inhibitory protein APC (adenomatous polyposis coli), Tcf transcription factors in the nucleus, and the ICAT (inhibitor of ␤-catenin and Tcf ) regulator that competes for Tcf binding (26 -29) . Each of these binding partners has a related core motif that binds as an extended strand within the recognition groove, whereas flanking sequences make somewhat distinct contacts with the Arm domain.
The flexible binding properties of repeat proteins are emphasized by Drosophila Pumilio, which binds the Nanos response elements in the 3Ј untranslated region (3ЈUTR) of hunchback RNA and recruits the Nanos and Brain Tumor proteins into a complex that suppresses hunchback mRNA translation. Pumilio has eight repeats of a ϳ36-residue trihelical motif, which assemble into an arcshaped structure (30, 31) (Fig. 2C ). This Pumilio homology domain has a concave surface that binds selectively to RNA motifs with a core UGU sequence (32) . In effect, one base interacts with each Pum repeat through stacking interactions, with sequencespecific contacts provided by residues 12 and 16 of each repeat. This is somewhat reminiscent of the mechanism through which interaction domains bind peptide motifs; indeed, substitution of specific residues can modify the binding selectivity of the Pumilio homology domain for RNA, in much the same way that mutations in SH2 domains can alter their recognition properties for peptide motifs (33) . The binding sites for the Nanos and Brain Tumor proteins, which repress translation, are located on the outer surface of repeats 7 and 8 of the Pumilio homology domain. Interaction domains can therefore function as scaffolds for complexes that control basic cellular processes such as translation, and can recognize nucleic acids (34) in much the same way that they bind proteins.
Domain-Domain Interactions
A number of modular domains undergo homo-or heterotypic domain-domain interactions ( Fig. 1 3B) . In a variation on this theme, the SAM (sterile ␣ motif ) domain of the Drosophila Polycomb group protein Polyhomeotic self-associates to form a helical polymeric structure, which appears important for maintaining chromatin in a repressed state during development (37 ) .
The distinction between domains that bind peptide motifs and those that interact with other folded domain structures is by no means absolute. PDZ domains, for example, generally recognize short peptide motifs of ϳ4 residues at the extreme C termini of their binding partners, but they can also mediate specific heterotypic PDZ-PDZ domain interactions (38 -40) (Fig. 2B ).
Interaction Domains As Detectors of Posttranslational Modifications
Protein modifications frequently complete binding sites for interaction domains. Such domains must achieve a balance between inducibility and specificity, because much of their binding energy comes from recognition of the modified residue. SH2 domains have a conserved pTyr-binding pocket, and they also recognize residues C-terminal to the pTyr in a fashion that differs from one SH2 domain to another (41) . However, the ability of most SH2 domains to discriminate between different phosphorylated sites is by no means absolute, given the limited interaction surface available to provide selectivity while maintaining pTyr-dependent binding (42) . Indeed, the SAP SH2 domain (Fig. 3A) , which is mutated in human X-linked lymphoproliferative syndrome, has an extended phosphopeptide-binding surface owing to its recognition of a threonine at the -2 position (relative to the Tyr), and as a consequence binds an unphosphorylated peptide from the SLAM receptor with a dissociation constant of ϳ500 nM. In this case, specificity is enhanced but recognition is not entirely dependent on phosphorylation of the binding target (43, 44) .
The properties displayed by pTyr-binding domains are mirrored by modules that recognize pSer and pThr (45) (Fig. 1) . FHA (Forkhead associated) domains, which have the same fold as SMAD MH2 domains, have a binding site for pThr and for more C-terminal residues on the target, notably the amino acid at the ϩ3 position (46) . The N-terminal FHA domain of the yeast protein kinase Rad53, which is involved in DNA damage repair, preferentially recognizes pTXXD motifs, whereas the FHA domain of the human protein kinase Chk2 binds pTXXI sequences (47) . In yeast, activation of the protein kinase Mec1 after DNA damage induces multisite phosphorylation of the Rad9 protein. Phosphorylated Rad9 binds the FHA domains of the kinase Rad53, leading to Rad53 activation and consequent inhibition of mitotic exit and expression of genes in the DNA damage regulon (48) . Similarly, short phosphopeptide motifs are recognized by 14-3-3 proteins (49), the Pin1 WW domain (50), or selected WD40 repeat domains (51) .
The principles established for phosphorylation-dependent interactions have recently been extended to other forms of posttranslational modifications, because hydroxylation, acetylation, methylation, and ubiquitination of proteins can all function like phosphorylation to control modular protein interactions (Fig. 1) . A case in point involves inducible binding of hydroxylproline (Hyp)-based peptide motifs in the transcription factor HIF1␣ to the tumor suppressor VHL, the substrate binding component of an E3 protein ubiquitin ligase complex (52, 53) . When cells are exposed to normal concentrations of oxygen, hydroxylation of HIF1␣ on Pro 402 and Pro 564 nucleates a network of hydrogen bonds between HIF1␣ and its binding partner VHL that increases binding affinity by three orders of magnitude, resulting in ubiquitination and degradation of HIF1␣ (54, 55) . As the oxygen tension falls, the hydroxylation of HIF1␣ Pro 402 and Pro 564 (and thus binding to VHL) is lost, the protein is stabilized, and HIF1-regulated proangiogenic genes are expressed.
The acetylation and methylation of specific lysine residues in histones is important for the organization of chromatin, and thus for the epigenetic regulation of gene expression (56) . Acetylation of lysine residues in histones creates binding sites for bromodomains, which are embedded within proteins that induce an open chromatin state, such as histone acetyltransferases (HATs; for example, yeast Gcn5). Thus, histone acetylation induces further histone acetylation and perpetuates the altered configuration of chromatin. This is similar to the processive phosphorylation facilitated by the binding of SH2 domains within cytoplasmic tyrosine kinases to pTyr sites in substrates (57) .
Acetylated peptides bind bromodomains as an extended strand, with the acetyl-lysine side chain protruding into a hydrophobic cavity (58, 59) . Residues N-and C-terminal to the acetyl-lysine also interact with the bromodomain, as in the interaction between the HAT p300-CBP-associated factor (PCAF) and acetylated Tat protein from human immunodeficiency virus-1 (HIV-1), where Tat residues at the -3, ϩ3, and ϩ4 positions relative to acetylated Lys 50 engage the bromodomain (60) .
A subset of chromodomains, in contrast, recognize methylated lysine motifs in histones and have been implicated in both gene silencing and activation (61) . Analysis of the heterochromatin protein 1 (HP1) chromodomain bound to a histone H3 peptide with Lys 9 in the di-or trimethylated state shows that methyl-peptide binding induces a conformational change in the chromodomain. The resulting structure in which the peptide completes a three-stranded ␤ sheet (62, 63) is reminiscent of peptide binding by PTB and PDZ domains. The covalent modification of proteins is not limited to relatively small groups such as phosphate, but can involve the addition of large peptides such as ubiquitin. A conserved 20 -amino acid motif (the ubiquitin interaction motif, UIM) found in a number of endocytic adaptor proteins, such as mammalian Eps15, epsin, and Hgs, recognizes ubiquitinated sites during the sorting process and can promote monoubiquitination (64) . It appears that an important role of ubiquitination is to create binding sites for UIM domains, leading to protein sorting and signaling.
Modular Signaling Systems
Interaction domains mediate the association of cell surface receptors with their targets, as well as the formation of signaling complexes in the cytoplasm and nucleus. Similar domains function to regulate targeted proteolysis, endocytosis, vesicle and protein trafficking, cell polarity, cytoskeletal organization, and gene expression. These different regulatory systems therefore use common strategies to assemble functional complexes, to compartmentalize molecular components, and to direct enzymes to their targets.
Phosphorylation-dependent and -independent signaling from receptors. Receptor tyrosine kinases (RTKs) and TGF␤ RSKs both stimulate phosphorylation-dependent interactions that propagate specific signals, mediated by SH2 domains in the case of RTKs and by MH2 domains for RSKs. In addition, RTKs of the Eph family and type I TGF␤ receptors apparently undergo a similar conformational change that coordinately allows activation of the kinase domain and the exposure of phosphorylated binding sites for cytoplasmic targets (15, 65) .
Many other receptors lack kinase activity but nonetheless use interaction domains to recruit their cytoplasmic targets. Members of the tumor necrosis factor receptor (TNFR) family, such as Fas and TNFR1, have cytoplasmic death domains that heterodimerize with the death domains of adaptor and scaffolding proteins (66) .
Other TNFR family members and the adaptor TRADD contain short peptide motifs that bind the C-terminal domains of TRAF (TNFR-associated factor) proteins (67) (68) (69) (70) , and Toll receptors have a cytoplasmic TIR (Toll-interleukin-1 receptor homology) domain that recruits the TIR domain of the adaptor MyD88 (71) . The combined use of interaction modules (such as death, TRAF, and TIR domains) therefore couples receptors involved in innate immunity and cell death to intracellular targets, in much the same way that SH2 and MH2 domains link RTKs and RSKs to phosphorylation-dependent pathways.
A similar theme emerges from receptors that control cell movement and axon guidance, which bind the interaction domains of proteins that regulate the cytoskeleton. In Drosophila, Robo proteins are receptors that mediate the repulsive effects of the Slit protein, which acts as a guidance cue to control the movement of axons away from the midline and into specific longitudinally migrating tracts. The cytoplasmic regions of Robo receptors have conserved proline-rich motifs that bind the SH3 domains of proteins such as the Abl tyrosine kinase and srGAP1 (a Cdc42-selective GTPase-activating protein that antagonizes axonal outgrowth) (72) (73) (74) , or the EVH1 domain of Ena, a modular protein that stimulates polymerization at the barbed ends of actin filaments (73, 75) .
The receptor plexin-B1 mediates the repulsive effect of semaphorin 4D on axonal growth cones by inducing formation of actin stress fibers. The C terminus of plexin-B1 binds the PDZ domains of PDZ-RhoGEF or LARG (leukemia-associated RhoGEF), two closely related guanine nucleotide exchange factors (GEFs) that activate the Rho GTPase, which in turn promotes formation of actin stress fibers (76 -78) . This PDZ-binding motif is important for growth cone collapse induced by activated plexin-B1. Interestingly, these GEFs, together with their close relative p115-RhoGEF, also possess an RGS (regulator of G protein signaling) domain that binds to the G protein (heterotrimeric guanine nucleotide-binding protein) ␣ subunits G␣ 12 and G␣ 13 , which themselves are regulated by G protein-coupled receptors. Thus, in addition to providing a component of plexin-B1 signaling, these RhoGEFs are also effectors through which G␣ subunits can regulate the cytoskeleton, and may use their PDZ and RGS domains to integrate signals from distinct classes of receptors (Fig. 3C) .
Ubiquitination, targeted proteolysis, and endocytosis. Ubiquitin is passed from the E1 ubiquitin ligase to an E2 enzyme, which is then recruited into an E3 complex that binds the ubiquitination target. The Hect class of E3 proteins have a ubiquitin ligase domain, as well as interaction domains that bind the substrate. The Nedd4 and Smurf E3 families, as an example, have three or four N-terminal WW domains that bind proline-rich (PPXY) motifs in their targets (79) . In this manner, Smurfs bind the inhibitory Smad7 protein, which in turn is recruited to the activated type I TGF␤ RSK; these interactions target Smurf to ubiquitinate the receptor, which induces receptor and Smad7 degradation through proteasomal and lysosomal pathways (80) .
A second class of E3 proteins possess RING fingers and can act as adaptors to recruit an E2 ubiquitin ligase into a larger structure, such as a so-called SCF (SKP1/cullin/F-box protein) complex (81) . The substrate-binding subunits of SCF complexes contain an F-box, through which they are attached to the E3 ligase complex, and a C-terminal domain, often composed of WD40 or leucine-rich repeats, that binds the substrate for ubiquitination (51, 82) (Fig. 3D) . This latter interaction can require phosphorylation of the substrate on Ser or Thr residues, as in binding of the IB inhibitory subunit of the NFB transcription factor or ␤-catenin to the ␤TrCP F-box protein component of an SCF ubiquitin ligase complex (83) . In this way, proteins are targeted for ubiquitination by pSer-and pThr-dependent interactions, thereby controlling signaling pathways or passage through the cell division cycle.
Tyrosine phosphorylation is linked to ubiquitination by the Cbl E3 ubiquitin ligase, which contains both SH2 and RING finger domains. The N-terminal SH2 domain binds specific pTyr sites on activated receptors, and is followed by a RING domain that recruits an E2 enzyme and thus induces RTK ubiquitination (84, 85). The ubiquitinated receptor can then be recognized by endocytic adaptor proteins with UIM domains, leading to its internalization. c-Cbl also binds the SH3 domain-containing protein CIN85, which in turn recruits both the SH3 domain of endophilin, a constituent of clathrin-coated vesicles with the potential to induce membrane invagination, and the ␣ subunit of the AP-2 clathrin adaptor (86, 87) . In addition, CIN85 can be monoubiquitinated and may therefore recruit UIM-containing proteins. The RTKCbl-CIN85 complex can therefore establish a network of SH2-, SH3-, and ubiquitin-based interactions that control receptor endocytosis (88) .
Interaction domains are also important in trafficking events at sites other than the plasma membrane. Three GGA (Golgi-localized ␥-earcontaining adenosine diphosphate ribosylation factor-binding) proteins mediate the anterograde transport of the cation-independent mannose 6-phosphate receptor (MPR), and associated lysosomal enzymes bearing the mannose 6-phosphate marker, from the trans-Golgi network to endosomes, where the enzymes are released and transferred to lysosomes (89, 90) . GGA proteins have an N-terminal VHS domain that binds specifically to an acidic-dileucine motif, DDSD 0 EDLLH (D, Asp; S, Ser, E, Glu; L, Leu; H, His; D 0 , reference residue in the DXXLL motif ) in the cytoplasmic tail of the MPR, enabling proper lysosomal enzyme sorting. The VHS domain forms a right-handed superhelix that binds the sorting motifs of the MPR as an extended strand, most notably binding the Asp at position 0 through a positively charged pocket and the ϩ3 and ϩ4 Leu residues through shallow hydrophobic pockets (91, 92) . GGAs interact with other proteins, including the coat protein adaptor AP-1, through which they help sort the MPR into clathrincoated vesicles. GGA1 and GGA3 have an internal motif (S-X-X-D-D/E-E-L-L/M, where M ϭ Met) that binds the VHS domain, likely through an intramolecular interaction, to suppress recognition of the MPR. This autoinhibitory interaction with the VHS domain is dependent on phosphorylation of the -3 Ser by casein kinase 2 (93) . Although the details are very different, there is a conceptual similarity between this phosphorylation-dependent mode of autoregulation proposed for GGA1 and GGA3, which may control binding to cargo, and the well-established autoinhibition of Src family tyrosine kinases through the intramolecular association of the phosphorylated C-terminal tail with the SH2 domain (94) .
Cell polarity. Polarization is crucial for the functions of epithelial and neuronal cells, which display distinct apical and basal surfaces, or synaptic and somatodendritic structures. Asymmetric cell division, a related process through which a cell distributes molecular determinants unequally to its two daughters, is essential for development of tissues (95) . These events require the coordination of vesicle and protein trafficking, the formation of cell junctions, cytoskeletal organization, polarization of microtubules, and orientation of the mitotic spindle. A group of conserved proteins composed of interaction domains form a network through which external and intrinsic polarity cues are interpreted (96) . The Par-3 and Par-6 proteins, originally identified for their roles in the asymmetric divisions of the Caenorhabditis elegans one-and two-cell embryos, anchor a conserved multiprotein complex with numerous functions in metazoans (97) (Fig. 3E ). Par-6 has an N-terminal PB1 (Phox and Bem1) domain that heterodimerizes with the PB1 domain of atypical protein kinase C (aPKC and ), and a central CRIB (Cdc42-Rac interactive binding) motif that associates selectively with GTP-bound Cdc42, followed by a PDZ domain (98 -100) . The PDZ domain of Par-6 can itself associate with the first of three PDZ domains of Par-3 (known in flies as Bazooka). In this fashion, the combined use of interaction and catalytic domains assembles a complex that can be positioned at specific subcellular sites through PDZmediated interactions (for example, with the junctional protein JAM1) (101), receive signaling inputs through the Cdc42 GTPase, and transmit polarity signals through aPKC. In epithelial cells, a series of PDZ-based complexes establish and maintain apical-basal polarity, and these show both genetic and physical interactions suggestive of a larger network (102) (103) (104) (105) (106) .
Building Pathways and Networks
It is straightforward to envision how the successive use of interaction domains can form linear signaling pathways, as in the case of the Grb2 SH2-SH3 adaptor, which links pYXN motifs on RTKs to PXXP sites on Sos, a GEF for the Ras GTPase that stimulates the MAP (mitogen-activated protein) kinase pathway. However, such interactions can potentially generate more complex networks that may allow for a robust cellular response, generate crosstalk between pathways, and integrate signals from distinct receptors (107, 108) . For example, Grb2 also binds through its C-terminal SH3 domain to an RXXK motif in the docking protein Gab1, which is consequently phosphorylated on tyrosine, creating binding sites for the SH2 domains of cytoplasmic signaling proteins such as the p85 subunit of phosphatidylinositol 3-kinase (PI3K), the tyrosine phospha-R E V I E W www.sciencemag.org SCIENCE VOL 300 18 APRIL 2003 tase Shp2, and the adaptor Crk (109) . PI3K, in turn, elicits a series of phospholipid-and pSer and pThr-dependent modular interactions that control cell survival and proliferation. Such data correspond with genetic arguments indicating that proteins such as Grb2 can have multiple distinct functions in embryos and the adult. One way to generate complexity may be to reuse the same adaptor proteins but in different cellular contexts, and potentially with distinct effectors.
Similar arguments can be made for other forms of regulation. Activation of the interferon ␤ promoter in response to viral infection involves a succession of acetyl-Lys-bromodomain interactions, through which the HAT GCN5, the SWI-SNF remodeling complex, and the TFIID transcription complex are recruited to the promoter (110) . This can perhaps be viewed as the equivalent of a linear signaling pathway. However, chromatin structure is controlled by a sophisticated interplay of histone modifications, including Lys acetylation, Lys and Arg methylation, ubiquitination, and Ser phosphorylation, with the potential to generate network properties similar to those proposed for RTK signaling (111, 112) .
At a further level of complexity, the postsynaptic density (PSD) of neuronal synapses, which controls the dendritic response to neurotransmission, contains a supramolecular organization of interacting proteins, dominated by polypeptides with PDZ domains. These polypeptides ensure the appropriate trafficking and localization of glutamate receptors, and they control the activation of signaling proteins involved in synaptic responses (113, 114) . For example, the PDZ protein PSD-95 acts as a nexus in the PSD through its interactions with ion channels [such as N-methyl-D-aspartate (NMDA) neurotransmitter receptors], signaling molecules including SynGAP and neuronal nitric oxide synthase, and docking proteins. Genetic inactivation of PSD-95 in the mouse affects synaptic function and spatial learning (115) , and blocking the PDZ-mediated interaction between NMDA receptors and PSD-95 decreases ischemic brain damage in a rat model of stroke (116) .
Proteomic Analysis of Signaling Networks
By analyzing the in vitro binding specificities of interaction domains, and by directly analyzing protein complexes by techniques such as mass spectrometry (MS) and yeast twohybrid analysis, it is in principle possible to assemble a wiring circuitry for cellular protein interactions. Recent advances in the use of MS to identify phosphorylated sites also raise the possibility of comprehensively following posttranslational modifications (117, 118) , which can then be linked to the dynamic assembly of protein complexes. A start has been made with the yeast Saccharomyces cerevisiae, which contains 28 SH3 proteins whose binding properties have been analyzed by both phage display and yeast two-hybrid techniques (10) . Combining the results of these techniques has identified an SH3-mediated interaction network, containing complexes whose importance can be tested by both biochemical and genetic means. The relevant proteins are not equally connected; rather, the network is focused around a core of hub proteins (centered on the actin regulator and WAVE/WASP ortholog Las17), each of which makes at least six connections, with the remaining protein nodes being less highly connected. The biological relevance of such a scale-free network remains to be fully explored, although it has been argued that it would be relatively tolerant to loss of all but the most highly connected nodes (119) . Protein complexes have also been analyzed in yeast by high-throughput MS (120, 121) . Although individually these various approaches are prone to error, fail to capture the dynamic regulation and compartmentalization within the cell, and are still far from saturating, taken together they provide a new level of information (122, 123) . These screens have emphasized the degree to which cellular proteins and signaling complexes are interconnected. As one example, analysis of proteins involved in DNA repair has connected previously identified complexes into a larger assembly that links components of the various DNA repair pathways to those of the DNA damage checkpoint (120) .
Evolution of Signaling Pathways
The reiterated use of interaction domains may have developed in part to facilitate the evolution of new cellular functions, because domains may be readily joined in new combinations to create novel connections and pathways within the cell. For example, coupling of protein phosphorylation to ubiquitination could have been achieved by simply linking a pSer-pThr-or pTyr-recognition module to a RING domain that binds components of the ubiquitination machinery. Conventional tyrosine kinases and SH2 domains are absent from yeast but make a coordinate appearance with the development of multicellular animals. An SH2 domain, by its design, can be inserted into preexisting proteins and thereby provide a common means of coupling entirely different proteins to tyrosine kinase signals. Clearly this does not exclude the subsequent elaboration of more sophisticated levels of control within signaling complexes.
The joining of separate domains can also create a new composite entity with more complex properties than either domain alone. Dystrophin and ␤-dystroglycan form part of a complex that couples the internal actin cytoskeleton to the extracellular basal lamina, and is defective in Duchenne and Becker muscular dystrophies. The C-terminal region of the human dystrophin protein has a WW domain (which typically binds proline-rich motifs in a manner similar to SH3 domains) embedded within two EF-hand-like domains (124) . This larger module forms a compound binding surface for an extended peptide motif from the cytoplasmic tail of ␤-dystroglycan. This extensive interaction may be necessary for the formation of a stable complex involved in organizing the muscle cytoskeleton, in contrast to the evanescent associations more typical of signal transduction pathways.
Interaction domains and motifs therefore provide a way to increase the connectivity of existing proteins, and thus to endow these proteins with new functions. This is likely one of several reasons that the apparent complexity of organisms can increase so markedly without a corresponding increase in gene number. An attribute of proteins encoded by the human genome is that they have a richer assembly of domains than do their counterparts in invertebrates or yeast (125, 126) , and indeed the assortment of domains into novel combinations is likely an important aspect of genome divergence (127) .
Pathogenic Proteins Rewire Cellular Interaction Networks
Mutant cellular proteins that cause inherited disorders or malignancy can exert their effects through the loss of protein-protein interactions or, conversely, by the creation of aberrant protein complexes. In the former category, mutations in the PTB domain of the human ARH protein, which acts as an adaptor to link lowdensity lipoprotein receptors (LDLRs) to the endocytic machinery, result in a rare hypercholesterolemia similar to that associated with LDLR mutations, probably by causing defects in LDLR internalization (128, 129) . In Noonan syndrome, an autosomal dominant disorder with pleiotropic developmental abnormalities, mutations in the Shp2 tyrosine phosphatase suppress an autoinhibitory interaction between the N-terminal SH2 domain and the catalytic domain, and therefore inappropriately activate the phosphatase (130) .
Chromosomal rearrangements in cancer cells can result in the production of chimeric oncoproteins with the potential to bridge novel protein-protein interactions. The Bcr-Abl oncoprotein, for example, is oligomerized through its N-terminal Bcr region and is consequently autophosphorylated at Tyr 177 within the Bcr sequence; this site engages the Grb2 SH2 domain in leukemic cells and contributes to the oncogenicity and disease spectrum of Bcr-Abl in mouse models (131) .
This ability to forge new interactions, and thus to reprogram cellular behavior, is also a strategy adopted by pathogenic microorganisms. The intracellular motility of vaccinia virus particles is dependent in part on the ability of the viral protein A36R to induce the polymerization of actin filaments behind the viral particle. This activity of A36R requires its phosphorylation on Tyr 112 and Tyr
132
. Phosphorylated Tyr 112 recruits the SH2 domain of the Nck SH2-SH3 adaptor, which couples through its SH3 domains to a complex composed of N-WASP (N-Wiskott-Aldrich syndrome protein) and WIP (WASP interacting protein), thereby stimulating actin polymerization through the Arp (actin-related protein) 2/3 complex (Fig.  3F) . These interactions provide vaccinia A36R with an ability to regulate actin formation; the Tyr 132 site plays an ancillary role through the recruitment of Grb2, which may stabilize the association with N-WASP (132) . Intriguingly, the Tir protein of enteropathogenic Escherichia coli (EPEC) also couples to the cytoskeleton through Nck, using a very similar motif to that of vaccinia A36R (EHIpYDSVA and EHIpY-DEVA, respectively) (133) . Thus, a virus and a bacterium have independently acquired the same motif to bind Nck and reorganize the host cytoskeleton.
Experimental and Therapeutic Rewiring of Cell Signaling
These observations suggest that rewiring of protein-protein interactions could be used experimentally to alter cellular function-for example, by the creation of novel chimeric proteins that enforce unnatural interactions, as do some pathogenic polypeptides. In yeast, Ste11 is a MAP kinase kinase kinase (MAP-KKK) that functions in both the mating and osmosensing MAP kinase (MAPK) pathways and is directed to these alternate pathways by scaffolds (Ste5 or Pbs2, respectively). Ste11 signaling can, however, be routed selectively down one pathway or the other by its fusion to the relevant MAPK kinase or scaffold (134) , and a chimeric Ste5-Pbs2 scaffold can channel an ␣-factor mating pheromone signal to the osmosensing pathway (135) . Notably, the requirement for association of the Ste11 or Ste7 kinases with the Ste5 scaffolding protein in the mating response can be overcome by fusing a PDZ domain to the relevant kinase and fusing a complementary heterodimerizing PDZ domain to Ste5 (or a distinct Ste5-associated kinase) (135) . A precise spatial organization of the interacting proteins assembling on the Ste5 scaffold is therefore not essential for biological specificity, but may have evolved subsequently to provide enhanced selectivity, regulation, and efficiency in signaling. Understanding the network of cellular protein interactions should expand the scope for creating novel biological responses through engineered proteins or small molecules.
Small molecules can be used to modify protein-protein interactions in a variety of ways. Drugs such as FK506 and rapamycin inactivate a cellular protein (the calcineurin phosphatase or TOR protein kinase, respectively) by nucleating a nonphysiological complex between the specific target and an immunophilin protein. These and other compounds therefore achieve a therapeutic effect by creating novel protein-protein interactions (136, 137) . In a related fashion, the fungal toxin fusicoccin stabilizes a relatively weak interaction between a pThr-Val motif at the extreme C terminus of a plasma membrane proton pump and a 14-3-3 protein, causing constitutive activation of the pump and disease in infected plants (138) . Such examples indicate that stabilizing or rewiring modular protein interactions is a promising route to drug design. Given the broad repertoire of protein-protein interactions involved in disease, the direct approach of inhibiting interactions is potentially of great value and has yielded lead compounds with in vivo activity (139 -141) . This latter method is more challenging because of considerations such as the relatively large surface areas involved in protein-protein interactions.
Drugs that target catalytic domains can also indirectly exploit modular protein interactions.
Comparison of the autoinhibited structures of the Abl and Src cytoplasmic tyrosine kinases reveals that the Src SH2 domain undergoes an intramolecular interaction with a pTyr site in the enzyme's C-terminal tail, whereas the Abl SH2 domain docks directly with helices in the large lobe of the kinase domain (142) .These different modes of SH2-kinase interaction impose distinct structural constraints on the Abl and Src autoinhibited kinase domains, which are exploited by Gleevec (also known as STI-571 and imanitib), a drug that inhibits the aberrant tyrosine kinase activity of the Bcr-Abl oncoprotein and therefore has a therapeutic effect in the treatment of chronic myelogenous leukemia (143) . As a consequence of the distinct kinase conformations enforced by the Abl and Src SH2 domains, Gleevec selectively inhibits Abl kinase activity, even though it interacts with residues that are conserved between the two kinases (142, 144) .
Signaling Kinetics
Protein-protein interactions can affect signaling kinetics, for example by recruiting positive or negative regulators involved in feedforward or feedback control. In addition, if a protein-protein interaction is dependent on multisite phosphorylation, this may create a switch-like response as the activity of the relevant kinase rises above a set threshold. Such appears to be the case for the phosphorylation-dependent binding of a yeast cyclindependent kinase (CDK) inhibitor, Sic1, to the WD40 domain of the F-box protein Cdc4, a component of an SCF E3 ubiquitin ligase complex. Sic1 represses the activity of the S-phase CDK, and must therefore be eliminated to allow for the onset of DNA replication. This is achieved through the phosphorylation of Sic1 on Ser and Thr residues by the G1 CDK, which in turn results in binding of Sic1 to Cdc4, and consequent Sic1 ubiquitination and degradation. Recruitment of Sic1 to Cdc4 requires that Sic1 be phosphorylated on six or more sites, a mechanism that may provide a timing device in passage through the G 1 phase of the cell cycle and an ultrasensitive switch for entry into S phase (13, 51) .
The tethering of distinct signaling proteins into a single complex may also affect the kinetics of the response to a stimulus. The muscle-specific scaffolding protein mAKAP binds both to the RII regulatory subunit of adenosine 3Ј,5Ј-monophosphate (cAMP)-dependent protein kinase (PKA) and to the N terminus of a type 4 phosphodiesterase (PDE4D3) (145) . In unstimulated cells, the tonic activity of PDE4D3 keeps local concentrations of cAMP, and thus the activity of PKA, to a minimum. However, hormonal stimulation increases cAMP concentrations to a level that overwhelms the suppressive effect of the phosphodiesterase, thereby activating PKA. PKA phosphorylates, among other targets, the adjacent PDE4D3 at Ser 13 and Ser 54 , inducing a factor of 3 increase in the V max of the phosphodiesterase and attenuating cAMP signaling. This complex may therefore turn an otherwise weak but prolonged signal into a sharply defined pulse of PKA activity. In a similar vein, the binding of the GSK-3␤ protein kinase and its substrate ␤-catenin to the scaffolding protein axin increases ␤-catenin phosphorylation by a factor of 20,000 relative to the rate of the unscaffolded reaction (146) .
The kinetics of signaling through MAP kinase pathways have likewise been of great interest, because cells respond very differently to transient or prolonged MAPK activation. One of the targets of the Erk MAPK is the c-Fos transcription factor. When MAPK activity is low, c-Fos expression is induced but the protein is unstable. However, more sustained MAPK signaling phosphorylates Ser 362 and Ser 374 in the C terminus of c-Fos, and this exposes a docking motif (FTYP) for Erk, leading to a more stable complex between the kinase and transcription factor, the phosphorylation of additional N-terminal threonine residues on c-Fos, and stabilization of the AP-1 transcription complex. Thus, sustained MAP kinase signaling induces a physical interaction between c-Fos and Erk that is important for the expression of immediate early genes (147) . Such examples illustrate how rather simple interactions can be exploited to generate more complex cellular responses in signaling and cell cycle control.
Conclusions
Interaction domains play a pervasive role in regulating the dynamic organization of eukary-R E V I E W www.sciencemag.org SCIENCE VOL 300 18 APRIL 2003 otic cells, and indeed this principle extends to prokaryotes, as modules such as FHA domains are common in bacteria (148) . Although such domains are superficially rather simple in their binding properties, increasing evidence suggests that interaction domains have been selected for their flexibility, their ability to assemble multiprotein machines, and their potential to mediate sophisticated biological functions. The modular nature of cell regulatory proteins has likely been a driving force in the evolution of increasingly complex and specialized cellular activities, and it is interesting to contemplate the possibility of endowing cells with new properties by using protein interactions to respecify signaling pathways.
