This paper presents a new method for 3D data compression based on parameterization of surface patches.
INTRODUCTION
Cheap storage and secure transmission of 3D data bring advantages to a number of applications in security, engineering, CAD/CAM collaborative design, medical visualization, entertainment and e-commerce among others. We have developed and demonstrated original methods and algorithms for fast 3D scanning for a number of applications with particular focus on security (Robinson, 2004) , , , (Rodrigues, 2009) . Our algorithms can perform 3D reconstruction in 40ms and recognition in near real-time, in just over one second per subject. This paper is concerned with compression of 3D data for fast transmission over the Internet. A realistic scenario we are exploring involves 3D facial biometric verification at airports. The method is non-intrusive and aims at minimal disruption and is based on our past experience with 3D biometrics at Heathrow Airport (London, UK) in 2005. An enrollment shot is taken and reconstructed in 3D at an automated check-in desk, where a new database is created for each flight. At the gate, before boarding the plane another 3D shot is taken for verification. The created databases are transmitted to the local Police who would perform a search against their records. If the Police find no information to warrant keeping the data for longer, all data must be erased after a time lapse, normally within 24 hours. For international flights and where no mechanisms for sharing information between Police Forces are available, the data can be transmitted to the destination Police authorities before the flight actually arrives at the destination.
A significant constraint of this scenario is that 3D files are very large; a high definition 3D model of a person's face is around 20MB. For a flight with 400 passengers, this would mean to dispatch 8GB of data. If we consider the number of daily flights in a medium sized airport, we soon conclude that this may be unworkable. It is clear that methods to compress 3D data would be beneficial to the scenario considered here but, more importantly, would represent an enabling technology for a potential large number of other applications.
Although some standards exist for 3D compression such as Java 3D and MPEG4, the compression rates are still low for general sharing of files over the Internet. In general there are three methods one can use to share 3D data. The first method is based on image compression where each snapshot of a 3D scene is compressed as a 2D image. The second method is based on hierarchical refinement of a 3D structure for transmission, where a coarse mesh is followed by increasing refinements until the original, full 3D model is reconstructed at the other end. The third method is based on mesh compression where algorithms traverse the mesh for local compression of polygonal relationships.
Compression methods are focused on representing the connectivity of the vertices in the triangulated mesh. Examples include the Edgebreaker algorithm (Szymczak, 2000) and (Szymczak, 2002) . Products also exist in the market that claim a 95% lossless file reduction such as from 3D Compression Technologies Inc (3DCT, 2010) for regular geometric shapes. Other techniques for triangulated models include the work of (Shikhare, 2002) and vector quantization based methods (Hollinger, 2010) where rates of over 80:1 have been achieved.
The 3D compression method proposed in this paper was devised from our research on fast 3D acquisition using light structured methods (Robinson, 2004) , , , (Rodrigues, 2009 ). The 3D scanning method is based on splitting the projection pattern into light planes. Each plane hits the target object as a straight line and the apparent bending of the light due to the position of the camera in relation to the projection allows us to calculate the depth of any point along the projected light plane. Taking full advantage of such properties, our method is closer to polygonal mesh compression but with significant differences as it does not depend on searching for local relationships that are most susceptible to compression. We have achieved compression rates of free-form surface patches that drastically reduce the original 3D data by over 99% to a plain text file. Once in plain text, it can be encrypted and securely transmitted over the network and reconstructed at the other end.
This paper is organized as follows. Section 2 presents the method and Section 3 describes the instantiation of the method to surface patches. The data are compressed and reconstructed and a comparative analysis of polynomials of various degrees is provided. Finally a conclusion is presented in Section 4.
METHOD

The Surface Patch as an Explicit Function of Two Variables
The method presented here applies to surface patches acquired by standard 3D scanning techniques. Any such patch can be described as a single valued shape in one dimension where their values are represented as an explicit function of two independent variables. The height of a point is represented by their z-value and we can say that the height of a function (x, y) is some function f (x, y). The advantage of a singlevalued function is that it has a simple parametric form,
with normal vector n(u, v) = (−δ f /δu, −δ f /δv, 1). Both u and v are the dependent variables for the function and u-contours lie in planes of constant x, and v-contours lie in planes of constant y. When such patch is visualized in 3D using quads, each edge of the polygons is a trace of of the surface cut by a plane with x = k 1 and y = k 2 for some values of k 1 and k 2 .
Sampling and Reconstruction
Given a randomly oriented surface patch described in relation to a global coordinate system, it is necessary to orient the surface using the properties of its bounding box. Geometric algorithms exist to approximate a minimum bounding box of a 3D object defined by a set of points, e.g. (Lahanas, 2010) . The patch must be rotated until its minimum bounding box edges are aligned with the x-, y-, and z-axes of the global coordinate system. Normally, the smallest dimension of the bounding box is aligned with the z-axis. The proposed method is based on sampling surface points at the intersection of horizontal and vertical mesh cutting planes. Horizontal and vertical planes are defined as parallel to one of the x or y-axes with normal vectors (1, 0, 0) and (0, 1, 0) respectively. The intersection of any two planes defines a line, and the points where such lines intersect the mesh are sampled. A problem here is that we cannot guarantee that the intersection of two planes on the mesh will rest on a vertex. More likely, it will intersect somewhere on a polygon's face somewhere between vertices. A good approximation is to find the three vertices on the mesh that are the nearest to the intersection line. Such vertices define a plane and it then becomes straightforward to determine the intersection point. Assume that the line has a starting point S and direction c. The intersection line is given by
The solution only involves finding the intersection point with the generic plane (Hill, 2001) . The generic plane is the xy-plane or z = 0. The line S + ct intersects the generic plane when S z + c z t i = 0 where t i is t "intersection":
From equation (2), the line hits the plane at point P i :
The vector of all points on the mesh belonging to a particular plane is a sub-set of the sampled points. Depending on the characteristics of the surface patch, either the set of points lying in the horizontal or vertical planes can be selected. If the selected points lye in planes with normal vector (1, 0, 0), the distance between each sampled point is the distance between planes with normal (0, 1, 0) and vice-versa. Calling these distances D 1 and D 2 , the x and y coordinates of any sampled point can be recovered for all planes k:
where (r, c) are the indices of the planes. This is a significant outcome of the proposed method, as it is not necessary to save the actual values (x, y) of each vertex; instead, only D 1 , D 2 , k 1 and k 2 are kept. This allows us to discard 2/3 of the data. To illustrate the compactness of this representation, a mesh with 100,000 vertices means that we have to keep 300,000 values for the set (x, y, z). We instantly eliminated 200,000 values replacing them by 4 numbers only. We now turn our attention to the z-values. These can be expressed as in equation (1) as a single valued function and estimated using equation (4) for each combination of (x r , y c ). If we choose to represent these as the set of points belonging to planes with normal (1, 0, 0) this is reduced to a 2D case in which on the horizontal axis we have exactly k 2 points with constant step of D 2 and on the vertical axis we have their corresponding z-values. This can be expressed as an n-th-degree polynomial in z
A high degree polynomial fitting is performed on each of such curves using the z-values as "control points". The desired outcome is a polynomial that passes exactly through each control point. The coefficients of the polynomial are saved for each curve together with the indices of the k planes for the first and last valid vertices. This is so because we may have several plane intersections that do not intersect the mesh and such combination of indices (k r , k c ) must be marked as invalid vertices. The reduction in data is substantial: using the earlier example of 100,000 vertices, if we cut the mesh with 100 planes we need to keep a set of 100 polynomial coefficients together with the first and last valid vertex indices. Assuming that we are using a polynomial of degree 25, we need to keep 28 numbers for each plane: 26 coefficients plus 2 vertex indices. This is a reduction from 100,000 to 2,800 numbers. To reconstruct the original mesh, the polynomials used in equation (7) are evaluated for each plane within their boundaries (first and last valid vertices), and the (x, y) values are evaluated for each combination of (r, c) plane indices through equations (5) and (6).
RESULTS
In this section we describe a step by step application of the method described in Section 2 with comparative analysis of interpolation using various high degree polynomials.
Data Compression
The steps and the parameters used for data compression are as follows.
1. A given triangulated surface patch acquired using a structured light scanner is aligned to the global coordinate system where the smallest dimension of its bounding box is aligned with the z-axis (Figure 1) . with a red point. The structure of the mesh is k 1 × k 2 , whose choice depends on the characteristics of the model and the accuracy required. For the face models, we normally chose 8 to 10 times more vertical planes than horizontal ones due to the characteristics of our scanner (Robinson, 2004) . Ultimately, the number of planes is based on experience; we determined that between 50-80 horizontal planes across the face provide for good reconstruction. The number of vertical planes was determined at around 10 times the horizontal scale; this provides a large number of data points for polynomial interpolation and results in a grid 72 × 676 for the face model shown (for different models these dimensions can vary or remain the same). The horizontal planes are quite noticeable in the picture, while the vertical planes are less so due to their proximity.
A polynomial interpolation is suggested of degree 20 or higher as we wish to find a polynomial that goes as close as possible through all control points. In order to be able to reconstruct the set of points later on, we save together with each set of coefficients the first and last valid points of each list of points, the size k 1 , k 2 of the sampled 3D data structure and the distance between planes D 1 and D 2 . This information is organized in the file header: 
3D Reconstruction
Reconstruction is achieved by evaluating the polynomials from the saved information. In the example above, the 4 lines of header information are followed by 72 lines of polynomial coefficients with their first and last valid points. The degree of the polynomial is inferred from the data. If each line has say, 23 numbers, the last two numbers are the indices of the first and last valid points, leaving the preceding 21 numbers as polynomial coefficients C. The degree of the polynomial is C − 1 thus, the data was interpolated with a polynomial of degree 20. Figure 5 show results for polynomial interpolation of degrees 20, 30, and 40. Figure 6 shows the original face model on the left together with a compression and reconstruction with a polynomial of degree 80. It is noted that the model becomes unstable for interpolation of very high degrees. For a polynomial interpolation of degree 20, the file size in OBJ format has been reduced from 4MB to 26KB. This is a reduction of 99.35% and similar reductions were achieved for other polynomials also; a summary is presented in Table 1 . 
Evaluating the Fit
Determining the quality of a polynomial regression or how well the recovered data points fit the original data can involve a number of tests including statistics summaries. By far the most meaningful way is by plotting the original and regression data sets and visually assess its quality. By visually analyzing the models of Figure 5 , it is suggested that a polynomial interpolation of degrees 20 to 40 describes well the data and can be well-suited for most applications. Another way of assessing quality is to look at the residuals and plot them against the predicted values. Figure 7 shows the plot for data interpolated with a polynomial of degree 30. For a good fit, the plot should display no patterns and no trends. The scatter plot shows what looks like random noise which is a good measure of the quality of the fit. Alternatively, if the fit is good, a normal-probability plot of the resid- uals should display a straight line. The plot depicted in Figure 8 shows that for most polynomials evaluated at each plane, indeed they describe a straight line indicating a good fit.
There are a number of statistical measures to assess the quality or the appropriateness of a model such as the coefficient of determination also known as R 2 that indicates the percent of the variation in the data that is explained by the model. This can be estimated by first calculating the deviation of the original data set which gives a measure of the spread. While the total variation to be accounted for (SST) is given by the sum of deviation squared, the variation that is not accounted for is the sum of the residuals squared (SSE). The variation in the data explained by the model is given by
expressed as percentage. The R 2 values for some interpolated models are described in Table 2 . The table shows a trend of increasing R 2 as the polynomial degree increases, peaking at around degree 30. For higher degrees, R 2 decreases monotonically, and this is also confirmed by visual inspection of the 3D reconstructed models whose quality deteriorates as they become unstable for high degree polynomials. 
CONCLUSIONS
We have presented a new method of data compression applied to surface patches that can be defined as a single valued function. This is the case of 3D data acquired using standard 3D scanning technologies. The method was described based on mesh cutting planes oriented with the global coordinate system with constant step. The points where the plane intersections intersect the mesh are sampled and this automatically allows the recovery of all (x, y) coordinates for all vertices. The z-values are subject to polynomial interpolation of various degrees. Results demonstrate that the method is effective and can reduce the mesh over 99%. Both close visual inspection and statistical measures demonstrate that optimal performance is achieved for polynomials of degree between 20 to 40 -it seems that the optimal value is around 30, but this obviously depends on the characteristics of the data. There seems to be intrinsic limitations using polynomials to approximate complex real world surface patches. In the future we will investigate the use of splines as it is possible to get more accurate results than with polynomials but the price we pay is that it will generate larger files as we need to keep the coefficients of all polynomials between the control points. A more promising approach is to investigate the use of PDEs and research is under way and will be reported in the near future.
