Abstract-The main obstructions of making hand gesture recognition methods robust in real-world applications are the challenges from the uncontrolled environments, including: gesturing hand out of the scene, pause during gestures, complex background, skin-coloured regions moving in background, performers wearing short sleeve and face overlapping with hand. Therefore, a framework for real-time hand gesture recognition in uncontrolled environments is proposed in this paper. A novel tracking scheme is proposed to track multiple hand candidates in unconstrained background, and a weighting model for gesture classification based on Hidden Conditional Random Fields which takes trajectories of multiple hand candidates under different frame rates into consideration is also introduced. The framework achieved invariance under change of scale, speed and location of the hand gestures. The Experimental results of the proposed framework on Palm Graffiti Digits database and Warwick Hand Gesture database show that it can perform well in uncontrolled environments.
INTRODUCTION
Within the context of hand gesture recognition, the challenges from the uncontrolled environments, including the presence of cluttered backgrounds, moving objects in the background, gesturing hand out of the scene during gesture, pause during the gesture, and presence of other people or skincoloured regions, are the main difficulties that keep this intuitive way of Human Computer Interaction (HCI) from widely utilised in real-world scenarios. Moreover, the position, scale and length variance of the hand gestures can be large even for the same gesture from the same gesture performer under the same environment. In this paper, a framework which is dedicated for tackling those aforementioned challenges is proposed.
One of the key differentiating features of the proposed framework is that our method does not require any constraint on the environment, namely no assumptions are made about the content of the background or the scale, speed or location of the gesture performer. Many existing methods (e.g., [1] [2] [3] ) only work under certain assumptions. Bao et al. [1] proposed an approach using Speeded Up Robust Features (SURF) [4] to track hands. The method can only handle moving background distractions with areas smaller than the gesture performing arm. Elmezain et al. [2] proposed a method which tracks hands from the complex background using 3D camera and fingertip detection. The method requires certain hand posture for fingertip detection to work. Alon et al. [3] proposed a framework for spatiotemporal gesture segmentation. The amount of hand candidates must be specified beforehand, which is a strong assumption on the content of the background. There are two other works ( [5] [6] ) also reported experimental results on the database of [3] . Our experiments show that the proposed framework outperformed aforementioned methods ( [1] [3] [5] [6] ).
II. ADAPTIVE SURF TRACKING
Another key differentiating feature of the proposed framework is that it does not need hand segmentation process, namely the exact position of the target hand is not required in the tracking scheme. The framework can locate all eligible hand candidates, namely Regions of Interests (ROIs) from the first frame and keeps track on all of them. Hence the framework can adapt to arbitrary content in the background (e.g. other people moving closely with the performer in the background). A novel tracking scheme is proposed in this paper, we call it Adaptive SURF Tracking.
To locate all hand candidates, skin-colour cues are used. The processing of the first frame is illustrated in Fig.1 . For adapting to different illumination conditions, the proposed tracking scheme detects faces in the first frame using the ViolaJones detector [8] . Then the thresholds in HSV colour space for producing the skin-colour binary image (Fig. 1a) , are estimated using the pixels in the detected facial regions. If no faces are detected in the first frame, a Gaussian Mixture Model (GMM) in the RGB colour space which trained out of a large skincolour database [9] , will be used to produce the skin-colour binary image, until eligible facial regions are detected in later frames. Then a denoising process is performed contours in the skin-colour binary image. contours and contours with areas smaller than are deleted (Fig.1b) .
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where f A is the average area of all detected the first frame. Eligible hand candidates, n defined as the minimum bounding rectangles contours (Fig.1c) . Then the SURF key poin from the ROIs in the first frame.
From the second frame, SURF key poin from the whole image of the current frame t, a SURF key points from ROIs in the last frame which corresponds with the target hand reg example in the rest of this section (Fig. 2a) arg min , arg min ,
and match T is set to 0.9 empirically. Once th { } ROI is recalculated in every frame adaptively, based on the movement distance of the main object in the ROI, the proposed tracking scheme can adapt to speed changes of the target. If the target, namely the main object in the ROI is accelerating, the displacement range will move up according to the actual acceleration, which can be represented by the average displacement of all matched key point pairs. An example of pruning is shown in Fig. 2b . After the pruning process, the new ROI in the current frame are drawn. The corresponding ROI in the current frame is defined as the minimum bounding rectangle of these matched key points The value of t e is set as: is the enlargement factor corresponding to the frame size. Hence t e depends on the original size of this ROI in the first frame. The enlargement of the ROI would increase the coverage of the ROI on the target hand candidate, without enlarging too much to cover other objects.
The dominant movement directions of all ROIs in every frame are extracted as the trajectory feature of the ROI. Since there are 1 t P a matched SURF pairs between frames t and t-1 after pruning in the th r ROI. The corresponding dominant movement direction of this ROI in frame t is defined as: 
where k(x) is an monotonic kernel function which makes the key points that are located far away from the centre of the ROI 
class chain HCRF model (see Fig.3 ). The total amount of input vectors equals to the number of frame selection patterns U times the number of ROIs R , In our experiments,
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U and one single frame is treated as a single node in the HCRF model. In this paper, since the task is recognising two sets of handsigned digits (Fig.4) , we define the hidden states h as the strokes of gestures. There are in total 13 states in the HCRF model for our own database (Fig.3 shows 4 of the 13 states, which form the gesture of digit 4), and 15 states in the Palm Graffiti Digits database [3] . The optimisation scheme used in our model is Limited Memory Br Goldfarb-Shanno method [10] . In our experim vector ș is initialised with the mean regularisation factors are set to zero.
In the original HCRF model, the probabi where R is a set of weights for every feature potential function. The partition function is def
In the proposed framework, when a new vid for classification, all vector , u r x in X will be each gesture class, namely the partition calculated for each vector. Then a normalis applied on all partition values. The reason for t is that, vectors with different frame rates hav The amount of feature functions in potential on the amount of frames in the vector. T potential function is:
, , ,r , E is the set of ent three types of [7] ). Hence, the artition values. In 
. Since the only trajectory is the movement direction, naturally achieved. Also the epend on the length of the d framework robust against is to take trajectories of different frame rates into content of the uncontrolled gesture performer will be he same ROI, with different RF Tracking scheme can ng results, due to all the eople in the background. atrix and the new partition 0  30  14  11  15  78  1  30  14  13  13  92  2  30  14  13  15  92  3  30  14  13  14  92  4  30  14  13  14  92  5  30  14  14  16  10  6  30  14  6  6  42  7  30  14  12  13  85  8  30  14  13  16  92  9  30  14  13  18  92  Overall  300  140  121 140 86 Figure 5 . Results and
IV. EXPERIMENTS AND DISCU
Two experiments are conducted on tw testing the proposed framework. The first on Graffiti Digits database used in [3] . Fig.5 sho the proposed framework on both easy and har clips in the easy set do not have any movin background, while the videos in hard set h moving in the background. Since the videos ar in this database, a single gesture spotting rule i from frame i to i+t, if the partition values classes are lower than a threshold, this part of treated as garbage gesture. When at least o produces partition higher than the threshol method will treat this frame as the starting fram until partitions from all gesture classes are threshold again. The comparisons of perform in Table 1 and Fig.7 . In [3] , the amount of hand candidates m while the proposed framework does not make or require any prior knowledge on the background. Also, extra computation on estima and scale of the gestures is required in [3] , wh framework achieved scale, speed and loc without any extra computation.
Moreover, the method of [3] does not a states to be skipped, and a strong assumpti number of states is significantly smaller than frames. That means the transition probabilities not used for classification. The Partition Mat proposed framework uses transition probabilit states as one of the three feature functions 10 Palm Graffiti Digits database Easy set Correa et al. RoboCup 2009 [5] 75.00%
Malgireddy et al. CIA 2011 [6] 93.33% Alon et al. PAMI 2009 [3] 94.60%
Bao et al. ICEICE 2011 [1] 52.00%
The proposed method
95.33%
Easy Set In order to demonstrate that th perform well in arbitrary uncon collected an even more challenging Hand Gesture Database (Fig.2) . For people moving in the background database, there are 2-4 people in database. Hence the extent of distra much more severe than the Palm Gr shows the tracking results of Ada samples of gesture six of hard sets f obvious that the intra-class varianc than the Palm Graffiti Digits data training set of our database does wearing coloured gloves. Since the similar with the proposed met performances between these two shown in Table 2 and Fig.7 . Compared with other applications of models for pattern recognition tasks, our e small amount of training samples. Hence the H only learn limited patterns. Under the cir proposed framework can still produce satisfyin The reason is that instead of only produce part as all CRF related model, the Partition Mat restrictedly trained statistical model as ma possible to use potential function matching th testing sample. Then those partition values confidence of ROIs being target hands and s values on unstable ROIs into different gestur increases the inter-class variance. For the chall of the scene, arm section with skin or nonnaturally be tracked until the hand is returni When the hand is pausing during the gestur remain the last position with at least one pair o key points detected.
As for speed, the proposed framework can 55.00 ms/frame for easy sets, 56.75ms/frame both experiments. That is 18.18 frames/ frames/sec, respectively. Experiments were common 3.3GHz 4-core 8GB RAM Window C++ implementation. Hence our framework is comfortably in real time. 
