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The optimal efficiency of quantum (or classical) heat engines whose heat baths are n-particle systems is given
by the information geometry and the strong large deviation. We give the optimal work extraction process as a
concrete energy-preserving unitary time evolution among the heat baths and the work storage. We show that our
optimal work extraction turns the disordered energy of the heat baths to the ordered energy of the work storage,
by evaluating the ratio of the entropy difference to the energy difference in the heat baths and the work storage,
respectively. By comparing the statistical mechanical optimal efficiency with the macroscopic thermodynamic
bound, we evaluate the accuracy of the macroscopic thermodynamics with finite-size heat baths from the statisti-
cal mechanical viewpoint. We also evaluate the quantum coherence effect on the optimal efficiency of the cycle
processes without restricting their cycle time, by comparing the classical and quantum optimal efficiencies.
I. INTRODUCTION
Thermodynamics started as a study to clarify the upper limit
of the efficiency of heat engines [1] and has become a huge
realm of science which covers from electric batteries [2] to
black holes [3]. Statistical mechanics, which is another the-
ory for macroscopic systems, was born as an effort to explain
thermodynamic behavior of large systems from microscopic
mechanical laws [4, 6]. It also grew to one of the ground-
works of physics, having many applications to other domains
of science [8].
Meanwhile, as pointed by Lieb and Yngvason [9], statisti-
cal mechanics has not completely succeeded in founding ther-
modynamics, which is one of the original aims of statistical
mechanics. One of such unfulfilled goals of statistical me-
chanics is to derive the optimal performance of heat engines
from a microscopic mechanical laws [57, page3]. All of ex-
isting results deriving the optimal performance assume either
of the following two assumptions;
Free-resource assumption [10, 12–18, 20]; we can treat the
heat baths as a kind of resource which we can use freely.
Quasi-static assumption[11, 21–46]; we can perform quasi-
static processes, which transforms Gibbs state into another
Gibbs state.
The former assumption has been used in the stochastic dif-
ferential approach [10], which treats the heat baths as the free
resource of noise. Recently, resource theory approach has
been actively studied [12–20], however, it also assumes that
the heat baths are the free resource of Gibbs states. However,
in real, there is no free resource, in particular, when the work
is extracted from two baths with different temperatures. This
is because we need to pay some cost to realize such two bathes
in a real heat engine. (For example, in real engines, we have
to burn some fuel to make the temperature difference.) To re-
flect such realistic situations, we have to take into account the
finiteness of the heat baths.
For this purpose, we need to treat the working body and
the heat baths as a closed system, which is called the closed
dynamics approach [11]. Most of the existing studies [11, 21–
46] of this approach assume the quasi-static assumption to de-
rive the optimal performance of heat engines. However, any
quasi-static process has not been described as a time evolu-
tion of a closed system. Hence, we can’t say that the exist-
ing studies predicts the right value of the optimal performance
that is achieved by a microscopic mechanical dynamics. For
the same reason, this assumption makes the closed dynam-
ics approach be not self-contained. Therefore, there has been
no self-contained theory to recover thermodynamics based on
microscopic viewpoint under the realistic situation. This prob-
lem has been considered for the information erasing process
in a pioneering research by Reeb and Wolf [47], but there is
no general method to evaluate the finite-size effect affect on
the optimal performance of heat engines.
In the present article, we establish the limited-resource the-
ory to treat the thermodynamic features of the finite-size heat
baths from microscopic mechanical laws. To be concrete, we
analyze how the finite-size heat baths affect the optimal ef-
ficiency of heat engines by statistical mechanics, by giving
an asymptotic expansion for the optimal efficiency without
the quasi-static assumption. The asymptotic expansion shows
how the optimal efficiency goes down from Carnot efficiency
when the particle numbers of the heat baths are n.
Our theory can be applied to both of the classical and quan-
tum heat engines. With using this feature, we secondly tackle
an interesting problem of the difference between the perfor-
mances of the classical heat engines and the quantum heat en-
gines. Today, in various fields including the computer science,
it is known that the quantum devices using the quantum coher-
ence can attain the task which is impossible for the classical
devices. Investigating the comparison, we can evaluate the
effect by the quantum coherence with respect to work extrac-
tion. Clearly, when we don’t restrict the cycle time and the
size of the heat baths, the optimal efficiencies should be the
same, i.e., Carnot efficiency. However, it is known that when
we restrict the cycle time but don’t restrict the size of the heat
engine, the quantum coherence makes the optimal efficiency
of the quantum heat engine better than that of the classical
heat engine [54, 55]. Our result give an answer to the opposite
case, i.e., the case that we restrict the size of the heat baths,
but don’t restrict the cycle time. To clarify the difference, we
give the asymptotic expansions for both of the quantum setup
and the classical setup. By comparing them, we show that the
effect of the quantum coherence on the optimal efficiency is
2sublinear to Qn/n, where Qn is the extracted heat from the
hot heat bath.
Indeed, we have another merit for discussing classical and
quantum heat engines as follows. Fortunately, both heat en-
gines have common structures. In this paper, we clarify this
similarity, and study the efficiency of classical heat engine.
Combining them, we investigate the efficiency of quantum
heat engine. That is, in order to derive the efficiency in the
quantum statistical mechanical setup, we need to discuss in
the classical statistical mechanical setup as an essential step.
Our asymptotic expansions of the optimal efficiencies are
the predictions purely given by statistical mechanics. There-
fore, by comparing these predictions with the prediction given
by thermodynamics, we can evaluate the accuracy of thermo-
dynamics for finite-many body systems from statistical me-
chanical viewpoint. For this purpose, we also introduce ther-
modynamic setup, other than the above two statistical me-
chanical setups. And, we compare our asymptotic expansions
given by statistical mechanics with the prediction given by
thermodynamics. As the result, we show that the prediction
given by thermodynamics for the optimal efficiency harmo-
nizes with the statistical mechanical prediction up to the order
Q2n/n
2
.
In order to accomplish our purposes, we have to discuss the
statistical mechanical formulations and the thermodynamic
formulation parallelly. In thermodynamics, the external work
storage is usually treated implicitly, and the work extracted by
an adiabatic operation is defined as the difference of the in-
ternal energy of the composite system of the heat baths and
the working body. This definition is justified by the first law
of thermodynamics. Therefore, we mainly treat the implicit
setup of the external work storage in statistical mechanics.
On the other hand, recently, the study treating the exter-
nal work storage explicitly is studied hard[12–20]. In such
studies, the work extraction is describe as an energy preserv-
ing unitary on the whole system which consists of the internal
system and the external work storage. However, in such an
explicit formulation, we face a subtle issue, i.e., the classifi-
cation between heat and work. Today, there is no consensus
about the statistical definitions of the work, which is the or-
dered energy, and the heat, which is the disordered energy.
Some of the above studies [12–17, 20] employ the notion of
the single-shot work extraction, in which the work extraction
is defined as a deterministic translation from the ground pure
state to the excited pure state in a two-level system. It de-
fines a work-like energy transfer in the quantum scale well.
However, the correspondence between the shingle-shot work
extraction and the work extraction in thermodynamics is not
straight forward. The shingle-shot work extraction defines the
work extraction as a deterministic energy transfer in micro-
scopic scale, although the work extraction in a macroscopic
device should be fluctuated in the microscopic scale. The no-
tion of the average work extraction [18, 19], which is another
notion for the work-like energy transfer in the microscopic
scale, has a clear correspondence with the work extraction
in thermodynamics. In the average work extraction, the ex-
tracted work is defined as the gain of the internal energy of
the external work storage. In the definition, the amount of the
extracted work is equal to the loss of the internal energy of the
internal system, as with thermodynamics.
However, the average work extraction has a serious draw-
back of implicit description of the work storage, i.e., there is
no clear criterion describing work and heat for the average
work extraction in the explicit formulation. As the last theme
of our paper, we tackle this problem. We firstly show that
we can translate the explicit formulation with a whole unitary
and the implicit formulation of an average work extraction
each others, by using the translation between the direct mea-
surement and the indirect measurement. Secondly, we give a
novel criterion describing work and heat for the average work
extraction in the explicit formulation. We give the criterion by
the ratio of the energy gain to the entropy gain in the external
work storage; when the entropy-energy ratio of the external
work storage goes to 0 in the macroscopic limit, we consider
the energy gain in the work storage to be “work.” Next, we
give a concrete protocol which attains the optimal efficiency,
in the explicit formulation. Finally, we show that our optimal
protocol translate “heat” in the baths to “work” in the work
storage.
This paper is organized as follows. In Section II, we discuss
the set ups that we use in this paper. In order to accomplish
our purposes, we have to compare the predictions in the clas-
sical statistical mechanics, the quantum statistical mechanics
and thermodynamics. Therefore, we introduce three setups,
i.e., the setup of the classical statistical mechanics in Section
II A 2, the setup of the quantum statistical mechanics in Sec-
tion II A 3, and a setup in thermodynamics in Section II B. In
Section III, we give our mains results. For each setup, we de-
rive the asymptotic expansion of the optimal efficiency. Then,
we compare the asymptotic expansions each others. In Sec-
tion IV, we explain the relationship between the implicit for-
mulation and the explicit formulation. We also give a concrete
protocol which attains the optimal efficiency, and show that
our optimal work extraction is a good example of the transla-
tion from “heat” to “work”.
II. SET UP: CYCLIC HEAT ENGINES WITH TWO BATHS
The purpose of this article is to analyze how the finite-size
heat baths affect the optimal efficiencies of heat engine in both
of the classical case and the quantum case, and to compare
them each others. We also compare these two predictions of
optimal efficiencies given by statistical mechanics with the
prediction given by thermodynamics, in order to verify how
close the statistical mechanical predictions are to the thermo-
dynamic prediction with finite-size resources. Therefore, we
introduce two setups in Subsection II A, i.e., the setup of the
classical statistical mechanics and the setup of the quantum
statistical mechanics. For the comparison, Subsection II B
gives the detailed thermodynamic setup of a heat engine with
finite-size heat baths.
3A. Formulations in statistical mechanics
1. Requirements for the statistical mechanical formulations
In order to treat the thermodynamic setup and the statistical
mechanical setups parallelly, we organize the statistical me-
chanical formulations so that they are as similar to the ther-
modynamic formulation as possible. Therefore, we firstly
overview the features of the thermodynamic formulations, and
translate them into the requirements for the statistical mechan-
ical formulations.
In thermodynamics, the set up the heat engine with finite-
size heat baths satisfies the following conditions (We will in-
troduce the detailed setup in the subsection II B);
A: Implicit treatment of the work storage We don’t treat
work storage explicitely. We only treat the compos-
ite system of the working body and the finite-size heat
baths.
B: Entropy non-decreasing rule During the process, we
don’t use any extra thermodynamic system. Namely,
we perform the adiabatic operation on the composite
system. The adiabatic operation does not decrease the
thermodynamic entropy regardless of the initial state of
the composite system.
C: Cyclic process We assume that the adiabatic process is
cyclic for the working body. Namely, the initial and
the finial states of the working body are the same. Also,
we do not restrict about the process time.
D: Energy conservation law During the process, we assume
that the heat from the hot bath and the extracted work
are equal to the loss of the internal energy of the hot
bath and the loss of the internal energy of the composite
system, respectively.
Therefore, we request both classical and quantum statistical
mechanical setups to satisfy the following conditions.
A’: Implicit treatment of the external work storage We
don’t treat the external work storage explicitly. We
only treat the composite system of the working body
and the finite-size heat baths.
B’: Entropy non-decreasing rule Similar to thermodynam-
ics, we impose the entropy non-decreasing rule, i.e., we
assume that our operation does not decrease the Shan-
non (or the von Neumann) entropy.
C’: Cyclic rule We assume that our operation is cyclic for the
working body. Namely, the initial and the finial states of
the working body are the same. Also, we do not restrict
about the process time.
D’: Energy conservation law During the process, we as-
sume that the heat from the hot bath and the extracted
work as to be the loss of the internal energy of the hot
bath and the loss of the internal energy of the composite
system, respectively.
In Subsections II A 2 and II A 3, we introduce such statistical
mechanical setups. One might consider that we need to explic-
itly describe the external work storage, at least in the quantum
setup. However, as explained later, such an implicit treatment
of the external work storage is possible. The relationship be-
tween the implicit treatment and the explicit treatment will be
explained in the section IV.
2. Classical heat engine
We firstly introduce the setup for the classical heat engine
with two finite-size heat baths. We introduce conditions A’–
D’ in order.
A’: Implicit treatment of the external work storage:
Since we discuss only the composite system of the working
body and the heat baths in the thermodynamic set up, it is nat-
ural to formulate a heat engine in the classical statistical me-
chanics so that only the composite system of the working body
and the heat baths is discussed. Such a setup has been used to
study classical heat engines [21, 31–36] since Gibbs and Ein-
stein [11], and the setup is called the classical-standard model
[53, Section I]. In the classical-standard model, the work ex-
traction process is formulated as an invertible and determinis-
tic dynamics in the classical system. In this paper, we employ
a stochastic extension of the classical-standard model.
As the composite system, we consider three classical sys-
tems; an n-particle hot bath X , an n-particle cold bath Y
and a working body (catalyst) Z . We refer to the composed
system X × Y × Z as the internal system I. We assume
that each classical bath has dn < ∞ microscopic states,
and that the working body has D < ∞ microscopic states.
We give the Hamiltonian of the baths as a real valued func-
tion of the microscopic states; h(n)I (x, y, z) := h
(n)
X (x) +
h
(n)
Y (y) + hZ(z), where x, y and z are the microscopic states
of X , Y and Z , respectively. We assume that the initial
distribution P (n)I (x, y, z) of I is the composite distribution
of an arbitrary distribution of Z , and the Gibbs states of X
and Y; P (n)I (x, y, z) = PβH |h(n)X (x)PβL|h(n)Y (y)PZ(z), where
Pβ|h(m) := e−βh(m)/(
∑
m e
−βh(m)). We also use the ab-
breviation P (n)βHβL(x, y) := PβH |h(n)X (x)PβL|h(n)Y (y). Then,
we describe the stochastic dynamics of the above internal sys-
tem I as a probability transition matrix T (x, y, z|x′, y′, z′)
while a work extraction process is formulated as an invertible
and deterministic dynamics in the classical system originally
in the classical-standard mode [11].
B’: Entropy non-decreasing rule:
In the thermodynamics, it is conventional to impose entropy
decreasing rule for our operation. Hence, to discuss the statis-
tical mechanical counterpart, we assume that the probability
transition matrix T (x, y, z|x′, y′, z′) corresponding to our op-
eration does not decrease the Shannon entropy of I;
S(P
(n)
I ) ≤ S(P (n)
′
I ) (1)
for an arbitrary initial distribution P (n)I , where
S(P ) :=
∑
j −P (j) logP (j) and P (n)
′
I (x, y, z) :=
4∑
x′,y′,z′ T (x, y, z|x′, y′, z′)P (n)I (x′, y′, z′). The condition
(1) is equivalent to the condition that T (x, y, z|x′, y′, z′) is a
bi-stochastic probability transition matrix;∑
x,y,z
T (x, y, z|x′, y′, z′) =
∑
x′,y′,z′
T (x, y, z|x′, y′, z′) = 1.
(2)
Also, a matrix T (x, y, z|x′, y′, z′) is bi-stochastic if and only
if T (x, y, z|x′, y′, z′) is given as a probabilistic mixture of in-
vertible and deterministic dynamics. So, to satisfy the similar-
ity with the thermodynamics, we adopt the above formulation
as a natural extension of the classical standard model [11].
C’: Cyclic rule:
In response to the condition of the cyclic process in the ther-
modynamic setup, we also assume that the dynamics T is
cyclic for the working body Z;∑
x,y
P
(n)′
I (x, y, z) = PZ(z). (3)
D’: Energy conservation law:
In response to the condition of the energy conservation law
in the thermodynamic setup, we define the work and the heat
as the loss of the internal energy of the composite system I ,
and the hot bath X , which is the standard definitions in the
classical standard model. Namely, the amount of extracted
work W (n)(βH , βL, T ) and the endothermic energy amount
Q
(n)
H (βH , βL, T ) are given as
W (n)(βH , βL, PZ , T ) :=
〈
h
(n)
I
〉
P
(n)
I
−
〈
h
(n)
I
〉
P
(n)′
I
, (4)
Q
(n)
H (βH , βL, PZ , T ) :=
〈
h
(n)
X
〉
P
(n)
I
−
〈
h
(n)
X
〉
P
(n)′
I
, (5)
where for an arbitrary function A(z) and a probability P (z),
〈A〉P :=
∑
z A(z)P (z). So, we define the efficiency
η
(n)
C (βH , βL, PZ , T ) in the following way;
η
(n)
C (βH , βL, PZ , T ) :=
W (n)(βH , βL, PZ , T )
Q
(n)
H (βH , βL, PZ , T )
. (6)
Therefore, when we fix the endothermic energy amount
Q
(n)
H (βH , βL, PZ , T ) at an arbitrary real number Q, the op-
timal efficiency η(n)C [βH , βL, Q] is given as
η
(n)
C [βH , βL, Q] := sup
T ,PZ :
(2), (3)
Q
(n)
H =Q
η
(n)
C (βH , βL, PZ , T ). (7)
As a special case of above, we can consider the work
extraction without the working body Z . In this case, we
perform a bi-stochastic dynamics T (x, y|x′, y′) on X ×
Y . In order to compare the case with the working
body and the case without the working body, we refer
to the extracted work, the endothermic amount, the ef-
ficiency and the optimal efficiency of the case without
the working body as W (n)¬ (βH , βL, T ), Q(n)H¬(βH , βL, T ),
η
(n)
C¬(βH , βL, T ), and η(n)C¬[βH , βL, Q]. Trivially, we have
the relation η(n)C¬[βH , βL, Q] ≥ η(n)[βH , βL, Q]. Comparing
them, we can evaluate the effect by a working body (catalyst).
3. Quantum heat engine
We secondly introduce our setup for the quantum heat en-
gine with two finite-size heat baths. As in the classical formu-
lation, we introduce the conditions A’–D’ in order.
A’: Implicit treatment of the external work storage:
As in the thermodynamic set up, we only treat the compos-
ite system I of the working body and the heat baths in the
quantum setup. As the components of the composite system,
we introduce three quantum systems; an n-particle hot bath
H , an n-particle cold bath L, and a catalyst (working body)
C. We refer to the Hilbert spaces of H , L and C as HH ,
HL and HC , and refer to the Hilbert space of the internal sys-
tem I := HLC as HI := HH ⊗ HL ⊗ HC . We assume
that each bath is composed of n-particles of d-level, i.e., the
dimension of HL is dn < ∞. We also assume that the di-
mension of HC is D < ∞. We give the Hamiltonian of I as
Hˆ
(n)
I := Hˆ
(n)
H + Hˆ
(n)
L + HˆC . In order to treat the quantum
setup in parallel with the classical setup, we assume that
Hˆ
(n)
H =
∑
x
h
(n)
X (x)|x〉H H〈x|, Hˆ(n)L =
∑
y
h
(n)
Y (y)|y〉L L〈y|,
HˆC =
∑
z
hZ(z)|z〉C C〈z|, (8)
where |x〉H , |y〉L and |z〉C are the energy pure eigenstates
whose eigenvalues are h(n)X (x), h
(n)
Y (y), and hZ(z) respec-
tively. We assume that the initial state of I is the prod-
uct state of an arbitrary state ρC of C and the Gibbs states
of H and L; ρ(n)I := ρβH |Hˆ(n)H ⊗ ρβL|Hˆ(n)L ⊗ ρC , where
ρβ|Hˆ := exp[−βHˆ ]/Tr[exp[−βHˆ]]. We also use the abbre-
viation ρ(n)βHβL := ρβH |Hˆ(n)H ⊗ ρβL|Hˆ(n)L .
As a quantum counterpart of stochastic dynamics, we con-
sider an operator W mapping from a density operator to an-
other density operator. Due to the nature of quantum mechan-
ics, such a map has to satisfy completely positivity and trace
preserving property. So, such a map is called a completely
positivity and trace preserving (CPTP) map.
B’: Entropy non-decreasing rule:
As a quantum counterpart of the entropy decreasing rule, we
request that W does not decrease the von Neumann entropy
of I , regardless of the initial state of I;
S(ρ
(n)
I ) ≤ S(ρ(n)
′
I ), ∀ρ(n)I . (9)
where ρ(n)
′
I = W(ρ(n)I ). It is equivalent to the condition that
the CPTP map W is unital [50];
W(1ˆI) = 1ˆI , (10)
where 1ˆI is the identity operator on I . The condition (10) can
be regarded as a quantum extension of the bi-stochastic con-
dition (2) for T in the classical case. Therefore, our quantum
setup is a natural quantum extension of the classical setup.
C’: Cyclic rule:
In response to the condition of the cyclic process in the ther-
modynamic setup, we assume that our work extraction process
5is cyclic for C;
TrHLρ
(n)′
I = ρC . (11)
D’: Energy conservation law:
In response to the energy conservation law in the thermody-
namic setup, we define the work and the heat as the loss of
the internal energy of the composite system I , and the hot
bath H . For an arbitrary unital CPTP map W and an ar-
bitrary initial state ρC of C, the amount of extracted work
W (n)(βH , βL, ρC ,W) is given as
W (n)(βH , βL, ρC ,W) := Tr(ρ(n)I − ρ(n)
′
I )Hˆ
(n)
I . (12)
Also, the endothermic energy amount Q(n)H (βH , βL, ρC ,W)
is defined as
Q
(n)
H (βH , βL, ρC ,W) := Tr(ρ(n)I − ρ(n)
′
I )Hˆ
(n)
H . (13)
So, the efficiency η(n)Q (βH , βL, ρC ,W) is given as
η
(n)
Q (βH , βL, ρC ,W) :=
W (n)(βH , βL, ρC ,W)
Q
(n)
H (βH , βL, ρC ,W)
. (14)
Therefore, when we fix the endothermic energy amount
Q
(n)
H (βH , βL, ρC ,W) at an arbitrary real number Q, the opti-
mal efficiency η(n)Q [βH , βL, Q] is given as
η
(n)
Q [βH , βL, Q] := sup
ρC ,W: Q
(n)
H =Q(12),(10),(11)
η
(n)
Q (βH , βL, ρC ,W).
(15)
In summary, when a TPCP map W satisfies the above con-
ditions, it is called an average work extraction because this
description gives only the average of the extracted work.
A narrow formulation – formulation for achievability of our
bound:
The class of average work extractions is too general. This
feature is good in order to guarantee the generality of our
asymptotic expansion of the optimal efficiency. However, the
class might be too large to guarantee that any operation cor-
responds to “realistic” work extraction. To resolve this prob-
lem, we need compatible operations with the unitary dynam-
ics on the whole system including the external battery. In-
terestingly, such an operation is given as a measurement pro-
cess. Then, as a compatible operation, we introduce a CP-
instrument work extraction W := {Ej, wj}j∈J as a pair of a
CP-instrument {Ej}j∈J and the set {wj}j∈J of measured out-
comes, i.e., amounts of extracted work [53, Section 3]. Here,
a CP-instrument {Ej}j∈J expresses a measurement process,
and satisfies the following conditions; (1) each Ej is a com-
pletely positive (CP) map, (2)∑j Ej is a completely positive
and trace preserving (CPTP) map, and (3) J is the set of the
outcome, which is a discrete set.
Since we regarded wj as the amount of extracted work, the
amount of extracted work W (n)(βH , βL, ρC ,W ) is given as
W (n)(βH , βL, ρC ,W ) :=
∑
j
wjTrEj(ρ(n)I ). (16)
Similarly, the endothermic energy amount
Q
(n)
H (βH , βL, ρC ,W ) and the efficiency
η
(n)
Q (βH , βL, ρC ,W ) are defined in (13) and (14) by re-
garding this operation {Ej}j∈J as a TPCP map
∑
j∈J Ej so
that ρ(n)
′
I :=
∑
j∈J Ej(ρ(n)I ). Then, we impose the entropy
non-decreasing rule (9) and the cyclic rule (11) by using this
correspondence. Further, we additionally impose a stronger
energy conservative condition as
Ej(Πx) = Phx−wjEj(Πx)Phx−wj (17)
for any initial eigenstate Πx := |x〉〈x| of Hˆ(n)I , where Ph is
the projection to the eigenspace of the Hamiltonian Hˆ(n)I with
eigenvalue h. This condition is equivalent to
Hˆ
(n)
I Ej(Πx) = Ej(Πx)Hˆ(n)I = (hx − wj)Ej(Πx). (18)
Then, the relation (12) holds. In order that the measured value
wj reflects the amount of loss of energy of internal system
when the measurement outcome is j, the CP-instrument work
extraction W needs to satisfy this condition [53, Lemma 16].
As a special case, we consider CP-instrument-work ex-
tractions without the catalyst C. In this case, we re-
fer to the extracted work, the endothermic amount, the
efficiency and the optimal efficiency of the case without
the working body as W (n)¬ (βH , βL,W ), Q(n)H¬(βH , βL,W ),
η
(n)
Q¬(βH , βL,W ), and η
(n)
Q¬[βH , βL, Q]. Trivially, we have
the relation η(n)Q¬[βH , βL, Q] ≤ η(n)Q [βH , βL, Q]. Comparing
them, we can investigate the effect of catalyst and the differ-
ence between the average energy conservation law (12) and
the stronger energy conservation law (17). In the next sec-
tion, we investigate the difference. We will construct a CP-
instrument-work extractions without the catalyst C to achieve
the efficiency η(n)Q [βH , βL, Q] in the asymptotic sense.
At the end of this subsection, we remark another motiva-
tion to introduce a CP-instrument work extraction. As is men-
tioned in [53], it is important to discuss the energy transfer
from a collection of quantum systems to a classical system.
In this situation, it is crucial to determine the amount of ex-
tracted work. As shown in [53, (7)], when a CP-instrument
work extraction satisfies (17), its measurement outcome pre-
cisely determines the amount of extracted work.
B. Formulation and prediction in thermodynamics
Next, we introduce the thermodynamic setup for the macro-
scopic heat engines with finite-size heat baths, and review the
prediction of the macroscopic thermodynamics about the op-
timal efficiency of the heat engines with finite-size heat baths
when the thermodynamic equilibrium states is given by using
classical and quantum Gibbs states [56, 57]. Unlike the pre-
vious two subsections, the setup which is introduced in the
present subsection is not the statistical mechanical one.
61. Formulation in thermodynamics
We introduce our setup, and show that the setup satisfies the
conditions A–D.
A. Implicit treatment of the external work storage:
We treat three thermodynamic systems; the reservoirsRH and
RL, and the working body W . The reservoirs RH and RL
correspond to the heat baths H and L respectively, and the
working body W corresponds to the catalyst C. Unlike X , Y ,
Z , H , L and C, we assume that the thermodynamic systems
RH , RL and W are the macroscopic thermodynamic systems,
i.e., we assume that RH , RL and W obey the laws of macro-
scopic thermodynamics. Then, because of the thermalization
law, the state of the isolated macroscopic system (the macro-
scopic system surrounded by the adiabatic wall) becomes the
thermodynamic equilibrium after enough long time. We de-
scribe the thermodynamic equilibrium states of RH , RL and
W as (TRH ,ΩRH ), (TRL ,ΩRL) and (TW ,ΩW ), where T is
the temperature, and Ω is the set of other thermodynamic vari-
ables.
B. Entropy non-decreasing rule:
Under the above setup, we fix the initial temperatures of the
baths RH and RL as βH = 1/TRH and βL = 1/TRL ,
and perform the following adiabatic operation on RHRLW .
Then, we assume the second law of thermodynamics. Namely,
an adiabatic operation from (TRH ,ΩRH ) × (TRL ,ΩRL) ×
(TW ,ΩW ) to (T ′RH ,Ω
′
RH
)×(T ′RL ,Ω′RL)×(T ′W ,Ω′W ) is pos-
sible only if the following inequality holds;
SRH (TRH ,ΩRH ) + SRL(TRL ,ΩRL) + SW (TW ,ΩW )
≤ SRH (T ′RH ,Ω′RH ) + SRL(T ′RL ,Ω′RL) + SW (T ′W ,Ω′W ),
(19)
where S(T,Ω) is the thermodynamic entropy. We also as-
sume the existence of the adiabatic operation that transforms
(T,Ω) to (T ′,Ω) for arbitrary T < T ′ and Ω.
C. Cyclic process:
We also assume that the adiabatic operation is cyclic for W ,
and does not change Ω of the baths. Combining the condi-
tions B and C, we perform the adiabatic operation as follows;
(TRH ,ΩRH )× (TRL ,ΩRL) × (TW ,ΩW ) → (T ′RH ,ΩRH ) ×
(T ′RL ,ΩRL)× (TW ,ΩW ).
D. Energy conservation law:
We also assume the first law of thermodynamics. The
extracted work Wad and the endothermic amount
Qad of the above adiabatic operation are defined
as the differences of the internal energies; Wad =
ERH (TRH ,ΩRH ) + ERL(TRL ,ΩRL) + EW (TW ,ΩW ) −
ERH (T
′
RH
,ΩRH ) − ERL(T ′RL ,ΩRL) − EW (TW ,ΩW )
and Qad := ERH (TRH ,ΩRH ) − ERH (T ′RH ,ΩRH ), where
E(T,Ω) is the thermodynamic internal energy. We also
assume that the thermodynamic internal energies ERH (T,Ω)
and ERH (T,Ω) and the thermodynamic entropies SRH (T,Ω)
and SRL(T,Ω) are continuous functions for the temperature
T . This assumption means that the first-order phase transition
does not occurs by the change of the temperatures of the baths
RH and RL. This assumption also holds for the statistical
internal energies and the von-Neumann entropy of X , Y , H
and L, because of dn < ∞; for example, Tr[Hˆ(n)H ρβH |Hˆ(n)H ]
and S(ρ
βH |Hˆ(n)H
) are continuous for the inverse temperature
βH .
2. Optimal efficiency predicted by thermodynamics
We define the thermodynamic optimal efficiency
ηT [βH , βL,ΩRH ,ΩRL , Q] as follows;
ηT [βH , βL,ΩRH ,ΩRL , Q] := sup
T ′RH
,T ′RL
,TW ,ΩW
:Qad=Q,(19)
Wad
Qad
. (20)
Then, the macroscopic thermodynamics tells the following
proposition.
Proposition 1 The efficiency ηT [βH , βL,ΩRH ,ΩRL , Q] sat-
isfies
ηT [βH , βL,ΩRH ,ΩRL , Q]
= 1− ERL(T
′quasi
RL
,ΩRL)− ERL(TRL ,ΩRL)
Q
, (21)
where T ′quasiRL is defined by the following two equalities;
ERH (TRH ,ΩRH )− ERH (T ′quasiRH ,ΩRH ) = Q, (22)
SRH (TRH ,ΩRH ) + SRL(TRL ,ΩRL)
= SRH (T
′quasi
RH
,ΩRH ) + SRL(T
′quasi
RL
,ΩL). (23)
This proposition will be shown in Section A of Supplemen-
tary.
3. Preliminary for the comparison between the prediction given by
thermodynamics and the prediction given by statistical mechanics
One of purposes in this article is to compare the above pre-
diction given by thermodynamics with the prediction given by
statistical mechanics. Because the thermodynamic setup and
the statistical mechanical setup are separate things, we cannot
compare η(n)T [βH , βL, Q] with the values in the statistical me-
chanical formulations as it is. Therefore, we request that the
thermodynamic baths RH and RL satisfy the following as-
sumption, and rewrite η(n)T [βH , βL, Q] in terms of statistical
mechanics;
Assumption: the thermodynamic internal energy and the ther-
modynamic entropy of RH and RL are the same functions of
the temperature as the statistical-mechanical internal energy
and von-Neumann entropy of X , Y , H and L. Namely, we
7assume that there exist Ω(n)RH and Ω
(n)
RL
such that
ERH (T,Ω
(n)
RH
) = Tr[ρ
1/T |Hˆ(n)H
Hˆ
(n)
H ] =
〈
h
(n)
X
〉
P
1/T |h
(n)
X
,
ERL(T,Ω
(n)
RL
) = Tr[ρ
1/T |Hˆ(n)L
Hˆ
(n)
L ] =
〈
h
(n)
Y
〉
P
1/T |h
(n)
Y
,
SRH (T,Ω
(n)
RH
) = S(ρ
1/T |Hˆ(n)H
) = S(P
1/T |h(n)X
),
SRL(T,Ω
(n)
RL
) = S(ρ
1/T |Hˆ(n)L
) = S(P
1/T |h(n)Y
), (24)
for arbitrary T .
Under the condition (24), similar to the efficiencies in the
statistical mechanical setups, we can rewrite the efficiency
η
(n)
T [βH , βL, Q] := ηT [βH , βL,Ω
(n)
RH
,Ω
(n)
RL
, Q] only by sub-
stituting (24) for (21);
η
(n)
T [βH , βL, Q] = 1−
Tr[ρ
β′L|Hˆ
(n)
L
Hˆ
(n)
L ]− Tr[ρβL|Hˆ(n)L Hˆ
(n)
L ]
Q
= 1−
〈
h
(n)
Y
〉
P
βL|h
(n)
Y
−
〈
h
(n)
Y
〉
P
β′
L
|h
(n)
Y
Q
,
(25)
where β′L := 1/T
′quasi
RL
.
With straight forward algebra, we can express (25) in
Carnot efficiency and the relative entropy. For example, in
quantum case, (25) is equivalent to
η
(n)
T [βH , βL, Q] = 1−
βH
βL
−
D(ρ
(n)
β′Hβ
′
L
‖ρ(n)βHβL)
βLQ
, (26)
where β′H := 1/T
′quasi
RH
. We prove (26) in Section A of Sup-
plementary.
In the thermodynamic set up, the efficiency η(n)T [βH , βL, Q]
can be attained; the macroscopic thermodynamics tells that
the efficiency η(n)T [βH , βL, Q] is attained by a quasi-static adi-
abatic operation, whose existence is guaranteed by the ther-
malization law. After the operation, RH and RL becomes
(T ′quasiRH ,Ω
(n)
RH
) and (T ′quasiRL ,Ω
(n)
RL
). On the other hand, in both
of the classical and quantum statistical mechanical setups, the
thermalization law is not assumed, and therefore we cannot
guarantee the existence of the quasi-static operation. Thus,
in general, the efficiency η(n)T might be different from η
(n)
C or
η
(n)
Q . In the next section, we will derive the asymptotic equal-
ities of η(n)C and η
(n)
Q without assuming the existence of the
quasi-static operation, and compare them with η(n)T , which can
be regarded as a kind of thermodynamic limit. (Technically,
when we assume the existence of the quasi-static operation in
the classical and quantum statistical mechanical setups, η(n)C
and η(n)Q equal the thermodynamic efficiency η
(n)
T .)
III. RESULTS FOR IMPLICIT FORMULATION
In the present section, we give four results about the heat
engines with finite-size heat baths. (1) We derive general up-
per bounds for the efficiencies of the classical and quantum
work extractions. (2) We give a total order structure among
the five optimal efficiencies ηC¬, ηC , ηQ¬, ηQ and ηT . (3) We
asymptotically expand the above five optimal efficiencies, and
clarify that the statistical mechanical optimal efficiencies are
close to the thermodynamic optimal efficiency in the asymp-
totic regime. We also evaluate the effect of quantum coher-
ence on the optimal efficiency, by comparing the asymptotic
expansion of ηC and ηQ. (4) Finally, we give the concrete
form of the quantum optimal work extraction, which turns the
disordered energy of the baths to the ordered energy of the
external work storage.
A. General upper bounds
We firstly give two general upper bounds for the efficiencies
of the classical and quantum work extractions;
Theorem 1 Let Q be an arbitrary positive real number, and
PZ be an arbitrary initial distribution of Z . When a classical
dynamics T satisfies (2), (3) and Q(n)(βH , βL, T ) = Q, and
the thermodynamic baths RH and RL satisfy (24), the follow-
ing inequalities hold;
η
(n)
C (βH ,βL, PZ , T ) ≤ 1−
βH
βL
− D(P
(n)′
XY ‖P (n)βHβL)
βLQ
(27)
≤ η(n)T [βH , βL, Q]−
D(P
(n)′
XY ‖P (n)β′H ,β′L)
β′LQ
, (28)
where P (n)
′
XY :=
∑
z P
(n)′
I (x, y, z) is the final state of the clas-
sical heat baths, and β′H := 1/T
′quasi
H is the inverse tempera-
ture of T ′quasiH in (22).
Similarly, let Q be an arbitrary positive real number, and
ρC be an arbitrary initial state ρC of C. When a quantum
dynamics W satisfies (12), (10) and Q(n)H (βH , βL,W) = Q,
and the thermodynamic baths RH and RL satisfy (24), the
following inequalities hold;
η
(n)
Q (βH , βL,ρC ,W) ≤ 1−
βH
βL
− D(ρ
(n)′
HL ‖ρ(n)βHβL)
βLQ
(29)
≤ η(n)T [βH , βL, Q]−
D(ρ
(n)′
HL ‖ρβ′H ,β′L)
β′LQ
, (30)
where ρ(n)
′
HL := TrC [ρ
(n)′
I ] is the final state of the quantum
heat baths.
We prove Theorem 1 in Section B of Supplementary. Because
the case without working body is the special case of the clas-
sical case, ηC¬(βH , βL, T ) also satisfies (27) and (28). Simi-
larly, ηQ¬(βH , βL,W) also satisfies (29) and (30).
8Let us see the physical meanings of Theorem 1. We ex-
plain only (27) and (28), because (29) and (30) have the same
meanings as (27) and (28). The upper bound (27) shows
that the classical efficiency ηC(βH , βL, PZ , T ) is lower than
Carnot’s efficiency by D(P (n)
′
XY ‖P (n)βHβL). The relative en-
tropy D(P (n)
′
XY ‖P (n)βHβL) expresses the disturbance of the heat
baths caused by T , because P (n)βHβL and P
(n)′
XY are the ini-
tial and final states of the classical heat baths. Similarly,
the upper bound (28) shows that the classical optimal effi-
ciency ηC(βH , βL, PZ , T ) is lower than the thermodynamic
optimal efficiency by D(P (n)
′
XY ‖P (n)β′Hβ′L). The relative entropy
D(P
(n)′
XY ‖P (n)β′Hβ′L) expresses the degree of non-equilibrium
of the final states of baths, because the state P (n)β′Hβ′L corre-
sponds to the thermodynamic final state (T ′quasiRH ,Ω
(n)
RH
) ×
(T ′quasiRL ,Ω
(n)
RL
) that are predicted by the macroscopic thermo-
dynamics. Namely, the further the final states of baths are
from the equilibrium states predicted by the macroscopic ther-
modynamics, the lower the efficiency is.
B. A total order structure among the optimal efficiencies
Because the relative entropy is non-negative, Theorem 1
implies that the statistical mechanical optimal efficiencies
η
(n)
Q , η
(n)
C , η
(n)
Q¬ and η
(n)
C¬ are clearly smaller than or equal
to the thermodynamic optimal efficiency η(n)T . Moreover,
with the following proposition, we give a total order struc-
ture among the optimal efficiencies η(n)Q , η
(n)
C , η
(n)
Q¬, η
(n)
C¬ and
η
(n)
T ;
Proposition 2
η
(n)
C¬[βH , βL, Q] = η
(n)
Q¬[βH , βL, Q], (31)
η
(n)
C [βH , βL, Q] ≤ η(n)Q [βH , βL, Q] (32)
This proposition will be shown in Section C of Supplemen-
tary.
With Proposition 2, we can easily obtain the total order
structure as follows. The inequality η(n)C¬ ≤ η(n)C follows from
the fact that the case without working body is the special case
of the case with working body. The inequality η(n)Q ≤ η(n)T
follows from the inequality (30) in Theorem 1. Hence, we
obtain the following theorem;
Theorem 2
η
(n)
C¬[βH , βL, Q] = η
(n)
Q¬[βH , βL, Q] ≤ η(n)C [βH , βL, C]
≤ η(n)Q [βH , βL, Q] ≤ η(n)T [βH , βL, Q].
(33)
C. Asymptotic expansion of optimal efficiencies
In the present subsection, we show that the five optimal ef-
ficiencies in (33) have the same asymptotic expansion, and
evaluate how close thermodynamic optimal efficiency is to the
statistical mechanical optimal efficiencies. Unlike in Section
3-A and 3-B, now we request another assumption for the heat
baths. We assume that the baths X , Y , H and L are the com-
posed of n uncorrelated identical subsystem, i.e., the follow-
ing equalities hold;
h
(n)
X (x) =
∑n
k=1 h1(xk), h
(n)
Y (y) =
∑n
k=1 h1(yk), (34)
Hˆ
(n)
H =
∑n
k=1 Hˆ
[k]
H , Hˆ
(n)
L =
∑n
k=1 Hˆ
[k]
L , (35)
where Hˆ [k]H = Hˆ1 :=
∑d
s=1 h1(s)|s〉〈s| and Hˆ [k]L = Hˆ2 :=∑d
s=1 h2(s)|s〉〈s| are the Hamiltonians of the kth particle of
H and L, respectively. We assume this assumption in order
to make the von Neumann entropy of the heat baths satisfy
additivity, which is satisfied by the thermodynamic entropy.
If there exists correlation between some subsystems, then the
von Neumann entropy of the heat baths does not satisfy addi-
tivity.
In order to describe the asymptotic behavior of the optimal
efficiency, we introduce the energy variance σ2
Hˆ
(β) and the
energy skewness γHˆ(β) of the Gibbs state ρβ|Hˆ ;
σ2
Hˆ
(β) := Tr[ρβ|HˆHˆ
2
Hˆ
]− Tr[ρβ|HˆHˆ ]2, (36)
γHˆ(β) := Tr[ρβ|Hˆ(Hˆ − Tr[ρβ|HˆHˆ ])3]/σ3Hˆ(β). (37)
Let us give the asymptotic expansions of the optimal effi-
ciencies. We firstly expand η(n)T in the form of (26), which is
the largest one in the total order structure (33);
Proposition 3 Let {Qn}∞n=1 be arbitrary positive real num-
bers which satisfy limn→∞Qn/n = 0. When the thermo-
dynamic baths RH and RL satisfy (24), the thermodynamic
optimal efficiency η(n)T is asymptotically calculated as
η
(n)
T [βH , βL, Qn] = 1−
βH
βL
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
+O
(
Q3n
n3
)
,
(38)
where c(1)βH ,βL and c
(2)
βH ,βL
are given by
c
(1)
βH ,βL
:=
(
1
2β2Hσ
2
Hˆ1
(βH)
+
1
2β2Lσ
2
Hˆ2
(βL)
)
β2H
βL
, (39)
c
(2)
βH ,βL
:=
(
− γHˆ1(βH)
6β3Hσ
3
Hˆ1
(βH)
+
γHˆ2(βL)
6β3Lσ
3
Hˆ2
(βL)
+
1
2β4Lσ
4
Hˆ2
(βL)
+
1
2β2Hβ
2
Lσ
2
Hˆ1
(βH)σ2Hˆ2
(βL)
)
β3H
βL
. (40)
This proposition will be shown in Section D of Supplemen-
tary. The inequality (38) is an extension of Carnot’s inequal-
ity. The first term is the Carnot efficiency, and the second
and third terms show how the efficiency decreases when the
heat baths are finite-size. However, Proposition 3 just gives
an asymptotic expansion of thermodynamic efficiency η(n)T . It
does not tell us whether (38) is a good approximation of the
9true optimal efficiencies η(n)Q , η
(n)
C , η
(n)
Q¬ and η
(n)
C¬ or not. In
order to solve this problem, we give a concrete classical work
extraction T optQn as Protocol 1 and asymptotically expand its
efficiency η(n)C¬(βH , βL, T optQn ), which is a lower bound for the
lefthand-side of the total order structure (33);
Protocol 1 Classical optimal work extraction
We consider the combination of the following three steps g1n, g2n,
and g−11n , i.e., fn := g−11n ◦ g2n ◦ g1n. Hence, the classical optimal
work extraction T optQn is given as the following deterministic and
invertible dynamics;
T optQn (x, y|x
′, y′) := δ(x,y),fn(x′,y′). (41)
STEP 1 g1n: First, we convert the elements x and y in X and Y ,
which are described as the pair of integers (i, j) in the set Z2dn , by
using the following two functions g1nX and g1nY from Znd to Zdn
as
Pn
βH |h
(n)
X
(x) = Pn↓
βH |h
(n)
X
(g1nX(x)),
Pn
βL|h
(n)
Y
(y) = Pn↓
βL|h
(n)
Y
(g1nY (y)), (42)
where Pn↓
βH |h
(n)
X
and Pn↓
βL|h
(n)
Y
are the descending reordered distri-
butions of the distributions Pn
βH |h
(n)
X
and Pn
βL|h
(n)
Y
, respectively.
That is, we apply the function g1n(x, y) := (g1nX(x), g1nY (y))
to the classical system X × Y .
STEP 2 g2n: Next, we apply the function g2n defined as
g2n :(iAd
mn + jB , iBd
n−mn + jA)
7→ (iA + iBd
mn , jA + jBd
n−mn ) (43)
for iA, jB ∈ Zdmn and iB , jA ∈ Zdn−mn , where
mn :=

βHQn +
Q2n
2nσ2
X
(βH)
log d
 . (44)
STEP 3 g−11n : Finally, we apply the inverse function g−11n .
The physical meaning of the classical optimal work extraction is
the same as that of the quantum optimal work extraction. We will
explain them at once, in the section IV B.
Proposition 4 Assume that the baths X and Y are composed
of n uncorrelated identical particles, i.e., the equality (34)
holds. Then, the classical work extraction T optQn given in Pro-
tocol 1 satisfies
η
(n)
C¬(βH , βL, T optQn ) = 1−
βH
βL
− c(1)βH ,βL
Qn
n
+O(
1
n
) +O(
Q2n
n2
),
(45)
and
Q
(n)
H¬(βH , βL, T optQn ) = Qn + o(
Q2n
n3
). (46)
Further, when hX and hY are non-lattice, i.e., when
there does not exist a positive number t such that {h(z) −
h(z′)}z,z′ ⊂ tZ for h(n)X (x) nor h(n)Y (y), the classical work
extraction T optQn has more detailed asymptotic expansions as
η
(n)
C¬(βH , βL, T optQn ) =1−
βH
βL
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
− d(1)βH ,βL
Qn
n2
+O
(
Q2n
n5/2
)
+O
(
Q3n
n3
)
, (47)
and
Q
(n)
H¬(βH , βL, T optQn ) = Qn +O(
Q3n
n4
), (48)
where
d
(1)
βH ,βL
:=
(
(
γ1(βH)
2βHσ(βH)
+
1
β2Hσ
2(βH)
)2
+ (
γ1(βL)
2βLσ(βL)
+
1
β2Lσ
2(βL)
)2
)
β2X
βL
. (49)
Proposition 4 will be shown in Sections E and F of Supple-
mentary.
As in (48), the endothermic amount Q(n)H¬(βH , βL, T optQn ) is
not strictly equal to Qn. However, we can easily take T˜ optQn
which satisfies (45), (47) and Q(n)H¬(βH , βL, T˜ optn ) = Qn, by
taking the probabilistic mixture of T optQ′n and T
opt
Q′′n
that satisfy
Q
(n)
H¬(βH , βL, T optQ′n ) < Qn < Q
(n)
H¬(βH , βL, T optQ′′n ). There-
fore, we obtain
η
(n)
C¬[βH , βL, Qn] ≥ 1−
βH
βL
− c(1)βH ,βL
Qn
n
+O(
1
n
) +O(
Q2n
n2
)
(50)
for the general case, and
η
(n)
C¬[βH , βL, Qn] ≥ 1−
βH
βL
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
+O(
Qn
n2
) +O(
Q3n
n3
) (51)
for the non-lattice case. Therefore, by combining Theorem
2, Propositions 3 and the inequalities (50) and (51), we ob-
tain the following theorem, which tells us how accurate the
prediction of the macroscopic thermodynamics is;
Theorem 3 Assume that the baths H , L X and Y are com-
posed of n uncorrelated identical particles, i.e., the Hamilto-
nians satisfy (34) and (35). Then, for arbitrary positive real
numbers {Qn}∞n=1 satisfying limn→∞Qn/n = 0, the follow-
ing equality holds:
η
(n)
Q¬[βH , βL, Qn] = η
(n)
C¬[βH , βL, Qn]
= η
(n)
C [βH , βL, Qn] + o(
Qn
n
)
= η
(n)
Q [βH , βL, Qn] + o(
Qn
n
)
= η
(n)
T [βH , βL, Qn] + o(
Qn
n
). (52)
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Further, when the baths’ Hamiltonians are non-lattice, the
following equality holds:
η
(n)
Q¬[βH , βL, Qn] = η
(n)
C¬[βH , βL, Qn]
= η
(n)
C [βH , βL, Qn] +O(
Qn
n2
) +O(
Q3n
n3
)
= η
(n)
Q [βH , βL, Qn] +O(
Qn
n2
) +O(
Q3n
n3
)
= η
(n)
T [βH , βL, Qn] +O(
Qn
n2
) +O(
Q3n
n3
). (53)
D. Significance of asymptotic expansion
Now, we can accomplish the main purposes of this ar-
ticle. Firstly, we evaluate how close the optimal efficien-
cies given by statistical mechanics are to the optimal effi-
ciency given by thermodynamics. Due to Theorem 3 , in
the non-lattice case, the optimal efficiency predicted by ther-
modynamics is the same as the optimal efficiency given by
statistical mechanics up to the order o(Q2n/n2), because of
O(Q2n/n
2) < O(Qn/n
2) + O(Q3n)/. In general case, the
optimal efficiency predicted by thermodynamics is the same
as the optimal efficiency given by statistical mechanics up to
the order o(Qn/n). Therefore, in general, the differences be-
tween the thermodynamic prediction and the statistical me-
chanical predictions are at most sublinear order in terms of
Qn/n.
Second, we evaluate the effect of the quantum coherence
on the optimal efficiency. For this purpose, we compare the
optimal efficiencies of the classical and quantum cases. In
this comparison, the classical optimal efficiencies ηC and ηC¬
express the case when our operations are restricted to the di-
agonal operations with respect to the eigenbasis of the Gibbs
state. This is because such operations can be written as prob-
ability transition matrices. The quantum optimal efficiencies
ηQ and ηQ¬ express the case when we are allowed to use all
quantum operations on the system, which employ the effect of
an arbitrary coherence. In addition to such an coherent effect,
we can discuss the effect of use of catalyst because the opti-
mal efficiencies ηC and ηQ describes the optimal efficiency of
the quantum heat engines with the quantum catalyst C whose
initial state is arbitrary, and the optimal efficiencies ηC¬ and
ηQ¬ express the case without catalyst. In this comparison, the
optimal efficiency ηC¬ is the minimum and the optimal effi-
ciency ηQ is the maximum. Theorem 3 show how different ηC
is from ηQ¬. In the non-lattice case, the effect of the quantum
coherence is up to the order o(Q2n/n2). In general case, the
effect of the quantum coherence is up to the order o(Qn/n).
Therefore, in general, the effect of the quantum coherence is
at most sublinear order in terms of Qn/n.
Our results also enable to evaluate quantitatively how the
optimal efficiencies get closer to each others. In order to il-
lustrate this, let us see Figures 1 and 2. In these figures, we
treat the n-qubit heat baths whose temperatures are 30K and
15K . We also assume that the energy levels of each qubit
of heat baths are +kBJ and −kBJ , and that the extracted
FIG. 1: We plot Carnot’s bound, the thermodynamic opti-
mal efficiency η(n)T , and the results of numerical calculation for
η
(n)
C¬(βH , βL, T
opt
Qn
), as the red-dotted-curved line, the blue-curved
line and the black dots, respectively.
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FIG. 2: We plot the difference η(n)T − η
(n)
C¬(βH , βL, T
opt
Qn
) as the
black dots. We also plot the function d(1)βH ,βLQn/n
2 − 1111Qn/n
2
as the blue line. The parameter d(1)βH ,βL is defined in (49), and
1111 is the fitting parameter. In the present condition, the param-
eter d(1)βH ,βL ≈ 14343.
heat satisfies QH,n = 0.3n2/3kBJ . In Figure 1, the blue
curved line, which expresses the thermodynamic optimal ef-
ficiency η(n)T , is an upper bound for the four statistical me-
chanical optimal efficiencies, η(n)C , η
(n)
C¬, η
(n)
Q and η
(n)
Q¬. The
black dots, which are the results of the numerical calculation
for η(n)C¬(βH , βL, T optQn ), show a lower bound for the four sta-
tistical mechanical optimal efficiencies. Figure 1 shows that
the thermodynamic optimal efficiency and the four statistical
mechanical optimal efficiencies are very close to each oth-
ers when n is more than 104. Figure 1 also shows that all
of the five optimal efficiencies convert to Carnot’s bound at
the macroscopic limit n → ∞. How fast does the differ-
ence between the upper bound and the lower bound decrease?
Figure 2 answers this question. In Figure 2, we plot the dif-
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ference between η(n)T and the results of numerical calculation
for η(n)C¬(βH , βL, T optQn ) as the black dots. We also plot the
function d(1)βH ,βLQn/n
2 − 1100Q3n/n3 as the blue line, where
d
(1)
βH ,βL
is defined in (49), and where 1111 is the fitting param-
eter. Thus, Figure 2 shows that the speed of decreasing of the
difference between the upper bound and the lower bound is
approximately in the form of O(Qn/n2) +O(Q3n/n3).
IV. EXPLICIT TREATMENT OF EXTERNAL WORK
STORAGE
Until now, we have not explicitly discussed the external
work storage. This treatment is caused by our parallel discus-
sion of the statistical mechanical formulations with the ther-
modynamic formulation because thermodynamics does not
describe the external work storage explicitly so that the work
extracted by an adiabatic operation is defined as the difference
of the internal energy of the composite system RHRLW ac-
cording to the first law of thermodynamics. However, since
the existence of such an adiabatic operation is equivalent to
the axiom of thermodynamics, there is no guarantee for the
existence of such an adiabatic operation in the law of quan-
tum theory. In order to discuss the ultimate performance of
a quantum mechanical heat engine, we need to describe our
operations by a unitary on the whole system including the ex-
ternal work storage [12–20], which has been studied hard re-
cently. This treatment is called the explicit treatment of the
external work storage in contrast with the implicit treatment.
In the present section, we tackle this problem. In the sub-
section IV A, we firstly review the relationship between our
implicit treatment and the explicit treatment. We show that
we can convert the explicit formulation and the CP-instrument
model to each others. Then, in the subsection IV B, we give a
concrete protocol that attains the optimal efficiency, in the ex-
plicit formulation. Finally, in the subsection IV C, we evaluate
the quality of extracted energy in our protocol by discussing
the energy and entropy ratio in the work storage.
A. Formulation of explicit treatment of external work storage
In order to treat external work storage explicitly, we need
to describe the whole dynamics as a unitary on the composite
system of the internal system HI and the external work stor-
age system HE We refer to the composite system IE as the
total system. As the energy conservation law, we impose the
following condition to the unitary UIE describing the dynam-
ics of the total system IE as
[UIE , HˆI + HˆE ] = 0. (54)
where HˆE is the Hamiltonian of E. In order to prevent the
work storage E playing a role of “memory,” we also request
that the dynamics of I is independent of the initial state of E,
i.e.,
WF (ρI) := TrE [UIE(ρI ⊗ ρE)U †IE ]. (55)
is independent of ρE whenever the initial state of E is an
eigenstate of HˆE .
So, under the above conditions, the tuple F =
(HE , HˆE , UIE , ρE) gives an explicit treatment of quantum
heat engine, which is often called a full quantum (FQ) work
extraction. Then, we can show that WF (ρI) satisfies (12)
and (10) when the difference between the expectations of the
Hamiltonian on the initial and final states on the the external
work storage E is regarded as the amount of extracted work
[53, Theorem 12]. That is, an FQ work extraction F gives an
average work extraction in the sense of Subsection II A 3 via
(55).
We also assume the following three conditions to the work
storage E;
(A): The Hamiltonian HˆE :=
∑
e∈Λ e|e〉E E〈e| is non-
degenerate, and Λ is countable.
(B): For arbitrary e ∈ Λ, (x, y) ∈ X×Y and (x′, y′) ∈ X×Y ,
there exist e′ ∈ Λ such that e′−e = hXY (x, y)−hXY (x′, y′).
(C): The initial state of the work storage E is a pure energy
eigenstate. We refer to the initial state as |e0〉E E〈e0|.
It is possible to take such an external system E [53, Section
4].
As shown in [53, Lemma 10], when an FQ work extrac-
tion F satisfies the above three conditions, we obtain a CP-
instrument work extraction W F := {EFe , we} as
EFj (ρI) := TrE [|e〉E E〈e|UIE(ρI ⊗ ρE)U †IE |e〉E E〈e|]
(56)
wj := e − e0. (57)
Conversely, as shown in [53, Lemma 11], when a CP-
instrument work extraction W satisfies the condition (17), it
can be realized by a combination of a suitable FQ work extrac-
tion satisfying (54), a suitable initial state on the external work
storage E, and a suitable measurement on the external work
storage E. That is, the efficiency realized by a CP-instrument
work extraction can be attained by a FQ work extraction. In
other word, any CP-instrument work extraction satisfying (17)
can be regarded as a time evolution of a closed system includ-
ing the external work storage E. Hence, it is natural to op-
timize our efficiency among CP-instrument work extractions
satisfying (17).
B. Quantum optimal work extraction
Next, we give the optimal work extraction for the quantum
case. That is, we give an FQ work extraction FoptQn whose
CP-instrument work extraction W optQn attains (45) and (46) in
general case, and attains (47) and (46) in the non-lattice case.
We show the relations (45), (46), (47) and (48) for W optQn by
showing the relations
η
(n)
C¬(βH , βL, T optQn ) = η
(n)
Q¬(βH , βL,W
opt
Qn
) (58)
and
Q
(n)
H¬(βH , βL, T optQn ) = Q
(n)
H¬(βH , βL,W
opt
Qn
). (59)
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For this purpose, we give an FQ work extraction FoptQn by us-
ing a canonical conversion from a deterministic classical work
extraction to a quantum work extraction that is introduced in
Ref.[53, Section 4].
For the invertible function fn on (X × Y)n given as the
classical optimal work extraction, we introduce an external
system HE with HˆE satisfying the condition (A)–(C) in Sec-
tion IV A, and an energy preserving unitary Ufn on IE as
follows;
Ufn :=
∑
x,y
∑
e∈Λ
|fn(x, y)〉HL|e′(x, y)〉E HL〈x, y| E〈e|,
(60)
where |e′(x, y)〉E := |e+h(n)XY (x, y)−h(n)XY (fn(x, y))〉E . The
existence of such an external system HE with HˆE is shown
in [53]. Clearly, the unitary Ufn satisfies (54), which implies
that the tuple FoptQn = (HE , HˆE , Ufn , ρE) is an FQ work ex-
traction. Then, from the FQ work extraction FoptQn , we obtain
the CP-instrument work extraction W optQn = {Ee, we}e∈Λ as
follows;
Ee(ρHL) := E〈e|Ufn(ρHL ⊗ |e0〉 E〈e0|)U †fn |e〉E , (61)
we = e− e0. (62)
To consider the physical meaning of our FQ work extraction
FoptQn , we divide the unitary Ufn into three steps, which cor-
respond to the functions g1n, g2n, and g−11n in Protocol 1. For
this purpose, we need to describe the resultant systems of the
unitary corresponding to g1n as n-fold tensor product systems
of the qudit system. This is because the ranges of the functions
g1nX and g1nY are Zdn not the n-dimensional vector space of
Zd. To resolve this problem, we make the following corre-
spondence between the set Zdn and the n-dimensional vector
space of Zd. For a vector x := (x1, . . . , xn) ∈ Znd , we define
the integer g3n(x) ∈ Zdn by we make a correspondence
g3n(x) =
n∑
k=1
xkd
k−1. (63)
Hence, we can decompose Ufn into the following three steps;
Step 1 (Ug−13n ◦g1n ): We perform Ug−13n ◦g1n , which is given by
substituting g−13n ◦ g1n for f in (60). By the unitary
Ug−13n ◦g1n , we reorder the diagonal elements of ρ
⊗n
βH |HˆH
and ρ⊗n
βL|HˆL so that the eigenvalues are arrayed in the
descending order. Then, we set the resultant state in the
n-fold qudit systems with the correspondence (63).
Step 2 ( Ug−13n ◦g2n◦g3n ): Second, we perform Ug−13n ◦g2n◦g3n ,
which is given by substituting g−13n ◦ g2n ◦ g3n for f in
(60). By the unitary Ug−13n ◦g2n◦g3n , we reorder the par-
ticles as the red arrows in Fig.3.
Step 3 (U †
g−13n ◦g1n
): Finally, we perform the inverse process of
the first step, i.e., we perform U †
g−13n ◦g1n
.
H L
・・・ ・・・
β ≈ 0 β ≈ 0β ≈ ∞ β ≈ ∞
particles particles
・・・ ・・・
n−mn n−mn
mnmn
1st particle
1st particle
nth particle
nth particle U
g
−1
3n
◦g1n
Ug2n
U
†
g
−1
3n
◦g1n
FIG. 3: structure of Ufn . We omit E in this figure just for simplicity.
The physical meanings of the above steps are given as fol-
lows. To discuss the first step, we notice that Pn↓
βH |h(n)X
(i) ≈ 0
when i is large, and that
∑dn−m
i=1 P
n↓
βH |h(n)X
(i) ≈ d−m when
m is small. Under the correspondence (63), this fact can be
interpreted in the following way. In the hot bath H , when the
particle of our interest is close to the n-th particle, the state is
almost the ground state, which is the Gibbs state of the zero
temperature, i.e., the particle is extremely cold. Similarly,
when the particle of our interest is close to the first particle,
the state is almost 1ˆ/d, which is the Gibbs state of the infinite
temperature, i.e., the particle is extremely hot. Therefore, by
the operation in the first step, the energy is compressed into
particles with earlier numbers. The operation in the first step
does not change the entropy in the both baths H and L be-
cause it just sorts the eigenstates of H and L, respectively.
Hence, the resultant states have higher energy than the ini-
tial states in both baths because the initial states in both baths
have the minimum energy under the same entropy. So, to re-
alize the first step, we need to insert additional energy from
the external system to both baths.
The meaning of the second step is easy. It just swaps the
extremely hot particles in the hot bath and the extremely cold
particles in the cold bath. When both baths have the same
Hamiltonian, we need no additional energy in the second step.
Finally, the third step diffuses the energy in both baths by the
inverse operation of the first step. Then, the resultant states in
both baths H and L become very close to the Gibbs states
whose temperatures are β′H and β′L. In the third step, the
external system recovers a larger amount of energy than the
amount of energy inserted in the first step. The amount of
extracted work is the difference between the recovered and
inserted energies.
We see intuitively why the operation is optimal in the phys-
ical viewpoint as follows. In order to maximize the efficiency
of the heat engine, we have to transfer the entropy from the hot
bath to the cold bath as efficiently as possible. Our operation
exchanges the maximum entropy state and the zero entropy
state between H and L.
Now, let us consider how to realize the unitaryUfn . Thanks
to Lemma 3 in Ref. [53], any unitary U satisfying (54) can be
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realized with the sufficiently long time t by adding the small
interaction Hamiltonian term B, which does not change in
0 < t < t0. Thus, in order to realize the unitary Uf , we only
have to turn on the interaction B at t = 0 and to turn off it at
t = t0. From t = 0 to t = t0, we do not have to control the
total system HLE time dependently. Namely, we can realize
a “clockwork heat engine,” which is programmed to perform
the unitary transformation Ufn automatically. Similarly, we
can also realize respective steps of Ufn , that are Ug−13n ◦g1n ,
Ug−13n ◦g2n◦g3n , and U
†
g−13n ◦g1n
= Ug−11n ◦g3n , as clockwork pro-
cesses.
C. Conversion from “heat” to “work” in the optimal protocol
The three requirements (A)–(C) in Section IV A for an FQ
work extraction F are not enough for quantum heat engine
because we need to care the quality of the energy gain in the
external work storage. To assess the quality, we evaluate the
order of the ratios of the entropy difference to the energy dif-
ference in the external storage E. So, we define the entropy-
energy ratio A(F) as
A(F) := S(σE)− S(|e0〉E E〈e0|)
(σE − |e0〉E E〈e0|)HˆE
(64)
where σE is the resultant state of the unitary UIE , which is
defined as σE := TrHL[UIE(ρHL ⊗ |e0〉 E〈e0|)U †IE ]. There-
fore, under the three requirements (A)–(C), the order of the
ratio A(F) gives a novel criterion to decide whether the en-
ergy gain of the work storage can be regarded as work or not.
Now, we check this condition for our FQ work extraction
FoptQn . In order to evaluate the order of the entropy-energy ra-
tios, we estimate the difference of the entropy of E. Because
the unitary Ufn satisfies [Ufn , HˆHL + HˆE ], and because the
initial state of E is energy pure eigenstate, the following in-
equality holds;[53, Lemma 6]
S(σE) ≤ logN, (65)
where N is the number of eigenvalues of the Hamiltonian
HˆHL. The set of eigenvalues of the Hamiltonian HˆHL is writ-
ten as {h(n)X (x) + h(n)Y (y)}(x,y)∈(X×Y)n, and the number of
its elements is less than ((n + 1)(d−1))2 = (n + 1)2(d−1).
Therefore, the entropy gain of E is bounded as follows;
S(σE)− S(|e0〉E E〈e0|) ≤ 4(d− 1) logn. (66)
Therefore, we obtain the following theorem.
Theorem 4 The entropy-energy ratios A(FoptQn ) satisfies
A(FoptQn ) ≤ O
(
logn
Qn
)
. (67)
Thus, when Qn = anb holds with the real numbers 0 < a and
0 < b < 1, the criterion is sufficiently small, i.e., the energy
gained in E has high quality. That is, the entropy-energy ratio
of the external work storage goes to 0 in the macroscopic limit.
So, we can conclude that the extracted energy in E can be
regarded as work. That is, in this meaning, we can interpret
the optimal work extraction as the entropy filter; it filters out
the entropy from the energy flow into E.
To see the total entropy flow in the detail, let us evaluate
the entropy differences of H and L during Ufn . In the unitary
Ufn , the first step Ug−13n ◦Ug1n and the third step U
†
g−13n ◦Ug1n
just
reorder the diagonal basis of H and L, respectively. There-
fore, these two steps do not change the entropies of H and L,
respectively. In the second step Ug2n , we swap the maximal
mixed state of mn particles in H and the ground state of mn
particles inL, approximately. Therefore, we can guess that the
entropy differences in H and L are very close to −mn log d
and mn log d, respectively. In fact, the following proposition
holds;
Proposition 5 The following equalities hold with a proper
positive number γ;
S(σH)− S(ρβH |Hˆ(n)H ) = −mn log d+O(e
−nγ) (68)
S(σL)− S(ρβL|Hˆ(n)L ) = mn log d+O(e
−nγ) (69)
This proposition will be shown in Section G of Supplemen-
tary. This proposition shows that the entropy mainly flows
from the hot bath H to the cold bath L.
V. REMARK: RELATION TO OTHER FORMULATIONS
Since there are several statistical definitions of the work,
we discuss the relation of our formulation with them, here.
One might want to formulate quantum heat engine by using a
quantum analogue of an invertible and deterministic dynam-
ics of classical internal system. In this scenario, it is natu-
ral to formulate a quantum heat engine as a unitary process
on the internal system I , which might be considered as a
natural quantum extension of the classical standard formu-
lation [11]. This type formulation has been studied for a
long time, [22, 24, 26–28, 30, 37–42, 44–46] and is called
as the semi-classical model [53, Setion V-A]. In this model,
we consider that to extract work, an external agent performs
the external operation as the unitary time evolution UI :=
T [exp(∫ −iHˆI(t)dt)] (T [...] means time-ordering product)
on I by time-dependently controlling the control parameter
of the Hamiltonian HˆI(t) of the internal system I . Similar
to the classical standard model, the semi-classical model con-
siders the extracted work to be the average energy loss of the
internal system during the time evolution.
For explicit description of external storage, A˚berg [66, Sec-
tion II-D in Supplement] showed that the internal unitary in
the semi-classical scenario can be realized as the approxima-
tion of the unitary of the whole system. However, a serious
problem was founded in the semi-classical model even with
this approximation [53, Section 5]. When we request that the
amount of work is detectable by measuring on the external
agent, the time evolution of I cannot be close to a unitary in
14
the internal system I . That is, there is a serious trade-off rela-
tion between the approximation for an internal unitary and the
detectability of the amount of extracted work [53, Section 5].
This detectability was resolved under a CP-instrument model
with the condition (17).
As another notion for the work-like energy transfer in
the microscopic scale, several researchers [12–17, 20] study
single-shot work extraction, in which the work extraction is
defined as a deterministic translation from the ground pure
state to the excited pure state in a two-level system. It defines
a work-like energy transfer in the quantum scale well. That is,
this model well works as an energy transfer in microscopic
scale because the deterministic condition is crucial in this
scale. However, the correspondence between the shingle-shot
work extraction and the work extraction in thermodynamics is
not straight forward as follows. Since the shingle-shot work
extraction defines the work extraction as a deterministic en-
ergy transfer in microscopic scale, their formulation depends
on the property of the microscopic scale so that they did not
care about the measurability of the amount of extracted work
from a macroscopic viewpoint. To discuss work extraction as
a macro-micro energy transfer, we need the measurability of
the amount of extracted work from a macroscopic viewpoint
[53, Section I]. For the measurability, we surpass the three
conditions for our FQ model, which generates CP-instrument
model with the condition (17).
Further, we should remark that our result is meaningful
even for an energy transfer in microscopic scale as follows.
While our optimal unitary on the whole system is compatible
with CP-instrument work extraction, the unitary itself can be
used for an energy transfer in microscopic scale. In this ap-
plication, the quality of the energy gain is important. As a
measure of the quality, they proposed the deterministic con-
dition for energy transfer in microscopic scale as single-shot
work extraction [12–17, 20]. However, their condition is too
restrictive and is not necessary. To resolve this issue, as an-
other measure, we proposed our criterion A(F) to measure
the quality of the energy gain in Section IV A. That is, it is
enough to show that the criterionA(F) is sufficiently small to
guarantee the quality of the energy gain even in microscopic
scale. Since we have shown that the quantity A(F) of our
optimal unitary goes to zero, our optimal unitary works as a
good energy transfer in microscopic scale.
VI. CONCLUSION
In the present article, we have extended Carnot’s theorem to
finite-size heat baths, and evaluate the accuracy of the predic-
tion of the macroscopic thermodynamics in the finite-particle
systems from the statistical mechanical viewpoint. We have
given an asymptotic expansion of the optimal efficiency of
quantum (or classical) heat engines whose heat baths are n-
particle systems, up to the order ofQ2n/n2. We have described
a concrete work extraction process that attains the optimal ef-
ficiency as an energy-preserving unitary time evolution among
the heat baths and the work storage. During the unitary, The
entropy-energy ratio of the work storage is so negligibly small
as compared with that of the heat baths, i.e., our optimal work
extraction turns the disordered energy of the heat baths to the
ordered energy of the work storage.
We emphasize that our results don’t use the widely used
assumptions, i.e., the quasi-static assumption and the free-
resource assumption. These assumptions were necessary be-
cause of the shortage of the analytical ability of the previous
approaches. In the stochastic differential approach, it is very
difficult to treat the noise with memory effect in baths. There-
fore, to calculate the behavior of the system, we need to as-
sume that the heat bath is fixed, which is equivalent to assume
the infinite-size heat bath. In the resource theory, we can ob-
tain computable result only when the particle number of total
system is very small, or infinite limit. On the other hand, the
previous closed dynamics approach [21–25, 29–46] could not
construct the microscopic dynamics based on the rule of quan-
tum theory that achieves the optimal efficiency. Hence, they
employed the quasi-static assumption. The weak point of the
resource theory is the same as that of the previous closed dy-
namics approach. These approaches have the mathematical
difficulty of the optimization problem on Hilbert space with
extremely high dimension, which is a serious defect of tradi-
tional methods of physics. In this paper, instead of traditional
methods of physics, we focus on the methods of information
sciences. That is, we have solved this problem by establishing
the limited-resource theory based on the information geome-
try [58] and the strong large deviation [51, 61]. In our theory,
we have translated the optimization problem to the minimiza-
tion problem of the relative entropy, and have solved it asymp-
totically by comparing the tail probabilities of the initial and
final distributions. Therefore, our theory enables us to treat
the finite-many particle systems without taking the thermody-
namic limit. As a by-product, our theory gives the accuracy
of the prediction of the macroscopic thermodynamics in the
finite-particle systems from the statistical mechanical view-
point for the first time. We have found that the macroscopic
thermodynamics predicts the optimal efficiency within the er-
ror of the order O(Qn/n2) +O(Q3n/n3).
Finally, we discuss the future work of our results. We can
expect our formulation and method to have many applications.
For example, the following four themes can be considered;
(1) Refinement of the principle of maximum work:
It is natural to expect that there exists the refined
version not only for Carnot’s Theorem, but also other
expressions of the second law.
(2) Variance of the extracted work:
In the present article, we use the entropy gain of the
work storage to evaluate how the extracted work is or-
dered. However, there is another way to evaluate it; we
can use the variance of the extracted work. We expect
that we can evaluate the variance by applying our cal-
culation method.
(3) Higher order expansion of the optimal efficiency:
The thermodynamic prediction for the optimal effi-
ciency is accurate up to the order of Q2n/n2. However,
there is no guarantee that it is accurate in the orders
15
higher than Q2n/n2. If we derive the higher order
expansion of the optimal efficiency, we can evaluate
the limit of the size of the isolated system in that
thermodynamics is accurate.
(4) Effect of catalyst under the restricted unitary:
In the present article, we request only three conditions
on the unitary time evolution of the total system; (54)
and (9) and (11), whose ρ(n)′I is substituted by ρ(n)
′
I,F .
When we request other restrictions on the realizable
unitary time evolutions, the effect of the catalyst might
become larger than Theorem 3. For example, when
we request the following realistic restrictions, the ef-
fect of the catalyst might become larger than the order
of O(Qn/n2).
1 We forbid the direct interaction between each bath
and the external system, and permit only the direct
interactions between the catalyst and each heat
bath and the catalyst and the external system.
2 We impose the request that the total unitary time evo-
lution finishes within a finite time τ .
(5) Problem about reusing heat baths:
In the present paper and the previous researches[12–
18, 20–25, 29–42, 44–46], we only consider the first
use of the heat baths. We fix the initial states of the heat
baths, and use the baths as a kind of resource. After
the interaction with other systems, the heat baths’ states
become different from the initial states. Therefore, we
have not known the limit of the performance of heat en-
gines when we use the heat baths repeatedly, yet. We
expect that we can answer this problem by evaluating
the disturbance of the baths caused by the work extrac-
tion process.
Since they are beyond the range of the present paper, we do
not discuss them in this paper. The topics (2) and (3) will be
discussed in our next paper [68]. The topic (5) also will be
discussed in our next paper [69].
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Organization of Appendix
In the present appendix, we give the detail of our information theoretical methods. We expect it of giving useful informations
for the readers who want to use our methods. The present appendix is organized as follows. In appendix A, we give the prediction
of the macroscopic thermodynamics for the optimal efficiency in the thermodynamic, and translate the macroscopic thermody-
namic prediction to the statistical mechanical expression. It corresponds to the derivation of Proposition 1 and the equality (26)
in the main text. In Appendix B, we show that η(n)T [βH , βL, Q] is a general upper bound for the efficiencies ηC(βH , βL, PZ , T ),
ηC(βH , βL, ρC ,W), ηC¬(βH , βL, PZ , T ) and ηC¬(βH , βL, ρC ,W), and that the differences between η(n)T [βH , βL, Q] and the
efficiencies are bounded by the disturbance of the heat baths. It corresponds to the derivation of Theorem 1 in the main text. In
Appendix C, we derive the relationship between the classical and quantum optimal efficiencies. It corresponds to the derivation
of Proposition 2 in the main text. In Appendix D, we derive an asymptotic expansion of η(n)T [βH , βL, Qn]. It corresponds to
the derivation of Proposition 3 in the main text. In Appendix E, we derive the asymptotic expansions of η(n)C¬(βH , βL, T optQn ) and
Q
(n)
H¬(βH , βL, T optQn ), It corresponds to the derivation of Proposition 4 in the main text. In this proof, we need to asymptotically
expand the relative entropy DnX(mn) between the two distributions very close to each other. The conventional approaches for
information theory and quantum information theory do not work well. In Appendix F, we resolve this problem. We employ
strong large deviation by Bahadur-Rao and Blackwell-Hodges [51, 61] that brings us a more detailed evaluation for the tail
probability. This section is the technical highlight of this supplementary materials. In Appendix G, we evaluate the entropy
differences of H and L caused by Ufn It corresoponds to the derivation of Proposition 5 in the main text.
Appendix A: Optimal efficiency in thermodynamic setup
In the present section, we show Propositions 1, and prepare Lemma 1 for the proof of Proposition 2 in the next section. In the
first subsection, we give the prediction of the macroscopic thermodynamics for the optimal efficiency ηT [βH , βL,ΩRH ,ΩRL , Q]
in the thermodynamic setup. Then, we show Proposition 1. In the second subsection, we characterize η(n)T [βH , βL, Q] by using
Carnot’s efficiency and the relative entropy.
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1. Prediction of the macroscopic thermodynamics
At first, we write down Proposition 1 in the main text again;
Proposition 6 The efficiency ηT [βH , βL,ΩRH ,ΩRL , Q] satisfies
ηT [βH , βL,ΩRH ,ΩRL , Q] = 1−
ERL(T
′quasi
RL
,ΩRL)− ERL(TRL ,ΩRL)
Q
, (A1)
where
ηT [βH , βL,ΩRH ,ΩRL , Q] := sup
T ′RH
,T ′RL
,TW ,ΩW
:Qad=Q,(A3)
Wad
Qad
, (A2)
SRH (TRH ,ΩRH ) + SRL(TRL ,ΩRL) + SW (TW ,ΩW ) ≤ SRH (T ′RH ,Ω′RH ) + SRL(T ′RL ,Ω′RL) + SW (T ′W ,Ω′W ), (A3)
and where T ′quasiRL is defined by the following two equalities;
ERH (TRH ,ΩRH )− ERH (T ′quasiRH ,ΩRH ) = Q, (A4)
SRH (TRH ,ΩRH ) + SRL(TRL ,ΩRL) = SRH (T
′quasi
RH
,ΩRH ) + SRL(T
′quasi
RL
,ΩL). (A5)
Proof of Proposition 6: Let us derive (A1) in Proposition 1. Because of (A4), we can rewrite (A2) as follows;
ηT [βH , βL,ΩRH ,ΩRL , Q] = sup
T ′RL
;(A3)
(
1− ERL(T
′
RL
,ΩRL)− ERL(TRL ,ΩRL)
Q
)
. (A6)
Since (A3) implies that,
SRH (TRH ,ΩRH ) + SRL(TRL ,ΩRL) ≤ SRH (T ′quasiRH ,ΩRH ) + SRL(T ′RL ,ΩRL). (A7)
The expressions (A5) and (A7) guarantee that
SRL(T
′quasi
RL
,ΩRL) ≤ SRL(T ′RL ,ΩRL). (A8)
Because the thermodynamic entropy is an increasing function of the temperature [56], we have T ′quasiRL ≤ T ′RL . Since the
thermodynamic internal energy is an increasing function of the temperature [56], we have
ERL(T
′quasi
RL
,ΩRL) ≤ ERL(T ′RL ,ΩRL). (A9)
Combining (A6) and (A9), we obtain
ηT [βH , βL,ΩRH ,ΩRL , Q] ≤ 1−
ERL(T
′quasi
RL
,ΩRL)− ERL(TRL ,ΩRL)
Q
. (A10)
The equality of (A10) is achieved when the equality of (A7) holds. In the framework of thermodynamics, we assume the
thermalization assumption, and thus we can perform the adiabatic quasi-static process which achieves the equality of (A7).
Hence, we obtain (A1) in Proposition 1.
2. Statistical mechanical expression of η(n)T [βH , βL, Q]
In the present subsection, we prove the following Lemma which will be used to show Proposition 2. It corresponds to (26) in
the main text.
Lemma 1 The thermodynamic optimal efficiency η(n)T is characterized as
η
(n)
T [βH , βL, Q] =
(
1− βH
βL
)
−
D(ρ
(n)
β′Hβ
′
L
‖ρ(n)βHβL)
βLQ
. (A11)
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Proof of Lemma 1: At first, let us write down the condition (24) assumed in the main text, which means the equivalence
between the thermodynamic internal energy and the statistical mechanical internal energy, and the equivalence between the
thermodynamic entropy and the statistical mechanical entropy;
ERH (T,Ω
(n)
RH
) = Tr[ρ
1/T |Hˆ(n)H
Hˆ
(n)
H ] =
〈
h
(n)
X
〉
P
1/T |h
(n)
X
,
ERL(T,Ω
(n)
RL
) = Tr[ρ
1/T |Hˆ(n)L
Hˆ
(n)
L ] =
〈
h
(n)
Y
〉
P
1/T |h
(n)
Y
,
SRH (T,Ω
(n)
RH
) = S(ρ
1/T |Hˆ(n)H
) = S(P
1/T |h(n)X
),
SRL(T,Ω
(n)
RL
) = S(ρ
1/T |Hˆ(n)L
) = S(P
1/T |h(n)Y
), (A12)
Then, because of (A12) and the definition of β′L, we can convert (A1) in Proposition 1 as follows;
η
(n)
T [βH , βL, Q] = 1−
ERL(T
′quasi
RL
,Ω
(n)
RL
)− ERL(TRL ,Ω(n)RL)
Q
,
= 1−
Tr[(ρ
β′L|Hˆ
(n)
L
− ρ
βL|Hˆ(n)L
)Hˆ
(n)
L ]
Q
,
= 1 +
Tr[(ρ
β′L|Hˆ
(n)
L
− ρ
βL|Hˆ(n)L
) log ρ
βL|Hˆ(n)L
]
βLQ
= 1 +
−D(ρ
β′L|Hˆ
(n)
L
‖ρ
βL|Hˆ(n)L
)− S(ρ
β′L|Hˆ
(n)
L
) + S(ρ
βL|Hˆ(n)L
)
βLQ
(A13)
The combination of (A5), the definitions of β′H and β′L and the assumption (A12) yields that
S(ρ
βH |Hˆ(n)H
) + S(ρ
βL|Hˆ(n)L
) = S(ρ
β′H |Hˆ
(n)
H
) + S(ρ
β′H |Hˆ
(n)
H
). (A14)
Therefore, we can convert the RHS of (A13) as follows;
RHS of (A13) = 1+
−D(ρ
β′L|Hˆ
(n)
L
‖ρ
βL|Hˆ(n)L
)− S(ρ
βH |Hˆ(n)H
)− Tr[ρ
β′H |Hˆ
(n)
H
log ρ
βH |Hˆ(n)H
]−D(ρ
β′H |Hˆ
(n)
H
‖ρ
βH |Hˆ(n)H
)
βLQ
(A15)
Because β′H is defined as 1/T
′quasi
H , the relations (A4) and (A12) imply that
Q = Tr[(ρ
β′H |Hˆ
(n)
H
− ρ
βH |Hˆ(n)H
)Hˆ
(n)
H ]. (A16)
Hence,
η
(n)
T [βH , βL, Q] = 1 +
−D(ρ
β′L|Hˆ
(n)
L
‖ρ
βL|Hˆ(n)L
) + βHTr[(ρβ′H |Hˆ
(n)
H
− ρ
βH |Hˆ(n)H
)Hˆ
(n)
H ]−D(ρβ′H |Hˆ(n)H ‖ρβH |Hˆ(n)H )
βLQ
= 1 +
−D(ρ
β′L|Hˆ
(n)
L
‖ρ
βL|Hˆ(n)L
)− βHQ−D(ρβ′H |Hˆ(n)H ‖ρβH |Hˆ(n)H )
βLQ
= 1− βH
βL
−
D(ρ
(n)
β′Hβ
′
L
‖ρ(n)βHβL)
βLQ
. (A17)
So, we obtain Lemma 1.
Appendix B: General upper bound
In the present section, we prove Theorem 1 in the main text. Namely, we show that η(n)T [βH , βL, Q] is a general upper
bound for the efficiencies ηC(βH , βL, PZ , T ), ηC(βH , βL, ρC ,W), ηC¬(βH , βL, PZ , T ) and ηC¬(βH , βL, ρC ,W), and that
the differences between η(n)T [βH , βL, Q] and the efficiencies are bounded by the disturbance of the heat baths.
At first, let us write down Theorem 1 again.
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Theorem 5 Let Q be an arbitrary positive real number, and PZ be an arbitrary initial distribution of Z . When a classical
dynamics T satisfies Q(n)(βH , βL, T ) = Q and∑
x,y,z
T (x, y, z|x′, y′, z′) =
∑
x′,y′,z′
T (x, y, z|x′, y′, z′) = 1. (B1)
∑
x,y
P
(n)′
I (x, y, z) = PZ(z), (B2)
and when the thermodynamic baths RH and RL satisfy (A12), the following inequalities hold;
η
(n)
C (βH ,βL, PZ , T ) ≤ 1−
βH
βL
− D(P
(n)′
XY ‖P (n)βHβL)
βLQ
(B3)
≤ η(n)T [βH , βL, Q]−
D(P
(n)′
XY ‖P (n)β′H ,β′L)
β′LQ
, (B4)
where P (n)
′
XY :=
∑
z P
(n)′
I (x, y, z) is the final state of the classical heat baths, and β′H := 1/T ′quasiH is the inverse temperature
of T ′quasiH in (A4). Similarly, let Q be an arbitrary positive real number, and ρC be an arbitrary initial state ρC of C. When a
quantum dynamics W satisfies Q(n)H (βH , βL,W) = Q and∑
j
pjwj = Tr[Hˆ
(n)
I (ρ
(n)
I − ρ(n)
′
I )], ∀ρ(n)I (B5)
∑
j
Ej(1ˆHL) = 1ˆHL, (B6)
and when the thermodynamic baths RH and RL satisfy (A12), the following inequalities hold;
η
(n)
Q (βH , βL,ρC ,W) ≤ 1−
βH
βL
− D(ρ
(n)′
HL ‖ρ(n)βHβL)
βLQ
(B7)
≤ η(n)T [βH , βL, Q]−
D(ρ
(n)′
HL ‖ρβ′H ,β′L)
β′LQ
, (B8)
where ρ(n)
′
HL := TrC [ρ
(n)′
I ] is the final state of the quantum heat baths.
Proof of Theorem 1: We firstly point out that (B3) and (B4) follow from (B7) and (B8), because the classical case is included
the quantum case. Therefore, we only have to prove (B7) and (B8). Because (B7) is equivalent to
D(ρ
(n)′
HL ‖ρ(n)βHβL) ≤ −βHQ− βL(W (n)(βH , βL, ρC ,W)−Q), (B9)
we will prove (B9) in the following discussion. The inequality (B9) is derived as follows;
D(ρ
(n)′
HL ‖ρ(n)βHβL) ≤ D(ρ
(n)′
HLC‖ρ(n)βHβL ⊗ ρC)
= −S(ρ(n)′HLC)− Tr[ρ(n)
′
HLC log ρ
(n)
βHβL
⊗ ρC ]
(a)
≤ −S(ρ(n)βHβL ⊗ ρC)− Tr[ρ
(n)′
HLC log ρ
(n)
βHβL
⊗ ρC ]
= Tr[(ρ
(n)
βHβL
⊗ ρC − ρ(n)
′
HLC) log ρ
(n)
βHβL
⊗ ρC ]
(b)
= Tr[(ρ
βH |Hˆ(n)H
− ρ(n)′H ) log ρβH |Hˆ(n)H ] + Tr[(ρβL|Hˆ(n)L − ρ
(n)′
L ) log ρβH |Hˆ(n)L
] + Tr[(ρ
(n)
C − ρ(n)
′
HLC) log ρ
(n)
C ]
(c)
= Tr[(ρ
βH |Hˆ(n)H
− ρ(n)′H ) log ρβH |Hˆ(n)H ] + Tr[(ρβL|Hˆ(n)L − ρ
(n)′
L ) log ρβH |Hˆ(n)L
]
= −βHTr[(ρβH |Hˆ(n)H − ρ
(n)′
H )Hˆ
(n)
H ]− βLTr[(ρβL|Hˆ(n)L − ρ
(n)′
L )Hˆ
(n)
L ]
= −βHQ(n)H (βH , βL, ρC ,W)− βL(W (n)(βH , βL, ρC ,W)−Q(n)H (βH , βL, ρC ,W))
= −βHQ− βL(W (n)(βH , βL, ρC ,W)−Q), (B10)
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where (a) is shown by S(ρ(n)βH ⊗ ρC) ≤ S(ρ
(n)′
HLC), (b) is shown by Tr[ρAB log σA ⊗ σB ] = Tr[ρAρσA] + Tr[ρB log σB ], and
(c) is shown by (B6).
Next, we prove (B8). We only have to prove
D(ρ
(n)′
βHβL
‖ρ(n)βHβL)−D(ρ
(n)
β′Hβ
′
L
‖ρ(n)βHβL)−
βL
β′L
D(ρ
(n)′
HL ‖ρ(n)β′Hβ′lllL) ≥ 0. (B11)
In order to show (B11), we firstly convert the lefthand side (LHS) of (B11) as follows;
The LHS (B11) = −S(ρ(n)′HL )− Tr[ρ(n)
′
HL log ρ
(n)
βHβL
] + S(ρ
(n)
β′Hβ
′
L
) + Tr[ρ
(n)
β′Hβ
′
L
log ρ
(n)
βHβL
] +
βL
β′L
S(ρ
(n)′
HL ) +
βL
β′L
Tr[ρ
(n)′
HL ρ
(n)
β′Hβ
′
L
]
=
(
βL
β′H
− 1
)
S(ρ
(n)′
HL ) + Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)βHβL ] + S(ρ
(n)
β′Hβ
′
L
) +
βL
β′L
Tr[ρ
(n)′
HL log ρ
(n)
β′Hβ
′
L
]
(a)
≥ βL
β′L
(S(ρ
(n)
β′Hβ
′
L
) + Tr[ρ
(n)′
HL log ρ
(n)
β′Hβ
′
L
]) + Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)βHβL ]
= −βL
β′L
(Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)β′Hβ′L ]) + Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)βHβL ], (B12)
where (a) is shown by S(ρ(n)
′
HL ) ≥ S(ρ(n)β′Hβ′L). Let us show that the first term and the second term of the righthand side (RHS) of(B12) offset each others. The first term is converted as follows;
−βL
β′L
(Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)β′Hβ′L ]) = −
βL
β′L
(Tr[(ρ
β′H |Hˆ
(n)
H
− ρ(n)′H ) log ρβ′H |Hˆ(n)H ] + Tr[(ρβ′L|Hˆ(n)L − ρ
(n)′
L ) log ρβ′L|Hˆ
(n)
L
])
= −βL
β′L
(−β′HTr[(ρβ′H |Hˆ(n)H − ρ
(n)′
H )Hˆ
(n)
H ]− β′LTr[(ρβ′L|Hˆ(n)L − ρ
(n)′
L )Hˆ
(n)
L ])
(a)
= βLTr[(ρβ′L|Hˆ
(n)
L
− ρ(n)′L )Hˆ(n)L ]), (B13)
where (a) follows from
Q = Tr[(ρ
βH |Hˆ(n)H
− ρ
β′H |Hˆ
(n)
H
)Hˆ
(n)
H ] = Tr[(ρβH |Hˆ(n)H
− ρ(n)′H )Hˆ(n)H ]. (B14)
On the other hand, the first term is converted as follows;
Tr[(ρ
(n)
β′Hβ
′
L
− ρ(n)′HL ) log ρ(n)βHβL ] = Tr[(ρβ′H |Hˆ(n)H − ρ
(n)′
H ) log ρβH |Hˆ(n)H
] + Tr[(ρ
β′L|Hˆ
(n)
L
− ρ(n)′L ) log ρβL|Hˆ(n)L ])
= −βHTr[(ρβ′H |Hˆ(n)H − ρ
(n)′
H )Hˆ
(n)
H ]− βLTr[(ρβ′L|Hˆ(n)L − ρ
(n)′
L )Hˆ
(n)
L ])
(a)
= −βLTr[(ρβ′L|Hˆ(n)L − ρ
(n)′
L )Hˆ
(n)
L ]), (B15)
where (a) follows from (B14). Due to (B13) and (B15), the RHS of (B12) is zero, and thus (B11) holds.
Appendix C: The relationship between the classical and quantum optimal efficiencies
In the present section, we prove Proposition 2 in the main text. Let us write down Proposition 2 again;
Proposition 7
η
(n)
C¬[βH , βL, Q] = η
(n)
Q¬[βH , βL, Q], (C1)
η
(n)
C [βH , βL, Q] ≤ η(n)Q [βH , βL, Q] (C2)
Proof of Proposition 7: We firstly prove (C2). In order to show (C2), we only have to show that when PZ and T satisfy (B1)
and (B2), we can take a state ρPZC and a work extrationWT that satisfy the following relations;
W (n)(βH , βL, PZ , T ) = W (n)(βH , βL, ρPZC ,WT ). (C3)
Q
(n)
H (βH , βL, PZ , T ) = Q(n)H (βH , βL, ρPZC ,WT ). (C4)
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In order to find WT , we notice that the bi-stochastic T can be written as
T (x, y, z|x′, y′, z′) =
∑
m
pmδ(x,y,z),fm(x′,y′,z′), (C5)
by using a proper probability {pm}, invertible functions {fm := (fXm (x, y, z), fYm(x, y, z), fZm(x, y, z))}, and the Kronecker
delta δ. Then, we choose the state ρPZC and the work extraction WT as follows;
ρPZC :=
∑
z
PZ(z)|z〉C C〈z|, (C6)
Ex,y,z(ρI) :=
∑
m
pmUfm |x, y, z〉〈x, y, z|ρI |x, y, z〉〈x, y, z|U †fm , (C7)
wx,y,z := hI(x, y, z)−
∑
m
pmhI(fm(x, y, z)). (C8)
where we introduce an energy preserving unitary Uf on HLEX for an invertible function f on (X × Y)n as follows;
Uf :=
∑
x,y
∑
e∈Λ
|fn(x, y)〉HL|e′(x, y)〉EX HL〈x, y| EX 〈e|, (C9)
where |e′(x, y)〉EX := |e+ h(n)XY (x, y)− h(n)XY (fn(x, y))〉EX .
Let us prove that ρPZC and WT satisfy (C3) and (C4).
W (n)(βH , βL, ρ
PZ
C ,WT ) =
∑
x,y,z
wx,y,zTr[Ex,y,z(ρ(n)βH ,βL ⊗ ρPZC )]
=
∑
x,y,z
(hI(x, y, z)−
∑
m
pmhI(fm(x, y, z)))P
(n)
βH ,βL
(x, y)PZ(z)
= 〈hI〉P (n)βH,βLPZ − 〈hI〉T (P (n)βH,βLPZ)
=W (n)(βH , βL, PZ , T )
Q
(n)
H (βH , βL, ρ
PZ
C ,WT ) = Tr[(ρ(n)βH ,βL ⊗ ρPZC −
∑
x,y,z
Ex,y,z(ρ(n)βH ,βL ⊗ ρPZC ))Hˆ
(n)
H ]
= Tr[(ρ
(n)
βHβL
−
∑
j
Ej(ρ(n)βHβL))Hˆ
(n)
H ]
=
∑
x,y,z
(hX(x) −
∑
m
pmhX(f
X
m (x, y, z)))P
(n)
βH ,βL
(x, y)PZ (z)
= 〈hX〉P (n)βH,βLPZ − 〈hX〉T (P (n)βH,βLPZ)
= Q
(n)
H (βH , βL, PZ , T ). (C10)
Therefore, we obtain (C2).
Next, we prove (C1). Because η(n)C¬[βH , βL, Qn] ≤ η(n)Q¬[βH , βL, Qn] can be shown in the same way of (C2), we only have to
prove η(n)Q¬[βH , βL, Qn] ≤ η(n)C¬[βH , βL, Qn]. Let any CP-instrument work extraction Wn = {Ej, wj} satisfy (B6) and
Ej(Πx) = Phx−wjEj(Πx)Phx−wj (C11)
for any initial eigenstate Πx := |x〉〈x| of Hˆ(n)I , where Ph is the projection to the eigenspace of the Hamiltonian Hˆ(n)I with
eigenvalue h. For Wn, we give the bi-stochastic matrix TWn as follows;
TWn(x′, y′|x, y) = 〈x′, y′|Ej(|x, y〉〈x, y|)|x′, y′〉. (C12)
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Then, we have
W (n)¬ (βH , βL,Wn) =
∑
j
wjTrEj(ρI) = Tr[(ρ(n)βHβL −
∑
j
Ej(ρ(n)βHβL))Hˆ
(n)
HL]
=
∑
x′,y′
〈x′, y′|(ρβHβL −
∑
j
Ej(ρ(n)βHβL))Hˆ
(n)
HL|x′, y′〉
=
∑
x′,y′,x,y
(P
(n)
βHβL
(x′, y′)− TWn(x′, y′|x, y)P (n)βHβL(x, y))(h
(n)
X (x
′) + h(n)Y (y
′))
=W (n)¬ (βH , βL, TWn)
Q
(n)
H¬(βH , βL,Wn) = Tr[(ρ
(n)
βHβL
−
∑
j
Ej(ρ(n)βHβL))Hˆ
(n)
H ] =
∑
x′,y′
〈x′, y′|(ρβHβL −
∑
j
Ej(ρ(n)βHβL))Hˆ
(n)
H |x′, y′〉
=
∑
x′,y′,x,y
(P
(n)
βHβL
(x′, y′)− TWn(x′, y′|x, y)P (n)βHβL(x, y))(h
(n)
X (x
′))
= Q
(n)
H¬(βH , βL, TWn). (C13)
Therefore, we obtain η(n)Q¬[βH , βL, Qn] ≤ η(n)C¬[βH , βL, Qn], which implies (C1).
Appendix D: Asymptotic behavior of thermodynamic efficiency
In the present section, using Lemma 1, we prove Proposition 3 in the main text. At first, we write down Proposition 3 again;
Proposition 8 Let {Qn}∞n=1 be arbitrary positive real numbers which satisfy limn→∞Qn/n = 0. When the thermodynamic
baths RH and RL satisfy (A12), the thermodynamic optimal efficiency η(n)T is asymptotically calculated as
η
(n)
T [βH , βL, Qn] = 1−
βH
βL
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
+O
(
Q3n
n3
)
, (D1)
where c(1)βH ,βL and c
(2)
βH ,βL
are given by
c
(1)
βH ,βL
:=
(
1
2β2Hσ
2
Hˆ1
(βH)
+
1
2β2Lσ
2
Hˆ2
(βL)
)
β2H
βL
, (D2)
c
(2)
βH ,βL
:=
(
− γHˆ1(βH)
6β3Hσ
3
Hˆ1
(βH)
+
γHˆ2(βL)
6β3Lσ
3
Hˆ2
(βL)
+
1
2β4Lσ
4
Hˆ2
(βL)
+
1
2β2Hβ
2
Lσ
2
Hˆ1
(βH)σ2Hˆ2
(βL)
)
β3H
βL
. (D3)
1. Preliminary: Relation with cumulant generating function
In the present subsection, we prepare several useful notations based on the cumulant generating function for latter discus-
sions. Let us introduce the cumulant generating functions φA(1 + s) := logTrρ1+sβA˜|HˆA
for A = H,L and φA(1 + s) :=
log
∑
a PβA˜|HˆA(a)
1+s for A = X,Y . Since the classical case can be discussed in the same way as the quantum case, we treat
only the quantum case in this section. The corresponding notation in the classical case will be applied in Appendices E and F.
Then, the variance σ2A(βA˜) and the skewness γA(βA˜) of energy satisfy
φ′′A(1) = β
2
A˜
σ2A(βA˜) (D4)
φ′′′A (1) = β
3
A˜
γA(βA˜)σ
3
A(βA˜). (D5)
The relative entropy and the entropy can be written by using the cumulant generating function, i.e., they are written as [58]
D(ρβA˜(1+s)|HˆA‖ρβA˜|HˆA) = φ
′
A(1 + s)s− φA(1 + s) (D6)
S(ρβA˜(1+s)|HˆA) = −(1 + s)φ
′
A(1 + s) + φA(1 + s) = −φ′A(1 + s)−D(ρβA˜(1+s)|HˆA‖ρβA˜|HˆA). (D7)
23
In the following, we focus on the entropy S(ρβA˜|HˆA), which is denoted by SA.
In the following section, we need to discuss the above two quantities. To handle them effectively, we introduce a method to
characterize them by a function with a single input variable. Since φA is strictly convex, we can define the inverse function of
φ′A, which is denoted by ψA. The function ψA is characterized as follows.
ψ′A(−SA) = φ′′A(1)−1 =
1
β2
A˜
σ2A(βA˜)
(D8)
ψ′′A(−SA) = −φ′′′A (1)φ′′A(1)−3 = −
γA(βA˜)
β3
A˜
σ3A(βA˜)
. (D9)
When s is close to 0, α := φ′A(1 + s) is also close to −SA. Hence, using the function ψA, we can characterize the relative
entropy as
D(ρβA˜(1+s)|HˆA‖ρβA˜|HˆA) =φ
′
A(1 + s)s− φA(1 + s) = φ′A(1 + s)(ψA(α) − 1)− φA(ψA(α))
=(ψA(−SA)− 1)(α+ SA) + 1
2
ψ′A(−SA)(α+ SA)2 +
1
6
ψ′′A(−SA)(α+ SA)3 +O((α + SA)4)
=
1
2
ψ′A(−SA)(α+ SA)2 +
1
6
ψ′′A(−SA)(α+ SA)3 +O((α + SA)4). (D10)
The entropy is characterized as
S(ρβA˜(1+s)|HˆA) = −φ
′
A(1 + s)−D(ρβA˜(1+s)|HˆA‖ρβA˜|HˆA) = −α−
1
2
ψ′A(−SA)(α+ SA)2 +O((α + SA)3). (D11)
Next, we focus on the difference ∆AS := S(ρβA˜(1+s)|HˆA) − SA from the entropy of the state ρβA˜|HˆA . This difference is
characterizes as
∆AS = −(α+ SA)− 1
2
ψ′A(−SA)(α+ SA)2 +O((α + SA)3), (D12)
which implies
−(α+ SA) = ∆AS + 1
2
ψ′A(−SA)(∆AS)2 +O((∆AS)3). (D13)
Thus, the relative entropy is characterized by the difference ∆AS as follows.
D(ρβA˜(1+s)|HˆA‖ρβA˜|HˆA) =
1
2
ψ′A(−SA)(∆AS)2 + (
1
2
ψ′A(−SA)2 −
1
6
ψ′′A(−SA))(∆AS)3 +O((∆AS)4)
=
1
2β2
A˜
σ2A(βA˜)
(∆AS)
2 + (
1
2β4
A˜
σ4A(βA˜)
+
γA(βA˜)
6β3
A˜
σ3A(βA˜)
)(∆AS)
3 +O((∆AS)
4). (D14)
This relation will be used in the following sections.
2. Asymptotic expansion of thermodynamic efficiency
Now, let us derive the asymptotic expansion (D1) in Proposition 2 by using Lemma 1. Because now we assume that the
heat baths are composed of identical and uncorrelated particles, the Gibbs states of the baths H and L are given as ρ⊗n
βH |Hˆ1 and
ρ⊗n
βL|Hˆ2 . Therefore, with using D(ρ
⊗‖σ⊗n) = nD(ρ‖σ), we can transform the equality (A11) in Lemma 1 into
ηT [βH , βL, Qn] =
(
1− βH
βL
)
−
n(D(ρβ′H |HˆH‖ρβH |HˆH ) +D(ρβ′L|HˆL‖ρβL|HˆL))
βLQn
, (D15)
where the real numbers β′H and β′L are determined by
Qn = Tr(ρ
⊗n
βH |HˆH − ρ
⊗n
β′H |HˆH
)Hˆ
(n)
H (D16)
S(ρ⊗n
β′H |HˆH
) + S(ρ⊗n
β′L|HˆL
) = S(ρ⊗n
βH |HˆH ) + S(ρ
⊗n
βL|HˆL), (D17)
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which are equivalent with
Qn
n
= Tr(ρβH |HˆH − ρβ′H |HˆH )HˆH (D18)
S(ρβ′H |HˆH ) + S(ρβ′L|HˆL) = S(ρβH |HˆH ) + S(ρβL|HˆL). (D19)
Then, (D18) implies that
−βHQH
n
= ∆HS +D(ρβ′H |HˆH‖ρβH |HˆH ). (D20)
Now, we employ the differences of entropies ∆HS = S(ρβ′H |HˆH )− SH and ∆LS = S(ρβ′L|HˆL)− SL, which are introduced in
Appendix D 1. Then, (D14) and (D19) yield that
∆HS +D(ρβ′H |HˆH‖ρβH |HˆH ) = ∆HS +
1
2β2Hσ
2(βH)
(∆HS)
2 +O((∆HS)
3) (D21)
∆LS = −∆HS. (D22)
Thus, (D20) and (D21) imply
∆HS = −βHQH
n
− 1
2β2Hσ
2(βH)
(
βHQH
n
)2 +O((
βHQH
n
)3), (D23)
which yields that
∆HS
2 =(
βHQH
n
)2 +
1
β2Hσ
2(βH)
(
βHQH
n
)3 +O((
βHQH
n
)4) (D24)
∆HS
3 =− (βHQH
n
)3 +O((
βHQH
n
)4). (D25)
Therefore,
n(D(ρβ′H |HˆH‖ρβH |HˆH ) +D(ρβ′L|HˆL‖ρβL|HˆL))
=
1
2β2Hσ
2(βH)
(∆HS)
2 + (
1
2β4Hσ
4(βH)
+
γ1(βH)
6β3Hσ
3(βH)
)(∆HS)
3
+
1
2β2Lσ
2(βL)
(∆LS)
2 + (
1
2β4Lσ
4(βL)
+
γ1(βL)
6β3Lσ
3(βL)
)(∆LS)
3 +O((∆HS)
4)
=(
1
2β2Hσ
2(βH)
+
1
2β2Lσ
2(βL)
)(∆HS)
2 + (
1
2β4Hσ
4(βH)
− 1
2β4Lσ
4(βL)
+
γ1(βH)
6β3Hσ
3(βH)
− γ1(βL)
6β3Lσ
3(βL)
)(∆HS)
3 +O((∆HS)
4)
=(
1
2β2Hσ
2(βH)
+
1
2β2Lσ
2(βL)
)(
βHQH
n
)2
+ (− γ1(βH)
6β3Hσ
3(βH)
+
γ1(βL)
6β3Lσ
3(βL)
+
1
2β2Hβ
2
Lσ
2(βH)σ2(βL)
+
1
2β4Lσ
4(βL)
)(
βHQH
n
)3 +O((∆HS)
4). (D26)
Therefore, substituting (D26) into (D15), we obtain (D1) in Proposition 2.
Appendix E: Asymptotic expansions of η(n)C¬(βH , βL, T
opt
Qn
) and Q(n)H¬(βH , βL, T
opt
Qn
)
In the present section and the next section, we show Proposition 9 in the main text. As we have mentioned in the main text,
hereafter, we treat the case that the bathsX , Y , H and L are the composed of n uncorrelated identical particle, i.e., the following
equalities hold;
h
(n)
X (x) =
∑n
k=1 h1(xk), h
(n)
Y (y) =
∑n
k=1 h1(yk), (E1)
Hˆ
(n)
H =
∑n
k=1 Hˆ
[k]
H , Hˆ
(n)
L =
∑n
k=1 Hˆ
[k]
L , (E2)
where Hˆ [k]H = Hˆ1 :=
∑d
s=1 h1(s)|s〉〈s| and Hˆ [k]L = Hˆ2 :=
∑d
s=1 h2(s)|s〉〈s| are the Hamiltonians of the kth particle of H and
L, respectively.
Let us write down Proposition 9 and Protocol 2 again;
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Protocol 2 Classical optimal work extraction
We consider the combination of the following three steps g1n, g2n, and g−11n , i.e., fn := g
−1
1n ◦ g2n ◦ g1n. Hence, the classical optimal work
extraction T optQn is given as the following deterministic and invertible dynamics;
T optQn (x, y|x
′, y′) := δ(x,y),fn(x′,y′). (E8)
STEP 1 g1n: First, we convert the elements x and y in X and Y , which are described as the pair of integers (i, j) in the set Z2dn , by using the
following two functions g1nX and g1nY from Znd to Zdn as
Pn
βH |h
(n)
X
(x) = Pn↓
βH |h
(n)
X
(g1nX(x)), P
n
βL|h
(n)
Y
(y) = Pn↓
βL|h
(n)
Y
(g1nY (y)), (E9)
where Pn↓
βH |h
(n)
X
and Pn↓
βL|h
(n)
Y
are the descending reordered distributions of the distributions Pn
βH |h
(n)
X
and Pn
βL|h
(n)
Y
, respectively. That is,
we apply the function g1n(x, y) := (g1nX(x), g1nY (y)) to the classical system X × Y .
STEP 2 g2n: Next, we apply the function g2n defined as
g2n :(iAd
mn + jB , iBd
n−mn + jA) 7→ (iA + iBd
mn , jA + jBd
n−mn) (E10)
for iA, jB ∈ Zdmn and iB , jA ∈ Zdn−mn , where
mn :=

βHQn +
Q2n
2nσ2
X
(βH)
log d
 . (E11)
STEP 3 g−11n : Finally, we apply the inverse function g−11n .
Proposition 9 Assume that the baths X and Y are composed of n uncorrelated identical particles, i.e., the equality (E1) holds.
Then, the classical work extraction T optQn given in Protocol 2 satisfies
η
(n)
C¬(βH , βL, T optQn ) = 1−
βH
βL
− c(1)βH ,βL
Qn
n
+O(
1
n
) +O(
Q2n
n2
), (E3)
and
Q
(n)
H¬(βH , βL, T optQn ) = Qn + o(
Q2n
n3
). (E4)
Further, when hX and hY are non-lattice, i.e., when there does not exist a positive number t such that {h(z)−h(z′)}z,z′ ⊂ tZ
for h(n)X (x) nor h(n)Y (y), the classical work extraction T optQn has more detailed asymptotic expansions as
η
(n)
C¬(βH , βL, T optQn ) = 1−
βH
βL
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
− d(1)βH ,βL
Qn
n2
+O
(
Q2n
n5/2
)
+O
(
Q3n
n3
)
, (E5)
and
Q
(n)
H¬(βH , βL, T optQn ) = Qn +O(
Q3n
n4
), (E6)
where
d
(1)
βH ,βL
:=
(
(
γ1(βH)
2βHσ(βH)
+
1
β2Hσ
2(βH)
)2 + (
γ1(βL)
2βLσ(βL)
+
1
β2Lσ
2(βL)
)2
)
β2X
βL
. (E7)
In this section, we derive the asymptotic expansions (E3)–(E6) by using Lemma 4, which is given in this section and will be
shown in the next section. The start point is the following equality;
η
(n)
C¬(βH , βL, T optQn ) =
(
1− βH
βL
)
− D(fn∗(P
(n)
βHβL
)‖P (n)βHβL)
βLQ
(n)
H¬(βH , βL, T optQn )
, (E12)
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where for an arbitrary invertible function f we give
f∗(P )(x) = P (f−1(x)). (E13)
Notice the relation
(g ◦ f)∗(P ) = g∗(f∗(P )). (E14)
Proof of (E12): Because fn∗ is invertible and deterministic, it preserves the entropy;
S(fn∗(P
(n)
βHβL
)) = S(P
(n)
βHβL
). (E15)
Thus, similarly as the derivation of (B9), using the relation (E15), we have
−D(fn∗(P (n)βHβL)‖P
(n)
βHβL
) = S(fn∗(P
(n)
βHβL
)) +
∑
x,y
[P
(n)
βHβL
(f−1n (x, y)) logP
(n)
βHβL
(x, y)]
= S(P
(n)
βHβL
) +
∑
x,y
[P
(n)
βHβL
(f−1n (x, y)) logP
(n)
βHβL
(x, y)]
= −
∑
x
[(PnβH |hX (x)−
∑
y
PnβH |hXP
n
βL|hY (f
−1
n (x, y)) logP
n
βH |hX (x))]
−
∑
y
[(PnβL|hY (y)−
∑
x
P
(n)
βHβL
(f−1n (x, y)) logP
n
βL|hy(y))]
= βH
∑
x
[(PnβH |hX (x) −
∑
y
P
(n)
βHβL
(g−12n (x, y)))hX(x)]
+βL
∑
y
[(PnβH |hY (y)−
∑
x
P
(n)
βHβL
(g−12n (x, y)))hY (y)]
= (βH − βL)Q(n)H¬(βH , βL, T optQn ) + βLW (n)¬ (βH , βL, T
opt
Qn
). (E16)
Therefore, we obtain (E12).
Due to the equality (E12), in order to obtain the asymptotic expansion of η(n)C¬(βH , βL, T optQn ), it is enough to asymptotically
expand the relative entropy D(fn∗(P (n)βHβL)‖P
(n)
βHβL
) and the endothermic amount Q(n)H¬(βH , βL, T optQn ). We do not calculate
these two asymptotic expansions directly, but we calculate them with using an approximation method. To be concrete, we show
the following lemma;
Lemma 2 When the sequence {mn} satisfies
mn < n
(
min
{
1− S(PβL|hY )
log d
, − logmaxx PβH |hX (x)
log d
}
− ǫ
)
(E17)
with a small ǫ > 0, the following equalities satisfies;
D(fn∗(P
(n)
βHβL
)‖P (n)βHβL) = DnX(mn) +DnY (mn) +O(e−nα2) (E18)
βHQ
(n)
H¬(βH , βL, T optQn ) = mn log d−DnX(mn) +O(e−nα3) (E19)
hold with real constants α2 > 0 and α3 > 0, where
DnX(mn) :=
dn−1∑
i=0
Pn↓βH |hX (i) log
dmnPn↓βH |hX (i)
Pn↓βH |hX (⌈d−mni⌉)
(E20)
DnY (mn) :=
dn−1∑
j=0
Pn↓βL|hY (j) log
Pn↓βL|hY (j)
dmnPn↓βL|hY (d
mnj)
, (E21)
where ⌈a⌉ is the ceiling function of a positive number a.
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Due to Lemma 2, in order to calculate D(fn∗(P (n)βHβL)‖P
(n)
βHβL
) and Q(n)H¬(βH , βL, T optQn ), we only have to calculate DnX(mn)
and DnY (mn). Lemma 2 will be shown after the following Lemma 3.
Now, we simulate the distribution g2n∗(Pn↓βH |hXP
n↓
βL|hY ) by a product distribution, where g2n is defined in (E10). For this
purpose, we introduce the two distributions P˜n↓βH |hX and P˜
n↓
βL|hY by
P˜n↓βH |hX (iA + iBd
mn) := dmnPn↓βH |hX (iAd
mn)δiB ,0, (E22)
P˜n↓βL|hY (jA + jBd
n−mn) := d−mnPn↓βL|hY (jA) (E23)
for iA, jB ∈ Zdmn and iB, jA ∈ Zdn−mn . As shown in Lemma 3, the product P˜n↓βH |hX P˜
n↓
βL|hY approximates the true distribution
g2n∗(P
n↓
βH |hXP
n↓
βL|hY ).
Lemma 3 When a sequence {mn} satisfies (E17) with a small ǫ > 0, the relation
‖g2n∗(Pn↓βH |hXP
n↓
βL|hY )− P˜
n↓
βH |hX P˜
n↓
βL|hY ‖1 = O(e
−nα1) (E24)
holds, where
‖P −Q‖1 :=
∑
j
|P (j)−Q(j)|. (E25)
Proof of Lemma 3: Due to (E13) and (E10), we can evaluate the LHS of (E24) as
‖g2n∗(Pn↓βH |hXP
n↓
βL|hY )− P˜
n↓
βH |hX P˜
n↓
βL|hY )‖1
=
∑
iA,iB ,jA,jB
|g2n∗(Pn↓βH |hXP
n↓
βL|hY )(iA + iBd
mn , jA + jBd
n−mn)− P˜n↓βH |hX (iA + iBd
mn)P˜n↓βL|hY (jA + jBd
n−mn)|
=
∑
iA,iB ,jA,jB
|Pn↓βH |hX (iAd
mn + jB)P
n↓
βL|hY (iBd
n−mn + jA)− Pn↓βH |hX (iAd
mn)Pn↓βL|hY (jA)δiB ,0|
= −
∑
iA,jA,jB
∣∣∣Pn↓βH |hX (iAdmn + jB)− Pn↓βH |hX (iAdmn)
∣∣∣Pn↓βL|hY (jA)
+
dn−mn−1∑
iB=1
∑
iA,jA,jB
Pn↓βH |hX (iAd
mn + jB)P
n↓
βL|hY (iBd
n−mn + jA)
(a)
≤
dn−mn−1∑
iA=0
dmn−1∑
jB=0
(
Pn↓βH |hX (iAd
mn)− Pn↓βH |hX (iAd
mn + jB)
)
+
dn−1∑
j′=dn−mn
dn−1∑
i′=0
Pn↓βH |hX (i
′)Pn↓βL|hY (j
′)
=
dn−1∑
j′=dn−mn
Pn↓βL|hY (j
′) +
dn−mn−1∑
iA=0
dmn−1∑
jB=0
(
Pn↓βH |hX (iAd
mn)− Pn↓βH |hX (iAdmn + jB)
)
, (E26)
where i′ := iAdmn + jB and j′ := iBdn−mn + jA, and (a) follows from
∑
jA
Pn↓βL|hY (jA) ≤ 1. We notice that the distribution
Pn↓βL|hY (j
′) has the probability only from j′ = 1 to j′ = en(S(PβL|hY )+ǫ) except for exponentially small probability when
mn < n((1 − S(PβL|hY )log d ) − ǫ). Since this condition holds for the choice of mn, the probability
∑dn−1
j′=dn−mn P
n↓
βL|hY (j
′) goes
to zero exponentially. Although the distribution Pn↓βH |hX has d
n events, the probabilities Pn↓βH |hX (k) take at most (n + 1)
d−1
distinct values due to the combinatorics. That is, for an fixed integer jB , at most (n + 1)d−1 integers iA satisfy the following
condition; the difference Pn↓βH |hX (iAd
mn)− Pn↓βH |hX (iAdmn + jB) takes non-zero values. Therefore,
dn−mn−1∑
iA=0
dmn−1∑
jB=0
(
Pn↓βH |hX (iAd
mn)− Pn↓βH |hX (iAd
mn + jB)
)
≤ dmn(n+ 1)d−1Pn↓βH |hX (iAd
mn)
= dmn(n+ 1)d−1(max
x
PβH |hX (x))
n, (E27)
which goes to zero exponentially because mn < −n
(
logmaxx PβH |hX (x)
log d + ǫ
)
. Thus, when (E17) holds, the equation (E24) is
valid.
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Proof of Lemma 2: We firstly transform D(fn∗(P (n)βHβL)‖P
(n)
βHβL
) and βHQ(n)H¬(βH , βL, T optQn ) into forms that we can
more easily compare with DnX(mn) and DnY (mn). Because g1n is invertible and deterministic, the relative entropy
D(fn∗(P
(n)
βHβL
)‖P (n)βHβL) turns into
D(fn∗(P
(n)
βHβL
)‖P (n)βHβL) = D(g1n∗(fn∗(P
(n)
βHβL
))‖g1n∗(P (n)βHβL)) (E28)
= D(g2n∗(P
n↓
βH |hXP
n↓
βL|hY )‖P
n↓
βH |hXP
n↓
βL|hY ). (E29)
Now, we introduce the marginal distributions:
PX
′′(x) :=
∑
y
fn∗(P
(n)
βHβL
)(x, y) (E30)
PX
′(i) :=
∑
j
g2n∗(P
n↓
βH |hXP
n↓
βL|hY )(i, j). (E31)
Hence, we have
S(PX
′) = S(g1nX∗(PX ′)) = S(PX ′′) (E32)
D(PX
′‖PnβH |hX ) = D(g1nX∗(PX ′)‖g1nX∗(PnβH |hX )) = D(PX ′′‖P
n↓
βH |hX ). (E33)
With using (E32), and (E33), we convert the quantity βHQ(n)H¬(βH , βL, T optQn ) as follows;
βHQ
(n)
H¬(βH , βL, T optQn ) = βH
∑
X
(PβH |hX (x)− P ′X(x))hX(x) = −
∑
X
(PβH |hX (x)− P ′X(x)) logPβH |hX (x) (E34)
= S(PnβH |hX )− S(PX ′′)−D(PX ′′‖PnβH |hX )
= S(Pn↓βH |hX )− S(PX
′)−D(PX ′‖Pn↓βH |hX ). (E35)
Second, we define
D˜nX(mn) := D(P˜
n↓
βH |hX‖P
n↓
βH |hX ) =
dn−1∑
i=0
P˜n↓βH |hX (i) log
P˜n↓βH |hX (i)
Pn↓βH |hX (i)
=
dn−mn−1∑
iA=0
dmnPn↓βH |hX (d
mniA) log
dmnPn↓βH |hX (d
mn iA)
Pn↓βH |hX (iA)
=
dn−1∑
i=0
Pn↓βH |hX (d
mn⌈d−mni⌉) log
dmnPn↓βH |hX (d
mn⌈d−mni⌉)
Pn↓βH |hX (⌈d−mni⌉)
. (E36)
Since
∑dmn−1
j=i |Pn↓βH |hX (dmn⌈d−mni⌉) − P
n↓
βH |hX (i)| is exponentially small and the difference between
log
dmnPn↓
βH |hX
(dmn⌈d−mn i⌉)
Pn↓
βH |hX
(⌈d−mn i⌉) and log
dmnPn↓
βH |hX
(x)
Pn↓
βH |hX
(⌈d−mn i⌉) is linear with respect to n at most, the difference D˜
n
X(mn) − DnX(mn)
is exponentially small. Similarly, we define
D˜nY (mn) := D(P˜
n↓
βL|hY ‖P
n↓
βL|hY ). (E37)
Then, the difference D˜nY (mn)−DnY (mn) is exponentially small. Hence, in order to prove (E18), we only have to show that
D(g2n∗(P
n↓
βH |hXP
n↓
βL|hY )‖P
n↓
βH |hXP
n↓
βL|hY ) = D˜
n
X(mn) + D˜
n
Y (mn) +O(e
−nα2). (E38)
Using Lemma 3, we show (E38) as follows. Because of Fannes’s theorem [59], the equation S(g2n∗(Pn↓βH |hXP
n↓
βL|hY )) −
S(P˜n↓βH |hX P˜
n↓
βL|hY ) = O(ne
−nα1) follows from (E24). The maximum hmax := max{hX(x), hY (y)} satisfies∑
i,j
|(P˜n↓βH |hX (i)P˜
n↓
βL|hY (j)− P
n↓
βH |hXP
n↓
βL|hY (g
−1
2n (i, j))) logP
n↓
βH |hXP
n↓
βL|hY (i, j)|
≤2n‖P˜n↓βH |hX P˜
n↓
βL|hY − g2n∗(P
n↓
βH |hXP
n↓
βL|hY )‖1βLhmax
=O(ne−nα1). (E39)
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Thus, we obtain (E38) as follows;
D(g2n∗(P
n↓
βH |hXP
n↓
βL|hY )‖P
n↓
βH |hXP
n↓
βL|hY )− D˜
n
X(mn)− D˜nY (mn)
=− S(g2n∗(Pn↓βH |hXP
n↓
βL|hY )) + S(P˜
n↓
βH |hX P˜
n↓
βL|hY )
−
∑
i,j
|(P˜n↓βH |hX (i)P˜
n↓
βL|hY (j)− P
n↓
βH |hXP
n↓
βL|hY (g
−1
2n (i, j))) logP
n↓
βH |hXP
n↓
βL|hY (i, j)|
=O(ne−nα1). (E40)
Thus, we have shown (E38), which implies (E18).
Next, we will show (E19). Using (E34), we deform βHQ(n)H¬(βH , βL, T optQn )−mn log d+ D˜nX(mn) as follows;
βHQ
(n)
H¬(βH , βL, T optQn )−mn log d+ D˜nX(mn)
= S(PX
′)− S(P˜n↓βH |hX ) +
∑
i
[(
∑
j
Pn↓βH |hXP
n↓
βL|hY (g
−1
2n (i, j))− P˜n↓βH |hX (i)) logP
n↓
βH |hX (i)]. (E41)
Therefore, similar to (E38), we find that βHQn−mn log d− D˜nX(mn) is exponentially small. Since the difference D˜nX(mn)−
DnX(mn) is also exponentially small, we obtain (E19).
As shown in the next section, we have the following lemma.
Lemma 4 When mn = o(n),
DnX(mn) =(mn log d)
2n−1
ψ′X(−SX)
2
+O((mn log d)n
−1) +O((mn log d)3n−2). (E42)
DnY (mn) =(mn log d)
2n−1
ψ′Y (−SY )
2
+O((mn log d)n
−1) +O((mn log d)3n−2) (E43)
Furthermore, when hX and hY are non-lattice,
DnX(mn) =(mn log d)
2n−1
ψ′X(−SX)
2
+ (mn log d)
3n−2(
ψ′′X(−SX)
6
− ψ
′
X(−SX)2
2
)
+ (mn log d)
2n−2(
ψ′′X(−SX)
2ψ′X(−SX)
− ψ′X(−SX))2 +O(m3nn−5/2) +O(m4nn−3), . (E44)
DnY (mn) =(mn log d)
2n−1
ψ′Y (−SY )
2
+ (mn log d)
3n−2(−ψ
′′
Y (−SY )
6
+
ψ′Y (−SY )2
2
)
+ (mn log d)
2n−2(
ψ′′Y (−SY )
2ψ′Y (−SY )
− ψ′Y (−SY ))2 +O(m3nn−5/2) +O(m4nn−3) (E45)
We can obtain Proposition 9 by combining the equality (E12), Lemma 2 and Lemma 4 as follows;
Proof of Proposition 9: Now, we show Proposition 9 when PX and PY are non-lattice. We can rewrite the integer mn as
mn =
⌊
βHQn +
ψ′X(−SX )
2n β
2
HQ
2
n
log d
⌋
. (E46)
Then, we obtain (E6) as follows;
Q
(n)
H¬(βH , βL, T optQn )
(a)
=
mn log d
βH
− D
n
X(mn)
βH
+O(e−nα3)
(b)
=
mn log d
βH
− (mn log d)2n−1ψ
′
X(−SX)
2βH
+O(
m3n
n2
)
(c)
= Qn +
βHQ
2
nψ
′
X(−SX)
2n
− βHQ
2
nψ
′
X(−SX)
2n
+ O(
Q3n
n2
) + o(1) = Qn +O(
Q3n
n2
) + o(1), (E47)
where (a), (b), and (c) follow from (E19), (E44), and (E46), respectively.
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Substituting the relation (E46) into (E44) and (E45), we have
DnX(mn) =(βHQn)
2n−1
ψ′X(−SX)
2
+ (βHQn)
3n−2
ψ′′X(−SX)
6
+ (mn log d)
2n−2(
ψ′′X(−SX)
2ψ′X(−SX)
− ψ′X(−SX))2
+O(Q3nn
−5/2) +O(Q4nn
−3), (E48)
DnY (mn) =(βHQn)
2n−1
ψ′Y (−SY )
2
+ (βHQn)
3n−2(−ψ
′′
Y (−SY )
6
+
ψ′X(−SX)ψ′Y (−SY )
2
+
ψ′Y (−SY )2
2
)
+ (βHQn)
2n−2(
ψ′′Y (−SY )
2ψ′Y (−SY )
− ψ′Y (−SY ))2 +O(Q3nn−5/2) +O(Q4nn−3). (E49)
Therefore, (D8) and (D9) imply that
DnX(mn) +D
n
Y (mn) =c
(1)
βH ,βL
(βHQn)
2n−1 + c(2)βH ,βL(βHQn)
3n−2 + d(1)βH ,βL(βHQn)
2n−2
+O(Q3nn
−5/2) +O(Q4nn
−3). (E50)
Combining (E12), (E18) and (E50), we obtain the following expansion
η
(n)
C¬(βH , βL, T optQn ) =
(
1− βH
βL
)
−
2∑
k=1
c
(k)
βH ,βL
Qkn
nk
− d(1)βH ,βL
Qn
n2
+O
(
Q2n
n5/2
)
+ O
(
Q3n
n3
)
,
which is the same as (E5).
Now, we consider the case when PX or PY is lattice. Using (E42) and (E43) instead of (E44) and (E45), we obtain
η
(n)
C¬(βH , βL, T optQn ) =
(
1− βH
βL
)
− c(1)βH ,βL
Qn
n
+O(
1
n
) +O(
Q2n
n2
),
which is the same as (E3). Also, we obtain (E4) as follows;
Q
(n)
H¬(βH , βL, T optQn )
(a)
=
mn log d
βH
− D
n
X(mn)
βH
+O(e−nα3)
(b)
=
mn log d
βH
− (mn log d)2n−1ψ
′
X(−SX)
2βH
+O((mn log d)n
−1) +O((mn log d)3n−2)
(c)
= Qn +
βHQ
2
nψ
′
X(−SX)
2n
− βHQ
2
nψ
′
X(−SX)
2n
+O(
Qn
n
) +O(
Q3n
n2
) = Qn +O(
Qn
n
) +O(
Q3n
n2
),
(E51)
where (a), (b), and (c) follow from (E19), (E42), and (E46), respectively.
Appendix F: Relative entropy between two distributions with subtle difference
1. Preparation
To show Lemma 4, we need to asymptotically expand the relative entropy DnX(mn) between the two distributions P
n,↓
βH |hX
and P˜n,↓βH |hX , which are very close to each other. However, these two distributions have the same information spectrum in the
sense Han’s book [60] up to the second order. That is, any real number R satisfies that
lim
n→∞
Pn,↓βH |hX{j| − logP
n,↓
βH |hX (j) ≤ nSX +
√
nR}
= lim
n→∞
P˜n,↓βH |hX{j| − log P˜
n,↓
βH |hX (j) ≤ nSX +
√
nR}. (F1)
Hence, the conventional approaches for information theory and quantum information theory do not work well. To resolve this
problem, we employ strong large deviation by Bahadur-Rao and Blackwell-Hodges [51, 61] that brings us a more detailed
evaluation for the tail probability. In particular, since the RHSs of (E44) and (E45) are related to higher order moments of the
sample mean, we prepare several formulas for them. After these preparations, we show Lemma 4.
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We focus on the logarithmic likelihood of Pn↓βA˜|hA (A˜ = H,L and A = X,Y ), which can be regarded as the the logarithmic
likelihood ratio between the distribution PnβA˜|hA and the counting measure PC . Now, we define the random variable ZA :=
(logPn,↓βA˜|hA(jˆ) + nSA)/
√
n, where jˆ is a random variable on the natural numbers {j}dnj=1 that takes the value j with the
probability Pn↓βH |hA(j). Then, when j = PC{ZA ≥ a}, j is the maximum integer satisfying logP
n,↓
βA˜|hA(j) ≥ −nSA +
√
na.
We have the relations
E[ZA] = 0 (F2)
E[Z2A] = φ
′′
A(1) =
1
ψ′A(−SA)
(F3)
E[Z3A] =
φ′′′A (1)√
n
= − ψ
′′
A(−SA)
ψ′A(−SA)3
√
n
, (F4)
E[Z4A] = 3φ
′′
A(1)
2 +
φ′′′′A (1)
n
=
3
ψ′A(−SA)2
+ (− ψ
′′′
A (−SA)
ψ′A(−SA)3
+ 3
ψ′′A(−SA)2
ψ′A(−SA)5
)
1
n
, (F5)
where E is the expectation under the distribution Pn↓βA˜|hA .
Next, we focus on the Legendre transform of φA, which is written as
max
s
sR− φA(s) = ψA(R)R− φA(ψA(R)). (F6)
Then, we have the following proposition, which is the special case of strong large deviation by Bahadur-Rao and Blackwell-
Hodges [51, 61]. Indeed, the strong large deviation gives the limiting behavior of the tail probability for independent and
identical distribution of an arbitrary probability distribution. The following is the special case when the probability distribution
is the counting measure.
Proposition I Assume that logPβA˜|hA is a non-lattice function. When we choose suitable smooth functions fA,k(R), the fol-
lowing relations hold [51, 52].
logPC{logPn,↓βA˜|hA(jˆ) ≥ nR}
=− n(ψA(R)R − φA(ψA(R)))− log(
√
2πnφ′′A(ψA(R))ψA(R))
+
1
nφ′′(ψA(R))
(− 5φ
′′′(ψA(R))2
24φ′′(ψA(R))2
+
φ′′′′(ψA(R))
8φ′′(ψA(R))
− φ
′′′(ψA(R))
2ψA(R)φ′′(ψA(R))
− 1
ψA(R)2
)
+
l∑
k=3
fA,k(R)n
1−k + o(
1
nl−1
)
=− n(ψA(R)R − φA(ψA(R)))− log
√
2πn− logψA(R) + 1
2
logψA
′(R))
+
1
n
[−1
8
ψ′′′A (R)
ψ′A(R)2
+
1
6
ψ′′A(R)
2
ψ′A(R)3
+
1
2
ψ′′A(R)
ψA(R)ψ′A(R)
− ψ
′
A(R)
ψA(R)2
]
+
l∑
k=3
fA,k(R)n
1−k + o(
1
nl−1
), (F7)
The lattice case is given as follows. Let d be the lattice span of logPβA˜|hA . When we choose suitable smooth functions
fA,k(R), the following relations hold[61][62, Theorem 3.7.4].
logPC{logPn,↓βA˜|hA(jˆ) ≥ nR}
=− n(ψA(R)R− φA(ψA(R))) − log(
√
2πnφ′′A(ψA(R))(1− e−dψA(R))
d
)
+
l∑
k=2
fA,k(R)n
1−k + o(
1
nl−1
). (F8)
In the following, for a unified treatment, in the non-lattice case, the functions −(ψA(R)R − φA(ψA(R))), − log
√
2π −
logψA(R)+
1
2 logψA
′(R)), and− 18
ψ′′′A (R)
ψ′A(R)
2 +
1
6
ψ′′A(R)
2
ψ′A(R)
3 +
1
2
ψ′′A(R)
ψA(R)ψ′A(R)
− ψ′A(R)ψA(R)2 are written as fA,0(R), fA,1(R), and fA,2(R).
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So, (F7) is simplified as logPC{logPn,↓βH |hX (jˆ) ≥ nR} =
∑l
k=0 fA,k(R)n
1−k− 12 logn+ o( 1nl−1 ). In the lattice case, fA,0(R)
is defined as the same way, and fA,1(R) is defined to be − log(
√
2πnφ′′A(ψA(R))(1−e−dψA(R))
d ).
2. First step
Now, we start to prove Lemma 4 based on the above preparation. Although we show (E42) and (E43) with the general case
and (E44) and (E45) with the non-lattice case, the first step for our proof works commonly for both cases.
From the above proposition, we have
logFA(ZA) := logPC{logPn,↓βA˜|hA(jˆ) ≥ −nSA +
√
nZA}
=
l∑
k=0
2(l−k)∑
t=0
f
(t)
A,k(−SA)n1−k−
t
2
t!
ZtA −
1
2
logn+ o(
1
nl−1
). (F9)
Now, we introduce the random variables ∆XZX and ∆Y ZY as
FX(ZX +∆XZX)d
mn = FX(ZX), (F10)
FY (ZY )d
mn = FY (ZY −∆Y (ZY )). (F11)
These two conditions are equivalent with
mn log d = logFX(ZX)− logFX(ZX +∆XZX) (F12)
mn log d = logFY (ZY −∆Y ZY )− logFY (ZY ). (F13)
Hence, ∆XZX and ∆Y ZY satisfy the equations
mn log d =
2l∑
i=1
αX,i(ZX)
(∆XZX)
i
i!
+ o(n1−l) (F14)
mn log d = −
2l∑
i=1
αY,i(ZY )
(−∆Y ZY )i
i!
+ o(n1−l), (F15)
where αA,i(ZA) := −
∑l− i2
k=0
∑2(l−k)−i
j=0 n
1−k− i+j2 Z
j
A
j! f
(i+j)
A,k (−SA), where f (i)A,k is the i-th derivative of fA,k for A = X,Y .
Due to the definition (F10), we have
DnX(mn) =
dmn∑
j=1
Pn,↓βH |hX (j)(mn log d) + logP
n,↓
βH |hX (j)− logP
n,↓
βH |hX (⌈d−mnj⌉)
=E[(mn log d) + logP
n,↓
βH |hX (jˆ)− logP
n,↓
βH |hX (⌈d−mn jˆ⌉)]
=E[(mn log d) + (−nS +
√
nZX)− (−nSX +
√
n(ZX +∆XZX))] = E[(mn log d)−
√
n∆XZX ]. (F16)
Hence, it is needed to solve the equation (F14) with respect to ∆XZX . Notice that αX,i(ZX) = O(n1− i2 ). We apply Lemma 5
to the equation (F14) with x = ∆XZX√
n
, ai = αX,i(ZX)n
i
2 , and ǫ = mn log dn . Then, we obtain
∆XZX√
n
=
mn log d√
nαX,1(ZX)
− αX,2(ZX)(mn log d)
2
√
nα3X,1(ZX)
+
2αX,2(ZX)
2(mn log d)
3
√
nα5X,1(ZX)
− αX,3(ZX)(mn log d)
3
√
nα4X,1(ZX)
+O(m4nn
−4).
(F17)
That is, we obtain
∆XZX =
mn log d
αX,1(ZX)
− αX,2(ZX)(mn log d)
2
α3X,1(ZX)
+
2αX,2(ZX)
2(mn log d)
3
α5X,1(ZX)
− αX,3(ZX)(mn log d)
3
α4X,1(ZX)
+O(m4nn
−7/2).
(F18)
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3. Second step for general case
From now, our discussion becomes specialized to the proofs of (E42) and (E43). That is, we discuss the general case. After
these proofs, we give a more detail discussion for the proofs of (E44) and (E45).
Since SX = −φ′X(1), using the relations (D8) and (D9), we have
f ′X,0(R) =− ψX(R), f ′′X,0(R) = −ψ′X(R). (F19)
Thus,
αX,1(ZX) =
√
n+ ψ′X(−SX)ZX +O(
1√
n
) (F20)
αX,2(ZX) =
ψ′X(−SX)
2
+
ψ′′X(−SX)
2
√
n
ZX +O(
1
n
) (F21)
αX,3(ZX) =
1√
n
ψ′′X(−SX)
6
+O(n−1). (F22)
We have
mn log d
αX,1(ZX)
=mn log d
[
n−1/2 − n−1ψ′X(−SX)ZX +O(n−3/2)
]
(F23)
and
αX,2(ZX)(mn log d)
2
α3X,1(ZX)
=(mn log d)
2
[
n−3/2
ψ′X(−SX)
2
+O(n−2)
]
2αX,2(ZX)
2(mn log d)
3
α5X,1(ZX)
=(mn log d)
3n−5/2
ψ′X(−SX)2
2
+O(m3nn
−3)
αX,3(ZX)(mn log d)
3
α4X,1(ZX)
=(mn log d)
3n−5/2
ψ′′X(−SX)
6
+O(m3nn
−3). (F24)
Therefore,
mn log d−
√
n∆ZX
=mn log d
[
n−1/2ψ′X(−SX)ZX +O(n−1)
]
+ (mn log d)
2
[
n−1
ψ′X(−SX)
2
+O(n−3/2)
]
+O((mn log d)
3n−2). (F25)
Now, we take the expectation of mn log d−
√
n∆ZX with use of (F2), (F3), (F4), and (F5). We have
E[mn log d−
√
n∆ZX ] =(mn log d)
2n−1
ψ′X(−SX)
2
+O(m3nn
−2) +O(mnn−1). (F26)
Hence, using (F16), we obtain (E42).
Similar to (F16), due to the definition (F11), we have
DnY (mn) =E[−(mn log d) +
√
n∆Y ZY ]. (F27)
Following the same way as (E42), we obtain (E43) by solving (F15).
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4. Second step for non-lattice case
Now, we proceed to the proofs of (E44) and (E45) for the non-lattice case. The following discussion continues (F18). Since
SX = −φ′X(1), using the relations (D8) and (D9), we have
f
(j)
X,0(R) =− ψ(j−1)X (R) (F28)
f
(1)
X,1(R) =−
ψ′X(R)
ψX(R)
+
ψ′′X(R)
2ψ′X(R)
(F29)
f
(2)
X,1(R) =−
ψ′′X(R)ψX(R)− ψ′X(R)2
ψX(R)2
+
ψ′′′X(R)ψ
′
X(R)− ψ′′X(R)2
2ψ′X(R)2
(F30)
f
(3)
X,1(R) =−
ψX(R)
2ψ′′′X (R)− 3ψX(R)ψ′X(R)ψ′′X(R) + 2ψ′X(R)3
ψX(R)3
+
ψ′X(R)
2ψ′′′′X (R)− 3ψ′X(R)ψ′′X(R)ψ′′′X (R) + 2ψ′′X(R)3
2ψ′X(R)3
(F31)
f
(1)
X,2(R) =−
1
8
ψ′X(R)ψ
′′′′
X (R)− 2ψ′′′X(R)ψ′′X(R)
ψ′X(R)3
+
1
6
2ψ′X(R)ψ
′′
X(R)ψ
′′′
X(R)− 3ψ′′X(R)3
ψ′X(R)4
+
1
2
ψX(R)ψ
′
X(R)ψ
′′′
X (R)− ψ′X(R)2ψ′′X(R)− ψX(R)ψ′′X(R)2
ψX(R)2ψ′X(R)2
− ψX(R)ψ
′′
X(R)− 2ψ′X(R)2
ψX(R)3
. (F32)
Thus,
αX,1(ZX) =
√
n+ ψ′X(−SX)ZX +
1√
n
(ψ′X(−SX) +
ψ′′X(−SX)
2
(Z2X −
1
ψ′X(−S)
)) +
1
n
(
ψ′′′X (−SX)
6
Z3X −DX,1ZX)
+
1
n3/2
(
ψ′′′′X (−SX)
24
Z4X −
DX,2
2
Z2X −DX,3) +O(n−2) (F33)
αX,2(ZX) =
ψ′X(−SX)
2
+
ψ′′X(−SX)
2
√
n
ZX +
1
n
(
ψ′′′X (−SX)
4
Z2X −
DX,1
2
) +O(n−3/2) (F34)
αX,3(ZX) =
1√
n
ψ′′X(−S)
6
+O(n−1), (F35)
where
DX,1 :=− ψ′′X(−SX) + ψ′X(−SX)2 +
1
2
ψ′′′X(−SX)ψ′X(−SX)− ψ′′X(−SX)2
ψ′X(−SX)2
(F36)
DX,2 :=− ψ′′′(−SX) + 3ψ′(−SX)ψ′′(−SX)− 2ψ′(−SX)3
+
ψ′(−SX)2ψ′′′′(−SX)− 3ψ′(−SX)ψ′′(−SX)ψ′′′(−SX) + 2ψ′′(−SX)3
2ψ′(−SX)3 (F37)
DX,3 :=− 1
8
ψ′(−SX)ψ′′′′(−SX)− 2ψ′′′(−SX)ψ′′(−SX)
ψ′(−SX)3 +
1
6
2ψ′(−SX)ψ′′(−SX)ψ′′′(−SX)− 3ψ′′(−SX)3
ψ′(−SX)4
+
1
2
ψ′(−SX)ψ′′′(−SX)− ψ′(−SX)2ψ′′(−SX)− ψ′′(−SX)2
ψ′(−SX)2 − ψ
′′(−SX) + 2ψ′(−SX)2. (F38)
We have
mn log d
αX,1(ZX)
=mn log d
[
n−1/2 − n−1ψ′X(−SX)ZX + n−3/2(−
ψ′′X(−SX)
2
+ ψ′X(−SX)2)(Z2X −
1
ψ′X(−SX)
)
+ n−2(−ψ
′′′
X(−SX)
6
− ψ′X(−SX)3 + ψ′′X(−SX)ψ′X(−SX))Z3X
+ n−2(DX,1 + 2ψ′X(−SX)2 − ψ′′X(−SX))ZX
+ n−5/2
(
(ψ′X(−SX)4 −
3
2
ψ′X(−SX)2ψ′′X(−SX) +
1
4
ψ′′X(−SX)2 +
1
3
ψ′X(−SX)ψ′′′X (−SX)−
1
24
ψ′′′′X (−SX))Z4X
+ (−3ψ′X(−SX)3 +
5
2
ψ′X(−SX)ψ′′X(−SX)−
1
2ψ′X(−SX)
ψ′′X(−SX)2 − 2ψ′X(−SX)DX,1 +
DX,2
2
)Z2X
+ (ψ′X(−SX)−
ψ′′X(−SX)
2ψ′X(−SX)
)2 +DX,3
)]
+O(mnn
−3) (F39)
35
and
αX,2(ZX)(mn log d)
2
α3X,1(ZX)
=(mn log d)
2
[
n−3/2
ψ′X(−SX)
2
+ n−2(−3ψ
′
X(−SX)2
2
+
ψ′′X(−SX)
2
)ZX
+ n−5/2(
ψ′′′X (−SX)
4
− 9
4
ψ′X(−SX)ψ′′X(−SX) + 3ψ′X(−SX)3)Z2X
− DX,1
2
− 3
2
ψ′X(−SX)2 +
3
4
ψ′′X(−SX)
]
+O(m2nn
−3)
2αX,2(ZX)
2(mn log d)
3
α5X,1(ZX)
=(mn log d)
3n−5/2
ψ′X(−SX)2
2
+O(m3nn
−3)
αX,3(ZX)(mn log d)
3
α4X,1(ZX)
=(mn log d)
3n−5/2
ψ′′X(−SX)
6
+O(m3nn
−3). (F40)
Therefore,
mn log d−
√
n∆ZX
= mn log d
[
n−1/2ψ′X(−SX)ZX − n−1(−
ψ′′X(−SX)
2
+ ψ′X(−SX)2)(Z2X −
1
ψ′X(−SX)
)
− n−3/2(−ψ
′′′
X(−SX)
6
− ψ′X(−SX)3 + ψ′′X(−SX)ψ′X(−SX))Z3X
− n−3/2(DX,1 + 2ψ′X(−SX)2 − ψ′′X(−SX))ZX
− n−2
(
(ψ′X(−SX)4 −
3
2
ψ′X(−SX)2ψ′′X(−SX) +
1
4
ψ′′X(−SX)2 +
1
3
ψ′X(−SX)ψ′′′X (−SX)−
1
24
ψ′′′′X (−SX))Z4X
+ (−3ψ′X(−SX)3 +
5
2
ψ′X(−SX)ψ′′X(−SX)−
1
2ψ′X(−SX)
ψ′′X(−SX)2 − 2ψ′X(−SX)DX,1 +
DX,2
2
)Z2X
+ (ψ′X(−SX)−
ψ′′X(−SX)
2ψ′X(−SX)
)2 +DX,3
)]
+ (mn log d)
2
[
n−1
ψ′X(−SX)
2
+ n−3/2(−3ψ
′
X(−SX)2
2
+
ψ′′X(−SX)
2
)ZX
+ n−2(
ψ′′′X(−SX)
4
− 9
4
ψ′X(−SX)ψ′′X(−SX) + 3ψ′X(−SX)3)Z2X −
DX,1
2
− 3
2
ψ′X(−SX)2 +
3
4
ψ′′X(−SX)
]
+ (mn log d)
3n−2(
ψ′′X(−SX)
6
− ψ
′
X(−SX)2
2
) +O(m3nn
−5/2) +O(m4nn
−4). (F41)
Now, we take the expectation of mn log d −
√
n∆ZX with use of (F2), (F3), (F4), and (F5). Then, the coefficient of the term
(mn log d)n
−2 equals
(−ψ
′′′
X (−SX)
6
− ψ′X(−SX)3 + ψ′′X(−SX)ψ′X(−SX))
ψ′′X(−SX)
ψ′X(−SX)3
− 3 1
ψ′X(−SX)2
(ψ′X(−SX)4 −
3
2
ψ′X(−SX)2ψ′′X(−SX) +
1
4
ψ′′X(−SX)2 +
1
3
ψ′X(−SX)ψ′′′X (−SX)−
1
24
ψ′′′′X (−SX))
− 1
ψ′X(−SX)
(−3ψ′X(−SX)3 +
5
2
ψ′X(−SX)ψ′′X(−SX)−
1
2ψ′X(−SX)
ψ′′X(−SX)2 − 2ψ′X(−SX)DX,1 +
DX,2
2
)
− (ψ′X(−SX)−
ψ′′X(−SX)
2ψ′X(−SX)
)2 −DX,3
=0. (F42)
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Therefore, we have
E[mn log d−
√
n∆ZX ] =(mn log d)
2n−1
ψ′X(−SX)
2
+ (mn log d)
3n−2(
ψ′′X(−SX)
6
− ψ
′
X(−SX)2
2
)
+ (mn log d)
2n−2
[ ψ′′′X (−SX)
4ψ′X(−SX)
− 9
4
ψ′′X(−SX) + 3ψ′X(−SX)2 −
DX,1
2
− 3
2
ψ′X(−SX)2 +
3
4
ψ′′X(−SX)
]
+O(m3nn
−5/2) +O(m4nn
−4)
=(mn log d)
2n−1
ψ′X(−SX)
2
+ (mn log d)
3n−2(
ψ′′X(−SX)
6
− ψ
′
X(−SX)2
2
)
+ (mn log d)
2n−2(
ψ′′X(−SX)
2ψ′X(−SX)
− ψ′X(−SX))2
+O(m3nn
−5/2) +O(m4nn
−4). (F43)
Hence, we obtain (E44).
Similar to (F16), due to the definition (F11), we have
DnY (mn) =E[−(mn log d) +
√
n∆Y ZY ]. (F44)
Following the same way as (E44), we obtain (E45) by solving (F15).
Appendix G: Evaluation of the entropy differences of the heat baths
In the present section, we prove Proposition 10 in the main text. Proposition 10 is given as a corollary of Lemma 3. Let us
write down Proposition 10 again;
Proposition 10 The following equalities hold with a proper positive number γ;
S(σH)− S(ρβH |Hˆ(n)H ) = −mn log d+O(e
−nγ) (G1)
S(σL)− S(ρβL|Hˆ(n)L ) = mn log d+O(e
−nγ) (G2)
Proof of Proposition 10: Because of TrEX [UfnρβHβL ⊗ |e〉〈e|U †fn ] =
∑
x,y fn∗(P
(n)
βH ,βL
)(x, y)|x, y〉〈x, y|, the following
equalities clearly hold;
S(σH) = S(
∑
y
fn∗(P
(n)
βH ,βL
)), S(σL) = S(
∑
x
fn∗(P
(n)
βH ,βL
)). (G3)
Moreover, g1nx∗ and g1nY ∗, which are defined in (E9), do not change entropies of X and Y , respectively. Therefore, we only
have to prove that the following equalities hold for a proper positive number γ;
S(
∑
y
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(PβH |h(n)X ) = −mn log d+O(e
−γ), (G4)
S(
∑
x
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(PβL|h(n)X ) = mn log d+O(e
−γ) (G5)
Because of Lemma 3 and Fannes’s theorem, the following equalities hold for a positive number α1;
S(
∑
y
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(P˜
n↓
βH |hX ) = O(ne
−nα1), (G6)
S(
∑
x
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(P˜
n↓
βL|hY ) = O(ne
−nα1), (G7)
where P˜n↓βH |hX and P˜
n↓
βL|hY are defined in (E22) and (E23). Because of (E22) and (E23),
S(P˜n↓βH |hX )− S(PβH |h(n)X ) = −mn log d−
dn∑
x=dn−mn+1
Pn↓βH |hX (x) logP
n↓
βH |hX (x), (G8)
S(P˜n↓βH |hX )− S(PβH |h(n)X ) = mn log d. (G9)
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Because mn = o(n),
∑dn
j=dn−mn P (j) is exponentially small. Therefore, the second term of (G8) satisfies∑dn
x=dn−mn+1 P
n↓
βH |hX (x) logP
n↓
βH |hX (x) = O(ne
−nα2) with a proper positive number α2. Thus,
S(
∑
y
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(PβH |h(n)X ) = −mn log d+O(e
−nα1) +O(ne−nα2), (G10)
S(
∑
x
g2n∗(P
n↓
βH |hXP
n↓
βH |hY ))− S(PβL|h(n)X ) = mn log d+O(e
−nα1 ) (G11)
hold, and thus, (G4) and (G5) holds for the positive number γ = min{α1, α2}/2.
Appendix H: Perturbation for higher order equation
Lemma 5 Consider the equation
ǫ =
l∑
i=1
aix
i. (H1)
When ǫ is sufficiently small, the solution x is approximated as
x =
l∑
i=1
ǫixi +O(ǫ
l+1). (H2)
where x1 is given as 1a1 and xl with l ≥ 2 is inductively given as − 1a1
∑
i1,i2,...,il−1:
∑l−1
k=1 kik=l
a∑l−1
k=1 ik
(
∑l−1
k=1 ik)!∏l−1
k=1 ik!
∏l−1
k=1 x
ik
k .
Specially, x2 and x3 are given as
x2 = − 1
a1
x21 = −
1
a31
(H3)
x3 = − 1
a1
(x31 + 2x1x2) = −
1
a41
+
2
a51
. (H4)
This lemma can be shown as follows. First, we substitute (H2) into (H1). Then, compare the coefficients with the order ǫi.
Hence, we obtain xl = − 1a1
∑
i1,i2,...,il−1:
∑l−1
k=1
kik=l
a∑l−1
k=1
ik
(
∑l−1
k=1
ik)!
∏l−1
k=1 ik!
∏l−1
k=1 x
ik
k .
