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CLUSTER ALGEBRAS AND SNAKE MODULES
BING DUAN, JIAN-RONG LI, AND YAN-FENG LUO†
Abstract. Snake modules introduced by Mukhin and Young form a family of
modules of quantum affine algebras. The aim of this paper is to prove that the
Hernandez-Leclerc conjecture about monoidal categorifications of cluster algebras
is true for prime snake modules of types An and Bn. We prove that prime snake
modules are real. We introduce S-systems consisting of equations satisfied by the
q-characters of prime snake modules of types An and Bn. Moreover, we show
that every equation in the S-system of type An (respectively, Bn) corresponds to a
mutation in the cluster algebra A (respectively, A ′) constructed by Hernandez and
Leclerc and every prime snake module of type An (respectively, Bn) corresponds
to some cluster variable in A (respectively, A ′). In particular, this proves that
the Hernandez-Leclerc conjecture is true for all prime snake modules of types An
and Bn.
Key words: cluster algebras; quantum affine algebras; snake modules; S-systems;
q-characters; Frenkel-Mukhin algorithm
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1. Introduction
Let g be a simple Lie algebra over the field of complex numbers and Uqĝ the corre-
sponding quantum affine algebra. Snake modules introduced by Mukhin and Young
in [28, 29] are modules of quantum affine algebras. The family of snake modules
contains all minimal affinizations which were introduced by Chari in [2].
A simple Uqĝ-module M is called real if M ⊗ M is simple, see [24]. A simple
Uqĝ-module M is called prime if either M is trivial or there are no non-trivial Uqĝ-
modules M1, M2 such that M = M1 ⊗M2, see [8].
Chari and Pressley classified all prime Uqŝl2-modules in [4]. Some prime Uqĝ-
modules including minimal affinizations were classified in [3] by considering certain
homological properties. In [29], Mukhin and Young classified all prime snake modules
of types An and Bn and proved that snake modules of types An and Bn can be
uniquely (up to permutation) decomposed into a tensor of prime snake modules. We
show that all prime snake modules of types An and Bn are real (Theorem 3.4).
† Corresponding author.
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The theory of cluster algebras were introduced by Fomin and Zelevinsky in [13].
It has many applications to mathematics and physics.
Let C be the category of all finite-dimensional Uqĝ-modules. In [17], Hernandez
and Leclerc introduced a full subcategory Cℓ (ℓ ∈ Z≥0) of C. Let I be the set of
vertices of the Dynkin diagram of g and let I = I0 ⊔ I1 be a partition of I such
that every edge connects a vertex of I0 with a vertex of I1. For i ∈ I, let ξi = 0 if
i ∈ I0 and ξi = 1 if i ∈ I1. Every object V in Cℓ satisfies: for every composition
factor S of V and every i ∈ I, the roots of the Drinfeld polynomial πi,S(u) belong to
{q−2k−ξi|0 ≤ k ≤ ℓ}.
In [17], Hernandez and Leclerc introduced the concept of monoidal categorifications
of cluster algebras. They proposed the following conjecture, see [17, Conjecture 13.2],
[18, Conjecture 5.2], [25, Conjecture 9.1].
Conjecture 1.1 ([17,18,25]). Let ℓ ∈ Z≥1. The Grothendieck ring of Cℓ has a cluster
algebra structure (the cluster algebra is denoted by Aℓ). There is a bijection between
the cluster monomials (respectively, cluster variables) in Aℓ and real simple modules
(respectively, prime real simple modules) in Cℓ.
In the case of types An and D4, ℓ = 1, Conjecture 1.1 was proved in [17]. In the
case of types ADE, ℓ = 1, Conjecture 1.1 was proved in [30]. The work of [30] was
generalized to all acyclic quivers by Kimura and Qin [21] and Lee [26]. In the case
of type A3, ℓ = 2, Conjecture 1.1 was proved in [33]. It was proved in [18] that
Conjecture 1.1 is true for Kirillov–Reshetikhin modules in all types. It is shown that
Conjecture 1.1 is true for all minimal affinizations of types G2, An and Bn in [27]
and [34].
In [32], Qin proved half of Conjecture 1.1: all cluster monomials correspond to
simple modules. The other half of Conjecture 1.1 is still unknown in general. Given
a simple Uqĝ-module which is both prime and real. In general, it is not known how
to obtain this module using a sequence of mutations starting from the initial seed
constructed in [17, 18].
Moreover, the classification of prime and real modules are not known in general.
Recently, Lapid and Minguez [23] classified real modules in a family of representations
of the general linear group over a non-archimedean local field. Their results can be
translated to the language of representation theory of the quantum affine algebra
Uqĝ (g is of type An and q is not a root of unity) using the quantum Schur-Weyl
duality [7], [23].
The aim of this paper is to prove that the other half of Conjecture 1.1 is true for
all prime snake modules of types An and Bn. More precisely, we prove that every
prime snake module is a cluster variable in some cluster algebra introduced in [18].
To this aim, we introduce two systems of equations satisfied by the q-characters of
prime snake modules of types An and Bn. We call these systems the S-systems of
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types An and Bn respectively. The equations in the S-systems of types An and Bn
are of the form
[S1][S2] = [S3][S4] + [S5][S6], (1.1)
where Si (i ∈ {1, 2, . . . , 6}) is a prime snake module and [Si] is the equivalence class of
Si in the Grothendieck ring of C. Moreover, S3⊗S4 and S5⊗S6 are simple (Theorem
4.3). By Equation (1.1), S1 ⊗ S2 is not simple. Therefore, some tensor products of
prime snake modules are simple and some tensor products of prime snake modules
are not simple.
Let A (respectively, A ′) be the cluster algebra for the quantum affine algebra of
type An (respectively, Bn) introduced in [18]. We show that the equations in the S-
system of type An (respectively, Bn) correspond to mutations in A (respectively, A
′)
and prime snake modules of type An (respectively, Bn) correspond to some cluster
variables in A (respectively, A ′). In particular, this proves that the Hernandez-
Leclerc conjecture is true for all prime snake modules of types An and Bn.
The procedure of proving that prime snake modules of type An (respectively, Bn)
correspond to some cluster variables in A (respectively, A ′) is as follows. For a prime
snake module L(S) with highest l-weight monomial S, we define a set (Section 5.2)
FS(S) = {M1,M2, . . . ,Mq},
where every Mi is the highest weight monomial of a minimal affinization or a certain
simple Uqĝ-module. We construct a mutation sequence Seq1, Seq2, . . . , Seqq for L(S)
(Section 5.7), where Seqi is the mutation sequence for the simple Uqĝ-module L(Mi)
with highest l-weight monomial Mi. Therefore, prime snake modules of type An
(respectively, Bn) correspond to some cluster variables in A (respectively, A
′).
When Mi is the highest weight monomial of a minimal affinization, the mutation
sequence Seqi is similar to the mutation sequence for a minimal affinization in [34].
A minimal affinization is a Uqĝ-module with a highest weight of the form (see Section
4.1):
S
(t)
k
(i1)
1 ,k
(i2)
2 ,...,k
(im−1)
m−1 ,k
(im)
m
,
where i1 < i2 < . . . < im−1 < im, or i1 > i2 > . . . > im−1 > im. In [34], the
mutation sequences for minimal affinizations with i1 < i2 < . . . < im−1 < im are
in a cluster algebra A and the mutation sequences for minimal affinizations with
i1 > i2 > . . . > im−1 > im are in a cluster algebra A˜ which is dual to A . In this
paper, on the basis of [34], we modify the mutation sequences in [34] so that the
mutation sequences for all minimal affinizations of type An (respectively, Bn) are in
the same cluster algebra.
The paper is organized as follows. In Section 2, we give some background in-
formation about cluster algebras and finite-dimensional representations of quantum
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affine algebras. In Section 3, we recall the definitions of snake modules and path
description of q-characters for snake modules of types An and Bn. Moreover, we
show that all prime snake modules of types An and Bn are real (Theorem 3.4). In
Section 4, we describe the S-systems of types An and Bn. In Section 5, we show
that the Hernandez-Leclerc conjecture is true for all prime snake modules of types
An and Bn. In Section 6, we give some examples of mutation sequences for some
prime snake modules. In Sections 7, 8, and 9, we prove Theorem 3.4, Theorem 4.1
and Theorem 4.3 respectively.
2. Preliminaries
2.1. Cluster algebras. Cluster algebras were invented by Fomin and Zelevinsky
in [13]. Let Q be the rational field and F = Q(x1, x2, . . . , xn) the field of rational
functions. A seed in F is a pair Σ = (y, Q), where y = (y1, y2, . . . , yn) is a free
generating set of F , and Q is a quiver with vertices labeled by 1, 2, . . . , n. Assume
that Q has neither loops nor 2-cycles. For k = 1, 2, . . . , n, one defines a mutation µk
by µk(y, Q) = (y
′, Q′). Here y′ = (y′1, . . . , y
′
n), y
′
i = yi, for i 6= k, and
y′k =
∏
i→k yi +
∏
k→j yj
yk
, (2.1)
where the first (respectively, second) product in the right-hand side is over all arrows
of Q with target (respectively, source) k, and Q′ is obtained from Q by
(i) adding a new arrow i→ j for every existing pair of arrows i→ k and k → j;
(ii) reversing the orientation of every arrow with target or source equal to k;
(iii) erasing every pair of opposite arrows possible created by (i).
The mutation class C(Σ) is the set of all seeds obtained from Σ by a finite se-
quence of mutations. If Σ′ = ((y′1, y
′
2, . . . , y
′
n), Q
′) is a seed in C(Σ), then the subset
{y′1, y
′
2, . . . , y
′
n} is called a cluster, and its elements are called cluster variables. The
cluster algebra AΣ is the subring of F generated by all cluster variables. Cluster
monomials are monomials in the cluster variables supported on a single cluster.
In this paper, the initial seed in the cluster algebra we use is of the form Σ = (y, Q),
where y is an infinite set and Q is an infinite quiver.
Definition 2.1 ([14, Definition 3.1]). Let Q be a quiver without loops or 2-cycles and
with a countably infinite number of vertices labeled by all integers i ∈ Z. Furthermore,
for each vertex i of Q let the number of arrows incident with i be finite. Let y = {yi |
i ∈ Z}. An infinite initial seed is the pair (y, Q). By finite sequences of mutations
at vertices of Q and simultaneous mutations of the set y using the exchange relation
(2.1), one obtains a family of infinite seeds. The sets of variables in these seeds are
called the infinite clusters and their elements are called the cluster variables. The
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cluster algebra of infinite rank of type Q is the subalgebra of Q(y) generated by the
cluster variables.
Two quivers Q1 and Q2 related by a sequence of mutations are called mutation
equivalent, and we write as Q1 ∼ Q2.
2.2. Quantum affine algebras. Let g be a simple Lie algebra and I = {1, . . . , n}
the indices of the Dynkin diagram of g (we use the same labeling of the vertices of
the Dynkin diagram of g as the one used in [1]). Let C = (cij)i,j∈I be the Cartan
matrix of g, where cij =
2(αi,αj)
(αi,αi)
. There is a matrix D = diag(di | i ∈ I) with entries
in Z>0 such that B = DC = (bij)i,j∈I is symmetric. We have D = diag(di | i ∈ I),
where di = 1, i ∈ I, for type An and di = 2, i = 1, . . . , n − 1, dn = 1, for type Bn.
Let t = max{di | i ∈ I}. Then t = 1 for type An and t = 2 for type Bn.
Let qi = q
di , i ∈ I. Let Q (respectively, Q+) and P (respectively, P+) denote
the Z-span (respectively, Z≥0-span) of the simple roots and fundamental weights
respectively. Let ≤ be the partial order on P in which λ ≤ λ′ if and only if λ′ − λ ∈
Q+.
Quantum groups were introduced independently by Jimbo [19] and Drinfeld [9].
Quantum affine algebras form a family of infinite-dimensional quantum groups. Let ĝ
denote the untwisted affine algebra corresponding to g. In this paper, we fix a q ∈ C×,
not a root of unity. The quantum affine algebra Uqĝ in Drinfeld’s new realization,
see [10], is generated by x±i,n (i ∈ I, n ∈ Z), k
±1
i (i ∈ I), hi,n (i ∈ I, n ∈ Z\{0}) and
central elements c±1/2, subject to certain relations.
The algebra Uqg is isomorphic to a subalgebra of Uqĝ. Therefore, Uqĝ-modules
restrict to Uqg-modules.
2.3. Finite-dimensional Uqĝ-modules and their q-characters. We recall some
known results on finite-dimensional Uqĝ-modules and their q-characters, see [5,6,12,
28] for details.
Let P be the free abelian multiplicative group of monomials in infinitely many
formal variables (Yi,a)i∈I,a∈C×. Then ZP = Z[Y
±1
i,a ]i∈I,a∈C×. For each j ∈ I, a mono-
mial m =
∏
i∈I,a∈C× Y
ui,a
i,a , where ui,a are some integers, is said to be j-dominant
(respectively, j-anti-dominant) if uj,a ≥ 0 (respectively, uj,a ≤ 0) for all a ∈ C×. A
monomial is called dominant (respectively, anti-dominant) if it is j-dominant (re-
spectively, j-anti-dominant) for all j ∈ I. Let P+ ⊂ P denote the set of all dominant
monomials and for i ∈ I, let P+i ⊂ P denote the set of all i-dominant monomials.
Every finite-dimensional simple Uqĝ-module is parametrized by a dominant mono-
mial in P+ [5, 6]. That is, for a dominant monomial m =
∏
i∈I,a∈C× Y
ui,a
i,a , there is a
corresponding simple Uqĝ-module L(m).
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The q-character of a Uqĝ-module V is given by
χq(V ) =
∑
m∈P
dim(Vm)m ∈ ZP,
where Vm is the l-weight space with l-weight m [12]. We use M (V ) to denote the set
of all monomials in χq(V ) for a finite-dimensional Uqĝ-module V . For m+ ∈ P
+, we
use χq(m+) to denote χq(L(m+)). We also write m ∈ χq(m+) if m ∈ M (χq(m+)).
The following lemma is well-known.
Lemma 2.2. Let m1, m2 be two monomials. Then L(m1m2) is a sub-quotient of
L(m1)⊗ L(m2). In particular, M (L(m1m2)) ⊆ M (L(m1))M (L(m2)).
A finite-dimensional Uqĝ-module V is said to be special if M (V ) contains ex-
actly one dominant monomial. It is anti-special if M (V ) contains exactly one anti-
dominant monomial. It is thin if no l-weight space of V has dimension greater than
1. Clearly, a special or anti-special module must be simple.
The elements Ai,a ∈ P, i ∈ I, a ∈ C×, are defined by
Ai,a = Yi,aqiYi,aq−1i
 ∏
j:cji=−1
Y −1j,a
 ∏
j:cji=−2
Y −1j,aqY
−1
j,aq−1
 ∏
j:cji=−3
Y −1j,aq2Y
−1
j,a Y
−1
j,aq−2
 ,
see [12]. Let Q be the subgroup of P generated by Ai,a, i ∈ I, a ∈ C×. Let Q± be the
monoids generated by A±1i,a , i ∈ I, a ∈ C
×. There is a partial order ≤ on P in which
m ≤ m′ if and only if m′m−1 ∈ Q+.
For all m+ ∈ P
+, we have M (L(m+)) ⊂ m+Q
−, see [11].
The concept of right negative was introduced in Section 6 of [11].
Definition 2.3. A monomial m is called right negative if for all a ∈ C×, for L =
max{l ∈ Z | ui,aql(m) 6= 0 for some i ∈ I} we have uj,aqL(m) ≤ 0 for j ∈ I.
For i ∈ I, a ∈ C×, A−1i,a is right-negative. A product of right-negative monomials
is right-negative. If m is right-negative and m′ ≤ m, then m′ is right-negative,
see [11, 16]. All monomials in the q-character of a Kirillov-Reshetikhin module is
right-negative except the highest l-weight monomial, see [16, Lemma 4.4].
We need the following result from [11], [17].
Proposition 2.4 ([17, Proposition 5.3]). Let V,W be two Uqĝ-modules. If χq(V )
and χq(W ) have the same dominant monomials with the same multiplicities, then
χq(V ) = χq(W ).
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2.4. q-characters of Uqŝl2-modules and the Frenkel-Mukhin algorithm. We
recall the results of the q-characters of Uq ŝl2-modules which are well-understood, see
[4, 12].
Let W
(a)
k be the simple Uqŝl2-module with highest weight monomial
X
(a)
k =
k−1∏
i=0
Yaqk−2i−1 ,
where Ya = Y1,a. Then the q-character of W
(a)
k is given by
χq(W
(a)
k ) = X
(a)
k
k∑
i=0
i−1∏
j=0
A−1
aqk−2j
, (2.2)
where Aa = Yaq−1Yaq.
For a ∈ C×, k ∈ Z≥1, the set Σ
(a)
k = {aq
k−2i−1}i=0,...,k−1 is called a q-string. Two
q-strings Σ
(a)
k and Σ
(a′)
k′ are said to be in general position if the union Σ
(a)
k ∪ Σ
(a′)
k′ is
not a q-string or Σ
(a)
k ⊂ Σ
(a′)
k′ or Σ
(a′)
k′ ⊂ Σ
(a)
k .
Denote by L(m+) the simple Uqŝl2-module with highest weight monomial m+. Let
m+ 6= 1 and m+ ∈ Z[Ya]a∈C× be a dominant monomial. Then m+ can be uniquely
(up to permutation) written in the form
m+ =
s∏
i=1
 ∏
b∈Σ
(ai)
ki
Yb
 ,
where s is an integer, Σ
(ai)
ki
, i = 1, . . . , s, are strings which are pairwise in general
position and
L(m+) =
s⊗
i=1
W
(ai)
ki
, χq(L(m+)) =
s∏
i=1
χq(W
(ai)
ki
). (2.3)
Let i ∈ I. We call n = Yi,aYi,aq2i · · ·Yi,aq2k−2i
a qi-string in a monomial m if n is a
factor of m. We say that two qi-strings n1 and n2 are in general position if n1n2 is
not a qi-string or n1 is a factor of n2 or n2 is a factor of n1.
For j ∈ I, let
βj : Z[Y
±1
i,a ]i∈I;a∈C× → Z[Y
±1
a ]a∈C×
be the ring homomorphism such that for all a ∈ C×, βj(Yk,a) = 1 for k 6= j and
βj(Yj,a) = Ya.
Let V be a Uqĝ-module. Then βi(χq(V )), i ∈ I, is the q-character of V considered
as a Uqi ŝl2-module.
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The Frenkel-Mukhin algorithm was introduced to compute the q-characters of
Uqĝ-modules in Section 5 of [11]. The algorithm is based on the q-characters of
Uqi ŝl2-modules. In some cases, the Frenkel-Mukhin algorithm does not return all
terms in the q-character of a module. There are some counterexamples given in [31].
However, the Frenkel-Mukhin algorithm produces the correct q-characters of modules
in many cases. In particular, if a module L(m+) is special, then the Frenkel-Mukhin
algorithm applied to m+ produces the correct q-character χq(L(m+)), see Theorem
5.9 of [11].
Let P+i ⊂ P, i ∈ I, denote the set of all i-dominant monomials. We will need the
following proposition.
Proposition 2.5 ([15, Proposition 3.1]; [17, Proposition 5.9]). Let V be a Uqĝ-
module and fix i ∈ I. Then there is a unique decomposition of χq(V ) as a finite
sum
χq(V ) =
∑
m∈P+i
λmϕi(m), (2.4)
and the λm are non-negative integers.
Here ϕi(m) (m ∈ P
+
i ) is a polynomial defined as follows, see Section 5.2.1 of [17].
Let m ∈ P+i be an i-dominant monomial. Let m be the monomial obtained from m
by replacing Yj,a with Ya if j = i and by 1 if j 6= i. Then the q-character χq(L(m))
of the Uqŝl2-module L(m) is given by (2.2), (2.3). Write χq(L(m)) = m(1+
∑
pMp),
where the M p are monomials in the variables A
−1
a (a ∈ C
×). Then one sets ϕi(m) :=
m(1 +
∑
pMp) where each Mp is obtained from the corresponding M p by replacing
each variable A−1a by A
−1
i,a .
The following corollary follows from Proposition 2.5, see [17].
Corollary 2.6 ([17]). Let m ∈ P+ and mM a monomial of χq(L(m)), where M is
a monomial in the variables A−1j,a, j ∈ I. If M contains no variable A
−1
i,a , then mM
is an i-dominant monomial and ϕi(mM) is contained in χq(L(m)). In particular,
ϕi(m) is contained in χq(L(m)).
By the Frenkel-Mukhin algorithm [11] and the formulas (2.2), (2.3), we have the
following result which is used frequently in our proof.
Lemma 2.7. Let L(m+) be a special module, where m+ is its dominant monomial.
Then every monomial in χq(m+) is a monomial in some ϕi(m), where i ∈ I and m
is an i-dominant monomial in χq(m+). The l-weights of the monomials in ϕi(m) are
less or equal to the l-weight of m.
From now on, we fix an a ∈ C× and for convenient we write ik = Yi,aqk , Ai,k =
Ai,aqk for i ∈ I, k ∈ Z.
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Suppose that βi(m) = i1 · · · ip, where ij = isj isj+2ri · · · isj+2kjri−2ri, sj ∈ Z, kj ∈
Z≥1, j = 1, . . . , p, are qi-strings which are pairwise in general position and ij′ 6⊂ ij′′,
j′ 6= j′′, j′, j′′ ∈ {1, . . . , p}. Then mA−1i,sj+2hri−ri (h ∈ {1, . . . , kj − 1}) is not a
monomial in χq(m+).
For example, in type A3, 2−52−310A
−1
2,−4 = 3−41−410 is not in χq(2−52−310).
In type B3, 1−222−162−123−73−520A
−1
2,−14 = 1−221−143−153−133−73−520 is not in
χq(1−222−162−123−73−520).
3. Snake modules of types An and Bn
In this section, we recall the definition of snake modules which were introduced by
Mukhin and Young in [28, 29]. In the following, we assume that g is of type An or
Bn.
3.1. Snake positions and minimal snake positions. We recall the definitions
of snake positions and minimal snake positions introduced in Section 4 of [28] and
Section 3 of [29]. A subset X ⊂ I × Z and an injective mapping ι : X → Z× Z are
defined as follows.
Type An : Let X := {(i, k) ∈ I × Z : i− k ≡ 0 (mod 2)} and ι(i, k) = (i, k).
Type Bn : Let X := {(n, 2k) : k ∈ Z} ⊔ {(i, k) ∈ I × Z : i < n and k ≡ 1 (mod 2)} and
ι(i, k) =

(2i, k), if i < n and 2n+ k − 2i ≡ 1 (mod 4),
(4n− 2− 2i, k), if i < n and 2n+ k − 2i ≡ 3 (mod 4),
(2n− 1, k), if i = n.
For two sets A and B, we define a mapping pr1 : A×B → A given by pr1(a, b) = a.
Let (i, k) ∈ X . A point (i′, k′) is said to be in snake position with respect to (i, k)
if
Type An : k
′ − k ≥ |i′ − i|+ 2 and k′ − k ≡ |i′ − i| (mod 2).
Type Bn : i = i
′ = n : k′ − k ≥ 2 and k′ − k ≡ 2 (mod 4),
i 6= i′ = n or i′ 6= i = n : k′ − k ≥ 2|i′ − i|+ 3 and k′ − k ≡ 2|i′ − i| − 1 (mod 4),
i < n and i′ < n : k′ − k ≥ 2|i′ − i| + 4 and k′ − k ≡ 2|i′ − i| (mod 4).
The point (i′, k′) is in minimal snake position to (i, k) if k′ − k is equal to the given
lower bound.
Remark 3.1. The above condition for type An is slightly different from the condition
for type An in Section 4.2 of [28] and Section 3.2 of [29].
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3.2. Prime snake positions. Let (i, k) ∈ X . A point (i′, k′) ∈ X is said to be in
prime snake position with respect to (i, k) if
Type An : min{2n+ 2− i− i
′, i+ i′} ≥ k′ − k ≥ |i′ − i|+ 2 and k′ − k ≡ |i′ − i| (mod 2).
Type Bn : i = i
′ = n : 4n− 2 ≥ k′ − k ≥ 2 and k′ − k ≡ 2 (mod 4),
i 6= i′ = n or i′ 6= i = n : 2i′ + 2i− 1 ≥ k′ − k ≥ 2|i′ − i|+ 3 and k′ − k ≡ 2|i′ − i| − 1 (mod 4),
i < n and i′ < n : 2i′ + 2i ≥ k′ − k ≥ 2|i′ − i|+ 4 and k′ − k ≡ 2|i′ − i| (mod 4).
Remark 3.2. The above condition for type An is slightly different from the condition
for type An in Section 3.3 of [29].
3.3. Snakes and snake modules. A finite sequence (it, kt), 1 ≤ t ≤ T , T ∈ Z≥0, of
points in X is called a snake if for all 2 ≤ t ≤ T , the point (it, kt) is in snake position
with respect to (it−1, kt−1) [28,29]. It is called a minimal (respectively, prime) snake
if all successive points are in minimal (respectively, prime) snake position [28, 29].
The simple module L(m) is called a snake module (respectively, a minimal snake
module) ifm =
∏T
t=1(it)kt for some snake (it, kt)1≤t≤T (respectively, for some minimal
snake (it, kt)1≤t≤T ) [28, 29]. In this case, we say (it, kt)1≤t≤T is the snake of L(m).
Theorem 3.3 ([29, Proposition 3.1]). A snake module is prime if and only if its
snake is prime. Every snake module can be uniquely (up to permutation) decomposed
into a tensor of prime snake modules.
Now we are ready for our main result in this section.
Theorem 3.4. Prime snake modules are real.
We will prove Theorem 3.4 in Section 7.
Remark 3.5. The fact that prime snake modules of type An are real is also proved
in [23].
Throughout this paper, when we write the highest l-weight monomial
m = (i1)k1(i2)k2 · · · (iT )kT
of a snake module L(m), we always assume that kt, 1 ≤ t ≤ T , are in increasing
order.
3.4. Path description of q-characters for snake modules of types An and
Bn. We review the path description of q-characters for snake modules of types An
and Bn, see Section 5 of [28] and Section 6 of [29] for details.
A path is a finite sequence of points in the plane R2. We write (j, ℓ) ∈ p if (j, ℓ) is
a point of the path p.
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The following is the case of type An. For all (i, k) ∈ X , let
Pi,k = {((0, y0), (1, y1), . . . , (n+ 1, yn+1)) : y0 = i+ k,
yn+1 = n+ 1− i+ k, and yi+1 − yi ∈ {1,−1}, 0 ≤ i ≤ n}.
The sets C±p of upper and lower corners of a path p = ((r, yr))0≤r≤n+1 ∈ Pi,k are
defined as follows:
C+p = {(r, yr) ∈ p : r ∈ I, yr−1 = yr + 1 = yr+1},
C−p = {(r, yr) ∈ p : r ∈ I, yr−1 = yr − 1 = yr+1}.
Each P(i,k), i ∈ I, k ∈ Z, corresponds to a rectangle, see Figure 1. The monomials
appearing in χq(L(ik)) correspond to paths in the rectangle, see Section 5 of [28] and
Section 6 of [29] for details.
1 2 3 4
0
1
2
3
4
5
1 2 3 4
0
1
2
3
4
5
Figure 1. In type A4: left, P(2,0) corresponds to a rectangle; right,
the paths corresponding to monomials of χq(L(20)).
The following is the case of type Bn. Fix an ε such that 0 < ε < 1/2, for all
ℓ ∈ 2Z, the set Pn,ℓ is defined as follows.
For all ℓ ≡ 2 (mod 4),
Pn,ℓ = {((0, y0), (2, y1), . . . , (2n− 4, yn−2), (2n− 2, yn−1), (2n− 1, yn)) : y0 = ℓ + 2n− 1,
yi+1 − yi ∈ {2,−2}, 0 ≤ i ≤ n− 2, and yn − yn−1 ∈ {1 + ǫ,−1− ǫ}}.
For all ℓ ≡ 0 (mod 4),
Pn,ℓ ={((4n− 2, y0), (4n− 4, y1), . . . , (2n+ 2, yn−2), (2n, yn−1), (2n− 1, yn)) : y0 = ℓ+ 2n− 1,
yi+1 − yi ∈ {2,−2}, 0 ≤ i ≤ n− 2, and yn − yn−1 ∈ {1 + ǫ,−1 − ǫ}}.
For all (i, k) ∈ X , i < n, let
Pi,k ={(a0, a1, . . . , an, an, . . . , a1, a0) : (a0, a1, . . . , an) ∈ Pn,k−(2n−2i−1),
(a0, a1, . . . , an) ∈ Pn,k+(2n−2i−1), and an − an = (0, y) where y > 0}.
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The sets C±p of upper and lower corners of a path p = ((jr, ℓr))0≤r≤|p|−1 ∈ Pi,k, where
|p| is the number of points in the path p, are defined as follows:
C+p = ι
−1{(jr, ℓr) ∈ p : jr 6∈ {0, 2n− 1, 4n− 2}, ℓr−1 > ℓr, ℓr+1 > ℓr}
⊔ {(n, ℓ) ∈ X : (2n− 1, ℓ− ǫ) ∈ p and (2n− 1, ℓ+ ǫ) 6∈ p},
C−p = ι
−1{(jr, ℓr) ∈ p : jr 6∈ {0, 2n− 1, 4n− 2}, ℓr−1 < ℓr, ℓr+1 < ℓr}
⊔ {(n, ℓ) ∈ X : (2n− 1, ℓ− ǫ) 6∈ p and (2n− 1, ℓ+ ǫ) ∈ p}.
Each P(i,k), i ∈ I, k ∈ Z, corresponds to a rectangle (i 6= n) or a triangle (i = n),
see Figure 2–Figure 4. The monomials appearing in χq(L(ik)) correspond to paths
in the rectangle or the triangle, see Section 5 of [28] and Section 6 of [29] for details.
1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
Figure 2. In type B4: left, P(4,2) corresponds to a triangle; right,
the paths corresponding to monomials of χq(L(42)).
1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
Figure 3. In type B4: left, P(4,0) corresponds to a triangle; right,
the paths corresponding to monomials of χq(L(40)).
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1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
1 2 3 4 3 2 1
0
2
4
6
8
10
12
14
16
Figure 4. In type B4: left, P(2,1) corresponds to a rectangle; right,
the paths corresponding to monomials of χq(L(21)).
A mapping m sending paths to monomials is defined by
m :
⊔
(i,k)∈X
Pi,k −→ Z[j
±
ℓ ](j,ℓ)∈X
p 7−→ m(p) =
∏
(j,ℓ)∈C+p
jℓ
∏
(j,ℓ)∈C−p
j−1ℓ . (3.1)
We always identify a path p with the monomial m(p).
Let p, p′ be paths. We say that p is strictly above p′ or p′ is strictly below p if
(x, y) ∈ p and (x, z) ∈ p′ =⇒ y < z.
We say that a T -tuple of paths (p1, . . . , pT ) is non-overlapping if ps is strictly above
pt for all s < t. For any snake (it, kt) ∈ X , 1 ≤ t ≤ T , T ∈ Z≥1, let
P(it,kt)1≤t≤T = {(p1, . . . , pT ) : pt ∈ Pit,kt , 1 ≤ t ≤ T, (p1, . . . , pT ) is non-overlapping}.
Theorem 3.6 ([28, Theorem 6.1]; [29, Theorem 6.5]). Let (iℓ, kℓ) ∈ X , 1 ≤ ℓ ≤ T ,
be a snake of length T ∈ Z≥1. Then
χq(L(
T∏
ℓ=1
(iℓ)kℓ)) =
∑
(p1,...,pT )∈P(iℓ,kℓ)1≤ℓ≤T
T∏
ℓ=1
m(pℓ). (3.2)
The module L(
∏T
ℓ=1(iℓ)kℓ) is thin, special and anti-special.
In view of Theorem 3.6, the q-characters of snake modules of types An and Bn with
length T are given by a set of T -tuples of non-overlapping paths, the path in each
T -tuple is non-overlapping. This property is called the non-overlapping property.
14 BING DUAN, JIAN-RONG LI, AND YAN-FENG LUO†
We also need the following notations in this paper. For all (i, k) ∈ X , let p+i,k be
the highest path which is the unique path in Pi,k with no lower corners and p
−
i,k the
lowest path which is the unique path in Pi,k with no upper corners.
4. S-systems of types An and Bn
In this section, we introduce a closed system of equations which contains just all
prime snake modules of type An (respectively, Bn).
4.1. Another notation of snake modules. In order to introduce the S-systems,
we need to use another notation of snake modules. We fix an a ∈ C× and denote
is = Yi,aqs, where i ∈ I, s ∈ Z. For i, j ∈ I, let εi,j = −δin − δjn, where δij is the
Kronecker delta.
By the definitions of snake positions and snake modules, every snake module of
type An is a Uq(ĝ)-module with highest l-weight monomial of the form
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
:=
m∏
j=1
kj−1∏
r=0
(ij)t+2r+
∑j−1
ℓ=1 nℓ
 ,
where t ∈ Z, ij ∈ I, kj ≥ 0, 1 ≤ j ≤ m, jℓ ∈ Z≥0, 1 ≤ ℓ ≤ m− 1 and
nℓ = 2kℓ + |iℓ+1 − iℓ|+ 2jℓ. (4.1)
Every snake module of type Bn is a Uq(ĝ)-module with highest l-weight monomial
of the form
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
:=
m∏
j=1
kj−1∏
r=0
(ij)t+2dij r+
∑j−1
ℓ=1 nℓ
 ,
where t ∈ Z, ij ∈ I, kj ≥ 0, 1 ≤ j ≤ m, jℓ ∈ Z≥0, 1 ≤ ℓ ≤ m− 1 and
nℓ = 2diℓkℓ + 2|iℓ+1 − iℓ|+ 4− 2diℓ + 4jℓ + εiℓ,iℓ+1. (4.2)
Let S be a dominant monomial. We also use S to denote L(S). In particular, we use
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
to denote the finite-dimensional simple Uqĝ-module with highest l-weight monomial
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
.
For simplicity, if jℓ = 0 for some ℓ, 1 ≤ ℓ ≤ m− 1, then we use
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(iℓ)
ℓ
,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
CLUSTER ALGEBRAS AND SNAKE MODULES 15
to denote S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(iℓ,0)
ℓ
,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
. In this notation, S(t)
k
(i1)
1 ,k
(i2)
2 ,...,k
(im−1)
m−1 ,k
(im)
m
is a minimal snake module.
Let S be the set of all prime snake modules and T the set of all prime snakes. We
define a mapping
ϕ : S→ T
S 7→ the snake of S.
(4.3)
It is easy to see that the mapping ϕ : S→ T is a bijection.
4.2. Neighboring points. The concept of neighboring points was introduced in
Section 3 of [29]. Let (i, k) ∈ X and (i′, k′) ∈ X such that (i′, k′) is in prime snake
position with respect to (i, k). The neighboring points to the pair (i, k), (i′, k′) are
two finite sequences Xi
′,k′
i,k and Y
i′,k′
i,k of points in X defined as follows.
ι(i, k)
ι(i′, k′)
ι(Xi
′,k′
i,k )
ι(Yi
′,k′
i,k )
Figure 5. The sequences Xi
′,k′
i,k and Y
i′,k′
i,k are neighboring points to
the pair (i, k), (i′, k′).
In the case of type An,
Xi
′,k′
i,k =
{
((1
2
(i+ k + i′ − k′), 1
2
(i+ k − i′ + k′))), k + i > k′ − i′,
∅, k + i = k′ − i′,
Yi
′,k′
i,k =
{
((1
2
(i′ + k′ + i− k), 1
2
(i′ + k′ − i+ k))), k + n + 1− i > k′ − n− 1 + i′,
∅, k + n + 1− i = k′ − n− 1 + i′.
In the case of type Bn,
(Xi
′,k′
i,k ,Y
i′,k′
i,k ) =
{
(Bi
′,k′
i,k , F
i′,k′
i,k ), i < n, 2n+ k − 2i ≡ 1 (mod 4), or i = n, k ≡ 0 (mod 4),
(F i
′,k′
i,k , B
i′,k′
i,k ), i < n, 2n+ k − 2i ≡ 3 (mod 4), or i = n, k ≡ 2 (mod 4),
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where
Bi
′,k′
i,k =

∅, i < n, i′ < n, k′ − k = 2i+ 2i′,
((1
4
(2i+ k + 2i′ − k′), 1
2
(2i+ k − 2i′ + k′))), i < n, i′ < n, k′ − k < 2i+ 2i′,
∅, i < n, i′ = n, k′ − k = 2i+ 2n− 1,
((1
4
(2i+ k + 2n− 1− k′), 1
2
(2i+ k − 2n+ 1 + k′))), i < n, i′ = n, k′ − k < 2i+ 2n− 1,
((n, k′ − 2n+ 1 + 2i′)), i = n, i′ < n,
∅, i = n, i′ = n,
F i
′,k′
i,k =

((1
4
(2i′ + k′ + 2i− k), 1
2
(2i′ + k′ − 2i+ k))), i < n, i′ < n, k′ − k ≤ 4n− 4− 2i− 2i′,
((n, k + 2n− 1− 2i), (n, k′ − 2n+ 1 + 2i′)), i < n, i′ < n, k′ − k ≥ 4n− 2i− 2i′,
((n, k + 2n− 1− 2i)), i < n, i′ = n,
((1
4
(2n− 1 + k + 2i′ − k′), 1
2
(2n− 1 + k − 2i′ + k′))), i = n, i′ < n, k′ − k < 2n+ 2i′ − 1,
∅, i = n, i′ < n, k′ − k = 2n+ 2i′ − 1,
((1
4
(4n− 2 + k − k′), 1
2
(k + k′))), i = n, i′ = n.
4.3. S-systems of types An and Bn. For types An and Bn, every prime snake
module can be written as
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
, (4.4)
where m ≥ 1, jℓ ≥ 0, 1 ≤ ℓ ≤ m − 1, if jℓ = 0, then iℓ 6= iℓ+1, k1, k2, . . . , km ∈ Z≥1,
t ∈ Z.
Let S2 be the prime snake module (4.4) and sgn(x) the sign function. We define
S1 in Table 1 (respectively, Table 2) for type An (respectively, Bn).
Conditions S1
m = 1 S
(t+2)
k
(i1)
1
(1)
m = 2, i2 ≡ 1 (mod 2) S
(t+2)
k
(i1)
1
,k2
(i2+sgn(i1−i2))
(2)
m = 2, i2 ≡ 0 (mod 2) S
(t+2)
k
(i1)
1
,(k2−1)
(i2+sgn(i1−i2))
(3)
j1 = 0
j2=0, m≥3, (i2−i1)(i3−i2)>0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
k
(i1)
1
,(k2−1)
(i2),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(4)
j2≥1, m≥3, (i2−i1)(i3−i2)≥0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
k
(i1)
1
,k2
(i2+sgn(i1−i2),j2−1),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(5)
j2≥0, m≥3, (i2−i1)(i3−i2)<0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
k
(i1)
1
,k2
(i2+sgn(i1−i2),j2),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(6)
j1 ≥ 1 m≥2, jℓ≥0, 2≤ℓ≤m−1 S
(t+2)
k
(i1,j1−1)
1 ,k
(i2,j2)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(7)
Table 1. Definition of S1 in type An.
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Conditions S1
m = 1 S
(t+2di1
)
k
(i1)
1
(1)
j1 = 0, i1 6= n, i2 = n, m = 2, k2 is odd S
(t+4)
k
(i1)
1
,(
k2−1
2 )
(n−1) (2)
j1 = 0, i1 6= n, i2 = n, m = 2, k2 is even S
(t+4)
k1
(i1),(
k2−2
2 )
(n−1) (3)
m = 2 S
(t+4)
k
(i1)
1
,k2
(i2+sgn(i1−i2))
(4)
j1 = 0, i1 6= n,
j2=0, m≥3, (i2−i1)(i3−i2)>0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,(k2−1)
(i2),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(5)
i2 6= n
j2≥1, m≥3, (i2−i1)(i3−i2)≥0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,k2
(i2+sgn(i1−i2),j2−1),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(6)
j2≥0, m≥3, (i2−i1)(i3−i2)<0,
jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,k2
(i2+sgn(i1−i2),j2),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(7)
j1 ≥ 1, i1 6= n m≥2, jℓ≥0, 2≤ℓ≤m−1 S
(t+4)
k
(i1,j1−1)
1 ,k
(i2,j2)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(8)
m = 2 S
(t+2)
(k1+1)
(n),(
di2
di2+1
k2)
(i2+1) (9)
j2=0, m≥3, i2>i3,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
(k1+1)
(n),(k2−1)
(i2),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(10)
j1 = 0, i1 = n
j2≥1, m≥3, i2≥i3,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
(k1+1)
(n),(
di2
di2+1
k2)
(i2+1,j2−1),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(11)
j2≥0, m≥3, i2<i3,
jℓ≥0, 3≤ℓ≤m−1
S
(t+2)
(k1+1)
(n),(
di2
di2+1
k2)
(i2+1,j2),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(12)
j2=0, k2 is odd, m=3
S
(t+4)
k
(i1)
1 ,(
k2−1
2 )
(n−1),1(n),(
di3
di3+1
k3)
(i3+1) (13)
j2=0, k2 is odd, m≥4,
i3≤i4, jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,(
k2−1
2 )
(n−1),1(n),(
di3
di3+1
k3)
(i3+1,j3−δi3i4
)
,k
(i4,j4)
4
,...,k
(im)
m
(14)
j1 = 0, i2 = n
j2=0, k2 is odd, m≥4,
i3>i4, jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,(
k2−1
2 )
(n−1),1(n),(k3−1)
(i3,j3),k
(i4,j4)
4
,...,k
(im)
m
(15)
j2≥1, m≥3, k2 is odd,
jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,(
k2−1
2 )
(n−1),1(n,j2−1),k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(16)
j2≥0, m≥3, k2 is even,
jℓ≥0, 3≤ℓ≤m−1
S
(t+4)
k
(i1)
1
,(
k2
2 )
(n−1,j2−δni3
)
,k
(i3,j3)
3
,k
(i4,j4)
4
,...,k
(im)
m
(17)
j1 ≥ 1, i1 = n m≥2, jℓ≥0, 2≤ℓ≤m−1 S
(t+2)
(k1+1)
(n,j1−1),k
(i2,j2)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(18)
Table 2. Definition of S1 in type Bn.
Let X1 = ϕ(S1) and X2 = ϕ(S2), where ϕ is the mapping defined in (4.3). We
define
S3 = L((i1)t
∏
(i,k)∈X1
ik), S4 = L(
∏
(i,k)∈X2\(i1,t)
ik). (4.5)
Let
X ′i1 = {(i1, t+ 2di1j) : 1 ≤ j ≤ k1} ⊂ X1,
Xi1 = {(i1, t+ 2di1j − 2di1) : 1 ≤ j ≤ k1} ⊂ X2,
and
X =
∏
(i,k)∈Xi1
Xi,k+2dii,k , Y =
∏
(i,k)∈Xi1
Yi,k+2dii,k .
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If m = 1, let
S5 = L(
∏
(i,k)∈X
ik), S6 = L(
∏
(i,k)∈Y
ik). (4.6)
If m ≥ 2, we define S5, S6 as follows. In the case of type An, let
S5 =
{
L((
∏
(i,k)∈X ik)(
∏
(i,k)∈X1\X ′i1
ik)), i1 ≤ i2,
L((
∏
(i,k)∈Y ik)(
∏
(i,k)∈X1\X ′i1
ik)), i1 > i2,
S6 =
{
L((
∏
(i,k)∈Y ik)(
∏
(i,k)∈X2\Xi1
ik)), i1 ≤ i2,
L((
∏
(i,k)∈X ik)(
∏
(i,k)∈X2\Xi1
ik)), i1 > i2.
(4.7)
In the case of type Bn, let
S5 =
{
L((
∏
(i,k)∈X ik)(
∏
(i,k)∈X1\X ′i1
ik)), pr1(ι(i1, t)) < pr1(ι(i2, t+ n1)), or i1 = i2 6= n, or i1 = i2 = n, t+ n1 ≡ 2 (mod 4),
L((
∏
(i,k)∈Y ik)(
∏
(i,k)∈X1\X ′i1
ik)), pr1(ι(i1, t)) > pr1(ι(i2, t+ n1)), or i1 = i2 = n, t + n1 ≡ 0 (mod 4),
S6 =
{
L((
∏
(i,k)∈Y ik)(
∏
(i,k)∈X2\Xi1
ik)), pr1(ι(i1, t)) < pr1(ι(i2, t+ n1)), or i1 = i2 6= n, or i1 = i2 = n, t + n1 ≡ 2 (mod 4),
L((
∏
(i,k)∈X ik)(
∏
(i,k)∈X2\Xi1
ik)), pr1(ι(i1, t)) > pr1(ι(i2, t+ n1)), or i1 = i2 = n, t + n1 ≡ 0 (mod 4),
(4.8)
where n1 is defined in (4.2) for type Bn, the mapping ι is defined in Section 3.1.
Now we are ready for our main results in this section.
Theorem 4.1. In type An (respectively, Bn), let S2 be the prime snake module (4.4).
We have the following system of equations
[S1][S2] = [S3][S4] + [S5][S6],
where S1 is defined in Table 1 (respectively, Table 2), S3, S4 are defined in (4.5), S5,
S6 are defined in (4.6), (4.7) (respectively, (4.8)).
We call the system of equations in Theorem 4.1 the S-system for type An (respec-
tively, Bn). In particular when m = 1, the system of equations in Theorem 4.1 is
T-system for types An and Bn [16,22]. The equations in the S-systems are different
from the equations in the extended T -systems [29].
Theorem 4.1 will be proved in Section 8. The next example gives some equations
in the S-system for types A3 and B4.
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Example 4.2. The following are some equations in the S-system for type A3.
[3−33−1][3−53−3] = [3−53−33−1][3−3] + [2−42−2],
[3−320][3−51−1] = [3−53−320][1−1] + [20][2−41−1],
[3−33−1][3−52−2] = [3−53−33−1][2−2] + [3−1][2−42−2],
[3−71−320][3−92−61−320] = [3−93−71−320][2−61−320] + [1−320][2−82−61−320],
[2−42−220][2−61−320] = [2−62−42−220][1−320] + [3−52−220][1−51−320],
[2−42−220][2−63−320] = [2−62−42−220][3−320] + [1−52−220][3−53−320],
[2−220][2−420] = [2−42−220][20] + [1−320][3−320],
[1−51−320][1−72−420] = [1−71−51−320][2−420] + [1−320][2−62−420],
[3−53−320][3−72−420] = [3−73−53−320][2−420] + [3−320][2−62−420].
The following are some equations in the S-system for type B4.
[4−204−182−113−1][4−223−172−113−1] = [4−224−204−182−113−1][3−172−113−1] + [4−182−113−1][3−213−172−113−1],
[4−204−182−112−73−1][4−221−132−73−1] = [4−224−204−182−112−73−1][1−132−73−1] + [4−182−112−73−1][3−211−132−73−1],
[4−84−63−1][4−103−1] = [4−104−84−63−1][3−1] + [4−63−1][3−93−1],
[4−124−104−84−63−1][4−143−93−1] = [4−144−124−104−84−63−1][3−93−1] + [4−104−84−63−1][3−133−93−1],
[4−164−143−93−1][4−182−113−1] = [4−184−164−143−93−1][2−113−1] + [4−143−93−1][3−172−113−1],
[2−134−63−1][2−174−102−3] = [2−172−134−63−1][4−102−3] + [1−154−63−1][3−154−102−3],
[3−154−104−84−63−1][3−194−143−93−1] = [3−193−154−104−84−63−1][4−143−93−1] + [2−174−104−84−63−1][4−184−164−143−93−1],
[3−154−102−3][3−194−143−92−3] = [3−193−154−102−3][4−143−92−3] + [2−174−102−3][4−184−164−143−92−3],
[3−114−63−1][3−154−103−1] = [3−153−114−63−1][4−103−1] + [2−134−63−1][4−144−124−103−1],
[2−233−172−113−1][2−274−204−182−113−1] = [2−272−233−172−113−1][4−204−182−113−1] + [1−253−172−113−1][3−254−204−182−113−1],
[2−233−174−82−1][2−274−204−184−82−1] = [2−272−233−174−82−1][4−204−184−82−1] + [1−253−174−82−1][3−254−204−184−82−1].
Moreover, we have the following theorem.
Theorem 4.3. The modules in the summands on the right-hand side of each equation
in Theorem 4.1 are simple.
Theorem 4.3 will be proved in Section 9.
4.4. The s-systems of types An and Bn. Let S be a Uqĝ-module. We use Res(S)
to denote the restriction of S to Uqg. Let χ(M) be the character of a Uqg-module
M . We have a system of equations
χ(Res(S1))χ(Res(S2)) = χ(Res(S3))χ(Res(S4)) + χ(Res(S5))χ(Res(S6)),
where [S1][S2] = [S3][S4]+[S5][S6] are equations of the S-system for type An (respec-
tively, Bn). We call this system of equations the s-system of type An (respectively,
Bn).
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5. Relation between S-systems and cluster algebras
In this section, we show that every equation in the S-system of type An (re-
spectively, Bn) corresponds to a mutation in some cluster algebra A (respectively,
A ′) and every prime snake module of type An (respectively, Bn) corresponds to
some cluster variable in A (respectively, A ′). In particular, this proves that the
Hernandez-Leclerc conjecture (Conjecture 1.1) is true for prime snake modules of
types An and Bn.
5.1. Definition of cluster algebras A and A ′. We recall the definition of the
cluster algebras introduced in [18]. Let V˜ = I × Z and let Γ˜ be a quiver with the
vertex set V˜ whose arrows are given by (i, r)→ (j, s) if bij 6= 0 and s = r+bij , where
B = (bij)i,j∈I = DC is defined in Section 2.2.
It is shown in [18] that Γ˜ has two isomorphic components. Let Γ be one of the
components and V its vertex set. Define a mapping ψ by ψ(i, t) = (i, t + di) for
(i, t) ∈ V . Let W ⊂ I × Z be the image of V under the map ψ and let G be the
same quiver as Γ but with vertices labeled by W . Denote W− = W ∩ (I ×Z≤0) and
let Q be the full sub-quiver of G with vertex set W−.
Let z− = {zi,t : (i, t) ∈ W
−} and let A be the cluster algebra defined by the initial
seed (z−, Q). For convenience, we denote by Q′ and A ′ the quiver Q and the cluster
algebra A in the case of type Bn, respectively.
In the case of type An, let
s = {s
(−2k+2)
k(i)
| i is even, k ∈ Z≥1} ∪ {s
(−2k+1)
k(i)
| i is odd, k ∈ Z≥1}.
In the case of type Bn, let s
′ = s1 ∪ s2, where
s1 = {s
(−2k+2)
k(n)
| k ∈ Z≥1},
s2 = {s
(−4k+3)
k(i)
, s
(−4k+1)
k(i)
| i ∈ {1, . . . , n− 1}, k ∈ Z≥1}.
Let A (respectively, A ′) be the cluster algebra defined by the initial seed (s, Q)
(respectively, (s′, Q′)). Here we identify s (respectively, s′) with z− as follows. For
(i, t) ∈ W−, we identify s
(t)
k(i)
with zi,t. We say that s
(t)
k(i)
is at the vertex (i, t) and we
say that the label of this vertex is (i, t).
Let Q˜ (respectively, Q˜′) be a quiver which is mutation equivalent toQ (respectively,
Q′) in type An (respectively, Bn). After we mutate at a vertex v of Q˜ (respectively,
Q˜′), the variable at v is changed and the label of v is changed.
In this paper, our mutation sequences satisfy the property: after we mutate a
quiver using a mutation sequence, any two vertices in the current quiver we obtain
have different labels. If we mutate at a vertex v with the label (i, t) in Q˜ (respectively,
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Q˜′), then the label of v becomes (i, t − 2di). We also use (i, t) to denote the vertex
with the label (i, t).
5.2. Fundamental segments and distinguished factors.
Definition 5.1. Let S be a prime snake module and S its highest l-weight monomial.
Then S can be written as
S = S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
,
where m ≥ 1, jℓ ≥ 0, 1 ≤ ℓ ≤ m − 1, if jℓ = 0, then iℓ 6= iℓ+1, k1, k2, . . . , km ∈ Z≥1,
t ∈ Z.
Let
FS(S) = FS1 ∪ FS2 ∪ FS3,
where
FS1 ={S
(tm)
k
(im)
m
: tm = t+
m−1∑
j=1
nj},
FS2 ={S
(tℓ)
k
(iℓ)
ℓ
,k
(iℓ+1)
ℓ+1 ,...,k
(iℓ+r−1)
ℓ+r−1 ,1
(iℓ+r)
: ℓ+ r ≤ m, r ≥ 1, ℓ ≥ 1, tℓ = t+
ℓ−1∑
j=1
nj, iℓ ≤ iℓ−1,
iℓ+r ≥ iℓ+r+1, iℓ < · · · < iℓ+r or iℓ ≥ iℓ−1, iℓ+r ≤ iℓ+r+1, iℓ > · · · > iℓ+r},
FS3 ={S
(tℓ)
k
(iℓ,jℓ)
ℓ
,1(iℓ+1)
: 1 ≤ ℓ ≤ m− 1, jℓ ≥ 1, tℓ = t +
ℓ−1∑
j=1
nj}.
We call FS(S) the set of fundamental segments of S.
Example 5.2. In type A5, we have
FS(2−124−85−55−340) = FS1 ∪ FS2 ∪ FS3,
where FS1 = {40}, FS2 = {5−55−340, 2−124−85−5}, FS3 = ∅.
In type A4, we have
FS(2−163−133−112−82−43−1) = FS1 ∪ FS2 ∪ FS3,
where FS1 = {3−1}, FS2 = {2−43−1, 3−133−112−8, 2−163−13}, FS3 = {2−82−4}.
FS(2−302−261−231−212−183−152−122−102−64−240) = FS1 ∪ FS2 ∪ FS3,
where FS1 = {4−240}, FS2 = {2−64−2, 3−152−12, 1−231−212−183−15, 2−261−23}, FS3 =
{2−122−102−6, 2−302−26}.
In type B3, we have
FS(1−312−252−173−123−62−1) = FS1 ∪ FS2 ∪ FS3,
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where FS1 = {2−1}, FS2 = {3−62−1, 2−173−12, 1−312−25}, FS3 = {3−123−6, 2−252−17}.
FS(2−432−352−311−253−183−83−230) = FS1 ∪ FS2 ∪ FS3,
where
FS1 = {3−230}, FS2 = {1−253−18, 2−352−311−25}, FS3 = {3−83−2, 3−183−8, 2−432−35}.
The following proposition is easy to prove.
Proposition 5.3. Let S be a prime snake module with the highest l-weight monomial
S. Then S is uniquely determined by FS(S).
Definition 5.4. Let S be a prime snake module with the highest l-weight monomial
S. Let M be a monomial in FS(S). The last factor of M is called the distinguished
factor of M .
Example 5.5. In type A4, let S = 2−163−133−112−82−43−1. Then the set of distin-
guished factors of S is {3−1, 2−4, 2−8, 3−13}, see Figure 6.
In type B3, let S = 1−312−252−173−123−62−1. Then the set of distinguished factors
of S is {2−1, 3−6, 3−12, 2−17, 2−25}, see Figure 7.
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−15
−16
Figure 6. The points  cor-
responding to distinguished fac-
tors of 2−163−133−112−82−43−1 in
type A4.
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−32
Figure 7. The points  cor-
responding to distinguished fac-
tors of 1−312−252−173−123−62−1
in type B3.
5.3. Distinguished sub-quivers. Let Q˜ (respectively, Q˜′) be a quiver which is
mutation equivalent to Q (respectively, Q′) and any two vertices in Q˜ (respectively,
Q˜′) have different labels. We define a subset Y of the set of vertices in Q˜ (respectively,
Q˜′) as follows. In the case of type An, let
Y = {(i, k) ∈ Q˜ : i− k ≡ 0 (mod 2)}.
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In the case of type Bn, let
Y = {(n, 2k) ∈ Q˜′ : k ∈ Z≤0} ∪ {(i, k) ∈ Q˜
′ : i < n and k ≡ 1 (mod 2)}.
For a quiver L , we use V (L ) to denote the set of its vertices. We define a
distinguished sub-quiver L Q˜i,t (respectively, L
Q˜′
i,t ) with respect to (i, t) ∈ V (Q˜) (re-
spectively, (i, t) ∈ V (Q˜′)) in type An (respectively, Bn).
The mapping ι is defined in Section 3.1. In the case of type An, let
V (L Q˜i,t) = {ι(j, yj) ∈ Y : j ∈ I, yi = t− 2, yj = yj+1 + 1, 1 ≤ j ≤ i− 1,
and yj+1 = yj + 1, i ≤ j ≤ n− 1}.
Figures 8, 9 illustrate distinguished sub-quivers L Q4,0, L
Q
5,−3 in the original quiver
of type A8 respectively.
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-10
Figure 8. The distinguished sub-quiver
L
Q
4,0 in the original quiver of type A8.
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Figure 9. The distinguished sub-quiver
L
Q
5,−3 in the original quiver of type A8.
In the case of type Bn,
• for all i = n, let
V (L Q˜
′
n,ℓ) = {ι(j, yj) ∈ Y : j ∈ I, yn ∈ {ℓ− 4, ℓ− 6}, yn−1 = yn + 3,
yj = yj+1 + 2, 1 ≤ j ≤ n− 2} ;
• for all i < n, let
V (L Q˜
′
i,ℓ ) = {ι(j, yj) ∈ Y : j ∈ I, yi = ℓ− 4, yj = yj+1 + 2, 1 ≤ j ≤ i− 1,
yj+1 = yj + 2, i ≤ j ≤ n− 2, yn = yn−1 + 1}∪
{ι(j, yj) ∈ Y : j ∈ I, yn = ℓ+ 2n− 2i− 7, yn−1 = yn + 3,
yj = yj+1 + 2, 1 ≤ j ≤ n− 2} .
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Figures 10, 11, 12, 13 illustrate the distinguished sub-quivers L Q
′
4,−4, L
Q′
4,−6, L
Q′
2,−7,
L
Q′
2,−5 in the original quiver of type B4 respectively.
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Figure 10. The distinguished sub-quiver L Q
′
4,−4 in
the original quiver of type B4.
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Figure 11. The distinguished sub-quiver L Q
′
4,−6 in
the original quiver of type B4.
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Figure 12. The distinguished sub-quiver L Q
′
2,−7 in
the original quiver of type B4.
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Figure 13. The distinguished sub-quiver L Q
′
2,−5 in
the original quiver of type B4.
We define two sub-quivers l(L Q˜i,t) and r(L
Q˜
i,t) as follows.
V (l(L Q˜i,t)) = V (L
Q˜
i,t) ∩ {ι(j, yj) ∈ Y : pr1(ι(j, yj)) < pr1(ι(i, t))},
V (r(L Q˜i,t)) = V (L
Q˜
i,t) ∩ {ι(j, yj) ∈ Y : pr1(ι(j, yj)) > pr1(ι(i, t))}.
Similarly, we may define the sub-quivers l(L Q˜
′
i,t ) and r(L
Q˜′
i,t ).
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5.4. Mutation sequences with respect to a quiver. Let Q˜ (respectively, Q˜′) be
a quiver which is mutation equivalent to Q (respectively, Q′) and any two vertices
in Q˜ (respectively, Q˜′) have different labels. By saying that we mutate Ci,t of Q˜
(respectively, Q˜′), we mean that we mutate at the vertex of Q˜ (respectively, Q˜′)
which has the label (i, t) in the ith column and so on until the vertex at infinity in
the ith column.
For convenience, in the case of type Bn, let
V ′(l(L Q˜
′
i,ℓ )) =
{
V (l(L Q˜
′
i,ℓ )), (i 6= n, 2n− 2i+ ℓ ≡ 1 (mod 4)) or i = n,
V (l(L Q˜
′
i,ℓ ))− {(2n− 1, ℓ+ 2n− 2i− 7)}, i 6= n, 2n− 2i+ ℓ ≡ 3 (mod 4),
V ′(r(L Q˜
′
i,ℓ )) =
{
V (r(L Q˜
′
i,ℓ ))− {(2n− 1, ℓ+ 2n− 2i− 7)}, i 6= n, 2n− 2i+ ℓ ≡ 1 (mod 4),
V (r(L Q˜
′
i,ℓ )), (i 6= n, 2n− 2i+ ℓ ≡ 3 (mod 4)) or i = n.
For type An (respectively, Bn), suppose that
V (l(L Q˜i,ℓ)) (respectively, V
′(l(L Q˜
′
i,ℓ ))) = {(j1, t1), (j2, t2), . . . , (jm, tm)},
where j1 < j2 < · · · < jm < pr1(ι(i, ℓ)). We say that we mutate l(L
Q˜
i,ℓ) (respectively,
l(L Q˜
′
i,ℓ )), we mean that we mutate Cj1,t1 , Cj2,t2 , . . ., Cjm,tm . Suppose that
V (r(L Q˜i,ℓ)) (respectively, V
′(r(L Q˜
′
i,ℓ ))) = {(j1, t1), (j2, t2), . . . , (jm, tm)},
where j1 > j2 > · · · > jm > pr1(ι(i, ℓ)). We say that we mutate r(L
Q˜
i,ℓ) (respectively,
r(L Q˜
′
i,ℓ )), we mean that we mutate Cj1,t1 , Cj2,t2 , . . ., Cjm,tm .
We say that we mutate L Q˜i,ℓ (respectively, L
Q˜′
i,ℓ ), we mean that we mutate l(L
Q˜
i,ℓ)
(respectively, l(L Q˜
′
i,ℓ )), r(L
Q˜
i,ℓ) (respectively, r(L
Q˜′
i,ℓ )), and then mutate Ci,ℓ−2 (respec-
tively, Ci,ℓ−4).
5.5. Definitions of the mappings τl, τr, τ . Let Q˜1 (respectively, Q˜
′
1) be a quiver
which is mutation equivalent to Q˜ (respectively, Q˜′).
Let L = {L Q˜i,t : (i, t) ∈ Y} (respectively, {L
Q˜′
i,t : (i, t) ∈ Y}). We define three
mappings τl, τr, τ on L as follows. In the case of type An, let
τl(L
Q˜
i,t) = L
Q˜1
i−1,t−1, (5.1)
τr(L
Q˜
i,t) = L
Q˜1
i+1,t−1, (5.2)
τ(L Q˜i,t) = L
Q˜1
i,t−2, (5.3)
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where the quivers Q˜1’s in (5.1), (5.2), (5.3) are obtained from Q˜ by mutating l(L
Q˜
i,t),
r(L Q˜i,t) and L
Q˜
i,t , respectively.
In the case of type Bn, let
τl(L
Q˜′
i,t ) =

L
Q˜′1
i−1,t−2, i ≤ n− 1, 2n+ t− 2i ≡ 1 (mod 4),
L
Q˜′1
n−1,t−3, i = n, t ≡ 2 (mod 4),
L
Q˜′1
n−1,t−1, i = n, t ≡ 0 (mod 4),
L
Q˜′1
n,t−3, i = n− 1, 2n+ t− 2i ≡ 3 (mod 4),
L
Q˜′1
i+1,t−2, i < n− 1, 2n+ t− 2i ≡ 3 (mod 4),
(5.4)
τr(L
Q˜′
i,t ) =

L
Q˜′1
i+1,t−2, i < n− 1, 2n+ t− 2i ≡ 1 (mod 4),
L
Q˜′1
n,t−3, i = n− 1, 2n+ t− 2i ≡ 1 (mod 4),
L
Q˜′1
n−1,t−1, i = n, t ≡ 2 (mod 4),
L
Q˜′1
n−1,t−3, i = n, t ≡ 0 (mod 4),
L
Q˜′1
i−1,t−2, i ≤ n− 1 and 2n+ t− 2i ≡ 3 (mod 4),
(5.5)
τ(L Q˜
′
i,t ) = L
Q˜′1
i,t−4, (5.6)
where the quivers Q˜′1’s in (5.4), (5.5), (5.6) are obtained from Q˜
′ by mutating l(L Q˜
′
i,t ),
r(L Q˜
′
i,t ) and L
Q˜′
i,t , respectively.
Let τ 0l (L
Q˜
i,t) = L
Q˜
i,t and τ
m
l (L
Q˜
i,t) = τl(τ
m−1
l (L
Q˜
i,t)). We use the following con-
vention: if m < 0, then τml (L
Q˜
i,t) = ∅. The quivers τ
m
r (L
Q˜
i,t), τ
m(L Q˜i,t), τ
m
l (L
Q˜′
i,t ),
τmr (L
Q˜′
i,t ), τ
m(L Q˜
′
i,t ) are defined similarly.
By definition, τml (L
Q˜
i,t) (respectively, τ
m
l (L
Q˜′
i,t )) is a sub-quiver of some quiver
Q˜m (respectively, Q˜
′
m) which is mutation equivalent to Q˜ (respectively, Q˜
′). For
simplicity, we write Li′,t′ = ϕ
m(Li,t) for L
Q˜m
i′,t′ = ϕ
m(L Q˜i,t) and L
Q˜′m
i′,t′ = ϕ
m(L Q˜
′
i,t ),
where ϕ ∈ {τl, τr, τ}.
Example 5.6. Figures 14 and 15 illustrate the mappings τl, τr, τ in the original
quivers of types A8, B4, respectively.
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Figure 14. In the original quiver of type A8: (a) L4,−4 = τl(L5,−3);
(b) L6,−4 = τr(L5,−3); (c) L5,−5 = τ(L5,−3).
1 2 3 4 3 2 1
0
−2
−4
−6
−8
−10
−12
−14
−16
(a)
L
Q′
4,−4
L
Q′
1
3,−5
1 2 3 4 3 2 1
0
−2
−4
−6
−8
−10
−12
−14
−16
(b)
L
Q′
4,−4
L
Q′
1
3,−7
1 2 3 4 3 2 1
0
−2
−4
−6
−8
−10
−12
−14
−16
(c)
L
Q′
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L
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1
4,−8
Figure 15. In the original quiver of type B4: (a) L3,−5 = τl(L4,−4);
(b) L3,−7 = τr(L4,−4); (c) L4,−8 = τ(L4,−4).
5.6. Mutation sequences of Kirillov–Reshetikhin modules. In [18], Hernan-
dez and Leclerc defined a sequence of mutations for every Kirillov–Reshetikhin mod-
ule whose highest weight monomial m satisfies the property: (i, t) ∈ W− for every
factor Yi,qt in m. We recall the mutation sequences for Kirillov–Reshetikhin modules
introduced in [18].
Let Q˜ (respectively, Q˜′) be a quiver which is mutation equivalent toQ (respectively,
Q′) defined in Section 5.1 and any two vertices in Q˜ (respectively, Q˜′) have different
labels. By saying that we mutate Ci,t of Q˜ (respectively, Q˜
′), we mean that we mutate
at the vertex of Q˜ (respectively, Q˜′) which has the label (i, t) in the ith column and
so on until the vertex at infinity in the ith column.
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Let Seqj , m1 ≤ j ≤ m2, be mutation sequences. We use
←−−
m1∏
j=m2
Seqj and
(
(Seqj)m1≤j≤m2 or
m2∏
j=m1
Seqj
)
to denote the mutation sequences
Seqm2 , Seqm2−1, . . . , Seqm1 and Seqm1 , Seqm1+1, . . . , Seqm2 ,
respectively.
Consider the Kirillov–Reshetikhin module S
(t)
k(i)
, t ≤ 0, k ∈ Z≥1, i ∈ I. In the case
of type An ([18], Section 3), we mutate
j−1∏
ℓ=0
⌊n2 ⌋∏
r=1
C2r,−2ℓ
⌈n2 ⌉∏
r=1
C2r−1,−2ℓ−1

starting from the quiver Q, where j is defined by the formula
t =
{
−2k − 2j + 2, i ∈ 2Z ∩ I,
−2k − 2j + 1, i ∈ (2Z+ 1) ∩ I.
We use Q0 to denote the current quiver. Then we obtain the Kirillov–Reshetikhin
module S
(t)
k(i)
, t ≤ 0, k ∈ Z≥1, i ∈ I, at the vertex (i, t) of Q0.
In the case of type Bn ([18], Section 3), let
KR(n, ℓ) = Cn,−4ℓ
⌊n2−1⌋∏
r=0
Cn−1−2r,−4ℓ−1
⌈n2−2⌉∏
r=0
Cn−2−2r,−4ℓ−3
Cn,−4ℓ−2
⌈n2−2⌉∏
r=0
Cn−2−2r,−4ℓ−1
⌊n2−1⌋∏
r=0
Cn−1−2r,−4ℓ−3
 .
When i 6= n, t = −4k − 2j + 3, we mutate
⌊ j
2
−1⌋∏
ℓ=0
KR(n, ℓ) starting from the quiver
Q′. When i = n, t = −2k− 2j+4, we mutate
⌈ j
2
−2⌉∏
ℓ=0
KR(n, ℓ) if j is odd, and mutate
⌈ j2−2⌉∏
ℓ=0
KR(n, ℓ)
Cn,−2j+4
⌊n2−1⌋∏
r=0
Cn−1−2r,−2j+3
⌈n2−2⌉∏
r=0
Cn−2−2r,−2j+1

if j is even, starting from the quiver Q′. We use Q′0 to denote the current quiver.
Then we obtain the Kirillov–Reshetikhin module S
(t)
k(i)
, t ≤ 0, k ∈ Z≥1, i ∈ I, at the
vertex (i, t) of Q′0.
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5.7. Mutation sequences for prime snake modules of types An and Bn. Let
S be a prime snake module with the highest l-weight monomial S. Then S can be
written as
S = S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
,
where m ≥ 1, jℓ ≥ 0, 1 ≤ ℓ ≤ m− 1, if jℓ = 0, then iℓ 6= iℓ+1, k1, . . . , km ∈ Z≥1, t ∈ Z.
By Definition 5.1, we have
FS(S) = FS1(S) ∪ FS2(S) ∪ FS3(S),
where FS1 = {M1 = S
(tm)
km
(im)
}, FS2(S) ∪ FS3(S) = {M2, . . . ,Mq}. We reorder the
elements in FS2(S)∪FS3(S) such that the distinguished factor (lp)sp of Mp and the
distinguished factor (lp+1)sp+1 of Mp+1 satisfy sp > sp+1, 2 ≤ p ≤ q − 1.
Let Q1, Q2, . . . , Qh be quivers in a mutation sequence. Let (iℓ, sℓ) ∈ V (Qℓ),
1 ≤ ℓ ≤ h. For simplicity, we write Liℓ,sℓ for L
Qℓ
iℓ,sℓ
and write Ciℓ,sℓ for C
Qℓ
iℓ,sℓ
.
Let Mp ∈ FS(S), 1 ≤ p ≤ q, and let (lp)sp be the distinguished factor of Mp.
Using the mutation sequence defined in Section 5.6 starting from the initial quiver
Q in type An (respectively, Q
′ in type Bn) defined in Section 5.1, we can obtain a
quiver Q0 (respectively, Q
′
0) and obtain the module L(M1) = L(S
(tm)
km(im)
) at the vertex
(im, tm) of Q0 (respectively, Q
′
0).
In the following, we define mutation sequences Seq2, Seq3, . . ., Seqq starting from
the quiver Q0 (respectively, Q
′
0) of type An (respectively, Bn) such that after we
mutate Seq1, Seq2, . . ., Seqq, we obtain the prime snake module S = L(S) at the
vertex (i1, t).
The following is the case of type An.
(1) Suppose that Mp ∈ FS2(S). Then there are some ℓ, r such that
Mp = S
(tℓ)
k
(iℓ)
ℓ
,k
(iℓ+1)
ℓ+1 ,...,k
(iℓ+r−1)
ℓ+r−1 ,1
(iℓ+r)
.
If the sequence (iu)ℓ≤u≤ℓ+r is in decreasing order (respectively, in increasing or-
der), then we mutate (r(τhr (Llp,sp)))0≤h≤n−lp−1 (respectively, (l(τ
h
l (Llp,sp)))0≤h≤lp−2).
If r ≥ 2, we continue to mutate
←−−−−
ℓ+1∏
u=ℓ+r−1

∑ℓ+r−1
i=u ki∏
j=1+
∑ℓ+r−1
i=u+1 ki
(
Ciu+1,siu+1−2j , Ciu+2,siu+2−2j , . . . , Cn,sn−2j
)
(respectively,
←−−−−
ℓ+1∏
u=ℓ+r−1

∑ℓ+r−1
i=u ki∏
j=1+
∑ℓ+r−1
i=u+1 ki
(
Ciu−1,siu−1−2j , Ciu−2,siu−2−2j , . . . , C1,s1−2j
))
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where i, si satisfy Li,si = τ
i−lp
r (Llp,sp), iℓ+r ≤ i ≤ n (respectively, Li,si =
τ
lp−i
l (Llp,sp), 1 ≤ i ≤ iℓ+r).
(2) Suppose that Mp ∈ FS3(S). Then there is some ℓ such that Mp = S
(tℓ)
k
(iℓ,jℓ)
ℓ
,1(iℓ+1)
.
• If iℓ ≥ lp, then we mutate
(r(τhr (Llp,sp)))0≤h≤iℓ−lp−1, (τ
h(τ iℓ−lpr (Llp,sp)))0≤h≤jℓ−1.
• If iℓ ≤ lp, then we mutate
(l(τhl (Llp,sp)))0≤h≤lp−iℓ−1, (τ
h(τ
lp−iℓ
l (Llp,sp)))0≤h≤jℓ−1.
The following is the case of type Bn.
(1) Suppose that Mp ∈ FS2(S). Then there are some ℓ, r such that
Mp = S
(tℓ)
k
(iℓ)
ℓ
,k
(iℓ+1)
ℓ+1 ,...,k
(iℓ+r−1)
ℓ+r−1 ,1
(iℓ+r)
.
Suppose that the sequence (iu)ℓ≤u≤ℓ+r is in increasing order. If lp 6= n, 2n+ sp−
2lp ≡ 1 (mod 4) or lp = n, sp ≡ 0 (mod 4) (respectively, lp 6= n, 2n+sp−2lp ≡ 3
(mod 4) or lp = n, sp ≡ 2 (mod 4)), then we mutate
(l(τhl (Llp,sp)))0≤h≤lp−2 (respectively, (r(τ
h
r (Llp,sp)))0≤h≤lp−2).
If r ≥ 2, then we continue to mutate
←−−−−
ℓ+1∏
u=ℓ+r−1

∑ℓ+r−1
i=u ki∏
j=1+
∑ℓ+r−1
i=u+1 ki
(
Ciu−1,siu−1−4j , Ciu−2,siu−2−4j , . . . , C1,s1−4j
) ,
where i, si satisfy Li,si = τ
lp−i
l (Llp,sp), 1 ≤ i ≤ iℓ+r.
(2) Suppose that Mp ∈ FS2(S). Then there are some ℓ, r such that
Mp = S
(tℓ)
k
(iℓ)
ℓ
,k
(iℓ+1)
ℓ+1 ,...,k
(iℓ+r−1)
ℓ+r−1 ,1
(iℓ+r)
.
Suppose that the sequence (iu)ℓ≤u≤ℓ+r is in decreasing order.
• If 2n + sp − 2lp ≡ 1 (mod 4), then we mutate (r(τ
h
r (Llp,sp)))0≤h≤n−lp−1. If
r ≥ 2, then we continue to mutate
←−−−−
ℓ+1∏
u=ℓ+r−1

∑ℓ+r−1
i=u ki∏
j=1+
∑ℓ+r−1
i=u+1 ki
(
r(Ln,sn−4j+4), Ciu+1,siu+1−4j , Ciu+2,siu+2−4j , . . . , Cn,sn−4j
) ,
where i, si satisfy Li,si = τ
i−lp
r (Llp,sp), iℓ+r ≤ i ≤ n.
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• If 2n + sp − 2lp ≡ 3 (mod 4), then we mutate (l(τ
h
l (Llp,sp)))0≤h≤n−lp−1. If
r ≥ 2, then we continue to mutate
←−−−−
ℓ+1∏
u=ℓ+r−1

∑ℓ+r−1
i=u ki∏
j=1+
∑ℓ+r−1
i=u+1 ki
(
l(Ln,sn−4j+4), Ciu+1,siu+1−4j , Ciu+2,siu+2−4j , . . . , Cn,sn−4j
) ,
where i, si satisfy Li,si = τ
i−lp
l (Llp,sp), iℓ+r ≤ i ≤ n.
(3) Suppose that Mp ∈ FS3(S). Then there is some ℓ such that Mp = S
(tℓ)
k
(iℓ,jℓ)
ℓ
,1(iℓ+1)
.
• If lp 6= n, 2n + sp − 2lp ≡ 1 (mod 4), iℓ ≥ lp or lp 6= n, 2n + sp − 2lp ≡ 3
(mod 4), iℓ ≤ lp or lp = n, sp ≡ 2 (mod 4), then we mutate
(r(τhr (Llp,sp)))0≤h≤|iℓ−lp|−1, (τ
h(τ |lp−iℓ|r (Llp,sp)))0≤h≤jℓ−1.
• If lp 6= n, 2n + sp − 2lp ≡ 1 (mod 4), iℓ ≤ lp or lp 6= n, 2n + sp − 2lp ≡ 3
(mod 4), iℓ ≥ lp or lp = n, sp ≡ 0 (mod 4), then we mutate
(l(τhl (Llp,sp)))0≤h≤|iℓ−lp|−1, (τ
h(τ
|lp−iℓ|
l (Llp,sp)))0≤h≤jℓ−1.
Remark 5.7. Minimal affinizations are modules S
(t)
k
(i1)
1 ,k
(i2)
2 ,...,k
(ir)
r
which satisfy i1 <
· · · < ir or i1 > · · · > ir. The mutation sequences above in the case (1) in type
An (respectively, the cases (1), (2) in type Bn) are mutation sequences for minimal
affinizations which satisfy i1 < · · · < ir or i1 > · · · > ir. These mutation sequences
are defined in the same cluster algebra. In [34], the mutation sequences for minimal
affinizations which satisfy i1 < · · · < ir are defined in a cluster algebra A and the
mutation sequences for minimal affinizations which satisfy i1 > · · · > ir are defined
in another cluster algebra A˜ which is dual to A .
5.8. The equations in the S-system of type An (respectively, Bn) corre-
spond to mutations in the cluster algebra A (respectively, A ′). In this
section, we give the relation between prime snake modules and cluster variables.
Let S be the set of prime snake modules and
s = {s
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
: jℓ ≥ 0, 1 ≤ ℓ ≤ m− 1, k1, . . . , km ∈ Z≥1, t ∈ Z}.
There is a bijection from S to s given by
ψ : S −→ s
S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
7−→ s
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
.
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We apply ψ to the equations [S1][S2] = [S3][S4] + [S5][S6] in the S-system for type
An (respectively, Bn). Then we have a new system of equations:
s1s2 = s3s4 + s5s6, (5.7)
where si = ψ(Si), 1 ≤ i ≤ 6.
On the other hand, in type An (respectively, Bn), for every mutation sequence
in Section 5.7, at each step, the variable at a vertex we mutate is ψ(S1), where S1
is one of the modules in Table 1 (respectively, Table 2). For every S1 in Table 1
(respectively, Table 2), there is a corresponding S2 in (4.4) and corresponding S3,
S4, S5, S6 defined in Section 4.3.
After a mutation at a vertex with variable x = ψ(S1) = s1, let the new variable
at this vertex be x′ = ψ(S2) = s2. Then the exchange relation is xx
′ = s1s2 =
s3s4 + s5s6. Therefore we have the following theorem.
Theorem 5.8. The set of exchange relations of the mutations of type An (respec-
tively, Bn) in Section 5.7 correpsonds to the S-system in type An (respectively, Bn).
Indeed, originally the equations in S-systems are found by analyzing the mutation
sequences in Section 5.7.
The following theorem follows from Theorems 3.3, 3.4, 3.6, and 5.8.
Theorem 5.9. The Hernandez-Leclerc conjecture (Conjecture 1.1) is true for prime
snake modules of types An and Bn: prime snake modules of type An (respectively,
Bn) correspond to cluster variables in the corresponding cluster algebra.
6. Examples of mutation sequences for some prime snake modules
In this section, we give some examples of mutation sequences for some prime snake
modules.
Example 6.1. Suppose that Uqĝ is of type A5. (1) Let S = 2−124−85−55−340. By
Definition 5.1,
FS(S) = {40, 5−55−340, 2−124−85−5}.
The set of distinguished factors of S is {40, 5−5}. The mutation sequence for S is
r(L4,0), l(L5,−5), l(τl(L5,−5)), l(τ
2
l (L5,−5)), l(τ
3
l (L5,−5)), C3,−9, C2,−10, C1,−11.
(6.1)
We obtain the prime snake module S = L(S) at the vertex which has the label
(2,−12), see Figure 16.
The initial quivers in this section are the initial quivers in [18]. The mutation
sequences in this section are similar to the mutation sequences given in [18]. In
[18], the mutation sequences produce Kirillov–Reshetikhin modules. In this paper,
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the mutation sequences defined in Section 5.7 produce prime snake modules. A very
useful device for mutating quivers is due to B. Keller’s Java applet [20].
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Figure 16. In type A5, (a) is the original quiver of type A5 and (b),
(c), (d), (e), (f), (g), (h), (i) are the quivers after we mutate r(L4,0),
l(L5,−5), l(τl(L5,−5)), l(τ
2
l (L5,−5)), l(τ
3
l (L5,−5)), C3,−9, C2,−10, C1,−11
respectively.
We assign numbers to the vertices in the initial quiver in this example, see Figure
17. Then the mutation sequence (6.1) is
c51, c52, . . . ; c12, c13, . . . ; c23, c24, . . . ; c33, c34, . . . ; c44, c45, . . . ;
c12, c13, . . . ; c23, c24, . . . ; c33, c34, . . . ; c12, c13, . . . ; c23, c24, . . . ;
c12, c13, . . . ; c33, c34, . . . ; c23, c24, . . . ; c12, c13, . . . .
(6.2)
Here c51, c52, . . . (the other sequences in (6.2) have similar meaning) means we mutate
the corresponding column starting from c51. When we mutate c51, c52, . . ., it is enough
to mutate sufficient many vertices (not to infinity).
(2) Let S = 2−184−145−115−94−6. By Definition 5.1,
FS(S) = {4−6, 5−115−94−6, 2−184−145−11}.
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The set of distinguished factors of S is {4−6, 5−11}. The mutation sequence for S is
C2,0, C4,0, C1,−1, C3,−1, C5,−1, C2,−2, C4,−2, C1,−3, C3,−3, C5,−3,
C2,−4, C4−4, C1,−5, C3,−5, C5,−5, r(L4,−6), l(L5,−11), l(τl(L5,−11)),
l(τ 2l (L5,−11)), l(τ
3
l (L5,−11)), C3,−15, C2,−16, C1,−17.
(6.3)
We obtain the prime snake module S = L(S) at the vertex which has the label
(2,−18).
We assign numbers to the vertices in the initial quiver in this example, see Figure
17. Then the mutation sequence (6.3) is
c21, c22, . . . ; c41, c42, . . . ; c11, c12, . . . ; c31, c32, . . . ; c51, c52, . . . ;
c21, c22, . . . ; c41, c42, . . . ; c11, c12, . . . ; c31, c32, . . . ; c51, c52, . . . ;
c21, c22, . . . ; c41, c42, . . . ; c11, c12, . . . ; c31, c32, . . . ; c51, c52, . . . ;
c51, c52, . . . ; c12, c13, . . . ; c23, c24, . . . ; c33, c34, . . . ; c44, c45, . . . ;
c12, c13, . . . ; c23, c24, . . . ; c33, c34, . . . ; c12, c13, . . . ; c23, c24, . . . ;
c12, c13, . . . ; c33, c34, . . . ; c23, c24, . . . ; c12, c13, . . . .
Example 6.2. Suppose that Uqĝ is of type A4. Let S = 3−253−212−162−123−92−62−41−1.
Then
FS(3−253−212−162−123−92−62−41−1) = {1−1, 3−92−62−41−1, 2−123−9, 2−162−12, 3−212−16, 3−253−21}.
The set of distinguished factors of S is {1−1, 3−9, 2−12, 2−16, 3−21}. The mutation
sequence for S is
r(L1,−1), r(τr(L1,−1)), r(τ
2
r (L1,−1)), C3,−5, C4,−6, C3,−7, C4,−8,
l(L3,−9), l(τl(L3,−9)), L2,−12, r(L2,−16), τr(L2,−16), L3,−21.
(6.4)
We obtain the prime snake module S = L(S) at the vertex which has the label
(3,−25).
We assign numbers to the vertices in the initial quiver in this example, see Figure
18. Then the mutation sequence (6.4) is
c41, c42, . . . ; c31, c32, . . . ; c22, c23, . . . ; c41, c42, . . . ; c31, c32, . . . ; c41, c42, . . . ;
c31, c32, . . . ; c41, c42, . . . ; c31, c32, . . . ; c41, c42, . . . ; c15, c16, . . . ; c25, c26, . . . ;
c15, c16, . . . ; c15, c16, . . . ; c42, c43, . . . ; c33, c34, . . . ; c26, c27, . . . ; c43, c44, . . . ;
c34, c35, . . . ; c16, c17, . . . ; c27, c28, . . . ; c43, c44, . . . ; c34, c35, . . . ; c17, c18, . . . ;
c28, c29, . . . ; c44, c45, . . . ; c35, c36, . . . .
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Example 6.3. Suppose that Uqĝ is of type B3. (1) Let S = 1−352−292−213−163−102−5.
Then
FS(1−352−292−213−163−102−5) = {2−5, 3−102−5, 3−163−10, 2−213−16, 2−292−21, 1−352−29}.
The set of distinguished factors of S is {2−5, 3−10, 3−16, 2−21, 2−29}. The mutation
sequence for S is
C3,0, C2,−1, C1,−3, C3,−2, C1,−1, C2,−3, r(L2,−5),
L3,−10, l(L3,−16), l(τl(L3,−16)), L2,−21, l(L2,−29).
(6.5)
We obtain the prime snake module S = L(S) at the vertex which has the label
(1,−35).
We assign numbers to the vertices in the initial quiver in this example, see Figure
19. Then the mutation sequence (6.5) is
c31, c32, . . . ; c21, c22, . . . ; c11, c12, . . . ; c31, c32, . . . ; c51, c52, . . . ; c41, c42, . . . ;
c51, c52, . . . ; c41, c42, . . . ; c33, c34, . . . ; c12, c13, . . . ; c23, c24, . . . ; c51, c52, . . . ;
c41, c42, . . . ; c35, c36, . . . ; c12, c13, . . . ; c23, c24, . . . ; c12, c13, . . . ; c53, c54, . . . ;
c43, c44, . . . ; c39, c40, . . . ; c12, c13, . . . ; c24, c25, . . . ; c13, c14, . . . .
(2) Let S = 2−432−352−311−253−183−83−230. Then
FS(S) = {3−230, 3−83−2, 3−183−8, 1−253−18, 2−352−311−25, 2−432−35}.
The set of distinguished factors of S is {30, 3−2, 3−8, 3−18, 1−25, 2−35}. The mu-
tation sequence for S is
L3,−2, L3,−8, τ(L3,−8), r(L3,−18), r(τr(L3,−18)), l(L1,−25), l(τl(L1,−25)), L2,−35.
(6.6)
We obtain the prime snake module S = L(S) at the vertex which has the label
(2,−43).
We assign numbers to the vertices in the initial quiver in this example, see Figure
19. Then the mutation sequence (6.6) is
c11, c12, . . . ; c22, c23, . . . ; c51, c52, . . . ; c41, c42, . . . ; c34, c35, . . . ; c11, c12, . . . ;
c22, c23, . . . ; c52, c53, . . . ; c42, c43, . . . ; c36, c37, . . . ; c11, c12, . . . ; c22, c23, . . . ;
c52, c53, . . . ; c42, c43, . . . ; c37, c38, . . . ; c52, c53, . . . ; c42, c43, . . . ; c52, c53, . . . ;
c13, c14, . . . ; c24, c25, . . . ; c311, c312, . . . ; c43, c44, . . . ; c13, c14, . . . ; c24, c25, . . . ;
c312, c313, . . . ; c55, c56, . . . ; c14, c15, . . . ; c25, c26, . . . ; c315, c316, . . . ; c45, c46, . . . .
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c12
c13
c14
c15
c16
c17
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c22
c23
c24
c25
c26
c27
...
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c32
c33
c34
c35
c36
c37
...
c41
c42
c43
c44
c45
c46
c47
...
c51
c52
c53
c54
c55
c56
c57
...
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❥
**❚❚❚
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**❚❚❚
❚❚
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tt❥❥❥❥
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**❚❚❚
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❚❚
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tt❥❥❥❥
❥
**❚❚❚
❚❚❚
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**❚❚❚
❚❚
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❚❚
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tt❥❥❥❥
❥
**❚❚❚
❚❚
tt❥❥❥❥
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**❚❚❚
❚❚❚❚
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tt❥❥❥❥
❥
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❥
**❚❚❚
❚❚
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❥
**❚❚❚
❚❚
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❥
**❚❚❚
❚❚❚
tt❥❥❥❥
❥❥❥
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❚❚
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tt❥❥❥❥
❥
**❚❚❚
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tt❥❥❥❥
❥
**❚❚❚
❚❚
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tt❥❥❥❥
❥
**❚❚❚
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**❚❚❚
❚❚
OO
tt❥❥❥❥
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OO
Figure 17. The initial
quiver in type A5.
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c23
c24
c25
c26
c27
...
c31
c32
c33
c34
c35
c36
c37
...
c41
c42
c43
c44
c45
c46
c47
...
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**❚❚❚
❚❚
OO
tt❥❥❥❥
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❚❚❚❚
OO
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❥❥❥
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OO
OO
OO
OO
OO
OO
Figure 18. The initial
quiver in type A4.
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...
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...
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Figure 19. The initial
quiver in type B3.
7. Proofs of Theorem 3.4
In this section, we prove Theorem 3.4.
7.1. Proof of Theorem 3.4. Let S be a prime snake module and S its highest
l-weight monomial. Then S can be written as
S = S
(t)
k
(i1,j1)
1 ,k
(i2,j2)
2 ,...,k
(im−1,jm−1)
m−1 ,k
(im)
m
,
where m ≥ 1, jℓ ≥ 0, 1 ≤ ℓ ≤ m − 1, if jℓ = 0, then iℓ 6= iℓ+1, k1, k2, . . . , km ∈ Z≥1,
t ∈ Z.
The theorem follows from the fact that χq(S)χq(S) has only one dominant mono-
mial S2.
Let L =
∑m
ℓ=1 kℓ. Suppose that m =
∏L
ℓ=1m(pℓ) (respectively, m
′ =
∏L
ℓ=1m(p
′
ℓ))
is a monomial in the first (respectively, the second) χq(S) in χq(S)χq(S), where
(p1, . . . , pL) ∈ P(cℓ,dℓ)1≤ℓ≤L (respectively, (p
′
1, . . . , p
′
L) ∈ P(cℓ,dℓ)1≤ℓ≤L) is a tuple of
non-overlapping paths and
cr+
∑j−1
ℓ=1 kℓ
= ij , dr+
∑j−1
ℓ=1 kℓ
= t+ 2dijr − 2dij +
∑j−1
ℓ=1
nℓ,
where 1 ≤ r ≤ kj, 1 ≤ j ≤ m, by convention
∑0
ℓ=1 kℓ = 0.
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Suppose that mm′ is dominant. If pL 6= p
+
cL,dL
, then mm′ is right-negative and
not dominant. Therefore pL = p
+
cL,dL
. Similarly, we have p′L = p
′+
c′
L
,d′
L
. By the non-
overlapping property, we have p′j = p
′+
c′j ,d
′
j
, pj = p
+
cj ,dj
for all 1 +
∑m−1
ℓ=1 kℓ ≤ j ≤ L.
Suppose that p∑m−1
ℓ=1 kℓ
6= p+c∑m−1
ℓ=1
kℓ
,d∑m−1
ℓ=1
kℓ
. Then m(p∑m−1
ℓ=1 kℓ
) has some negative
factor iℓ, where (i, ℓ) ∈ C
−
p∑m−1
ℓ=1
kℓ
. By Theorem 3.6, m has the negative factor i−1ℓ .
Therefore, the negative factor i−1ℓ is canceled by m
′. It follows that m′ 6= S since iℓ
is not in S. But then mm′ has one of the following factors:
Type An: 1
−1
ℓ+i−1, 2
−1
ℓ+i−2, . . . , (i− 1)
−1
ℓ+1, (i+ 1)
−1
ℓ+1, . . . , (n− 1)
−1
ℓ+n−i−1, (n)
−1
ℓ+n−i,
Type Bn: i 6= n, 1
−1
ℓ+2i−2, 2
−1
ℓ+2i−4, . . . , (i− 1)
−1
ℓ+2, (i+ 1)
−1
ℓ+2, . . . , (n− 1)
−1
ℓ+2n−2i−2, (n)
−1
ℓ+2n−2i−1,
i = n, 1−1ℓ+2n−3, 2
−1
ℓ+2n−5, . . . , (n− 2)
−1
ℓ+3, (n− 1)
−1
ℓ+1.
This contradicts the assumption that mm′ is dominant. Therefore, p∑m−1
ℓ=1 kℓ
=
p+c∑m−1
ℓ=1
kℓ
,d∑m−1
ℓ=1
kℓ
. By Theorem 3.6, we have pj = p
+
cj ,dj
for all 1 +
∑m−2
ℓ=1 kℓ ≤ j ≤∑m−1
ℓ=1 kℓ. By the same argument, we have pj = p
+
cj ,dj
, 1 ≤ j ≤
∑m−2
ℓ=1 kℓ. Therefore,
m = S.
By a similar argument, we may show that m′ = S. Therefore, the only dominant
monomial in χq(S)χq(S) is S
2.
8. Proof of Theorem 4.1
In this section, we prove Theorem 4.1.
8.1. Classification of dominant monomials. First we classify all dominant mono-
mials in each summand on the left- and right-hand sides of every equation in Theorem
4.1. We have the following lemma.
Lemma 8.1. Let [S1][S2] = [S3][S4] + [S5][S6] be any equation in the S-system of
type An (respectively, Bn) in Theorem 4.1. Let Si be the highest l-weight monomial
of Si, i ∈ {1, 2, . . . , 6}. The dominant monomials in each summand on the left- and
right-hand sides of [S1][S2] = [S3][S4] + [S5][S6] are given in Table 3 (respectively,
Table 4).
In Table 3 and Table 4, M
∏
0≤j≤r A
−1
i,s = M for r = −1, s ∈ Z; “DMs” means
“Dominant monomials”.
8.2. Proof of Theorem 4.1. By Tables 3 and 4, the dominant monomials of the
q-characters of the left-hand side and of the right-hand side of every equation in
Theorem 4.1 are the same and have the same multiplicities (the monomials occurring
in the q-character of snake modules have multiplicity one, see [28, Theorem 6.1],
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[29, Theorem 6.5] or Theorem 3.6). Therefore by Proposition 2.4, the theorem is
true.
S1 DMs of χq(S1)χq(S2) DMs of χq(S3)χq(S4) DMs of χq(S5)χq(S6)
(1) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(2) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(3) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(4) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(5) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(6) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(7) in Table 1 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
Table 3. Classification of dominant monomials in the S-system of
type An.
S1 DMs of χq(S1)χq(S2) DMs of χq(S3)χq(S4) DMs of χq(S5)χq(S6)
(1) in Table 2
S1S2
∏
0≤j≤r A
−1
i1,t+2di1
k1−2di1
j−di1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2di1
k1−2di1
j−di1
,
−1≤r≤k1−2
S5S6
(2) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(3) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(4) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(5) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(6) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(7) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(8) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(9) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(10) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(11) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(12) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
(13) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(14) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(15) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(16) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(17) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+4k1−4j−2
,
−1≤r≤k1−2
S5S6
(18) in Table 2 S1S2
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−1
S3S4
∏
0≤j≤r A
−1
i1,t+2k1−2j−1
,
−1≤r≤k1−2
S5S6
Table 4. Classification of dominant monomials in the S-system of
type Bn.
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8.3. Proof of Lemma 8.1. We will prove the lemma for the case corresponding to
(5) in Table 1 in type An and the cases corresponding to (6), (11), (14), (18) in Table
2 in type Bn. The other cases are similar.
Proof of the case corresponding to (5) in Table 1. Let
S1 = S
(t+2)
k
(i1)
1 ,k2
(i2+1),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
, S2 = S
(t)
k
(i1)
1 ,k
(i2)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
,
where m ≥ 3, i1 > i2, i3 > i2, jℓ ≥ 0, 3 ≤ ℓ ≤ m− 1. We will firstly prove that the
dominant monomials in χq(S1)χq(S2) must be of the form S1χq(S2).
Let L =
∑m
ℓ=1 kℓ. Suppose that m =
∏L
j=1m(pj) is a monomial in χq(S2), where
(p1, . . . , pL) ∈ P(cj ,dj)1≤j≤L is a tuple of non-overlapping paths and
cr+∑j−1
ℓ=1 kℓ
= ij, dr+∑j−1
ℓ=1 kℓ
= t + 2r − 2 +
∑j−1
ℓ=1
nℓ,
where 1 ≤ r ≤ kj, 1 ≤ j ≤ m, by convention
∑0
ℓ=1 kℓ = 0.
Let m′ =
∏L
j=1m(p
′
j) be a monomial in χq(S1), where (p
′
1, . . . , p
′
L) ∈ P(c′j ,d′j)1≤j≤L
is a tuple of non-overlapping paths and
c′1 = c
′
2 = · · · = c
′
k1 = i1, c
′
k1+1 = c
′
k1+2 = · · · = c
′
k1+k2 = i2 + 1,
d′1 = t + 2, d
′
2 = t+ 4, . . . , d
′
k1
= t+ 2k1,
d′k1+1 = t + n1 + 1, d
′
k1+2 = t + n1 + 3, . . . , d
′
k1+k2 = t + n1 + 2k2 − 1,
c′
r+
∑j−1
ℓ=1 kℓ
= ij , d
′
r+
∑j−1
ℓ=1 kℓ
= t+ 2r − 2 +
∑j−1
ℓ=1
nℓ,
where 1 ≤ r ≤ kj, 3 ≤ j ≤ m. Thus we have cℓ = cℓ′ , dℓ = dℓ′ for k1+k2+1 ≤ ℓ ≤ L,
c′ℓ = cℓ+1, d
′
ℓ = dℓ+1 for k1+1 ≤ ℓ ≤ k1+k2, and c
′
ℓ = cℓ, d
′
ℓ = dℓ+2 for 1 ≤ ℓ ≤ k1.
Suppose that mm′ is dominant. By the same arguments as the arguments in the
proof of Theorem 3.4, we have pj = p
+
cj ,dj
, k1+1 ≤ j ≤ L and p
′
j = p
′+
c′j ,d
′
j
, 1 ≤ j ≤ L.
Therefore, the dominant monomials in χq(S1)χq(S2) must be of the form S1χq(S2).
If pk1 = p
+
ck1 ,dk1
, then pj = p
+
cj ,dj
for all 1 ≤ j ≤ k1 − 1. Therefore, mm
′=S1S2. If
pk1 = p
+
ck1 ,dk1
A−1i1,t+2k1−1, then pj ∈ {p
+
cj,dj
, p+cj ,djA
−1
i1,t+2j−1
}, 1 ≤ j ≤ k1−1. Therefore,
mm′ is one of the dominant monomials S1S2
∏r
j=0A
−1
i1,t+2k1−2j−1
, 0 ≤ r ≤ k1 − 1. If
pk1 6∈ {p
+
ck1 ,dk1
, p+ck1 ,dk1
A−1i1,t+2k1−1}, then by the same arguments as the arguments in
the proof of Theorem 3.4, it follows that mm′ is not dominant which contradicts our
assumption.
By the same arguments as the arguments of dominant monomials in χq(S1)χq(S2),
the dominant monomials in χq(S3)χq(S4) must be of the form S3S4
r∏
j=0
A−1i1,t+2k1−2j−1,
−1 ≤ r ≤ k1 − 2, and the dominant monomial in χq(S5)χq(S6) is S5S6. 
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Recall that each P(i,k), i ∈ I, k ∈ Z, defined in Section 3.4, corresponds to a
rectangular box or a triangle, see Figure 20. The monomials appearing in χq(ik)
correspond to paths in the rectangular box or the triangle. In the following proofs,
we will use frequently the arguments in the proof of Theorem 3.4 and the fact that
snake modules are special (Theorem 3.6).
(i, k) (i, k) (i, k)
Figure 20. The rectangular box or triangle corresponding to P(i,k).
Proof of the case corresponding to (6) in Table 2. Suppose that S1 is of the
form (6) in Table 2. Let
S1 = S
(t+4)
k
(i1)
1 ,k2
(i2+sgn(i1−i2),j2−1),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
, S2 = S
(t)
k1
(i1),k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
,
where i1, i2 6= n, j1 = 0, j2 ≥ 1,m ≥ 3, (i2−i1)(i3−i2) ≥ 0, and jℓ ≥ 0, 3 ≤ ℓ ≤ m−1.
Let L =
∑m
ℓ=1 kℓ. Suppose that m =
∏L
j=1m(pj) (respectively, m
′ =
∏L
ℓ=1m(p
′
j))
is a monomial in χq(S2) (respectively, χq(S1)), where (p1, . . . , pL) ∈ P(cj ,dj)1≤j≤L
(respectively, (p′1, . . . , p
′
L) ∈ P(c′j ,d′j)1≤j≤L) is a tuple of non-overlapping paths, where
cℓ = cℓ′ , dℓ = dℓ′ for k1 + k2 + 1 ≤ ℓ ≤ L, c
′
ℓ = cℓ + sgn(i1 − i2), d
′
ℓ = dℓ + 2
for k1 + 1 ≤ ℓ ≤ k1 + k2, and c
′
ℓ = cℓ, d
′
ℓ = dℓ + 4 for 1 ≤ ℓ ≤ k1. That is,
P(cℓ,dℓ) = P(c′ℓ,d′ℓ) for k1+k2+1 ≤ ℓ ≤ L, see (a)–(c) in Figure 21, relations between
P(cℓ,dℓ) and P(c′ℓ,d′ℓ) for k1 + 1 ≤ ℓ ≤ k1 + k2 are shown in (d), (e) in Figure 21, and
relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ) for 1 ≤ ℓ ≤ k1 are shown in (f) in Figure 21.
(cℓ, dℓ) = (c
′
ℓ, d
′
ℓ)
(a)
(n, dℓ) = (n, d
′
ℓ)
(b)
(n, dℓ) = (n, d
′
ℓ)
(c)
(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(d)
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(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(e)
(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(f)
Figure 21. Relations between P(cℓ,dℓ) (black) and P(c′ℓ,d′ℓ) (red).
Suppose that mm′ is dominant. By the same arguments as the arguments in the
proof of Theorem 3.4 and relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ), we have pj = p
+
cj ,dj
,
k1 + 1 ≤ j ≤ L and p
′
j = p
′+
c′j ,d
′
j
, 1 ≤ j ≤ L. Therefore, the dominant monomials in
χq(S1)χq(S2) must be of the form S1χq(S2).
If pk1 = p
+
ck1 ,dk1
, then pj = p
+
cj ,dj
for all 1 ≤ j ≤ k1 − 1. Therefore, mm
′ = S1S2. If
pk1 = p
+
ck1 ,dk1
A−1i1,t+4k1−2, then pj ∈ {p
+
cj,dj
, p+cj ,djA
−1
i1,t+4j−2
}, 1 ≤ j ≤ k1−1. Therefore,
mm′ is one of the dominant monomials S1S2
∏r
j=0A
−1
i1,t+4k1−4j−2
, 0 ≤ r ≤ k1 − 1. If
pk1 6∈ {p
+
ck1 ,dk1
, p+ck1 ,dk1
A−1i1,t+4k1−2}, then by the same arguments as the arguments in
the proof of Theorem 3.4, it follows that mm′ is not dominant which contradicts our
assumption.
By the same arguments as the arguments of dominant monomials in χq(S1)χq(S2),
the dominant monomials in χq(S3)χq(S4) must be of the form S3S4
r∏
j=0
A−1i1,t+4k1−4j−2,
−1 ≤ r ≤ k1 − 2, and the dominant monomial in χq(S5)χq(S6) is S5S6. 
Proof of the case corresponding to (11) in Table 2. Suppose that S1 is of the
form (11) in Table 2. Let
S1 = S
(t+2)
(k1+1)(n),(
di2
di2+1
k2)(i2+1,j2−1),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
, S2 = S
(t)
k1
(n),k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
,
where j1 = 0, j2 ≥ 1, m ≥ 3, i2 ≥ i3, and jℓ ≥ 0 for 3 ≤ ℓ ≤ m− 1.
Let L =
∑m
ℓ=1 kℓ and L
′ = k1 + 1 + (
di2
di2+1
k2) +
∑m
ℓ=3 kℓ. Suppose that m =∏L
j=1m(pj) (respectively, m
′ =
∏L′
ℓ=1m(p
′
j)) is a monomial in χq(S2) (respectively,
χq(S1)), where (p1, . . . , pL) ∈ P(cj ,dj)1≤j≤L (respectively, (p
′
1, . . . , p
′
L′) ∈ P(c′j ,d′j)1≤j≤L′ )
is a tuple of non-overlapping paths, where ck1+k2+ℓ = c
′
k1+1+(
di2
di2+1
k2)+ℓ
, dk1+k2+ℓ =
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d′
k1+1+(
di2
di2+1
k2)+ℓ
for 1 ≤ ℓ ≤
∑m
ℓ=3 kℓ, c
′
k1+1+ℓ
= i2+1 for 1 ≤ ℓ ≤ (
di2
di2+1
k2), ck1+ℓ = i2
for 1 ≤ ℓ ≤ k2, and c
′
ℓ = cℓ = c
′
k1+1
= n, d′ℓ = dℓ + 2 for 1 ≤ ℓ ≤ k1. That is,
P(ck1+k2+ℓ,dk1+k2+ℓ)
= P(c′
k1+1+(
di2
di2+1
k2)+ℓ
,d′
k1+1+(
di2
di2+1
k2)+ℓ
) for 1 ≤ ℓ ≤
∑m
ℓ=3 kℓ, see (a)–
(c) in Figure 22, relations between P(i2,dk1+ℓ) for 1 ≤ ℓ ≤ k2 and P(i2+1,d′k1+1+ℓ)
for
1 ≤ ℓ ≤ (
di2
di2+1
k2) are shown in (d)–(f) in Figure 22, and relations between P(n,dℓ)
and P(n,d′
ℓ
) for 1 ≤ ℓ ≤ k1 are shown in (g), (h) in Figure 22.
(cℓ, dℓ) = (c
′
ℓ, d
′
ℓ)
(a)
(n, dℓ) = (n, d
′
ℓ)
(b)
(n, dℓ) = (n, d
′
ℓ)
(c)
(n− 1, dℓ)
(n, dℓ − 1)
(n, dℓ + 1)
(d)
(n− 1, dℓ)
(n, dℓ − 1)
(n, dℓ + 1)
(e)
(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(f)
(n, dℓ)
(n, d′ℓ)
(g)
(n, dℓ)
(n, d′ℓ)
(h)
Figure 22. Relations between P(cℓ,dℓ) (black) and P(c′ℓ,d′ℓ) (red).
Suppose that mm′ is dominant. By the same arguments as the arguments in the
proof of Theorem 3.4 and relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ), we have pj = p
+
cj ,dj
,
k1 + 1 ≤ j ≤ L and p
′
j = p
′+
c′j ,d
′
j
, 1 ≤ j ≤ L′. Therefore, the dominant monomials in
χq(S1)χq(S2) must be of the form S1χq(S2).
If pk1 = p
+
ck1 ,dk1
, then pj = p
+
cj ,dj
for all 1 ≤ j ≤ k1 − 1. Therefore, mm
′ = S1S2. If
pk1 = p
+
ck1 ,dk1
A−1i1,t+2k1−1, then pj ∈ {p
+
cj,dj
, p+cj ,djA
−1
i1,t+2j−1
}, 1 ≤ j ≤ k1−1. Therefore,
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mm′ is one of the dominant monomials S1S2
∏r
j=0A
−1
i1,t+2k1−2j−1
, 0 ≤ r ≤ k1 − 1. If
pk1 6∈ {p
+
ck1 ,dk1
, p+ck1 ,dk1
A−1i1,t+2k1−1}, then by the same arguments as the arguments in
the proof of Theorem 3.4, it follows that mm′ is not dominant which contradicts our
assumption.
By the same arguments as the arguments of dominant monomials in χq(S1)χq(S2),
the dominant monomials in χq(S3)χq(S4) must be of the form S3S4
r∏
j=0
A−1i1,t+2k1−2j−1,
−1 ≤ r ≤ k1 − 2, and the dominant monomial in χq(S5)χq(S6) is S5S6. 
Proof of the case corresponding to (14) in Table 2. Suppose that S1 is of the
form (14) in Table 2. Let
S1 = S
(t+4)
k
(i1)
1 ,(
k2−1
2
)(n−1),1(n),(
di3
di3+1
k3)
(i3+1,j3−δi3i4
)
,k
(i4,j4)
4 ,...,k
(im)
m
, S2 = S
(t)
k1
(i1),k
(n)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
,
where k2 is odd, m ≥ 4, i3 ≤ i4, and jℓ ≥ 0 for 3 ≤ ℓ ≤ m− 1.
Let L =
∑m
ℓ=1 kℓ and L
′ = k1 + (
k2−1
2
) + (
di3
di3+1
k3) + 1 +
∑m
ℓ=4 kℓ. Suppose that
m =
∏L
j=1m(pj) (respectively, m
′ =
∏L′
ℓ=1m(p
′
j)) is a monomial in χq(S2) (re-
spectively, χq(S1)), where (p1, . . . , pL) ∈ P(cj ,dj)1≤j≤L (respectively, (p
′
1, . . . , p
′
L′) ∈
P(c′j ,d
′
j)1≤j≤L′
) is a tuple of non-overlapping paths, where c′
k1+(
k2−1
2
)+(
di3
di3+1
k3)+1+ℓ
=
ck1+k2+k3+ℓ, d
′
k1+(
k2−1
2
)+(
di3
di3+1
k3)+1+ℓ
= dk1+k2+k3+ℓ for 1 ≤ ℓ ≤
∑m
ℓ=4 kℓ and c
′
ℓ = cℓ,
d′ℓ = dℓ + 4 for 1 ≤ ℓ ≤ k1. That is,
P(ck1+k2+k3+ℓ,dk1+k2+k3+ℓ)
= P(c′
k1+(
k2−1
2 )+(
di3
di3+1
k3)+1+ℓ
,d′
k1+(
k2−1
2 )+(
di3
di3+1
k3)+1+ℓ
)
for 1 ≤ ℓ ≤
∑m
ℓ=4 kℓ, see (a)–(c) in Figure 23, relations between P(cℓ,dℓ) for k1 + 1 ≤
ℓ ≤ k1 + k2 + k3 and P(c′
ℓ
,d′
ℓ
) for k1 + 1 ≤ ℓ ≤ k1 + (
k2−1
2
) + (
di3
di3+1
k3) + 1 are shown
in (d)–(f) in Figure 23, and relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ) for 1 ≤ ℓ ≤ k1 are
shown in (g) in Figure 24.
(cℓ, dℓ) = (c
′
ℓ, d
′
ℓ)
(a)
(n, dℓ) = (n, d
′
ℓ)
(b)
(n, dℓ) = (n, d
′
ℓ)
(c)
(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(d)
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(n− 1, dℓ)
(n, dℓ − 1)
(n, dℓ + 1)
(e)
(n− 1, dℓ)
(n, dℓ − 1)
(n, dℓ + 1)
(f)
(cℓ, dℓ)
(c′ℓ, d
′
ℓ)
(g)
Figure 23. Relations between P(cℓ,dℓ) (black) and P(c′ℓ,d′ℓ) (red).
Suppose that mm′ is dominant. By the same arguments as the arguments in the
proof of Theorem 3.4 and relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ), mm
′ is one of the
dominant monomials S1S2
∏r
j=0A
−1
i1,t+4k1−4j−2
, −1 ≤ r ≤ k1 − 1.
By the same arguments as the arguments of dominant monomials in χq(S1)χq(S2),
the dominant monomials in χq(S3)χq(S4) must be of the form S3S4
r∏
j=0
A−1i1,t+4k1−4j−2,
−1 ≤ r ≤ k1 − 2, and the dominant monomial in χq(S5)χq(S6) is S5S6. 
Proof of the case corresponding to (18) in Table 2. Suppose that S1 is of the
form (18) in Table 2. Let
S1 = S
(t+2)
(k1+1)(n,j1−1),k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
, S2 = S
(t)
k1
(n,j1),k
(i2,j2)
2 ,k
(i3,j3)
3 ,...,k
(im)
m
,
where j1 ≥ 1, m ≥ 2, and jℓ ≥ 0 for 2 ≤ ℓ ≤ m− 1.
Let L =
∑m
ℓ=1 kℓ. Suppose that m =
∏L
j=1m(pj) (respectively, m
′ =
∏L+1
ℓ=1 m(p
′
j))
is a monomial in χq(S2) (respectively, χq(S1)), where (p1, . . . , pL) ∈ P(cj ,dj)1≤j≤L
(respectively, (p′1, . . . , p
′
L+1) ∈ P(c′j ,d′j)1≤j≤L+1) is a tuple of non-overlapping paths,
where ck1+ℓ = c
′
k1+1+ℓ
, dk1+ℓ = d
′
k1+1+ℓ
for 1 ≤ ℓ ≤ L − k1 and cℓ = c
′
ℓ = c
′
k1+1
= n,
dℓ + 2 = d
′
ℓ for 1 ≤ ℓ ≤ k1. That is, P(ck1+ℓ,dk1+ℓ) = P(c′k1+1+ℓ,d
′
k1+1+ℓ
) for 1 ≤
ℓ ≤ L − k1, see (a)–(c) in Figure 24 and relations between P(n,dℓ) and P(n,d′ℓ) for
1 ≤ ℓ ≤ k1 are shown in (d), (e) in Figure 24.
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(cℓ, dℓ) = (c
′
ℓ, d
′
ℓ)
(a)
(n, dℓ) = (n, d
′
ℓ)
(b)
(n, dℓ) = (n, d
′
ℓ)
(c)
(n, dℓ)
(n, d′ℓ)
(d)
(n, dℓ)
(n, d′ℓ)
(e)
Figure 24. Relations between P(cℓ,dℓ) (black) and P(c′ℓ,d′ℓ) (red).
Suppose that mm′ is dominant. By the same arguments as the arguments in the
proof of Theorem 3.4 and relations between P(cℓ,dℓ) and P(c′ℓ,d′ℓ), mm
′ is one of the
dominant monomials S1S2
∏r
j=0A
−1
i1,t+2k1−2j−1
, −1 ≤ r ≤ k1 − 1.
By the same arguments as the arguments of dominant monomials in χq(S1)χq(S2),
the dominant monomials in χq(S3)χq(S4) must be of the form S3S4
r∏
j=0
A−1i1,t+2k1−2j−1,
−1 ≤ r ≤ k1 − 2, and the dominant monomial in χq(S5)χq(S6) is S5S6. 
9. Proof of Theorem 4.3
In this section, we prove Theorem 4.3.
By Lemma 8.1, we have the following corollary.
Corollary 9.1. The modules in the second summand on the right-hand side of every
equation of the S-systems for types An and Bn are special. In particular, they are
simple.
Therefore, in order to prove Theorem 4.3, we only need to show that the modules
in the first summand on the right-hand side of every equation of the S-systems for
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types An and Bn are simple. Note that if k1 = 1, then the modules in the first
summand on the right-hand side of every equation of the S-systems for types An
and Bn are special (has only a dominant monomial, see Lemma 8.1) and hence they
are simple. So, we consider only the case where k1 ≥ 2.
Let S be a module corresponding to the first summand on the right-hand side of
every equation of the S-systems for types An and Bn. It suffices to prove that for
each non-highest dominant monomial M in S, we have χq(L(M)) 6⊆ χq(S), see [16],
[28].
We will prove that in the case of type An,
S
(t)
(k1+1)(i1),k2
(i2+1),k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
⊗ S
(t+2)
(k1−1)(i1),k
(i2)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
, (9.1)
where m ≥ 3, i1 > i2, i3 > i2, jℓ ≥ 0, 3 ≤ ℓ ≤ m− 1, is simple (this is S3 ⊗S4 which
corresponds to the 5-th line of the third column of Table 3), and in the case of type
Bn,
S
(t)
(k1+1)(i1),(
k2−1
2
)(n−1),1(n),(
di3
di3+1
k3)
(i3+1,j3−δi3i4
)
,k
(i4,j4)
4 ,...,k
(im)
m
⊗ S
(t+4)
(k1−1)(i1),k
(n)
2 ,k
(i3,j3)
3 ,k
(i4,j4)
4 ,...,k
(im)
m
(9.2)
is simple (this is S3 ⊗ S4 which corresponds to the 14-rd line of the third column of
Table 4). The other cases are similar.
Proof of the fact that (9.1) is simple. By Lemma 8.1, the dominant monomials
appearing in χq(S3)χq(S4) are
Mr = S3S4
r∏
j=0
A−1i1,t+2k1−2j−1, −1 ≤ r ≤ k1 − 2,
where
S3 = (i1)t(i1)t+2 · · · (i1)t+2k1
k2−1∏
r=0
(i2 + 1)t+2k1+i1−i2+2r+1
m∏
j=3
kj−1∏
r=0
(ij)t+2r+
∑j−1
ℓ=1 nℓ
 ,
S4 = (i1)t+2(i1)t+4 · · · (i1)t+2k1−2
k2−1∏
r=0
(i2)t+2k1+i1−i2+2r
m∏
j=3
kj−1∏
r=0
(ij)t+2r+
∑j−1
ℓ=1 nℓ
 ,
and nℓ is defined in (4.1). We need to show that χq(Mr) * χq(S3)χq(S4) for 0 ≤ r ≤
k1 − 2.
We have
βi1(Mr) = i1
(1)i1
(2)i1
(3) · · · i1
(p),
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where p is some integer,
i1
(1) = (i1)t(i1)t+2(i1)t+4 · · · (i1)t+2k1−2r−4(i1)t+2k1−2r−2,
i1
(2) = (i1)t+2(i1)t+4 · · · (i1)t+2k1−2r−4,
and i1
(1), . . . , i1
(p) are qi1-strings which are pairwise in general position.
Let nr =MrA
−1
i1,t+2k1−2r−1
. By Corollary 2.6, the monomial nr ∈ χq(Mr). We have
nr =MrA
−1
i1,t+2k1−2r−1
=
(
S3S4
r∏
j=0
A−1i1,t+2k1−2j−1
)
A−1i1,t+2k1−2r−1
=
(
S3A
−1
i1,t+2k1−2r−1
)(
S4
r∏
j=0
A−1i1,t+2k1−2j−1
)
.
By Corollary 2.6, the monomial S4
∏r
j=0A
−1
i1,t+2k1−2j−1
is in χq(S4), since
βi1(S4) = i1
(1) · · · i1
(p),
where p is some integer, i1
(1) = (i1)t+2(i1)t+4 · · · (i1)t+2k1−2 and i1
(1), . . . , i1
(p) are qi1-
strings which are pairwise in general position. Since (i1)t+2k1−2r−2 is not a factor of
S4
∏r
j=0A
−1
i1,t+2k1−2j−1
, the monomial(
S4
r∏
j=0
A−1i1,t+2k1−2j−1
)
A−1i1,t+2k1−2r−1 (9.3)
is not in ϕi1
(
S4
∏r
j=0A
−1
i1,t+2k1−2j−1
)
. Therefore (9.3) is not in χq(S4) by Lemma 2.7.
Suppose that nr ∈ χq(S3)χq(S4). Then S3A
−1
i1,t+2k1−2r−1
would be in χq(S3). We
have
βi1(S3) = i1
(1) · · · i1
(p),
where p is some integer, i1
(1) = (i1)t(i1)t+2 · · · (i1)t+2k1 , i1
(1), . . . , i1
(p) are qi1-strings
which are pairwise in general position, and i
(j′)
1 6⊂ i
(j′′)
1 , j
′ 6= j′′, j′, j′′ ∈ {1, . . . , p}
(S3 is a snake module). Since (i1)t+2k1 is a factor of S3A
−1
i1,t+2k1−2r−1
, by Lemma 2.7
we have S3A
−1
i1,t+2k1−2r−1
6∈ χq(S3). This is a contradiction.
Therefore nr 6∈ χq(S3)χq(S4) and hence χq(Mr) * χq(S3)χq(S4). 
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Proof of the fact that (9.2) is simple. By Lemma 8.1, the dominant monomials
appearing in χq(S3) χq(S4) are
Mr = S3S4
r∏
j=0
A−1i1,t+4k1−4j−2, −1 ≤ r ≤ k1 − 2.
We need to show that χq(Mr) * χq(S3)χq(S4) for 0 ≤ r ≤ k1−2. By the expression
Mr and Corollary 2.6, the monomial nr = MrA
−1
i1,t+4k1−4r−2
is in χq(Mr), since
βi1(Mr) = i1
(1)i1
(2)i1
(3) · · · i1
(p),
where p is some integer,
i1
(1) = (i1)t(i1)t+4(i1)t+8 · · · (i1)t+4k1−4r−8(i1)t+4k1−4r−4,
i1
(2) = (i1)t+4(i1)t+8 · · · (i1)t+4k1−4r−8,
and i1
(1), . . . , i1
(p) are qi1-strings which are pairwise in general position.
By Corollary 2.6, the monomial S4
∏r
j=0A
−1
i1,t+4k1−4j−2
is in χq(S4), since
βi1(S4) = i1
(1) · · · i1
(p),
where p is some integer, i1
(1) = (i1)t+4(i1)t+8 · · · (i1)t+4k1−4 and i1
(1), . . . , i1
(p) are
qi1-strings which are pairwise in general position.
Suppose that nr ∈ χq(S3)χq(S4). Then nr = m1m2, where m1 ∈ χq(S3), m2 ∈
χq(S4). Since nr =
(
S3A
−1
i1,t+4k1−4r−2
) (
S4
∏r
j=0A
−1
i1,t+4k1−4j−2
)
and (i1)t+4k1−4r−4 is
not a factor of S4
∏r
j=0A
−1
i1,t+4k1−4j−2
, by the expressions S3 and S4 we must have
m1 = S3A
−1
i1,t+4k1−4r−2
∈ χq(S3), m2 = S4
r∏
j=0
A−1i1,t+4k1−4j−2 ∈ χq(S4),
which contradicts Lemma 2.7:
βi1(S3) = i1
(1) · · · i1
(p),
where p is some integer, i1
(1) = (i1)t(i1)t+4 . . . (i1)t+4k1 , i1
(1), . . . , i1
(p) are qi1-strings
which are pairwise in general position and i
(j′)
1 6⊂ i
(j′′)
1 , j
′ 6= j′′, j′, j′′ ∈ {1, . . . , p}
(S3 is a snake module). Since (i1)t+4k1 is a factor of S3A
−1
i1,t+4k1−4r−2
, by Lemma
2.7 we have S3A
−1
i1,t+4k1−4r−2
6∈ χq(S3). Therefore nr 6∈ χq(S3)χq(S4) and hence
χq(Mr) * χq(S3)χq(S4). 
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010201.
[34] Q.-Q. Zhang, B. Duan, J.-R. Li, and Y.-F. Luo, M-systems and cluster algebras, Int. Math.
Res. Not. IMRN 2016, no. 14, 4449–4486.
Bing Duan: School of Mathematics and Statistics, Lanzhou University, Lanzhou
730000, P. R. China.
E-mail address : duan890818@163.com
52 BING DUAN, JIAN-RONG LI, AND YAN-FENG LUO†
Jian-Rong Li, Dept. of Mathematics, Weizmann Institute of Science, Rehovot
7610001, Israel, and Einstein Institute of Mathematics, The Hebrew University of
Jerusalem, Jerusalem 9190401, Israel, and School of Mathematics and Statistics,
Lanzhou University, Lanzhou 730000, P. R. China.
E-mail address : lijr07@gmail.com
Yan-Feng Luo: School of Mathematics and Statistics, Lanzhou University, Lanzhou
730000, P. R. China.
E-mail address : luoyf@lzu.edu.cn
