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Abstract
Computer simulation methods are established as extremely useful approaches for
understanding physical and chemical processes. Density functional theory is one of
the most popular theoretical methods used to study a variety of systems, from gas
phase molecules to bulk materials and surfaces. However despite its success, there
remain challenges that must be resolved before density functional theory is generally
applicable across all system types. In particular long range van der Waals dispersion
forces and quantum nuclear effects are typically ignored by standard calculations,
however as algorithms have matured and fast parallel computing resources are now
more widely available it is possible to include these in simulations. We use state of
the art methods to include van der Waals dispersion and quantum nuclear effects on
a range of well defined model systems. By comparing with experiment whenever
possible we provide new insight into how quantum tunnelling, zero point motion
and long range dispersion forces can affect physical processes.
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Chapter 1
Introduction
Computational science is an extremely powerful tool across many disciplines in-
cluding but not limited to physics, chemistry, materials and surface science. Accu-
rate calculations at the atomic and molecular scale add valuable insight to experi-
mental data, enabling scientists to virtually see into many physical processes with
more fine detail than any experiment can provide [1, 2]. These simulations have,
for example, aided the interpretation of scanning-tunnelling microscopy (STM) im-
ages [3–5], the identification of infrared absorption spectra [6] and even assisted
the determination of reaction mechanisms [7, 8]. As the accuracy and reliability
of results from computational studies improves there is a shift towards making real
predictions. This is particularly powerful for processes where experimental probes
are impossible or prohibitively expensive, such as studies in deep space [9–25], the
Earth’s core [26–29] and ultrafast processes [30]. There has also been consider-
able progress in identifying new crystal structures and phases of materials [31–40],
which is now having an impact on important industrial and economic issues [41].
A widely discussed contemporary example of the industrial impact of compu-
tational materials modelling is in the design of new batteries. In past two decades
lithium-ion batteries have become one of the most popular batteries for commer-
cial applications. Ceder et al. [42] used electronic structure calculations to predict
that the energy density of lithium-ion batteries could be increased by reducing the
amount of transition metal in the cell cathode, which they replaced with aluminium.
This prediction was used to guide experiments of aluminium doping on LiCoO2,
verifying the calculations [42]. Since then there has been a full scale effort us-
ing high-throughput computer simulations to screen thousands of materials for their
suitability as a cathode [43]. Another exciting medium for the storage and trans-
portation of energy is hydrogen, however in its standard gaseous state hydrogen has
a volumetric energy density which is too low to be efficient for transport. As a result
of this, and the potential for hydrogen to be a clean and abundant form of energy,
there has been an ongoing effort to find materials capable of storing hydrogen ef-
fectively. Computational studies are capable of probing many thousands of similar
materials, requiring much less time and expense than experiments on the same scale.
In this theme Alapata et al. [44] performed over 100 simulations of dehydrogena-
tion reactions where ternary metal hydrides were reacted to form hydrogen. From
these calculations they identified five reactions not yet experimentally examined
[44], one of which has since been confirmed by experiment [45]. On an even larger
scale there is a considerable worldwide effort to design better catalysts for industrial
processes with improved selectivity and an increase in catalyst activity. There is a
shift towards using simulation with high-throughput computers to characterise new
materials, vastly reducing the number of experiments which need to be conducted
[46, 47].
Atomistic simulations are generally either ab initio or they rely on force fields
fitted to empirical data. While empirical force fields are very much faster than ab
initio calculations they must be manually constructed for each species being stud-
ied. Although expensive, computing from first principles enables us to easily study
a wide variety of new systems. As a result density functional theory (DFT) has
become the workhorse of the materials simulation and condensed matter fields due
to relatively modest computational cost coupled with the predictive power it offers.
The sustained improvement in algorithms over the last few decades combined with
the exponential increase in the availability and speed of computers (from univer-
sity clusters through to massively parallel national resources) means that impressive
DFT calculations can be conducted routinely.
Despite the enormous success of DFT over the past couple of decades there
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remain issues concerning the accuracy of the method. It is often said that DFT
is exact “in principle”, however the reality is that we do not know the true form
of exchange and correlation as a functional of the electronic density (this term is
called the exchange-correlation functional, more on this later) and so calculations
are always approximate. One effect of this approximation, which remains an in-
triguing challenge to the entire field of computational materials research, is the lack
of long-range van der Waals forces in standard calculations. This means DFT will
not correctly describe the binding between noble gas atoms [48], and it is generally
unsuitable for biological molecules [49]. Traditional attempts to include van der
Waals dispersion in DFT involve adding an r−6 dependent term (where r is the in-
teratomic distance) at the end of the electronic structure calculation, and while this
may give good accuracy in many cases it does suffer from a lack of transferability,
blindness to changes in the chemical environment and potentially a poor description
of reaction barriers. Methods to include dispersion within the calculation of the elec-
tronic structure in DFT are now reaching maturity, with some methods displaying
chemical accuracy and impressive transferability between molecules and surface-
adsorption systems [50–54]. This exciting development presents the opportunity to
successfully apply DFT to systems where it would have previously failed.
Another huge challenge for materials modelling is how to describe the quan-
tum mechanical effects on the nuclei of lighter elements, in particular hydrogen.
While DFT treats the electrons quantum mechanically, in calculations it is normally
assumed that the nuclei behave classically. The lightest element, hydrogen, is only
about 2000 times heavier than an electron and so displays quantum effects such as
tunnelling and zero-point motion.
At low temperatures these quantum nuclear effects (QNEs) can dominate over
classical (thermal) effects, which can have important implications for a range of
systems [55–64]. It has been predicted that quantum mechanical effects can change
the nature of the H-bond in water at surfaces, gas phase molecules and in bulk ice
[55, 56, 58, 60, 61, 65]. It is also known that H-atoms can tunnel through energy bar-
riers, facilitating proton transfer in enzymes [66, 67], the fast diffusion of hydrogen
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at surfaces [68, 69], and the absorption of hydrogen [70–72].
One of the most successful theoretical methods to look at QNEs is path-integral
molecular dynamics (PIMD) [62, 73–75]. This is based on the Feynman path-
integral formulation of quantum mechanics, where the probability of a particle go-
ing from one point to another is calculated as a sum over all the possible paths it
can take between these [76]. Although PIMD calculations are computationally ex-
pensive they are well suited to run on large parallel computers. As these machines
become more accessible to the scientific community, so too do detailed studies of
QNEs. This, combined with the recent inclusion of reliable dispersion energies
within DFT, means that the time is basically right to consider the effects of quantum
nuclei and van der Waals.
The remainder of this thesis is concerned with improving our understanding
of these effects. We do this by studying well-defined model system, meaning real
physical systems for which experimental reference data exists. These systems are
simple enough to be computationally tractable, yet they are in and of themselves
of importance to surface science. In chapter 2 an overview of the theoretical meth-
ods, from DFT to PIMD, used to examine these systems is given. In chapter 3 the
flipping of a hydroxyl adsorbed on Cu(110) due to quantum tunnelling is discussed.
There are several different paths along which the hydroxyl can flip, while still giv-
ing the same inital and final structures. Using a semiclassical approach the rates of
tunnelling through the associated barriers are computed, and it is concluded that the
tunnelling path is quite different from the classical reaction coordinate. The rates
obtained agree well with experimental findings. Chapter 4 deals with the effects
of dispersion, QNEs and thermal effects on the water dimer adsorption at Cu(110).
While dispersion and thermal effects have little measurable effect, QNEs are found
to weaken the H-bond in the dimer, consistent with recent predictions for H-bonded
gas phase molecules and solid systems [55]. The combined effect of van der Waals
dispersion and QNEs is studied in chapter 5. Here we look at the intriguing problem
of how a H atom can chemisorb at graphene when the computed barrier is considered
too high. It is found that both dispersion and QNEs significantly lower this barrier
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at low temperatures, making the hydrogenation of graphene much easier than pre-
viously predicted and enabling the carbon-catalyzed formation of H2 in space. In
chapter 6 ice Ih is examined for any possible proton transfer events that could be
mediated by quantum tunnelling, motived by a recent experimental paper [77]. The
proton transfer barriers computed are too high for tunnelling to be a significant pro-
cess, although the low temperature annealing of Bjerrum defects may be facilitated
by QNEs. The final chapter summarises the thesis and presents an outlook for our
future understanding of these effects.
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Chapter 2
Theory
The work in this thesis would not have been possible were it not for the develop-
ment of DFT over the past several decades. DFT is a method to model the ground
state electronic structure of atomic and molecular systems, using the electron den-
sity at each point in space. It has become an extremely popular method due to the
accuracy it offers compared with its favourable computational cost. The follow-
ing few sections will describe the principles of DFT, from its theoretical basis (the
Hohenberg-Kohn and Kohn-Sham papers [78, 79]) and the more recent develop-
ments which have been necessary to make it a computationally useful method. The
later part of this theory chapter covers ways to obtain the estimates for the classical
and quantum mechanical transition rates for chemical processes.
2.1 Quantum mechanics for atoms and molecules
To describe the behaviour of atomic and molecular systems we are interested in
solving the time-independent Schro¨dinger equation,
HˆΨ(r,R) = EΨ(r,R), (2.1)
where the r, R are the electronic and nuclear coordinates respectively. Ψ(r,R) is
the quantum mechanical wavefunction with energy E. The non-relativistic Hamil-
tonian in atomic units (i.e. me = h¯ = ze = 1) is,
Hˆ = −1
2
Ne∑
i
∇2i −
1
2
Nn∑
A
1
MA
∇2A −
Ne,Nn∑
i,A
ZA
|ri −RA| +
Ne,Ne∑
i,j
1
|ri − rj| +
Nn,Nn∑
A,B
ZAZB
|RA −RB| ,
(2.2)
where the indices i, j run over electrons while index A, B counts nuclei, such that
i 6= j and A 6= B. Ne, Nn are the number of electrons and nuclei respectively, ZA
is the nuclear charge and MA is the nuclear mass. The terms in Eq. 2.2 are (from
left to right) the kinetic energy of the electrons and the kinetic energy of nuclei. The
final three terms are for the Coulombic interactions of the electrons with the nuclei,
the electrons with other electrons and finally the nuclei with each other.
In the following we will describe one very popular method, DFT, that enables
us to solve the time-independent Schro¨dinger equation of atomic and molecular sys-
tems for the quantum mechanical wavefunction and energy. What we present here
is an overview of the DFT method, an extensive explanation of all aspects of DFT
can be found in many books (in particular refs. [80, 81]).
2.2 Born-Oppenheimer approximation
The task of determining the quantum mechanical wavefunction of a molecule is
extremely challenging. The Schro¨dinger equation of a typical molecule would con-
sist of many hundreds of degrees of freedom, which is generally unsolvable even
given the fastest computers available today. Recognising that the nuclei are many
thousands of times heavier than the electrons, it is acceptable to separate the total
Hamiltonian into two parts solving for the nuclear and electronic degrees of freedom
separately. The Born-Oppenheimer approximation [82] separates the electronic and
nuclear degrees of freedom so that the electronic and nuclear Schro¨dinger equations
can be solved separately. Therefore the total wavefunction can be written,
Ψe,n(r,R) = Ψn(R)Ψe(r,R), (2.3)
with associated total energy,
Ee,n = En + Ee, (2.4)
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where Ψe,n, Ee,n are the total wavefunction, energy and the superscript n or e indi-
cate the nuclear or electronic component of the wavefunction or energy. In atomic
units the electronic Hamiltonian is,
Hˆ(r,R) = −1
2
Ne∑
i
∇2i −
Ne,Nn∑
i,A
ZA
|ri −RA| +
Ne,Ne∑
i,j
1
|ri − rj| , (2.5)
where the terms have the same meaning as in Eq. 2.1. The nuclear Hamiltonian can
then be written,
Hˆ(R) = −1
2
Nn∑
A
1
MA
∇2A + Eel(R) +
Nn,Nn∑
A,B
ZAZB
|RA −RB| , (2.6)
where MA is the nuclei mass in atomic units and Eel(R) is the potential felt by
the nuclei due to the electrons (which comes from the solution of the electronic
Schro¨dinger equation). It should be noted that there are situations were the Born-
Oppenheimer approximation fails, for example the dissociative adsorption of H2 or
O2 at surfaces [83–86]. Furthermore the relatively large mass of the nuclei motivates
us to consider them as localised, point-like particles. This assumption works very
well for the heavier elements, however for hydrogen and its isotopes at low tem-
perature there can be significant quantum mechanical delocalisation of the nuclei,
leading to effects such as tunnelling and shared protons in hydrogen bonds.
We will now discuss how one practically calculates the electronic energy from
the Hamiltonian in Eq 2.5.
2.3 Density functional theory
The work presented here relies on the advances made during the last 50 years in
developing an efficient and accurate computational tool for ground-state ab initio
electronic structure calculations. DFT reduces the many-electron problem to some-
thing much more computationally feasible by replacing the interactions between
electrons with a mean-field which each electron feels. It is exact in principle, how-
ever an approximate form of the exchange-correlation functional is needed (later).
DFT is made possible due to the Hohenberg and Kohn theorem [78], which states
that the ground state electronic energy is uniquely determined by the ground state
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electron density n(r) (Eq. 2.7).
Ψ0 = Ψ[n0]
Ee0 = E
e[n0], (2.7)
where Ψ0 is the ground state wavefunction, Ee0 is the ground state electron energy,
and n0 is the ground state electron density. To see how this is useful consider the
total electronic energy as a functional of the electron density, broken down in to its
various components,
Ee[n] = T e[n] + V e−n[n] + EHartree[n] + Exc[n], (2.8)
where T e[n] is the kinetic energy functional, V e−n is the electrostatic potential felt
by the electrons due to the nuclei, and the last two terms are the Coulombic (Hartree)
energy and the exchange-correlation energy. The Hartree energy is the Coulombic
interaction between electrons, in terms of electron density,
EHartree[n] =
1
2
∫ ∫
n(r)n(r′)
|r − r′| d
3r d3r′, (2.9)
where the integrations with respect to r and r′ are over the entire spatial domain.
The electron exchange interactions and correlation effects are accounted for by the
exchange-correlation functional Exc[n].
An exact and general density functional for the exchange-correlation energy,
and for the kinetic energy of many interacting electrons is not known. Kohn and
Sham suggested that the kinetic energy functional be replaced by the kinetic energy
of non-interacting electrons, Ts[n], and the unknown interacting part of the kinetic
energy may be absorbed by the exchange-correlation energy functional, which is
now the only undefined quantity [79]. The ability to write the kinetic energy of in-
teracting electrons in a consistent, and in principle exact, way like this overcomes
one of the biggest shortfalls of Thomas-Fermi theory [87, 88]. This makes it pos-
sible to use the Schro¨dinger equation of a single electron moving in a mean-field
representing the average interaction of all the other electrons in the system. This
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simplification is achieved by defining an effective potential V eff (r),
V eff (r) =
δ
δn(r)
{
V e−n[n] + EHartree[n] + Exc[n]
}
= V e−n(r) +
∫
n(r′)
|r − r′|d
3r′ +
δExc[n]
δn(r)
, (2.10)
which is subsequently used in the single particle Schro¨dinger equation,(
−1
2
∇2 + V eff (r)
)
φi0(r) = E
i
0(r)φ
i
0(r). (2.11)
This introduces the ground state Kohn-Sham orbital φi0 for the i
th electron. The
electron density at position r can be calculated as,
n(r) =
N∑
i=1
|φi0(r)|2. (2.12)
The second Hohenberg and Kohn theorem [78] states that the total electronic energy
functional obeys a variational principle, and so any electron density n which is not
the ground state density will give a higher energy (i.e. for all n 6= n0, E[n] >
E[n0]). The minimum electron density (and ground state energy) are computed by
iteratively applying equations 2.11 and 2.12, until the density n(r) or associated
electronic energy Ee[n(r)] reach convergence. The Hohenberg and Kohn theorems
therefore provide the basis for the evaluation of the ground state energy of a system
of interacting electrons.
2.3.1 Exchange-correlation energy
The calculation of the electronic energy up until this point is exact within the Born-
Oppenheimer approximation. Unfortunately we do not know the exact form of the
exchange-correlation functional Exc[n], and so it is necessary to approximate it.
Two of the most popular exchange-correlation functionals in use within the materials
science community today are the local-density approximation (LDA) [79], and a
class of generalised gradient approximation (GGA) [89–92].
The LDA divides the simulation box into small cells, within which it is assumed
the electronic density is uniform. Since we know the exchange-correlation energy
of the homogeneous electron gas for any density, either from analytic means or from
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quantum Monte Carlo simulations [93], the energy of each cell can be calculated.
The LDA is computationally inexpensive, however it performs poorly for atoms,
molecules and systems with quickly varying densities. Despite this the LDA has
been successful in describing a number of systems, including metal surfaces [94].
Written as a functional of the electron density, the LDA is,
ExcLDA[n] =
∫
n(r) [n(r)] d3r, (2.13)
where [n] is the exchange-correlation energy per electron in the homogeneous elec-
tron gas of density n.
GGAs try to account for varying electron densities by including the gradient
of the density at each cell [95]. A general form for the GGA class of exchange-
correlation functionals is,
ExcGGA[n] =
∫
n(r) [n(r)∇n(r)] d3r, (2.14)
where ∇ is the vector differentiation operator. These often give an improved de-
scription of bulk systems, atomisation energies and barriers compared with the LDA.
However surface energies computed with the GGA are actually less accurate com-
pared with the LDA [96].
The natural development after GGA is to include the second derivative (Lapla-
cian) of the density, forming what is called a meta-GGA. Examples include PKZB,
TPSS and revTPSS exchange-correlation functionals [97–99]. PKZB performs well
for atomisation energies, surface energies, and lattice constants but it contains one
empirical parameter and overestimates molecular bond lengths [100]. TPSS gives
good values for the atomisation and surface energies, but predicts lattice constants
that are too long [98]. The “revised TPSS” (revTPSS) gives good results for the
lattice constants, surface energies and atomisation energies of materials [99].
Another advance in exchange-correlation functionals has been to include a cer-
tain amount of exact exchange, forming what is known as hybrid functionals (since
these are a mix of Hartree-Fock and density functional theory). These alleviate part
of the self-interaction problem which affects the atomisation energies from DFT,
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and give an improved estimate of reaction barriers. The most commonly used hy-
brid functionals are PBE0, HSE and B3LYP [101–103], however due to the com-
putational expense of evaluating exact exchange within a plane-wave code these are
normally used to benchmark values from other exchange-correlation functionals, or
they are more commonly used in codes which rely on localized basis sets.
These types of exchange-correlation functional make use only of local informa-
tion of the density, and so miss long-range correlation effects which are responsible
for London dispersion effects. Often the correction in energy due to dispersion is
relatively small compared with the energies of chemical bonds, and so this is some-
times not a large problem. There are however systems across a broad range of the
physical sciences in which these weak dispersion forces play an important role, and
correspondingly there has been growing interest in finding approaches to include
these within DFT.
At long separations r the dispersion energy can be obtained from second order
perturbation energy,
Edisp = −C6
r6
− C8
r8
− C10
r10
. (2.15)
One of the simplest methods for approximately including dispersion involves adding
the leading 1/r6 correction term in the form shown in Eq. 2.16 to the total electronic
energy,
Edisp = −1
2
N∑
i
N∑
j
{
Cij6
|ri − rj|6f(|r
i − rj|)
}
, (2.16)
which is a pairwise additive summing over the N atoms, with each pair of atoms i
or j separated by ri − rj . Cij6 is the dispersion coefficient for the atomic pair i, j
and f(r) is a damping function to effectively switch off dispersion interactions at
close distances, typically around the length of a chemical bond. Two methods based
on this approach, DFT-D and DFT-D2 [104, 105], have been very popular due to
the ease with which they can be implemented in codes, and for having practically
no computational overhead. The main limitation of this approach is that the C6
coefficients are kept constant for each set of elements, while in reality these should
vary to reflect changes to the local chemical environment.
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DFT-D3 [106] includes both C6 and C8 terms. The dispersion coefficients are
computed using the Casimir-Polder formula [107] with polarisabilities determined
using time-dependent DFT calculations. Changes in the atomic environment are
then approximately accounted for by scaling the dispersion coefficients with the
number of neighbouring atoms. The method of Tkatchenko and Scheffler [108] ap-
proximates the effect of the atomic environment by scaling the reference dispersion
coefficientsCfree6 with the volume V change of the atom in the bound and free states
(Eq. 2.17).
C6 =
(
V
V free
)2
Cfree6 . (2.17)
The method we use in this thesis is the van der Waals density functional (vdW-
DF) developed in the groups of Langreth and Lundqvist [109], with modifications
by Klimesˇ et al. [50]. The vdW-DF exchange-correlation functional is noteworthy
as it includes dispersion directly in DFT at the electronic structure level, and applies
to all elements in the periodic table at arbitrary distances. The vdW-DF exchange-
correlation functional is written,
Exc[n] = EGGAx [n] + E
LDA
c [n] + E
nl
c [n], (2.18)
with,
Enlc [n] =
1
2
∫ ∫
d3r1d
3r2 n(r1)φ(q1r12, q2r12)n(r2). (2.19)
The term r12 is the magnitude of the position vector connecting over regions of
density, i.e. r12 = |r1 − r2|, and q1, q2 are values of a functional of the form
qi[n(ri), |∇n(ri)| ]. The form of the correlation kernel φ is chosen such that
Enlc ≡ 0 for any system with constant density and at large separations an r−612 depen-
dence is achieved.
In the original vdW-DF the exchange part of revPBE was used for EGGAx . It
was noticed by Klimesˇ et al. [50] that the accuracy of vdW-DF could be improved by
modifying the exchange functional. In particular two optimised exchange function-
als, based on Becke88 and PBE, were developed by fitting to higher order bench-
mark data to yield more accurate binding energies. These exchange-correlation
functionals are referred to as optB88-vdW, optPBE-vdW, and the original vdW-
DF will be called revPBE-vdW throughout this work (since it uses exchange from
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revPBE). Benchmark studies on the performance of optPBE-vdW, including the ap-
plication to adsorption, can be found in refs. [50, 52–54].
2.3.2 Basis functions
Basis functions are a means to represent an electronic wavefunction in a form suit-
able for computation. These can be either localised basis functions such as a linear
combination of gaussians, or as plane-waves. All of the results presented in this
thesis use the latter, which we now describe here. For a periodic system, the use of
plane-waves to represent the electronic structure follows naturally from Bloch’s the-
orem [110]. For an electron experiencing a periodically repeating potential its wave-
function may be written as the the product of a plane-wave function and a Bloch
function f(r) with periodicity equal to that of the underlying potential (Eq. 2.20),
φ(r) = eik.rf(r) with r = ja, (2.20)
for some integer j and primitive lattice vector a. Within the Brillioun zone (when
|k| ≤ pi/a), varying values of k yield different wavefunctions corresponding to
different ways of overlapping the electronic orbitals. Values of k outside of this
range yield repeated wavefunctions, and thus the energy eigenvalues are periodic,
ε(k) = ε(k+K), whereK is the reciprocal lattice vector. In an infinite surface, or
bulk, system the electronic bands are completely continuous across k-space. How-
ever in practice we can only sample a reduced set of k-points determined through
convergence tests of important properties of the system (be that surface energy,
adsorption energy or a geometric feature such as a bond length). All the work
in this thesis samples k-space based on points selected by the Monkhorst-Pack
scheme [111].
2.3.3 Describing the nuclear potential
What has been described so far would be enough to calculate the total electronic
energy given a potential due to the nuclei of (V e−n). However, close to the nucleus
this potential would be very steep, leading to a very high kinetic energy of electrons
and a quickly oscillating wavefunction. The number of plane-waves required to ac-
curately describe this wavefunction would be extremely large, requiring inordinate
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amounts of both computational time and memory. Since usually the electrons near-
est the nuclei aren’t involved in the chemical bonding of atoms this issue is resolved
by treating the electrons within a core region surrounding the nucleus differently,
with the purpose of making the Kohn-Sham wavefunctions smooth within this re-
gion.
An early approach was the norm-conserving pseudopotential method, where
the real Coulombic potential is replaced by a pseudo-potential which gives a pseu-
dowavefunction with the same chemistry as the original, physical, wavefunction.
There are some requirements a pseudopotential must satifsy. As the wavefunctions
outside of the core region are chemically important we need the pseudowavefunc-
tion and true wavefunctions in this region to match. The pseudopotential method
must also conserve the charge (number of electrons) within the core region. If rc
gives the cutoff radius, so that r < rc indicates core electrons and r > rc indicates
valence electrons, then a norm-conserving pseudopotential must satifsy,∫ rc
0
dr |φAE(r)|2 =
∫ rc
0
dr |φPS(r)|2, (2.21)
where φAE(r) and φPS(r) are the all-electron and pseudowavefunctions respec-
tively. However for wavefunctions without any nodes this is not helpful, as the
pseudowavefunction will look very similar to the original wavefunction. For this
reason newer methods to treat the core electrons are often used.
In ultrasoft pseudopotentials the norm-conservation constraint is relaxed by re-
moving the troublesome core electrons from the self-consistent cycle and replacing
these with an augmentation charge [112]. Outside of the core region, the valence
electrons are described by a smooth pseudopotential similar to the norm-conserving
case. By treating the core and valence regions separately ultrasoft pseudopotentials
allow for much more aggressive softening than norm-conserving pseudopotentials.
This therefore allows for a huge reduction in the size of the basis set required, and
therefore also the kinetic energy cutoff.
The projector augmented wave (PAW) approach was developed [113] to unify
all-electron and pseudopotential methods by defining a new auxillary wavefunction
which is smooth and easily represented in a plane-wave basis. The auxillary wave-
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function Ψ˜ and physical wavefunction Ψ are related by a transformation operator Uˆ ,
and its inverse Tˆ ,
Ψ˜(r) = UˆΨ(r) ⇐⇒ Ψ(r) = Tˆ Ψ˜(r). (2.22)
The expectation value of a physical observable can be written in terms of the auxil-
lary and physical wavefunctions,
〈A〉 =
∑
n
〈Ψn|Aˆ|Ψn〉 =
∑
n
〈Ψ˜n|T †AˆT |Ψ˜n〉, (2.23)
The Schro¨dinger equation in terms of the auxillary wavefunctions becomes,
T †HˆT |Ψ˜n〉 = T †T |Ψ˜n〉En. (2.24)
Outside of the augmentation radius rc the physical and auxillary wavefunctions must
be identical. To write a transformation operator which satifies these requirements a
projector function 〈p˜i| is introduced such that,
〈p˜i|φ˜j〉 = δi,j, and within rc:
∑
i
|φ˜i〉〈p˜i| = 1. (2.25)
The transformation operator is then written,
T = 1 +
∑
R
SR, where SR =
∑
i
(|φi〉 − |φ˜i〉)〈p˜i|, (2.26)
such that the all electron wavefunction can be written as,
|Ψ〉 = |Ψ˜n〉+
∑
i
(|φi〉 − |φ˜i〉)〈p˜i|Ψ˜〉 (2.27)
2.4 Transition state theory
There is a disparity between the time-scales of many real physical processes and the
time-scales we can practically simulate with DFT based molecular dynamics (MD).
A typical DFT-MD time-step would be of the order of 1 fs, and with current hard-
ware we may routinely run for approximately 100, 000 MD steps. In order to study
processes which occur on a longer timescale it is necessary to make use of transi-
tion state theory (TST). In a simple transition (or reaction) there are three regions in
28
which the system can exist, the initial state which we call the reactants, a final state
which we call the products and an energy barrier (transition state) separating the
reactants from the products. By knowing this energy barrier it is possible to com-
pute an approximate rate at a given temperature (T ) using the empirical Arrhenius
equation,
k(T ) = Ae−Ea/kBT , (2.28)
where Ea is the activation energy for the reaction, kB is the Boltzmann constant and
A is an experimentally determined prefactor which corresponds to the rate of the
reaction as T → ∞. The units of A determine the units of the rate constant, which
for a first order reaction is s−1. Thus A is often thought of as the attempt frequency
of the reaction, while the dimensionless exp(−Ea/kBT ) is the probability of one
of these attempts resulting in a successful reaction. It is clear that either reducing
the activation energy required (Ea) or increasing the temperature (T ) will result in a
faster reaction rate.
The purpose of TST is to provide a purely theoretical means to compute the
reaction rate constant at a particular temperature. All successful reactions must
pass from the reactant state to the product state by going through a transition state
(TS), which is a dividing surface between them with its plane perpendicular to the
direction of the reaction coordinate at the saddle point. For a generalised spatial
coordinate q(t), and a dividing surface q†, Eyring’s TST can be written [114],
kTST =
〈q˙Θ(q˙) δ(q† − q)〉
〈Θ(q† − q)〉 ,
= rate of going from TS to products × probability of being at TS. (2.29)
The denominator is the average population of reactants and the numerator is the
reactive flux assuming no recrossing (Θ(q˙) counts every reaction which crosses the
transition state to the products). The average velocity 〈v〉 is √kBT/2pim, and so
the TST rate constant becomes,
kTST = 〈vP 〉P †R =
√
kBT
2pim
e−Ea/kBT
Q
, (2.30)
where vP is the forward velocity (towards products), P
†
R is the probability for re-
actant states to reach the transition state and Q is the reactants partition function.
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Making a one-dimensional harmonic approximation at the well bottom for the reac-
tants gives,
Q =
√
2pikBT
mω20
, (2.31)
and a one-dimensional harmonic rate constant,
kHTST =
ω0
2pi
e−Ea/kBT . (2.32)
In more than one dimension,
kTST =
kBT
h
Q†
Q
e−Ea/kBT ,
Q†
Q
'
∏3N−1
i=1 kBT/h¯ω
†
i∏3N
i=1 kBT/h¯ωi
. (2.33)
This leads to an expression for the harmonic rate constant,
kHTST =
∏3N
i=1 ωi∏3N−1
i=1 ω
†
i
e−Ea/kBT . (2.34)
The best estimate of the rate is obtained by finding the dividing surface that gives
the lowest rate constant. However this will still be an overestimation of the real rate,
since recrossing of states from the products back towards reactants is not accounted
for.
2.5 Nudged elastic band
Eq. 2.34 provides a means to compute a rate from theory if we know the activation
energy Ea and the vibrational modes at the top of the barrier. This requires that we
know the transition state for the reaction. Several methods have been developed to
locate transition states, based typically on following the minimum mode from the
reactants [115, 116], or optimising a chain of states from the initial state to the final
state [117–120]. In this work we use the climbing image nudged elastic band (CI-
NEB) method [119] since this gives us the transition state and a pathway for the
reaction, called the minimum energy path (MEP). The CI-NEB is also well suited to
running on modern supercomputers since we exploit parallelism across the images.
The basic elastic band method simply involves a number of replicas of the
system (called images), and choosing these images along some trial reaction coor-
dinate going from the initial state to the final state. The neighbouring images are
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connected by harmonic springs, with zero natural length, so that each image expe-
riences a force from the underlying potential energy surface, and from the springs.
The overall energy of the elastic band is then minimised to give a reaction path, i.e.
by minimising,
Eband =
N∑
i=0
V (ri) +
N−1∑
i=0
k
2
(ri − ri+1)2, (2.35)
where N is the number of images, V (ri) is the potential of the ith image positioned
at r and k is the spring constant of the elastic band. The first and last image, cor-
responding to i = 0 and i = N , are always kept fixed. There are two problems
with the basic elastic band method which mean it does not give the correct transi-
tion state [8, 118, 121]. The first of these is that for a finite number of images the
springs pull the chain so that there is corner-cutting of the MEP at the saddle point.
The basic elastic band may also fail for a curved reaction coordinate even for an
infinite number of images, since there will be a component of force orthogonal to
the MEP [8].
These problems are resolved by the nudged elastic band (NEB) method [8,
118], which uses a projection of the spring force tangential to the chain, and a per-
pendicular projection of the forces from the underlying potential energy surface.
The CI-NEB is a small modification to NEB for the highest energy image in which
the spring force is neglected and the parallel component of the force parallel to the
potential energy surface is negated to push the image up the chain to the transition
state [119]. The spacing between images on one side of the chain is likely to be
slightly altered by this, and so to keep this to a minimum normally a short NEB
(without a climbing image) is run before CI-NEB is used.
Once an accurate transition state has been located, the barrier for a transition
Ea is just the difference in energies between this state and the initial state, i.e. Ea =
ETS − EIS .
2.6 Harmonic quantum transition state theory
The harmonic quantum transition state theory (HQTST) method, also known as in-
stanton, provides a means to account for quantum tunnelling through an energy bar-
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rier Ea. The instanton method is derived from the Feynman path integral approach
to quantum mechanics, where transition probabilities are determined from a sum
over all possible paths between the initial and final states,∫
eiS[x]/h¯ [dx], S[x] =
∫ t
0
T − V dt (2.36)
The functional S[x] is the classical action which is the integral of the Lagrangian
(L = T − V , where T and V are the kinetic and potential energy respectively) with
respect to time t. The [dx] term indicates an integration over all paths.
In this form Eq. 2.36 is not useful for numerical computation, as it represents
an infinite number of nested integrals of an oscillating function, over all of space
and time. The standard treatment is to take only the closed-paths where the initial
and final states are the same and make a Wick rotation (τ = it). This transforms to
Euclidean space-time, and the path integral becomes,∫
e−Seu[x]/h¯ [dx], Seu[x] =
∫ τ
0
T + V dτ. (2.37)
This form of the path integral converges exponentially, as the most important paths
- those which contribute most to the integral - have been brought to the fore. Dis-
cretising the action,
Seu[x] = ∆τ
N∑
i
1
2
m
(
xi+1 − xi
∆τ
)2
+ V (xi), (2.38)
and making the substitution k(T ) = mN(kBT/h¯)2, the action becomes,
Seu[x] = h¯ β V
eff (x, T ),
V eff (x, T ) =
1
2
k(T )
N∑
i
(
xi+1 − xi
∆τ
)2
+
V (xi)
N
. (2.39)
The weight exp(−Seu[x]/h¯) of each path in Eq. 2.37 resembles the Boltzmann factor
exp(−E/kBT ) for a classical particle of energy E and temperature T . The quan-
tum mechanical system has now been refactored into an infinite number of classical
replicas connected by springs in a ring-polymer indicative of a necklace (and so the
replicas are often called beads). Since the harmonic springs connecting each clas-
sical replica to its neighbour are mass and temperature dependent the ring-polymer
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collapses to recover a single (classical) system at high temperatures or large particle
mass. The external potential experienced by each bead is the potential experienced
by the quantum system divided by the number of beads (N ).
Gillan [122] recognised that the quantum partition function for a system at the
top of a barrier could be obtained by constraining the centroid of the ring-polymer
to the TS, enabling the use of TST based methods for the rate constant. This method
was generalised to work on an asymmetric double well potential [123, 124] and later
developed into the HQTST method (also known as instanton or ImF theory) [125].
The quantum mechanical rate is extracted from the HQTST method by making a
harmonic expansion of Seu[x] around the minimum action path (MAP),
kHQTST =
1
Q
√
S0
2pih¯
1
∆τ |∏i ωi|e−Seu[x]/h¯, (2.40)
where S0 is the action of a free particle, ωi and S are the normal modes and centroid
energy of the ring-polymer respectively.
2.7 Path-integral molecular dynamics
To obtain quantum mechanical observables from Eq. 2.38 and 2.39 it is necessary to
generate a (very) large number of independent configurations of the ring-polymer.
This can be done effectively using Monte Carlo sampling or MD with fictitious
time and momentum. For example, to sample ring-polymer configurations with
Metropolis Monte Carlo one bead is moved by a small random amount and this is
then accepted with probability exp(−∆S/kBT ) (∆S is the change in action result-
ing from the move) [126–128]. Then the next bead in the ring-polymer is moved,
and so on along the entire ring-polymer. While this works it only allows for lo-
cal changes in configuration, and so subsequent Monte Carlo steps lead to very
similar states. There are Monte Carlo methods to reduce this correlation between
configurations, for example hybrid Monte Carlo which uses fictitious molecular dy-
namics to locate a new trial configuration followed by an accept-reject step similar
to Metropolis [129–131]. However since DFT provides ionic forces, normally we
sample path-integrals with molecular dynamics, the basics of which we describe
now (see ref. [132, 133] for a detailed explanation). In order to introduce molecular
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dynamics sampling the effective potential in Eq. 2.39 is combined with a fictitious
kinetic energy term,
Leu =
N∑
i
[
p2i
2m′
+
1
2
k(T )
(
xi+1 − xi
∆τ
)2]
+
V (xi)
N
, (2.41)
and subsequently the following equations of motion,
x˙i =
pi
m′
, p˙i = −k(T )(2xi − xi+1 − xi−1)− 1
N
∂V (xi)
∂xk
. (2.42)
These are propagated by a leapfrog or Verlet integration scheme in the presence of
a thermostat, for instance Andersen or Langevin [134], so as to sample paths from
the canonical partition function.
Note that we are free to choose m′ as we like, as it does not affect equilibrium
quantities. In practice we use a finite number of ring-polymer beads which are
determined by convergence tests and comparing against benchmark simulations. In
practical terms, each bead is an independent DFT electronic minimisation. Once
the electronic structure is determined the ionic forces for each bead are a sum of the
forces from the electrons and the spring forces from neighbouring beads. PIMD can
therefore be parallelised over a relatively large number of processes relatively easily.
However as there is no guarantee that the electronic structure of each bead will take
the same amount of time to converge, load balancing can limit its efficiency.
There is one more important issue before eqns. 2.42 are practical for a real sim-
ulation. For a finite number of beads (N ), there is a spectrum of vibrational modes
up to a maximum of 4NkBT/h¯, and so for reasonably large N we require a small
MD time-step. This means a simulation would have to be run for very many MD
steps in order to include the slower vibrational modes of the ring-polymer. Two
commonly used solutions involve a change of variables via the staging transforma-
tion, or similarly a normal-mode transformation [130, 135]. These select fictitious
masses m′ in Eq. 2.41 such that there is only one harmonic frequency along the
ring-polymer, ensuring that all modes are sampled. In recent years advanced ther-
mostatting schemes have emerged to speed up ring-polymer convergence [136, 137].
Although these are not used in this work they are a promising development for future
ab initio PIMD calculations.
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It should be emphasized that there is no real time dynamics in PIMD. Each
bead represents an imaginary time slice and the molecular dynamics sampling is
purely to generate new ring-polymer states. Physical insight from PIMD is gained
by averaging observables over the course of a long simulation, for example a spa-
tial probability distribution can be obtained by keeping a normalised histogram of
bead positions. For the calculation of reaction rates and transition barriers there are
methods based on measuring correlation functions and the potential of mean force
(PMF) on the centroid of the ring-polymer, which have been successfully applied
[57, 64, 75, 122, 138, 139].
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Chapter 3
Quantum tunnelling of OH at
Cu(110)
Abstract
Recent low temperature scanning-tunnelling microscopy experiments [T. Kuma-
gai et al. Phys. Rev. B. 79, 035423 (2009)] observed the possible quantum tun-
nelling of hydroxyl groups between two equivalent adsorption configurations on
Cu(110). Here we analyse the quantum nuclear tunnelling dynamics of hydroxyl on
Cu(110) using density functional theory based techniques. We calculate classical,
semi-classical and quantum mechanical transition rates for the flipping of OH be-
tween two degenerate energy minima. The classical transition rate is essentially zero
at the temperatures used in experiment, and the tunnelling rate along the minimum
energy path is also much too low compared to experimental observations. When
tunnelling is taken into account along a direct path connecting the initial and final
states with only a minimum amount of the oxygen movement the transition rate ob-
tained is in much better agreement with experiment, suggesting quantum tunnelling
effects cause a deviation of the reaction coordinate from the classical transition path.
3.1 Introduction
The quantum tunnelling of hydrogen plays a role in a wide variety of scientific disci-
plines, such as the functioning of enzymes in biological processes [66, 67], diffusion
through metals [140] and high pressure ice [63], to name but a few. Through well-
defined experiments at surfaces it is now possible to shed light on quantum nuclear
effects at the level of individual adsorbates. In particular with low-temperature STM
it has been possible to measure tunnelling rates for a number of diffusion processes
involving individual atoms and molecules. Notable examples are the measurement
of the diffusion rate of H and D on a Cu surface [141] and the diffusion of water clus-
ters, suggested to be assisted by hydrogen bond tunnelling, on a Pd surface [4, 7].
In an intriguing recent development Kumagai et al. [142] interpreted STM im-
ages of hydroxyl molecules on Cu(110) as direct evidence of quantum tunnelling
of the hydrogen atom between two equivalent states. Individual adsorbed hydroxyl
molecules were imaged as symmetric double protrusions which were suggested to
correspond to a superposition of two equivalent tilted configurations either side of
a symmetric transition state. Since the experiments were performed at only 6 K,
and the barrier for the flipping process was calculated with DFT to be > 0.1 eV, it
was concluded that the flipping between two degenerate energy minima must be the
result of rapid quantum tunnelling. Estimates of the rate from Wentzel-Kramers-
Brillouin (WKB) theory with the assumption that oxygen doesn’t move during the
transition, and the observation of a kinetic isotope effect when deuterized OH (OD)
was used, provided further evidence that the low temperature transition is mediated
by quantum tunnelling. These observations are interesting and suggest that OH on
Cu(110) could be a well defined and relatively simple model system for the study
of quantum nuclear effects. While the DFT and WKB modelling of Kumagai et
al. was an important step in describing this system, there are still questions that
remain unanswered. The most pressing of these is the role of oxygen in the tun-
nelling event, and the question of how the classical and quantum reaction paths may
differ. In addition it is unclear how well WKB describes this particular tunnelling
transition. Answering these questions will not only provide deeper understanding of
the quantum tunnelling dynamics of adsorbed hydroxyl but will be instrumental to-
wards developing a general understanding of the quantum effects of small molecules
on surfaces.
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In this work we present an account of our DFT based studies of the flipping of
OH between two equivalent states on Cu(110). First we use the NEB [118] method
to determine the activation energy and MEP for the transition. We find that the
barrier for the flipping process is 166 meV (145 meV including zero-point energy
effects) and that while the H flips there is a surprisingly large movement of the
oxygen. Applying classical transition state theory to this barrier yields rates very
much smaller than the experimentally measured rate and due to the combined oxy-
gen and hydrogen movement, semi-classical estimates of the tunnelling rate along
the MEP are also very low. Since semi-classical methods rely on a transition path
being specified, we applied a wavefunction approach over the independent hydrogen
and oxygen reaction coordinates to further understand the process. Overall we find
that quantum tunnelling can be responsible for the transition at low temperatures as
long as the oxygen motion during the transition is suppressed via corner-cutting of
the MEP.
3.2 Method
The DFT calculations used the CASTEP [143] and VASP [144–147] codes. Van-
derbilt ultra-soft pseudopotentials [112] were used in CASTEP and projector aug-
mented wave potentials [113] in VASP. Wavefunctions were expanded in terms of a
plane wave basis set with a cutoff energy of 350 eV (CASTEP) and 415 eV (VASP).
The PBE [95] exchange-correlation functional was used throughout. The surface
was represented as a p(3 × 3) periodic supercell, with the bottom two of the four
layers fixed and 14 A˚ of vacuum in the z-direction, normal to the surface plane.
Sampling of reciprocal space was done using a 4 × 4 × 1 Monkhorst-Pack k-point
mesh [111]. These choices of cutoff energy, slab thickness and k-points were made
after an extensive set of convergence tests which focussed specifically on accurately
describing the energy barrier for the OH flipping process. These established, for ex-
ample that the barrier obtained with an eight layer setup and 8× 8× 1 k-points was
only 25 meV away from that obtained with the chosen computational setup. Like-
wise the barrier and adsorption structures obtained with the two DFT codes were
very similar (Table 3.3). CASTEP [143] was used to calculate the potential energy
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a0 (A˚) B0 (mbar) Ecoh (eV)
2× 2× 2 3.688 1.15 2.838
4× 4× 4 3.654 1.26 3.420
8× 8× 8 3.636 1.33 3.480
12× 12× 12 3.638 1.32 3.480
Other DFT 3.635 1.36 3.484
Experiment 3.603 1.42 3.490
FP-LAPW 3.630 1.42 3.510
Table 3.1: Lattice constant (a0), bulk modulus (B0) and cohesive energy (Ecoh) for
bulk copper using different k-point meshes. Values from other DFT studies [149],
from experiment [150] and all-electron full-potential linearized augmented plane-
wave (LAPW) calculations [151] have been included for comparison.
Number of layers Eads (eV)
4 3.530
6 3.488
8 3.520
Table 3.2: OH/Cu(110) adsorption energy for various numbers of layers, calculated
using 4 × 4 × 1 k-points. The bottom two layers in each slab were kept fixed, the
rest were allowed to fully relax.
surface (PES) for the transition, as VASP does not have non-linear constraints.
The choice of the above parameters were based on convergence tests, com-
paring the DFT calculated quantities with values known from experiment and all-
electron calculations. A Murnaghan equation of state [148] was used to determine
a suitable copper lattice constant, and k-points (Table 3.1). The number of layers
was converged by considering the OH adsorption energy (table 3.2). To ensure the
k-points were still effective for this surface, adsorption energy was recalculated for
the four-layer slab using 8× 8× 8 k-points. This yielded 3.534 eV, compared with
3.530 eV for 4× 4× 1 k-points.
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3.3 Results
Initially a single OH monomer was adsorbed on the Cu(110) surface. The molecule
adsorbs with the oxygen near a short bridge site, and the O−H tilted by about 60◦
to the surface normal (Table 3.3, Fig 3.1). This adsorption geometry agrees with
the theoretical geometries from Kumagai et al. [142]. By symmetry there are two
equivalent adsorption structures, as shown in Fig. 3.1. NEB calculations revealed
that these two equivalent adsorption sites are separated by a classical barrier (∆E)
of 166 meV, and the transition state (TS) for this process involves a perfectly upright
OH (shown in Fig. 3.2, image 8).
IS TS
∆E (meV) - 166 (155)
O−H bond (A˚) 0.98 (0.98) 0.97 (0.97)
O−Cu bond (A˚) 1.96 (1.96) 1.95 (1.92)
θ (◦) 59.9 (62.8) 0.0 (0.0)
∆O−Cu (A˚) 0.02 (0.04) 0.00 (0.00)
Table 3.3: Some relevant DFT-PBE calculated properties for OH/Cu(110). ∆E is
the classical activation barrier for the OH flip. θ is the angle of the OH to the surface
normal. The ∆O−Cu lateral distance is the lateral displacement of the oxygen from
the precise short bridge site. The values above are calculated using VASP. The
values in brackets are from CASTEP.
Applying classical transition state theory, the rate for the flipping process as a
function of temperature (T) is,
Rate(T) = Ae−β∆E, where A =
∏N
i=1 ν
IS
i∏N−1
i=1 ν
TS
i
. (3.1)
A is the “prefactor”, β = (kBT )−1 and the νIS, νTS are the initial and transition
state vibrational frequencies of the OH molecule on Cu(110). With the substrate
fixed there are six modes at the IS and five at the TS, as the lowest frequency be-
comes imaginary and is consequently ignored. At the 6 K used in the experiments
of Kumagai et al. [142] classical transition state theory predicts a negligible rate
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Figure 3.1: The adsorption geometry of OH on Cu(110) shown from above (top) and
from the side (bottom). Two equivalent structures are possible due to symmetry. In
our discussion we will refer to the image on the left as the initial state (IS) and the
image on the right as the final state (FS).
(less than 10−100 s−1 for OH and OD). Therefore, as Kumagai et al. discussed, the
double depressions achieved in one low temperature STM image suggest that the
molecule tunnels between two equivalent structures. Employing a simple harmonic
semiclassical approximation to the transition state suggests quantum effects should
be relevant below about 80 K for OD or 100 K for OH 1. This is much higher than
the 6 K used in the experiments, and so quantum tunnelling effects need to be con-
sidered.
One of the simplest methods to approach tunnelling is the WKB approximation.
This gives an estimate for the rate,
Rate = νe−
2
h¯
∫ a
0 dx
√
2m(V (x)−E), (3.2)
where ν (in s−1) is the initial state frequency along the reaction coordinate, a is
the transition path length (chosen such that [0, a] corresponds with with nonclas-
sical region where E < V (x)), m is the mass of the tunnelling species, and h¯ is
1Using the equation, Tc = h¯νTS/(2pikB) where ν is the (imaginary) frequency at the transition
state (4.3×1012 s−1 for OH, 4.1×1012 s−1 for OD), kB is Boltzmann’s constant and h¯ = h(2pi)−1.
This is discussed in [J. Phys. C: Solid State Phys, 20 (1987)].
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Figure 3.2: MEP obtained from a 15-image NEB calculation for the hydroxyl flip
process on Cu(110). The red (dashed) and green (solid) curves correspond to the
converged MEP with the top two layers of the surface relaxed or fixed in their bulk
truncated configuration respectively. The relaxed and fixed models predict transi-
tion barriers of 166 and 187 meV respectively. The cartoons at the top of the graph
are schematic illustrations of how the molecule moves during the flipping process,
with the arrows indicating how the molecule moves from one step to the next. Al-
though the difference in position between the O atom in the initial and final states is
very small, along the MEP the oxygen undergoes a large displacement before pass-
ing through the transition state. It is this supplementary oxygen movement which
greatly supresses the tunnelling rate along the MEP.
Planck’s constant over 2pi. V (x) and E are the potential barrier and initial energy
respectively. Here E is the zero-point energy (ZPE) contribution 2. Within WKB a
transition path must be a priori defined, however since for the process considered
2The zero-point energy contribution to the activation energy barrier is determined from the initial
state and transition state frequencies. The ZPE of a state is EZPE = h¯2
∑N
i νi, where N is the
number of vibrational modes (six at the initial state, five at the transition state). The effect of ZPE on
the barrier is given by EZPETS − EZPEIS .
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here several different, yet still feasible, paths exist this is an immediate drawback.
Nonetheless one obvious choice is to start by choosing the MEP. If we solve Eq. 3.2
for tunnelling of OD or OH along the MEP.3 we obtain a rate of less than 10−6 s−1.
This is a much lower rate than the one determined in experiment.
Previous work has shown that a deviation from the MEP is sometimes preferred
in transitions involving several different masses [152], and so to better understand
the transition and possible alternative tunnelling paths we mapped out the PES for
hydrogen and oxygen motion during the transition. This was done on the fixed
Cu(110) surface since it reduces the transition to just two degrees of freedom (lat-
eral oxygen movement, and displacement of the hydrogen), and the barrier is only
changed by∼20 meV. The calculated PES is shown in Fig. 3.3. If we use the classi-
cal transition path (Fig. 3.2, black line in 3.3) with the total mass of the OH molecule
and the center of mass as the reaction coordinate, the transition rate is approximately
10−8 s−1 for OD (10−6 s−1 for OH) similar to that obtained on the relaxed surface
and still a far lower rate than experimental observations suggest. Assuming the hy-
drogen moves in a circular path, and that the oxygen is completely stationary (as
done originally by Kumagai et al.), the WKB rate is approximately 104 s−1 for OD
(106 s−1 for OH). Therefore movement of the oxygen during the transition has a
substantial quenching effect on the rate. Another possibility is that the oxygen nei-
ther remains completely stationary nor follows the MEP but instead takes a “direct”
path from its IS to its FS position (the straight solid white line in Fig. 3.3). This
results in a simple reaction coordinate which is orthogonal to the MEP with a total
oxygen displacement of just 0.04 A˚, compared to about 1 A˚ along the MEP. Using
this path with WKB we evaluate a tunnelling rate of about 105 s−1.
So far we see that tunnelling is certainly possible at the temperature used in
experiments. The calculation of the rates from WKB is complicated because it re-
quires the prior selection of the reaction path, and as we have just seen this choice
can have a huge impact on the obtained rate. Explicit calculation of the wavefunc-
tions from the PES allows for an estimate of the transition rate without choosing a
3Using the full OH (or OD) mass along a reaction coordinate given by the movement of the center
of mass of the molecule.
43
particular reaction coordinate.
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Figure 3.3: Potential energy surface in eV for the hydroxyl flip process on the bulk
truncated Cu(110) surface as a function of oxygen and hydrogen displacement. This
was generated by constraining the angle of the OH to surface normal (θ in the inset)
and fixing the oxygen position at each displacement in the Cartesian x and y axes,
both parallel to the surface. At each displacement (rO = ∆O−Cu) the hydroxyl was
free to relax both by moving in the z direction (normal to the surface plane) and
by varying the OH bond length. A total of 90 DFT calculations were performed,
and the results interpolated to a finer mesh by means of a cubic spline. The MEP
is shown as a black curve, and each image (except for the initial and final states)
is numbered. Bead number eight is the transition state. The white solid line is the
“direct” path joining the initial and final configurations with minimal movement of
the oxygen. The dashed red line with no oxygen movement represents the WKB
tunnelling path used by Kumagai et al.
We can write the time-independent Schro¨dinger equation in terms of the hy-
drogen and oxygen movement,[
− h¯
2
2mH
∂2
∂r2H
− h¯
2
2mO
∂2
∂r2O
+ V (rH, rO)
]
ψ(rH, rO) = Eψ(rH, rO), (3.3)
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where rH , rO are the hydrogen and oxygen degrees of freedom, and mH, mO are the
masses of hydrogen (or deuterium) and oxygen respectively. V (rH, rO) is the poten-
tial energy surface (Fig. 3.3).4 The nuclear wavefunction ψ(rH , rO) was expanded
in a plane-wave basis, up to a cutoff of 5 Ry. The Hamiltonian is solved using an
iterative Lanczos algorithm [153, 154], in which the kinetic energy operator is ap-
plied in Fourier space, and the potential energy operator is applied in real space. The
result is a sequence of energy levels and their corresponding wavefunctions (eigen-
values and eigenvectors of the discretised Hamiltonian). At a particular temperature
the probability density (P ) will be a superposition of all the calculated eigenstates
weighted by the Boltzmann factor,
P =
∑
i=1
|ψi|2 e
−βEi
Z
, Z =
∑
i=1
e−βEi (3.4)
where the index i runs over consecutive eigenstates, the {ψi} and {Ei} are eigen-
vectors and eigenvalues from the Lanczos procedure respectively. The results from
the wave-like calculations of the density functions for OH and OD are shown in
Fig. 3.4. The probability densities exhibit a double peaked structure with the two
peaks centered on the two minima of the PES (Figs. 3.3 and 3.4). By appealing to
a semi-classical transition state theory approximation, we can relate the probabil-
ity of a tunnelling event to the ratio of probability densities at the initial (rIS) and
transition (rTS) states,
Rate = ν
P (T, rTS)
P (T, rIS)
. (3.5)
The initial state frequency (ν) is essentially the number of transition attempts.
Eq. 3.5 has the usual limitations of conventional transition state theory, in partic-
ular recrossing of the saddle point is not considered and we are assuming the initial
harmonic frequency along the path directly connecting and IS and TS is valid. Us-
ing the calculated frequency along the PES reaction coordinate of ν = 2.98 × 1012
s−1 for OD in the initial state (ν = 3.17 × 1012 s−1 for OH) we calculate rates of
∼ 1×105 s−1 for OD and∼ 1×108 s−1 for OH (Table 3.4). Thus the wavefunction
calculations also clearly indicate that rapid flipping is possible. The rate predicted
4rH is determined as the arc-length of the hydrogen from the surface normal position using rH =
rpiθ/180, where r is the OH bond length.
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Figure 3.4: Probability densities of OH (a) and OD (b) position on Cu(110) at 6 K.
Both graphs show a double peaked structure, with a small probability at the transi-
tion state (the transition state is where oxygen and hydrogen displacements are both
zero). A logarithmic scale is used to emphasise the probability at the barrier region.
by this method is greater than that to come from experiment and WKB (when there
is minimal or no displacement of oxygen). This overestimation may be a drawback
of the reduced dimensionality of the wavefunction model.
The WKB calculations predicted a corner-cutting deviation from the MEP, and
further evidence for this can be seen with wavefunction calculations with a fictitious
mass. Varying the oxygen mass has relatively little effect on the transition probabil-
ity compared with the change from OD to OH, suggesting that oxygen plays a small
role in the transition. For example if the mass of oxygen is increased to 32 a.u. the
transition probability is only reduced to 10−6 (compared with 10−5 for OH).
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OH OD
Experiment - 0.9× 103 ± 0.4× 103
Classical TST < 10−100 < 10−100
WKB MEP 7× 10−8 < 10−10
WKB O-stationary 3× 106 1× 104
WKB direct 7× 105 1.9× 103
Wavefunction 1× 108 1× 105
Table 3.4: Rates (in s−1) for the OH and OD flipping process on Cu(110) at 6 K. The
classical TST rate is the one obtained from the Arrhenius equation (Eq. 3.1) using
the classical energy barrier. The “WKB MEP” rate is calculated along the classical
transition path. The “O-stationary” transition is represented by the dashed red line
in Fig. 3.3. The “WKB direct” transition is the one shown by the solid white line
in Fig. 3.3. The transition rate labelled “wavefunction” is the one obtained from
Eq. 3.5. Rates include a contribution from ZPE.
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3.4 Summary and Discussion
Having used DFT WKB and wavefunction modelling to examine the flipping of
OH between two equivalent adsorption geometries, we can now further understand
the STM result of Kumagai et al. Quantum tunnelling can make the flipping process
possible at the low temperatures used, however for tunnelling to occur at an appre-
ciable rate there must be a change in the reaction pathway of the classical transition.
In particular the superfluous zig-zag movement of oxygen during the transition must
be minimised. One way this can happen is for the oxygen to remain completely
stationary. Another more likely scenario is a direct transition (solid white line in
Fig. 3.3), since the path length is significantly shortened and the barrier height is
identical to the classical transition. The fact that the path length can be considerably
shortened but the transition still proceeds through the lowest energy transition state
is a particularly unusual and noteworthy feature of this system. In general the dy-
namics of a classical transition for hydrogenated molecules such as OD (OH) will
show considerable movement of the heavy species, due to the MEP following the
lowest frequency mode. For these systems it may be expected that tunnelling yields
a much higher transition rate along a path orthogonal to the MEP, which reduces
movement of the heavy species and should couple the new reaction coordinate to
a harder vibrational mode. This is similar to the large curvature tunnelling path
methods discussed for heavy-light-heavy nuclei [152].
We have used various techniques to compute rates for the hydroxyl flipping
process on Cu(110). All of these methods have drawbacks but they do indicate
that tunnelling is possible under a change in the reaction coordinate from the MEP.
Ideally a complete treatment of this system would include the full dimensionality
and anharmonic effects, such as is possible using PIMD.
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Chapter 4
Quantum hydrogen bonds at
surfaces: the water dimer at Cu(110)
Abstract
The relatively light hydrogen mass can make QNEs such as tunnelling and zero
point motion relevant, however these are often ignored in theoretical treatments. By
considering small water clusters adsorbed at a metal substrate progress has been
made recently in understanding the quantum nature of the proton, providing insight
into quantum effects on larger water systems. Here we present a theoretical account
of QNEs using semiclassical and path-integral molecular dynamics methods with
density functional theory to examine the adsorption structure and dynamics of a
water dimer at Cu(110). We find that the H-bond, O−Cu distances and H-bond
angle are all increased by QNEs. On this particular surface a simple tunnelling
mediated interchange of the hydrogen bond donor-acceptor of the type discussed
in [T. Kumagai et al. Phys. Rev. Lett. 100, 166101 (2008) and V. A. Ranea et
al. Phys. Rev. Lett. 92, 136104 (2004)] is not identified, although we do propose
another transition involving rapid rotation of the H-bond donor water molecule.
4.1 Introduction
The importance of H-bonds in nature is clear: they are responsible for the double
helix structure of DNA, and they play a vital role in the structure of water and ice.
H-bonding is therefore an active area of research, yet our understanding is still far
from complete. The nature of H-bonds at low temperatures is directly affected by
QNEs, due to the relatively light mass of the H atom. Continued improvement of
computational methods, in particular ab initio PIMD [62, 73, 74, 155], and the avail-
ability of massively parallel computers has allowed valuable progress to be made in
this field [55–63]. For example, by studying a selection of molecules and solids
Li et al. [55] proposed that stronger H-bonds are made further stronger by QNEs,
whereas relatively weak H-bonds become weaker. Another effect to come from a
quantum nuclear description is the sharing of the proton involved in the H-bond.
Bulk ice under ambient pressures has an O–O distance ∼ 2.8 A˚ with well defined
asymmetric H-bonds (where the proton is associated with one oxygen), however
the reduction in O–O distance to ∼ 2.3 A˚ under high pressure (≥ 70 GPa) com-
bined with ZPE and tunnelling effects lead to a quantum mechanical delocalization
of the proton [63]. A different way to change the H-bond length is to adsorb a water
overlayer at a metal interface, so that the O−O distance is affected by the lattice
constant of the substrate, i.e. surfaces with a smaller lattice constant squeeze the
adsorbed water, reducing the H-bond length [156]. It has been suggested that on a
compressed water overlayer QNEs will lead to a sharing of the proton, by simula-
tions of water-hydroxyl overlayers adsorbed at Pt(111), Ru(0001) and Ni(111) [56].
An understanding of the behavior of water molecules at metal interfaces is an im-
portant field of study, with application in electrochemistry, heterogeneous catalysis
and energy production [6].
Studies of small water clusters at metal interfaces provide insight into the nature
and dynamics of H-bonded systems in general. In particular the water dimer is used
as a simple model since it is the smallest hydrogen bonded water cluster, while
the metal substrate permits application of a wide variety of surface science based
structural probes. In this context STM experiments have been especially useful, for
example by tracking the movement of individual water structures from the monomer
up to the pentamer on Pd(111) an anomalously high diffusion rate of these clusters
was established [157]. The diffusion rates at 40 K were found to be 2.3 × 10−3,
50 and 1.0 A˚2s−1 for the monomer, dimer and trimer/tetramer respectively, while
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the pentamer was found to be largely immobile. Ranea et al. [7] suggested that
high mobility of the dimer could be explained by a quantum tunnelling mediated H-
bond donor-acceptor interchange, coupled with the freedom of the acceptor water
molecule to rotate around the donor. The water dimer H-bond exchange is thought to
readily occur in the gas phase [158], however upon adsorption the exchange process
is less understood. Subsequent low temperature STM experiments of a water dimer
at Cu(110) by Kumagai et al. [4] sought to isolate the donor-acceptor interchange
process. They observe blurring of the STM images, consistent with a transition
taking place, and observe an isotope effect by performing the experiment with both
(H2O)2 and (D2O)2, obtaining interchange rates of 60±6 s−1 and 1.0±0.1 s−1. This
is very strong evidence of a quantum tunnelling around the H-bond donor-acceptor,
however the precise mechanism of the interchange process remains unclear. This
system presents an important opportunity to improve on our general understanding
of H-bonds at metal interfaces by considering QNEs, dispersion effects, and STM
tip electric field effects.
In this work we extend upon recent advances in characterizing H-bonds for
water at surfaces [6, 56]. Using the water dimer adsorbed on Cu(110) as a well
defined model system, we give a detailed account of the effects of an electric field
from an STM tip, dispersion, thermal or a quantum treatment of the nuclei. We
also make connection with the experiments of Kumagai et al. [4] by comparing
adsorption geometries with their reference STM images, and by considering the
possibility of a H-bond interchange process due to tunnelling. After calculating
the energies of many different adsorption configurations, we find three structures
within 40 meV of each other (Fig. 4.1). One of these structures is identified as a TS
between the other two, leading to the possibility of a rotational wagging of the dimer
either side of the Cu(110) ridge. Due to the high barrier and oxygen movement
involved we do not locate a mechanism for the rapid tunnelling mediated H-bond
donor-acceptor exchange process. We do identify another process which involves
the H-bond donor water rotating out of the surface plane, forcing the free hydrogen
up and over to sit on the opposite side of the molecule. This flipping process is
possible from any of the low energy adsorption geometries, and estimates from the
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WKB approximation suggest a tunnelling rate of roughly 107 s−1.
4.2 Methods
The DFT calculations used the VASP [144–147] code. PAW potentials [159] were
used and wavefunctions of the valence electrons were expanded in terms of a plane
wave basis set with a cutoff energy of 415 eV. The PBE [95] exchange-correlation
functional was used throughout, although tests with the optB88-vdW non-local van
der Waals functional are also discussed [50, 52]. For this the self-consistent imple-
mentation of vdW-DF added to VASP by Klimesˇ et al. [52] was used. The surface
was represented as a p(2 × 4) periodic supercell, with the bottom two of the six
layers fixed and 14 A˚ of vacuum in the z-direction, normal to the surface plane, and
sampling of reciprocal space was done using a 4 × 2 × 1 Monkhorst-Pack k-point
mesh [111]. These choices of cutoff energy, slab thickness and k-points were made
after an extensive set of convergence tests which focused specifically on accurately
describing the relative energies of the three most stable geometries in Fig. 4.1. These
established, for example, that the difference in adsorption energy obtained with an
eight layer setup and 16× 8× 1 k-points was only 5 meV away from that obtained
with the chosen computational setup. We also checked the PAW potentials by calcu-
lating adsorption energies with “hard” versions of the PAW potentials, which have
a smaller cutoff radius and in the case of copper include 17 valence electrons (the
standard PAW potential contains 11 valence electrons). These give adsorption ener-
gies within 5 meV of the standard potentials used, and so for efficiency we used the
standard PAW potentials.
MEPs were found using the CI-NEB method[119]. We used between four and
sixteen images, depending on the transition path length, and converged the forces
on each image to less than 0.01 eV/A˚. The ZPE was calculated by computing the
harmonic normal modes of the adsorbates with the finite displacements method and
with the lattice fixed in the optimized configuration. The ZPE effects on energy
barriers is seen as the ZPE energy difference between the initial state (IS) and TS
structures. This is a semi-classical approximation for including some quantum ef-
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k-points Layers (a) Eads (eV) (c) Eads (eV)
4×2×1 6 0.707 0.665
8×4×1 6 0.707 0.665
12×6×1 6 0.709 0.666
16×8×1 6 0.710 0.667
4×2×1 8 0.712 0.671
8×4×1 8 0.708 0.668
12×6×1 8 0.709 0.670
16×8×1 8 0.708 0.670
Table 4.1: The adsorption energies Eads of the water dimer, for various k-point
meshes and thickness of the slab, in two of the low energy geometries (a) and (c)
corresponding to Fig. 4.1.
fects of the nuclei. We also took a more rigorous approach to including quantum
nuclear fluctuations by using the PIMD [62, 73, 74, 155] method implemented in
VASP [59] at 50 K. We used 16 ring-polymer beads, which is sufficient to under-
stand the trends due to QNEs [55, 56, 139]. These are compared to DFT-based MD
simulations performed at the same temperature, with a Nose´-Hoover chain of ther-
mostats [160, 161] and a time-step of 0.5 fs. The calculations were run for about
8100 (16000) PIMD (MD) steps. Simulated STM images come from the Tersoff-
Hamann approach [162], considering states from 1.5 eV below the Fermi-level, up
to the Fermi-level. A tip height of ∼ 4 A˚ above the highest atom in each adsorption
system was used.
4.3 A. Equilibrium dimer structures
The Cu(110) surface has a ridge and valley structure with close packed rows of Cu
atom ridges along the 110 direction. To determine the initial geometry of the ad-
sorption system a water dimer was placed at the surface of a Cu(110) slab in 11
different sites on the ridge and in the valley. These included the H-bond donor in
the atop, short bridge and four-fold hollow site, with the dimer aligned along the
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direction of the ridge, the short-bridge and angles in-between. After each structure
is optimized all the lowest energy geometries are characterized by the fact they have
the H-bond donor water molecule located at an atop site on the ridge, with the ac-
ceptor molecule positioned along the ridge or either side of it. The atop position is
the most stable adsorption site for the water monomer [5], and the weaker coupling
of the acceptor to the surface is consistent with the picture from previous DFT and
STM studies on similar transition metal surfaces [2, 157, 163, 164]. The three most
stable structures to come from this analysis are shown in Fig. 4.1. The bond lengths
and adsorption energies for these structures1, with corrections for ZPE, are shown
in Table 4.2. The adsorbed water dimer has an O−O distance around 2.71–2.73 A˚,
which is significantly less than the gas phase DFT-PBE value of 2.95 A˚. This short-
ening of the H-bond upon adsorption at metal surfaces has been seen before, and is
understood to be due to the substrate increasing the polarisability of the water dimer
[6]. The H-O-O bond angle (annotated in Fig. 4.2) varies between 7.8◦ and 2.7◦.
The distance in height of the oxygen atoms is also important, since this dictates
the minimum oxygen movement required for an interchange of the roles of H-bond
donor and acceptor, as we see later.
Kumagai et al. interpreted their STM experiments as corresponding to struc-
ture (c), however here we find the lowest energy structure is Fig. 4.1(a) with an
adsorption energy of about 710 meV, and the presence of an imaginary mode for
(c) suggests it’s a transition state joining structures (a) and (b). This has a classical
barrier of about 40 meV and requires 1.4 A˚ of oxygen movement, which may occur
as a rare event coupled with thermal vibrations of the copper ridge. It is possible the
STM images observed by Kumagai et al. are a superposition of states (a), (b) and
(c). Our value for the adsorption energy of geometry (c) is more stable by 90 meV
compared with the value from Kumagai et al. [4] for the same basic structure. This
relatively small difference in absolute adsorption energy is likely accounted for by
1Adsorption energy is calculated using the equation Eads = E(H2O)2 + ECu(110) −
E(H2O)2/Cu(110), where E(H2O)2/Cu(110) is the total energy of the adsorbate/substrate system,
E(H2O)2 is the energy of a gas phase water dimer and ECu(110) is the energy of the clean substrate.
The same sized cell was used for each calculation.
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differences in computational setups (number of surface layers and supercell size).
Since we are dealing with relatively small changes in energy we decided to carefully
Figure 4.1: The three lowest energy configurations for 2 (H2O)/Cu(110) as com-
puted with DFT-PBE, shown from the side (top) and from above (middle). Struc-
tures (a) and (b) have the lowest energy, whereas structure (c) is a transition state.
The simulated STM images for each of these structures is shown for comparison.
Details of the adsorption structures and energies of these configurations are given in
Table 4.2.
check if the structure of the dimer would be affected by electric field effects from
the STM tip, van der Waals dispersion forces, thermal or quantum effects.
It is known that STM creates an electric field which can modify the orienta-
tion of molecules during the imaging process [165]. We used DFT to compute the
influence of an applied electric field, normal to the surface, on the geometry of the
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Property (a) (b) (c)
Eads (eV) 0.71 0.70 0.67
ZPE (eV) 0.03 0.04 0.02
H-bond length (A˚) 1.72 1.71 1.73
Odonor−Cu distance (A˚) 2.10 2.10 2.10
∆Odonor−Oacceptor (A˚) 2.71 2.73 2.73
∆xOdonor−Oacceptor (A˚) 1.48 1.03 0.02
∆zOdonor−Oacceptor (A˚) 0.56 0.62 0.73
H-O-O bond angle (◦) 7.8 2.7 3.6
Table 4.2: Some relevant DFT-PBE calculated properties for (H2O)2/Cu(110). Eads
is the adsorption energy of the water dimer relative to the a gas phase dimer. ZPE
is the zero point energy correction of each structure computed from the vibrational
modes of the adsorbed and gas phase dimer. ∆Odonor−Oacceptor is the distance between
the H-bond acceptor and donor oxygen atoms, while the ∆xOdonor−Oacceptor distance
is the projection of this on to the 100 direction (a value of zero implies the dimer
is aligned precisely along 110). ∆zOdonor−Oacceptor is the difference in heights of the
oxygen atoms. For a definition of the H-O-O bond angle see the inset in Fig. 4.2.
water dimer at Cu(110). We computed the difference in total energy between the
geometries shown in Fig. 4.1(a) and (c) for a range of applied electric fields (Ta-
ble 4.3). There is very little change of the energetic ordering of the two geometries,
and Fig. 4.1(a) remains the most stable structure. The electric fields we applied here
are stronger than those in the STM studies by Kumagai et al. (∼ 0.005 V/A˚), so we
conclude in this case that tip effects are unlikely to alter the initial geometry of the
water dimer in this system.
The role van der Waals dispersion forces play in altering the adsorption struc-
tures and adsorption energies for molecules on surfaces is currently one of the hottest
topics in theoretical condensed matter physics. Dispersion forces can often be very
important (e.g. they have been shown to alter the relative energies of gas phase
water clusters [166] and also alter the adsorption structure of organic molecules
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Electric field (V/A˚) Ediff (eV)
-0.2400 -0.045
-0.0240 -0.041
-0.0024 -0.041
0.0000 -0.039
0.0024 -0.054
0.0240 -0.055
0.2400 -0.059
Table 4.3: The effect of an applied external electric field on the energy difference
(Ediff) between structures in Fig. 4.1(a) and (c). Ediff = E(a) − E(c), where E(a), E(c)
refers to the energy of structure (a), (c) respectively.
on Cu(110) [167]). In order to investigate the influence of dispersion we exam-
ined the three adsorbed water dimer structures identified here with the optB88-vdW
exchange-correlation functional [50, 109]. From these calculations we find that the
structures obtained are relatively similar. Specifically the O−metal, O−O and O−H
distances are the same as the PBE values to within 0.02 A˚ (see Table 4.2). Like-
wise the relative energies with optB88-vdW are very similar to PBE, and structure
(a) remains the most stable with an adsorption energy of about 95 meV, which is
∼ 200 meV larger than the PBE value. Thus we find that dispersion increases the
adsorption energy but it does not alter the relative energies to any great extent, which
is consistent with refs. [53, 168].
To determine what influence thermal effects have on the adsorption system MD
calculations at 50 K have also been performed. By starting simulations in geometry
(c), we consistently find that the system very quickly (i.e. within 1 ps) moves to one
of the more stable geometries ((a) or (b)). The H-bond donor then remains pinned
to the region atop one of the copper atoms, while the acceptor molecule moves a
little more freely in the trough region between two 110 ridges. We measured some
important properties of the system (O–O distance, O–Cu distance, H-bond length
and the H-O-O angle) over the duration of our MD simulation (Fig. 4.2, red lines).
57
Most of these quantities are approximately the same as we obtained from our static
structure calculations (Table 4.2).
To move beyond the approximation that the nuclei are classical point-like par-
ticles and to account for ZPE, non-harmonic effects and thermal effects simultane-
ously we applied the PIMD method. Starting from structure Fig. 4.1(c) as in the MD
simulations we find the dimer rearranges to a structure similar to one of Fig. 4.1(a)
or (b). By comparing the cumulative averages of the properties of the system in
the MD and PIMD simulations after equilibration we can gain an insight into how
QNEs alter the nature of the adsorption system. In Fig. 4.2 we see that the length of
the H · · ·O, O−Cu bond and the O−O distance are all increased by approximately
0.04, 0.03 and 0.05 A˚ respectively due to QNEs. It is understood that the effect quan-
tum mechanics has on a H-bond is directly related to the predicted strength of that
H-bond (before QNEs are accounted for) [55]. One measure of H-bond strength,
referred to as the H-bond strength index, is the ratio of the O-H stretching frequency
in the dimer to the free monomer. This means that a higher strength index indicates
a weaker H-bond [55]. Generally H-bonds with a strength index higher than about
0.7 are classed as weak. The free water dimer has a H-bond strength index of 0.95
[55], compared with the adsorbed water dimer H-bond strength index of 0.89. Also
shown is a histogram of the MD properties and PIMD bead properties to show how
the spread of each quantity is affected (Fig. 4.2, right) by QNEs. For most properties
the size of the distributions are very similar, however there is a considerable increase
in spread of the H−O−O bond angle, and larger bond angles become more likely
(Fig. 4.2(d), right). The average of the bond angle is increased by about 6◦. This
is compatible with the findings by Li et al. [55], as the increase in H-bond bending
due to QNEs indicates a weakening of the H-bond. A summary of how the structure
of the adsorption system changes upon inclusion of dispersion or QNEs is shown in
Table 4.4.
This sheds light on the H-bonded molecules adsorbed at a metal interface. We
see from our PIMD simulations that the relatively weak H-bond present in a water
dimer is made weaker by QNEs, consistent with previous studies for a gas water
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Property PBE optB88-vdW PBE MD (50 K) PBE PIMD (50 K)
O−O (A˚) 2.71 2.72 2.72 2.76
O−Cu (A˚) 2.10 2.08 2.11 2.13
O−H (A˚) 1.72 1.73 1.74 1.79
H−O−O (◦) 7.8 7.4 8.2 13.2
Table 4.4: Comparison of some important structural properties using PBE, optB88-
vdW, PBE with molecular dynamics and PBE based path-integral molecular dynam-
ics for the water dimer at Cu(110).
dimer [55, 139].
4.4 B. Exchange process
It is thought the anomalously fast diffusion of smaller water clusters from the dimer
up to the pentamer on metal surfaces is due to the fast interchange of the H-bond
donor-acceptor [7, 157]. Kumagai et al. [4] used the present system to study this
donor-acceptor exchange in-place (i.e. without diffusion of the molecule), since the
copper ridges in the 110 direction prevent diffusion of the water dimer. We consider
symmetric transitions starting from two initial configurations (a) and (c). Config-
uration (a) is the DFT predicted lowest energy structure for the adsorption system,
however since this requires a significant amount of movement of the heavier oxygen
atoms we also consider the transition state structure (c) as a starting geometry. For
a starting configuration (a) the computed MEP is shown in Fig. 4.3, with snapshots
from the transition path shown at the top of the figure. The barrier for this process
is 128 meV and the transition involves a significant amount of lateral oxygen move-
ment (more than 1.5 A˚ displacement of each oxygen atom). The coupling of the
donor-acceptor exchange process with motion of the heavy oxygen atoms implies
that tunnelling along this path should be extremely unlikely 2.
2For a barrier of approximately 0.1 eV and total oxygen displacement of 3 A˚ we estimate, from
the WKB approximation, the lifetime between transitions to be longer than the age of the universe.
We therefore do not see the transition presented here are a plausible mechanism on this surface.
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If we instead use (c) as our IS for the donor-acceptor exchange transition we
can obtain an energy barrier for the transition with the dimer aligned along the 110
ridge as was suggested by Kumagai et al. To obtain a narrower barrier we relax the
oxygen atoms only perpendicular to the surface, effectively making use of corner-
cutting of the MEP 3 which is seen in similar situations [152, 169]. Fig. 4.4 shows
the resulting path with an energy barrier of 188 meV (60 meV higher than the MEP),
which we will now use for the tunnelling reaction coordinate. The rate limiting step
of the donor-acceptor exchange will likely be in bringing the two oxygens to the
same height. This is due to the presence of a surface, and previous theoretical stud-
ies of this exchange process in the gas phase do not have such a restriction [158].
Movement of the oxygen atoms could happen either by thermal means (in particu-
lar the vertical vibrational component of the copper ion directly below the donating
water molecule could reduce the displacement of the oxygen atoms), via quantum
tunnelling, or a combination of both mechanisms. Considering the tunnelling prob-
ability from the WKB approximation for the H-bond donor-acceptor exchange but
using only the oxygen movement with the energy profile in Fig. 4.4 gives an upper
bound on the rate of about 1 × 10−11 s−1. This suggests that if the donor-acceptor
transition occurs at very low temperatures (∼ 5 K) it is probably mediated by a
combination of classical and quantum effects.
Another process that may be operable in adsorbed water clusters at low temper-
atures is simply the flipping of the “free” OH bond in the H-bond donor molecule.
This would involve the H-bond donor water molecule flipping out of the surface-
parallel plane, going up and over the oxygen atom and then coming down on the
other side of the molecule (Fig. 4.5). This should be feasible with any of the com-
puted geometries shown in Fig. 4.1 and it is possible that such a transition will
produce a visible effect on STM imaging. Fig. 4.5 shows the path of this tran-
sition starting from geometry (c) (the transition starting from (a) or (b) is analo-
gous). The energy profiles along their MEP for this “overtop” transition are shown
3If the oxygen atoms are allowed to completely relax in all directions there is a rotational “wag-
ging” of the dimer about its center of mass, leading to an additional 0.4 A˚ of movement with a barrier
of 158 meV.
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in Fig. 4.6. The barrier is 65-70 meV, and the amount of oxygen movement is very
small. Applying the WKB approximation 4 for the tunnelling rate of one hydrogen
moving 2 A˚ through the potential barrier gives a rate of 107 s−1. If (H2O)2/Cu(110)
is replaced with (D2O)2/Cu(110) the rate is decreased to about 10
5 s−1. These es-
timated rates should merely be treated as ball park figures but they do suggest that
flipping of the free OH bonds for this, and other water clusters, is likely to be a very
facile process at low temperatures.
4.5 Conclusions
We have considered the structure and dynamics of adsorbed water dimers on
Cu(110) using DFT geometry optimisations, MD and PIMD. The purpose of this
study was to obtain a deeper understanding of certain quantum aspects of a well de-
fined H-bonded system, which has been the subject of a high resolution STM study
[4]. We found two almost degenerate structures (Fig. 4.1(a) and (b)) connected by
a third TS structure (c) 30 meV higher in energy. This is a different ordering from
what appears to be observed in the STM experiments of the same system by Kuma-
gai et al. The effects of dispersion and QNEs were included by using the vdW-DF
and PIMD, however these do not change the energetic ordering of the structures.
Taking cumulative averages of structural quantities measured throughout our MD
and PIMD calculations we suggest that QNEs should cause a noticeable change in
the structure of an adsorbed water cluster. In particular we observe a weakening of
the H-bond consistent with the recent finding that QNEs should generally lead to a
lengthening and weakening of already relatively weak H-bonds. Owing to oxygen
movement and the relatively high barriers we were unable to find a simple mecha-
nism for the H-bond donor-acceptor interchange in this case. If such a transition is
possible on this surface then more advanced theoretical methods involving surface
vibrations and quantum tunnelling along multiple reaction coordinates may be able
to account for it [57, 75]. We did identify a transition involving the flipping of one
hydrogen over the top of the dimer (Fig. 4.5), which should be possible from any
4The small amount of total oxygen movement (0.54 A˚) is included in the WKB tunnelling ap-
proximation by considering the center of mass of the tunnelling species through the barrier.
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of the low energy adsorption structures identified. Using the WKB approximation
for the quantum tunnelling rate through a barrier of around 70 meV we believe this
would be a regular event. We obtain a rate of 107 s−1 if the starting geometry is as
shown in Fig. 4.1(c). Such an OH flipping transition is likely to occur in other sys-
tems [170, 171], and may have consequences for the aggregation of water molecules
to form clusters at interfaces.
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Figure 4.2: Structural properties of an adsorbed water dimer at Cu(110), taken from
MD (labeled classical, red lines) and PIMD (labeled quantum, blue lines) calcula-
tions at 50 K. The solid lines on the left are cumulative averages. For the PIMD sim-
ulations the average is taken over all timesteps and all 16 beads. We plot a histogram
of each quantity to give its relative occurrence (shown right). The first thousand MD
or PIMD steps were discarded to allow for equilibration of the system. Here PIMD
leads to a lengthening of the O−Cu, H · · ·O and O−O bonds about 0.03, 0.04 and
0.05 A˚ respectively. Figure (d) shows an increase in H−O−O bond angle (α) by
about 6◦. See the schematic between (a) and (b) for the meaning of each of these
bond lengths.
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Figure 4.3: The energy profile along the MEP for the H-bond donor-acceptor ex-
change of 2 (H2O)/Cu(110) from starting geometry (a). The barrier is 128 meV
(110 meV if ZPE is included). The black dots are the NEB images used in the cal-
culation and the smooth line a cubic spline interpolation of these using DFT forces.
The initial state (IS), transition state (TS) and final state (FS) snapshots of the re-
action coordinate are shown at the top. Here the reaction coordinate refers to the
mass weighted path length along the MEP. The curved arrows show rotation of the
water molecules, which is primarily movement of the hydrogen atoms. The straight
arrows show the displacement of the overall water dimer laterally parallel to the
surface plane. This highlights the amount of oxygen displacement, making such a
transition due to tunnelling unlikely.
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Figure 4.4: The energy profile along the MEP for the H-bond donor-acceptor ex-
change of 2 (H2O)/Cu(110) from starting geometry (c). The oxygen atoms are fixed
in the plane parallel to the surface and allowed to relax in the surface normal di-
rection. The barrier is 188 meV (169 meV if ZPE is included). The black dots are
the NEB images used in the calculation and the smooth line a cubic spline interpo-
lation of these using DFT forces. Snapshots of the initial (IS), transition (TS) and
final states (FS) are shown at the top. The curved arrows show rotation of the water
molecules, which is primarily movement of the hydrogen atoms.
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Figure 4.5: The initial (IS), transition (TS), and final (FS) structures for the donating
water molecule’s free hydrogen to flip up and over the oxygen. This process simply
involves flipping of the free OH bond of the donor (i.e. this does not involve a H-
bond exchange). Since we start from geometry (c) here the transition is completely
symmetric and requires no oxygen displacement. The arrows highlight the path of
the proton during the transition.
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Figure 4.6: The energy profile along the MEP for the hydrogen flipping transi-
tion shown in Fig. 4.5. Two transitions are shown, corresponding to the geometry
in Fig. 4.1(c) going to an equivalent structure (c), and the geometry in Fig. 4.1(a)
going to structure (b). The energy barriers for the transitions are 65 and 70 meV
respectively (69 and 65 meV including ZPE).
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Chapter 5
Quantum mechanical and dispersion
mediated adsorption of hydrogen on
graphene and carbonaceous
materials
Abstract
Carbonaceous grains are thought to catalyze the interstellar formation of H2, how-
ever our theoretical understanding of this is surprisingly incomplete. This is mainly
because state of the art computer simulation approaches predict a prohibitively high
barrier for H chemisorption at grain surfaces. Here we use two model systems, H
at graphene and at a polycyclic aromatic hydrocarbon, to show that with a proper
account of both quantum nuclear effects and van der Waals dispersion the adsorp-
tion rate of H increases by many orders of magnitude. This lends support to the
view that carbon-based materials can act as effective catalysts for low temperature
H2 formation in space, suggests that the low temperature hydrogenation of graphene
is easier than previously thought, and emphasizes the general role of dispersion and
quantum tunnelling on barriers for chemical processes at surfaces.
5.1 Introduction
The adsorption of atomic H on the surfaces of carbonaceous materials is of the ut-
most importance to a wide range of scientific disciplines. For example, carbon based
materials such as graphite, carbon nanotubes and graphene have shown potential as
materials for hydrogen storage.[172–174] H atom adsorption on graphene, which
ultimately leads to graphane formation, offers the opportunity to control and tailor
the band gap of graphene, raising the exciting possibility of engineering tunable
semiconductors [175, 176]. In addition, H at graphene, graphite and polycyclic aro-
matic hydrocarbons (PAHs) are used as model systems to understand H2 formation
in the interstellar medium [9–25].
Considering the last area in more detail, important issues remain unresolved
with regard to the mechanism of H2 formation in the interstellar medium. While
various mechanisms for H2 formation have been proposed [177, 178], the most
commonly and widely accepted mechanism involves H2 formation catalyzed by
carbonaceous dust grains [179]. At the lowest temperatures (< 30 K) there is ex-
perimental evidence that this can happen efficiently through the surface catalyzed
recombination of H atoms that are physisorbed on the surface, i.e. atoms that inter-
act with the surface through relatively long range van der Waals dispersion forces.
However, in the slightly higher temperature regions of space (∼ 30–100 K) ph-
ysisorbed states evaporate quickly and so the H2 formation reaction must involve
chemisorbed H atoms, that is atoms that are adsorbed through a covalent C−H bond
[180, 181]. Since chemisorption involves rehybridization and distortion of existing
C−C bonds it is expected that there should be a barrier to chemisorption, but how
this barrier can be overcome to enable H atom chemisorption on carbonaceous ma-
terials at the temperatures relevant to the interstellar medium remains a matter of
debate [9, 10, 14–22, 182, 183].
From molecular beam studies Are`ou et al. [184] were able to confirm the ex-
istence of a chemisorption barrier of between 25 and 250 meV on graphite at room
temperature, as well as evidence that incoming H atoms can form H2 upon meeting
chemisorbed H atoms. The most widely used theoretical approach to study such
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systems has been DFT, and so far such determinations of the adsorption barrier on
graphene have been at the upper end of the experimental range at 200–250 meV (for
a summary of computed physisorption energies and chemisorption barriers see Ta-
ble 5.1). This barrier is high enough that the thermal H atom chemisorption rate at
low temperatures is negligible. However, to date DFT studies on graphene have used
GGA functionals that omit dispersion forces. Indeed a recent dispersion corrected
DFT study (using the empirical DFT-D3 approach [106]) on the PAHs coronene pre-
dicted a reduction in the chemisorption barrier from 250 to 190 meV upon inclusion
of van der Waals dispersion [9]. This leads to question marks over the role of van
der Waals forces in this process on carbonaceous grains in general. Indeed under-
standing the role of van der Waals for adsorption processes in general is currently
one of the more intriguing and active areas of research in computational materials
science.
Another aspect to this process which remains largely untested by both experi-
ment and theory is the role of quantum nuclear effects, such as tunnelling and ZPE.
Given the low temperatures and light mass of H these effects can be expected to be
large. The only work in this area to date comes from Goumans et al. [23, 24] who
included quantum tunnelling effects for the chemisorption of H at the edge sites of
benzene and pyrene (which have a smaller chemisorption barrier compared to the
core sites [185]) and found an enhancement of the chemisorption rate at temper-
atures below ∼ 200 K. However, smaller PAHs are expected to be destroyed by
photodissociation in the high UV regions of the interstellar medium, and so the hy-
drogenation of core sites within larger PAHs and graphitic surfaces is important for
achieving a high rate of H2 formation [186, 187].
It is clear that van der Waals and quantum nuclear effects are likely to be of
importance to H2 formation on carbonaceous surfaces and so here we address this
head on with a combination of state of the art computer simulation approaches.
Accurately describing dispersion interactions within DFT is a very active area of
research, and several new methods to achieve this have already emerged, (see for
example refs. [50, 106, 109, 188]). Here we use a modified version of the van der
70
Waals density functional (vdW-DF), and to account for quantum nuclear effects we
use ab initio PIMD. PIMD is established as one of the most powerful schemes for
considering ZPE, quantum tunnelling and delocalization of nuclei [55, 64, 189].
We find that upon including dispersion the physisorbed state is captured, which
is missing from standard DFT, and the chemisorption barrier becomes lower and
narrower. On graphene (coronene) the barrier is reduced from about 200 (230) to
about 100 (140) meV. The classical free energy barrier for H at graphene – calculated
from MD at 50 K – is similar to the underlying potential. However when we perform
PIMD simulations at 50 K there is a dramatic reduction of the free energy barrier
to just about 20 meV on graphene (50 meV on coronene). This is important as
it increases the chance of a gas phase, or physisorbed, H atom chemisorbing at
graphene and PAHs at low temperatures through quantum tunnelling and classical
thermal mechanisms, hence subsequently enabling the formation of H2. This work
shows that the combined inclusion of both dispersion and quantum nuclear effects
can greatly change the barriers for adsorption at surfaces and as such is vital for
fully understanding the hydrogenation of graphene, hydrogen formation in space,
and surface processes in general.
5.2 Methods
The DFT calculations presented here used the VASP [144–147] code. This includes
a recent self-consistent implementation of the non-local vdW-DF method [52], and
modifications for PIMD [59] which uses forces computed on-the-fly from the elec-
tronic structure calculations. Here we report results using PBE [95] and a modified
version of the vdW-DF called optPBE-vdW, which uses exchange from an opti-
mized PBE (optPBE) functional developed to yield more accurate interaction ener-
gies than the original choice of revPBE [50]. Two other vdW-DF based functionals,
optB88-vdW and the original revPBE-vdW, lead to similar results (see appendix
B). Benchmark studies on the performance of optPBE-vdW, including the appli-
cation to adsorption, can be found in refs. [50, 52–54]. PAW potentials [159] and
a plane-wave basis set were used with periodic supercells and a cutoff energy of
600 eV. For graphene we used a 3 × 3 unit cell with a 5 × 5 × 1 k-point mesh,
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System Ref. Ephys (eV) Barrier (eV) Method
H/graphene [11] 0 0.2 Plane-wave DFT-PBE
H/graphene [14] 0 0.22 Gaussian plane-wave DFT-PBE
H/graphite (4 layer) [183] 0 0.2 Plane-wave DFT-PBE
H/graphite (4 layer) [190] 0 0.2 Plane-wave DFT-PBE
H/coronene [191] 0 0.2 Slater orbitals
H/graphene [192] - 0.25 Plane-wave DFT-PW91
H/pyrene (core site) [24] - 0.43 DFT-MPWB1K
H/pyrene (edge site) [24] - 0.125 DFT-MPWB1K
H/coronene [9] 0.048 0.19 DFT-D3
H/graphene [15] 0.005 - DMC
H/benzene [13] 0.04 - MP2
H/coronene [193] 0.1 0.1 LSD+PW91-GGA
H/coronene [17] 0.038 - DFT+vdW
Table 5.1: Summary of some of the physisorption energies (Ephys) and chemisorp-
tion barriers in the literature. The barriers for H atom chemisorption at graphene lie
in the range 0.2 – 0.25 eV. The physisorption energies are typically less than 0.05 eV.
and tests were performed on larger cells (see appendix B). Coronene was computed
in a 15 A˚ cubic cell with a single (Γ) k-point. Since methods based on semi-local
GGA exchange are known to underestimate reaction barriers, due to self-interaction
errors, we used the Heyd, Scuseria and Ernzerhof (HSE) screened Coulomb hybrid
exchange-correlation functional [102] to test the height of the barrier for the H at
coronene system. HSE gives a chemisorption barrier of approximately 250 meV,
only 20 meV higher than the PBE value, suggesting that self-interaction errors are
not likely to be significant.
Total energy curves and MEP calculations used the CI-NEB method [119].
Finite temperature effects were accounted for by MD at 50 K. The free energy profile
along the reaction coordinate for the H atom to go from gas phase to chemisorption
was obtained using the PMF method. In this method the H is constrained at several
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heights above the surface and for each height the component of force normal to
the surface is averaged over a sufficient number of MD steps to obtain a converged
average value. These average forces are then integrated to give the free energy
barrier. Quantum nuclear effects are accounted for by the same PMF method with
the height constraint placed on the centroid of the PIMD ring-polymer [62, 74, 122].
Our PIMD simulations used 16 imaginary time-slices (beads) with the Langevin
thermostat, which is a reasonable compromise between accuracy and computational
tractability (see appendix C). We also made use of the HQTST method (also called
instanton) [125] on analytical potentials which have been fitted to the underlying
DFT potential energy surface. These calculations used a total of 200 beads (see
appendix D).
5.3 Results and Discussion
5.3.1 Hydrogen at graphene
We are mainly concerned with low densities of H at carbonaceous dust grains in the
interstellar medium, so to begin we consider the adsorption of a single H atom in
both the chemisorbed and physisorbed states. We discuss adsorption at the top site
(directly above one carbon atom), since this is where chemisorption occurs, and the
physisorption energies at the hollow, bridge and top sites are the same to within a
few meV. The total energy profile using the standard PBE functional is shown in
Fig. 5.1(a). PBE gives a chemisorption well of 800 meV with a H−C bond length of
1.13 A˚ and puckering of the top site carbon atom by ∼ 0.4 A˚. The barrier between
the gas phase and the chemisorbed state is about 200 meV, consistent with many
previous DFT studies [11, 14, 183, 190–192]. With PBE there is no physisorption
state, which is again consistent with previous work and understandable given the
lack of a long-range correlation term in GGA exchange-correlation functionals.
Using optPBE-vdW increases the chemisorption energy to about 950 meV.
We also see a physisorption state at about 2.7 A˚ above the surface with a bind-
ing energy of approximately 100 meV. The barrier to go from the physisorbed to the
chemisorbed state (in this case relative to the bottom of the physisorption well) is
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reduced to about 90 meV. Due to the physisorbed state the barrier for a H atom to
chemisorb is narrower and lower, two features which should increase the probabil-
ity of a H atom chemisorbing on graphene by either thermal or quantum mechanical
tunnelling mechanisms. The presence of a physisorbed state is consistent with ex-
periment and other calculations with dispersion included, although the precise depth
of the physisorption well is not well established [15, 194].
Previous theoretical studies of the chemisorption of H at graphene have gen-
erally been static calculations of total energy at absolute zero. An estimate based
on the shape of the potential energy surface near the transition state 1 suggests a
classical-quantum cross over temperature (the temperature below which classical
and quantum regimes diverge [122]) of around 250 K. Therefore quantum nuclear
effects are highly likely to be important at the temperatures relevant to H2 forma-
tion in the interstellar medium (10 – 100 K). Here we report results at 50 K and we
find that at this temperature the free energy profile (Fig. 5.1(b), solid pink line) is
very similar to the underlying total energy profile (Fig. 5.1(a), solid green line). The
physisorbed H state is virtually unchanged and the barrier to go from physisorp-
tion to chemisorption is smaller by about 20 meV (reduced from about 90 to about
70 meV). In contrast, when quantum effects are accounted for with PIMD we see a
very pronounced difference. In particular the quantum free energy barrier obtained
from PIMD is only about 20 meV. This barrier – which includes van der Waals,
ZPE effects, quantum tunnelling and finite temperature effects – is approximately
ten times smaller than barriers predicted for H atom chemisorption at graphene us-
ing traditional DFT-GGA methods [11, 14, 183, 190–192]. Although the barrier is
substantially reduced the physisorption well remains relatively unperturbed, being
shifted towards the gas phase by just ∼ 0.3 A˚.
It is interesting to consider the separate roles of ZPE and quantum tunnelling
on the free energy barrier. Previous studies on other systems have found that the
ZPE can be the dominant quantum nuclear effect [62, 139, 195–197]. Here we
1The quantum-classical crossover temperature as introduced by Gillan [Gillan, M. J. J. Phys. C
1987, 20, 3621] is given by Tc = h¯ωb/2pikB , where ωb is the imaginary mode at the top of the
transition barrier (approximately 3× 1013 s−1).
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(a)
(b)
(c)
Figure 5.1: Total energy profiles calculated with the PBE and optPBE-vdW
exchange-correlation functionals (a), and free energy profiles calculated with
optPBE-vdW (b) for a single H atom at graphene. The H atom height above the
surface is measured from the surface plane of the graphene sheet prior to chemisorp-
tion. The energies presented are relative to the completely desorbed H atom and a
clean graphene sheet. The free energy profiles (∆G, in (b)) are computed using both
ab initio MD and ab initio PIMD approaches at 50 K. The statistical uncertainties on
each point along the free energy profiles are typically less than about 7 meV. While
the free energy profile with classical nuclei (pink line, circles) is a close match to
the underlying optPBE-vdW potential energy curve (a), the inclusion of quantum
nuclear effects (black line, crosses) very significantly lowers the free energy bar-
rier to chemisorption to about 20 meV. The radius of gyration for the path-integral
ring-polymer is shown in (c). This is decomposed into lateral (x,y) and normal (z)
components relative to the surface plane.
75
estimate the ZPE effects on the barrier by taking the difference between the sum of
the real-valued vibrational frequencies at the transition state and in the physisorbed
state. The ZPE in each state is computed using vibrational modes from the finite
displacement method on the fully relaxed classical structure. This analysis reveals
that ZPE effects actually increase the barrier by about 40 meV. A small increase in
the barrier is to be expected since the lateral motion of the H atom becomes more
constrained as it approaches the surface, and is consistent with previous calculations
for H adsorption on pyrene [24].
As ZPE cannot account for the reduced free energy barrier obtained from
PIMD, it is constructive to consider how the H atom tunnels in more detail. To
this end we start by examining the spread of the path-integral ring polymer at differ-
ent heights above the surface. We do this first by aggregating all the bead positions
along our MD trajectory for different heights of the centroid above the surface as
shown in Fig. 5.2. This shows that for a centroid height of 3.5 A˚ there is a rather
broad spread of bead positions, with the beads slightly more spread out in the direc-
tion of the surface normal than in the lateral directions (Fig. 5.2(a)). However, close
to the transition state at a height of 2 A˚ there is a large spread of the beads in the z
direction. This is shown in Fig. 5.2(b), where at this height it can also be seen that
some of the beads already appear to be interacting chemically with the graphene.
Some lateral squeezing of the beads at the classical saddle point can also be seen.
In the fully chemisorbed state (Fig. 5.2(c)) the beads are pulled together producing
a much narrower distribution due to the strength of the C−H chemical bond.
A more quantitative measure of the delocalisation is obtained by computing
the radius of gyration (Rgyr) of the ring-polymer at each point on the quantum free
energy profile (Fig. 5.1(c)) using the equation,
(Rgyr)
2 =
N∑
i=1
(σ2x + σ
2
y + σ
2
z), (5.1)
where N is the number of PIMD beads and σx, σy, σz are the standard deviations of
the H atom beads in the x, y and z directions. Here we choose z to lie perpendicular
to the surface, x and y lie parallel to the surface plane. This gives us a quantitative
measure of the spread of the ring-polymer, and allows us to see the quantum char-
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Figure 5.2: Snapshots from PIMD calculations at 50 K for the ring-polymer centroid
constrained close to the physisorption well at 3.5 A˚ (a), at the transition state (TS)
at 2 A˚ (b), and unconstrained in the chemisorbed state at 1.5 A˚ above the graphene
sheet (c). The snapshots are an aggregation of bead positions for several hundred
PIMD steps. In (a) the beads are only slightly more spread out in the direction of the
surface normal than in the lateral directions. In (b) there is much more broadening
of the beads normal to the surface. Some of the beads are chemisorbed while others
are in the physisorbed state and there is slight lateral squeezing of the beads at the
height of the classical transition state. In (c) the beads are squeezed together in the
chemisorbed state due to the strong bonding with the surface.
acter of the H atom as it approaches the barrier. At a distance of ∼ 4 A˚ from the
surface the beads are quite spread out (Rgyr is about 0.5 A˚), more so in the perpen-
dicular direction (σz) because the underlying classical potential is pulling the beads
towards the physisorption well. There is a very slight reduction of σz at 2.7 A˚ be-
cause the beads are squeezed together by the physisorption well. Upon approaching
the chemisorption barrier (∼ 2.5 A˚) there is a dramatic increase in σz to 1.2 A˚, due to
spreading of the ring-polymer through the energy barrier towards the chemisorbed
state. This is a clear indication that the H is able to tunnel through the energy bar-
rier towards the chemisorbed state. As the centroid is brought closer to the surface
(< 2 A˚) the beads are compressed by the chemisorption well. From both Fig. 5.1(c)
and Fig. 5.2 it is clear the H atom is much “more quantum” in the physisorbed and
transition state than in the chemisorbed state. This is to be expected given the shape
of the underlying potential and so is not necessarily a surprising result. It is however
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a very clear demonstration of how differences in quantum effects can occur for such
relatively small geometric changes. In this case by simply moving the H atom∼ 1 A˚
closer to the surface from the physisorbed to the chemisorbed states the spread of
the path-integral beads is reduced and the wavefunction of the H atom is localized.
5.3.2 Effects of quantum tunnelling and dispersion on the rates
of chemisorption and H2 formation
We now briefly consider how the reduction in chemisorption barrier affects the rate
of H chemisorption on the surface. Of course, there are many methods to compute
transition rates (for example refs. [118, 198–200]), however here we are primarily
interested in a qualitative understanding of the effects of dispersion and tunnelling
and so rely on a basic transition state theory approach 2. From this we find that the
chemisorption rate across the 50 K free energy barrier is∼ 1000s−1, which increases
to 109s−1 when quantum nuclear effects are introduced via PIMD (Table 5.2). This
large increase in the rate for H chemisorption at graphene is comparable with the
increase in rate observed in related studies on the edge sites of PAHs [23, 24].
As discussed in the introduction, one of the motivations for this work was to
understand the formation of H2 at carbonaceous surfaces and molecules. It is under-
stood that there needs to be chemisorption of H atoms for this to be efficient at tem-
peratures above 30 K [180, 181]. Having established that the rate of H chemisorption
is in fact much greater than previously calculated, we now examine the H2 formation
process. To this end we explore the reaction of a chemisorbed H with a physisorbed
H. Previous computational studies – in which dispersion was not accounted for –
have found that the closely related process of a gas phase H atom recombining with
2For the potential energy barriers ∆E we use the expression Rphys-chem = A exp(−∆E/kBT )
where the prefactorA (∼ 1013 s−1) is computed by taking a ratio of the product of frequencies at the
initial (physisorbed) state with the product of frequencies at the transition state, within the harmonic
approximation. No rate is reported for PBE since there is no physisorption state for the H atom and
so no initial state frequency along the reaction coordinate. For the free energy barriers we compute
the rate from Rphys-chem = κa exp(−∆F/kBT ), where the attempt frequency κa (∼ 1012 s−1) is the
vibrational mode of the physisorbed H acting along the reaction coordinate.
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PBE optPBE-vdW optPBE-vdW optPBE-vdW
(MD, 50 K) (PIMD, 50 K)
Ephys (meV) 0 95 90 89
Barrier (meV) 203 [244] 87 [127] 66 16
κ (50 K) 10−21 10−10 10−9 10−3
Rphys-chem (s−1) - ∼ 100 ∼ 1000 ∼ 109
Table 5.2: Summary of some of the key properties for the physisorption and
chemisorption of H at graphene. Ephys is the energy of the physisorption well relative
to a gas phase (desorbed) H atom. The barrier is reported relative to the physisorbed
state or in the case of PBE, where there is no physisorbed state, to the gas phase
(desorbed) H atom. Values in square brackets are corrected for ZPE. The transition
probability κ is computed from the Boltzmann factor at 50 K. Rphys-chem is the rate
constant to go from the physisorbed to the chemisorbed state, computed from tran-
sition state theory at 50 K 2. The final column in which van der Waals and quantum
effects are all taken in to consideration is the most accurate data reported in this
article.
a chemisorbed H atom is barrierless [182, 190]. Here we find that the recombina-
tion between the chemisorbed and physisorbed H atoms is also barrierless. This
means that the chemisorption of H atoms is the rate-limiting step in the formation
of H2 at graphene, emphasizing the importance of an accurate understanding of the
chemisorption process on graphene.
5.3.3 Hydrogen at polycyclic aromatic hydrocarbons (PAHs)
The chemisorption of H at PAHs is a very popular and closely related model system
for studying the formation of H2 at dust grains [9, 10, 13, 15, 17, 23, 24, 185, 193,
201]. It is already known that quantum tunnelling facilitates chemisorption at the
outer edge sites of small PAHs [24], however an understanding of chemisorption at
the core sites is vital in generalizing this to larger PAHs and carbonaceous materials.
Here we compute the barrier for a H atom to chemisorb at one of the core C atoms
79
(a)
(c)
(b)
-5
-4
-3
-2
-1
0
1
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
E
ne
rg
y
(e
V
)
Sum of H-atoms total displacement (A˚)
Figure 5.3: Total energy profile for the recombinative desorption of two H atoms
from a chemisorbed and physisorbed state, computed with the optPBE-vdW func-
tional. The line is computed by taking a cubic spline using the forces computed from
DFT. Snapshots of the initial state, intermediate state and final states are shown pic-
torially as (a), (b) and (c) respectively. The final point on the profile corresponds to
a H2 height of about 3.9 A˚ above the graphene sheet.
of coronene again using the PBE and optPBE-vdW exchange-correlation function-
als. Overall the results obtained are consistent with those on graphene. With PBE
there is a chemisorption barrier of about 230 meV, a chemisorption state of about
670 meV, and no physisorption state. Using optPBE-vdW there is a physisorption
well of 88 meV at 2.85 A˚ from the lateral plane of the coronene molecule. The
chemisorption energy is increased to 730 meV and the chemisorption barrier is re-
duced to 140 meV, relative to the physisorption state. Thus again we find that ac-
counting for dispersion forces introduces a physisorption minimum and reduces the
chemisorption barrier.
To include quantum nuclear effects on this system we use the HQTST (in-
stanton) method on an analytical one-dimensional potential (Fig. 5.4, solid green
line) fitted to the underlying potential from optPBE-vdW. This is an alternative and
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more economical Feynman path-integral based method which computes quantum
tunnelling by the spread of beads over the barrier. The spread of the beads into
the wells either side of the potential barrier to lower their energy is in competition
with the mass and temperature dependent springs connecting the beads in a ring-
polymer. Before using instanton theory on coronene we verified that on graphene
very similar results were obtained to those from PIMD. This is shown in Fig. 5.4(a),
where an instanton quantum energy barrier of ∼ 20 meV is obtained, comparable
to the quantum free energy barrier obtained from PIMD. The results from the in-
stanton calculation on H at coronene (Fig. 5.4(b)) reveal a picture similar to the
one that emerged on graphene: the quantum free energy barrier is about 50 meV
relative to the physisorption well, substantially lower than the 140 meV potential
energy barrier (including dispersion). This is slightly higher than for chemisorption
at graphene because the barrier at coronene is slightly wider and higher. Thus on
a model PAHs, as well as graphene, quantum effects and dispersion dramatically
increase the probability of covalent C−H bond formation at low temperatures.
5.4 Conclusions
We have applied various state of the art simulation methods to better understand the
formation of H2 at graphene and coronene. The most striking result to come from
this study is that quantum nuclear effects and dispersion work together to dramati-
cally increase the likelihood of H atoms chemisorbing on graphene and at the core
sites of PAHs. This shows that the role of quantum nuclear effects in the hydrogena-
tion of carbonaceous surfaces is much greater than previously thought, and not just
restricted to the edge sites of small PAHs where the barrier is lower [23, 24, 185].
This result is particularly relevant to low temperature H2 formation since we have
also shown how a gas phase (or physisorbed) H atom can react with the chemisorbed
H in a barrierless recombination process to produce H2. STM and DFT studies by
Hornekær et al. [11] and Rougeau et al. [191] determined that once a single H atom
has chemisorbed the barrier for subsequent H atoms to chemisorb locally is much
smaller. Considered in concert with our findings this therefore facilitates the low
temperature hydrogenation of large regions of graphene.
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50 meV barrier
20 meV barrier
(a)
(b)
Figure 5.4: Plots of the heights and energies of the path-integral beads from instan-
ton (HQTST) calculations at 50 K for H at graphene (top) and coronene (bottom).
The solid green lines show the fit to the underlying optPBE-vdW potential energy
curve. The instanton path-integral beads are shown as red dots. The average of these
beads (the centroid, shown as a black cross) gives the HQTST free energy barrier.
The structure of the H/coronene adsorption system is shown in the lower panel. The
carbon atoms drawn in red are the core atoms, where we consider chemisorption in
this work.
A proper account of quantum nuclear effects yields a significantly lower free
energy barrier to H chemisorption and our analysis reveals that this is due to quan-
tum tunnelling since ZPE effects actually slightly increase the chemisorption bar-
rier. The use of PIMD in particular has enabled us to examine in detail the quantum
nature of the H atom as it approaches the surface, revealing that the quantum be-
haviour of a H atom changes dramatically at different heights above the surface.
This is most clearly seen in Fig. 5.2 where we see that upon approaching the surface
the H goes from being quantum mechanically spread out in the physisorbed state to
being highly localized in the chemisorbed state, via the classical saddle point where
the H atom spreads out by about 1 A˚ normal to the surface. Clearly the location of a
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particle at a surface has a direct effect on the amount of quantum mechanical spread,
hence the importance of a quantum mechanical description of the system.
In this study we have improved upon the standard GGA (PBE) description of
H atom adsorption by making use of the recently developed optPBE-vdW func-
tional. The reduction in the barrier when including dispersion forces predicted here
is also consistent with a recent DFT-D3 study on coronene where a decrease of the
chemisorption barrier from 250 meV to 190 meV was found [9]. These small dif-
ferences between the approaches used here and DFT-D3 only serve to highlight that
the calculation of accurate adsorption energies for atoms and molecules on surfaces
is currently a major challenge for modern electronic structure methods [156]. The
vdW-DF based exchange-correlation functional used here predicts a physisorbed
state and for several selected systems examined predicts adsorption energies in bet-
ter agreement with the reference values than PBE [50, 53, 202]. It is, of course, un-
clear what the “exact” potential energy barrier is and how close optPBE-vdW comes
to it. Indeed it would be very interesting to explore the chemisorption process with
more sophisticated theoretical methods than used here, such as e.g. diffusion quan-
tum Monte Carlo, but this is beyond the scope of the current study (see appendix E).
Aside from theory, there is also much scope for improving our experimental under-
standing of this system. Previous molecular beam studies have been performed (at
room temperature and at 150 K) which places the barrier in the 25–250 meV range
[184, 203]. Building on this work with a detailed study employing a range of inci-
dent energies (e.g. 20–300 meV) at range of temperatures for both H and D would
be instrumental in determining the chemisorption barrier as well as the presence of
a quantum isotope effect.
We have focused on the recombination of H2 at graphitic surfaces, however the
findings here are also relevant to graphane production. Our results suggest that the
chemisorption of a first H at carbonaceous materials is easier than previous theoret-
ical studies have anticipated. At higher temperatures than considered here the free
energy barrier to chemisorption will increase as the H atom behaves more like a clas-
sical particle. We expect this will be useful for those developing kinetic models of
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H2 formation at carbonaceous surfaces, which can include preferential chemisorp-
tion, evaporation of the physisorbed states, and surface temperature. Finally this
work outlines the general necessity to use a combined quantum mechanical and dis-
persion treatment for surface processes involving H, which has only become possi-
ble in recent years due to improved methods for dispersion in DFT and the resources
for large PIMD simulations.
84
Chapter 6
Can tunnelling cause proton transfer
in ice Ih?
Abstract
Recent quasielastic neutron scattering experiments [L. E. Bove et al. Phys. Rev.
Lett., 103, 4 (2009)] provided some evidence of a concerted proton transfer event
around an ice hexamer within ice Ih. The experiments were done at temperatures
between 5 K and 260 K and estimated a transfer rate of about 2.7× 1011 s−1. Using
calculations based on the density-functional theory coupled with the nudged elastic
band method we attempt to provide insight into the dynamics of a possible quantum
mechanical tunnelling event in this system. Searches for a path for proton tunnelling
around an ice hexamer all reveal barriers much too high to give any agreement with
the high rate from experiment. On the other hand we find that trapped Bjerrum
defects could potentially anneal out of ice at low temperatures mediated by quantum
mechanical tunnelling. We calculate a rate for this process of approximately 106 s−1.
6.1 Introduction
Water ice is a commonly studied system due to its abundance on Earth, and its im-
portance to terrestrial and planetary chemistry. In perfect ice Ih each water molecule
is H-bonded to neighbouring water molecules in a distorted tetrahedral structure.
This arrangement of water molecules in ice gives rise to a hexagonal symmetry, cor-
rugated up-down to form a bilayer structure. There are six distinct orientations of
a water molecule in such a H-bonded network, which leads to ice Ih being proton
disordered [204]. The protons sit in a symmetric double-well potential between the
two oxygens, with a hop distance of about 0.75 A˚ between the well minima.
It was discussed in the previous chapters how the low H mass means it is capa-
ble of overcoming certain energy barriers by tunnelling through them. Of particular
interest here is the symmetrization of H-bonds in ice, which has been proposed for
both water overlayers on the 111 facet of some transition metals [56], and also in
high pressure ice [65]. This is discussed in section 4.1, but the important point is
that upon reducing the O−O distance in ice Ih quantum effects can lead to a sharing
of the proton along the H-bond. While this is important, it only shows the possibility
of proton transfer and sharing in ice under special conditions, such as much higher
pressures than normally encountered.
The recent experimental work by Bove et al. [77] was interpreted as providing
evidence of a concerted proton transfer event in ice Ih (and Ic) at temperatures be-
tween 5 K and 260 K (5 K and 160 K for Ic). They estimate that roughly 4% of the
protons in the ice sample are involved in the transition, which corresponds approx-
imately to the number of ordered loops (where hydrogens occupy the equivalent
site around the hexagonal loop, i.e. 1/32 – see Fig. 6.1). A proton jump distance
of 0.75 A˚ was suggested from a fit of the Q-value dependence of the quasielastic
incoherent structure factor (QISF) to the model double-well potential for a powder
sample, and the rate of 2.7 × 1011 s−1 was extracted from the half width at half
maximum of the quasielastic contribution to the intensity. The effect was assumed
to be related to proton disorder, since the transition occurs in ice Ih and Ic, but not
with ice VIII.
The prospect of a quantum mechanically mediated concerted proton transfer
commonly occurring in a material as ubiquitous as ice Ih is very interesting, how-
ever it is not clear how such an event can be possible, particularly at the high ex-
perimental rate reported. Here we look for plausible transitions compatible with the
hypothesis made by Bove et al. of proton tunnelling around an ice hexamer. Due
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Figure 6.1: Example of one ordered loop ice hexamer. Note how all the hydrogen
atoms around the ring occupy the same site, enabling a concerted proton transfer of
six hydrogen atoms. The chance of any ice hexamer being ordered is 1/32.
to the very high rate they report, the most interesting transitions will have a very
low barrier and very little oxygen movement. Considering both direct translation of
the protons and rotations of the water molecules, the concerted and non-concerted
tunnelling of six protons around a hexamer are found to be very unlikely due to the
high barriers involved. This places doubt on the experimental findings, and more
experiments are needed to determine is such proton transfer events are really pos-
sible. We therefore present the tunnelling assisted annealing of Bjerrum defects as
an alternative possible transition since the DFT predicted barriers are smaller, and
oxygen movement is minimal. The barrier for a single Bjerrum defect to anneal
is approximately 120 meV, which gives a rate from WKB of around 106 s−1. We
suggest that tunnelling could be a mechanism for the annealing of isolated Bjerrum
defects in ice, and that this may be the effect observed in the experiments by Bove et
al.
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6.2 Methods
The DFT calculations used the VASP [144–147] code. PAW potentials [159] were
used and wavefunctions were expanded in terms of a plane wave basis set with a
cutoff energy of 415 eV. The PBE [95] exchange-correlation functional was used
throughout. The ice was represented by 48 water molecules (18 ice hexamers). The
lattice constants a and c of our simulation cell are set to agree with experiment [205],
c/a = 1.628. Sampling of reciprocal space was done using a 1× 1× 2 Monkhorst-
Pack k-point mesh [111]. These choices of cutoff energy, and k-points were made
after an extensive set of convergence tests which focused specifically on minimising
the error in the lattice energy per water molecule. These tests established that the
lattice energy per water molecule obtained with 4 × 4 × 8 k-points and a cutoff
energy of 1000 eV was only 3 meV away from the chosen computational setup (see
Table 6.1). The lattice energy of 0.669 eV obtained here is within 30 meV of the
value determined by Feibelman [206, 207] using the PBE exchange-correlation with
the VASP code, the difference we account to the choice of lattice parameters for our
ice structure.
We ran benchmark calculations on an isolated ice hexamer using the second
order Møller-Plesset perturbation theory (MP2) method [208] as implemented in the
Gaussian 03 code [209]. Calculations used the aug-cc-pVTZ basis set, which is large
enough to give accurate relative energies between different hexamer configurations
[166].
6.3 Results
In this work we start by considering a direct transition, involving proton transfer
from one oxygen to the next around a single ice hexamer within the ice structure.
This requires the breaking of covalent bonds. Then we consider various concerted
rotations of the water molecules which only involve the breaking of H-bonds.
First we consider the most intuitively simple concerted proton transfer possi-
ble in ice Ih: the direct hopping of a hydrogen along the H-bond per each water
molecule within a single hexagon of ice. A concerted proton transfer process of six
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k-point mesh Cutoff energy (eV) Lattice energy / H2O (eV)
1× 1× 2 300 -0.666
400 -0.671
415 -0.669
500 -0.665
600 -0.665
700 -0.665
4× 4× 8 1000 -0.672
Table 6.1: Convergence of the lattice energy per water molecule of our ice struc-
ture with respect to increasing the k-point mesh density and the plane-wave cutoff
energy.
hydrogens in a hexamer of ice is identified, involving large movement of the water
molecules and a high barrier of 900 meV (600 meV when ZPE is included). In the
first stage of the transition we find that the hexagon shrinks (the O−O bond length
reduces from 2.74 A˚ to 2.48 A˚) decreasing the proton transfer barrier height and
width, until the protons are able to hop to their neighbouring oxygen atom. Finally
the hexagon returns to the equilibrium size. These stages are shown in Fig. 6.2,
and the corresponding energy profile for this transition path is shown in Fig. 6.3.
The ZPE effects on the barrier height are included approximately by considering
the difference between the harmonic frequencies at the IS and the TS. A regular
GGA such as PBE will often underestimate the barriers involved in the breaking of
covalent bonds due to self-interaction errors [210]. For this reason we used MP2 to
benchmark the barrier height by comparing the barrier for an equivalent concerted
proton transfer process for a single gas phase cyclic hexamer with PBE and MP2.
The PBE barrier was 400 meV less than MP2, which suggests the PBE barrier in ice
is underestimated by a similar amount. Along this MEP for the direct proton trans-
fer there is a lot of oxygen movement, so we checked the barrier with fixed oxygens
however this resulted in a very high barrier (3 eV). It is clear that tunnelling will not
be likely along these paths (it is simple to see this by applying the WKB approxi-
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Figure 6.2: Concerted transfer of 6 protons in a loop. The arrows indicate the breath-
ing motion of the ring. The transition process here consists of three steps: squeezing
of the ice hexamer, a hopping of the hydrogens and the ice hexamer expanding to its
original size again. The initial O−O distance is about 2.74 A˚. The MEP follows the
minimum frequency mode, which promotes movement of the heavier oxygen ions.
As such the O−O distance decreases down to about 2.48 A˚. After the protons hop
across the barrier the hexagon relaxes to the final state.
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Figure 6.3: The MEP energy profile for the classical direct proton transfer as shown
in Fig. 6.2. This is generated from a NEB calculation using 16 images interpolated
by a cubic spline. The energies here are classical DFT energies not inclusive of ZPE.
Harmonic mode calculations suggest the ZPE would lower the energy of this barrier
by approximately 300 meV.
mation for tunnelling rate 1), so we consider other transitions.
1By including the ZPE contribution in the frequency mode of the hexamer compression (which
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The rotation of all the water molecules in a planar hexagonal ring is a sim-
ple transition which avoids the breaking of any O−H covalent bonds; instead two
H-bonds per water molecule are broken. To calculate the MEP for this simple con-
certed rotation the NEB method was used, with trial transition state as shown in
Fig. 6.4. The transition state moves away from the trial one, making the reaction co-
ordinate a domino-like sequential transition of one water molecule rotating before
the next one in the ring rotates. This leads to the temporary formation of a Bjerrum
LD defect pair [211] near the TS, which is an unstable structure due to repulsive
electrostatic forces, hence this process has an associated barrier of approximately
1 eV. To avoid the electrostatic repulsion of neighbouring H atoms at the transition
state we now consider another process where the water molecules rotate out of the
molecular plane.
Figure 6.4: The initial state (IS), trial transition state (TS) and final state (FS) in
the simple concerted rotation of the water molecules about the oxygen site. Each
water molecule simultaneously rotates in-plane around the oxygen site. In this figure
arrows indicate the rotation of one of the water molecules (for clarity only one set
of arrows is shown, the other waters rotate in an identical fashion).
Choosing a transition where the molecules rotate out of the hexagonal plane
is essentially the first step of the classical MEP) we can estimate the amplitude of the O-O distance
during this vibration. This gives a minimum O-O distance of 2.58 A˚. The barrier for the hydrogens
to subsequently tunnel is therefore reduced to 0.9 eV. Even this gives a rate much too low to be
considered here.
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leads to a process where only one H-bond is broken per water molecule in the hex-
amer. Due to the buckled bilayer structure of ice each H atom must only rotate
through about 120◦. The initial trial transition state for this is shown in Fig. 6.5.
Our NEB calculation shifts this transition to another domino effect transition with a
Figure 6.5: The concerted path for the out-of-plane (OOP) transition. The tunnelling
hydrogens move out of the hexagon plane, so the transition state corresponds with
temporarily filling the “gap” which results from the bilayer structure of ice. The
arrows in this figure indicate the path moved by each hydrogen (for clarity arrows
are only shown on three of the protons, in total six protons go through the same
transition).
barrier of about 1 eV. The barrier to break H-bonds calculated by DFT are usually
too large [212], so we once more use MP2 to check this barrier. Using a gas-phase
ice hexamer and comparing the energies of the initial state and transition state with
PBE and MP2 we find the PBE barrier to be higher by about 400 meV. This still
leaves a 600 meV transition barrier.
As a final attempt to find a reasonable concerted proton transfer we consider a
combination of Fig. 6.4 and Fig. 6.5, where half the molecules rotate in the plane
about the oxygen centre, and the other half flip out of the plane. This requires
the breaking of just one H-bond per water molecule and maintains a large H−H
distance throughout the transition, which should aid in preventing the large electro-
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static repulsion between the hydrogen atoms at the TS. The barrier calculated from
this transition is about 1.3 eV, and as with the previous rotation based transitions the
MEP involves a domino-like TS.
The transitions considered so far have been concerted and sequential transitions
involving proton transfer of hydrogens around a hexagonal ring in ice Ih. All of
these transitions have barriers which are too high to be reasonably considered as
a probable reaction coordinate for quantum tunnelling (even at much lower rates
than the 2.7 × 1011 s−1 reported by Bove et al. [77]). In addition nothing with a
0.75 A˚ jump length is observed. Discussions with the author revealed that their fit
to the quasielastic incoherent structure factor (QISF) involved two jump distances.
Although not discussed in their original publication this introduces a further two
free parameters in their model (the jump distance and the amplitude), giving a total
of four free parameters. Unfortunately this means the choice of jump distances 0.75
and 3.4 A˚ are not unique in their capacity to fit the experimental data. This puts the
jump distance of 0.75 A˚ into question (for more details see appendix F).
In light of this, and the lack of a facile concerted tunnelling event in ice Ih we
turned our efforts towards looking for the possibility of simpler transitions which
could give a noticeable quasielastic neutron scattering (QENS) signal. We consider
the annealing of a Bjerrum defect (Fig. 6.6) by quantum tunnelling. The structure
for the defect was motivated by the DFT-converged structure from de Koning et al.
[213].
We computed that the barrier for this defect to anneal is about 120 meV (see
Fig. 6.7). A quantum tunnelling event on this barrier would require the oxygens
move 0.36 A˚ and each hydrogen moves about 1 A˚. The ZPE contribution to this bar-
rier lowers it by 34 meV, and further slightly decreases the distance through which
the hydrogen and oxygen must tunnel. If we ignore oxygen movement and treat the
transition as the rotation of two hydrogens by about 60 degrees each about the oxy-
gen we can estimate a tunnelling transmission coefficient of approximately 10−4 s−1.
Coupled with a typical atomic frequency of 1013 s−1 we can suggest that tunnelling
will affect the rate of diffusion of Bjerrum defects in ice. It is possible that this
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Figure 6.6: The relaxed DFT structure obtained by optimising a typical Bjerrum LD
defect. This structure is 460 meV less stable than the fully relaxed ice Ih structure,
although the defect remains throughout the duration of our MD and PIMD calcula-
tions at 100 K and 300 K.
effect may have been observed in the QENS experiments by Bove et al., otherwise
it is likely that future experiments could be used to confirm this result.
6.4 Conclusions
We have used DFT and the NEB methods to compute the energy barriers for many
feasible proton transfer transitions around an ice Ih hexamer. All barriers we find are
much too high to give a rate in agreement with the recent work of Bove et al. [77].
We look beyond a simple proton transfer around the hexamer to other effects which
could be observed in a QENS experiment. In doing so we identify another transition
possible when there are Bjerrum defects present in an ice sample, as there is a much
lower barrier for these to anneal out than for them to form. The process for a single
Bjerrum defect to anneal is a simple rotation of the affected water molecule, with
a barrier of 120 meV. Using the WKB approximation we estimate a rate for this
process of about 109 s−1. It is possible that the experiments by Bove et al. were
observing the annealing of Bjerrum defects trapped in ice.
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Figure 6.7: The energy profile along the MEP for the diffusion of a Bjerrum defect
(as shown in Fig. 6.6) to ice Ih. The barrier is 120 meV, and the energy released by
such a transition is 460 meV. The black circular dots are the NEB images used in
the calculation and the smooth line a cubic spline interpolation of these using DFT
forces.
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Chapter 7
Summary and outlook
In this thesis various state of the art simulation methods have been used to study
well-defined systems, and add to our existing understanding of how dispersion and
QNEs affect hydrogen in materials.
DFT was used to study the flipping of a hydroxyl at Cu(110) between two
energetically degenerate configurations. A moderate barrier for this process of about
170 meV was identified, and the MEP computed by CI-NEB was found to contain a
lot of superfluous “wagging” of the oxygen atom. Since oxygen is relatively heavy
any reaction coordinate containing a lot of oxygen movement will be associated
with a low tunnelling probability, so instead the system tunnels along a separate
direct path connecting the initial and final states on the potential energy surface.
This is a phenomena known in the literature as corner-cutting of the MEP [152].
While it is easy to predict corner-cutting in a simple 2-dimensional transition just
by visualising the possible reaction coordinates, in higher-dimensional systems this
presents a larger challenge. Very recently methods to optimise tunnelling paths have
been developed, and these will certainly be useful in the future [75, 214].
H-bonds are very important due to their prevalence in some of the most im-
portant substances, particularly DNA and water. As such there has been ongoing
work to fully understand the nature of H-bonds in different situations. Chapter 4
presents a systematic study of the effects of dispersion, temperature and QNEs on
the (H2O)2/Cu(110) adsorption system. This is the smallest H-bonded water cluster,
but it’s also a system which can be probed experimentally and for which quantum
tunnelling is thought to play a role [4, 7, 157]. The simulations showed that the
strength of the H-bond in the adsorbed water dimer weakens when QNEs are in-
cluded with the PIMD method, which is compatible with the recent predictions of
Li et al. [55]. Dispersion increases the adsorption energy of the dimer, although it
does not change the energetic ordering of different adsorption structures. A simple
facile H-bond donor-acceptor interchange of the form suggested in [7] is not iden-
tified, and so a conclusive interpretation of the fuzzing present in the STM images
measured by Kumagai et al. [4] remains a question for future work. Similarly a
full understanding of the H-bond donor-acceptor interchange process will require
a combined experimental and theoretical study on many different transition metal
surfaces. In particular different surfaces will lead to different heights of the donor
and acceptor water molecules, so it is important to understand what effect this has
on the rate.
The roles of QNEs and dispersion on a chemisorption barrier were considered
in chapter 5. The chemisorption of H at graphene is thought to be a precursor to the
formation of H2 in space, an important process within the fields of astrophysics and
surface science. Traditional DFT calculations predict a barrier for this of around
200 meV which is too high to allow H chemisorption at the low temperatures of
the interstellar medium. Our first finding is that dispersion (included via the vdW-
DF) reduces the height of this barrier and produces a physisorption state. Since this
barrier is lower and narrower than the traditional DFT barrier there was reason to
believe QNEs, especially tunnelling, would be enhanced. QNEs were examined by
comparing the classical free energy barrier with the quantum free energy barrier,
both computed using the potential of mean force at 50 K. The physisorption state
was shifted slightly (0.3 A˚) away from the graphene sheet, and the quantum free
energy barrier was significantly decreased. Further examination of the spread of
the path-integral ring-polymer revealed this was due to the H tunnelling through the
chemisorption barrier. The implications of this are significant. First H2 formation
in space may be easier than first thought since the chemisorption of H at carbona-
ceous materials is thought to be the rate limiting step in the process. Furthermore
this suggests that the hydrogenation of graphene to produce band-gap tunable semi-
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conductors may be easier. Calculating accurate physisorption energies is currently
a major challenge, and we cannot expect the vdW-DF exchange-correlation func-
tionals we used here to give the exact chemisorption barrier. It would be helpful to
use, for example, the random phase approximation (RPA)[215] or diffusion quantum
Monte Carlo (DMC), however this is beyond what we can do at present due to the
computational challenge and the need to have a transition state structure very close
to the true RPA or DMC transition state. Once an accurate estimate of the barrier
is known it would be worthwhile to obtain an accurate value for the transition rate
with a fully converged ring-polymer chain. A method such as ring-polymer molec-
ular dynamics [64, 75] is ideal for this as it works well for asymmetric potentials,
and includes recrossing of the barrier.
Motivated by experimental findings [77] we searched for possible proton quan-
tum tunnelling events in ice Ih. All the barriers identified were too large for quantum
tunnelling to be significant, although it is plausible that Bjerrum defects could an-
neal at low temperatures due to tunnelling. We have presented one issue with the
experimental interpretations in appendix F, and as a result of this argue that more
experiments need to be conducted to identify possible proton transfer events.
In this thesis we have made some progress in furthering the understanding of
how quantum tunnelling can be important for hydrogen and H-bonds in materials.
This work also outlines the general importance of a thorough combined treatment
of both van der Waals dispersion and QNEs in systems where they are likely to
be significant, for example the dissociative adsorption of molecules at surfaces (an
important step in heterogeneous catalysis). There is a lot more work to be done to
understand these effects in general, and we have highlighted further research that
would be particularly useful in the near future.
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Appendix A
Effect of the DFT-D3 damping
function on the chemisorption barrier
A recent paper utilizing the DFT-D3 scheme observed a reduction in the height of
the barrier [9] for a H atom to chemisorb at coronene. This is interesting, as it
gives reasonable agreement with our results on H both at coronene and at graphene
computed with the vdW-DF method. Here we demonstrate how the choice of the
damping function, and damping parameters, in DFT-D3 affects the height of the
barrier. The general form of the DFT-D3 dispersion correction energy term is,
Edisp = −1
2
∑
A 6=B
s
CAB6
R6AB
fdamp(RAB), (A.1)
where s is a functional dependent scaling factor, CAB6 and RAB are the dispersion
coefficients and internuclear distances of atomic species A and B. The damping
function fdamp is responsible for Edisp diverging as RAB goes to zero. There are two
main damping functions used in DFT-D3. The first, which was used in the origi-
nal DFT-D3 [106], reduces the dispersion correction to zero at very short distances
(damping-to-zero). The second damping function, developed by Becke and Johnson
(BJ) [216], reduces the dispersion energy to a constant non-zero value as RAB → 0
(see equation A.2).
Edisp =
1
2
∑
A 6=B
s6
CAB6
R6AB + (f(R
0
AB))
6
+ s8
CAB8
R8AB + (f(R
0
AB))
8
, (A.2)
with
f(R0AB) = a1R
0
AB + a2, and R
0
AB =
√
CAB8
CAB6
. (A.3)
The parameters a1 and a2 affect the steepness and position of the damping respec-
tively, and these are determined from a fit to higher order data for noncovalent
interactions[217]. Switching from damping-to-zero (original DFT-D3) to BJ damp-
ing reduces the chemisorption barrier relative to the physisorption well by 22 meV.
We also tried making small changes to the damping function parameters (a1,2) and
found that while these gave a relatively small change in the physisorption energy
they yielded a significantly larger change to the chemisorption barrier (Fig. A.1).
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Figure A.1: The energy profile for a H atom approaching a coronene molecule at
a carbon atom top core site computed with PBE and DFT-D3 with several different
choices of damping function.
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Appendix B
Comparison of vdW-DF
exchange-correlation functionals and
cell size for H at graphene
The behaviour of each of the vdW-DF we considered here is very similar, with a
physisorption state predicted about 2.7 A˚ above the lattice and physisorption energy
approximately 100 meV. In particular optPBE-vdW and optB88-vdW give bind-
ing energies that are almost identical (the difference is 3 meV). The revPBE-vdW
functional gives a slightly weaker physisorption energy, consistent with revPBE ex-
change being more repulsive at close range and the least binding in the physisorbed
state [52]. Upon considering unit cells from 3 × 3 to 6 × 6 we find essentially no
dependence of the physisorbed energy on the size of the cell (Table B.1). Similarly
we tested the dependence of the chemisorption barrier relative to the physisorption
well on the cell size. Going from a 3× 3 cell to a 5× 5 cell gives a 10 meV increase
in the barrier height using the optPBE-vdW exchange-correlation functional, or a
6 meV increase in the barrier height using the revPBE-vdW exchange-correlation
functional.
The binding energy profiles using each of the exchange-correlation functionals
are shown in B.1. The chemisorption barrier relative to the physisorption well with
optPBE-vdW, optB88-vdW and revPBE-vdW are 87 meV, 86 meV and 135 meV
respectively.
Supercell size optB88-vdW optPBE-vdW revPBE-vdW
3× 3 95 98 81
4× 4 95 98 81
5× 5 96 99 81
6× 6 96 99 79
Table B.1: The energies (in meV) of the physisorbed state above a graphene sur-
face computed for different supercell sizes and for different vdW-DF exchange-
correlation functionals. The physisorption energy of the hollow, top, bridge and
interstitial sites are equal (within 1 meV), so only the binding energy at the top site
is shown here.
Figure B.1: Binding energy profile for a single H atom calculated with several vdW-
DF and GGA based exchange-correlation functionals on a 3 × 3 cell. The CI-NEB
method was used and the energies presented are relative to the completely desorbed
hydrogen atom and clean graphene sheet. There is no physisorbed state present with
PBE. The PBE calculations give a barrier of 0.2 eV, whereas methods which include
dispersion give lower barriers (around 0.1 eV). The drawings show the geometries
of the chemisorbed and physisorbed states. The lines connecting the data are drawn
using a cubic spline interpolation.
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Appendix C
Converging the number of
path-integral molecular dynamics
beads for H at graphene
To find out how many beads are necessary to obtain an accurate potential of mean
force from PIMD, while not wasting computational resources we performed bench-
mark calculations with 8, 16 and 32 beads. First we tested the length of the ring-
polymer (Table. C.1). Then we checked that force on the constrained centroid is
comparable (Fig. C.1). We find the length of the ring-polymer is within 0.06 A˚, and
the force on the centroid of the H atom is similar for 8, 16 and 32 beads.
Beads Ring-polymer length (A˚)
8 0.95
16 0.89
32 0.98
Table C.1: The ring-polymer chain lengths (in A˚) for PIMD calculations with the
centroid constrained at 2.25 A˚ above the graphene surface for 8, 16 and 32 beads.
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Figure C.1: The force on the centroid of the ring-polymer for both 8, 16 and 32
beads for the centroid position constrained at a height of 2.25 A˚ above the graphene
surface.
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Appendix D
Convergence of the number of
HQTST beads for H at graphene
The convergence of the instanton (HQTST) calculations with the increasing number
of the path-integral beads is shown in Table D.1. We used 200 beads in our calcula-
tions, which is extremely well converged relative to our reference calculations with
1000 beads.
Beads Centroid energy (eV) Ring-polymer length (A˚)
100 0.0222 1.282
200 0.0223 1.286
1000 0.0223 1.287
Table D.1: The centroid energies (in eV) and ring-polymer chain lengths (in A˚) for
HQTST calculations on the optPBE-vdW barrier for 100, 200 and 1000 beads.
Appendix E
Transition state puckering of C atom
effect on barrier height
If we were to do a DMC calculation on the height of the barrier we would need
to use a structure taken from another method, e.g. DFT-PBE. However it is very
unlikely PBE and DMC share the exact same transition state structure. Here we
demonstrate that small perturbations to the puckering of the top-site carbon at the
transition state give rise to large changes in the height of the chemisorption barrier
(Fig. E.1), and so it is unsuitable to use the PBE structure in this case.
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Figure E.1: The height of the chemisorption barrier for a single H atom to chemisorb
at graphene for different puckering heights of the top-site carbon atom at the tran-
sition state. The barriers are calculated with PBE relative to a completely desorbed
H atom at a flat graphene sheet. The point at 0.15 A˚ puckering and 0.2 eV barrier
corresponds to the lowest energy PBE transition state.
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Appendix F
Discussion of the experimentally
proposed jump distance
The authors Bove et al. [77] argued that the proton jump distance was about 0.75 A˚
based on a fit of the integrated intensities from the QISF to the double well potential
for a powder sample,
C(Q, T ) = 2C(T ) [1− sin(Qd)/Qd] , (F.1)
where C(T ) is the product of the occupation numbers of the two sites which are
separated by a distance d. I attempted to repeat the fitting by Bove et al., how-
ever the form of the plot in Fig. 3 from [77] does not match the shape of Eq. F.1.
From e-mails with the primary author I found that the actual equation used to fit the
integrated intensities was,
C(Q, T ) = a1 [1− sin(Qd1)/Qd1] + a2 [1− sin(Qd2)/Qd2] , (F.2)
where there are now two jump distances d1,2 and two intensities a1,2. From this
equation Bove et al. determined jump distances of d1 = 0.75 A˚ and d2 = 3.4 A˚,
however 3.4 A˚ is an extremely large distance for a H atom to tunnel. Furthermore
there are four free parameters in Eq. F.2, and so the values for d1,2 given by Bove et
al. are not necessarily unique. A comparison of the fits using Eq. F.1 and Eq. F.2
at 5 K are given in Fig. F.1, using the jump distances above with intensity factors
a1 = 0.05 and a2 = 0.015.
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Figure F.1: The red (solid) line is the fit as presented in ref. [77] using Eq. F.1,
however comparing to Fig. 3 in the same paper it is clear this fit doesn’t not match
the data. The green (dashed) line is the fit using Eq. F.2, which is the equation they
actually used to fit their experimental data at 5 K.
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