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The author is indebted to Mr. L. Silverman for communicating to the 
author a counterexample to the “only if” part of the statement of Theorem 4 
(and hence its dual, Theorem 3) of the above paper [J. Math. Anal. Appl. 
10 (1965), 442-4491. The phrase “and only if” in these theorems and the 
corresponding “proof of necessity” on page 447 are to be deleted and replaced 
with the following: 
Assume, for convenience, that all coefficients in the system (1) belong to 
C”. Then we have 
THEOREM 5. Let p = 1 in (1). Th en a necessary condition for (1) to be 
difierentially controllable on an interval I is that the elements of the vector 
@(t, , *) G(e) be linearly independent over I and, in addition, satisfy a linear 
differential equation defined on a nondegenerate subinterval J of I with no sin- 
gularities on J. 
THEOREM 6. Let r = 1 and u = 0 in (I). Then a necessary condition 
for (1) to be differentially observable on an interval I is that the elements of the 
vector H(a) ~#$a, to) be linearly independent over I, and, in addition, satisfy a 
linear di$fkential equation defined on a nondegenerate subinterval J of I, with 
no singularities on J. 
PROOF OF THEOREM 5. Since by Theorem 1, the elements of @(to , .) G(.) 
are linearly independent on every subinterval of I, their Wronskian W(.) 
cannot vanish identically on any nondegenerate subinterval of I [l]. Hence 
there exists a point t’ ~1 such that W(t’) f 0. But, because of smoothness 
assumptions on the coefficients of (l), W(m) is a continuous function of t. 
Hence there exists a maximal open neighborhood of t’ on which I$‘(.) does 
not vanish. Let this neighborhood be J. Then W(t) # 0, t E J, and by a well 
known result from linear differential equations [2] one can explicitly con- 
577 
578 CORRECTION 
struct a linear differential equation defined on J, having no singularities on J, 
for which the elements of @(to , .) G(.) arc the solutions. Q.E.D. 
The proof of Theorem 6 follows analogously. 
REMARKS. (i) In actuality, by the first statement of the proof of Theo- 
rem 5, there will be a (possibly countable) number of separated subintervals 
]CZ of the type described in the theorem. These cannot, in general, be 
extended beyond those points at which the Wronskian W(.) vanishes. In some 
cases, however, it is possible to extend the interval of definition of the linear 
differential equation of the theorem so that it is defined on I; but then the 
equation will have singularities on Z. 
(ii) It is apparent, on the basis of this discussion, that the sufficiency 
conditions given in Theorems 3 and 4 can be weakened so that the differential 
equation in those theorems can have (possibly countable many) singularities 
(points where det A,tt) = 0) on I. 
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