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Abstract
The paper has four goals. First, we want to generalize the classical concept of the branching
property so that it becomes applicable for historical and genealogical processes (using the coding of
genealogies by (V -marked) ultrametric measure spaces leading to state spaces U resp. UV ). The
processes are defined by wellposed martingale problems. In particular we want to complement the
corresponding concept of infinite divisibility developed in [GGR19] for this context. Second one of
the two main points, we want to find a corresponding characterization of the generators of branching
processes more precisely their martingale problems which is both easy to apply and general enough
to cover a wide range of state spaces. As a third goal we want to obtain the branching property of
the U-valued Feller diffusion respectively UV -valued super random walk and the historical process on
countable geographic spaces the latter as two examples of a whole zoo of spatial processes we could
treat. The fourth goal is to show the robustness of the method and to get the branching property
for genealogies marked with ancestral path, giving the line of descent moving through the ancestors
and space, leading to path-marked ultrametric measure spaces. This processes are constructed here
giving our second major result. The starting point for all four points is the Feller diffusion model,
the final goal the (historical) super random walk model.
We develop a framework covering above situations and questions, leading to a new generator
criterion. The state spaces suitable here are consistent collections of topological semigroups each
enriched with a collection of maps, the truncation maps. All objects are defined on the state space
of the process. The method allows to treat every type of population model formulated as solution
to a wellposed martingale problem. This framework in particular includes processes taking values in
the space of marked ultrametric measure spaces and hence allows to treat historical information and
genealogies of spatial population models and/or multitype models once genealogies are coded this
way.
We use this approach to analyze in particular the U-valued Feller diffusion, various levels of
genealogies in spatial models i.e. location-marked versions of the former (as super random walk)
and historical spatial branching processes or as a main point a new model (ancestral path-)marked
genealogical super random walk. This is a prototype of a situation, where historical information
sits in the mark more specifically, which may contain information on the ancestral path. Another
example is a multitype population, more specific with genetic types under mutation. We get here the
most general model for genealogies of spatial populations in our coding. It exhibits all possibilities
for obstacles we may face for the branching property which shows the robustness of the method.
As method of proof for the branching property in these new examples, as the U-valued Feller diffu-
sion or UV -valued super random walk and processes of this type, we work with a time-inhomogeneous
martingale problem and Feynman-Kac duality to verify that the setup of the criterion is applicable.
Keywords: Branching property, generator criterion, genealogical processes, historical processes,
ancestral path marked genealogies, processes with values in marked ultrametric measure spaces,
genealogical super random walk, ancestral path, processes with values in semigroups.
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1 Introduction
The problem Branching processes are one of the most important and best-studied class of stochastic
processes covered in many books, starting with Harris [Har02] and Athreya and Ney [AN72] and later
including spatial models [Daw93] and [Eth00]. However new questions and aspects keep arising, con-
cerning in particular the evolution of genealogies and histories in such branching models, as we shall see
below in detail. The key point of this work is to define and get criteria for the ”generalized branching
property” in the face of new types of processes describing genealogies or histories in spatial population
models, some of which are introduced here, others are well known in the literature.
The focus has now shifted to historical and genealogical information on the population as objects
of interest in its own right. It is also a tool to understand the behaviour of population sizes or type
frequencies in spatial models, see for example [Nev86],[Ald91a], [NP89], [LG89], [LG93], [LG99], [DLG02],
or in another perspective [BLG00, BLG03, BLG05] to name a few examples for genealogies modeled as
labeled trees. Here also multitype models fit in, where individuals have genetic types which undergo
mutation.
We focus here on the description of genealogical information more in the spirit of the description via
historical processes [DP91] or R-trees [EPW06], by using here equivalence classes of (marked) ultrametric
measure spaces. The latter approach is developed in [GPW09], [DGP11], [DGP12] and [GPW13] and it
has been extended to branching in [Glo¨12, DG19b, GGR19]. For this approach there is a self-contained
and detailed survey, see [DG19a].
Genealogies and histories are two forms in which information about the past may sit in the present
state, for once in the ancestral relation ships of individuals (genealogies) or the marks as locations or
types (histories). For example take path in geographic space or path in type space, the latter storing
information on the genom. Both effects may require some care in order to still distill a generalized
branching property in that situation, which shows obstacles to the classical form of independence in the
further evolution of subpopulations with states storing information about the past.
The main goals of this paper are:
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• first to develop for a generalized branching property a suitable framework and formulation,
• second to find and prove an operator criterion for a process specified by a wellposed martingale
problem to check this property,
• thirdly to apply it to historical processes and evolving genealogies the latter coded in a specific way
namely as equivalence classes of ultrametric measure spaces, respectively their marked versions for
spatial and for multitype population models and
• fourth but not least, construct ancestral path marked genealogies, generalizing historical processes,
which we introduce here in a new coding and to use the criterion to verify the branching property.
Important examples for the typical structure of branching processes are continuous state branch-
ing processes [LG99], [Lam07] and measure valued branching processes [Daw93], [LJ91] or the historical
Dawson-Watanabe process [DP91]. The state spaces then are linear spaces, here Rd andMf (E), respec-
tively. Here E is a Polish space and Mf (E) is the space of finite measures on (E,B(E)). All branching
processes share the following characteristic branching property: given the state of the present popula-
tion, the states of sub-populations descending from different ”ancestors” in today’s population evolve
independently from each other. This has been formalized so far as follows.
The underlying state space S is a semigroup if it is endowed with the binary operation of addition
(of reals or measures, respectively). Suppose that X = (Xt)t≥0 is a Markov process with values in S.
The transition probabilities denoted by Pt, that is, (Ptf)(x) = Pt(x, ·)[f ] = E[f(Xt)|X0 = x] for
f ∈ bB(S), the space of bounded and measurable functions on S. The semigroup (Pt)t≥0 has the
branching property if
(1.1) Pt(x+ y, ·)[f ] = (Pt(x, ·) ∗ Pt(y, ·))[f ] , for all x, y ∈ S and f ∈ bB(S),
with ∗ the convolution. Then X is defined to have the branching property if (Pt)t≥0 has the branching
property.
If bB(S) contains a subset D of functions which are multiplicative w.r.t. the semigroup operation +
and D is separating laws on S, then (1.1) is already established if Pt(x + y, ·)[f ] = Pt(x, ·)[f ]Pt(y, ·)[f ]
for all x, y ∈ S and f ∈ D. Indeed, in some of the classical cases the branching property is related to the
form of the Laplace transform. In the second example above we have Xt ∈ S =Mf (E). With the help
of a time evolution operator Vs,t : bpB(E) → bpB(E), 0 ≤ s ≤ t, bpB(E) the non-negative, bounded,
measurable functions on E, the Laplace transform can be represented as (set 〈µ, f〉 = ∫ f dµ for every
µ ∈Mf (E) and f ∈ bB(E)):
(1.2) E[exp(−〈Xt, φ〉)|Xs] = exp(−〈Xs, Vs,tφ〉) , a.s.
Then (1.1) can be read of from this r.h.s. Clearly, for E = {1, 2, . . . , d} this includes Rd-valued processes.
Then first the question arises whether the processes describing features of the history or genealogies
of individuals of a “branching” population have an analogue property and structure. The problem being
that the present state contains information about the state at past times. In other words, can we define an
abstract generalized branching property dealing with this problem. This complements the investigation
of a concept of infinite divisibility for genealogical structures modeled as ultrametric measure spaces
which is resolved in [GGR19]. There a suitable concept applicable for this class of models we focus on, is
given. This coding of genealogies is chosen to be able to work with the framework of wellposed martingale
problems to characterize the models.
However even if we can define a branching property for the objects, in general it may be difficult
to obtain analytical expressions for Pt(x, ·)[f ] to check in practice whether (1.1) holds. In particular
an analogue of (1.2) may not hold or not being defined. Instead of working with the Markov process’
transition probabilities (Pt)t≥0 or the martingale problem itself we may use its operator A. Here we hope
to derive a statement in the following spirit: Suppose the generator of a Markov process (or operator of a
martingale problem) has a particular form, then the Markov process is a branching process. Here one has
the Kurtz criterion in [EK86]. The point however is that this particular form of the generator needs to
be such that it is easily verifiable. This is important for general state spaces for example for genealogies.
This means in the new cases we want to cover, we have to go beyond the Kurtz criterion in [EK86] by
using an additional structure. To find such criterion is our second goal.
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Therefore we first extend the concept of branching processes to more general state spaces with certain
algebraic and fitting topological properties. Second we find this characterization of operators for processes
which have the generalized branching property. In particular we will present simple criteria which the
generator has to satisfy in order for the processes to have the branching property. One of the criteria is
such that it can be checked in a minute or two even for complicated processes if we have checked that our
setup applies which needs of course some work. We briefly explain below first using classical examples
how this works in a simpler context. Then we come to our third goal and check the generalized branching
property for the genealogy of Fellers diffusion model or the super random walk.
We finally come to our fourth goal and we use the criterion to get the branching property in a
spatial model where every individual alive today is equipped with its ancestral path. This is the line of
descent moving through space till the own birth time, that of the father etc. This process we construct
here via a wellposed martingale problem. We will argue why this new class of processes with values
in marked ultrametric measure spaces, is in fact the most general class of population processes in this
context of coding genealogies and histories. This process has some relation to the ”snake” of LeGall
[LG99] formulated via labeled trees. We construct our object in Section 3.2 and 3.3 combining the
approach based on historical processes from [DP91] with the approach based on the ultrametric measure
space valued description of genealogies [GPW13], [DGP13] and [GSW16]. The new processes we call
the class of (ancestral line)-marked UV -valued Feller resp. super random walk processes and if we model
the population ever alive we obtain these processes including fossils. This is meant in the sense that a
multitude of processes typically studied in population models can be embedded into this class. Therefore
we prove here the criterion works in this case which then gives the branching property for the embedded
Markovian processes.
It would be nice to cover the case of the genealogy of the Dawson-Watanabe process. Here however
at least in the d ≥ 2 case the martingale problem formulation of the process has a different form on a
continuum geographic space and preparing this needs some effort, which would take to much space in
this paper and will be treated in forthcoming work. However we can define the URd -valued process as
a functional of the historical Dawson-Watanabe process to which we can apply our criterion so that we
obtain the branching property of that functional as well.
A corresponding interesting open problem is to find other examples of processes fitting the abstract
algebraic and topological framework, but are not coming from genealogies.
The classical framework and the criterion of Kurtz In classical situations the state space S has
the following features, where we will always use S as a generic notation for a Polish state space. We will
for now assume that S is a topological semigroup with operation +.
Let us recall the following observations from [EK86][Section 4.10]. Assume the following properties,
first
(1.3) D ⊂ D′ = {f ∈ bB(S) : f(w + z) = f(w)f(z), for all w, z ∈ S}
is a set of multiplicative functions and A : D → bB(S) is a linear operator and Xx solves the martingale
problem for (A,D, δx) where x ∈ S. Furthermore assume that Xx has the branching property meaning
for every x (1.1) holds. Finally let Xy be a solution of the (A,D, δy) martingale problem, y ∈ S, which
is independent of Xx.
Then for any f ∈ D, the process
(1.4) f(Xyt +X
y
t )−
∫ t
0
Af(Xxs )f(X
y
s ) + f(X
x
s )Af(X
y
s ) ds, t ≥ 0
defines a martingale. This in turn implies for the operator A that
(1.5) Af(x+ y) = f(y)Af(x) + f(x)Af(y) .
Conversely, by uniqueness, if (1.5) holds this implies that Xx+y has the same distribution as Xx+Xy
where Xx and Xy are independent. This is the branching property.
Thus, one can indeed prove that whenever the martingale problem for (A,D, δx) is well-posed for all
x and D ⊆ D′ then the solution process has the branching property iff (1.5) holds.
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Obviously, for complicated operators A it will not be obvious whether or not (1.5) is satisfied. Hence
we would like to have a criterion for a generator which is easy to check and which guarantees (1.5). That
here the linearity of the rate may play an important role was used on the reals in [CLUB09]. This can
be formulated more abstractly as follows.
Towards a new criterion It is easy to check that (1.5) is satisfied if for any f ∈ D ⊆ D′ there exists
a semigroup homomorphism gf : S → (R,+) (typically depending on f) such that for all x ∈ S,
(1.6) Af(x) = gf (x)f(x) .
This will be the starting point for our criterion we develop below, which needs some new elements
when the state space is not anymore a linear space as in the classical situation.
The criterion in some classical cases Some well-known examples for branching processes show that
indeed (1.6) is a good criterion and gf can be specified explicitly.
Example 1.1. First consider the simplest example, the classical continuous time critical binary Galton-
Watson process with branching rate b > 0, meaning we have exp(b)-distributed splitting or death times.
That is, E = Z+, D = {N0 → R, x 7→ e−λx : λ > 0}, Af(x) = 12bx(f(x + 1) + f(x − 1) − 2f(x)). The
martingale problem for (A,D) is well-posed, see Section 8.3 in [EK86] and for f ∈ D:
(1.7) Af(x) =
1
2
bx(f(1) + f(−1)− 2f(0))f(x) , x ∈ N.
So, we can choose the homomorphism as:
(1.8) gλ(x) =
1
2
bx(f(1) + f(−1)− 2f(0)) = 1
2
b(e−λ + eλ − 2)x, x ∈ N
and (1.6) is satisfied.
Example 1.2. Now, consider the class of measure-valued continuous state branching processes (CSBP).
They are spatial analogues of the real-valued CSBP, see [LG99]. More precisely, let E be a locally
compact metric space and let S =Mf (E), the space of finite measures on E. We denote the process by
X = (Xt)t≥0. Intuitively, X locally behaves like a CSBP plus there is migration/mutation in E governed
by a Feller process with generator (B,D(B)), say. The branching dynamics is locally determined by the
branching mechanism, where for each x ∈ E, α(x) ∈ R, β(x) > 0 for all x ∈ E
(1.9) ψ(x, u) = α(x)u+ β(x)u2 +
∫
(0,∞)
(e−ru − 1 + ru)pi(x,dr)
and the measure pi(x, dy) satisfies supx∈E(
∫ 1
0
r2pi(x, dr) +
∫∞
1
rpi(x,dr)) <∞. The generator of X then
takes the following form, see [Daw93][page 106]:
(1.10) with D := {F (µ) = Fφ(µ) = f(〈µ, φ〉) : φ ∈ D(B)}, choose f(x) = e−x
and set for arbitrary φ ∈ D(B)
ΩFφ(µ) = f
′(〈µ, φ〉)〈µ,Bφ〉+ f ′(〈µ, φ〉)〈µ, αφ〉+ 1
2
f ′′(〈µ, φ〉)〈µ, βφ2〉(1.11)
+
∫
E
µ(dx)
∫ ∞
0
n(x,du)[f(〈µ, φ〉) + uφ(x))− f(〈µ, φ〉)− f ′(〈µ, φ〉)uφ(x)] .
The martingale problem for (Ω, D, δµ) is well-posed for all µ ∈Mf (E). One can easily check that
(1.12) ΩFφ(µ) = gφ(µ)Fφ(µ)
with the linear function
gφ(µ) = −〈µ,Bφ〉 − 〈µ, αφ〉+ 〈µ, 1
2
βφ2〉+
∫
E
µ(dx)
∫ ∞
0
n(x,du)[f(uφ(x))− 1 + u(φ(x))] .(1.13)
Hence criterion (1.6) is satisfied. Note that if E is a point this covers the well-known R-valued CSBP.
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Example 1.3 (Shortlist of classical examples). We could add here spatial models like super random walk
or multitype branching with mutation and many more as long as we have a characterization of the process
as wellposed martingale problem of the form given by an operator A. The latter is a restriction, as we
will see in the context of the Dawson-Watanabe process. Given such a characterization the criterion is
easily checked again, by explicit calculation left to the render.
These examples show that the criterion given in (1.6) is indeed easy to verify. For the classical
processes mentioned above the branching property is typically proven by verifying (1.2), see for example
[Daw93][Chapter 4] for the measure-valued setting and [LG99][Section II.1] for the real-valued setting.
However, the Laplace approach turns out to be difficult to apply to more general classes of processes
like U-valued branching processes while the generator approach introduced above still works. One reason
is that the classical approach of showing the branching property via Laplace transforms (evolution
equations) depends on the underlying state space being linear, or at least a convex cone, which is not
true for U-valued processes. It turns out however that the generator approach can be extended to cover
genealogy-valued branching processes (in ultrametric measure space coding) and its spatial versions as
well as historical processes.
A concept of the generalized branching property. The classical concept of branching processes
can be modified and then extended to much more general state spaces covering histories and genealogies
in the coding with marked ultrametric measure spaces where the classical formulation is not possible.
The idea of the generalized branching property is as follows.
Consider times u < s < t. We have to incorporate the possibility that sub-populations originating
from the population at time s still share some common information about the population at time u
and hence, conditional on the information up to time s fail to be independent. For example, consider a
Galton-Watson branching dynamics on N0. Conditional on the information up to time s, the sizes of the
subfamilies originating from the individuals alive at time s are independent. However, if we incorporate
the genealogical relationships into the state space independence fails. The reason is that unless the
population at time s consisted of only one individual all individuals at time t are connected by ancestral
lines going back beyond time s. The same problem occurs for instance if in addition to branching the
individuals migrate independently from each other in geographic space or mutate in type space (genom).
Then if we include information about their path in geographic or type space up to the present time s,
then independence fails.
However we would like to consider both these processes as branching processes. Since we have no
branching property as a process with values in S in the classical sense we have to introduce some
additional structure on S to define a general branching property. This we next first motivate and then
introduce formally in Section 2.
Idea of formalization for a general branching property and a generator criterion: Intuitively,
the solution of the problem from above is as follows. The state space S contains subsets St for t ≥
0. Elements in St contain genealogical information (or historical one) that date at most time t back.
Formally we require Su ⊆ Sv for u < v.
Furthermore we need three assumptions: First, we assume that there are “truncation maps” Ts on
S which allow us to remove at any time t the information about the states of the process before any
time s < t. This is mathematically a function Tt−s : S → St−s. Second, we assume that on each St
there is a binary concatenation operation unionsqt : St × St → St. This operations generate for each t > 0 a
topological semigroup structure. This is the analogue of the addition in the classical settings with S a
linear topological space. Thirdly we will relate Tt and unionsqt allowing to extend the latter naturally from St
to S × S using Tt.
The idea is now that a process which at time t takes values in St is a generalized branching process if
for each s < t conditional on time s the (t− s)-truncation of a state in St has the same distribution as
the concatenation of independent subfamilies originating from the individuals alive at time s. Then we
generalize the generator criterion 1.6 to this structure working with the whole collection of semigroups
and truncations.
Outline The results on our four goals we present in two sections 2 and 3. We next make these ideas
above rigorous in Section 2 and give the precise result, which characterizes the generalized branching
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property via the generator criterion. In Section 3 we give an application to processes of evolving genealo-
gies. Namely to the UV -valued Feller diffusion in Section 3.1 and in Section 3.2 to the UV -valued super
random walk and to historical processes or more general evolving populations with individuals carrying
ancestral path. Altogether we have the four main results Theorems 2.8, 3.2, 3.11, 3.16, the first and the
last the highlights.
The proof of the criterion is given in Section 4. The proofs of all other statements, those concerning
applications, are in Sections 5, 6 and then in 7 we formulate the additional arguments needed for the
extension of the claims to spatial models.
2 Results 1: Generator Characterization of Generalized Branch-
ing
We now carry out the last two points of the last sections rigorously with the key result Theorem 2.8.
Formal framework The whole section works for processes with state space S arising as solution of a
wellposed martingale problem. We need the following assumptions on the state space S which formalizes
truncation and concatenation as well as their relation which is a form of consistency property together
with the further technical Assumption 2.6 below.
Assumption 2.1 (Collection of semigroups with consistent truncation maps). Let S be a Polish space.
We use B(S) for the Borel σ-field on S and bB(S) to denote the bounded measurable functions on S.
Assume there are St ⊆ S, t ≥ 0 with the following properties.
• Ss ⊆ St for 0 ≤ s ≤ t.
• St is closed in S for all t ≥ 0.
• There is for every t > 0 a continuous mapping Tt : S 7→ St, which is the identity if restricted to
St: Tt(x) = x for any x ∈ St.
• There is for all t ≥ 0 a binary operation unionsqt : St × St → St such that (St,unionsqt) is a commutative
topological semigroup with neutral element 0 ∈ S0.
• The extension of unionsqt to all elements of S is defined for all t ≥ 0 via
(2.1) unionsqt : S × S → St, (x, y) 7→ (Tt(x)) unionsqt (Tt(y)) .
For simplicity, we drop the index t at unionsqt if it’s clear from the context.
There are many natural examples for this structure without the dependence on t, i.e. S = St for all t,
see Example 1.1, 1.2 and the list 1.3, where we saw they include S = [0,∞) and S =Mf (E), the space
of finite Borel measures which both are semigroups when equipped with addition (of reals or measures,
respectively).
However including genealogical or historical information requires t−dependence, here are examples
for both effects.
Example 2.2 (Ultrametric measure space U-valued processes). Recall the setting of [GGR19] and
[DG19b] describing ultrametric measure spaces and the semigroup of t-forests. In that paper the evolving
genealogy of the population alive at time t was described via a set of individuals Ut, the genealogical
distance between individuals rt(·, ·), a population size µt and a sampling (probability) measure µ̂t on Ut,
altogether giving an ultrametric measure space and finally with its isomorphy class we get the elements
of the state space U coding for us genealogies.
Elements of U (called often trees even though they describe the leaves of measure R-trees) are
t−truncated by truncating the metric at 2t and two such objects are concatenated by taking the disjoint
union of the sets of individuals, keeping the metric in each population and setting the distance between
individuals from different sub-populations equal to 2t and by adding the (extended) measures. Then
S = U, St = U(t)unionsq the ultrametric measure spaces of diameter at most 2t and Ttu = buc(t) = [U, r∧2t, µ]
the t-truncation, t ≥ 0, u = [U, r, µ] ∈ U. Details are in Section 3.1.
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Example 2.3 (Historical process: measures on ancestral paths). Consider St = Mf (Dt(R, E)), t ≥ 0
where Dt(R, E) = {f ∈ D(R, E)|f(u) = f(0) ∀u ≤ 0, f(u) = f(t) ∀u ≥ t}, as subsets of measures on
ca`dla`g functions with values in E, a locally compact metric space, for example geographic Zd or Rd or
type spaces as finite sets (genom) embedded in [0, 1]. These path could either represent the geographic
location in the past along the ancestral line through migration, or of say a genetic type evolving under
mutation.
Now there are two possibilities to proceed. This is due to the fact that of interest for us is the
ancestral path seen from the present individual, i.e. all positions are relative to this present location.
(1) The set St are then the equivalence classes of measures on the path constant up to time 0 and
from time t on. The equivalence classes are taken w.r.t. translation in time. The truncation is the
push forward of replacing the path after time t by its time t value (this means after the t− s truncation
the equivalence class is a path which has evolved for time t − s and is otherwise constant, the bracket
indicates taking the equivalence classes. The binary operation is the one induced (on the equivalence
classes [·]) by the addition of measures.
(2) Alternatively we could at time t shift all path by −t in the time index to get path which are not
constant only for times in [−t, 0]. These truncation and concatenation are defined analog to (1). Indeed
we shall later exploit mainly this second possibility. See Section 3.2.
Certain functions on the semigroup will play an important role.
Definition 2.4 (t-multiplicativity and t-additivity).
Let f : S → R measurable and t ≥ 0. We say that f is t-multiplicative on S if
(2.2) f(x1 unionsqt · · · unionsqt xn) = f(x1) · · · f(xn) , n ∈ N , x1, . . . , xn ∈ S .
We say that f is t-additive on S if
(2.3) f(x1 unionsqt · · · unionsqt xn) = f(x1) + · · ·+ f(xn) , n ∈ N , x1, . . . , xn ∈ S .
Remark 2.5. (a) In fact the previous definition means that multiplicative functions f are semigroup-
homomorphisms f : (St,unionsqt) → (R, ·) except for the usual continuity assumption for topological
semigroup homomorphisms. Likewise for t-additive functions and the semigroup (R,+).
(b) The previous definition implicitly implies that f(x) = f(Tt(x)), x ∈ S for a t-multiplicative (or
t-additive) function. This can be seen in the case of a t-multiplicative function via
(2.4) f(x) = f(x)f(0) = f(x unionsqt 0) = f(Tt(x) unionsqt 0) = f(Tt(x)) .
In order for the above functions being a rich enough set to work with later on we complement the
Assumption 2.1 and require:
Assumption 2.6. For any t ≥ 0, bB(St) contains a set Dt ⊂ {f ∈ bB(S)|f(x+y) = f(x)f(y), x, y ∈ St}
of functions which are all strictly positive and the set separates points in St, i.e. for all x 6= y ∈ St we
can find f ∈ Dt with f(x) 6= f(y).
Both examples above will be shown to satisfy this further condition.
Key result Next we define the new concept of the generalized branching property for our richer class
of Markov processes. This is formalizing the property that a process which at time t takes values in St
is a generalized branching process if for each s < t conditional on time s the (t − s)-truncation has the
same distribution as the concatenation of independent subfamilies originating from the individuals alive
at time s.
Definition 2.7 (Generalized branching property).
Suppose Assumptions 2.1 and 2.6 hold. We are given furthermore a Markov process (Xt)t≥0 with values
in S defined by a family (Pt)t≥0 of probability kernels Pt : S × B(S)→ [0, 1], t ≥ 0, given via
(2.5) Pt(x, f) = E[f(Xt)|X0 = x], x ∈ S, f ∈ bB(S), t ≥ 0.
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The process has the generalized branching property if
(2.6) Pt(x1 unionsqs x2, ht) = Pt(x1, ht)Pt(x2, ht), x1, x2 ∈ Ss ,
for any s, t ≥ 0 and ht ∈ bB(S) t-multiplicative on St.
This defines as well the generalized branching property for a solution of a wellposed martingale problem
on D([0,∞), S).
We write h for h(t, x) = ht(x), (t, x) ∈ R × S. Of course in the previous definitions it suffices to
consider a separating subset of functions, say Dt, in (2.6).
We can now formulate the main result which gives the characterization of operators A of pro-
cesses (X)t≥0 which satisfy the generalized branching property. We consider here the time-space process
(Xt, t)t≥0 with state space [0,∞)× S and operator A+ ∂∂t .
Theorem 2.8 (Criterion for operators of generalized branching processes).
Suppose Assumptions 2.1 and 2.6 hold and let Dt denote the set introduced there. Let
(2.7) D˜ ⊂ {(x, t) 7→ ψ(t)ht(x) : ψ ∈ C1b (R,R), ht ∈ Dt, (t 7→ ht) ∈ C1(R, Cb(S))}
and let furthermore be given A˜ = A + ∂t : D˜ → B(R × S). Finally assume that for any (x, 0) ∈ S × R
the following holds.
For any two solutions (Xt, t)t≥0 and (X ′t, t)t≥0 of the martingale problem for (A˜, D˜, δ(x,0)) one has
TtXt
d
= TtX
′
t for every t > 0, and a solution (Xt, t)t≥0 has a stochastically continuous version.
Under those conditions the family (Pt)t≥0 as in (2.5) has the generalized branching property if and
only if (for (b) only if the ht are all strictly positive) either of the following conditions is satisfied:
(a) For x1, x2 ∈ St, ψh ∈ D˜, t ≥ 0:
(2.8) A˜ψ(t)ht(x1 unionsqt x2) = ψ′(t)ht(x1 unionsqt x2) + ψ(t)[ht(x2)A˜ht(x1) + ht(x1)A˜ht(x2)].
(b) For each ψh ∈ D˜ there exists a function gψ,h : R+ × S → R such that gψ,h(t, ·) is t-additive for
each t ≥ 0 and, for all (t, x) ∈ R+ × St,
(2.9) A˜ψ(t)ht(x) = ψ
′(t)ht(x) + ψ(t)gψ,h(t, x)ht(x) .
In the next section we apply part (b) of this result to U-valued and historical processes to get new
examples. In this section we conclude by explaining how the previous result simplifies if St = S for
all t ≥ 0 as in our classical examples 1.1- 1.3. This applies in particular to all classical branching
processes mentioned in the introduction, hence it gives an alternative proof of the branching property of
measure-valued CSBP in particular of all real-valued CSBP.
Indeed if S = St for all t ≥ 0 then multiplicativity of ht on St just means that ht is multiplicative on
S. Assume D ⊆ bB(S) is a set of multiplicative functions and
(2.10) D˜ ⊂ {(x, t) 7→ ψ(t)h(x) : ψ(t) = e−λt, λ > 0, h ∈ D}.
By [EK86][Lemma 4.3.2] the wellposedness of the (A,D)-martingale problem implies wellposedness of the
(A˜, D˜) martingale problem. Hence, we get the following corollary to Theorem 2.8 giving the classical
examples in (1.7)-(1.13) by choosing for D the functions specified there and for unionsq just +.
Corollary 2.9 (Branching generator: classical case). Assume S is a Polish space. The test functions
D satisfy, (i) D ⊂ bB(S) is a set of multiplicative functions on S, (ii) contains only strictly positive
functions and is (iii) separating. Finally require that the (A,D)-martingale problem is well-posed and
has a stochastically continuous solution (Xt)t≥0.
Then the semigroup associated to (Xt)t≥0 has the branching property if and only if either of the
following conditions is satisfied.
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(a) For all x1, x2 ∈ S, h ∈ D:
(2.11) Ah(x1 unionsq x2) = h(x2)Ah(x1) + h(x1)Ah(x2),
(b) For each h ∈ D there exists a unionsq-additive function gh : S → R, i.e. gh(x1 unionsq x2) = gh(x1) + gh(x2)
for any x1, x2 ∈ S, with
(2.12) Ah(x) = gh(x)h(x) , x ∈ S, h ∈ D.
Proof. Immediate from Theorem 2.8.
3 Results 2: New Applications for some evolving genealogies
or histories
This work was motivated by trying to generalize and prove the branching property for evolving genealogies
modeled as marked ultrametric measure spaces, in particular in Fellers diffusion model and for super
random walk, see [DG19b]. The corresponding results we have here are Theorems 3.2 , 3.11, 3.16. Indeed
we now discuss two classes of examples, each in a subsection which are processes of evolving genealogies
respectively histories, arising as diffusion limits of classical Galton-Watson models. First we treat the
prototype case which motivated this, the tree-valued Feller diffusion, more precisely U-valued Feller
diffusion.
Then next we adapt this to the world of spatial tree-valued branching processes covering in particular
the genealogical super random walk or the corresponding historical process. This shows the potential of
the criterion for the study of population models. There are two examples and there is a whole zoo of
further examples. We could treat with the same method, branching random walks, branching Brownian
motions or multitype branching processes where individuals undergo mutation.
Finally we formulate and construct a new type of example the (ancestral-path)-marked genealogical
super random walk combining histories and genealogies. This shows the robustness of our concepts and
methods for a new process of great interest in its own right.
Then in the last subsection we describe further examples where the criterion is probably applicable
if one carries out some extensions of the theory of U-valued processes to construct them rigorously. In
this class fall continuum space spatial models as the super process.
3.1 U-valued Feller Diffusion
Description of current population and its genealogy We consider now the evolution of the
genealogical tree of the population currently alive in a continuum mass version of a critical binary
branching process, the U-valued Feller diffusion. The main result of this subsubsection is Theorem 3.2.
However first we have to explain the state space and the process. To explain the method of coding
genealogical information consider first a critical Galton-Watson process.
The idea is to give two individuals in the population alive at time t a genealogical distance, which
is twice the time one has to go back to the most recent common ancestor and to equip the population
with the uniform distribution. Then we get an ultrametric measure space which describes the genealogy
and whose evolution we follow. The exchangeability of individuals then suggests to pass to equivalence
classes of these objects under weight preserving isometries. More precisely we proceed as follows and
begin by shortly reviewing the state space of this process.
The genealogy is modeled as equivalence class of a ultrametric measure spaces [U, r, µ] where the set U
describes the set of individuals alive at the current time, the ultrametric r on U the genealogical distance
between individuals and µ = µ¯µ̂, µ¯ ∈ R+ the population size and µ̂ ∈M1(U,B(U)) the sampling measure
specifying how to draw samples of typical individuals from the population alive at time t as for example
the uniform distribution. The equivalence class is denoted, U = [U, r, µ], equivalence of representations
is defined w.r.t. the isometries of the supp(µ) ⊆ U which are measure preserving. For µ¯ = 0 the measure
µ̂ is not defined. The corresponding element we call the zero tree.
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The space of all equivalence classes is denoted
(3.1) U
and is equipped with the Gromov weak topology and is then a Polish space. The topology can be defined,
see [GPW09],[Glo¨12] introducing a metric. It is well known however that this topology arises, if we require
that a sequence of elements un converges to an element u iff the sequence of distance distributions νn
converges to the distance distribution ν of all orders m ∈ {2, 3, . . .}. Here the distance distribution of
order m arises (denoting with the Π∗ the push forward of measures under a map Π) as R∗(µ⊗m) with
R : Um → (R+)(
n
2) given by
(3.2) R ((xi, xj)1≤i<j≤n) = (r(xi, xj))1≤i<j≤m .
The description of genealogies by ultrametric probability measure spaces was introduced in [GPW09]
extending ideas appearing in [Eva00] and [EPW06]. This was generalized to the case of finite measures
in [Glo¨12].
The objects of Assumption 2.1 now arise as follows. The state spaces are the equivalence classes
u = [U, r, µ] of ultrametric measure spaces (U, r, µ)U,U(t)unionsq are the elements with diameter at most
t,U(t) with diameter strictly less than t and one considers the truncation of trees of diameter t at height
t− h for h ∈ (0, t] and the h−concatenation of trees as the binary operation on U(h)unionsq.
Formally define
U(h)unionsq = {u ∈ U | µ⊗2({(x, y) ∈ U2 | r(x, y) ≥ 2h}) = 0(3.3)
U(h) = {u ∈ U | µ⊗2({(x, y) ∈ U2 | r(x, y) > 2h}) = 0.(3.4)
Then define for u, v ∈ U(h)unionsq the concatenation (using unionmulti for disjoint union):
(3.5) u unionsq v = [U unionmulti V, rU unionsqh rV , µ+ v], with
(3.6) rU unionsqh rV |U×U= rU , rU unionsqh rV |V×V = rV ,
(3.7) rU unionsq rV (x, y) = 2h, x ∈ U, y ∈ V
and ν˜, µ˜ the extension of ν and µ to the disjoint union which is zero on the respective other component.
The h-top buc(h) of u ∈ U is defined:
(3.8) buc(h) = [U, r ∧ 2h, µ] ∈ U(h)unionsq.
Then we define the h-truncation:
(3.9) Th(u) = buc(h), Sh = U(h)unionsq.
The process: U-valued Feller diffusion We consider the U-valued Feller diffusion (Ut)t≥0 the
process which corresponds to the large population-rapid reproduction-small mass limit of the genealogical
tree of the population alive at time t of the critical Galton-Watson process. For the construction and
uniqueness of U-valued processes already treated in the literature we refer to [GPW13, Glo¨12] and for
the present model and its spatial versions to [DG19b] where the process is constructed via a wellposed
martingale problem and is studied in all its aspects in great detail.
The tree-valued Feller diffusion will be treated rigorously as U-valued process in [DG19b] namely as
the U-valued process related to the total mass process (Xt)t≥0 solving dXt = aXt dt+
√
2bXt dBt, where
b > 0 and a ∈ R, in this paper all its features are systematically analyzed. We recall its operator for the
martingale problem. We need the concept of a polynomial to get the domain of the operator. Fix n ∈ N
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and φ ∈ C1b (R(
n
2),R). Then define for an equivalence class of an ultrametric measure space [U, r, µ] the
function
Φn,φ
(
[U, r, µ]
)
=
∫
Un
φ
(
(r(xi, xj)
)
, 1 ≤ i < j ≤ n) µ(dx1) . . . µ(dxn)(3.10)
and the action of the operator
Ω↑Φn,φ(u) = Ω↑,growΦn,φ(u) + Ω↑,branΦn,φ(u)(3.11)
and Ω↑Φn,φ(0) = 0. The operators on the r.h.s. are given by
Ω↑,growΦn,φ(u) = Φn,2∇φ(u), ∇φ =
∑
1≤i<j≤n
∂φ
∂ri,j
,(3.12)
Ω↑,branΦn,φ(u) = anΦn,φ(u) +
b
u¯
∑
1≤k<l≤n
Φn,φ◦θk,l(u),(3.13)
where
(3.14)
(
θk,l(r)
)
i,j
:= ri,j1{i 6=l,j 6=l} + rk,j1{i=l} + ri,k1{j=l}, 1 ≤ i < j .
Note that the martingale problem for (Ω↑,Π(C1b )), where Π(A) are the polynomials defined by φ
chosen from the set A, has a unique solution, see [DG19b]. This result is presented in Proposition 5.6.
Definition 3.1 (U-valued Feller diffusion).
We refer to the unique solution of the (Ω↑,Π(C1b ))− martingale problem as the tree-valued or more
precisely U-valued Feller diffusion and denote it by U = (Ut)t≥0.
The result We consider here as binary operation the concatenation unionsqs of trees in Uunionsq(s) and as oper-
ation Tt the truncation operation, which associates with such a tree its t-tree top of depth t 5 s, with St
the set of such objects.
We state the main result of this subsection obtained with our criterion.
Theorem 3.2 (Generalized branching property: U-valued Feller).
The U-valued Feller diffusion U has the generalized branching property.
An application: expected sum of squares of subfamily sizes. At first sight,Theorem 3.2 seems
to be an abstract statement about an “extended” martingale problem on a complicated space. However
if we use Lemma 5.2 from the proof section we can obtain interesting statements, since we can obtain
differential equations for expectations of moments where the r.h.s. involves lower order moments. This
allows in some case to obtain an explicit solution of such closed systems of equations. The following is
an example.
We consider the expected sum of the squares of the subfamily sizes.
Theorem 3.3 (Moment recursion for Feller diffusion).
For the U-valued Feller diffusion and t > 0, if a 6= 0:
(3.15) E[Φ2,1(r12<2t)(Ut)] = bu¯0
1
a
(
e2at − eat) .
The r.h.s. is nothing else than the variance of the Feller diffusion on R+, i.e. the total mass process. In
the case a = 0 the right hand side of (3.15) is replaced by 2bu¯0.
So far we are not able to derive from the martingale problem other equations which form a closed
system and allow for an explicit solution. However the compensator of the martingale problem involves
lower order expressions which gives some hope.
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3.2 Historical Branching Processes, evolving genealogies of super random
walk and path-marked genealogies
We consider now stochastic evolutions of the genealogy of populations distributed in a geographic space
(or type space) E, more precisely a Polish space (E, rE). In addition we have an evolution of the marks,
think of migration if marks are locations and of mutation if they are types! Since the mechanisms are
linear in a proper sense we can still hope for a generalized branching property. This modification of the
process requires the generalization of the setup of the previous subsection.
Here E is separable, complete, metric space which is locally compact as E = Zd or any other at most
countably infinite abelian group with a metric or a continuum for example E = Rd. We also consider
the case where we have further historical information on the whole ancestral paths of the population as
they evolve in time.
The key results on the generalized branching property are on versions of the model initially motivating
the present paper, namely enrichments of the classical super random walk. In particular the genealogical
process, the ancestral path marked genealogical process and the historical process of super random walk,
which are Theorem 3.11, Theorem 3.16 and its Corollary.
However we have first to define these processes and develop the ingredients for our framework which
needs some effort. We give here the concepts to handle E of the form mentioned even though we prove
the main theorem only for E being a countable abelian group, because the theory of such processes is
for continuum space not yet well developed on the genealogical level i.e. as UV -valued process to be
introduced below. However as soon as we have settled the existence and uniqueness problem of our
process we can readily verify the generalized branching property via our criterion.
We discuss first of all three important and related processes which are spatial versions of the case
discussed in Subsection 3.1, among which is the historical process or the location-marked genealogies of
the super random walk modeled as marked ultrametric measure spaces and show that their generators
allow to read off the generalized branching property via our criterion and get more and new examples.
At the same time we introduce a third model (containing the above as Markovian functionals).
Namely we take up and generalize from historical processes, see chapter 12 in [Daw93], the concept of
ancestral paths associated with individuals currently alive and combine this with the genealogy coded by
U. Then we can define here a (ancestral paths)- marked tree-valued, precisely UV -valued, class of super
processes. This class contains as functionals many processes. In particular all processes coding historical
and genealogical information of an evolving population: location-marked U-valued processes, U-valued
processes, historical process, measure but also Rd or R-valued processes for which the generator criterion
for the branching property works very well. However the case of ancestral path marked genealogies is
conceptually and technically quite demanding and may be skipped at a first reading.
Outline We proceed now in four steps, first we develop the formal description of genealogical and
historical information, second we rigorously define the involved stochastic processes and thirdly we
formulate the formal framework fitting Theorem 2.8 in which we state in the fourth steps the main
results on the generalized branching property. (For facts on relevant spaces of measures and Laplace
methods see Section 3 and 4, 6, 8 of [Daw93]).
Step 1: Genealogical and historical information in spatial population models.
We begin by introducing the state space of the involved processes systematically.
(I) Historical process The historical process, a process with values in measures on path, was invented
in [DP91] to describe the ancestral paths of the population alive at time t in a spatial branching process.
Here we assume that the population is observed from time 0 on and no further information on the past
does exist.
Namely every individual alive has a path associated with the migration in space from his birth on,
before this birth times the birth time of his direct ancestor, etc. so that the ancestral path of a current
individual gives the path of descent (or ancestral path) and the motion through geographic space (or
in type space under mutation). That is if E denotes the geographic space, which has to be at least a
Polish space (most frequently with a specified metric, this the setup in chapter 12 of [Daw93]) one has
an element of D(R, E) by continuing the path as constant beyond time t and before time 0. These paths
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merge of course and are in particular equal for all times before T if they belong to individuals descending
from the same parent and T is the parents death time and the birth time of the two new descendants. All
individuals are considered exchangeable if they have the same ancestral path. Then for time t consider
for the population currently alive the ”counting measure” on the space of the ancestral paths to describe
the state of the population.
Initial states As initial state in this description one uses typically initially constant paths so that the
initial state corresponds to the locations of the individuals at the time 0 with E in a unique way. Note
that in fact we have values in the closed subspace D0,t where D0,t ⊆ D are the ca`dla`g paths with values
in E which are constant before time 0 and beyond t. This is a closed subset of D. To get a dynamically
closed set of states we need to use ∪
t>0
D0,t. Similarly call D0,∞ the (closed) set of paths constant for times
≤ 0. In order to then discuss infinitely old populations and equilibria we need D−∞,t resp D∞,∞ = D.
In particular we do have that
(3.16) Ds,t with s, t ∈ R¯ is a Polish state space for ancestral paths.
Traditionally one describes the state of these ancestral lines by a locally finite measure, i.e. a ν∗t ∈
M(D(R, E)) for a locally compact geographic space E (like Rd or some countable set E like Zd). In
the general setup we have measures which are bounded on bounded sets. This measures generalize the
empirical measures of a finite population of ancestral paths at varying times and contains in particular
the occupation measure of the population by projecting the measure ν on E by regarding from the path
only the time-t position. This measure ν∗t ”counts” the ancestral path having some specified features, in
particular projecting on the current position gives the occupation measure ν∗,↓t on E of the population
at time t. Namely we define
(3.17) ν∗,↓t (A) = ν
∗
t ({v ∈ D(R, E) : v(t) ∈ A}), ∀A ∈ B(E).
Now we require for locally finite property of ν∗t that all its time-t projections satisfy:
(3.18) ν∗,↓t (A) <∞, for all A bounded respectively finite.
So we have altogether as historical process the following measure valued process:
(3.19) (ν∗t )t≥0, ν
∗
t ∈M(D0,t(R, E)).
Remark 3.4. The process X, as for example the process in (3.19) has typically a time inhomogeneous
dynamics and therefore it is better to work with the time-space process (i.e. (t,X(t))t≥0 instead of X) of
the path and on top of that with the time-space process of the measure valued process i.e. we consider
(R × D(R, E)) respectively in (3.19) R ×M(R × D0,t(R, E)) as state space and consider measures on
that space together with again an explicit time coordinate. This way one obtains a time-homogeneous
Markovian dynamics.
The historical process, better its law in its general form, see [DP91] can be described as solution
to a Log-Laplace equation or as solution of a martingale problem (see [Daw93], chapter 12) specifying
martingales for evaluations of the measure and their increasing processes. We will use here for our
purposes the more traditional form of the (local) martingale problem for a given operator which is
known to be equivalent to the above descriptions.
(II) Genealogical processes The object in (3.19) describes the genealogy at least implicitly, only if
independent copies of the migration paths do not agree on any positive interval, so that the time point
before which the ancestral path agree must be the exact birth point. This problem can be avoided as
follows, using the concept of marked tree-valued processes and their leaves coding the genealogy of the
population currently alive, which also allows to formulate and prove the generalized branching property
with our criterion. In that concept it is possible to attach marks to the individuals as for example types
or locations. This concept has been introduced in [DGP11] and has been successfully applied in the
context of Fleming-Viot processes and their genealogies in [GPW13],[DGP12] and [GSW16] and we use
it here for the branching world, see here also[GGR19, DG19b].
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We consider more precisely a random variable U with values a equivalence class of V−marked ultra-
metric measure spaces
(3.20) U = [(U × V, r ⊗ rV , ν)],
with (U, r) an ultrametric space, (V, rV ) a metric space both complete separable and ν a Borel measure
on B((U × V, r ⊗ rV )) which is boundedly finite meaning ν(U × ·) is a boundedly finite (on bounded
sets finite) measure on V . We denote by µ the measure on (U,B(U)) given by µ(·) = ν(· × V ), which
is increasing limit of finite measures on that space. Here we have to allow measures µ now, which are
infinite, since on an infinite geographic space we typically want to allow a population with infinite total
mass which is only locally finite.
Consider (U × V, r ⊗ rV , ν) and (U ′ × V, r′ ⊗ rV ′ , ν′). Call a map φ : U × V → U ′ × V on mark and
measure preserving isometry if φ(u, v) = (φ˜(u), v) for all u ∈ supp(ν) and φ˜ is isometric between supp(µ)
and supp(µ′) with φ∗ν = ν′. The space of all equivalence classes, the latter denoted [], of V−marked
ultrametric measure spaces w.r.t. measure and mark and measure preserving isometries of the support
of µ of all restrictions to points with marks in bounded sets, equivalently of such a sequence of sets
exhausting the full space V , and equipped with the marked Gromov weak topology, we denote
(3.21) UV , which is a Polish space.
See [DGP11] and [GSW16] for the concept of V−marked ultrametric measure spaces and basic topo-
logical facts. Roughly convergence amounts to convergence of all equivalence classes of marked finite sub-
spaces spanned by n points sampled according to ν. (Alternatively we could say: convergence of all poly-
nomials a concept we shall discuss in detail in (3.30).) Then define for µ ∈M(U) with µ(A) = ν(A×V )
the kernel κ by
(3.22) ν = µ⊗ κ,
called the mark kernel. This κ arises in the special case where a mark function exists as κ(u, dv) =
δκ(u)(dv) for a measurable function κ. The second marginal of ν corresponding to V is denoted
(3.23) ν∗.
Here we want to choose for example the current locations or alternatively the ancestral path as marks:
(3.24) V = E or V = D(R, E).
The first case is easier to handle (compare [GSW16] for the Fleming-Viot process in that case and
[DG19b, GGR19] for the branching case). For the second case we need some further preparation we
focus on next, a reader happy with the first case might move on to the next step.
Path-marked genealogies Indeed the spatial branching process of [DP91], the so called historical
process, can be extended to a UV -valued process U containing most of the relevant genealogical and
historical information (see the discussion below) and then this ν∗ of (3.23) is the measure state and with
it we get a version of the historical process, formulated in the ”classical” way, i.e. for suitable measurable
Ψ mapping ν on its second marginal, set:
(3.25) (ν∗t )t≥0 = Ψ((Ut)t≥0).
We formulate now a setup in which to apply the martingale problem techniques (see Remark 3.4).
Introduce as mark space V :
(3.26) D =
⋃
t∈R
D[t,∞) , D+ =
⋃
t∈[0,∞)
D0,t(R, E).
We use parallel to the historical process also his time-space process (recall Remark 3.4), hence also as
mark resp. state space:
(3.27) V = R×D or V = D+ resp. R× UV .
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Note that we pass here both on the level of the ancestral path and on the UV−valued process to the
time-space process because we want on both levels time-homogeneous processes (recall Theorem 2.8 is
for time-homogeneous processes). In that case we choose as marks in points with the explicit time
component t, paths in D0,t(R, E), which are constant after time t and before time 0.
Step 2: The class of genealogical and historical models: Formal construction of UV -valued
super random walk
We focus now on V = E resp. D where E is a metric space, which is Polish. But we require it being in
addition a countable abelian groups such that we can define random walks, which allows simplifications
in construction and more is known about populations in such geographic spaces. The basic process is
now the UE-valued super random walk on E.
(0) A classical spatial process.
The classical super-random walk is the following system of interacting diffusions X =
(
(xi(t))i∈E
)
t≥0
with parameter b > 0 and a(·, ·) a transition probability on E×E and state space contained in [0,∞)E :
(3.28) dxi(t) =
∑
j∈E
a(i, j)(xj(t)− xi(t))dt+
√
bxi(t) dwi(t) , i ∈ E,
where E is embedded in a continuum group E′, which is Polish and with a(., .) a transition probability on
E some discrete abelian group, for example E = Zd, E′ = Rd. See [DG96], [GKW02] for construction and
properties of this process. Recall that in the approximating individual based model individuals migrate
from i to j with probability a¯ instead of a(a¯(ξ, ξ′) = a(ξ′, ξ)).
The associated marked tree-valued, i.e. UV -valued, dynamic has to be defined below rigorously by
a well-posed martingale problem and arises as a scaling limit of the genealogy of a branching random
walk on E, equipped with the appropriate marks in E resp. D, the walk with transition rate a(·, ·)
with critical branching with many individuals-small mass and rapid branching. The UD∗ -valued process
arises as a functional (3.58), which also solves a wellposed martingale problem in its own right. Here the
wellposedness follows from the fact that R is one-to-one and the wellposedness of the basic martingale
problem mentioned above.
Remark 3.5. It is also interesting to consider continuum space versions of the above process, as the
Dawson-Watanabe process. The Dawson-Watanabe process as usual arises as spatial continuum limit
from the systems indexed by scaled versions of E, for example E′ = Rd and E = ε · Zd, with ε → 0,
compare Section 3.3 part (iii) for a discussion.
If the underlying geographic space E is finite we can work with finite measures. If however E is
countable it is more natural to work with measures which are only locally finite. In that case the
construction of the process of total masses via the system of SDE’s in (3.28) already requires to restrict
the state space to configurations, where the local mass cannot explode due to the flow of migration. The
appropriate tool here is the so called Liggett-Spitzer space, a subset of [0,∞)E of the form
(3.29) {x ∈ [0,∞)E |
∑
i∈E
xiγi <∞}
for some summable positive γ satisfying aγ ≤Mγ for some M <∞.
On this space the solution of the SDE can be constructed and any random configuration which is
translation invariant with E | x0 |<∞ is almost surely in this space, regardless which γ we choose, and
furthermore the solutions of the SDE have almost surely path which take values in the Liggett-Spitzer
space for all t ≥ 0. We do not discuss this in more detail here, the reader may look at [LS81], [DG96]
and [GLW05] for details.
(1) Marked genealogies of super random walk and their state space.
For this process above we want to construct now the genealogy of the individuals alive at a given time t
together with information on locations, which is coded as an element of UV . Primarily this is a E-marked
genealogy (V = E) which we have to define, but we saw discussing the historical process that it is useful
to have the full ancestral path, V = D(R, E), in addition to the genealogical distance.
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The next point needed are the genealogies which requires the extension of the theory of processes in
marked ultrametric measure spaces from the state space of the previous subsection. Here we consider
as marks on the genealogy the current location of the individual which is changing due to migration
or more generally its path of descent, here the marks evolve according to the path process, see [Daw93].
Processes on that space of marked genealogies have been introduced in [DGP12], for the case of finite
sampling measures, we explain the basic concepts and facts we need here. A further point is to allow on
infinite sets infinite population sizes in the form of boundedly finite measures. This works by considering
the localization of the population to ones with marks in bounded sets, defining the equivalence classes
w.r.t. to all the restrictions and defining the topology by defining convergence by the convergence of
all localizations to finite (bounded) sets. For detail we refer the reader to [GSW16] where also a class
of genealogical processes is introduced, different from ours though namely for the spatial Fleming-Viot
process.
The UV -valued process is constructed as solution to a wellposed martingale problem. The martingale
problem of the U-valued process is treated in [DG19b] together with its spatial UE-valued version in all
detail for a survey see also [DG19a].
As starting points for our dynamic we will allow states of a special nature by requiring that the
restriction of ν to V satisfies (3.29), for V = E and for the case of path that the further projection of the
path onto the time t position. This subset of UV is called then E , a set defined by requiring the property
of the projection of ν on V that is supported by the measurable subset.
(2) Test functions, generators and the genealogical processes.
We specify now the generator of the martingale problem. The basis is the operator we had in (3.11)-
(3.14) but we have to lift it to the marked case and we have to add the part giving the dynamics of the
marks by specifying the generator.
Test functions.
The first step is to generalize the concept of a polynomial to cover marks. Choose now a function
χ : V n → R, χ ∈ Cb(V n,R) and consider the monomial:
Φn,φ,χ ([U × V, r, ν]) =(3.30) ∫
(U×V )n
φ
((
r(xi, xj)
)
1≤i<j≤n
)
χ (v1, v2, . . . , vn) ν
(
d(x1, v1), . . . ν
(
d(xn, vn)
))
,
where it suffices to consider χ of the form (these are still separating)
(3.31) χ(v1, · · · , vn) = χ1(v1) · · ·χn(vn).
Then consider the generated algebra the polynomials, denoted Π see [DGP11], [GSW16].
The further steps depend on the type of mark space we deal with. Two cases are discussed here.
Case (i)
The simple case is where V is simply the geographic space then V = E and χk : E → R. Then we can
consider again Laplace functionals exp(−Φn,φ,χ) for φ, χ ≥ 0, n ∈ N. In this marked case where E is not
a finite (bounded) set and where we work with populations which are not necessarily finite but are only
locally finite we take Em ↑ E,Em, finite (bounded) and restrict the χ to be of finite (bounded) support.
We work with χk of the form that it specifies a single site of observation, i.e.
(3.32) χk(·) = 1{ξk}(·), ξk ∈ E and write for χ in that case χξ for ξ = (ξ1, · · · , ξn) ∈ En.
Then the polynomial Φ depends only on the population in a finite number of sites in E. Then we can
take the generated algebra and have a separating set ([GSW16]), the reader happy with V = E might
jump to the next point the dynamics.
Case (ii)
More complicated is the ancestral path mark i.e. V = D(R, E) or even i.e. V = R×D[R, E] we discuss
next.
(a) Here we have to begin by introducing the test functions on V which is in our context a set of
E-valued ca`dla`g path. The test function χk on the r.h.s. of (3.31) each evaluate the positions of the path
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at a tuple of time points and will be of the form of a product of functions on E which are applied to the
position of the path at a specific time giving now a tableau of functions representing the χi of (3.31):
(3.33) χ
ξ
(v) =
n∏
i=1
m(i)∏
k=1
χ
ξ
i,k
(
v(t
(i)
k )
)
, v ∈ D(R, E),
for some n ∈ N and 0 ≤ t(i)1 < t(i)2 < . . . < t(m(i))m <∞, i = 1, · · · , n and the χ
ξ
i,k are again indicators as
in (3.32). Here ξ from above becomes ξ = (ξik) i=1,··· ,n
k=1,··· ,m(i)
.
Note that χ
ξ
above is not in Cb(D(R, E)) as required in the basic setup of UV -valued martingale
problems where we take functions from Cb(UV ,R) usually (fitting the ones in the definition of the
topology), but only in bB(UV , E)). This technical point we have to tackle later in the proof section
by giving either an equivalent martingale problem on continuous functions via a moving average of the
present test functions or we have to use special properties of the path which are charged by the law.
(b) For the time homogeneous set up of the path process (i.e. the time-space process) we consider
(3.34) χ̂
ξ
(t, v) =
n∏
i=1
m(i)∏
k=1
χ̂
ξ
i,k
(
t, v(t ∧ t(i)k )
)
,
with χ̂
ξ
i,k(t, v) = Ψ(t) Ψ
ξ
i,k(t)χ
ξ
i,k(v) and Ψ(t) and Ψ
ξ
i,k ∈ C1b (R,R) as the functions in (3.30) to generate
polynomials. Call the set of these polynomials Π̂.
(c) The V = D∗-set up is handled as follows.
This process arises as a functional of the process in (b) via the map R, recall (3.56) and (3.57). In order
to specify a martingale problem for this process which is again Markovian we have to begin by introducing
the test functions on V which is in our context an E-valued ca`dla`g path constant after time 0 and before
time −t. This means we get functions as (3.33) but with t(i)1 < t(i)2 < . . . < t(i)m· ≤ 0, i = 1, . . . , n.
The test function χk on the r.h.s. of (3.31) each evaluate the positions of the path at a tuple of time
points and will be of the form of a product of functions on E which are applied to the (−t)-shifted
version of the function χ
ξ
from above at time t, which means that we work with a function χ˜
ξ
evaluating
D−∞,0-functions at fixed times and locations, independent of the current time t as in (3.33).
Remark 3.6. One could try to work with occupation time integrals of the form:
(3.35) χξ,F (v) =
M∏
m=1
χm(v) =
M∏
m=1
∫
R
dsFm(s)1ξm(vs)
for ξm ∈ E,Fm ∈ C1(R) ∩ L1(R), m = 1, . . . ,M . This however does not fit together easily with
the martingale problem for V which is the one which allows to access easily and directly important
information about the f.d.d. of the ancestral path. We will use this idea in a different form namely once
we work with truncations and we have to smoothen.
The dynamics.
Next the action of the operator. The growth and branching operator from (3.12) and (3.13) act now as
follows. The growth operator acts only as before on φ and the replacement operator the same but only
if the marks of the two chosen points have the same current locations, i.e. are marked with path with
the same current site.
The branching operator Ω↑,bra however is now a sum of operators Ω↑,braξ acting on the population at
the site ξ, the sum over ξ ∈ E. We have
(3.36) Ω↑,braξ Φ
m,φ,χ =
2b
uξ
Φm,φ
′,χ, with φ′ =
m∑
k,i=1
k 6=i
(θk,i φ− φ)1{vi=vk=ξ}.
Note that our polynomial depends only on a finite number of sites so that the sum is well defined.
Also the operator Ω↑,braξ Φ
m,φ,χ is only non zero for such ξ ∈ {ξ1, . . . , ξn(χ)} which specify χ as in
(3.32) and (3.34) such that u¯ξk 6= 0.
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Note also at this point that now for uξ = 0 for some ξ on which the polynomial depends we have
a singularity and we set then Ω↑ξΦ
m,φ,χ = 0. Observe that this occurs now even if the population as a
whole is not yet extinct. This requires restrictions on the test functions we can use in the martingale
problem. Here we refer for the technicalities also to [DG03].
Next we need the operator of the mark evolution the migration operator. For the mark dynamic
return now first to the simple case (1) where V is the geographic space later consider as case (2) ancestral
path in geographic space.
1. We need here that the path of marks arises from a Markov process (Y (t))t≥0 on E solving a well-
posed martingale problem, with operator A. For example for the branching random walk the migration
rate a¯, where a¯(v, v′) = a(v′, v) for v, v′ ∈ E we have:
(3.37) (Af)(v) =
( ∑
v′∈E
a¯(v, v′)f(v′)
)
− f(v), v ∈ E, f ∈ bB(E,R),
representing the motion of individuals on E.
We define the operator Ω↑,mig describing the evolution of the marks driven by the migration defined
by A above and which acts on the polynomial Φφ,χ as follows:
(3.38) Ω↑,migΦn,φ,χ =
n∑
k=1
Φn,φ,Akχ , Akχ =
(∏
i6=k
χξ
i
)
Aχξ
k
.
Then summing the migration operator in (3.38), the growth operator and the resampling operator
Ω↑,bra (see (3.36) and above) results in an operator
(3.39) (Ω∗,V ,ΠV ).
Definition 3.7 (UE-valued super random walk).
The well-posed (Ω∗,ΠV , u)-martingale problem (see the non-spatial case and the spatial case in [DG19b]
for the wellposedness result) specifies for u ∈ U with u¯ ∈ E a process :
(3.40) (U∗,Et )t≥0
the tree-valued, i.e. (UE-valued) super random walk on E.
2. Next we have to focus on the case of ancestral path as marks. Recall here (3.26). We will give here
first the process using as ancestral path elements in D+ and will only later introduce on the one marked
with D∗ using the knowledge of the D+ case. Hence in particular splits this point 2 now in two parts.
The classical ancestral path marked model Turn to the D+-case. Here we proceed as in the point
1 above except now that the operator of the mark evolution given in (3.37)-(3.39) has to be replaced by
a new operator and in particular the test function χ from (3.34) instead of (3.32) has to be used.
Here we proceed in several steps. First introduce the operator which describes the change in the
path process, then secondly based on this we define the operator of the mark evolution of the UV -valued
process with V = D(R, E) acting on the polynomial Φ. The evolution of marks, i.e. of the ancestral path
as time evolves is driven by an evolution of an element of D(R, E), called the path process. This process
was introduced, for example in Section 12.2.2. in [Daw93]. This evolution is time inhomogeneous.
The next step is to write down the generator of the path process. Since already the path process Y is
time-inhomogeneous (recall the path is R−indexed), we pass first on that level to the time-space process
and need test functions on R× E rather than just E.
Recall the generator of the motion process of a single individual (Y (t))t≥0 was called A. For the
process Y the time-space process (t, Y (t))t≥0 then has generator A˜ = ∂∂t + A. The corresponding path
process generator Â acts (see Section 12.2.2 in [Daw93]) on χ of the form (3.34) for tk ≤ s < tk+1:
(3.41) Âχ̂(s, v) =
k∏
`=1
χ̂` (s, v(s ∧ t`)) A˜
(
m∏
`=k+1
χ̂`
(
s, v(s)
))
and gives 0 for s > tm.
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This operator specifies a well-posed martingale problem on the spaces D([0,∞),R ×D(R, E)) (Section
12.2.2 in [Daw93]). In a second step this has to be then lifted to an operator on the polynomials on UV ,
where it acts via the action of the path process generator on the function χ appearing in the polynomial.
Now turn to the UD-valued super random walk, the process U∗,anc. In order to get a time-homogeneous
Markov process we pass to the state space
(3.42) R× UV and polynomials in Π̂,
which are products of a function ψ ∈ Cb(R,R) and a polynomial as in (3.30) with χ as in (3.34).
The operator Ω↑,anc corresponding to the change of the marks now acts on the polynomial Φ as
follows. Namely denoting this operator of the mark evolution of U by Ω↑,anc we have for each sampled
marked individual the action of the path process generator Â but now acting on the corresponding factor
χ̂k:
(3.43) Ω↑,ancΦφ,χ̂ =
n∑
k=1
Φφ,A
∗
kχ̂ , where A∗kχ̂ =:
( n∏
`=1
` 6=k
χ̂`
)
Âχ̂k.
Taking the sum of the mark operator Ω↑,anc and the adapted and lifted (from U and then from UV
to R× UV ) growth and the resampling operator from point 1 then gives
(3.44) (Ω∗,anc, Π̂).
We now have to specify precisely the possible initial states for starting times s for our martingale
problem. We choose here the subset of UV which is characterized by a further restriction namely having
marks only on a set V˜ (i.e. supp(µ) ⊆ U × V˜ ):
(3.45) V˜ =
⋃
−∞<s≤t<∞
{t} ×Ds,t or even
⋃
s∈R
{s} ×Ds,s.
The corresponding subset of UV˜ ∩ E is then called E˜ .
We have to show now that the martingale problem on the set of test functions above is well-posed.
Proposition 3.8 (Existence and uniqueness of the UD-valued super random walk).
The (Ω̂∗,anc,
∏̂
, u)-martingale problem is well-posed.
Here some technical points have to be addressed in case of an infinite geographic space. We address
this in Section 7 in more detail as well as the martingale problem establishing wellposedness. We now
have made sense of what we mean by the ancestral path marked process.
Definition 3.9 (UD-valued super random walk).
The solution of the wellposed (Ω∗,anc, Π̂, u)-martingale problem, the UD-valued super random walk, is
denoted
(3.46) (U∗,anct )t≥0.
Remark 3.10. We note that this process is different from the E-marked ultrametric Feller process
who records genealogy and current position, which is a Markovian functional of U∗,anc. We shall see
later how we can verify for this process as well the generalized branching property, similarly for the
historical process. This will in particular show how these various processes and their (Tt)t≥0, (St)t≥0,unionsqt
are related.
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Pathmarked case: a sufficient variant of the standard state description via D∗
In this setup for the version we formulate next we can then show the generalized branching property since
we use a more suitable concept of ancestral path which we introduce next. Namely we have to modify
the description of the genealogy and mark a bit further to fit our framework of Assumption 2.1 and of
the Theorem 2.8 to be applied here, but in which we are keeping the really wanted information described
above. Recall Theorem 2.8 requires a time-homogeneous process and a semigroup setting.
The idea is that the ancestral path describes the situation looking back from the presently living indi-
vidual and hence in particular positions relative to this current position give the interesting informations.
We define therefore the set of path providing the desired information as follows:
(3.47) D−t,0(R, E) = {v ∈ D(R, E)|v(s) = v(−t)∀s < −t, v(u) = v(0)∀u > 0}, t ∈ [0,∞]
and
(3.48) D̂∗ =
⋃
t∈[0,∞)
D−t,0
as paths which are constant before a specific time −t and after time 0. To obtain a Polish mark space
we have of course to take
(3.49) D∗ as the closure of D̂∗.
The last space D∗ defines the mark space and the resulting state space of interest for the generalized
branching property is
(3.50) UD
∗
.
Step 3: The framework: Truncation, concatenation, subfamily decomposition and general-
ized branching property on the spatial level
We have to define now the concatenation and the truncation for V -marked ultrametric measure spaces,
denoted UV for complete separable metric V space (recall (3.20) and sequel). This means we have to
extend the concepts in (3.3) - (3.14) from the previous subsection now to the marked case. Here we
have to distinguish the marked case with marks being the current location from the one marked with
ancestral path.
Case 1 Look first at V = E. We first define UV (h) as the elements [U × V, r, ν] of UV with (U, r)
with νU -essential diameter strictly less than h. Similarly (UV (h))unionsq. In order to form a concatenation of
(UV (h))unionsq-elements u1 = [U1×V, rU1 ⊗ rV , ν1] and u2 = [U2×V, rU2 ⊗ rV , ν2] define, recall unionsq abbreviates
unionsqh, and (3.5)-(3.7)) for rU1unionsqU2 :
(3.51) u1 unionsq u2 = [(U1 unionmulti U2)× V, (rU1unionsqU2)⊗ rV , ν˜1 + ν˜2]
where ν˜1(A) = ν1(A ∩ (U1 × V )), ν˜2(A) = ν2(A ∩ (U2 × V )) for A ∈ B((U1 unionmulti U2)× V ).
Next we need the truncation. The truncation affects only the distances and acts as before, hence we
get again by lifting the operation from U to U × V :
(3.52) buc(h), u unionsqh u′, Tt(u).
Case 2 In the second case V = D(R, E) (respectively R ×D(R, E) as we will pass later to the time-
homogeneous formulation) the marks contain themselves some information from the past in particular
they contain information about genealogies. We therefore have to extend the h-truncation to the marks
so that the marks contain only the information about the ancestral path for some time h back analogue
to the genealogy which we include till depth h. See here Figure 1.
Fix a time horizon T . We define a collection of mark spaces (Vt)t>0 with Vt ⊆ Vs ⊆ V if T ≥ t > s
where for a process evolved till time T we consider the path fluctuating only between time t and T :
(3.53) V Tt = {v ∈ D(R, E), v(u) = v(0), u < 0; v(u) = v(t), u ≤ t; v(u) = v(T ), u ≥ T}, Vt := V∞t .
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Figure 1: Example of path marked h-top and h-trunk, cut at height t − h. The · · · mark the constant
parts of the path and – the parts where different values might be assumed!
In our time-homogeneous system with marks in R × V , the first mark component is preserved and we
have to act only on the second, then where at time T we have ancestral path constant before time 0 and
after time T , we would truncate the mark as follows:
Set for u ∈ R, T ≥ t ≥ 0,
(3.54) TVt : V
T
0 −→ V Tt , (TVt (v))(u) = v(u)1[t,∞)(u) + v(t)1[u≤t](u).
Note that truncation means here truncations of the fluctuations not the path as such and we look from
the bottom up rather than from the top down keeping only randomness in the path beyond time t.
Next define the h−truncated V−marked trees and forests. Begin with the t− truncation map TVt .
The truncation map TVt of [U × V, r ⊗ rV , ν] is defined considering first a map TUt on the genealogical
part [U, r, µ]. Define TUt acting on [U, r, µ] as before Tt. The resulting space we have to equip with the
truncated marks, i.e. each point in U now is marked with TVt (v) instead of v ∈ V . Finally we pass to
the image measure of ν under this mapping.
We define UV (h) as a marked ultra-metric measure space where all distances are strictly less than h
and the mark kernel κ satisfies
(3.55) κ(u, V \ V TT−h) = 0 , ∀ u ∈ U.
Next UV (h)unionsq has distances ≤ h and the mark kernel κ satisfies again (3.55).
Step 4: The setup for the generator criterion and results on the spatial level
The next task is to apply our criterion which is without problems if V = E. It will be a consequence of
our more general (and more complicated to formulate) result on ancestral path marked UV -valued super
random walk, see Corollary 3.18, that
Theorem 3.11 (UE-valued super random walk).
The process U∗,E has the generalized branching property.
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The situation is more subtle in the path-valued situation on which we have to focus here next.
Remark 3.12 (Basic idea of truncation with marks in D∗). The needed truncation can be understood
best as follows using a measure R-tree representation of the state in UD∗ even though in our proofs this
viewpoint is not used.
Recall that for every ultrametric measure space of diameter 2t there is a unique (diameter 2t) R−tree
such that the points in the ultrametric space (better the support of the sampling measure) are the leafs
of the R−tree. Consider this representations for the states of our evolving genealogy. If in addition these
R−trees for varying t are all embedded in an weighted R-tree of all individuals alive at some time before
time t, a property of the dynamics (which we have in our case and which we will discuss more in [DG19b]
and we sketch some of it in part (ii) of the next subsection) allowing that we can define a E-valued
ancestral path in this object. Then the ancestral path can be used to mark the points in the R−tree such
that the E-marked geodesic between founding father and the current individuals of a maximal subfamily
(i.e. a current leaf) is a copy of the ancestral path. Then the point on the geodesic starting from a leaf
carries the current position of the ancestor at depth h in distance h of the tagged leaf.
In this picture based as the associated weighted R-tree we want for h-truncation to cut the tree at
depth s = t− h and then use the cut marked geodesic as the ancestral path we associate with the leaf in
the truncated state. This leads to a replacement of the ancestral path by one which we continue beyond
the piece back time h constant, so that we still have an R-indexed path but no information from the
past before time t − h is retained. Note that this means introducing the one root at depth h via the
truncated and now depth-h R−tree and at this root we have a mark-kernel (even if we had before a mark
function). Note that this new path if evaluated at time positions gives different numbers then the one
where we restrict to path which are constant before time t − h. Note that the latter procedure would
include information on the past before time t− h.
We may go further and shift the obtained path by t to the left to obtain for every t always a path
from D−∞,0 which is in fact for the used initial state in D−t,0 then for t > 0 also in D−t,0 and after
truncation in D−h,0 and is for all t ≥ h ≥ 0 independent of t. This fact is the reason why we get for
R(U) the generalized branching property.
What is the relation between states in UD∗ and UD? The key point is now that we have a collection
of 1−1 maps Rt, t ≥ 0 between our process of interest with value in UV the one with V = D and the one
with marks V = D∗. Namely for the path-valued process at time t, starting at time s with t ≥ s, t ≥ 0,
we shift to the left all the paths by t in the time coordinate and we obtain a time-homogeneous process
with marks in D∗: i.e. for a functional of our process at some specific time t we have a map
(3.56) Rt ([U × V, r ⊗ rV , ν]) = [(U ×D∗, r ⊗ rD∗ , ν∗)]
induced by
(3.57) (u, v)→ (u, v∗); v∗(r) = v(r − t), r ∈ R and v the path forward associated with u.
This collection of mappings define on the paths (RtUt)t≥0 of the stochastic process a map R and it will
be
(3.58) the process R(U),
to which we apply our theorem on the generalized branching property. However since this is a bijection
we do not loose any information we coded in the state description initially, but have it in a technically
more convenient form.
The D∗-marked genealogical super random mark and the Ωshift operator From the process
U∗,anc we obtain now another process. We observe that relevant for us is the information on the path
viewed from the present position which we can identify with a path which removes only between time
−t and 0. Therefore we apply the (−t)-shift at time t to the marks, which are the ancestral path. The
new path we call the adjusted path. This gives uniquely a new process for which we obtain the wellposed
martingale problem (see Section 7) by adding the operator corresponding to the (−t)-shift of the ancestral
path, which then allows us to apply our theory. This additional operator we have to specify below. In
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addition we act now with the operator Ω↑,anc, acting on the marks on elements in D−t,0 at time t only
and call this restriction of Ω↑,anc now Ω↑,anc−sh.
Observation: The interesting information on the path sits at time T of evolution starting in an
element {s} ×Ds,s in the piece (T > t ≥ s) i.e. a path in the time interval [s, T ].
For our purpose revealing the generalized branching property the following fact is important. Using
the setup for the path space D∗ we can formulate a time-homogeneous dynamics. This is different from
the classical historical process as defined in Chapter 12 of [Daw93]. We modify (3.41) by putting s = 0
and adding at time t in (3.38) the generator of the path shift by −t.
Before we can define the generator of our process we have to calculate the effect of the shift. Observe
that the underlying path is that of a jump process with generator as in (3.7) which means that the
path are piecewise constant with finitely many jumps in finite time intervals. At each jump time of the
path coinciding with a time of evaluation of the path by our function we may get a contribution to the
generator since the jumps then leads to a jump of the evaluation functional of the path as we shift. Such
a situation does occur with probabilities we can control. Proceed as follows.
Calculation Consider now a polynomial Φφ,χ where χ is as in (3.33). Let −t(i)m < −t(i)m−1 < · · · <
−t(i)1 ≤ 0 be the times where such a path is evaluated for the n paths labelled i = 1, · · · , n and which is
tested whether it is in points ξik, k = 1, · · · ,m(i) at the times t(i)k . Furthermore consider the jump times
of the n paths which we denote by (s
(i)
k )k=1,··· ,m(i) ordered from the left to the right in k, where the path
jumps from the point ζik to ζ
i,+
k .
A contribution arises if ξik ∈ {ζi,+k , ζik} since then in the concerned factor by a small shift a jump from
1 to 0 or 0 to 1 occurs and is then causing a change in the complete product of +1, 0, or −1 respectively.
Note that this effect occurs along the whole path. The corresponding operator is the jump generator of
the switch of χi,k to 0 resp. 1, if a jump from ξ
i
k away resp. into blews at the rates given below in (3.59).
We have next to obtain the probability for this possibility to occur due to a small time shift ∆t, which
allows for one jump at order ∆t probability at each of the possible time point i = 1, · · · ,m(i) of one path.
However the intensity for a jump from ξik away respectively into at time t
(i)
k for some i ∈ {1, · · · ,m(i)}
is given by
(3.59)
∑
ξ∈Ω\ξki
a(ξik, ξ) respectively
∑
ξ∈Ω
a(ξ, ξik)
at both expressions summed over k ∈ {1, · · · ,m(i)}. This can happen in one for each of the n path
(corresponding to the index i).
We get therefore as additional generator term the expression:
(3.60) Ωshiftt Φ
φ,χ =
n∑
i=1
Φφ,A
cum
i χ, with Acumi χi,k =
m(i)∑
k=1
A˜kχi,k,
where A˜k acts on the k-th component of the samples. Note that the operator on the r.h.s. does in fact
not depend on t.
Now add Ω↑,bran,Ω↑,grow,Ω↑,anc−sh and Ωshift to get
←
Ω
∗,anc
.
Definition 3.13 (UD∗ -valued super random walk).
We call the solution of this well-posed (
←
Ω
∗,anc
, Π̂←)- martingale problem the adjusted ancestral path-
marked tree-valued super random walk a process denoted
(3.61)
←
U
∗,anc
,
with values in UD∗ as in (3.50).
From the construction of the process (since the martingale problem is wellposed) we have
(3.62)
←
U
∗,anc
= R(U∗,anc).
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Remark 3.14. With the choice of test functions as in (3.35) we would get the generator actions: replace
“Aχξ
k
” by A˜χξ
k
where this new operator A˜ acts as follows on one test function as in (3.35):
A˜χξ,F (v) =
M∑
m=1
χ(v)
χm(v)
[
−
∫ 0
−∞
∂sFm(s)1ξm(u(s)) ds+ Fm(0)1ξm)(u(0))(3.63)
+
∫ ∞
0
Fm(s) dxsA(x 7→ 1ξm)(x)|x=u(0)
]
.
A problem in the case of path-valued marks and its solution
This construction above however does not quite fit our setup in Theorem 2.8 yet since we now do not
have images under truncation in the right set since in (3.53)-(3.55) we have still T around (but recall
our R−indexed path have started evolving at time 0 up to the current time T ). However we have
introduced a system with reduced information namely
←
U
∗,anc
. We are interested in the ancestral path
looked backward from the present time. This means if we code the present time in the state we are only
interested in the element in D∗! We set for t > 0:
(3.64) Vt = D
∗
t = D−t,0 ⊆ D∗.
Remark 3.15. We may use as marks now D∗ rather than D+ but we note that we do not loose
information this way if we know that we start in initial conditions at time 0 as specified namely constant
before time 0, since then by piecing that constant piece together with the piece from D∗ shifted by t
beyond time 0 we reconstruct the original state at time t.
We saw above that we may pass via the map R to the mark space V = D∗ if we take the time-space
process. This induces also a map on the truncated objects where we now get with t-truncations elements
in V ∗t = D
∗
t . The same relations hold then for the truncated marked ultrametric measure spaces induced
by D∗t , D
∗ as we required for St and S.
Then we can now define the full truncation:
(3.65) T ∗t ((U × V, rU ⊗ rV , ν)) = (St ×D∗t , (rU ∧ 2t)⊗ rV ∗ , (id⊗ TD
∗
t
t )∗(ν)),
which induces the map on the of the D∗-marked ultrametric spaces as well, correspondingly the St are
defined by :
(3.66)
(
(U(t))unionsq
)D∗t
, t ≥ 0.
The h−concatenation of two D∗−marked forests is now defined by:
(3.67) in (3.51) we replace V by D∗.
This means for the corresponding set of polynomials we obtain the new elements
(3.68)
∏̂
and
∏̂←
and in order to get the corresponding elements we replace χ by χ∗ where we specify the time points
where we evaluate path now in points of the left half axis. These objects again satisfy the conditions of
Assumption 2.1.
Summarizing we have the setup of our Theorem 2.8 The semigroups (Sh,unionsqh), h ≥ 0, of Assump-
tion 2.1 are as follows:
(3.69) S = UD
∗
, Sh = UD
∗
h .
For the definition of the mark spaces see (3.49).
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Truncation is defined via the pull-back mappings. Therefore let u = [U ×D∗, r ⊗ rV , ν] ∈ UV ∗ and
h ≥ 0. Define the truncated space Thu as
(3.70) T ∗hu = [U ×D∗, (r ∧ 2h)⊗ rV , (id⊗ T ∗h )∗ν],
where T ∗h : D
∗ 7→ D∗t via
(3.71) T ∗hv =
{
v(−t), s < −t,
v(s), s ≥ −t.
Concatenation follows the same definition as (3.51).
Results on (Adjusted path-)marked genealogical super random walk Having completed these
preparations we state a key fact about the martingale problem. Recall from above truncation and
h−concatenation. The truncation Th at depth h now cuts the genealogical distance at 2h and the mark,
i.e. the path is set constant up to a piece of length h and lies in D−h,0. Therefore the map Th now
cuts of the h-top of the E-marked weighted R-tree associated with U and if we work with the process
(
←
U
∗,anc
t )t≥0 our approach fits and Theorem 2.8 will apply and give the following.
Theorem 3.16 (Functional of U∗,anct has generalised branching property).
The adjusted ancestral path marked UD∗-valued super random walk satisfies:
(3.72)
((←
U
∗,anc
t
))
t≥0
has the generalized branching property. 
Corollary 3.17 (Generalization). Suppose we have a separable, complete, metric space E for which our
process is solution of a wellposed martingale problem on UV with V as in (3.24), then the above theorem
holds as well.
Corollary 3.18 (UE-valued super random walk). The process (UEt )t≥0 has the generalized branching
property. 
Corollary 3.19 (Historical process of super random walk). The historical process associated with (3.28)
has the property that (ν∗t )t≥0 of (3.19) satisfies that (Rt(ν
∗
t ))t≥0, the historical process of adjusted path,
has the generalized branching property. 
Why does this all follow from our Theorem 3.16?
Remark 3.20. (a) For the E-marked tree-valued process where we record only the present location ,
i.e. V = E the corresponding truncation map will not change the mark. The concatenation operation is
now as before (with the different V ). A measurable function of U∗,anc projecting the mark on the value
of the path at time t gives us a process which is a Markov process in its own right solving a well-posed
martingale problem with the operator in (3.39), thus having the branching property. In other words, we
may use Theorem 2.8 since those multiplicative functions we need to check for the generator criterion
were already considered by the ancestral path marked tree-valued super random walk.
(b) The historical process is a functional of the V - marked genealogy, where now V = D∗(R, E) i.e.
we map
(3.73) [U × V, r, µ] −→ (piV )∗µ
where piV is the projection from U × V → V . This functional is again a Markov process, namely a
modification of the one known as the historical process introduced in [DP91] but now using adjusted
path i.e. the state space D∗.
However there is a unique lifting to a V−marked case by shifting by t the path which are constant
path before time 0, i.e. which ”start” at 0 and end fluctuating at the current time t. For the historical
process we will have a truncation map which is the map induced by the replacement of path with the
path which is before depth h kept constant and the concatenation unionsqh is the sum of the measures. Hence
this process inherits some form of the generalized branching property.
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3.3 Outlook and perspectives: open questions for genealogies
We discuss here three directions of extensions for genealogical processes coded as marked metric measure
spaces which should be studied and resolved in the future:
• genealogies including the fossils,
• offspring laws with fat tails,
• genealogical processes in continuum geographical space.
The first point can be handled based on some work in progress the two others are open problems.
(i) The genealogy including fossils and CRT
Another type of extension would be to consider the genealogy of all the individuals ever alive, the
population including the fossils. Here again we have the (generalized) branching property, via the
criterion. In fact we could consider t→∞ and take the complete genealogical tree of all individuals ever
alive if the population becomes extinct we obtain a limit, see [DG19b]. This object has values in M the
space of equivalence classes of metric measure spaces. For the Feller branching dynamic the equivalence
class in M has a representation which is known as the CRT, for the latter see [Ald90], [Ald91b], [Ald91a],
[Ald93], [LG93].
In that case we work with metric measure spaces of a specific form instead of ultrametric ones, which
requires some new elements. The topology on the state space has been treated in this general form,
but there is the issue of the dynamic. First of all the corresponding processes have to be constructed
with well-posed martingale problems and then the concatenation and truncation structures have to be
introduced and then the criterion has to be checked.
The first point is treated in work in progress [GSW] the state space is contained in the rooted marked
metric measure spaces, for the state at time t with distance at most distance t from the root denoted Mt
and we comment here on the second point.
The state of time t is in Mt. Now the h−truncation on Mt removes all points in distance less than
t − h from the root, and truncates distances at 2h. The Sh consist of subspaces with points which are
in distance at least t − h from the root and have at most the distance h. Accordingly Mt(h)unionsq are now
the metric measure spaces with a root, points at most in distance t from the root but at least t − h
from the root and other distances at most 2h, analog only further than t − h from the root and of the
distances less than 2h for Mt(h). The h− concatenation in Mt(h)unionsq is defined as before. For the dynamic
the branching property follows from the criterion. This induces a generalized branching property on the
t→∞ limit the M-valued version of the CRT.
(ii) Branching with more general offspring distribution
A natural question is how we can treat the branching processes where we have as basis branching
processes for an offspring distribution without higher than first moments.
In this case the total mass process does not have anymore all moments and we can not work as before
with a martingale problem where the test functions are monomials, which was a key point in the proof of
the previous results in [DG19b], so that we are lacking at the moment a characterization by a wellposed
martingale problem. Here we now have to work with local martingale problems.
Another point is that now the resampling operator has to be replaced by an operator where in a
sample not only distances to one point in the sample change but a whole random set of individuals arises
now from one ancestor, the Kingman coalescence mechanism in the dual is replaced by a Λ−coalescent
type dual transition which would have to be identified, since in general this cannot be just a Λ-coalescent.
This means it requires very substantial work to construct the U-valued process.
(iii) Genealogical and historical processes in continuum space
In the literature [Daw77], [Daw93] one studies the continuum space analogue and limit of the su-
per random walk respectively its historical process version the so called (historical) Dawson-Watanabe
process. Here one would like to proceed similarly and introduce the genealogy valued version of these
processes. Here some problems arise at the starting point, namely to establish the wellposedness of the
martingale problem, which works with our approach only in the case of strongly recurrent migration,for
example in d = 1, since only in that case can we apply the technique of the Feynman-Kac duality to
obtain the needed uniqueness of the solutions of the martingale problem.
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In d ≥ 2 the necessary uniform integrability in passing to the continuum space limit fails and the
limit expression makes no sense since two path of the migration do not have a joint occupation time.
This is related to the fact that the population is now supported by a set of Hausdorff dimension less than
d (for d = 2, the picture being a bit more subtle) and here one would have to work with an approximate
duality. Hence we need here a different approach which remains to be developed. However we can obtain
from the historical Dawson-Watanabe process as a functional on UV -valued process which then has the
generalized branching property. However it should be possible to get then directly via the UV -valued
martingale problem. This is a general problem with continuum spaces and is addressed in forthcoming
work in [GSW16].
Outline of the proof section In Section 4 we prove the criterion and then prove in Section 6 that
the example from Section 3.1 fits in our framework and satisfies the criterion; this proof is based on some
key facts derived beforehand in Section 5.1- 5.3. In Section 7 we give the extensions of the proofs to the
spatial models.
4 Proof of basic criterion: Theorem 2.8
We prove separately the two parts of the Theorem 2.8.
ad (a): We saw in the introduction that the generalized branching property implies that the relation
(2.8) holds so we need only the other direction.
Let t > 0 and x = x1 unionsqs x2 ∈ S. Let (Xxit , t)t≥0 be solutions to the martingale problem for
(A˜, D˜, δ(0,xi)), i = 1, 2 and X
x1 ⊥⊥ Xx2 . For f ∈ D˜, i.e. f(s, x) = ψ(s)hs(x), s ≥ 0, x ∈ S we will show
that (
ψ(t)ht(X
x1
t unionsqt Xx2t )− ψ(0)h0(Xx10 unionsqs Xx20 )−
∫ t
0
A˜ψ(r)hr(X
x1
r unionsqXx2r ) dr
)
t≥0
(4.1)
defines a martingale and, thus, (Xx1t unionsqt Xx2t , t)t≥0 is a ca`dla`g solution to the (A˜, D˜, δ(x1unionsqx2,0)) martin-
gale problem. Due to the uniqueness assumption for the martingale problem, this implies TtX
x1unionsqx2
t
d
=
Tt(X
x1
t unionsqt Xx2t ). Then, we get the branching property for any t ≥ 0, x1, x2 ∈ S:
(4.2) Pt(x1unionsqs x2, ht) def= E[ht(Xx1unionsq
sx2
t )] = E[ht(X
x1
t unionsqtXx2t )] def=
(
Pt(x1, ·) ∗t Pt(x2, ·)
)
(ht), ht ∈ Dt .
It remains therefore verify to (4.1). First set ψ ≡ 1. After the argument it will become clear how to
generalize. The proof follows that of Lemma 4.3.4 in [EK86]: By independence of the two processes for
t2 > t1 ≥ 0:
E
[(
ht2(X
x1
t2 )− ht1(Xx1t1 )−
∫ t2
t1
A˜hr(X
(x1)
r ) dr
)
ht2(X
x2
t2 )|Ft1
]
= 0(4.3)
E
[(
ht2(X
x2
t2 )− ht1(Xx2t1 )−
∫ t2
t1
A˜hr(X
(x2)
r ) dr
)
ht1(X
x1
t1 )|Ft1
]
= 0,(4.4)
using the filtration (Ft)t≥0, the joint filtration of Xx1 and Xx2 . Combined we get
E
[
ht2(X
x1
t2 )ht2(X
x2
t2 )− ht1(Xx1t1 )ht1(Xx2t1 )(4.5)
−
∫ t2
t1
ht2(X
x2
t2 )A˜hr(X
(x1)
r ) + ht1(X
x1
t1 )A˜hr(X
(x2)
r ) dr|Ft1
]
= 0.(4.6)
Using a partition of [s, t], s = t0 < t1 < · · · < tn = t we get
E [ht(Xx1t )ht(X
x2
t )− hs(Xx1s )hs(Xx2s )(4.7)
−
∫ t
s
A˜hr(X
(x1)
r )hr(X
x2
r ) + hr(X
x1
r )A˜hr(X
(x2)
r ) dr|Fs
]
(4.8)
+
n∑
i=1
∫ ti
ti−1
E
[
(hti(X
x2
ti )− hr(Xx2r ))A˜hr(Xx1r ) + (hti(Xx1ti )− hr(Xx1r ))A˜hr(Xx2r )|Fs
]
dr = 0.(4.9)
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Denote by F1(r), F2(r) the functions r → E[hr(Xx2r )A˜hr(Xx1r ) | Fs] respectively with x1, x2 inter-
changed. We have here the expression hr(Xs) − ht(Xu), which is evaluated for u = s and r = t and
hence we need properties of the two compared functions. Observe that for max |tk+1 − tk| → 0 the
continuity assumptions on r 7→ hr and r 7→ Xr imply that the last term vanishes leading to (4.1) via
(2.8). Namely we observe that for as maxk | tk+1 − tk |→ 0 the functions F 1, F 2 are approximated in
L1 by F˜
1, F˜ 2 given by replacing hr by hti in the interval [ti, ti+1]. This follows from the continuous
differentiability of r → hr we assumed and the stochastic continuity of X, together with the conditional
independence of Xx1 and Xx2 which allows to rewrite the first expression of the integral in the third
term now as: E[h(Xx2ti ) − hr(Xx2r ) | Fs]E[Ahr(Xx2r ) | Fs] and similar for the second term making the
claim immediate.
For general ψ the argument proceeds starting in (4.3) replacing h· by ψ(·)h·.
ad (b): This result is a corollary to (a) and it suffices to verify (2.8) having (2.9). Drop in gψ,h the
indices and calculate:
A˜ψ(t)ht(x1 unionsq x2) = ψ′(t)ht(x1 unionsq x2) + ψ(t)g(t, x1 unionsq x2)ht(x1 unionsq x2)(4.10)
= ψ′(t)ht(x1 unionsq x2) + ψ(t)(g(t, x1) + g(t, x2))ht(x1)ht(x2)(4.11)
= ψ′(t)ht(x1)ht(x2) + ψ(t) (Aht(x1)ht(x2) + ht(x1)Aht(x2)) .(4.12)
On the other hand having the branching property we set gψ,h = (Aht)/ht ·ψ(t) to obtain a homomorphism
using the multiplicity of ht the only point to check is that the expression is well defined for a multiplicative
function ht, which is the case for ht(·) > 0.
5 Formulation and proofs of key facts to be used in Section 6
In this section we formulate and prove the statements which give the key tools used subsequently in our
argument that the assumptions needed to apply the criterion indeed do hold, see the next section. In
the following proofs we will use the notation x1 unionsq x2 to denote the generic x1 unionsqs x2 which is required for
the branching property.
5.1 Formulation of the key tools
The key point is to verify the uniqueness property of the martingale problem, to choose D˜ and to calculate
the g in our criterion and show its unionsq− additivity (Step 3). Everything is put together in Step 4.
The truncation necessary to define the branching properties raises some technical problems in applying
stochastic analysis tools. Therefore before carrying out the proof of Theorem 3.2 and working with the
duality techniques in Section 5 to establish that we have a well-posed martingale problem we need some
preparations (Step 1 and 2).
Step 1: Preparations To prepare the proof of Theorem 3.2 we state some results which are proven
later in Section. We recall the notation Dn = {r ∈ R(
n
2) : 0 ≤ rik ≤ rij + rjk, 1 ≤ i < j < k ≤ n} as the
subset of mutual distances which can be realized by n points in a metric space, n ∈ N. By convention
D1 = {0}.
We will need in the sequel a function, % : R × ⋃
n
Dn → R, which generates a sliding window of
truncation which filters out the information in the cut out pieces, like the truncation operator, but which
has smoothness properties which allow for the calculus of martingale problems. We use the notation
%t(r) = %
(n)(t, r), t ∈ R, r ∈ Dn, n ∈ N.
Lemma 5.1. Assume that %(n) ∈ C1(R×Dn, [0, 1]), n ∈ N. The process (Ut, t)t≥0 from 3.1 is a solution
to the (Ω˜, Dlin) martingale problem, where
Ω˜ = Ω↑ + ∂t,(5.1)
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Dlin = {(u, t) 7→ ψ(t)Φn,φ%t(u) : ψ ∈ C1b (R,R), φ ∈ C1b }.(5.2)
Note that Dlin depends on %, but we do not explicitly state that dependence.
The lemma will be proved in Section 5.2. The next lemma shows that another domain of the operator
can be chosen giving an equivalent martingale problem.
Lemma 5.2. The following are equivalent:
(a) (Ut, t)t≥0 solves the (Ω˜, Dlin)-MGP
(b) (Ut, t)t≥0 solves the (Ω˜, D˜)-MGP, where
(5.3) D˜ = {(t, u) 7→ ψ(t) exp(−Φn,φ%t(u)) : ψ ∈ C1b (R), φ ∈ C1b (Dn), n ∈ N}.
Note that D˜ depends on %, but we do not explicitly state that dependence.
This lemma is important since it allows to work with multiplicative functions as required in Theo-
rem 2.8.
Step 2: Sliding window of functions Return to the functions % from above and specialize to the
present context.
We define the t−truncated polynomial:
(5.4) Φn,φt (u) = Φ
n,φ·ct(u) , where ct(r) =
∏
1≤i<j≤n
1(rij < 2t)
for Φn,φ ∈ Π. Truncated polynomials are additive on U(t)unionsq (see Theorem 2.27 in [GGR19]) which makes
D˜ a set of multiplicative functions on U(t)unionsq. Unfortunately, truncated polynomials Φn,φt do not have
C1-functions φct and that is why we use an approximation argument which makes use of the following
assumptions on %.
Assumption 5.3. The functions %(n) : R×Dn → [0, 1] are in C1 and of the form that for t ∈ R, r ∈ Dn:
(5.5) %(n)(t, r) = 0 if and only if there is 1 ≤ i < j ≤ n with rij ≥ 2t.
Moreover, we require that %(n)(t, ·) is non-increasing in any coordinate for any t ≥ 0.
Recall the notation t = (t)1≤i<j≤n ∈ Dn, for an array with the constant entry t in all
(
n
2
)
coordinates.
We will not specify the dimension of the array in order not to overload notation.
Assumption 5.4. For any n ∈ N, c ≥ 0 : %(n)(t, r) = %(n)(t+ c, r + 2c), t ∈ R, r ∈ Dn, n ∈ N.
Under these assumptions we get the approximation property below.
Lemma 5.5. Let t > 0. Suppose Assumptions 5.3 and 5.4 hold for functions % = %(n) : R×R(n2) → [0, 1],
n ∈ N. Then for any truncated polynomial Φn,φt ∈ Π(C1(Dn)), we can find a sequence of polynomials
Φn,φN%t in the family of polynomials {Φn,φ%t : φ ∈ C1b (Dn), n ∈ N} such that for all u ∈ U:
(5.6) Φn,φN%t(u)↗ Φn,φt (u) , as N →∞.
Proof of Lemma 5.5. Recall that (φ · %t)(r) = φ(r) · %ˆ(r − 2t) by Assumption 5.4. Let gN ∈ C1(R,R)
with gN |[−∞,0] ≡ 0 and gN |[N−1,∞) ≡ 1. Define
(5.7) φN (r) =
φ(r)
%t(r)
·
∏
1≤i<j≤n
gN (2t− rij) .
Clearly, φN ∈ C1b (Dn) for any N ∈ N. This is the case since %(n)(t, ·) is decreasing by Assumption 5.3.
With a similar argument as that of Lemma 3.12 in [GGR19] we can see that Φn,φN ·%t(u) → Φn,φ·ht(u)
as N →∞).
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This completes our technical preparations and we have to check later the basic assumptions to work
with our approach in this model.
Proposition 5.6 (Feynman-Kac duality and uniqueness [DG19b]).
Under Assumptions 5.3 and 5.4 there is a dual process for the process (Ut, t)t≥0 with a Feynman-Kac
duality relation. If the initial condition P[U0 ∈ ·] is deterministic, then uniqueness holds for the (Ω˜, D˜)
martingale problem in the sense that for any other solution (U′t, t)t≥0 we have Ut(t)
d
= U′t(t), for every
t > 0.
This means that any two solutions at time t have the same t-top. One can see that as a one-
dimensional uniqueness result. It is not surprising that we do not obtain a finer result: Assumption 5.3
cuts off information beyond that level. The uniqueness result also holds more general if we require
moment bounds on the initial conditions.
Next, the formula for g and the important property of unionsqt-additivity is stated in the next proposition.
This is the key for the proof of Theorem 3.2.
Proposition 5.7 (Key formula tree-valued branching).
For f = ψe−Φ ∈ D˜ of Lemma 5.2 with % satisfying Assumptions 5.3 and 5.4:
(5.8) Ω˜f(t, u) = ψ′(t)e−Φ(u) + ψ(t)gφ(t, u)e−Φ(u),
where
(5.9) gφ(t, u) = Ω
↑,growΦn,φ%t(u) +
bn
2u¯
Φ2n,(φ%t)×(φ%t)◦θ1,n+1(u)
is unionsqt-additive. Moreover, under Assumption 5.3 the function U(t)unionsq 7→ R, u 7→ Φn,φ%t(u) is additive for
any φ ∈ C(R(n2)), n ∈ N.
The proofs of all the previous results and in particular the calculation of gφ are contained in Subsec-
tion 5.2 and 5.3.
5.2 Proof of tools: Lemma 5.1, 5.2 and Proposition 5.7
Proof of Lemma 5.1. The proof checks the conditions of Lemma 4.3.4 in [EK86] giving the claim. Define
the following functions in our case not depending on ω, but we use the notation of the reference).
u :
{
[0,∞)× U× Ω → R
(t, u, ω) 7→ ψ(t)Φn,φ%t(u) ,(5.10)
v :
{
[0,∞)× U× Ω → R
(t, u, ω) 7→ ψ′(t)Φn,φ%t(u) + ψ(t)Φn,φ∂t%t(u) ,(5.11)
w :
{
[0,∞)× [0,∞)× U× Ω → R
(t, s, u, ω) 7→ ψ(t)
(
Φn,2∇(φ%t)(u) + anΦn,φ%t(u) + bu¯
∑
1≤k<l≤n Φ
n,φ%t◦θk,l(u)
)
.
(5.12)
The following Assumptions (4.3.10) and (4.3.11) of the reference are by the construction of the process
(note we vary here either only in the explicit time coordinate or in the state of the genealogy) satisfied
for s ≤ t:
E
[
u(t,Ut)− u(s,Ut)−
∫ t
s
v(r,Ut) dr|Fs
]
= 0,(5.13)
E
[
u(s,Ut)− u(s,Us)−
∫ t
s
w(s, r,Ur) dr|Fs
]
= 0.(5.14)
Additionally, U is right-continuous by construction and u 7→ v(t, u, ω) is continuous for fixed t, ω, since
φ%t and φ∂t%t are continuous and so the terms involved in v are classical polynomials. The left-continuity
of t 7→ w(t, s, u, ω) is clear by continuity of t 7→ ∇%t and t 7→ %t.
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Note that our functions are not bounded as required in [EK86]. However, to obtain convergence in
their equation (4.3.17), the necessary integrability criteria follow by a dominated convergence argument
with moment conditions on sups≤t U¯s and the bounds on ‖ψ‖, ‖ψ′‖, ‖φ‖, ‖∂t%t‖, ‖∇%‖, etc. More con-
crete: boundedness of v can be replaced by E[sups∈[t1,t2] |v(s,Us)|] < ∞ and similarly for w. This is a
consequence of properties of the total mass process, the Feller diffusion, where all moments exist for all
t starting in a fixed point and the total mass process is a semi-martingale.
We now calculate the generator action of the Markov process which was introduced in Lemma 5.1,
namely for f = ψΦ ∈ Dlin:
Ω↑ψ(t)Φn,φ%t(u) = ψ(t)
(
anΦn,φ%t(u) +
b
u¯
∑
1≤k<l≤n
Φn,φ%t◦θk,l(u)(5.15)
+ Φn,2(∇φ)%t(u) + Φn,2φ(∇%t)(u)
)
,
∂tψ(t)Φ
n,φ%t(u) = ψ′(t)Φn,φ%t(u) + ψ(t)Φn,φ∂t%t(u) .(5.16)
combining (5.10)-(5.16) gives the claim of the lemma.
Proof of Lemma 5.2. We start with showing (b). Before we start we formulate the generator Ω˜ acting
on D˜.
A standard calculation as in Corollary 2.13 of [GPW13] shows via the Itoˆ-formula that the following
defines a martingale (here φ× φ refers to the function φ evaluating two independent samples)
Mn,φt := exp(−Φn,φ(Ut))− exp(−Φn,φ(U0)(5.17)
−
∫ t
0
exp(−Φn,φ(Ut))
[
Ω↑,growΦn,φ(Us) +
nb
2U¯s
Φ2n,φ×φ◦θ1,n+1(Us)
]
ds, t ≥ 0.(5.18)
Therefore, we have
Ω↑ψ(t) exp(−Φn,φ%t)(u) = ψ(t) exp(−Φn,φ%t(u))
(
Ω↑,growΦn,φ%t(u) +
bn
2u¯
Φ2n,φ×φ◦θ1,n+1(u)
)
,(5.19)
∂tψ(t) exp(−Φn,φ%t)(u) = ψ′(t) exp(−Φn,φ%t)(u) + ψ(t) exp(−Φn,φ%t(u)) · Φn,φ∂t%t(u) .(5.20)
Arguing as in the proof of Lemma 5.1 one gets
(5.21)
Nψ,φt := ψ(t) exp(−Φn,φ%t(Ut))− ψ(0) exp(−Φn,φ%t(Us))
−
∫ t
0
Ω↑ψ(t) exp(−Φn,φ%t)(Us) + ∂tψ(t) exp(−Φn,φ%t)(Us) ds, t ≥ 0
defines a martingale. This is (b).
Now (a) follows by differentiation of Nψ,λφt w.r.t. λ at λ = 0.
Proof of Proposition 5.7. To get the action of Ω˜ on D˜ we need to add up terms in (5.19) and (5.20).
Using Assumption 5.4 as before this allows to eliminate the terms with ∇%t and ∂t%t to obtain:
Ω˜ψ(t) exp(−Φn,φ%t)(u) = ψ(t) exp(−Φn,φ%t)(u)
(
Ω↑,growΦn,φ%t +
bn
2u¯
Φ2n,φ%t×φ%t◦θ1,n+1(u)
)
(5.22)
+ ψ′(t) exp(−Φn,φ%t)(u) .(5.23)
Using the notation of the lemma we need to show that the expression below is unionsqt-additive:
(5.24) g(t, u) = Ω↑,growΦn,φ%t(u) +
bn
2u¯
Φ2n,(φ%t)×(φ%t)◦θ1,n+1(u) =: g1(t, u) + g2(t, u).
We see that the expressions are truncated polynomials. It is elementary using Assumption 5.3 and
Proposition 3.8 in [GGR19] to establish that g1(t, ·) is unionsqt-additive. Similar reasoning applies for g2.
Again by Proposition 3.8 in the same reference we see with Assumption 5.3 that u 7→ exp(−Φn,φ%t(u))
is multiplicative on U(t)unionsq.
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5.3 Proof of duality: Proposition 5.6
Here we will derive a duality related for the operator (Ω˜, Dlin). This allows to deduce uniqueness for the
(Ω˜, D˜) martingale problem.
It is easy to verify the following preparatory lemma.
Lemma 5.8. Under Assumption 5.3 and 5.4 the function %(n) ∈ C1(R+ × Dn, [0, 1]) is of the form
(5.25) %(n)(t, r) = %ˆ(n)(r − 2t), t ≥ 0, r ∈ Dn, n ∈ N ,
for a function %ˆ(n) ∈ C1(Dn, [0, 1]) with %ˆ(n)|
Dn\(0,∞)(
n
2)
≡ 0 and positive on (0,∞)(n2). Moreover (∂t +
2∇¯)%(n)(t, r) = 0.
Using the two assumptions we can thus derive simpler expression statement for the action of Ω˜:
Ω˜ψ(t)Φn,φ%t(u) = ψ(t)
(
bnΦn,φ%t(u) +
b
u¯
∑
1≤k<l≤n
Φn,(φ%t)◦θk,l(u)(5.26)
+ Φn,2(∇φ)%t(u)
)
+ ψ′(t)Φn,φ%t(u) .(5.27)
This makes the function of the two assumptions clear .
We restrict ourselves to the case that a = 0, i.e. there is no drift; all calculations can be done without
that restriction, see Section ??, Step 2 in [DG19b] for details. All this is done for a fixed function %ˆ(n)
as in Lemma 5.8, i.e. Assumptions 5.3 and 5.4 are fulfilled and (5.26) can be used.
Define the following set of functions:
(5.28) Hφ,ψ :
{
(U× R≥0)× (S× R(
N
2) × R≥0)→ R
((u, t), (p, r′, s)) 7→ ψ(t+ s) ∫ µ⊗#p(dxp)φ (rp(xp) + r′) %(2(t+ s)− rp(xp)− r′).
Define for p(n) = {{1}, . . . , {n− 1}, {n, n+ 1, . . . }} the following sets of functions:
(5.29) H = {Hφ,ψ(·, ·) : φ ∈ C1b (R(
N
2)) with finite support, ψ ∈ C1b (R≥0)},
G↑ = {Hφ,ψ(·, (p(n), 0, 0)) : n ∈ N, ψ ∈ C1b (R≥0), φ ∈ C1b (R(
N
2)) with finite support} and(5.30)
G↓ = {Hφ,ψ((u, t), ·) : u ∈ U, t ≥ 0, φ ∈ C1b (R(
N
2)) with finite support, ψ ∈ C1b (R≥0)} .(5.31)
Then Dlin = G↑.
Next turn to the dual process. For a function G : K × R≥0 → R depending on only finitely many
coordinates define
L↓,growG(p, r′, s) = ∂sG(p, r′, s) +
∑
ipj
∂
∂r′ij
G(p, r′, s) and(5.32)
L↓,coalG(p, r′, s) = b
∑
pi,pi′∈p
(
G(κp(pi, pi
′), r′, s)−G(p, r′, s)) ,(5.33)
for p ∈ S, r′ ∈ R(N2 ) and s ≥ 0. Here χp(pi, pi′) is the partition where pi and pi′ are replaced by their
union.
The coalescent operator is now:
(5.34) L↓,K = L↓,grow + L↓,coal.
One obtains readily for the Kingman coalescent a tree, more precisely a marked ultrametric measure
space which gives a solution to a martingale problem related to that operator.
Lemma 5.9. Let n ∈ N and let (ks)s≥0 be the tree-valued Kingman coalescent started in (p(n), 0, 0)
defined on page 809 of [GPW13]. Then the process (ks, s)s≥0 is a solution of the martingale problem for
(δ(p(n),0,0), L
↓,K, ·,G↓).
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Proof. Follow Lemma 4.3.4 in [EK86]. Let for any fixed (t, u) ∈ R≥0 × U:
u :
{
[0,∞)× S× R(N2) × Ω→ R
(s, (p, r′), ω) 7→ ψ(t+ s) ∫ µ⊗#p(dxp)φ (rp(xp) + r′) %(2(t+ s)− rp(xp)− r′),(5.35)
v :

[0,∞)× S ×R(N2) × Ω→ R
(s, (p, r′), ω) 7→ ψ′(t+ s) ∫ µ⊗#p(dxp)φ (rp(xp) + r′) %(2(t+ s)− rp(xp)− r′),
+ψ(t+ s)
∫
µ⊗#p(dxp)φ
(
rp(xp) + r
′) ∂s%(2(t+ s)− rp(xp)− r′)(5.36)
w :
{
[0,∞)× [0,∞)× S× R(N2) × Ω→ R
(s, ϑ, (p, r′), ω) 7→ (L↓,coal +∑ipj ∂∂r′ij )H((u, t), (p, r′, s)).(5.37)
To check (4.3.10) and (4.3.11) in [EK86] use calculations as in Section 4 in [GPW13].
Additionally, (ks)s≥0 = (ps, r′s)s≥0 is right-continuous by construction and (p, r
′) 7→ v(s, p, r′, ω) is
continuous for fixed s, ω: Continuity in p is obvious, since S is a discrete space. Continuity in r′ is
true, (r′, r) 7→ φ(r + r′)%(2(t− s)− r − r′) is continuous and bounded. This allows to apply dominated
convergence to get the continuity in r′.
The left-continuity of s 7→ w(s, ϑ, p, r′, ω) is clear by continuity of s 7→ ∇%s and s 7→ %s. Note that
now our functions involved are not bounded as required in [EK86]. However, (#ps)s≥0 is decreasing and
so for any initial state the convergence in (4.3.17) can be shown.
Lemma 5.10 (Feynman-Kac Duality). Let k = (ks, s)s≥0 be a solution of the (δ(p(n),0,0), L↓,K, ·,G↓)
martingale problem. Let (Ut, t)t≥0 be a solution of the (A˜,Dlin) martingale problem started in P0 ⊗ δ0 ∈
M1(U× R). Then for all Hφ,ψ ∈ H:
(5.38) EP0
[
Hφ,1((Ut, t), (p, 0, 0))
]
= E(p,0,0)
[
Hφ,1(u, (pt, r
′
t
, t))e
∫ t
0 (
#ps
2 ) ds
]
.
Proof. We show the generator criterion for duality relations namely (4.4.41) in [EK86]:
(L↓,grow + ∂s)Hφ,ψ((u, t), (p, r′, s)) = (Ω↑,grow + ∂t)Hφ,ψ((u, t), (p, r′, s)),(5.39) (
L↓,bran +
(
#p
2
))
Hφ,ψ((u, t), (p, r′, s)) = Ω↑,branHφ,ψ((u, t), (p, r′, s)).(5.40)
The latter line holds as in the case without marks. To prove the first statement is the same as without
marks. Note that the exponential term is bounded and no integrability problems arise.
Proof of Proposition 5.6. Let (Ut, t)t≥0 and (U′t, t)t≥0 be two solutions of the (Ω˜, D˜) martingale problem.
By Lemma 5.2 it is then also a solution to the (Ω˜, Dlin) martingale problem. Fix φ ∈ C1b (Dn). Then, by
duality in Lemma 5.10 we have for p = {{1}, . . . , {m− 1}, {m,m+ 1, . . . }} and ψ ≡ 1:
EP0
[
Hφ,1((Ut, t), (p, 0, 0))
]
= E(p,0,0)
[
Hφ,1(u, (pt, r
′
t
, t))e
∫ t
0 (
#pt
2 ) ds
]
(5.41)
= EP0
[
Hφ,1((U′t, t), (p, 0, 0))
]
.(5.42)
Hence
(5.43) EP0
[
Φm,φ%t(Ut)
]
= EP0
[
Φm,φ%t(U′t)
]
.
Above holds for any φ ∈ C1b (Dn). By Lemma 5.5 and monotone convergence this implies
(5.44) EP0
[
Φm,φt (Ut)
]
= EP0
[
Φm,φt (U
′
t)
]
.
But Φm,φt (Ut) ≤ ‖φ‖∞U¯mt and the bound E[U¯mt ] ≤ c(t)(P0[U¯m0 ] + 1) holds by the classical estimates for
the Feller diffusion for some function t 7→ c(t) <∞. Therefore we continue with the following statement
following the standard argument combining Proposition 2.6. in [GPW09], Proposition 4.4.6. (page 115)
in [EK86] and the discussion after equation 4.4.21. therein:
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Lemma 5.11. The algebra generated by Π is separating on
(5.45) M˜ =
{
P ∈M1(U) : lim sup
K→∞
1
K
(∫
u¯nK P (du)
)1/K
<∞ ∀n ∈ N
}
.
The algebra generated by Π is convergence determining, whenever the limit point is in M˜.
We conclude with this Lemma that:
(5.46) bUtc(t) d= bU′tc(t) .
This means that the t-tops of the both processes coincide in law at each time t ≥ 0.
6 Verification of the criterion in our models: Theorem 3.2
The application of our criterion requires to check whether the list of assumptions in Theorem 2.8 can be
verified in a given situation. We first give a detailed proof for the U-valued Feller diffusion and then later
provide the needed modifications for the spatial case the UE − valued super random walk in Section 7.
6.1 Verification of criterion for U-valued Feller: Theorem 3.2
Step 1: Why the setup applies. Due to Lemma 5.5 we make use of truncated polynomials in
the martingale problem of Lemma 5.2, to get a multiplicative domain. Two things are missing for the
application of Theorem 2.8: a uniqueness result and the linearity of the generator. Both these facts are
provided by Proposition 5.6 and Proposition 5.7.
Step 2 Proof of Theorem 3.2. We want to use Theorem 2.8. Fix a function % as in Lemma 5.1 which
satisfies Assumptions 5.3 and 5.4. We have St = U(t)unionsq, which is a semigroup by Proposition 2.13 in
[GGR19]. For s ≤ t we have that Ss ⊂ St trivially and the embedding is topologically consistent. There-
fore we are in the setting of Section 2. Moreover, Proposition 5.7 says that Dt = {u 7→ exp(−Φn,φ%t(u)) :
φ ∈ C(R(n2)), n ∈ N} is a t-multiplicative family on St. The uniqueness of the martingale problem (A˜, D˜),
where uniqueness is understood in the sense specified in Theorem 2.8 and D˜ is defined as in (5.3), was
shown in Proposition 5.6. It remains to establish the additivity of the generator in (2.9) with respect to
the multiplicative functions in Dt. But this is Proposition 5.7.
6.2 Proof of Theorem 3.3
We work here with the truncated martingale problem. First some preparations.
Assumption 6.1. There is a function %ˆ ∈ C1(R× R,R) such that for all n ∈ N:
(6.1) %(n)(t, r) =
∏
1≤i<j≤n
%ˆ(t, ri,j) .
The following lemma is easy to verify.
Lemma 6.2. Under Assumptions 5.3, 5.4 and 6.1 there is a function %ˆ ∈ C1(R,R) with %ˆ|[0,∞) = and
(6.2) %(n)(t, r) =
∏
1≤i<j≤n
%ˆ(ri,j − 2t) , for all t, r, n .
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Proof of Theorem 3.3. We will use Assumptions 5.3, 5.4 and 6.1 for the truncation functions %(n). Using
Assumption 5.4 and consider ψ ≡ 1, φ ≡ 1 by (5.26)
Ω˜ψ(t)Φn,φ%t(u) = anΦn,%t(u) +
b
u¯
∑
1≤k<l≤n
Φn,%t◦θk,l(u) .(6.3)
Under Assumption 6.1 then we can make the following elementary calculation for 1 ≤ k < l ≤ n:
%
(n)
t ◦ θk,l(r) =
∏
1≤i<j≤n
%ˆ
(
(θk,l(r))i,j − 2t
)
(6.4)
=
∏
1≤i<j≤n,i 6=l,j 6=l
%ˆ(ri,j − 2t) ·
∏
i 6=l
%ˆ(rk∧i,k∨i − 2t) .(6.5)
This is a function which is independent of rij where either i = l or j = l. Thus,
b
u¯
∑
1≤k<l≤n Φ
n,%t◦θk,l(u)
is a polynomial of degree n− 1. Using Proposition 5.6 we know that
(6.6) Φn,%t(Ut)− Φn,%0(U0)−
∫ t
0
b
(
n
2
)
Φn−1,T (%s)(Us) + naΦn,%s(Us) ds
is a martingale, where T (%s) is the transformation outlined in (6.4). More precisely
(6.7)
∑
1≤k<l≤n
Φn,%t◦θk,l(u) =
(
n
2
)
u¯
∫
νn−1,u(dr) %n−1t (r)
∏
2≤i≤m−1
%ˆ(r1,i − 2t)%ˆ(−2t) .
In particular for n = 2 the following is a a martingale
(6.8) Φ2,%t(Ut)− Φ2,%0(U0)−
∫ t
0
b%ˆ(−2s)Φ1,%(1)s (Us) + 2aΦ2,%(2)s (Us) ds.
Note that Φ1,%
(1)
t (u) = %ˆ(−2t)u¯.
Thus, we obtain the following ODE:
(6.9)
∂tE[Φ2,%
(2)
t (Ut)] = b%ˆ(−2t)%ˆ(−2t)E[U¯t] + 2aE[Φ2,%
(2)
t (Ut)]
= b (%ˆ(−2t))2 ebtu¯0 + 2aE[Φ2,%
(2)
t (Ut)] .
Let m(n, t) = Φn,1(ri,j<2t ∀i<j)(Ut) be the sum of the n-th power of the 2t-families at time t. Claiming
that m(2, 0) = 0 (which holds since %ˆ(0) = 0 and %ˆ is a continuous function by Assumption 5.3) we
obtain from (6.9) that
(6.10) m(2, t) = e2atau¯0
∫ t
0
e−as (%ˆ(−2s))2 ds .
Now take a sequence of %ˆ such that the limit %ˆ↗ 1R+ holds point-wise. The integral on the right hand
side of (6.10) converges to a−1(1−e−at). The expectation of the left hand side convergences by monotone
convergence. Thus, we obtain for the expected sum of the squares of the subfamily sizes
(6.11) E[Φ2,1(r12<2t)(Ut)] = bu¯0
1
a
(
e2at − eat) .
In fact the second moment of the branching process satisfies (6.9) with %ˆ(−2t) = 1 as well.
7 Extensions to the marked case: Proofs of Theorem 3.11, 3.16
and their Tools
We have already generalized the basic concepts of the present work to the marked case in Section 3.2,
which are necessary to be in the framework for our criterion. Next in Section 7.1 we show how to
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formulate some further concepts needed for proofs, as truncated polynomials, smooth truncation and
make up a list of things still to be proven to be able to rigorously apply the criterion to the extensions
and to conclude the proof of the main results. This involves to have the tools we used in the non-marked
case available in a suitably modified form. Later in Section 7.2 we have to show the tools can indeed
be generalized to spatial versions as well and provide the necessary extensions of the tools lemma by
lemma, proposition by proposition. Then we can continue along the path of proof taken for the non-
spatial model. Then in Section 7.3 we prove as the key element the key properties of the martingale
problem, the spatial version of Proposition 5.6 (FK-duality) and Proposition 3.8 (wellposedness).
7.1 Verification criterion for UE-valued super random walk: Theorem 3.11
and 3.16
Now we are ready to check the generator criterion for the branching property of the UD∗-marked tree-
valued super random walk. Note that the E−marked case does not pose problems since then the marks
are not truncated. The work has to be done to include historical information on ancestral path. This
we address in the sequel. The key concepts we need are truncated and smoothly truncated polynomials.
Truncation To study the truncated states we have introduced in Section 3.2 we need truncated poly-
nomials. This means we first have to introduce the truncated monomials in the spatial context, recall here
(3.30), by proceeding analog to (5.4) and adding now the indicator on distances as before and another
truncation map acting on the mark variables. We begin by looking at the time-inhomogeneous situation,
before we pass to the time-space process and then to the adjusted paths.
Consider now polynomials based on the function χ of the mark which evaluates the path at a tuple
of time points 0 ≤ t1 < · · · tk <∞. For these polynomials we have to define now truncated polynomials
which do not contain information about times before t, for some t ≥ 0. Recall we have (recall (3.53),
(3.54)) a truncation operation which has two components which separately act on the distances and on
the marks. Therefore we will in the definition of truncated polynomials use polynomials build on φ and
χ on which we can then let the truncation act separately on φ and χ. This means the truncation has the
form that the t−truncated polynomials Φφ,χt given via (φ, χ) is truncated by switching to a polynomial
given by (φ(t), χ(t)):
(7.1) (φ, χ)→ (φ(t), χ(t)), with φ→ φ · 1{ri,j≤ 2t}
and the transformation of χ is as follows.
In the mark function we ”truncate” the monomial by replacing the χ by taking χ applied to the trun-
cated path i.e. χ(t)(v) = χ(v(t)) (recall (3.54) and the comment afterwards. This is again a polynomial,
but now with a different χ, which we call χ(t), for a t−truncation.
Summarized this means that we now consider:
(7.2) χ̂(t)(t, v) = χ̂(t, v(t)), v = (vi)i=1,...,n , v
(t)
t given by (3.54) .
Remark 7.1. This function χ(t) is not of the form χ ·% as with φ and the truncation there. The reason is
that this would not fit with the tree truncation extended to marked trees as we explain in Remark 3.12.
Note also we have individuals with small distances at positive frequencies but not with R-indexed path
which are constant for too long stretches which is exceptional path property and what we need is to just
remove the information on that part.
We have to lift this truncation now to the case of D∗ marks and deal with the time-shift operation.
Here of course we do this by just shifting the truncated path by −t to obtain the truncated adjusted
path, so that we need no new notation.
Smooth truncation The truncation map on path χ→ χ(t) involves in general a change in value since
the values evaluated before time t are replaced by the ones derived from v(t) instead of v(tk) for tk < t.
This means if we vary t we get a change in t→ χ(t)(v) in fact typically a jump at t if t is a jump point
of the path v or a limit point of such jump points. Furthermore recall that these polynomials based on
evaluation functionals at time points are not continuous.
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We note that the path process generator involves a derivative w.r.t. the explicit time only so that
we might think we need not smooth this part as in the case of φ. However we use this by using the
truncation level t being equal to current time, so that we need that we have for χ̂ smoothness in both
variables. Note that for the case V = E there is no need for truncation of the mark, this is different for
V = D(R, E).
Explanation Fix a function χ̂, i.e. we fix the sequence of the (tk)1,··· ,m where path are evaluated.
Note that these are numbers in R with −∞ < t1 < t2 < · · · < tm < +∞. Therefore if t increases we
keep evaluating path which satisfy that we evaluate for t ≥ 0, points which evaluate for tk with tk < t
values which all equal v(t) for the truncated object, where before we might have had other positions and
all positions move with the position at t, hence we get here a jump at the truncation time if the path
jumps at t or arbitrarily close to it. This jump we have to dampen in a differentiable way in time, if v
is such that such a jump occurs, i.e. if the vk are not such that they are constant for s ≤ t.
In this spirit above we have to define the smooth truncation operator, i.e. we have to extend now the
map % : R×Dn −→ [0, 1] to a map % : R×(Dn×V n)→ [0, 1]×Vt of the form (s, r, v) −→ (s, r %1t , %2t (v(t)))
and then formulate the analogues of the Assumptions 5.3, 5.4. How to choose %2t ?
We note that %2t must then provide a sliding window of the ancestral path with a window defined
w.r.t. the current time. As function of the distances we want to preserve the properties in the non spatial
case and add properties as a function of the mark.
(1) Return to the martingale problem and the needed modification of Assumption 5.3. Here we have
removed every information on the ancestral path time h or more back and this cutoff we now approach
smoothly from the top. What smoothness properties do we have to impose now?
We adapt the smoothness property to the special form we have for the test functions of the mark.
The function is in C1 as function of the explicit time variable. As a function of the marks we have to
dampen the jump explained above. We therefore have to interpolate here between the two values. We
consider the convex combination of χ(s) with s ≥ t. We generate this convex combination by taking
a function %˜2t (s), s ≥ t which takes values in [0, 1] is in C1b , monotone decreasing with
∞∫
t
%˜2t (s)ds = 1.
Therefore we now have that χ(t) is a function of (v(s))s≥t which we denote by %2t (χ) so that now
(7.3) (φ, χ)→ (φ%1t , %2t (χ)).
This is easily lifted to the time-space process replacing χ by χ̂, with χ̂(s, ·) = ψ(s)χ(·).
We have to pass now to functions of the adjusted paths. We achieve this by just considering for current
time T , the (−T )-shifted function %˜2t (·). This now gives us the modification needed of Assumption 5.3.
(2) In order to get the marked version of Assumption 5.4 we proceed as follows. If we want to (t+ c)-
truncate instead of t-truncation the basic function %˜t(·) is shifted by −c, i.e.
(7.4) %t(s) = %t−s(0) = %0(t− s).
Test-functions for martingale problems Consider the smoothly truncated test function on U(t)unionsq
of the forms:
(7.5) ht(u) = exp (−Φn,φ%1t ,%2t (χ̂)), with φ, χ ≥ 0,
(7.6) F (t, u) = Ψ(t) exp (−Φn,φ%1t ,%2t (χ̂)).
We have to calculate the generator now for a function for n ∈ N, φ, χ ≥ 0 and φ ∈ C1b (R(
n
2),R) and
χ̂ ∈ bB(R×V,R) of the form as constructed in (3.34), which are built from functions χki ∈ bB(E,R) and
functions Ψk ∈ C1b (R,R), furthermore Ψ ∈ C1b (R,R) and %t satisfies for all t ≥ 0 respectively %·(·) the
path-marked version of the Assumption 5.3 and 5.4. This will be given in Section 7.
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We can now define Dlin for the spatial case as the set of truncated polynomials again, but now we
have to include also the spatial test function in the specification (compare (3.30)).
The first task is to verify that we can choose the set D˜ as the set of all functions of the form above,
and as the set Dt the set of t−multiplicative functions on St the functions in (7.6).
This has to be lifted to D∗ now. We see that we can lift the expression above easily by replacing χ̂
respectively %2t (χ̂) by their associated function of the adjusted path, i.e. (χ̂)
∗ resp. (%2t (χ̂))
∗ shifted by
−T if T is the current time to obtain:
(7.7) F ∗.
Remaining tasks The function F ∗ has to be shown to be t− multiplicative and then we need to verify
the properties w.r.t. to the wellposedness of the martingale problem. We formulate these two points and
the other needed extensions next to prepare the conclusion of the proof in Section 7.1, which needs that
the facts we used above to verify the criterion are proved in the sequel.
(i) This is again the t−additivity of the truncated polynomials, which also holds including now
polynomials as function of the mark, which is truncated as well, but it will turn out that the point is
that we still never sample points from different 2t−balls which contribute since we work with φ · χ.
(ii) We need that with D˜ as test function we get a solution of the (Ω↑,anc, D˜)-martingale problem
and that we have uniquely determined laws of the t−tops of the solutions.
For (ii) the ideas are as follows. For the first point we need the spatial version of Lemma 5.2 in
combination with a version of Lemma 5.1. The uniqueness property follows again if we establish the
marked version of Proposition 5.6. This means we have to define the dual process first.
Here we replace the coalescent by the spatial coalescent which is a E−marked partition valued process
equipped with a distance matrix and a vector recording the path of the ”individuals”, which are the initial
partition elements containing one element. In the Feynman-Kac term we have the joint occupation time
of partition elements in the same sites of E.
The final point is to show the t− multiplicativity of ht, here we need the spatial version of The-
orem (2.27) in [GGR19]. Finally we have to calculate g and show its t−additive, i.e. the analog of
Proposition 5.7.
All these extensions to the spatial case of statements given in Section 6.1 to the non-spatial tree-
valued Feller diffusion will be given in Section 7.2 and 7.3. Once we have the generalized statements the
argument given above is closed.
7.2 Verifying the key Lemmata, Propositions in their spatial version
We recall Section 7.1 where we saw how to apply our criterion requires to verify the spatial versions of
the Lemmata and Propositions of Section 6.1. This means it remains to show why the spatial versions of
the key Lemmata and Propositions hold, and then we have to explain why the flow of arguments given
in the subsections above can be modified appropriately. Start with some preparations needed involving
some important observations. We also need to show the ancestral path-marked process exists and is
unique which we defer to the next subsection.
Generator action on truncated polynomials
The key point was to operate with the generator action on truncated polynomials and we had to develop
a smoothed version of this operation to be able to apply stochastic calculus. We consider first the
time-inhomogeneous version, i.e. marks V = D+, and then pass to V = D∗.
(i) If we consider a polynomial it observes the state on a geographically finite window. Therefore the
measure restricted to this set is a finite measure and two of the operators, the operators Ω↑,grow,Ω↑,branξ
act as before on a polynomial and also for exp(−Φm,φ,χ) we have the same expressions we dealt with in
the previous sections and therefore we can work with the smoothed truncation as before after carrying
out the lifting of the functions to ones on UV . The only point is to control the total mass in the window
of observation depending of course on the potentially infinite mass on all of E (on finite E or with finite
initial mass nothing changes). Therefore we focus below mainly on the new operator Ω↑,mig or Ω↑,anc in
particular if they are acting on truncated polynomials and on the behaviour of the total masses in the
spatial finite window of observation.
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This latter point however is a feature of the total mass process which in itself is a Markov process,
namely the super random walk for which these issues are by now well understood and we refer here to
the needed facts in the literature, see [LS81], [GLW05] for details of such arguments which we don’t copy
here. Hence it remains the first issue.
The generator is acting on truncated polynomials as follows. Here the reader should recall the actions
in the case without truncation, the point 2 below (3.40). The new element in the generator calculations
compared to Section 5.2 is now the fact that we want to work with truncated polynomials, truncated in
addition in the mark rather than the truncated polynomials we had before. Since we have smoothed the
truncation via the %t we can again use calculus and obtain now as additional terms the ones which arise
from the operator ∂∂t on the level of the explicit time coordinate with which the U
V−valued process was
augmented as well as ∂∂s which is part of the generator of the path process which was also augmented
with an explicit time coordinate. Now we get:
Ω∗,ancΦn,φ%
1
t ,%
2
t (χ̂)(t, u) =
∑
ξ∈E
∑
1≤k<l<n
b
uξ
1{vk(t)=v`(t)} (v) Φ
n,(φ%1t ,%
2
t (χ̂))oθk,l (t, u)
(7.8)
+ Φn,2(∇1φ)%
1
t ,%
2
t (χ̂) (t, u)
+ Φn,φ(
∂
∂t%
1
t ),%
2
t (χ̂) (t, u) + Ω↑,anc Φn,φ%
1
t ,%
2
t (χ̂)(t, u),
where ∇1 is w.r.t. to the distance variables. It remains to write out the last term explicitly.
Since we have now the %2t smooth truncation this leads to a convex combination of such product
functions resulting after the action of Ω↑,anc in a convex combination of product functions. We also have
to take into account the contribution to the generator of the time change due to the weight function
leading to the operator we call B and which is again resulting in a polynomial. We have to write this
out now in formulas.
We note that %2t (χ̂) is a function which is an integral over functions which are a product of factors of
evaluations at specific times of the path. Through s−truncation some of these factors are now evaluated
at different times. This concerns factors to be evaluated at times tk ∧ s which are replaced effectively by
the path at the truncation level if tk lies before the truncation time. Nevertheless this is a new function
of the same type. Now the same operator A∗k acts on this new function χ̂
′. We saw in (3.43) how the
operator acts on functions of the path.
Similarly the time evolution leads to a change in %2t (χ) by changing the applied weight function which
results in a change of the mixing measure of the truncations of χ̂ leading to an integral with weights
(%˜2t )
′, defining an operator B. Define (%2t )
′ as the operation where the weight function %˜2t is replaced by
∂
∂t %˜
2
t . We get then for the last term in (7.8):
(7.9) =
n∑
k=1
(Φn,φ%
1
t ,A
∗
k(%
2
t (χ̂)) + Φn,φ%
1
t ,B%
2
t χ̂) (recall (3.43)).
(ii) From this expressions above we have to pass now to the one with marks in D∗ and identify the
action of the operator of the mark evolution. This action arises from evolving the path on D0,t and then
shifting it back by t.
This means after evolving for time t replacing %2t (χ̂) by (%
2
t (χ̂))
∗ (recall here (7.3),(7.4)) where we
introduce for a function χ on D(R, E) a map ∗ : χ → χ∗ where the value of χ∗ on D(R, E)∗ is the
number obtained on D−t,0(R, E) as value after shifting the path by −t.
To clarify this we need to explain especially the action of Ω↑,anc on truncated polynomials. Our goal
is now to write out the formula for (dealing with the explicit time variable in the path process):
(7.10) Ω↑,anc−sh
(
Φm,φ%
1
t ,%
2
t (χ̂
∗)
)
= Ω↑,anc
(
Φm,φ%
1
t ,%
2
t (χ̂)
)
.
Now we have to adapt the expressions and act on elements of D∗. Observe however that the expression
in the quoted equation gives the evolution of a function from D0,t truncated at the present time. This
action is now shifted back by t onto elements of D−t,0.
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We can write the generator of the mark evolution as (7.10) plus shift in the form (note in the time-
space process A∗k does not explicitly depend on t and B and
∗ commute):
=
n∑
k=1
(Φn,φ%
1
t ,(A
∗
k(%
2
t (χ̂)))
∗
+ Φn,φ%
1
t ,(B%
2
t χ̂)
∗
) + Ωshiftt
(
Φm,φ%
1
t ,%
2
t (χ̂)
)
(recall (3.43, 3.60)),(7.11)
where A∗k arises from transitions at the k−th sampled individual including actions of migration, recall
that %t depends on both distances and marks as written out explicitly. Note at this point we see already
that the term is a polynomial, however for its properties we need the following explicit formula:
(7.12) (A∗k(%
2
t (χ̂)))
∗ = (A∗kχ̂)
∗ := A∗,∗k (χ̂), B%
2
t (χ̂) = (%
2
t )
′(χ̂).
We need now that the r.h.s. of (7.12) ”is a truncation”, i.e. is zero if two sampled points are from
different t−balls. This is the case since the smoothly truncated case contains in each term the factor
which is zero for distances above the truncation level and note that this is not affected by the −t shift.
Note that the form of the generator implies that acting on polynomials we have a polynomial again
with a new function φ, χ.
Remark 7.2. Recall the approach given in Remarks 3.6, 3.14. Then we would get the following. The
truncated marked monomial is defined via
(7.13) Φn,φ,χt (u) = Φ
n,φ·ct,χ·it(u), u ∈ UD∗ ,
for t ≥ 0 and D∗ as in (3.50). Here, ct as in (5.4) and it : V n → R via
(7.14) it(v1, . . . , vn) =
n∏
j=1
1(vj(s) = vj(−t) ∀s < −t).
It is easy to see that monomials of the form (7.13) are additive on St = UD
∗
t .
Spatial version of Lemma 5.1
Reviewing the proof in the non-spatial case, we see that we have to explain how to modify the function
w from (5.12). Here the new element is the term arising from the generator of the mark evolution for
which we have to give the argument. However this term is again a drift term i.e. a first order operator.
Hence we get an additional term appearing in the expression, which however gives in the expression for
w just another truncated polynomial of the order n as we saw above in (7.11) and (7.12).
Next we have to replace the moment calculations for the Feller diffusion by those for the super
random walk to account for the fact that polynomials are not bounded. We have to obtain bounds on
the expectations of polynomials of order n to conclude they remain finite after finite time and to show
that they still determine laws in spatial models. These calculations are well known in the literature, see
[Daw93]. If we want moments of all orders for positive times which are law determining we need stronger
restrictions then just requiring a finite Liggett-Spitzer norm , namely sup
n
(
(n!)−1
∑
i∈Ω
(ui)
nγi
)
<∞ (recall
here (3.29)), or we have to pass to local martingale problems on the Liggett-Spitzer space. Then the
argument proceeds as before, we omit the standard details.
Therefore the argument goes through again in the spatial case.
Spatial version of Lemma 5.2
We deal now with test functions ψ(t) exp(−Φm,φ%1t ,(%2t (χ̂))∗), (ψ ∈ C1b (R,R)) incorporating now the time
derivate operator as well, recall (5.15) and (5.16). The only change is that on the r.h.s. of (5.17) now the
generator of the mark motion appears as well besides Ω↑,grow,Ω↑,bran and ∂∂t which give the contribution
exhibited in (7.8) and (7.11), (7.12).
The calculation from (5.15) - (5.21) carries over once we understand the new term namely the operator
Ω↑,anc since the other terms are truncated polynomials and are t− additive.
Now the new term, which as a first order operator lowers the order by one, but since we have
coefficients which are linear, i.e. first order monomials, we get a polynomial of the same order back
again, where coefficients are given via the a(·, ·), see here formula (7.11) combined with (7.12) where this
term is analyzed in detail. Then the argument works as before.
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Spatial version of Lemma 5.5
Lemma 7.3 (Polynomials: approximation by truncated polynomials). Let t > 0. Suppose Assump-
tions 5.3 and 5.4 hold for functions % = %(n) : R(
n
2) → [0, 1], n ∈ N. Then for any truncated polynomial
Φn,φt ∈ Π(C1(Dn)), we can find a sequence of polynomials (Φn,φN%t,(%
2,N
t χ)
∗
)N∈N in the family of polyno-
mials {Φn,φ%t,(%2,Nt χ)∗ : φ ∈ C1b (Dn,R+), χ ∈ Cb(V ∗,R+), n ∈ N} such that for all u ∈ U:
(7.15) Φn,φN%t,(%
2,N
t χ)
∗
(u)↗ Φn,φ,χt (u) , as N →∞.
For a proof we have to deal only with the marked part, i.e. the approximation of the function χ by
its smooth truncations. This is standard and follows from the right continuity of the path.
Spatial version of Proposition 5.7
The change we need to provide is the new form of g and to argue that it is t−additive. We have here
(recall that g may depend on (φ%1t , (%
2
t (χ̂))
∗))
(7.16) g(t, u) = Ω↑Φn,φ%
1
t ,(%
2
t (χ̂))
∗
+ Ω↑,ancΦn,φ%
1
t ,(%
2
t (χ̂))
∗
, where Ω↑ = Ω↑,grow + Ω↑,bran.
We have to see here still that the second term on the r.h.s., which is the new term, is t−additive.
Additivity follows since Ω↑,ancΦn,φ%
1
t ,(%
2
t (χ̂))
∗
is a mixture of truncated polynomials. Namely we show:
(i) we have again that truncated polynomials are additive and
(ii) we can wright out the second term explicitly to see it is a truncated polynomial.
This has been proved in [GGR19] in Theorem 2.27 for the case without marks. The point is that a
sample only contributes if all sampled points are in the same open 2h−ball, which still holds with marks
since the monomial is defined by φ · χ.
7.3 Basic properties of the martingale problem: Proof Proposition 3.8, spa-
tial version of Proposition 5.6 (FK-duality)
Crucial for our criterion is the characterization of the process via an operator specifying a wellposed
martingale problem. One issue which we treat first is the uniqueness for the solution of the martingale
problem, then we discuss the existence of a solution and prove Proposition 3.8 which in particular requires
proving the spatial version of Proposition 5.6 establishing the Feynman-Kac duality.
For the required uniqueness we have to start as first point by introducing the dual process and proving
a duality relation in the spatial and path marked context, which requires to pass to a spatial coalescent
on E and to augment it for the path valued case by a vector coding the paths of the sampled individuals
taken up to the present backward time.
The second point we have to deal with the question of the existence of a solution for the martingale
problem which is well known except for the path marked case which we therefore discuss in more detail
below. Existence follows via approximation by individual based models as we point out below however
it is not standard for marks from D(R, E).
Step 1: Uniqueness and FK-duality We shall now argue that we have again a duality relation
and the analog of Proposition 5.6 holds in the marked case. A first important observation is that since
migration and branching occur independently and the generator consists therefore of a sum of three
operators growth and branching of the tree we had before already and each allowing a duality and in
addition the evolution of the mark for which we will establish duality below. If we now take as test
functions polynomials which are based on test functions on Dn and V n in product form and we get nice
expressions for the generator such that for each of these operators we can establish duality. For that
reason we get again a Feynman-Kac duality relation. Here are the details.
We give now first explicitly the dual process, then the duality function for first the E− marked and
then the path-valued case and finally verify that the duality holds. All is based on the generator criterion
for duality again. Recall the notation and setup for duality in Section 5.3, where the duality is derived
for the case without marks. We distinguish two cases V = E and V = D or D∗.
(i) Case V = E.
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Begin with the dual process which is based on an E-marked partition valued process enriched by a
distance matrix. Here the partition elements are each marked by an element of E.
We specify the initial state as follows. Start the dual process with m individuals. The initial distance
matrix is r′ = 0. Furthermore by fixing a set ofm initial locations, which might be assigned in multiplicity,
ξ = (ξ1, · · · , ξm) ∈ Ωm we determine a function χ for the location-marked case, as in (3.31)-(3.32).
Furthermore choose φ ∈ Cb(Dn,R).
Then the dynamic is as follows, partition elements migrate with the kernel a from (3.28) and coalesce
if they share a site. The elements of the distance matrix grow at rate 2 as long as the two respective
elements are in different partition elements. This specifies the dual process
(7.17) (Ct)t≥0 , Ct = (pt, r′t, ξt) for V = E.
The duality function is given as
Hn,φ,χ(u, (p, r′, ξ)) =
∫
(U×V )n
φ(rp + r′)χ(ξ)µ⊗n(d(u, v)),(7.18)
where r((u, v)) = (r(ui, uj)1≤i<j≤n) and ξ(u, v) = v.
Finally we need the Feynman-Kac potential suitably modified in the spatial case. Here we count
the occupation time of partition elements at the same site. Denote by #ps,ξ the number of partition
elements at time s in ξ. Then the Feynman-Kac potential on the time interval [s, t] is
(7.19) βs,t =
t∫
s
∑
ξ∈E
((
#pu,ξ
2 ))du.
Then we have the following FK-duality relation:
Eu0
[
Hn,φ,χ
(
Ut, (p, r
′, ξ)
)]
= Ek0
[
Hn,φ,χ
(
u0, (pt, r
′
t, ξt)
)
exp(β0,t)
]
(7.20)
To determine the f.d.d. via the dual, we get an expression based on the time-space dual giving the
f.d.d. formula of the E-marked process based on the Markov property following [FG94],[GSW16] page
13 which we formulate next.
We consider now the time-space process of UE-valued super random walk and consider the so called
time-space coalescent on E to derive the following duality formula determining the f.d.d. of the process.
Consider time points 0 ≤ t1 < t2 < · · · < t` = t , ` ∈ N. Then consider the following functional of
the forward process:
(7.21) Φ˜ ((Ut)t≥0) =
∏`
k=1
Φk(Utk)
where Φk ∈
∏
, k = 1, · · · , `.
Next consider the spatial coalescent with frozen partition elements, (Ks)s∈[0,t]. Here we start with
partition elements in the time-space points
(
(tk, i
j
k)j=1,··· ,`k
)
k=1,··· ,`
and the partition elements in ijk, j =
1, · · · , `k will be frozen for the dual evolution till times t− tk, for k = 1, · · · , `. (Precisely: the unfrozen
active partition elements evolve as before as spatial coalescent. Similarly the Feynman-Kac potential at
time s of the backward evolution does include only the active partition elements at that time, i.e. #ps,ξ
is the number of active partition elements. Similarly the distances between frozen particles is zero and
between a frozen and active one is initially zero and grow at speed 1 till both are active.)
Define now
φ(r) =
∏`
k=1
φk
(
(ri,j)`1+···+`k−1<i<j≤`1+···+`k
)
(7.22)
χ (t, vpi) =
∏`
k=1
gk(tk, v
pik),
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which characterizes the polynomial Φ˜ in (7.21). We see that Φ˜(Ut) = H(Ut,K0) with H based on K0
and Φ˜ as before for the classical objects.
Now following the argument for the Fleming-Viot case in [FG94], [GSW16] we obtain the formula
relating the time-space forward and the time-space dual process namely we get with expectation on the
l.h.s. with respect to U on the r.h.s. will respect to K:
Duality formula for f.d.d.
(7.23) E
[
Φ˜
(
(Ut)t∈[0,T ]
)]
= E [H ((Us)s≤t,K0)] = E [H(U0,KT ) exp(β0,T )] .
Since we have here a FK-duality we have to argue here that the Feynman-Kac term behaves as claimed.
However the argument works with the Markov property and applying the duality relation to the time
pieces between the (tk)k=1,··· ,` so that this can be imitated with the FK-duality the result follows from
the fact that the Feynman-Kac term is an additive functional.
(ii) Case V = D([0,∞), E) and V = D∗.
For the path-valued case we have the path marked spatial respectively time-space coalescent which is the
following modification of the above. Only the mark and their evolution is different compared to the dual
process in case 1. We let t be the time horizon for the duality relation. This means the original process
started at time s < t will evolve till time t. The dual process will evolve from time t backwards till time
s, its time of evolution runs therefore for time t− s.
We focus on the time-space coalescent including the ”simple” one. We enrich the coalescent analog
to the first case. In addition to the distance matrix r′ we record now the vector of the paths of locations
ξ =
(
(ξ1(u))u∈R, · · · , (ξm(u))u∈R
)
of all initial individuals recall here the description around (7.21),
with m =
∑`
1
`k, which also enters the duality relation the same way as in the forward evolution. The
coalescent is denoted C˜ and the time-space coalescent is denoted (K˜s)s≥0.
Note that here we keep the path of descent of every of the initial individuals, even though they may
be piecewise joint path beyond some backward time. Note that the dual path evolves backwards from t
to s, rather than forward from s to t. On the other hand the input in the duality function is, as we shall
see, the same over the full interval [s, t].
Next we come to the duality function. To write down the duality function we need the sampling
measure restricted to the population at a site, called µi and given by
(7.24) µi(A) = ν(A× {i}), A ∈ B(U).
Now we can define for t > s ≥ 0 the time-space duality function for that path marked case for the
situation where we are starting in s in constant path and distance matrix r.
For the duality function we chose again a number of individuals m in the dual process, the vector ξ of
their initial path determined by anm-tuple of locations ξ, a function Ψ ∈ Cb(R2,R) with Ψ(t, s) = Ψ˜(t−s)
with Ψ˜ ∈ Cb(R,R), χ̂ ∈ B(R×D(R, Em),R) and then a function φ ∈ Cb(Dn,R).
Then set for u ∈ U and s, t ∈ R with s < t and C˜t = (p, r′, ξ′, t):
Hφ,ψ,ξ,χ̂
(
(u, s), (p, r′, ξ, t)
)
=(7.25)
ψ(s, t)
∫
(U×V )n
d((
n⊗
i=1
µξi(s))(dx)φ[(r
p(xi, xj))1<i<j≤n+(r′(i, j))1≤i<j≤n]χ̂(s, (ξ(u))s≤u≤t).
This amount to having a χ-function with two factors one as in (7.18) generating the locations where
we sample with the sampling measures the individuals from the population and a second factor to explore
the corresponding path at different time points.
Then the Feynman-Kac duality relation reads (with s = 0):
Lemma 7.4 (FK-duality:path process). We start the process U in a state with constant path. Then:
E[Hφ,ψ,ξ,χ̂((Ut, t), (p0, r
′
0, ξ0, 0))] = E[H
φ,ψ,ξ,χ̂((U0, 0), (pt, r
′
t, ξt, t)) exp(β0,t)].(7.26)
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However in order to obtain above duality later via the generator relation some additional concepts are
needed, due to the time inhomogeneity. These operators corresponding to the processes above involve
the explicit time coordinate and therefore we will need a generator relation for all times s between 0
and the time horizon t and hence we have as state of the forward process path which already evolved
for some time u and are not in the constant state, which we assumed writing down H(·, ·) in a specific
way. In fact we have to be more careful writing down the duality function, so that we can use it for the
intermediate times s between 0 and the time horizon t. In fact we just saw that we have to generalize
this a bit now.
Consider the following objects. For two path ξ↑ and ξ↓ one from Ds,u one from Du,t we introduce,
for those ones with ξ↑(u) = ξ↓(u) the glued path ξ∗,u = ξ↑ ` ξ↓ from Ds,t arising by setting
(7.27) ξ∗,u(r) =
{
ξ↑ for r ≤ u
ξ↓ for r > u.
This is used to generalize the duality as follows. Now the duality function between time s and t given
by replacing the path ξ in the formula (7.25) by ξ∗,s from above.
We need above relation also for the t−truncated process, including the smoothed versions. For this
purpose the duality function has to be changed by replacing in (7.25) the function φ and χ̂ as follows.
For the truncated case we replace φ by the truncated φ which is φ1[0,t]n respectively its smooth
version. The function χ̂ is replaced by the function of the truncated path respectively the smoothly
truncated one. We have to see to it below that the duality still holds on these truncated test functions
by approximation (spatial version of Lemma 5.5 see (7.15)).
Proof of Lemma 7.4. We have established the needed generator relation for the FK-duality for the non-
spatial and time-homogeneous case. We note that passing to the time-space process is fine since ∂∂t and
− ∂∂t are operators in duality with our condition on ψ. Consider next the E-marked case. Then the
argument for growth and branching operator is easily lifted from U to U × V .
Therefore it remains to verify the duality criterion now only for the migration operator. Here one
might wonder whether this is not just the duality of the time-space processes from above. That is
unfortunately a bit more tricky as we explain next.
Remark 7.5. If we observe the state at time t of the path valued process U and evaluate the specified
polynomial on the one hand and compare it with the functional of the path of the E-marked process
with the specified test-functions are similar if in the latter we consider the time-space process but there
is the following problem.
We must observe that in the E-marked time-space process we sample from the population at times
t1, . . . , tm, t and observe the position at this time say tk only, while for the path marked case such
positions appear also for individuals sampled at later time ti. In particular in the path marked case we
sample from the population at time ti, so that we prune individuals at those time tk which do not have
descendants at time ti. Note however that the pruning is independent of path and genealogy up to time
ti. This means that the ones sampled at a time ti but whose path is evaluated at positions tk < ti must
in the time-space coalescent in the backward picture be activated at time ti and not tk that is in the
backward time at t− ti and not t− tk. Similarly the Feynman-Kac term changes.
Hence we have to show that the generator of the mark evolution is in duality with the one for the
dual process, the spatial coalescent enriched with the distance matrix and the mark vector which is a
vector of locations. But this is in the literature. For details in the case of the Fleming-Viot process see
Remark 1.19 in [GSW16].
Similarly in order to now establish the Feynman-Kac duality for the path marked case we have to show
that the mass flow on path is dual to the migration in the path in the a-spatial coalescent. Namely in
order to check the duality in that case one uses the generator criterion and as test functions polynomials
of the form as given in (7.25) with the mentioned restriction.
Next we have to argue how to get the duality relation respectively the analogue of (7.23) for the
path-marked process, first in the time-inhomogeneous setting in (i) then for D∗ in (ii).
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(i) Hence we have to argue addressing two points (1) How is duality transferred from the mass flow of
locations to the mass flow of the path process and (2) how this then is transferred to the measure-valued
historical process i.e. the process of measures on these path and even further from here to UV -valued
processes. Denote coalescent and functional by K˜ respectively β˜0,t. How to prove the claim?
To get the duality we have to prove essentially first ((1) and first part of (2)) that the mass flow
induced by the historical process and a system of independent random walk path processes are dual w.r.t.
H(·, ·) from (7.25) using the generator criterion. Some care is needed here due to the time inhomogeneity
as we will see below.
Now we have to verify the generator criterion for duality. For that purpose we note that the generator
action of Ω↑,ancs (recall this is exclusive the action in the explicit time coordinate) is on the polynomial
via the function χ. Here we have to recall the operators defined in (3.41) and (3.43). Namely for a
polynomial of degree n,Φn,φ,χ̂ we have:
(7.28) Ω↑,ancs Φ
n,φ,χ̂ =
n∑
k=1
Φn,φ,χ̂
∗,k
,
where
(7.29) χ̂∗,k := A∗k χ̂.
Note here that the r.h.s. involves s. This expression we have to compare with the action of the dual
process generator on a polynomial.
We now need the action of the mark evolution of the dual process on the duality function for fixed
first argument and how this acts on the test function. To see this we have to calculate the action of the
generator of the random walk path process of one moving individual on Hn,φ,χ(u; ·). This latter process
is a pure jump process and the generator action we look for is the sum of the n one–individual generators
which is given in equation (3.41). We have to argue now what this formula implies if we apply it to
the function given via the duality function above. For that purpose we have to view this function as a
functional of the function χ̂ of the path on which we can act directly with the generator. We claim this
object we can write again as a polynomial with a new χ̂-function.
To see this we need to analyze what type of function H(u, ·) actually is. This function is an integral
over parameters, namely u ∈ U which is derived from u, of polynomials of the form (recall (3.23)):
(7.30)
∫
V n
χ̂ ν⊗n∗ .
In particular does it suffice to have the self-duality in terms of the operation acting on χ̂, on the
function of one path. Here the dual random walk path goes in the revers direction as the underlying
motion hence we have the same a(·, ·) as in the mass flow term in the operator and we have here therefore
the same coefficients for the action on χ̂.
Hence the dual migration operator acts only on the function χ̂ and through it on the polynomial
Φn,φ,χ̂ and the operator Ω↓,anc does this acting on the polynomial via
(7.31) Ω↓,ancΦn,φ,χ̂ =
n∑
k=1
Φn,φ,χ̂
∗,↓
k ,
where
(7.32) χ̂∗,↓k := A
∗
k χ̂.
We see that χ̂∗k = χ̂
∗,↓
k which proves the duality of the mass flow.
This proves the Feynman-Kac duality relation for the path valued process. In particular we get also
a formula for the finite dimensional distributions i.e. using instead of the mechanism and the functional
β0,t(·) the one of the dual process K˜ and β˜0,t as specified above then the analog of (7.23) holds replacing
K, β by K˜, β˜ in the formulas .q.e.d.
Therefore the uniqueness result for the martingale problem carries over to the D+-marked case.
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(ii) In the final step we have to lift this FK-duality now to the marks given by the adjusted path,
shifted by t to the left for the time t duality i.e. we have to pass to D∗-marks.
Here we apply the shift by t to the path of the dual process (which runs backward and is shifted by
t further) i.e. in the duality relation we have to take for a dual path ζ running backwards from time t
the adjusted path (with a fixed choice of t):
(7.33) ζ(·) −→ ζ(·+ t) := (ζ)∗,↓(·)
in the duality relation. We need that this does not change the two sides of the duality relation for the
chosen function. This is true since we shift by t the path on both sides.
Altogether we have now verified the assumption needed to get the uniqueness of the martingale
problem, which is needed in the verification of our criterion for the branching property.
Step 2: Existence Next we need existence of a solution. In order to prove the existence of a solution
to the martingale problems we proceed in principle in two parts. One considers in the first part a solution
to the martingale problem in a finite geographic space and obtains then in the second part a solution
for the possibly infinite space by approximation via a sequence of processes constructed for related finite
geographic spaces namely for En ↑ E, with | En |<∞ with suitably chosen modified migration part of
the dynamic. This approximation argument is standard for measure-valued processes and carries over to
the UV -valued setup making use of the duality for the limit evolution for the latter, see [DG19b], [GM]
where all details are spelled out. Hence it remains to show here the existence of a solution on finite
geographic space.
Here, on the finite geographic space (and finite total population size), one uses the approximation
with an individual based model. One takes per site a finite number of individuals and then lets this
number tend to infinity, see [GPW09], [GSW16] where this is carried out for the Fleming-Viot model
and [Glo¨12] where the branching model is treated in the non-spatial case, the spatial case in [DG19b]
and [GM]. We refrain from giving details in this paper except for the path-marked situation where a new
point arises.
Namely we want to be able to approximate our process by a sequence of individual based branching
models. In order to then show that limits of the approximating models solve the martingale problem it is
most convenient if we have continuous test functions. This is here a problem with path-marked genealo-
gies, the spatial component in the polynomials is in that model not continuous for these polynomials
we use as test functions in the martingale problem, namely in the path-valued case our polynomials
are based on evaluations in fixed time points and hence are not continuous in the mark variable in the
Skorohod space of path.
We can obtain continuous test functions by considering moving averages of the functions χ which we
are using, more precisely choosing the time points there at random on R, recall 3.6. (This we also use
for the topology to define convergence.) Because of the linearity of the operator Â we can then obtain
Ω↑,anc for these test functions as well, but now the test functions are continuous. Furthermore solutions
to the martingale problem are also solutions to the one with these test functions, but not immediately
the other way around. We must therefore directly work with the given martingale problem.
We can use two known properties here. Namely for the convergence of the projection of the sampling
measure on the marks we can use the results of Section 7 in [DP91]. On the other hand projecting on
U by projecting U × V on U gives for finite space the tree-valued Feller diffusion, where we can use
[Glo¨12]. These two facts are given in detail below and can be used below to establish the convergence
of the genealogies of the subpopulations descending from ancestors in some finite subset of geographic
space and then it is well known to lift this to the full population as explained above.
The tightness of the approximating individual based processes follows, since tightness of genealogies
and marks separately implies the tightness of the joint law, Theorem 3 in [DGP11]. However we gave
the reference for these two points above. Hence we need to prove only uniqueness of the limit points to
prove convergence. We know our martingale problem has a unique solution. Hence we get convergence
if we show that the limit points of our tight sequence must solve the martingale problem.
The convergence to solutions of the martingale problems which are wellposed are known both for the
projection on (ν∗t )t≥0 and for the projection on the genealogy. Hence it only remains to deal with the
coupling of the two components i.e. the joint distribution of genealogy and marks to conclude convergence
as we saw above.
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The process has test functions which are polynomials induced by a product of a function φ of the
distances and χ̂ a function of the marks. We have by results on the non-spatial case respectively the
historical process ([Glo¨12],[DP91]) the convergence of the compensators to the limit compensator if we
put either φ or χ̂ equal to a constant. We also know that the operators associated with the genealogy
and the mark evolution sum to the complete operator. The branching operator acts on the function φ as
well as the growth operator, the mark evolution operator on χ but the branching operator in the limit
dynamic acts also on χ through the action of duplicating a path i.e. its action on the measure. The
latter is of course what connects the evolution of marks and of genealogies here in this model which is
for the path marked case not just affecting mass at the site. Still this gives rise to technical problems.
We will circumvent this problem and first prove convergence to some limit without using uniqueness
of the martingale problem. We will see from the proof that this limit point process is a Markov process.
Then we will have to show that this process solves the given martingale problem using the way it is
constructed. We will perform this construction by looking at the conditional distribution of the marks
given the genealogy.
For a given U we denote by U˜ the projection from the marked genealogy on the genealogy, i.e. we
consider the map τ : UV → U given by [U × V, r ⊗ rV , ν]→ [U, r, µ] with µ(·) = ν({·} × V ) and set
(7.34) U˜ = τ(U).
Then ν = µ⊗m with m a kernel from U to V describing the mark configuration given the genealogy, the
latter means, we condition on the value of this functional τ to condition on the process of genealogies.
Hence the object we have to focus on is the random kernel m.
Fix for the state at time t an h ∈ [0, t). We consider here the marked (t − h)-trunks due(t − h) of
the states u at time t to show that the marginal distribution at times t converge, by showing that the
law of the marked (t − h)-trunks conditioned on the genealogy which is a law on the mark distribution
converges for all h ∈ [0, t). We recall next (resp. define here) (t− h)-trunks and marked (t− h)-trunks.
The (t− h)-trunk of an element u of U is an element of U(t− h)unionsq (recall (3.3)) which complements
the buc(t− h)-top of the u, see (3.8) and as h ↑ u the trunks converge to u. Here is the definition.
For u ∈ U(t)unionsq consider the (t − h)-top denoted buc(t − h) and write buc(t − h) = unionsq
i∈I
t−h ui, the
decomposition into open (t− h)-balls ui = [Ui, ri, µi] for i ∈ I. Then the (t− h)-trunk of u is defined:
(7.35) due(t− h) = [I, r∗, µ∗], with r∗(i, i′) = inf (r(u, v)− 2(t− h) | u ∈ Ui, v ∈ Ui′)
and weights
(7.36) µ∗({i}) = µi(Ui).
Next the marked (t− h)-trunk. We decompose the (t− h)-top of the marked state u in the elements
of UD(t−h). Now we proceed as above but the measures νi are now projected onto the set of path which
are only non-constant in [0, h], i.e. vh(s) = v(s)1[0,h](s) + v(h)1[h,∞)(s). This gives us an element in UD.
Furthermore we have again that the marked (t−h)-trunk of u namely due(t−h) satisfies due(t−h)→ u
as h ↑ t.
We begin by constructing the announced candidate for the limit dynamic.
Construction We know the process for the genealogy exists (i.e. the state projected on U from UV ),
so we have to construct the conditional law of U given the genealogy. We identify first the conditional law
of the marks at time t of the marked (t− h)-trunk given the (t− h)-trunk. Note here that conditioning
on the (t− h)-trunk is here equal to conditioning on the genealogy up to time t, because of the Markov
property and the independent increments of the path process. For h < t the h-trunk can be represented
by an R-tree with finitely many leaves, so that the (Uht , rht ) is a finite ultrametric space, where the
leaves carry also R+-valued weights namely the mass of the time t descendants (see [GGR19]) so that
we get an element of U,denoted [Uht , rht , µht ]. The corresponding R-tree is represented as a tree with
finitely many vertices, binary split points and edges and leaves carrying a weight. The R-tree has a finite
number of founding fathers, F1, F2, · · · , FK . The set of leaves with the distances and weights determine
an equivalence class of ultrametric measure spaces, dU˜e(t − h). We represent conditional distribution
of the marks of the trunk, by constructing a version explicitly for every realization of dU˜e(t − h) more
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generally for every finite weight tree in U(t − h)unionsq. For the t − h-trunk of a U-valued Feller diffusion
and via the backbone construction carried out in our framework, see [DG19b] for more details on the
diffusion case, in the particle case one can use results of Chauvin, Rouault and Wakolbinger [CRW91].
We now generate the marked object as follows. We have a collection of independent a-random walks
starting in e ∈ E:
(7.37)
{(
Y
{e},k
t
)
t≥0
, e ∈ E, k ∈ N
}
.
We consider the length of the edges from the founding fathers to the first split point, say T1(F1), · · · , TK(FK).
Then we take the random walks
(7.38)
(
Y e1,1t
)
t∈[0,T1(F1)]
,
(
Y e2,2t
)
t∈[0,T2(F2)]
, · · · ,
where e1, e2 are the positions of the founding fathers in E. How to choose these points. They are the
value of the mark attained for t ≤ 0.
Then we continue with the split points replacing the founding fathers, where their position is given
as the end-point of the corresponding random walks above. We continue until we reach the level h. Then
we can associate with each path in the R-tree from a founding father to a leave, parametrized via the
length, a path with values in E generated by the random walk pieces. Continuing beyond h and before
level 0 as constant path, we have marked dU˜et(h) with a path in D(R, E) and we can assign the weight
which we get from the weight of the leaf. This way we have constructed for a fixed trunk a random
marked trunk, i.e. a random element in U(t− h)unionsq. This way we have constructed mh(u, ·) a kernel from
U → Mfin(D(R, E)) based on the (t − h)-trunk of u, u an element of U. We have now constructed a
realization of the marked (t− h)-trunk of the element of UD we look for and hence specified the law of
the marked (t − h)-trunk of the stochastic process we look for and this works for every h < t and the
arising laws are by construction consistent, i.e. for h′ < h we have the law of the h′-truncation of the
law for h.
From the (t − h)-trunks we obtain in the limit h ↑ t, the U-valued state at time t and we want to
define the marks, i.e. we need m(u, ·) as the limit h ↑ t of mh(u; ·), which exists because of the concrete
construction.
Observe that this defines a random measure on path and its law defines a transition kernel
(7.39) Mh(u, dv) from U(h)unionsq into P (Mfin(D)) .
As the limit h ↑ t is taken we obtain M(u, dv) from U into P(Mfin(D)) the searched for conditional law
of the t-marginal.
Precisely we have now the information on the marks which we have to insert in our formalism, namely
suppose that we have an U-valued process (Ut)t≥0, then we focus on the measure ν in Ut = [Ut, rt⊗rV , ν],
we write as µ⊗m, where m is a kernel from U to (V,B(V )) which is read of from the state (U, r, µ) and
our construction precisely as follows.
We need for given projection on the genealogy for the measure ν the conditional law given the first
component more precisely a regular version of the conditional distribution of ν∗, which we called m(u, ·),
which is a finite measure on (V,B(V )). This measure is for us only relevant projected on the trunks.
This projection we read of from our construction by taking the realization of our random walks, leading
from the founders to a leaf and the weight prescribed there from the condition is their weight and gives
mh(u, ·), as an atomic measure on D(R, E) and as h ↑ t we obtain m(u, ·). Finally we set therefore for
our derived object: M(u, ·) = L[m(u, ·)] which gives us averaging over u with the law of the U-valued
process now the UD-valued one L[Ut].
We claim and prove further below that this way we have constructed a realization of the conditioned
distribution of dU˜te(h) given U˜t, with (Ut)t≥0 being the limit process arising from the individual based
models.
We need next the conditional law given the U-projection of the finite dimensional distributions. We
have for that purpose to carry out the construction for the states at times 0 ≤ t1 < t2 < · · · < tn ≤ t
jointly. This means we consider the n-states and the trunks formed at heights h1, h2, · · · , hn of these
states. Here we have hk < tk and we make the convention to consider the case where hk > tk−1, for all
k.
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We have now to construct the conditional distribution of the marks given the states in U in the
n-time points. We consider first the n trunks specified by the (hi)i=1,··· ,n i.e. (t − h1)-trunks. We
begin the construction as before for each time t1, · · · , tn by using random walk increments for the time
intervals [0, t1], [t1, t2], etc by taking n independent copies of our random walk collection, the point then
is to match the pieces of the path by choosing the starting points of the random walks consistently.
However we observe that the (t− h1)-trunk of the state at time t1 is as ultrametric space embedded in
the (t− h2)-trunk of the state at time t2, there is only pruning since some of the leaves of the first will
have no descendants at time t2. But therefore there is no consistency problem, constructing the random
walk path.
Similarly we proceed with the rescaled approximating branching random walk population and con-
struct a representation as the one we used to define the infinite population per site process.
We are now in the situation that we have constructed the finite dimensional distributions of an UD+-
valued Markov process, the Markov property being a consequence of the Markov property of the U-valued
process we use and the independent increments property of the random walks used. This process is the
candidate for the limit process arising from the sequence of individual based approximations.
A consequence of this is that in order to establish the convergence of the individual based approxima-
tions it will suffice to show convergence of the marginal distributions for fixed time t, if we can establish
the Feller property for the involved processes.
Now we turn to the issue of the convergence of the approximations with individual based processes.
Now we claim that our conditional distributions converge weakly, i.e. L[mn(u, ·)] converge to L[m(u, ·)].
For the approximating individual based models we have however the same m(u, ·) and M(u, ·) by con-
struction. The map u→M(u, ·) is continuous.
We can use for the approximating system now the same random walk system and we pick the same
increments and obtain this way a coupling by matching the starting positions cleverly. We also note
that we can choose the genealogies all on one probability space such that we have convergence in the
sense of ultrametric measure spaces for the trunks on which we condition. Therefore the approximation
by individual based models converges to a limit law in the sense of convergence of the finite-dimensional
marginals. This limit is given by our construction we have given based on the realization of the U-valued
process and the collection of random walks.
We have to show that this process we have constructed solves the martingale problem based on the
construction not its property as limit. The latter we would know so far only if in our polynomial either
φ or χ is constant (recall the results we quoted in the beginning).
We have to show that the branching operator (Ωgrow + Ω↑,bra) and the mark evolution operator
Ω↑,mig act on a polynomial Φn,φ,χ̂ by changing φ resp. χ̂ separately by replacing φ by a suitable φ′
and χ̂ by a suitable χ̂′ as given in (3.36), (3.38). Since the construction uses the U-valued process as
given element the action of the branching operator which is only lifted to U × V from U and the mark
evolution is constructed based on the collection of independent random walks which evolve according
to the path process dynamic replacing χ by χ∗ as calculated earlier and which merge based on the
underlying genealogy giving then the lifted, from V to U × V , term.
Precisely we proceed as follows. We define again for w ∈ UV ,w ∼ (u, v) with u ∈ U and v ∈ M(V )
by w = [U × V, r ⊗ rV , ν], u = [U, r, µ] and v = ν(U × ·). We define for Ω↑,bran the lifted version
(Ω˜↑,branΦn,φ,χ)(u, v) = (Ω↑,branΦn,φ,χ(·, v))(u, v) and similarly for Ω↑,grow. On the other hand we have an
operator describing the evolution of the measures on path driven by the path process which is defined on
Φn,χ̂ to describe the evolution of the historical process and which we define on Φn,φ,χ̂ now, to describe the
mark evolution. To derive the expression we have to use the construction we gave using the collection of
random walks, which shows that Ω↑,anc(Φn,φ,χ̂(u, ·))(u, v) = Ωhist(Φn,φ,χ̂(u, ·))(u, v) =
u∑
k=1
Φn,φ,χ̂
∗,k
(u, v),
where χ̂′ is defined in (7.28).
Altogether we have now constructed a solution to the martingale problem which concludes the Step
2 on the existence of the solution.
Both Step 1 and Step 2 together prove the wellposedness of the martingale process as claimed in
Proposition 3.8 q.e.d.
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