INTRODUCTION
Biochemical reaction networks (BRNs), such as glycolysis and the tricarboxylic acid cycle, are an integral part of the machinery by which an organism maintains itself and adapts to its environment. These networks are responsible for numerous cellular tasks including the maintenance of homeostasis and the creation and propagation of chemical signals such as those indicating hunger or satiation. It is often very difficult to determine the underlying logic of the regulation of even relatively small portions of a BRN. First, the sub-network may be highly interconnected and contain many feedback loops, branching pathways, etc. Second, it is difficult to determine all the kinetic parameters that determine the behavior of a BRN in vitro let alone in vivo (Fersht, 1985) . Third, the great range of temporal and spatial scales over which a large BRN can react to the perturbation of its variables makes it difficult to deduce the laws of biological control and signal processing from examination of models of the dynamic equations of motion (Acerenza, Sauro, and Kacser, 1989) . Therefore, it is desirable to develop additional techniques for the investigation of reaction mechanisms, their control and signal processing.
In previous papers we have demonstrated the implementation of formal logical computations and functions such as logic gates, neural networks, and universal Turing machines (Hjehmfelt and Ross, 1992 , 1994 Hjelmfelt et al., 1991 Hjelmfelt et al., , 1992 Hjelmfelt et al., , 1993 The purpose of the present work is first to demonstrate, by way of calculations based on macroscopic kinetic equations, that enzymatic biochemical reaction mechanisms can perform computational functions. We do so in a sequence of studies: in the section titled Models of BRNs, we show that plausible models of enzymatic reaction mechanisms and networks of such mechanisms can realize logic functions such as AND, NOT, OR, and exclusive OR (XOR) gates. One of these mechanisms is a radical simplification of the hexose-phosphate interconversion pathway (sHIP) in glycolysis/gluconeogenesis, wherein the complex, experimentally determined rate laws are replaced with Michaelis-Menten forms. It is shown that this mechanism, operating in isolation from the rest of the metabolic pathway, can function analogously to an AND gate. Choices of the kinetic parameters determine the range of operating behavior from a nearly classical Boolean AND gate (Horowitz and Hill, 1984) to a generalized fuzzylogic function (Klir and Folger, 1988) . For nearly all choices of the parameters, however, the mechanism retains a basic AND functionality.
Second, we show, again by calculations, that parts of established biochemical reaction pathways can perform computational functions. A more representative model of the HIP mechanism is constructed by using rate laws culled from the literature (see Analysis of a Portion of Glycolysis). This pathway involves the interconversion of fructose-6phosphate (F6P) between its two bisphosphate forms, fructose-1,6-bisphosphate (F16BP) and fructose-2,6-bisphosphate (F26BP) (Stryer, 1988) . The bicyclic enzymatic loop may function as a switch that selects either the degradative or the biosynthetic mode of the pathway. We examine the properties of this mechanism in isolation from the rest of glycolysis/ gluconeogensis (the HIP model). In this case, no material flows into or out of the hexose-phosphate pool so that the total concentration of the three fructose-phosphate forms is a constant. In addition, the concentrations of each of the adenosine phosphates are assumed to be held constant by buffering. We find that the steady state of the mechanism, parameterized by the concentrations of cAMP and cytosolic citrate, functions as an asymmetric fuzzy aggregation operator with properties akin to a fuzzy AND gate.
The section titled Analysis of a Portion of Glycolysis Embedded in a Large Metabolic Model descnrbes the placement of the HIP mechanism within a complex model of glycolysis/ gluconeogenesis (GG) coupled to the tricarboxylic acid (TCA) cycle (the GGTCA model) and material flows into and out of the hexose phosphate pool. We show that the fructose-phosphate interconversion mechanism may act as a category of logic gate with respect to input from cAMP and cytosolic citrate; the direction of flux changes from glycolytic to gluconeogenic only when blood glucose is low and there is no need of intermediates for the TCA cycle to drive respiration. In both the HIP and GGTCA model, the steadystate concentration of F6P as a function of cAMP and cyisolated HIP mechanism, i.e., it is an asymmetric fuzzy aggregation operator akin to the fuzzy AND gate.
MATERIALS AND METHODS
All calculations were constucted in the C programming language interfaced to the Numerical Algorithm Group, It& (Oxford, UK, Release Mark 15) FORTRAN library. The numerical integration of the kinetic equations was achieved by the roune D02NBF, a variable step-size integrator applicable to stiff sets of ordinary differential equations. The steady state for a system of equations is defined as the point at which none of the dynamic variables change more than 0.1%/1000 time units. The unit of time is dependent on the formulation of the system of equations. In the HIP and GGTCA models, for example, this time unit is equal to 1 min. All calculations were executed on a DECstation 3100 workstation. We obtained rate laws for the vanious enzymatc reaction mechanisms derived from Michaelis-Menten, steady-state, King-Altman, or derivative procedures (Fersht, 1985) . As such, the resultant kinetic networks are valid only on the slow (near steady-state) manifold of the network (Roussel and Fraser, 1993) . It is assumed that neglecting the transient response of the network has little effect on its klgical structure and that the concentraion of thermodynamically unfavorable enzyme-ligand complexes is negligible.
IMPLEMENTATION OF COMPUTATION WITH MACROSCOPIC CHEMICAL KINETICS Prior work
In previous studies, we began with an abstract reaction mechanism in which the species, A, and Bj, are, for example, an active and inactive form of an enzyme respectively (Hjelmfelt and Ross, 1992; Hjelmfelt et al., 1991 Hjelmfelt et al., , 1992 . Such mechanistic motifs are found in many biological systems; for example, Fig. 1 shows a phosphorylation/ dephosphorylation cycle similar in structure to the medcanism in Fig. 2 of Hjelmfelt et al. (1991) and Fig. 1 of Okamoto et al. (1988) , which is important in glycolysis/ gluconeogenesis. If such a mechanism is driven far from equilibrium, then the stationary state of, let us say A,, varies sharply from a low value to a high value as the catalyst concentration, C1, is changed (see Fig. 2 of Hjelmfelt et al., 1991) . This behavior is equivalent to a McCulloch-Pitts neuron (McCulloch and Pitts, 1943) (Okamoto, 1992; Okamoto et al., 1988a Okamoto et al., , b, 1989 (Hjelmfelt and Ross, 1993,1994; Hjelmfelt et al., 1993 Fig. 2 of Hjelmfelt et al., (1991) , the transition between the low and high steady states of the protein species is relatively smooth; this effect will be discussed in more detail later. Given that the interconversion of two lx1013 IXIOt-2 IxIt-11 lxlO10 lXlx9 1x104 1x1x7
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where vl-v4 This mechanism may function as a logical AND gate. The inhibitor concentrations are the two inputs to the gate, and the concentration ofA is the output. When no inhibitors are present, the steady-state concentrations of A, B, and C are equivalent. When one or the other inhlbitor is present, material is apportioned betweenA and one of the other species; thus, A assumes a higher steady-state value. Finally, when both inhibitors are present, conversion ofA to the other two species is blocked, and A therefore attains its highest concentration. These responses are reminiscent of the behavior of an AND gate. However, the steepness of the transition between the highest and lowest concentrations ofA, the absolute values of these concentrations, and the symmetry of the response, depend on the exact kinetic parameters of the enzymes. Calculations of the steady-state concentrations of A from integration of Eqs. 6-8 (the mechanism in In this case, the concentration ofA is virtually constant at less than 1 unit, unless both I, and I2 are present, at above approximately 6 units each, at which point a steep transition to a value greater than 90 occurs. Thus, the mechanism with these parameters functions much like a Boolean AND gate. A much smoother transition is obtained by substituting (case 2): KI = K; = Ks = Ks = 35.0 units. Here, there is a relatively smooth btansition between the highest and lowest steady-state concentrations ofA over the range between 1 and 10 units in each of the inputs. Thus, this gate is closer to a fuzzy AND operator. The difference is that in the former case, the binding constants for the substratesA, B, and C were much smaller than any of the (average) concentrations of these species. Thus, the enzymes are functioning within the zero-order ultrasensitivity regime discussed in Goldbeter and Koshland (1981) . In the second case, the binding constants are a significant fraction of even the maximal concentrations of the substates and thus the apparent cooperativity is reduced Dependence of functionality on the exact kineftic par meter This is caused by the decrease in maximum activities of E, Fig. 8 is alnost equivalent to the chemical neuron discussed above; however, instead of using simple mass-action ldnetics, the reaction dynamics are descnried by rate laws such as those in Eq. 6. The output of the hypothetical biochemical NOT gate, indicated by the concentration of D, is high (low) when the concentration of I5 is low (high). This is much like the response of unphosphorylated PFK2::F26BPase to cAMP in Fig. 2 . Again the transition between the extremal concentrations ofD can be steep or gradual with respect to [4] depending on the specific choice of the kinetic constants.
An aggregation operator, such as AND, and a complementation operator, such as NOT, are sufficient to express any logic function (Horowitz and Hill, 1984) .
Preservaton of dynamic range by input/output matching of coupled reaction mechanisms A connection between, for example, an AND gate and a NOT gate may be implemented by causing the output species of the AND gate to be the inhibitor to the relevant enzyme in the NOT gate. This is not a trial task because, to preserve the dynamic range of the final output species (say D), the difference between the minimum and maximum concentrations ofA should span the transition region of the NOT gate. [cAMP] should span the range 0.1 pM and 10 nM to take advantage of the full dynamic range of the phosphorylation cycle in Figs. 1 and 2 ). This matching can be achieved in a number ofways; for example, fast equilibria placed between the gates can serve as multipliers and dividers of the input concentration. Alternatively, the input species may be coupled (through an effector connection) to intermediate NOT gates (having the appropriate inhlbition constants) to produce a mechanism similar to the cyclic cascades used in biological systems for signal amplifiction (Schacter et al., 1984a (Fersht, 1985) or on Cleland-type equations (Cleland, 1963) , which are derived from the King-Altman steady-state procedure (King and Altman, 1956 Fig. 3 or as a more general aggregation such as that shown in Fig. 7 .
Comparion wffh the at tecaAlthough the mechanism shown in Fig. 11 has a reaction topology similar to the abstract four-enzyme AND gate shown in Fig. 6 Tables 1 and 2 .) In afew cases, the rate laws not included here because of space limitations; however, it were slightly modified to take into account interactions with may be obtained by writing to the authors. The hexose- (Achs et al, 1971) The column labeled "Glycolytic ConcenCtatio" contains the concenrations of the metaboites when the flow of ACoA and the concentratio of cAMIP are at their lowest values and the fl thwough the pathway is in the glycoytic direction. he olumn labeled "Gl n (1992) phosphate "gate" disussed in the precding section (and interconversion mechanism within the larger BRN. We deshown in Fig. 11 ) appears as a set of reactions early in the termine how the logical structure of the steady-state surface glycolytic pathway. Because this model exhibits a large num-of the mechanism dicussed in the last section changes when ber of regulatory interactions the "logic" goveming control placed within such a large network. The GGTCA model of the network may be very complex. We shows that an increase in P8 results in an increased tansport of mitochondrial citrate into the cytosol. cAMP shifts the equilibrium of cAMP-dependent protein kinase toward the liberation of its catalytic subunit (Fig. 13 ). The GGTCA model shows a switching from glycolytic to gluconeogenic flux over this range of input concentrations. Fig. 16 KI, etc.) of the mechanism in Fig. 6 can realize either a reasonably crisp AND function (as in Fig. 3 ), a fuzzy AND finction, or a fuzzy aggregation function (as in Fig. 7 (Schaerf, 1991) and continuous logic (Levin, 1990a, b) The switching between glycolysis and gluconeogenesis is controlled by many interrelated and not necessarily consistent chemical indicators of cellular energy status (e.g., the TCA cycle does not necessarily have a sufeit of intermediates only when blood glucose is low). As such, the metabolic HIP switch must be able to determine an efficient switch point in the face of somewhat "contradictory" information. It is reasonable, therefore, to expect that the logic that governs the change in pathway flux from glycolysis to gluconeogenesis, when there is both enough energy to drive respiration and not enough blood glucose, is a switch but with a "fuzzy" transition.
Having shown that macroscopic kinetics may have computational functions we may invert the purpose of the investigation. We may ask what methods of testing for logic functions, as in electronic circuit theory, may be applicable to the investigation of complex reaction mechanisms. It is useful to construct truth-tables, obtained from experiments on a given reaction mechanlism in which, for example, an increase in the concentration of any two or more reactants produces an increase or decrease in the concentration of a third reactant (or product). Both probabalistic reconstruction analysis and dependency analysis (Conant, 1988a, b) are other examples of systems analysis techniques that may be applied to experimental observations of interdependencies between the concentrations of chemical species in order to reconstruct complex reaction mechanisms. We address these issues in a separate study.
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APPENDIX A: SOME AXIOMS OF FUZZY LOGIC The axioms of fuzzy logic (Klir and Folger, 1988) are based on the use of fuzzy membership functions, y ,(<) which are an (often arbitrary) measure of the belonging of a given object, (, to a given set, X Le., it measures how true the defining characteristic of the set is for the object For [0, 11 (A2) where NOT(L,_D) maps the membership of objects in -/(e.g., Old) to that in the set / (e.g., Youmg) and follows the folowing two axioms, which are based on those in Klir and Folger (1988) NOT is monotonic nonicreasing.
In an actual transistor-transistor logic (ITL) 
which obeys the following axioms:
Axciom A-4 . AO0, 0, 0, ---, 0) = 0 and -X(1, 1, 1, ---, 1) = 1.
Axiom AH is monotonic nondecreasing in all its arguments. Axiom A.6 v is a continuous function.
There is another auxiliary axiom which is not necessary but often included:
Axiom A.7 , is a symmetric fiuction in all its arguments.
The gate that produced Fig. 7 satisfies this requirement, but in general, biochemical gates are asymmetric. In fact, it is difficult to analyze the logical consequences of input response asymmetry in real bochemical gates since both the gate's sensitivity to a given effector and the physiological concentration range of the effector are relevant
