Abstract. We present a new approach for an average-cases analysis of algorithms and data structures that supports a non-uniform distribution of the inputs and is based on the maximum likelihood training of stochastic grammars. The approach is exemplified by an analysis of the expected size of binary tries and compared to the known results that were obtained by traditional techniques.
Introduction
Trying to derive a precise characterization of the behaviour of an algorithm or a data structure is the aim of the analysis of algorithms, a subject founded by Knuth around 1963. After fixing a complexity measure like execution time and a few assumptions about the probabilistic model reflecting the underlying data, the goal is to estimate the complexity of the algorithm or the data structure in question. As a worst-case analysis often focuses on pathological configurations an average-case analysis tends to be more informative, provided that the underlying probabilistic model is realistic. But many times a realistic model is not known or one has to keep the mathematics of the analysis manageable and therefore has to cut back the probabilistic model. Then for example a uniform distribution is assumed on the data instead of a more sophisticated/more realistic one.
With our approach presented in this paper we attempt to avoid the two problems mentioned. We are able to evaluate the expected performance while using a realistic probabilistic model and at the same time keep the mathematics practicable. The basic idea is to obtain a distribution for the data under examination by observing and recording the inputs respectively the resulting structures in a real application. This is done by the use of a suitable formal language that allows us to represent the inputs respective the resulting structures (e.g. trees) as words over an adequate alphabet. The rules of a grammar that generates this formal language are supplemented with probabilities and the resulting stochastic grammar is trained according to the maximum likelihood principle on the actual inputs/structures from the real application with (hopefully) typical inputs of different sizes. According to the ideas of Chomsky and Schützenberger such a
The research of the author was supported by DFG grant NE 1379/2-1. stochastic grammar can be translated into a probability generating function for the generated language. Then the expected value and higher moments of several parameters of the language at hand are readily available by standard generating function methods. Returning to the algorithms and data structures these parameters can be interpreted as the complexity measure chosen.
As all the methods that are necessary for this type of analysis can be performed automatically on a computer, an automatic average-case analysis for inputs that have a non-uniform distribution is possible. We are working on a prototype as a proof of concept. A software system that allows an automatic average-case analysis in the uniform case was presented in [FSZ91] .
Another application of our approach might be the following: When studying a new algorithm or data structure or a modification of an existing one, a formal average-case analysis can be quite intricate and sometimes a formal model is not obvious to us or out of reach. But what we usually can do, is to implement the algorithm or data structure and record the resulting structures for different inputs. This set of sample data can then be used in our approach and allows for a first check whether this new algorithm or data structure outperforms the previously known ones. Then we can decide whether it is worth to continue working on the new/modified algorithm.
We will demonstrate our approach by an analysis of the expected size of random tries in the Bernoulli-model and compare it with well-known result which were derived in the "traditional" analytic way. The Bernoulli-model with respect to tries is a probability model in which a source produces an infinite stream of equiprobable symbols where each symbol is independently chosen of all previous symbols. The keys are then infinite sequences of the stream chosen independently of all other keys. The resulting random trie is sometimes called symmetric trie.
The rest of the paper is organised as follows: We collect the results and definitions needed in section 2 and present our work in section 3.
Known Results and Basic Definitions

Stochastic Context-Free Grammars
Generalizing context-free grammars by assigning probabilities to the rules leads to stochastic context-free grammars (SCFGs) [HF71] .
Definition 1 (stochastic context-free grammar). A stochastic context-free grammar is a five-tuple G = (N, T, R, P, S) where N = {V 1 = S, V 2 , . . . , V k } is a set of variables or non-terminals symbols, T = {a 1 , . . . , a m } is a set of terminal symbols disjoint from N , R = {r 1 , . . . , r n } is a subset of N × (N ∪ T ) 1 , its elements r j = (V i , ω j ) are called rules or productions. Additionally we denote by R i = {r j | r j = (V i , ω j ) ∈ R} the set of all rules with the same left-hand side V i .
P is a mapping from R into ]0, 1] that assigns each rule r j its probability p j . We write p j : V i → ω j for a rule r j = (V i , ω j ) ∈ R with P (r j ) = p j . We require that {j|rj ∈Ri} p j = 1 i = 1, 2, . . . k holds, that is, the probabilities of every set of rules with the same left-hand side sum up to 1 and thus we have a probability distribution on the rules with the same left-hand side. The symbol S = V 1 ∈ N is a distinguished element of N called the axiom or start symbol. All sets in this definition are finite.
The language L(G) generated by a SCFG G is the set of all terminal-strings or words which can be generated by successively substituting non-terminals according to the productions starting with the axiom S. We write α =⇒ β if there is a possibly empty sequence of rules r i1 , . . . , r i k that leads from α to β, that is
Such a derivation is called left-most if always the left-most non-terminal is replaced next. The probability p for such a derivation is given by the product of all the productions used, that is p = p i1 ·p i2 ·. . .·p i k . The probability of a word p(w) generated by the grammar G is the sum of the probabilities of all its different left-most derivations. Every left-most derivation corresponds uniquely to a parse tree of a word.
The probabilities on the rules thus induce probabilities on the words and parse trees but it is a priori unknown whether a probability distribution on the entire language is induced by a SCFG or not. A SCFG is called consistent (sometimes proper ) if it provides a probability distribution for the generated language, i.e. : S → a is not consistent. As the first rule is more likely than the second, each of the S's is likely to be replaced with two more S's, thus the S's multiply without bound.
Chomsky and Greibach normal forms can be defined and found similarly for SCFGs as demonstrated in [HF71] , they even induce the same probability distribution on the the words generated as the original version of the grammar.
Training and Consistency of Stochastic Context-Free Grammars
The training of the grammars is based on the maximum likelihood method invented by R. A. Fisher around 1912. On a fixed sample from a larger population the maximum likelihood method tunes the free parameters of the underlying probability model in such a way, that the sample has maximum likelihood, that is, other values for the parameters make the observation of the sample less likely. In our setup the free parameters are the probabilities of the grammar rules. Training the grammar then fits those probabilities so that words generated by the grammar closely match the sample set of words provided for the training.
The conditions for consistency of such a trained grammar has been investigated by a number of scientists. Booth and Thompson [BT73] use results from branching processes and matrix theory to show that a SCFG is consistent when the largest eigenvalue of a certain matrix, constructed from the grammar, is less than one. As the exact computation of eigenvalues for large matrices is challenging the applicability is limited. A conjecture by Wetherell [Wet80] is proven in [CPG83] namely that assigning relative frequencies found by counting the rules in the parse trees of a finite sample of words from the language results in a consistent SCFG. A simpler proof is found in [CG98] . Sánchez and Benedí [SB97] extend the results by showing that training grammars with the classical inside-outside algorithm on a sample yields a consistent SCFGs. Chi and Geman [CG98] show, by a simple counting argument, that training the grammar by Expectation-Maximization yields a consistent SCFGs too. The results cited above were obtained with more or less explicitly stated assumptions on the grammar, sometimes unary and epsilon rules are not allowed or the grammar must be unambiguous. In [NS03,NS06,CS06] these restriction are lifted. The authors prove that the relative frequency, the expectation maximization and a new cross-entropy minimization approach each yield a consistent grammar without restrictions on the grammar. The results haven been extended in [CS07] along an information theory approach.
It should also be noted, that estimating the probabilities of a stochastic context-free grammar by their relative frequencies yields a maximum likelihood estimate [CG98] . Counting the relative frequencies is especially efficient for unambiguous grammars used here, as there is only one left-most derivation (parse tree) to consider.
Formal Power Series and SCFGs
Following [CS63] we can make use of the connection between formal languages and formal power series and translate an unambiguous context-free grammar into a corresponding structure generating function that counts the number of words of length n, see [Ku97, FS07] .
Definition 2 (generating functions). The ordinary generating function of a sequence (a n ) is the formal power series
The probability generating function of a random variable X is
In case of an unambiguous SCFGs the translation yields a probability generating function P (z) where the coefficient Pr(X = k) is the probability that a word of length k is generated. By evaluating P (1) = k Pr(X = k) we can check whether the SCFG is consistent.
Example 2. The unambiguous CFG S → (S)S, S → translates into the equation S(z) = z 2 S(z) 2 + 1, which has the solution S(z) =
. It can easily verified that the coefficients at z n count the number of words of length n. The unambiguous SCFG Here the coefficient at z n is the probability that a word of length n is generated and S(1) = 1.
As seen in Example 2 the interesting information are the coefficients "hidden" in the generating function. Extracting information about the coefficients from generating functions is possible by singularity analysis. The basic idea is to use a general correspondence between the asymptotic expansion of the generating function near its dominant singularities 2 and the asymptotic expansion of the coefficients of the generating functions. This method was introduced by Flajolet and Odlyzko [FO90] , more details can be found in [FS07] . One of the tools from singularity analysis we use, is the O-transfer method. Briefly this works as follows: An asymptotic expansion of a generating function A(z) that has a dominant singularity at z = 1 has the form:
Switching formally to the coefficients yields:
The O-transfer method now provides for different functions h(z) an asymptotic expansions of the coefficients [z n ]h(z) and the transfer theorems guarantee that
holds, which is not a triviality. In summary the Otransfer method permits the following transition:
=⇒ a n = h n + O(g n ).
Trees and Tries
A binary trie is a binary tree that stores a set of keys K = {k 1 , . . . , k n } in a special way. The keys are considered in their binary representation as a sequence of 1's and 0's and stored in the leaves only. It can be recursively defined as follows:
The trie for an empty set of keys is just a nil-pointer, the trie for a single key is just a leaf containing the key; and a trie for a set of more than one key is an internal node with its left pointer referring to a trie for those keys beginning with 0 and its right pointer referring to a trie for those keys beginning with 1. The leading bit is removed in each recursive step for the purpose of constructing the sub-trees.
This construction is only possible if the binary representations of the keys is prefix-free. Then every key is stored in a leaf on a path described by a prefix of its bit pattern. Conversely, each leaf can only contain the key whose bit pattern begins with the bits on the path from the root to the leaf. Thus the structure of a trie is independent of the order in which the keys are inserted. In other words, there is a unique trie for any given set of distinct keys. But several distinct sets of keys may map to the same trie structure. Note that a trie is not necessarily an extended binary tree as it may have internal nodes with just one child.
As we are interested in recording the different trie structures that might arise we use the model of combinatorial tries introduced in [Ne02] . Combinatorial tries are a class of generalized extended binary trees with colored leaves. The leaves may be either black or white with the restriction that black leaves are always siblings of an internal node. Combinatorial tries now correspond to ordinary tries by interpreting a white leaf as leaf that stores a key, and a black leaf as a nil-pointer in the ordinary trie, see Figure 1 below. Note that it is impossible by definition that two black leaves have the same father or that a white and a black leaf are siblings of each other, as this would correspond to a sub-trie storing no key at all or to a key that could be stored in a lower level of the trie.
Maximum Likelihood Analysis of Tries
In this section we will show, how it is possible to analyse binary tries by means of SCFGs and generating functions. This serves as an example for our new general method which we call maximum likelihood analysis.
The expected size of tries
Firstly we will derive results on the expected size of tries with our method of maximum likelihood analysis. For this purpose we generated 500 random tries by inserting 500, 600, . . ., 1000 random integer keys and encoded the resulting tries using a bar-bracket-representation as Motzkin words. The set of Motzkin words over the alphabet Σ = {(, |, )} can be defined by two conditions: For any factorization w = uv of a Motzkin word w we require that |u| ( ≥ |u| ) and |w| ( = |w| ) holds, where |w| y denotes the number of times the symbol y appears in the string w. Deleting all a's from a Motzkin word produces a semi-Dyck word.
The rules of the stochastic context-free grammar and the corresponding structure they encode is shown below. The basic idea is that the word that encodes the left sub-tree is enclosed in brackets and the word for the right sub-tree just follows the closing bracket. A vertical bar represents a white leaf which stores a key. Black leaves are encoded by the empty word. There is no special reason for this encoding it just suggest itself. Figure 1 . The collection of words was then parsed with an Earley parser and frequency counts of the rules in the derivation tree were averaged and used as the probabilities of the six rules. As we are interested in totally random and thus symmetrical tries, the probabilities were rounded in such a way that left and right sub-trees are equally likely. This leads to If the probabilities would have been sampled from a real world application as described in the introduction, this rounding should be omitted as the real world data might be biased. We can now translate the unambiguous SCFG into a generating function. By "marking" an internal node with y and a leaf by z we get the following implicit representation of the bivariate generating function S(z, y):
Example 3. (((|)|))()(((|)|)(|)|)((|)|) is the encoding of the trie shown in
Now we can solve the quadratic equation to find an explicit form for S(z, y) or employ Newton's polygon method to find the series expansions of S(z, 1) and ∂ ∂y S(z, y) | y=1 at the dominant singularity, which is at z = 1, because it is smallest number where the argument of the root in S(z, 1) vanishes. Without probabilities S(z, 1) would enumerate the number of tries with n keys as we have marked the white leaves by z but as we are using SCFGs the coefficient at z n of S(z, 1) is the probability for a trie that contains n keys. Similarly ∂ ∂y S(z, y) | y=1 would enumerate the total number of internal nodes in all tries that stores n keys, but again we are using SCFGs and therefore we have the expected number of internal nodes in all tries of size n. The quotient of the corresponding coefficients of both generating functions yields the expected number of internal nodes as a function of the number of keys n stored in the trie. We will determine the coefficients by means of the O-transfer method. For this purpose we need the expansions of our generating functions around their dominant singularity z = 1 which are given by:
The O-transfer method now allows to translate these expansions into asymptotics for the probability of a trie of size n and it's first moment counterpart. As the tries were randomly generated we get:
Theorem 1. The expected size of a trie built from n random keys is given by
It is interesting to compare this with the result from Jacquet and Régnier [RJ89] for the Bernoulli-model.
Theorem 2 ([RJ89]
). The expected size of a trie built from n random keys is given by
where α log 2 (n) is a periodic function of log 2 (n) of small amplitude.
We have 
Other Parameters
When we imagine the shape of the average trie described by the trained SCFG we can conclude that it is quite regular. This is due to the fact that the rules and their probabilities of our SCFG are independent of the depths of the nodes. Every internal node has the same expected number of successors. The training has tuned the probabilities in such a way that the number of internal nodes is correctly estimated but not the shape. Recently Park et al. [PHNS06] studied the profile of tries. The profile of a trie is simply the number of nodes at the same distance from the root. Their results suggest that the shape of an average symmetric trie can be roughly described as follows: The first O log n levels are completely filled with internal nodes, thus we have a full binary tree. It follows a part where internal nodes and leaves are mixed. The remaining nodes are attached as linear lists to the bottom of the tree.
If we turn to other parameters, for example the external path length, that is the accumulated length of the paths from the white leaves to the root of the trie or the height of a trie, then we can say, with respect to the results of Park et al., that our SCFG approach will perform poorly. For parameters like the external path length or the height it does not resemble the true behaviour of tries.
To better capture the profile of tries we can switch from stochastic contextfree grammars to stochastic context-free schemes (SCFS) by allowing countably many non-terminals, terminals and rules. The scheme takes the following form:
This allows the probabilities to change with the depths. But how can we train such a scheme? The most obvious way would be to train the SCFS just like the SCFG. The rules which are unused due to the finite height of the tries, simply get the probability 0. However this approach has the drawback that the estimation is poor when n is not near the values that were used for training. To improve the estimation we let the probabilities depend on n and train sets of probabilities separately for several choices for n. The different sets of probabilities then serve as sample points for a least squares fitting.
Examination of the trained probabilities suggested a piecewise definition of the functions used for the fitting. Near the root of the trie each level is full of internal nodes, thus the rule S i → (S i+1 )S i+1 has probability 1 and hence the others rules get zero probability. Far from the root branching stops and white leaves are generated via rule S i → (|)| which has probability 1 while the other rules get zero probability. In between there is a transition from branching to the generation of white leaves, that we will approximate with a linear function. Therefore we have to describe to which depths in the trie the "branching range" extends and at which depths the "leaf range" ends. This is done by looking at our sample set of tries an recording the depths where p 
The functions for probabilities themselves are then piecewise defined depending on depths i b (n), i l (n). As before we do not distinguish between left and right for symmetric tries thus we get:
In all other cases the probabilities are functions of the form f (i, n) := a 0 + a 1 · i − a 2 · log n fitted on the trained probabilities augmented with additional constraints to ensure that the fitted functions sum to 1. Now translating the SCFS into bivariate probability generating functions S i (z, y) by marking an internal node with y and a leaf by z yields an infinite set of equations:
These equations are non-linear recursions in i and have thus far resisted several approaches by generating function and operator methods. We can however evaluate the performance of the SCGF and the SCFS approach in two ways. Directly by the computation of the expected number of white leaves as well as other parameters based on the trained probabilities and their comparison with figures from the sample set. Another way is the actual generation of random tries according to the trained scheme and their comparison with the sample set of tries used for the training. Consequently we generated 300 tries each with the trained SCFS for n = 100, 500 and 1000 and compared their number of white leaves and their average external path length against the sample set of tries. The following table shows some results: The following plot compares the average external profile of the sample set of tries against the expected external profile of randomly generated tries for n = 1000. The generation of random structures that follow a pre-trained distribution is noteworthy on its own right regarding simulation and testing. If one has to generated test data that is not totally random -perhaps a certain type of inputs exhibits a problematic behaviour of an algorithm, one can collect some samples -train a SCFG or SCFS and then generate more test inputs.
Conclusions
We presented an approach for the description of random structures via stochastic context-free grammars and their languages and applied it successfully to the analysis of binary tries. It's extension to stochastic context-free schemes seems promising as it allows to caputure more details. However the mathematics behind is considerably more difficult. Further interesting questions are: Which probability distribution can be modeled by a SCFG/SCFS? How great is the influence of the used grammar on the results? What grammar or scheme may be used to analyse different parameters?
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