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a b s t r a c t
In this paper, we study planar differential systems possessing a center at the origin.
We introduce functional conditions for centers and obtain sufficient conditions for
monotonicity of period function and isochronicity of the center of systems of ODE reducible
to the equation
··
x = f (x, ·x). These criteria are applied to obtain sufficient conditions for
isochronicity of some special important systems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider the planar differential systems
·
x = P(x, y)
·
y = Q (x, y)
(1.1)
with P(x, y),Q (x, y) functions of class C1 defined in an open neighborhood U of the origin (0, 0). To study the integrability
problem of the vector field associated with system (1.1) we may investigate local first integrals. Assume the origin is a
critical point of (1.1). We say that (0, 0) is a center of (1.1) if it has a neighborhood W covered with nontrivial periodic
solutions. Recall that system (1.1) has a center at the origin if and only if it has a Lyapounov first integral. When (0, 0) is
a center, we can define onW\{(0, 0)} the period function T (x, y) which associates to every point (x, y) ∈ W the minimal
period of the periodic solution γ(x,y) passing through (x, y). T is obviously constant on periodic solutions, so that it is a first
integral. We say that (0, 0) is an isochronous center if the period function T is constant in a neighborhood of (0, 0). The
period function has been extensively studied by a number of different authors, see [1–9,11–17] and the references therein.
There are many different methods of analysis have been applied to monotonicity of period function and isochronicity of
centers. Methods applied in the study of isochronicity problem are, for instance, by linearization in [12], by reduction to
second order differential equations in [11], by computation of isochronicity constants in [9], by the commutators method
in [15,17], and by a transformation to the simple harmonic oscillator in [6]. In this paper we focus on the monotonicity of
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the period function T of system (1.1), with critical point at the origin, in order to derive condition for isochronicity of the
center. Some results given here are related to some results of [7], but with a completely different approach.
We will work with positive definite function
V(g,h) : W(g,h) → R
defined as
V(g,h)(x, y) =
∫ x
0
s
g(s)
ds+
∫ y
0
t
h (t)
dt (1.2)
where g, h are continuous functions of R into R such that g(0) > 0, h(0) > 0 andW(g,h) is an open subset of R2 containing the
origin with g , h are positive on a neighborhood of zero. Let g+(h+) be the smallest positive root of g(x) = 0 (h(x) = 0 resp.)
if any, or otherwise g+ = +∞(h+ = +∞resp.), and g−(h−) be the greatest negative root of g(x) = 0 (h(x) = 0 resp.) if any,
or otherwise g− = −∞(h− = −∞resp.). It is easily verified that the level curves of V(g,h) are closed curves surrounding the
origin (0, 0) and contained inW(g,h).Moreover,V(g,h)(x, 0), V(g,h)(0, y) are strictly increasing on (0, g+), (0, h+), respectively
and strictly decreasing on (g−, 0), (h−, 0), respectively. If V(g,h)(x, y) is a first integral of the system (1.1) and the origin is a
center, then the derivative of V(g,h) relative to system (1.1) is zero and hence every nontrivial solution starting from (0, g+)
in the x-axis is periodic. The largest neighborhood of (0, 0) which is entirely covered by periodic orbits is called the period
annulus of (0, 0), and we will denote it by Ω0. A center is said to be a global center when its period annulus is the whole
plane, means whenΩ0 = R2. A center is said to be nondegenerate when the linearized vector field at the critical point has
two nonzero eigenvalues. It is well known that only nondegenerate centers can be isochronous – formore details see [3,5,8].
When P(x, y),Q (x, y) in system (1.1) are analytic it implies that the period annulus of an isochronous center is unbounded.
It is clear that V(g,h)(x, y) > 0 for every (x, y) ∈ W(g,h)\{(0, 0)},moreover,W(g,h)(Ω0) = [0, E∗), where E∗ ∈ R+ ∪ {+∞}.
The set of all periodic orbits in the period annulus can be parametrized by the energy E. Thus for each E ∈ (0, E∗) we will
denote the periodic orbit in Ω0 of energy level E by γE . This allows us to consider the period function over (0, E∗) instead
of the original period function which is defined over the set of periodic orbits contained in the period annulus. Therefore,
later in this article we will deal with the period function T (E) which assigns to each periodic orbit γE of energy E ∈ (0, E∗)
its period.
In Section 2, we first consider the system (1.1) and give a sufficient condition of functional type in order for the origin
to be center and this is given in Proposition 1. Then we deduce a sufficient condition for the center of systems of ODE (2.3)
reducible to the equation
··
x = f (x, ·x) given in Corollary 1. We also give a sufficient condition for the monotonicity of the
associated period function and the isochronicity of center of system (2.3) given by Theorem 1. In Section 3, we introduce
three examples exhibiting applications of the results. In Example 1, we apply Proposition 1 in order to construct a rational
differential systemwith bounded period annuluswhose boundary has no singular points. In Example 2, we apply Corollary 1
and Theorem 1 to the equation of Lienard type (3.3) with the condition f (x) = αg(x), for some α ∈ R. In Example 3, we
consider a particular system that interests specially the physicists.
2. The main results
Proposition 1. If there are two continuous functions h and g with h(0)g(0) 6= 0 such that
xP(x, y)h(y)+ δyQ (x, y)g(x) = 0 (2.1)
in a neighborhood of (0, 0), where
δ =
{+1 if h(0)g(0) > 0
−1 if h(0)g(0) < 0.
Then the origin (0, 0) is a center for the system (1.1).
Proof. We assume, without loss of generality, that g(0) > 0, and h(0) > 0.
Consider the positive function
V(g,h) : W(g,h) → R
as defined in (1.2).
In case of g(0) < 0 (or h(0) < 0) we replace g(s) with −g(s) (or h(t) with −h(t)), respectively in the definition of
V(g,h)(x, y). Let
G(x) =
∫ x
0
s
g(s)
ds, H(y) =
∫ y
0
t
h(t)
dt (2.2)
then V(g,h)(x, y) = G(x)+H(y). The functions G andHare of class C1, strictly increasing on [0, g+), [0, h+), respectively, and
strictly decreasing on (g−, 0], (h−, 0], respectively, G(x) has a quadratic minimum at the origin, where g±, h± are as defined
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in Section 1. Therefore the level curves of V(g,h)(x, y) are all closed curves surrounding the origin. Moreover, the derivative
of V(g,h) relative to system (1.1) is
·
V (g,h)(x, y) = xP(x, y)h(y)+ yQ (x, y)g(x)g(x)h(y) .
From the hypothesis, we get
·
V (g,h)(x, y) = 0 in a neighborhood of (0, 0). Therefore, every nontrivial solution starting from
(0, g+) in the x-axis is periodic orbit surrounding the origin. Hence the origin is a center. 
Wewill study themonotonicity of the period function of system (1.1) assuming that the system possesses a center at the
origin. In order to find the period function, recall from the hypothesis of the Proposition 1, that
xh(y)
dx
dt
+ yg(x)Q (x, y) = 0
in a neighborhood of the origin. Since each trajectory of the vector field P(x, y) ∂
∂x + Q (x, y) ∂∂y is a level curve of V(g,h)(x, y),
then the period of the orbit γE with energy E ∈ (0, E∗), is given by the integral of dt along this closed orbit in clockwise
orientation or counterclockwise orientation according to the direction of the flow of the trajectories of the vector field of
the system. Then
T =
∮
γE
dt
=
∫
γ+E
dt +
∫
γ−E
dt
where γ+E is the part of the closed orbit γE which is above the x-axis, γ
−
E is the part of the closed orbit γE which is below the
x-axis. Therefore
T =
∫
γ+E
−xh(y)
yg(x)Q (x, y)
dx+
∫
γ−E
−xh(y)
yg(x)Q (x, y)
dx
where the equation of the curve of this orbit γE, is given by V(g,h)(x, y) = E ∈ (0, E∗). This integral form of Tmust be
expressed through a suitable change of variables so that we can compute dTdE , from which we can decide if T is monotone
increasing or monotone decreasing on some interval (0, E∗).
Now we apply the above method to introduce some center conditions then we study the monotonicity of the period
function of the center of systems of differential equations
·
x = y
·
y = f (x, y)
(2.3)
which is reducible to the equation
··
x = f (x, ·x) (2.4)
whereas f (0, 0) = 0.
Corollary 1. Suppose that f ∈ C1, xf (x, 0) < 0 in a punctured neighborhood of zero I0 and the term f (x,y)f (x,0) is independent of x.
Then the origin (0, 0) is a center for system (2.3).
Proof. Since f (x,y)f (x,0) is independent of x, then
f (1,y)
f (1,0) = f (x,y)f (x,0) for all (x, y) ∈ I0 × R. Choose
h(y) = f (1, y)
f (1, 0)
. (2.5)
It is clear that h is continuous and h(y) > 0, in a neighborhood of zero with h(0) = 1.
Choose
g(x) = −x
f (x, 0)
.
Since xf (x, 0) < 0 for x 6= 0 and f ∈ C1 then g(x) > 0 in a neighborhood of zero.
Hence h(0)g(0) > 0, then δ = 1 and
xyh(y)− yf (x, y) x
f (x, 0)
= xy f (1, y)
f (1, 0)
− xy f (x, y)
f (x, 0)
and this is equal to zero, since f (1,y)f (1,0) = f (x,y)f (x,0) .
Therefore, the hypothesis of Proposition 1 is satisfied, and hence the origin (0, 0) is a center for system (2.3). 
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Notice that, if we put
f2(y) = f (x, y)f (x, 0) , and f1(x) = f (x, 0), then f (x, y) = f1(x)f2(y),
then from the Corollary we can say that, if f (x, y) = f1(x)f2(y) is separable function and xf1(x)f2(0) < 0 for x 6= 0, then
(0, 0) is a center.
Sufficient conditions for the monotonicity of the associated period function and the isochronicity of center of system
(2.3) are given by the following Theorem 1. We consider a center of system (2.3) at the origin surrounded by periodic orbits
each of which is a level energy curve of V (x, y)which is defined with energy E ∈ (0, E∗), as follows
V (x, y) = −
∫ x
0
f (s, 0)ds+
∫ y
0
f (1, 0)t
f (1, t)
dt (2.6)
for x ∈ I0 ∪ {0} and y ∈ If = (f−, f+) the largest open interval containing zero on which f (0, y) > 0, where f− ∈ R+ ∪
{−∞}, f+ ∈ R+ ∪ {+∞}.
Let us set
L(x) = (u′2(x)− u(x)u′′(x))
(
1
P(x)
− 1
N(x)
)
− 2u′2(x)(E − G(x))
(
Z+(x)
P2(x)
− Z−(x)
N2(x)
)
(2.7)
where
G(x) = −
∫ x
0
f (s, 0)ds, H(y) =
∫ y
0
t
F(t)
dt, F(t) = f (1, t)
f (1, 0)
(2.8)
and u(x) =
{
sign(x)
√
G(x) x ∈ I0
0 x = 0,
where I0 is a deleted neighborhood of zero,
P(x) = H−1+ (E − G(x)),
N(x) = H−1− (E − G(x)),
Z±(x) = dH
−1
± (z)
dz
∣∣∣∣∣
z=E−G(x)
,
where
H−,H+ are the restrictions of H on, [y0, 0], [0, y1], respectively
and y0, y1 are the lower and upper intersections of the level curve V (x, y) = E ∈ (0, E∗)with the y-axis.
Remark 1.
1.
dP(x)
dE
= Z+(x) cos2 θ.
2.
dN(x)
dE
= Z−(x) cos2 θ.
3.
du′(x)
dE
= u
′′(x) sin θ
2
√
Eu′(x)
.
Proof. (1) Set z = E − G(x), then from the definition of P(x)we get
dP(x)
dE
= dH
−1
+ (z)
dE
∣∣∣∣∣
z=E−G(x)
= dH
−1
+ (z)
dz
∣∣∣∣∣
z=E−G(x)
dz
dE
= Z+(x)
(
1− dG(x)
dE
)
.
But r = u(x) = sign(x)√G(x) and r = √E sin θ, then sign(x)√G(x) = √E sin θ, from which we obtain dG(x)dE = sin2 θ.
Therefore dP(x)dE = Z+(x) cos2 θ.
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(2) It is similarly proved.
(3)
du′(x)
dE
= du
′(x)
dx
dx
dE
= u′′(x) dx
du
du
dE
= u
′′(x)
u′(x)
sin θ
2
√
E
. 
In order to state the following Theorem we let
I(E∗) = {x ∈ R\ {0} : V (x) ≤ E∗} .
Theorem 1. Suppose that f ∈ C1, xf (x, 0) < 0 in a punctured neighborhood of zero I0, and the origin of system (2.3) is center.
Then we have
If L(x) ≥ 0 on I0, then the period function is increasing on (0, E∗).
If L(x) ≤ 0 on I0, then the period function is decreasing on (0, E∗).
If L(x) ≡ 0 in a neighborhood of the origin, then the origin is an isochronous center.
Proof. Consider the level curves (V (x, y) =) G(x)+ H(y) = E, for E ∈ (0, E∗), and the period function
T : (0, E∗)→ R
where G(x),H(y) are as defined in (2.8). Since
·
x = y, then dt = dxy , and hence the period of the closed orbit γE will be given
by the integral of dt along the closed orbit in clockwise orientation, so
T =
∮
γE
dt
=
∫
γ+E
dt +
∫
γ−E
dt
where γ+E is the part of the closed orbit γE which is above the x-axis that is given by the equation y = P(x), and γ−E is the
part of the closed orbit γE which is below the x-axis and given by the equation y = N(x).
Let x0, x1 be the left and right intersections of the orbit γE with the x-axis. Hence
T =
∫ x1
x0
dx
P(x)
+
∫ x0
x1
dx
N(x)
=
∫ x1
x0
N(x)− P(x)
P(x)N(x)
dx.
Since G(x) has a quadratic minimum at the origin, then u(x) is smooth in the interval (x0, x1). Moreover, it is easy to see that
u′(x) > 0, so u is monotone increasing on (x0, x1). In order to express the integral so that we can compute dTdE we consider
the change of variables r = u(x) in the integrand to obtain
T =
∫ +√E
−√E
N(x)− P(x)
P(x)N(x)
dr
u′(x)
where x = u−1(r). Use the change of variables, r = √E sin θ, for−pi2 ≤ θ ≤ pi2 ,we get,
T =
∫ pi
2
− pi2
N(x)− P(x)
P(x)N(x)
√
E cos θ
u′(x)
dθ
where x = u−1(√E sin θ).
It is clear from the definitions of N, P and u′ to see that the integrand of the above integral is differentiable with respect
to E ∈ (0, E∗), so we can differentiate with the integral in the above form to obtain,
dT
dE
=
∫ pi
2
− pi2
d
dE
[
N(x)− P(x)
P(x)N(x)
√
E cos θ
u′(x)
]
dθ.
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Simplify the term
d
dE
[
N(x)− P(x)
P(x)N(x)
√
E cos θ
u′(x)
]
with direct computation recalling that
u(x) = sign(x)√G(x), for x ∈ I0 and zero for x = 0,
u′ (x) = sign(x) G
′(x)
2
√
G(x)
, for x ∈ I0
u′′(x) = sign(x)2GG
′′ − G′2
4G
3
2
, for x ∈ I0
(2.9)
and the terms that are given in the Remark 1, we obtain
dT
dE
=
∫ pi
2
− pi2
cos θ
2
√
Eu′3
L(x)dθ
where L(x) is the expression given in (2.7). It is clear that cos θ
2
√
Eu′3(x) ≥ 0 on the interval of integration, so we conclude that if
L(x) ≥ 0 then dTdE ≥ 0 and hence T is increasing, if L(x) ≤ 0 then dTdE ≤ 0 and hence T is decreasing, and if L(x) ≡ 0 then T is
constant and hence the origin is an isochronous center. 
It is perhaps remarkable that in the proof of the theorem we obtained
dT
dE
=
∫ pi
2
− pi2
cos θ
2
√
Eu′3
L(x)dθ
and this gives both sufficient and necessary conditions for monotonicity of period function and isochronicity of the center.
But from computation point of view it may be difficult to compute the integration of the term cos θ
2
√
Eu′3 L(x). For that we prefer
to introduce a sufficient condition only.
In order to state the following Corollary we set,
M(x) =
(
1− (E − G(x))Z+(x)
P(x)
)
f 2(x, 0)+ G(x)df (x, 0)
dx
. (2.10)
Corollary 2. Suppose that f (x,−y) = f (x, y), we have
If M(x) ≥ 0 on I0, then the period function is increasing on (0, E∗).
If M(x) ≤ 0 on I0, then the period function is decreasing on (0, E∗).
If M(x) ≡ 0 in a neighborhood of the origin, then the origin is an isochronous center.
Proof. If f (x,−y) = f (x, y) then the expression
yf (x, 0)
f (x, y)
(
= y
F(y)
)
is an odd function in y, and then
H(y) =
∫ y
0
t
F(t)
dt
is even function. Therefore −H−1− = H−1+ = P = −N and consequently Z+(x)P2(x) = − Z−(x)N2(x) . Substituting these terms in (2.7)
one obtains
L(x) = 2(u
′2 − u′′u)
P(x)
− 4u
′2(E − G(x))Z+(x)
P2(x)
. (2.11)
From definitions of u(x) and G(x) in (2.8) we get
u(x) = sign(x)√G(x), u′(x) = sign(x)−f (x, 0)
2
√
G(x)
,
u′′(x) = sign(x)−2G(x)
df (x,0)
dx − f 2(x, 0)
4G
3
2 (x)
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and substitute in (2.11) we get
L(x) = 1
P(x)G(x)
[(
1− (E − G(x))Z+(x)
P(x)
)
f 2(x, 0)+ G(x)df (x, 0)
dx
]
. (2.12)
Since the term P(x)G(x) is positive, then L(x) andM(x) have the same sign. Therefore with applying Theorem 1 we get the
conclusion of the corollary. 
3. Applications
3.1. Example 1
In this example we apply Proposition 1 in order to construct a differential system with period annulus whose boundary
has no singular point.
Consider the differential system

x = yH(x, y)
h(y)

y = −xH(x, y)
g(x)
(3.1)
where H is analytic function on an open set containing (0, 0), h, g are analytic functions on an open interval containing
zero with g(0)h(0) 6= 0, and the system has no singular point in a neighborhood of the origin except the origin (0, 0). It
is clear that the condition (2.1) is satisfied then from Proposition 1 one concludes that system (3.1) has center at the origin
and the period annulus of (0, 0) is an open set U0. It is clear that the boundary of the period annulus has no singular point.
The intersection of U0 with the x-axis is the interval Ig = (g−, g+), and the intersection of U0 with the y-axis is the interval
Ih = (h−, h+), where g± and h± are as defined in the section 1. If Ig = R, and Ih = R, and H is analytic on the entire space
R2 and the system has no singular point except at the origin then the origin is global center. Consider as a concrete example
the rational differential system
x˙ = x
2y+ y3 + y
1− y2
·
y = −x
3 − xy2 − x
1− x2 .
(3.2)
HereH(x, y) = x2+y2+1, g(x) = 1−x2, h(y) = 1−y2, g+ = 1, g− = −1, h+ = 1, h− = −1. Following the formula (1.2)
we obtain that the Hamiltonian of the system (3.2) will be of the form ln 1√
(1−x2)(1−y2) , but for simplicity we may assume
without loss of generality that
V (x, y) = ln 1
(1− x2)(1− y2)
for |x| < 1, |y| < 1. The origin is a center and the period annulus is bounded contained in the square |x| < 1, |y| < 1, and
the system has only one singular point which is the origin. This means the boundary of the period annulus has no singular
point.
3.2. Example 2
Consider the equations of the type
··
x+f (x) ·x2 + g(x) = 0 (3.3)
with f (x), g(x) ∈ C1, xg(x) > 0, for x 6= 0. These equations havemany physical applications, see [10]. Indeed, that is amodel
of one dimensional oscillator studied at the classical and also at the quantum level. We will study, under certain hypothesis,
the monotonicity character of the period function bymeans of an appropriate equivalent differential system. These Eq. (3.3)
are considered in [4,16] as well to study their qualitative behavior from the point of view of solution and periodicity of the
solutions. Here we apply our Theorems to establish center character and the periodicity of the solutions of the system.
We discuss the case that if there is a real number α 6= 0 such that f (x) = αg(x) on some interval I containing the origin,
then we apply Corollary 1 and Theorem 2. An important particular case of this system is discussed in Example 3. If α = 0,
the equation will be
··
x+g(x) = 0 which is extensively studied by many authors, so we exclude α = 0.
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Consider the equivalent system of the form,
·
x = y
·
y = −αg(x)y2 − g(x).
(3.4)
Proposition 2. If g ∈ C1, xg(x) > 0, for x 6= 0, α 6= 0. Then the origin of the system (3.4) is a center.
Proof. We have
f (x, y) = −(αy2 + 1)g(x).
Therefore f ∈ C1, xf (x, 0) < 0 for x 6= 0 and f (x,y)f (x,0) = αy2+ 1 is independent of x. Therefore, by Corollary 1, the origin (0, 0)
is a center. 
Since F(t) = αt2 + 1, we notice that in the above Proposition the region of the periodic orbits of energy E is contained
in the strip S = {(x, y) ∈ R2 : y0 < y < y1} where y0, y1 are the roots of αy2 + 1 = 0, hence for α > 0 we have
y0 = −∞, y1 = +∞, and for α < 0, we have y0 = −
√
−1
α
, y1 =
√
−1
α
.
In order to state a sufficient condition for monotonicity of the period function and isochronicity of the center of system
(3.4) we consider a level energy curve of V (x, y)which is defined in (2.6) with energy E ∈ (0, E∗). Let us set,
Q (x) =
(
1− α
2(E − G)
1− e2α(G−E)
)
g2(x)− g ′(x)G(x) (3.5)
where G(x) = ∫ x0 g(s)ds.
Proposition 3. Let g(x) ∈ C1(a, b), for some a < 0 < b, with xg(x) > 0 for x ∈ J0 = (a, b)\{0} in system (3.4). Then we
have,
If Q (x) ≥ 0 on J0, then the period function is increasing on (0, E∗).
If Q (x) ≤ 0 on J0, then the period function is decreasing on (0, E∗).
If Q (x) ≡ 0 in a neighborhood of the origin, then the origin is an isochronous center.
Proof. Here we have,
f (x, y) = −(αy2 + 1)g(x),
f (x, 0) = −g(x),
G(x) =
∫ x
0
g(s)ds,
F(t) = αt2 + 1,
H(y) = 1
2α
ln(1+ αy2),
Z+(x) = α
3
2 e2α(E−G(x))√
e2α(E−G(x)) − 1 ,
u(x) = sign(x)√G(x) for x ∈ I0 and zero for x = 0.
It is clear that f (x,−y) = f (x, y), so we can apply Corollary 2. Substitute these terms in the formula (2.10), simplify with
direct computations, we obtain that the expression ofM(x) given in (2.10) will be in the form (3.5). Therefore with applying
the Corollary 2 we get the conclusion of the Proposition. 
3.3. Example 3
We consider the system
·
x = y
·
y = −α
2x
1+ λx2 +
λxy2
1+ λx2
(3.6)
with λ > 0, α 6= 0. This system is a particular case of Eq. (3.3) and it interests specially the physicists. The general solution
of (3.6) takes the form x(t) = E sin( 2piT (E) t+φ). Curiously, that is the only case which permits explicitly determination of the
amplitude dependence of the period function
T (E) = 2pi
α
√
1+ λE2.
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T (0) = 2pi
α
corresponds to the center 0. It is clear that T (E) is an increasing function. We take this system in order to show
the applicability of our Theorem 1.
Notice f (x, y) = −α2x
1+λx2 + λxy
2
1+λx2 , so f ∈ C1, xf (x, 0) < 0 for x 6= 0, f is separable and f (x,−y) = f (x, y), therefore we
can apply Corollary 2.
We have
f (x, 0) = −α
2x
1+ λx2
Here F(t) = 1 − λ
α2
t2, with IF = (−α√
λ
, α√
λ
). Following the formula (1.2) we obtain that the corresponding Hamiltonian
is α
2
2λ
[
ln(1+ λx2)− ln(1− λ
α2
y2)
]
. We can assume, without loss of generality, that
V (x, y) = ln(1+ λx2)− ln
(
1− λ
α2
y2
)
with
G(x) = ln(1+ λx2)
= −2λ
α2
∫ x
0
f (s, 0)ds
and
H(y) = − ln
(
1− λ
α2
y2
)
for y ∈ IF
= 2λ
α2
∫ y
0
tf (1, 0)
f (1, t)
dt
= 2λ
α2
∫ y
0
t
F(t)
dt,
H−1+ (z) =
α√
λ
√
1− e−z for 0 ≤ z ≤ α√
λ
,
P(x) = α√
λ
√
1− eG(x)−E
= α√
λ
√
1− 1+ λx
2
eE
for −
√
eE − 1
λ
≤ x ≤
√
eE − 1
λ
Z+(x) = α
2eG(x)−E
2λP(x)
= α(1+ λx
2)
2
√
λ
√
e2E − 1− λx2 , for −
√
eE − 1
λ
≤ x ≤
√
eE − 1
λ
u(x) = sign(x)
√
ln(1+ λx2) for x ∈ I0 and zero for x = 0,
u′(x) = λx
(1+ λx2)u(x) for x ∈ I0,
u′′(x) = λ(1− λx
2) ln(1+ λx2)− λx2
(1+ λx2)2 [ln(1+ λx2)] 32 u (x) for x ∈ I0.
Since both G(x) andH(y) are even functions then the closed curve G(x)+H(y) = E is an oscillating solution surrounding the
origin and this closed orbit is symmetric with both axes. Substitute these terms in the formula (2.10), simplify with direct
computation we obtain the form
1
2
α2x2
(
2+ E − G(x)
eE−G(x) − 1
)
+ (1− λx2) ln(1+ λx2). (3.7)
Since E ≥ G(x),it is clear that E−G(x)
eE−G(x)−1 ≥ 0, therefore the term (3.7) is positive for |x| ≤ 1√λ . From Corollary 2 we conclude
that the period function is increasing.
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