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ABSTRACT In this work we measured 1H NMR chemical shifts for the ribonuclease barnase at pressures from 3 MPa to
200 MPa, both free and bound to d(CGAC). Shift changes with pressure were used as restraints to determine the change in struc-
ture with pressure. Free barnase is compressed by ~0.7%. The largest changes are on the ligand-binding face close to Lys-27,
which is the recognition site for the cleaved phosphate bond. This part of the protein also contains the buried water molecules. In
the presence of d(CGAC), the compressibility is reduced by ~70% and the region of structural change is altered: the ligand-
binding face is now almost incompressible, whereas changes occur at the opposite face. Because compressibility is proportional
to mean square volume ﬂuctuation, we conclude that in free barnase, volume ﬂuctuation is largest close to the active site, but
when the inhibitor is bound, the ﬂuctuations become much smaller and are located mainly on the opposite face. The timescale
of the ﬂuctuations is nanoseconds to microseconds, consistent with the degree of ordering required for the ﬂuctuations, which are
intermediate between rapid uncorrelated side-chain dynamics and slow conformational transitions. The high-pressure technique
is therefore useful for characterizing motions on this relatively inaccessible timescale.INTRODUCTION
The function of proteins depends not only on their three-
dimensional structure, but also on their dynamics (1). Site-
specific information on dynamics has come mainly from
NMR, which provides information via 15N relaxation
measurements on rapid (picosecond/nanosecond) motions
of the backbone, and via 13C relaxation on side chains.
More recently, NMR relaxation dispersion measurements
have shed light on slower (microsecond/millisecond)
motions, which may be more relevant in terms of function
because catalytic turnover tends to happen on such a time-
scale (2,3). Information on alternative conformations has
also come from NMR studies of proteins at high hydrostatic
pressure, because high pressure increases the population of
states that have a lower partial molar volume, which tend
to be more ‘‘open’’ or unfolded states, related either to cata-
lytic turnover or to unfolding (4–6). Pressure is also informa-
tive because of the following thermodynamic relationship:
ðdVÞ2 ¼ kTVbT; (1)
where h(dV)2i is the average squared volume fluctuation, k is
the Boltzmann constant, T is the absolute temperature, V is
the volume, and bT is the isothermal compressibility coeffi-
cient (7). Equation 1 shows that compressibility is related
to volume fluctuation, and means that measurements of
compressibility (obtained, for example, by determining the
structural change with pressure) also provide information
on volume fluctuations at ambient pressure. Volume fluctu-
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ibility. We previously determined the change in structure
with pressure for the proteins lysozyme, bovine pancreatic
trypsin inhibitor (BPTI), and staphylococcal proteinG (8–10),
and found that in all three proteins the largest compressibil-
ities, and therefore the largest volume fluctuations, occur
close to the active site (or, in the case of protein G, the site
of binding to IgG). Moreover, in lysozyme and BPTI, the
largest compressibility is also located close to buried water
molecules, suggesting that buried water molecules are
important for volume fluctuations (protein G does not
contain buried water molecules). A number of studies have
demonstrated that ligand binding tends to reduce the
compressibility of proteins, implying that bound proteins
have smaller fluctuations. Of interest, the compressibility of
protein-ligand complexes seems to be related to their
reactivity. For example, in dihydrofolate reductase (DHFR),
large changes in compressibility occur with binding
of different ligands; the most highly compressible state is
the Michaelis complex (DHFR.NADPH.dihydrofolate), and
the least compressible one is the product complex
DHFR.NADPþ.tetrahydrofolate (11). We therefore per-
formed a pressure-dependent NMR study of the well-charac-
terized ribonuclease enzyme barnase, both free and in the
presence of a deoxyribonucleotide inhibitor, d(CGAC).
Barnase is a small, stable enzyme and consists of a five-
stranded b-sheet that forms a platform on top of which the
ribonucleic acid substrate sits, surrounded by three helices
and a number of loops and helical turns. Most of the interac-
tions with substrate come from residues in the loops. Crystal
structures of the free enzyme and of complexes with several
nucleotide inhibitors, as well as its physiological partner
doi: 10.1016/j.bpj.2009.06.022
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to substrate, but suggest that there is a loss of mobility in some
regions, particularly in the active site (12,13). Barnase has
been extensively studied by NMR, and resonance assign-
ments (14) as well as 15N relaxation parameters (15) are avail-
able. It shows substrate specificity for cleavage after guanine
bases, and the binding site has a subsite where guanine binds,
both in the crystal (13) and in solution (16). Therefore, bar-
nase is a good system for studying changes in conformation
and dynamics on ligand binding. Here, we present results
from high-pressure NMR spectroscopy on free barnase and
its complex with an inhibitor d(CGAC), which demonstrate
major changes in compressibility and therefore in volume
fluctuations on ligand binding. We suggest that the timescale
for these fluctuations is in the relatively inaccessible interme-
diate range of nanoseconds to microseconds.
MATERIALS AND METHODS
Materials
13C, 15N-labeled barnase was purified as described previously (16). The
ligand d(CGAC) was purchased from Metabion International AG (Mar-
tinsried, Germany) and used without further purification. Solid d(CGAC)
was added to a solution of barnase to give an ~4.5-fold excess of ligand
([barnase] ¼ 1.1 mM, [d(CGAC)] ¼ 4.7 mM). Given the dissociation
constant of 49 mM under our conditions (16), this provides >98% bound
protein in the NMR tube.
NMR experiments
Experiments were carried out on a Bruker BioSpin (Karlsruhe, Germany)
DRX-800 operating at 800 MHz for proton, as described previously (17).
Chemical shift values at variable pressure were measured at 298 K using
15N and 13C HSQC spectra at 3 MPa (rather than at atmospheric pressure
(0.1 MPa), to avoid the risk of getting small bubbles in the solution), and
at 50, 100, 150, and 200 MPa. Data were processed using FELIX (Accelrys,
San Diego, CA), and peaks were analyzed using Excel (Microsoft, Seattle,
WA). Chemical shift assignments (14) were confirmed using standard triple
resonance NMR experiments. For the 13C HSQC spectra, folding was used
in the indirect dimension, which means that there was some overlapping of
side-chain signals. Consequently, the number of resolved and assigned shifts
available for side-chain groups was limited. For free barnase, chemical shifts
were followed for a total of 90 HN protons (all residues from 4 to 110, except
for 21, 28, 38, 47, 51, 52, 57–59, 64, 67, 68, 78, 82, 84, 101, and 109, which
were either overlapped or broadened) and 152 HC protons (59 CaH and 93
side-chain resonances), giving a total of 242 chemical shifts that could be
used as restraints. For bound barnase, 89 HN, 49 CaH, and 84 other HC
shifts were available. Several signals showed a nonlinear dependence of
chemical shift on pressure. In earlier work (10), we showed that these
nonlinear shifts are a consequence of an alternative structure that starts to
become significantly populated at higher pressures. Here we were not inter-
ested in the alternative structure, so curved shifts were fitted to a parabolic
function, and the linear part of the pressure dependence (in general equiva-
lent to the shift on going from 3 to 100 MPa) was used to generate the struc-
tural restraint.
Structure calculation
The structure calculation method has been described previously (8–10,18). It
is based on the premise that although 1H chemical shifts alone cannot be
calculated accurately enough for structure refinement, the change in chem-ical shift in response to a gradual change in structure can be used as a struc-
tural restraint, provided that the initial structure is known accurately and the
structural change is small, as indeed it is here. We therefore start with a high-
resolution crystal structure, and equilibrate it in the X-PLOR force field until
it undergoes no further structural change. This equilibrated structure is
defined as the starting structure. Chemical shifts are calculated for this start-
ing structure using the PROTON routine in X-PLOR (19). Three sets of
molecular dynamics (MD) trajectories are then calculated: one with no
chemical shift restraints applied, to check that the structure is stable under
the MD protocol; one that uses the calculated starting shifts, which by defi-
nition are the low-pressure shifts, and produces the low-pressure structure;
and one that uses the calculated starting shifts to which are added the change
in experimental shift between 3 and 200 MPa, which produces the high-
pressure structure. Chemical shifts are converted to structural restraints
within X-PLOR using previously derived simple geometrical relationships
between structure and shift (20–22). The chemical shift restraints are applied
with a strong force constant using a low temperature for the MD, implying
that the chemical shifts are the dominant factor in the structure change. The
calculation is therefore in effect a structural refinement based on chemical
shift changes. Thus, the calculations produce valid structures even though
they do not include solvent or ligand, since the dominant chemical shift
terms both restrain and maintain the correct structure. The high-pressure
structure is only of value when compared with the corresponding low-pres-
sure structure; it is the difference in structure between these two calculations
that defines how the structure changes on application of pressure. More
complete details are provided in the Supporting Material.
The compressibility is calculated from the mean change in Ca coordinates
with pressure. Cavity volumes were calculated with the use of MOLMOL
(23), using a mean value for probe radii of 1.0, 1.1, 1.2, and 1.3 A˚.
RESULTS
High-pressure structure of free barnase
NMR spectra were acquired for barnase at pressures between
3 and 200 MPa, and used to produce a set of 1H chemical
shift restraints that were then used to calculate structural
changes between low and high pressure. Structures at low
and high pressure were deposited in the Research Collabora-
tory of Structural Bioinformatics Protein Data Bank (PDB)
(24) with codes 2kf3 (low) and 2kf4 (high), and shift
restraints were deposited in BioMagResBank (25) with
codes 16169 and 16170.
Three sets of structures were calculated and averaged to
produce three resultant structures that describe how the struc-
ture of free barnase changes with pressure. The first is the
‘‘no-shifts structure’’. This structure is obtained without
the use of chemical shift restraints, and the calculation is
carried out as a check of the structural variability in the
absence of chemical shift restraints. A ‘‘low-pressure struc-
ture’’ is obtained using as restraints the chemical shifts calcu-
lated for the initial structure. This structure is used a reference
for the ‘‘high-pressure structure’’, which is calculated using
the chemical shifts calculated as above, to which are added
the change in experimental chemical shift values between
low and high pressure. Table 1 demonstrates the clear struc-
tural change.
The structural change with pressure is <0.2 A˚ root mean-
square (RMS), in line with our earlier results (8–10,18,26).
The magnitude and nature of the structural changes areBiophysical Journal 97(5) 1482–1490
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at high pressure (27–31). Such small changes can be accu-
rately probed using chemical shifts, which are sensitive to
very small structural changes. The chemical shift restraints
were well satisfied in the resultant structures: the mean abso-
lute difference between target and resultant shift was 0.003
ppm, compared with a mean absolute change in shift of
0.046 ppm between 3 and 200 MPa. Previous studies used
nuclear Overhauser effect (NOE) restraints to characterize
the high-pressure structure of BPTI (31), where the NOE
changes were fully consistent with the chemical shift-derived
structural change (9), and to calculate the structure of ubiq-
uitin (32), where structural changes of up to 3 A˚ were
observed. However, in general, NOEs are not precise enough
to provide useful restraints for structural changes as small as
occurring here (33,34). Hydrogen-bond changes with pres-
sure have also been analyzed using cross-hydrogen bond
3hJ couplings (35), yielding results consistent with the chem-
ical shift-derived changes, so far as they can be interpreted in
structural terms (10). These results, as well as cross-checks
performed with different starting structures (reported in
more detail in the Supporting Material and carried out previ-
ously on BPTI (9) and protein G (10)) validate the chemical
shift method. A further powerful validation comes from the
structural statistics shown in Tables 2 and 3, which demon-
strate that the volumes decrease as expected. The structural
changes are driven entirely by the chemical shift changes,
which drive the reduction in volume without explicit
‘‘high-pressure’’ conditions. Nevertheless, the methodology
used here is still relatively new and unconventional, and may
therefore be subject to as yet unknown errors.
The change in structure with pressure is obtained by look-
ing at the difference between the low- and high-pressure
structures. These are compared in Fig. 1, from which it is
clear that most of the changes occur in loops. However,
the structural changes are small, and it is therefore important
to check that the structural changes seen are not due merely
to instabilities in the structure in that region. In other words,
it is important to compare the difference against the no-shifts
changes to make sure that we are not merely seeing random
structural change. The result is shown in Fig. 2 a, in which
TABLE 1 Mean RMS changes (A˚) for backbone atoms between
speciﬁed groups of structures or a group and a single other
structure in free barnase
Crystal Initial* No shifts* Low P* High P*
No shifts 1.16 0.24 0.23y 0.26 0.28
Low P 1.15 0.21 0.26 0.06y 0.16
High P 1.18 0.22 0.28 0.16 0.06y
*Initial structure was produced by iterated free dynamics refinement of the
crystal structure, and used as the starting structure for the three subsequent
calculations. The no-shifts calculation was unrestrained by chemical shifts,
the low-P calculation used the shifts calculated from the initial structure
as restraints, and the high-P structure used the sum of the calculated shifts
plus the experimental difference between low- and high-pressure shifts.
yRMS difference between structures in the group.Biophysical Journal 97(5) 1482–1490the structural change is weighted by a ‘‘reliability index’’ ob-
tained from the no-shifts calculations (Supporting Material).
Here, red indicates a region of the structure undergoing
a pressure-dependent change that is much larger than any
possible structural variability, and blue indicates a change
much smaller than that seen in the absence of restraints,
and thus a region that is clearly identifiable as unchanging
TABLE 2 Structural statistics for free barnase at low and high
pressure
Low
pressure
High
pressure High-low
High-
low (%)
vdW volume (A˚3)* 12055(9) 12018(6) 37 0.3
Connolly volume (A˚3)* 21830(19) 21670(17) 160 0.7
Cavity volume (A˚3)y 119 121 2 12
Surface area (A˚2)z 5802(13) 5743(15) 59 1.0
Radius of gyration (A˚)x 13.41(0.006) 13.38(0.003) 0.03 0.2
Moment of inertia
Ixx (Da A˚
2)x
108002(159) 107384(148) 618 0.6
Moment of inertia
Iyy (Da A˚
2)x
59958(87) 59387(72) 571 1.0
Moment of inertia
Izz (Da A˚
2)x
136508(159) 136483(89) 25 0.02
Calculated from an ensemble of 50 structures. Values in parentheses are the
SDs. No SDs are given for the cavity volumes because these were calculated
only from the averaged structures.
*Calculated using VOIDOO (70).
yCalculated using MOLMOL (23). Because the result is an average of
different probe sizes, the mean percentage change in volume cannot be
calculated directly from the previous columns. This also makes it difficult
to estimate the error, although it could easily be 20% for the low- and
high-pressure values and therefore much larger for the difference.
zCalculated using CCP4 routine AREAMOL, part of the CCP4 suite (71).
xCalculated using X-PLOR from the average structure of the 50 structures.
Very approximately, the x axis runs horizontally, the y runs vertically, and
z comes out of the page in the orientations used here.
TABLE 3 Structural statistics for the barnase.d(CGAC)
complex at low and high pressure
Low
pressure
High
pressure High-low
High-
low (%)
vdW volume (A˚3)* 12024(11) 12019(11) 5 0.04
Connolly volume (A˚3)* 21516(28) 21519(25) þ3 þ0.01
Cavity volume (A˚3)y 157 150 7 4.5
Surface area (A˚2)z 5768(22) 5545(18) 223 3.9
Radius of gyration (A˚)x 13.46(0.01) 13.45(0.01) 0.01 0.07
Moment of inertia
Ixx (Da A˚
2)x
68330(214) 68177(206) 153 0.22
Moment of inertia
Iyy (Da A˚
2)x
72692(195) 72871(183) þ179 þ0.25
Moment of inertia
Izz (Da A˚
2)x
165587(502) 165216(454) 371 0.22
Calculated from an ensemble of 50 structures. Values in parentheses are the
SDs. No SDs are given for the cavity volumes because these were calculated
only from the averaged structures.
*Calculated using VOIDOO (70). The small increase in Connolly volume is
not significantly different from zero (Student’s t-test).
yCalculated using MOLMOL (23).
zCalculated using the CCP4 routine AREAMOL (71).
xCalculated using X-PLOR from the average structure of the 50 structures.
Pressure-Dependent Barnase Structures 1485with pressure. From this figure it is clear that the largest pres-
sure-dependent changes are toward the front and top of the
structure as shown, whereas the N-terminal helix at the
back, together with the loops at the side, show the least
change. The most variable residues (20–28, 48–50, and 54)
form a cluster at the front of the structure together with 4
and 94–95. In particular, the 26–28 region is identified as
strongly affected by pressure. We note that residue 27 is
implicated in stabilizing the cleaved phosphate in the transi-
tion state (36). Changes in structure can also be analyzed by
calculating the Voronoi volumes, i.e., the polyhedral volume
of each atom in the structure. This is a ‘‘noisy’’ calculation,
since atoms on the surface and next to cavities (which in our
calculation did not contain buried water molecules) have
undefined Voronoi surfaces. The results are therefore not
shown, but are in agreement with those shown here.
Table 2 presents details of the changes in structure,
demonstrating that the Connolly volume (i.e., the envelope
volume of the protein) is compressed by ~0.7%, with the
radius of gyration being reduced in proportion. This is an
intrinsic isothermal compressibility of 3.7  1011 Pa1,
a figure that is comparable to values previously obtained
by NMR and crystallography, which are mainly in the range
of 0–5.3  1011 Pa1, and within the range of partial
specific abiabatic compressibilities measured for globular
proteins using ultrasound (37). It is, however, small
compared to the typical value of 25  1011 Pa1 calculated
for the intrinsic compressibility from the partial specific
compressibility by allowing for the effect of the solvent layer
(38). This difference is discussed further in the Supporting
Material. As expected, the van der Waals volume is much
less compressible. Surface area is not a very useful param-
eter, as found in our earlier studies (8–10), because it is
very sensitive to small changes in side-chain orientation.
The most reliable indicator of structural change is the radius
FIGURE 1 Comparison of structures of free barnase at low pressure
(blue) and high pressure (red), superimposed using all backbone atoms.
The differences from low to high have been multiplied by a factor of 5 to
make it easier to see the changes. Structures were created using PyMOL
(72).of gyration. The changes in the three orthogonal moments of
inertia demonstrate that the compression is not uniform,
although it is more uniform than seen in the three globular
proteins we studied previously. Calculation of cavity
volumes is very imprecise, but, as expected, the cavities
(some of which contain buried water molecules) are found
to be the most compressible parts of the protein.
Hydrogen-bond lengths are compressed (by 0.0275 0.075
A˚, or ~1%), and there is a wide variation in changes in the
hydrogen bonds, with many increasing in length. Overall,
however, they are relatively compressible in comparison
with the structure as a whole. Therefore, by far the most
compressible parts of the protein are the cavities, followed
by noncovalent interactions (such as hydrogen bonds), and
finally the covalent structure, which is almost incompressible.
High-pressure structure of barnase bound
to d(CGAC)
Similar calculations were carried out for barnase bound to
the deoxynucleotide inhibitor d(CGAC), and data were
deposited in the PDB with codes 2k5f (low) and 2kf6
(high), and in BioMagResBank with codes 16171 and
16172. As for free barnase, the chemical shift restraints
were well satisfied (mean absolute change in shift: 0.063
ppm for HN and 0.036 ppm for HC; mean absolute error
in structures: 0.004 ppm). Pressure-induced changes in struc-
ture are given in Table 3. By comparison with the results for
free barnase shown in Table 2, the overall structural change
is much smaller. The Connolly volume is essentially un-
changed and the radius of gyration decreases by only
0.07%, implying that the complex is much less compressible
(by ~70%) than free barnase. The changes in the moments of
inertia are quite different from those in free barnase, demon-
strating that the nature of the structural change is different.
Hydrogen bonds compress by a mean value of 0.027 A˚ (the
same as in free barnase, within error), but again with a large
standard deviation (SD). There appears to be considerably
less compressibility in the cavities than in free barnase.
These conclusions are confirmed by analyzing the loca-
tions of structural change, which are shown in Fig. 2 b.
The residues that were affected by pressure in free barnase
are now almost invariant, with the most variable residues
remaining close to the N- and C-termini. This is shown
more clearly by calculating the difference in structural
changes between free and bound barnase (Fig. 2 c), which
shows that there is a major ‘‘freezing’’ of the structure at the
front of the protein, particularly around residues 26–28 and
54, with a smaller increase in structural change in the bound
state for the N- and C-termini. The figure also demonstrates
that the freezing of the structure extends to a number of other
residues in the b-sheet, and many of the residues that contact
the ligand clearly have much reduced variability in the bound
state. Of interest, many of these residues also make contacts
with buried water molecules (Fig. 2 c).Biophysical Journal 97(5) 1482–1490
1486 Wilton et al.FIGURE 2 Change in structure of barnase between low and high pressure.
(a) Differences in Ca coordinates for free barnase, minus the mean variation
in Ca coordinates in the ‘‘no-shifts’’ structures. Red indicates a region of the
structure undergoing a pressure-dependent change that is much larger than
any possible structural variability, through orange and yellow to green, indi-
cating a change similar to that seen in the absence of restraints, and finally to
blue, indicating a change much smaller than that seen in the absence of
restraints, and thus a region that is clearly identifiable as unchanging with
pressure. Blue, cyan, green, orange, and red correspond to differences of
~0.2, 0.1, 0, 0.1, and R 0.2 A˚, respectively. For orientation, some key
residues are indicated. Lys-27 hydrogen bonds to the cleaved phosphate
and is thought to form key interactions in the transition state; the loop
from 57 to 60 is the guanine recognition loop, which forms interactions
with G2; and the active site general base and acid residues are Glu-73 and
His-102. (b) Same difference for bound barnase; same color scheme. The
location of the ligand (nucleotides G2 and A3 of bound d(CGAC)) is indi-
cated. The crystal structure 1brn does not have electron density for nucleo-Biophysical Journal 97(5) 1482–1490DISCUSSION
In this study we measured the changes in protein structure
with pressure for free and bound barnase. These structural
changes reflect differences in compressibility. Therefore,
we present for the first time (to our knowledge) an experi-
mental study that shows in atomic detail changes in protein
compressibility resulting from binding to a ligand. Our
results only give the structural change of the protein compo-
nent, and provide no information on the solvent layer. This
layer is ~1 molecule thick and has a compressibility ~75%
of that of bulk water (18,39), which varies according to the
nature of the protein surface (40). Although the compress-
ibility of the solvent layer affects compressibilities measured
using ultrasound or thermodynamic measurements, it has no
effect on the measurements reported here.
The results of several thermodynamic studies of compress-
ibility changes (11,41–45) provide an average compressibility
and ingeneral show that compressibility is reduced on binding,
either to small molecules or to other proteins. Compressibility
changes have ranged from 1% to 73%. The overall change in
compressibility seen here is large: a reduction of ~70%. Of
interest, Kamiyama and Gekko (11) measured changes in
compressibility for dihydrofolate reductase bound to a range
of ligands, which ranged from a decrease in compressibility
compared to free enzyme of 19% up to an increase of 15%.
The most compressible structure was the Michaelis complex,
DHFR.NADPH.tetrahydrofolate, whereas the least compress-
ible was the reaction product, DHFR.NADPþ.dihydrofolate.
In other words, the greatest compressibility was seen for the
‘‘most active’’ complex, and the least compressibility was
observed for the ‘‘least active’’. We also note that in studies
of lysozyme complexes, the change in compressibility was
observed to increase with size and potency of oligo-N-acetyl
glucosamine inhibitor as GlcNAc 17%, GlcNAc2 27%, and
GlcNAc3 73% (42). Thus, one can tentatively conclude that
the least active/most inhibited enzyme structures are also the
least compressible. Our results are consistent with this general
idea, since there is a large reduction in compressibility in
the inhibited complex. There is an interesting parallel with
amyloidosis, where the toxic species, the protofibrils, are
highly compressible (46) but the mature fibrils are not (47).
On binding to d(CGAC), there is a dramatic reduction in
structural change for residues close to the ligand binding
site (and in particular close to the active site), and a smaller
tide 1, whereas cytosine 4 makes no contacts with the protein and has signif-
icantly higher crystallographic B factors; nucleotides 2 and 3 therefore
represent the entire bound ligand. (c) Difference in Ca movement, bound
minus free (i.e., the difference between a and b). Residues that alter less
in bound barnase compared to free are in blue, and residues that alter
more are in red; orange, yellow, green, and blue correspond to ~0.15, 0,
0.1, and% 0.2 A˚, respectively. Also shown are nucleotides 2 and 3 of
the ligand, together with the solvent-inaccessible water molecules (purple
spheres). The residues colored blue are 23, 26, 28, 34, 40, 44, 50, 53, 55,
75, 87, 89, 93, 97, and 107.
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binding site. The result is consistent with our earlier studies,
which showed the greatest structural changes in lysozyme,
BPTI, and protein G close to the active site. We have also
noted for lysozyme and BPTI that the largest changes in
structure are close to buried water molecules. Our results
on barnase are consistent with this (Fig. 2 c), and support
the view that buried waters contribute greatly to the confor-
mational flexibility of proteins (48).
What is the significance of the compressibility measure-
ments? Many years ago, the relationship indicated by
Eq. 1, which shows that compressibility is proportional to
mean-square volume fluctuation, was noted. This is a thermo-
dynamic relationship that applies to the whole system and
not necessarily to individual components of it. However, it
does apply to local regions at high frequencies (small volume
changes), where structural change is very localized (49).
Moreover, experimental results obtained by NMR (8–10),
crystallography (50), and optical methods (51) suggest that
it applies reasonably well across a wide range of fluctuations,
although fluctuations in the protein are clearly correlated or
‘‘slaved’’ to fluctuations in the solvent (52,53).
The results reported here therefore demonstrate that in free
barnase, volume fluctuations are greatest close to the ligand-
binding site, and also close to the buried water molecules.
When barnase is bound to inhibitor, the volume fluctuations
close to the ligand-binding site are almost completely
quenched, although fluctuations elsewhere in the structure
become slightly greater. From Eq. 1, the RMS volume fluctu-
ations for free and bound barnase are respectively ~60 and
30 A˚3, representing a functionally relevant magnitude, if
concentrated in a limited region of the protein, as was the
case here. It is worth pointing out that, because chemical shift
changes are linear with pressure and therefore compressibil-
ities are constant with pressure, the volume fluctuations are
essentially independent of pressure; that is, although our
resultswere obtained by varying the pressure, our conclusions
on volume fluctuations also hold true at ambient pressure.
This result demonstrates that the parts of the enzyme that
are required to contact the substrate are those that are subjectto the greatest fluctuations. In essence, this iswhat the induced
fit mechanism suggests. However, it is even more consistent
with the conformational selection or preequilibrium/popula-
tion shift hypothesis (54–56), which states that the free
enzyme is in equilibrium between a low-energy inactive state
and a family of higher-energy active states, at least one of
which is capable of binding to the ligand and moving on
rapidly to the transition state, and that binding of the ligand
to the higher-energy state selects this state and shifts the equi-
librium. Specifically, it requires that the free enzyme be
already in a dynamic equilibrium. Recent NMR studies using
relaxation dispersion measurements have shown that several
enzymes are indeed in an equilibrium between two states,
with the higher-energy state resembling the next stage in the
catalytic cycle (56). It is important to note that the results
shown here reveal a different (though most likely related)
phenomenon: in the ground state, the enzyme displays confor-
mational fluctuations precisely in those regions that will be
required to accommodate the ligand (Fig. 3).
Barnase has been studied by MD simulations, in the free
state, and in complex with its inhibitor barstar (57,58) and
substrates GpA and GpAp (59). Motions were shown to
comprise residues 24–5, 50–55, 71–75, and 87–91, which
were suggested to form a hinge between two rigid domains
that changes its dynamics in response to ligand binding.
The MD simulations suggested that this is a concerted
slow motion. This hinge motion is suggested to be a good
model for the motions necessary for conformational selec-
tion in barnase. There is good correspondence between these
hinge residues and the residues observed here to undergo
volume fluctuations (see Fig. 2 legend), implying that the
two observations are closely related, though not identical.
Enzymes undergo conformational fluctuations on a large
number of timescales. 15N relaxation studies of barnase re-
vealed small-scale motions of the backbone, uniformly
distributed over the whole protein (except for increased
mobility at the termini), occurring on a subnanosecond time-
scale (15). Such motions are observed for all proteins, and
are caused by thermal motion; effectively, the protein moves
because the constant bombardment by water moleculesFIGURE 3 Diagrammatic hypothet-
ical mobility of barnase. The enzyme
undergoes small-scale rapid (pico-
second–nanosecond) motions (colored
pink) that occur with essentially equal
magnitude all over the protein. These
motions occasionally (very roughly
once in 1000 vibrations, i.e., on a nano-
second–microsecond timescale) occur in a concerted manner to give larger scale and less frequent fluctuations (shown in red); these are the motions characterized
here. Even more rarely (again roughly once in 1000 occurrences and thus on a microsecond–millisecond timescale) these fluctuations come together to generate
a highly localizedmotion that has been observed by relaxation dispersion in several enzymes, including barnase (M. J. Pandya, C. J. Craven andM. P.Williamson,
unpublished observations), to produce a fluctuation that could be described as hinge bending, and is set up to bind productively to the substrate and go on to react.
There is thus a channeling ofmany small, uncorrelatedmotions into a small number of concertedmotions. The red residues in the central image correspond approx-
imately to those found to have high compressibility in free barnase but not in bound barnase (i.e., the blue residues in Fig. 2 c, smoothed and omitting the residues in
the 34–40 loop since these show high variability in calculations). The red residues in the right-hand panel correspond approximately to the central hinge-bending
region characterized by MD (58,59). The figure is not intended to imply at what point the ligand binds.Biophysical Journal 97(5) 1482–1490
1488 Wilton et al.forces it to move. Observations of side-chain dynamics in
barnase showed a similar pattern (58). By contrast, catalytic
turnover in barnase occurs on a timescale of milliseconds
(60), and accumulating evidence suggests that this timescale
is in general dictated not by the rate of the chemical reactions
themselves, which are much faster, but by the rate of confor-
mational change of the enzyme as it responds to the changing
structure of its ligand. The kinetic energy for the conforma-
tional change must come from motions already occurring
within the enzyme. It was suggested many years ago that
larger-scale motions, involving concerted movement in
many different parts of the protein, are statistically unlikely,
which is why they occur far less frequently than the small-
scale rapid motions (61,62); essentially, there is a channeling
of small-scale rapid motions into rarer concerted motions
(Fig. 3). For example, the flipping of an aromatic ring in the
protein interior requires a concerted motion of the sur-
rounding side chains, with an activation volume of ~40 A˚3,
and generally occurs on a submicrosecond timescale, or
more slowly in tightly packed regions (63,64). The volume
fluctuations observed here are clearly slower than pico-
second/nanosecond, since there is no correlation between
results from 15N relaxation studies (15) and compressibilities
(R2 for free barnase compressibility versus S2 ¼ 0.00;
compressibility change free to bound versus change in S2
free to barstar bound¼ 0.04). On the other hand, they are faster
than microsecond/millisecond, since 1), we observe no
exchange broadening of these resonances, specifically of resi-
dues 26–28,which show the greatest compressibility in the free
state; and 2), relaxation dispersion measurements of the free
protein show no obvious effects around 26–28, although
effects are observable in other parts of the protein, specifically
in regions identified as close to the hinge in MD simulations,
namely, 56 and 83–86 (M. J. Pandya, C. J. Craven and M. P.
Williamson, unpublished observations). We previously
reached similar conclusions for the volume fluctuations in
BPTI (65). We conclude that the fluctuations observed here
are intermediate in their timescale (i.e., the nanosecond–micro-
second timescale). This would fit with the scale of the corre-
lated motion, which is intermediate in magnitude between
random uncorrelated rapid motions and the highly correlated
motions required for the transitions to the activated state
(Fig. 3). The magnitude of the volume fluctuation observed
here (60 A˚3) is consistent with this timescale, and thus the
data demonstrate that fluctuations of intermediate magnitude
occur on an intermediate timescale. It is therefore suggested
that the fluctuations characterized here form an intermediate
stage in the funneling of rapid uncorrelated dynamics into
the correlatedmotions required for function.We note that pres-
sure perturbation is a novel way to identify such fluctuations,
which to date have only been accessible by analyzing the aver-
aging of residual dipolar couplings (66–68).
The fluctuations seen for the free enzyme are almost
entirely quenched in the d(CGAC) complex. As noted above,
this observation is in agreementwith compressibilitymeasure-
Biophysical Journal 97(5) 1482–1490ments on lysozyme and dihydrofolate reductase (11,42).
However, it does not agree with relaxation dispersion
measurements on dihydrofolate reductase, which detect
conformational exchange for all complexes in the catalytic
cycle (69). The explanation for this discrepancy probably
lies in the fact that the compressibility measurements report
on motions in the nanosecond/microsecond timescale,
whereas relaxation dispersion measurements report on the
microsecond/millisecond timescale. Therefore, by combining
these experiments, it may be possible to characterize the
complete ‘‘dynamic channel’’, which narrows and changes
as the timescale lengthens and themagnitude of the fluctuation
increases (Fig. 3).
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