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a b s t r a c t
An accurate and efficient numerical approach, based on a finite difference method with
Crank–Nicolson time stepping, is proposed for the Landau–Lifshitz equation without
damping. The phenomenological Landau–Lifshitz equation describes the dynamics of
ferromagnetism. The Crank–Nicolson method is very popular in the numerical schemes
for parabolic equations since it is second-order accurate in time. Althoughwidely used, the
method does not always produce accurate results when it is applied to the Landau–Lifshitz
equation. The objective of this article is to enumerate the problems and then to propose
an accurate and robust numerical solution algorithm. A discrete scheme and a numerical
solution algorithm for the Landau–Lifshitz equation are described. A nonlinear multigrid
method is used for handling the nonlinearities of the resulting discrete system of equations
at each time step. We show numerically that the proposed scheme has a second-order
convergence in space and time.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The relaxation process of the magnetization distribution in a ferromagnetic material is described by the Landau–Lifshitz
(LL) equation [1,2]. Numerical analysis has played an important role in the investigation of various issues in ferromagnetic
materials [3–6]. Recent developments in modeling, analysis, and numerics of ferromagnetism were discussed in survey
articles [7,8]. In this paper, we consider the gyromagnetic term in the Landau–Lifshitz equation with a forcing
∂m(x, t)
∂t
= −m(x, t)×1m(x, t)+ f(x, t), x ∈ Ω, 0 < t ≤ T , (1)
where m(x, t) = (u(x, t), v(x, t), w(x, t)) is a magnetization vector field and Ω ⊂ Rd (d = 1, 2, 3) is a domain. At the
domain boundary ∂Ω , we will use either homogeneous Neumann or periodic boundary condition. It is obvious that Eq. (1)
with f ≡ 0 has a length-preserving property during the evolution process. To see this, we do scalar multiplication of Eq. (1)
withm.
∂m
∂t
·m = −(m×1m) ·m = 0. (2)
Then, ∂|m|2/∂t = 0, which implies |m(x, t)| is constant for all t and each x. And we assume that |m(x, 0)| = 1. Let
E(m(x, t)) be an energy defined by E(m(t)) := ‖∇m(t)‖2
L2(Ω)
. By taking an inner product of Eq. (1) with1m, we obtain
∂m
∂t
·1m = −(m×1m) ·1m = 0. (3)
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Fig. 1. Cell centered grid.
Using homogeneous Neumann or periodic boundary conditions, from Eq. (3) we have
0 =
∫
Ω
∂m
∂t
·1mdx =
∫
∂Ω
∂m
∂t
· ∂m
∂n
ds−
∫
Ω
∇ ∂m
∂t
: ∇mdx
= −1
2
dE(m(t))
dt
, (4)
which implies that E(m(t)) is constant and this problemhas an energy conservation property. Here,n is a unit normal vector
to ∂Ω and the operator ‘:’ is defined as A : B =∑ij aijbij.
The Crank–Nicolson (CN) scheme is a popular implicit method for solving partial differential equations with second-
order accuracy in time and space [9]. However, the method does not always produce accurate results when it is applied to
the Landau–Lifshitz equation. It is the objective of this article to enumerate the problems and then to propose an accurate
and robust numerical solution algorithm. One- and two-dimensional discrete schemes for the discretized Landau–Lifshitz
equation with an exact solution are described and numerically solved using a nonlinear multigrid method. Also, we show
that the proposed scheme has a second-order convergence in space and time numerically.
The paper is organized as follows. In Section 2, we describe the discrete scheme of Landau–Lifshitz equation. And we
present the nonlinear multigrid method for the discrete system. In Section 3, the numerical results showing performance of
the proposed scheme are given. Conclusions are made in Section 4.
2. Crank–Nicolson method
2.1. Discretization
For simplicity of presentation, we will describe spatial and temporal discretizations of the governing equation in one-
dimensional space. Two- and three-dimensional spaces are straightforward extensions. Let us first discretize the given
computational domain Ω = (0, 1) as a uniform grid with the number of grid points Nx, a space step h = 1/Nx, and a
time step1t = T/Nt . Let us denote the numerical approximation of the solution by
mni = m(xi, tn) = (uni , vni , wni )
= (u((i− 0.5)h, n1t), v((i− 0.5)h, n1t), w((i− 0.5)h, n1t)),
where i = 1, . . . ,Nx and n = 0, 1, . . . ,Nt . We use a cell centered discretization. See Fig. 1.
Neumann boundary condition is mx(0, t) = mx(1, t) = 0. Therefore, we put the m0 = m1 and mNx+1 = mNx as the
boundary condition. The Crank–Nicolson scheme is given as
mn+1 −mn
1t
= −m
n+1 +mn
2
×∆hm
n+1 +mn
2
+ fn+ 12 , (5)
where∆h is the standard discretization of∆:
∆hmi = 1h2 (mi+1 − 2mi +mi−1).
Let Eh(mn) be the discrete energy defined by
Eh(mn) = 1h
Nx∑
i=1
[(
uni+1 − uni
)2 + (vni+1 − vni )2 + (wni+1 − wni )2]
= 1
h
Nx∑
i=1
[|mni+1 −mni |2] .
We note that in [10] established a weak convergence of the approximate solutions to weak solutions of the Landau–Lifshitz
equation.
2.2. Properties of the scheme
First, we show that the scheme (5) conserves the magnitude of magnetization.
mn+1 −mn
1t
= −mn+ 12 ×∆hmn+ 12 . (6)
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Taking an inner product of Eq. (6) withmn+1 +mn, we obtain
mn+1 −mn
1t
· (mn+1 +mn) = −
(
mn+
1
2 ×∆hmn+ 12
)
· (mn+1 +mn) = 0,
hence
|mn+1 |2 = |mn|2. (7)
Second, we show that the discrete energy is conserved. Forming an inner product between Eq. (6) and∆h(mn+1 +mn),
we obtain
mn+1 −mn
1t
·∆h(mn+1 +mn) = −
(
mn+
1
2 ×∆hmn+ 12
)
·∆h(mn+1 +mn) = 0.
It follows that
(mn+1 −mn) ·∆h(mn+1 +mn) = 0. (8)
Summation Eq. (8) over i = 1, . . . ,Nx leads to
Nx∑
i=1
(mn+1i −mni ) ·∆h(mn+1i +mni ) = 0. (9)
Using Eq. (7) and periodic boundary condition, Eq. (9) becomes
Nx∑
i=1
(
2mn+1i ·mn+1i+1 − 2mni ·mni+1
) = 0. (10)
Now, we get the following energy conservation:
E(mn+1)− E(mn) = 1
h
Nx∑
i=1
(|mn+1i+1 −mn+1i |2 − |mni+1 −mni |2)
= 1
h
Nx∑
i=1
(|mn+1i+1 |2 − |mni+1|2 + |mn+1i |2 − |mni |2 − 2mn+1i ·mn+1i+1 + 2mni ·mni+1) = 0,
where we have used Eqs. (7) and (10).
Finally,we show that the truncation error of the scheme is secondorder in time and space. Letu, v, w be the exact solution
of the partial differential equation (1) without a forcing term. Then, the local truncation error of the first component of the
equations is
T
n+ 12
i =
un+1i − uni
1t
+ v
n+1
i + vni
2
∆h
(
wn+1i + wni
2
)
− w
n+1
i + wni
2
∆h
(
vn+1i + vni
2
)
= (ut)n+
1
2
i + O(1t2)+
(
v
n+ 12
i + O(1t2)
)(
(wxx)
n+ 12
i + O(h2)+ O(1t2)
)
−
(
w
n+ 12
i + O(1t2)
)(
(vxx)
n+ 12
i + O(h2)+ O(1t2)
)
= (ut + vwxx − wvxx)n+
1
2
i + O(h2)+ O(1t2).
Since u, v, w is the solution of the differential equation so
(ut + vwxx − wvxx)n+
1
2
i = 0.
Therefore, the principal part of the local truncation error is
T
n+ 12
i = O(h2)+ O(1t2).
For the second and third components of the equations, we get same results.
2.3. Solving the nonlinear system—a nonlinear multigrid method
Multigrid methods are generally accepted as among the fastest numerical methods for solving these types of partial
differential equations. Since the scheme (5) is nonlinear, we use a nonlinear full approximation storage (FAS) multigrid
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method to solve the nonlinear discrete system (5) at the implicit time level. A pointwise Gauss–Seidel relaxation scheme
is used as the smoother in the multigrid method. See the reference text [11] for additional details and background. The
algorithm of the nonlinear multigrid method for solving the discrete equation is: First, let us rewrite Eq. (5) as
N(mn+1) = φn, (11)
where the nonlinear system operator (N) is defined as
N(mn+1) = mn+1 + 1t
2
(m×∆hm)n+1
and the source term is
φn = mn − 1t
2
(m×∆hm)n +1tfn+ 12 .
In the following description of one FAS cycle, we assume that a sequence of gridsΩk (Ωk−1 is coarser thanΩk by factor 2).
Given the number β of pre- and post-smoothing relaxation sweeps, an iteration step for the nonlinear multigrid method
using the V-cycle is formally written as follows [11]:
FAS multigrid cycle
mm+1,k = FAScycle(k,mm,k,Nk,φn,k, β).
That is, mm,k andmm+1,k are the approximation of mn+1,k before and after an FAScycle. If Ωk is the finest mesh and
‖mm+1,k −mm,k‖∞ < tol, then we letmn+1 = mm+1,k. Now, we define the FAScycle.
Step (1) Pre-smoothing
m¯m,k = SMOOTHβ(mm,k,Nk,φn,k), (12)
whichmeans performing β smoothing steps with the initial approximationmm,k, source termφn,k, and SMOOTH relaxation
operator to get the approximation m¯m,k. In its component form, Eq. (11) becomesun+1ivn+1i
wn+1i
+ 1t
2
(
vi∆hwi − wi∆hvi
wi∆hui − ui∆hwi
ui∆hvi − vi∆hui
)n+1
= φni for i = 1, . . . ,Nx. (13)
The main idea of the proposed scheme is a cancelation. Note that
vi∆hwi − wi∆hvi = viwi−1 − 2wi + wi+1h2 − wi
vi−1 − 2vi + vi+1
h2
= viwi−1 + wi+1h2 − wi
vi−1 + vi+1
h2
= vi∆˜hwi − wi∆˜hvi for i = 1, . . . ,Nx, (14)
where ∆˜hwi = (wi−1 + wi+1)/h2. Similarly, we have
wi∆hui − ui∆hwi = wi∆˜hui − ui∆˜hwi, (15)
ui∆hvi − vi∆hui = ui∆˜hvi − vi∆˜hui. (16)
This cancelation stabilizes the scheme. By Eqs. (14), (15) and (16) we rewrite the above equation.
Ai
un+1ivn+1i
wn+1i
 = (αiβi
γi
)
,
where
Ai =

1
1t
2
∆˜hw
n+1
i −
1t
2
∆˜hv
n+1
i
−1t
2
∆˜hw
n+1
i 1
1t
2
∆˜hun+1i
1t
2
∆˜hv
n+1
i −
1t
2
∆˜hun+1i 1
 =
(1 c −b
−c 1 a
b −a 1
)
and (αi, βi, γi)T is the right-hand side term in Eq. (13). Then using Cramer’s rule, we obtain
(un+1i , v
n+1
i , w
n+1
i ) = 1/|Ai|(|Ai,1|, |Ai,2|, |Ai,3|), i = 1, . . . ,Nx
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where Ai,j is obtained by replacing the jth column of Ai with (αi, βi, γi)T .
|Ai| = 1+ a2 + b2 + c2,
|Ai,1| = αi(1+ a2)− βi(c − ab)+ γi(ac + b),
|Ai,2| = αi(ab+ c)+ βi(1+ b2)− γi(a− bc),
|Ai,3| = αi(ac − b)+ βi(a+ bc)+ γi(1+ c2).
We can rewrite Eq. (11) as a matrix form:(1 c −b
−c 1 a
b −a 1
)
mn+1i = φni , (17)
where
a = 1t
2
∆˜hun+1i , b =
1t
2
∆˜hv
n+1
i , and c =
1t
2
∆˜hw
n+1
i .
To derive a Gauss–Seidel type iteration, we replacemn+1α in Eq. (17) with m¯m,kα if α ≤ i, otherwise withmm,kα , i.e.,(1 c −b
−c 1 a
b −a 1
)
m¯m,ki = φni , (18)
where
a = 1t
2
u¯m,ki−1,j + um,ki+1,j
h2
, b = 1t
2
v¯
m,k
i−1,j + vm,ki+1,j
h2
, c = 1t
2
w¯
m,k
i−1,j + wm,ki+1,j
h2
.
Step (2) Coarse grid correction
• Compute the defect: d¯m,k = φn,k − Nk(m¯m,k).
• Restrict the defect and m¯m,k : d¯m,k−1 = Ik−1k (d¯m,k), m¯m,k−1 = Ik−1k (m¯m,k).
The restriction operator Ik−1k maps k-level functions to (k− 1)-level functions.
dk−1(xi, yj) = Ik−1k dk(xi, yj) =
1
4
[
dk(xi− 12 , yj− 12 )+ d
k(xi− 12 , yj+ 12 )+ d
k(xi+ 12 , yj− 12 )+ d
k(xi+ 12 , yj+ 12 )
]
.
• Compute the right-hand side: φn,k−1 = d¯m,k−1 + Nk−1(m¯m,k−1).
• Compute an approximate solution mˆm,k−1 of the coarse grid equation onΩk−1, i.e.
Nk−1(mm,k−1) = φn,k−1. (19)
If k = 1, we apply the smoothing procedure in (12) to obtain the approximate solution. If k > 1, we solve (19) by
performing a FAS k-grid cycle using m¯m,k−1 as an initial approximation:
mˆm,k−1 = FAScycle(k− 1, m¯m,k−1,Nk−1,φn,k−1, β).
• Compute the coarse grid correction (CGC): vˆm,k−1 = mˆm,k−1 − m¯m,k−1.
• Interpolate the correction: vˆm,k = Ikk−1vˆm,k−1.
• Compute the corrected approximation onΩk:mm,after CGC,k = m¯m,k + vˆm,k.
Step (3) Post-smoothing: mm+1,k = SMOOTHβ(mm,after CGC,k,Nk,φn,k). This completes the description of a nonlinear
FAScycle. After we get a solution after one FAScycle, using an updated source term, we repeatedly perform iterations until
the numerical solution converges.
Now we consider the scheme with no cancelation. We rewrite Eq. (13).
Ai
un+1ivn+1i
wn+1i
 = φni for i = 1, . . . ,Nx.
To discuss the stability of the Crank–Nicolson scheme, we compute the characteristic polynomial of Ai.
det(Ai − λI) = (1− λ)3 + (1− λ)(a2 + b2 + c2).
The three eigenvalues of Ai are
λ1 = 1, λ2 = 1+ i
√
a2 + b2 + c2, and λ3 = 1− i
√
a2 + b2 + c2.
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Thus, the three eigenvalues of A−1i are
γ1 = 1/λ1, γ2 = 1/λ2, and γ3 = 1/λ3.
The absolute values of three eigenvalues of A−1i are
|γ1| = 1, |γ2| = |γ3| = 1√
1+ a2 + b2 + c2 ≤ 1.
Without cancelation, a, b, and c are small compared to 1, on the other hand, with cancelation a2 + b2 + c2 ≈ O(1/h4).
Therefore, 1/
√
1+ a2 + b2 + c2 ≈ O(h2) 1 and this makes the iterations stable.
3. Numerical results
In this section we perform numerical experiments with exact solutions to verify the second-order accuracy of the
proposed scheme in time and space. Without the forcing term, we also show the energy conservation property.
3.1. One space dimension
3.1.1. Convergence test
We consider one-dimensional Landau–Lifshitz equation with a source:
mt = −m×mxx + f onΩ = (0, 1). (20)
An exact solution of Eq. (20) is
me =
(ue
ve
we
)
=
cos(x2(1− x)2) sin(t)sin(x2(1− x)2) sin(t)
cos(t)
 .
In its component form, the forcing term f = met +me ×mexx can be calculated as follows.
f =
cos(X) cos(t)+ [(X ′)2 sin(X)− X ′′ cos(X)] sin(t) cos(t)sin(X) cos(t)− [(X ′)2 cos(X)+ X ′′ sin(X)] sin(t) cos(t)
− sin(t)+ X ′′ sin2(t)
 ,
where X = x2(1−x)2. Now, wewill solve Eq. (20) with an initial conditionm(x, 0) = (0, 0, 1) and zero Neumann boundary
condition; i.e.,mx = 0 at ∂Ω = {0, 1}. We define the numerical error eni = mni −me(xi, tn) for i = 1, 2, . . . ,Nx. The discrete
l2-norm and the maximum norm are defined as
‖en‖l2 =
√ ∑
1≤i≤Nx
eni · eni
3Nx
and ‖en‖∞ = max
1≤i≤Nx
√
eni · eni .
To obtain an estimate of the convergence rate, we performed a number of simulations on a set of increasingly finer grids.
We computed the numerical solutions on uniform grids, h = 1/2n for n = 6, 7, 8, 9 and 10. For each case, we ran the
calculation to time T = 1with a time step1t = 0.32 h. Fig. 2 shows the numerical results for the one-dimensional equation:
(a) u, (b) v, (c) w, and (d)m at T = 1. The numerical results agree very well with the exact solution. The errors and rates
of convergence are given in Table 1. The results suggest that the scheme is indeed second-order accurate in space and time.
Also, the convergence results imply the preservation of the length of the vector field,m.
We calculate the stability constraint for the proposed scheme and take a similar test problem in [12]. We try to find the
maximum 1t corresponding to different spatial grid sizes h so that stable solutions can be computed up to T = 1. The
results are shown in Table 2 and we obtain stable solutions for all five mesh sizes. The results indicate that the proposed
CN scheme is practically unconditionally stable because time step constraint from accuracy concern is more restrictive than
one from stability of the numerical scheme.
3.1.2. Energy conservation
Next, we investigate the energy conservation property when f ≡ 0. An exact solution of the equation is
ue(x, t) = sin(α) cos(kx+ tk2 cos(α)),
ve(x, t) = sin(α) sin(kx+ tk2 cos(α)),
we(x, t) = cos(α).
We see that the functionm(x, t) = (ue(x, t), ve(x, t), we(x, t)) satisfies Eq. (1). Now we apply an initial condition to Eq. (1)
(u0, v0, w0) = (sin(α) cos(kx), sin(α) sin(kx), cos(α)),
where α = pi/4, k = 2pi , and a periodic boundary condition is applied; i.e.,m0 = mNx andmNx+1 = m1.
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Fig. 2. Magnetization distribution for one-dimensional equation: (a) u, (b) v, (c)w, and (d)m at T = 1.
Table 1
The l2 and maximum norms and convergence rates with space step h = 1/Nx , time step 1t = 0.32 h, total time T = 1, and an iteration convergence
tolerance of 10−10 .
Case 64 Rate 128 Rate 256 Rate 512 Rate 1024
‖en‖l2 6.5E−5 1.99 1.6E−5 1.99 4.1E−6 2.00 1.0E−6 2.00 2.5E−7‖en‖∞ 1.1E−4 1.99 2.7E−5 1.99 6.7E−6 2.00 1.7E−6 1.99 4.2E−7
Table 2
Stability constraint of1t for the proposed scheme.
Mesh size h = 1/64 h = 1/128 h = 1/256 h = 1/512 h = 1/1024
Time step 1t ≥ h 1t ≥ h 1t ≥ h 1t ≥ h 1t ≥ h
Table 3
The l2 and maximum norms and convergence rates with space step h = 1/Nx , time step 1t = 0.32 h, total time T = 1, and an iteration convergence
tolerance of 10−10 .
Case 64 Rate 128 Rate 256 Rate 512 Rate 1024
‖en‖l2 2.8E−2 1.98 6.9E−3 1.99 1.7E−3 1.99 4.3E−4 1.99 1.1E−4‖en‖∞ 4.8E−2 1.98 1.2E−2 1.99 3.0E−3 1.99 7.5E−4 1.99 1.9E−4
Theoretically, this energy is constant irrespective of time. Now we confirm that numerically. Fig. 3 shows a numerical
result for the evolution of the discrete energy up to time T = 1 by the proposed scheme with Nx = 64, h = 1/Nx, and
1t = 0.32 h.We can see that the conservation of energy holds. Fig. 4 showsmagnetization distribution for one-dimensional
equation: (a) u, (b) v, (c)w, and (d)m at T = 1 without forcing term and periodic boundary condition.
We also calculated the rate of convergence. The errors and rates of convergence are given in Table 3. The results suggest
that the scheme is indeed second-order accurate in space and time.
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Fig. 3. A temporal evolution of the discrete energy of the numerical solution.
Fig. 4. Magnetization distribution for one-dimensional equation: (a) u, (b) v, (c) w, and (d) m at T = 1 without forcing term and periodic boundary
condition.
3.2. Two space dimensions
In this section we perform two-dimensional numerical experiments with exact solutions to verify the second-order
accuracy of the proposed scheme in time and space. Without the forcing term, we also show the energy conservation
property.
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Table 4
The l2 and the maximum norms and convergence rates form of CN scheme with space step h = 1/Nx , time step1t = 0.32 h, total time T = 0.01, and an
iteration convergence tolerance of 10−10 .
Case 642 Rate 1282 Rate 2562 Rate 5122 Rate 10242
‖en‖l2 6.6E−9 1.99 1.6E−9 1.99 4.1E−10 1.99 1.0E−10 2.00 2.6E−11‖en‖∞ 1.3E−8 1.99 3.4E−9 1.98 8.4E−10 2.00 2.1E−10 2.00 5.3E−11
3.2.1. Convergence test
The two-dimensional equation onΩ = (0, 1)× (0, 1)with zero Neumann boundary conditions is considered. An exact
solution is
me =
(ue
ve
we
)
=
cos(x2(1− x)2y2(1− y)2) sin(t)sin(x2(1− x)2y2(1− y)2) sin(t)
cos(t)
 .
The forcing term f = (f1, f2, f3) = met +me ×1me can be calculated as follows.
f1 = cos(XY ) cos(t)+ [(Y 2(X ′)2 + X2(Y ′)2) sin(XY )− (YX ′′ + XY ′′) cos(XY )] sin(t) cos(t),
f2 = sin(XY ) cos(t)− [(Y 2(X ′)2 + X2(Y ′)2) cos(XY )+ (YX ′′ + XY ′′) sin(XY )] sin(t) cos(t),
f3 = − sin(t)+ (YX ′′ + XY ′′) sin2(t),
where X = x2(1 − x)2, Y = y2(1 − y)2, and prime denotes a derivative of functions with respect to its argument variable.
Now, we will solve the following equation with an initial conditionm(x, y, 0) = (0, 0, 1).
mt = −m×
(
mxx +myy
)+ f (21)
with zero Neumann boundary condition
mx(0, y, t) = mx(1, y, t) = my(x, 0, t) = my(x, 1, t) = 0.
We let enij = mnij −me(xi, yj, tn) for i = 1, 2, . . . ,Nx and j = 1, 2, . . . ,Ny. The discrete l2-norm and the maximum norm
are defined as
‖en‖l2 =
√√√√ ∑
1≤i≤Nx
∑
1≤j≤Ny
enij · enij
3NxNy
and ‖en‖∞ = max
1≤i≤Nx
max
1≤j≤Ny
√
enij · enij.
Weperformed a number of simulations on a set of increasingly finer grids to calculate the rate of convergence. The results
are shown in Table 4. The l2 and the maximum norms and convergence rates form of CN scheme with space step h = 1/Nx,
time step1t = 0.32 h, total time T = 0.01, α = pi/24, and an iteration convergence tolerance of 10−10. The results suggest
that the scheme is indeed second-order accurate in space and time.
3.2.2. Energy conservation
We consider Eq. (1) in its component form with the source term f ≡ 0 on the two-dimensional unit domain. An exact
solution of the equation is
ue(x, y, t) = sin(α) cos(k(x+ y)+ 2tk2 cos(α)),
ve(x, y, t) = sin(α) sin(k(x+ y)+ 2tk2 cos(α)),
we(x, y, t) = cos(α),
where α = pi/24, k = 2pi . We see that the functionm(x, y, t) = (ue(x, y, t), ve(x, y, t), we(x, y, t)) satisfies Eq. (1). Now
we apply an initial conditions to Eq. (1)
(u0, v0, w0) = (sin(α) cos(k(x+ y)), sin(α) sin(k(x+ y)), cos(α))
and a periodic boundary condition is applied; i.e.,
m0,j = mNx,j, mNx+1,j = m1,j for 1 ≤ j ≤ Ny,
mi,0 = mi,Ny , mi,Ny+1 = mi,1 for 1 ≤ i ≤ Nx.
Table 5 shows the l2 and maximum norms and convergence rates with space step h = 1/Nx, time step 1t = 0.32 h,
total time T = 0.01, α = pi/24, and an iteration convergence tolerance of 10−10. The results suggest that the scheme is
second-order accurate in space and time.
Fig. 5 shows the orthogonal projection of the vector field 0.1m of the numerical solution onto the xy plane at (a) T = 0
and (b) T = 0.1. We observe that the solution at T = 0.1 is a translation of the initial configuration without changing its
magnitude. Here we scaledm as 0.1m for a visual clarity.
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Table 5
The l2 and maximum norms and convergence rates with space step h = 1/Nx , time step 1t = 0.32 h, total time T = 0.01, α = pi/24, and an iteration
convergence tolerance of 10−10 .
Case 642 Rate 1282 Rate 2562 Rate 5122 Rate 10242
‖en‖l2 7.8E−4 1.97 2.0E−4 1.99 5.0E−5 1.99 1.3E−5 1.99 3.1E−6‖en‖∞ 1.4E−3 1.97 3.4E−4 1.99 8.7E−5 1.99 2.2E−5 1.99 5.4E−6
a b
Fig. 5. 2D Landau–Lifshitz equation with periodic boundary condition. (a) initial vector field (b) the numerical solution at T = 0.1.
Fig. 6. A temporal evolution of the discrete energy of the numerical solution.
Next, we test an energy conservation property. We define a discrete energy as
E(mn) =
Nx∑
i=1
Ny∑
j=1
[(
uni+1,j − unij
)2 + (vni+1,j − vnij)2 + (wni+1,j − wnij)2 + (uni,j+1 − unij)2
+ (vni,j+1 − vnij)2 + (wni,j+1 − wnij)2
]
.
Theoretically, this energy is constant irrespective of time. Nowwe confirm that numerically. Fig. 6 shows the time evolution
of the energy E(mn) with Nx = Ny = 64, h = 1/Nx,1t = 0.32 h, T = 0.01, and α = pi/24. As expected from (4), the
energy is constant throughout the evolution.
4. Conclusion
In this paper, we have proposed a Crank–Nicolson time stepping procedure for LL equation which has a second-order
convergence in time and space. We overcame the difficulties with CN scheme associated with LL equation by a cancelation.
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We used a nonlinear multigrid method for handling the nonlinearities of the discrete system at each time step. We
validated our numerical algorithm by various numerical experiments. We tested the second-order convergence and an
energy conservation of the proposed scheme.We also showed that the time step restriction for the stability is less restrictive
than the accuracy. As future research, the full version of Landau–Liftshitz equation will be investigated.
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