Introduction
We consider a set M of real matrices m of the type In [1] it has proved(really in the four dimensional case) that such a set is commutative group with respect to the matrix multiplication.
For later use we introduce the following four matrices which are all in M . 
2. An example of the parallel structure Let A and B from (2) be smooth functions of a point p(
We will use the notation Φ i = ∂Φ ∂x i for every smooth function Φ defined in F . Now we accept g ij , q
.s i and S .j i from (2), (4) and (5) for the local coordinates of a metric tensor field g, an affine structure tensor q and a tensor field S respectively of a 3-dimensional Riemannian manifold V 3 . We can see that the following identities are true
where E is the unit matrix, as well as
Let ∇ be the Levi-Civita connection of g and Γ s ij be the Christoffel symbols of ∇. It is well known (for example [2] ), the following
Using (1), (3), (7), (8) after a long computation we get the next formulas Note. In fact (10) is a system of three partial differential equations for the functions A and B. We can accept B = B(x 1 , x 2 , x 3 ) as a known function and due to many mathematical books (for example [3] ) we can say that (10) has a solution. In case we give a simple but non-trivial example for two functions, satisfying (10) as follows A = 4x 1 + 2x
Sectional curvatures
Let R be the curvature tensor field of ∇, i.e R(x, y)z = ∇ x ∇ y z − ∇ [x,y] z. We consider the associated with R tensor field R of type (0, 4), defined by the condition R(x, y, z, u) = g(R(x, y)z, u), x, y, z, u ∈ χV 3 .
Theorem 3.1. The following identity is valid in V 3 :
(13) R(x, y, q 2 z, u) = R(x, y, z, qu).
Proof. In the terms of local coordinates (11) (14) we obtain (13). Now, let g be positively definite metric, p be in V 3 and x, y be two linearly independent vectors in T p V 3 . It is known the value
is the sectional curvature of 2-section E = {x, y}.
Then using (4) we get that vectors x, qx, q 2 x are linearly independent. We consider the 2-sections E 1 = {x, qx}; E 2 = {qx, q 2 x}; E 3 = {q 2 x, x}. Proof. From (13) we find (16) R(x, y, z, u) = R(x, y, qz, qu) = R(x, y, q 2 z, q 2 u).
In (16) we get the following substitutions: a) z = x, y = u = qx; b)x ∼ qx, z = qx, y = u = q 2 x; c) x ∼ q 2 x, z = q 2 x, y = u = x. After that comparing the obtained results we get (17) R(x, qx, x, qx) = R(qx, q 2 x, qx, q 2 x) = R(q 2 x, x, q 2 x, x).
From (6),(15), (17) we find µ(E 1 ; p) = µ(E 2 ; p) = µ(E 3 ; p) = R(x, qx, x, qx) g 2 (x, x) − g 2 (x, qx) .
By virtue of linear independents of x and qx we have g 2 (x, x)−g 2 (x, qx) = g 2 (x, x)(1− cosϕ) = 0, where ϕ is the angle between x and qx.
