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 Recommendation systems assist user to find useful items from a massive number 
of items. There are recommendation systems recommending different kinds of items, 
and for each kind of recommendation systems, there are specific features can be used 
to improve the performance. 
 Point-of-Interest (POI) recommendation system is the recommendation system 
which learns from user’s visiting history of venues and recommends new venues which 
the user may be interested in. POI recommendation plays an important role in Location-
based Social Networks (LBSNs). 
 The objective of this thesis is to improve the performance of the POI 
recommendation by exploiting multiple kinds of side information in the 
recommendation model. We apply non-negative matrix factorization (NMF) model to 
build a POI recommendation system, and propose a way to combine multiple kinds of 
side information in it, including the category preference of users, the distance between 
users and venues, the social relation among users and the rating to the venues. 
 Compared to previous works, we adopt multiple kinds of side information instead 
of single side information into an NMF model, and a novel way calculating the distance 
between users and venues is proposed to combine the information of public 
transportation (train and subway) into the recommendation system. In addition, the 
evaluation metrics we use are new to previous works and they are more suitable for 
evaluating the proposed model.  
 In the experiment, a public check-in dataset collected from Foursquare is used to 
evaluate the performance of the proposed model and the effect of different side 
information. The performance of the model is apparently improved by exploiting 
multiple kinds of side information. Therefore, this model is able to provide more 
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Chapter 1. Introduction 
 
1.1 Introduction of POI Recommendation 
 With billions of users and items, Internet applications has developed abundant data of users 
and items to enlarge the possibility of human life. Since it could be hard for users to find 
interested items from a large number of items, recommendation systems assist the user to find 
useful items from a massive number of items. There are many recommendation systems 
recommending different kinds of items, and for each kind of recommendation systems, there 
are specific features can be used to improve the performance. 
 Point-of-Interest (POI) recommendation system is the recommendation system which 
learns from users visiting history and recommends new venues to a user which he/she may be 
interested in. POI recommendation plays an important role in Location-based Social Networks 
(LBSNs) in which there are thousands of users and venues, and users generate millions of 
check-ins each day. POI recommendation can assist user with discovering interested venues 
from LBSNs. With the rapid development of mobile devices, especially the development of 
smart phones and mobile Internet, the POI recommendation systems are growing rapidly, and 
more kinds of real-time features are used in them. The side information can be collected from 
user’s devices or other data source, including but not limited to user’s current location, user’s 
profile, weather, and current traffic situation. 
 
1.2 Motivation, Background and Objective 
 Researchers have paid attention to POI recommendation systems and discovered multiple 
ways to improve the performance of these recommendation systems. They use multiple models 
to learn from pure check-in dataset. Conventional recommend algorithms like content-based 
recommendation, collaborative filtering, and link prediction are widely used. They develop not 
only different learning methods but also adopted several different kinds of side information to 
implement more accurate POI recommendation systems. The performance of the 
recommendation systems is improved if the side information is combined in an effective way. 
 In this work, we propose a POI recommendation system based of NMF (Non-negative 
Matrix Factorization) which not only learns from pure visit data but also combines multiple 
kinds of side information including user’s category preference, the distance between users and 
venues, user’s friend relations and rich features of the venues. By a public dataset of user’s 
check-ins history from Foursquare, we measure the performance of the model by new metrics, 
evaluate the effectiveness of these side information and proved that combining side information 
by these ways improves the performance of POI recommendation systems. In addition, the 
interaction between different side information is also researched. The effective combination of 
side information features is discovered. If two kinds or more side information are used in the 
model at the same time, the performance further improves and becomes better than the cases 
where only one feature is used. 
 In conclusion, the contributions of this work include following three parts:  
 (1) Compared to previous works, we exploit multiple kinds of side information rather than 
single kind of side information in one model. If two kinds or more side information is used in 
the model at the same time, the performance would be further improved. It is also discovered 
that in some combinations of features, the features interact with each other, and the 
performance varies in an unexpected way. In some combinations of features, the performance 
gets worse with new feature, however, in other combinations the same new feature can improve 
the performance a lot. The reason is that different kinds of side information shows users’ 
preference from different aspects. Therefore, some specific combinations of features from 
different aspects can obviously improve the performance while some combinations worsen the 
model if the features are actually from the same aspect. 
 (2) We adopt some new metrics to evaluate the performance of our model. With these 
metrics, the performance of model can be easily compared, and it is easier to find the influence 
of side information. In previous works, the performance of POI recommendation is often 
evaluated by recall and precision of the top-n items. But we evaluate the performance by 
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comparing the similarity between the sequence of predicted interests and actual interests. This 
new metric makes it clearer to tell the effects of side information.  
 (3) We use the information of public transportation network by a novel way and prove that 
the information of public transportation slightly improves the overall performance of the POI 
recommendation system. To the best of our knowledge, many previous works use the 
geographical information of users and venues, but the information of public transportation has 
not been used in POI recommendation before. In cities, the preference for a user to move from 
a venue to another is not only affected by direct distance but also affected by the public 
transportation. By combining the information of public transportation, we change the 
calculation of distance between the user and venue to represent the time required for moving, 
which can better reflect users’ preference visiting venues. 
 
1.3 Structure of the Thesis 
 The rest of the thesis is organized as follows. In Chapter 2, related works of conventional 
recommendation systems and POI recommendation systems are introduced. In Chapter 3, we 
introduce the public dataset we use, which is collected from a location information site 
Foursquare with check-in information and POI information worldwide. And the datasets of side 
information are also introduced in Chapter 3. In Chapter 4, we propose a POI recommendation 
model based on Non-negative matrix factorization (NMF) and introduce the ways of combining 
different kinds of side information into this model. In Chapter 5, the settings of experiment and 
evaluation metrics of model are described. In Chapter 6, the result of experiment is described, 
where the effect of each side information is shown. Finally, in Chapter 7 we present the 
conclusion of the work concisely and mention the insufficient points of this work which can be 





Chapter 2. Related Work 
 
2.1 Conventional Recommendation Systems 
Recommendation Systems are the systems that recommend items to users according to 
their interests and preference. Researchers adopt different models according to their 
recommend targets or the characteristics of their datasets. In conventional recommendation 
systems, typically Collaborative Filtering (CF), Content-Based (CB), link analysis methods and 
hybrid approaches are used.  
Collaborative Filtering (CF) is early used in recommendation systems. Commonly, there 
are two kinds of CF recommendation, which are the User-based CF and the Item-based CF. 
User-based CF analyzes users’ preference first, and finds users who are similar to current user, 
for example, the users who are interested in same item as current user. According to the ratings 
of similar users on the items and the similarity between the users, the predicted ratings are 
calculated and ranked, then the top a few items are to be recommended. In other way, Item-
based CF measures and analyzes the similarity between items, then recommends items with 
high similarity to the highly rated items of the user. CF is facing problems like cold start and 
sparsity. Therefore, it is hard for CF to make good recommendation for new users in large scale 
system. 
Content-Based (CB) method is another kind of method in recommendation systems. CB 
firstly creates and maintains the profiles of users and items and use these profiles to recommend 
items to users. In the profile, user’s ratings to different items are collected and learnt, the 
recommendation is given according to the ratings and profiles. Similar to CF, CB is also facing 
cold start problem and CB lacks diversity, in other word, the items being recommended are 
usually similar to users’ interests obviously and it is hard to discover new types of items. 
 Hybrid recommendation systems combine CF and CB methods to avoid the common 
weaknesses including sparsity and cold start problem [1]. Sparsity and cold start problem may 
lead to poor performance when a new user does not have enough history in the system and 
his/her preference cannot be acquired. Hybrid approaches solve some of the problems to 
improve the performance of conventional recommendation systems. For example, in a 
recommendation system on movies, Salter et al. [2] firstly use CF to create a recommend list, 
then for each movie in the list, recalculate the recommendation score by performing CB on the 
actor, director, and genre of the movies. According to the average of these two recommendation 
scores, the movies being recommended are decided. 
 
2.2 Targets of POI Recommendation Systems 
 As a specific type of recommendation system, Point-of-Interest (POI) recommendation 
system learns user’s visiting history of venues and recommends the POIs to users according to 
their interest and preference. The POIs are the point locations with specific functions, and users 
visit these point locations for some purposes. There are various targets to recommend in 
Location-based Social Networks (LBSNs). Besides recommending a POI to a user, researchers 
have paid attention in recommendation systems that recommend trips or activities to a user or 
a group of users. [3] 
 POI recommendation recommends a single location to a single user is common, but some 
researchers pay attention to the group of users. Wang et al. [4] propose a group-based 
personalized method for recommending POIs to a group of users using the preference of each 
member in the group. 
 Some recommendation systems recommend users with popular activities and locations for 
these activities. M. Sattari et al. [5] propose a method based on SVD which use multiple features 
to recommend users locations based on their interested activities around their current location. 
They focus on the activity preference of users and use the Location-Activity matrix to find out 
locations to recommend. Not only this work but also related works which use the feature of 
activity, such as the work of V. W. Zheng [6], build multiple matrices including Activity-
Feature matrix, Location-Activity matrix, and Activity-Activity matrix to find the relationship 
between users, their favorite activities and related locations. 
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 There are works which recommend user a sequence of locations for a trip. Gionis et al. 
propose a model that recommends personalized trips in a city by considering the types of venues, 
user’s interests, the time the user have, and the attractiveness of venues [7].  
 
2.3 POI Recommendation Models 
 With the development of smartphones and portable devices, the amount of data in POI 
recommendation system grows rapidly and the number of both users and venues become 
hundreds of times than before. More users can access Internet at their locations, share the 
information of venues and comment on venues in social network. Mobile devices allow users 
to record their location history and trajectories in the Location-based Social Networks (LBSNs). 
Media (photos, videos, etc.) with geotag are collected by mobile devices together with users’ 
activity records and uploaded to LBSNs. 
 Although POI recommendation is generally an extension of conventional recommendation 
whose recommend target is the POIs, there are far more features and side information can be 
used in POI recommendation than conventional recommendation systems. How to deal with 
the characteristics of POI check-in data and combine the additional features becomes a hot topic. 
With the increasing amount of data, problems such as sparsity and cold start problem have 
become more serious as well. 
 
2.3.1 POI Recommendation Models with Pure Check-in Data 
 In POI recommendations, the word “check-in” is frequently used to describe the action a 
user visits a venue once. A learning dataset in POI recommendation usually consists of the 
records of check-ins and combines the information of users and POIs in specific format.  
 Previous works in POI recommendations use different methods to learn from the pure 
check-in dataset and the profiles of users or venues. The interests of users are learnt from the 
check-in records. In conventional recommendation systems, users’ ratings for items are 
exploited for recommendation, while the ratings are usually less available in POI 
recommendation. However, the frequency of check-ins implicitly shows the interests of users 
for POIs. Therefore, the frequency of check-ins is usually used as the indicator of interest in the 
POI recommendation systems with pure check-in data. As for the model, traditional algorithms 
for recommendation systems are widely used in mining users’ preference.  
 
Collaborative Filtering (CF) 
 An early work in POI recommendation system using collaborative filtering (CF) is 
proposed by Mao Ye et al. [8] They use CF to build a stand-alone recommender system focuses 
on users’ location histories. The location history they use includes the user’s ratings and 
comments to the locations, for example, their ratings and comments to hotels and restaurants. 
But not all of the locations have the ratings or comments, so they do not only rely on the ratings 
but also learn from the frequency of users’ check-ins. They measure the similarity between 
users by cosine similarity and find similar users of target users. The cosine similarity 𝑤 ,  
between two users 𝑢1 and 𝑢2 is: 
𝑤 ,
∑ 𝐶 , 𝐶 ,∈
∑ 𝐶 ,∈ ∑ 𝐶 ,∈
1
 
where 𝐿 is the set of locations, 𝐶 ,  is the interest of user 𝑢 to a location 𝑙. 
 And select a set of candidate locations which are closed to the user’s current locations and 
calculate the recommendation score by similar users’ ratings. The recommendation score 𝑠 ,  
of the user 𝑢 to the location 𝑙 can be calculated by: 
𝑠 , 𝑤 , 𝐶 ,
∈
2  
where 𝑈 is the set of all users. The candidate locations with top-n highest recommendation 




 Regarding the similarity of users, besides the cosine similarity, count of co-visitation is 
also a popular similarity measurement used by some researchers. Shi Y et al. [9] recommend 
landmarks to users by the co-visitation between users. For two users in the dataset, co-visitation 
score 𝑐 ,  of user 𝑢1 and user 𝑢2 is the proportion of locations both of user 𝑢1 and user 
𝑢2 have checked in. It is calculated by: 
𝑐 ,
|𝐿 ∩ 𝐿 |
|𝐿 ∪ 𝐿 |
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where 𝐿  is the set of checked-in locations of user 𝑢 and |𝐿| is the number of locations in 
set 𝐿. If co-visitation score is high between two users, the preference of these two users are 
similar and they are likely to be interested in same or similar locations. 
 Besides the user-based CF, some researchers also develop item-based (location-based) CF 
in POI recommendation [10]. Instead of measuring the similarity of users, item-based CF 
measures the similarity between the locations. Each user has their favorite locations, and the 
locations which are similar to their favorite locations are recommended to this user. 
 In collaborative filtering (CF) approaches of recommendation systems, a well-trained 
model can recommend the interested locations to users according to their preferences 
effectively and efficiently. But the sparsity and cold start problem make it unable to provide 
high quality recommendations for some users. Especially in POI recommendation, the number 
of users is far larger than the number of venues and most of the users only visit limited number 
of venues. Adopting CF in large scale POI recommendation becomes more challenging than in 
small scale POI recommendation systems or conventional recommendation systems. 
 
Content-Based (CB) 
 Content-Based (CB) POI recommendation system mainly builds and maintains user 
profiles and venue profiles and matches user profiles with venue profiles for recommendation. 
Features of locations, such as tags and categories, are extracted semantically and used in 
recommendations. Park et al. propose a CB restaurant recommendation system by Bayes 
classification model [11]. In their research, restaurant profiles consist of type (Korean, Japanese, 
Chinese, American, Etc.), mood (romantic, tidy, exotic, and normal), price (low, mid-low, mid, 
mid-high and high) and parking area (true or false). User profiles consist of preference, gender, 
age, owning car, income, etc. They adopt Bayes classification to learn from the check-in dataset 
to discover the relation between features in user profile and restaurant profile. Compared to CF 
solutions, they claim that this CB solution saves resource for mobile devices with low 
performance and provides relatively good result in experiment. Efficiency is the benefit of most 
CB solutions in POI recommendations. 
 
Link prediction 
 Link prediction method is widely used in web page ranking [12]. It constructs and learns 
from the structure of complex networks to find popular items or related items. In POI 
recommendation systems, venues can be treated as nodes and there are links between the venues, 
which form a complex network. In the work using link prediction by Yu Zheng et al. [13], the 
venues are represented as the nodes in a weighted graph as in Figure 1, and the weights are 
times of users’ moving between venues. They calculate the probability of users’ moving from 
a venue to another by indegrees, outdegrees and users’ ratings to the venues. The 
recommendation score of one venue is the sum of probabilities coming here from related venues. 
In their experiment, the model shows good performance in recommending POIs.  
 




Matrix Factorization (MF) 
 Matrix Factorization is a widely used method for CF in recommendations systems. By 
decomposing the user-item matrix into lower dimensional matrices, it finds the latent factors 
which affect the users’ preferences to items. Yehuda Koren [14] introduces the application of 
MF in a recommender system which recommends movies to user.  
 In POI recommendations, Liu B. et al. [15] adopt multiple kinds of matrix factorization 
methods and compare their performance based on a pure check-in dataset in Los Angeles and 
San Francisco. They exploit the geographical influence (the location of venues or the area of 
venues) in their models. In their research they do not only show the effectiveness of MF method 
but also prove that incorporating side information can be easily done in MF approaches. 
 [16] further develop POI recommendation based on matrix factorization and explained that 
matrix factorization helps to deal with the sparsity of matrix. In their solution, users and POIs 
are mapped onto a joint latent space represented by a user-POI rating matrix and a user-POI 0/1 
matrix where 0/1 indicates whether user has visited the POI or not. They propose a MF 
recommendation system and evaluate the proposed algorithm on a large-scale LBSN dataset 
with some spatial information. Their MF approach is with better performance than the model 
which use pure check-in data solely. 
 
2.3.2 POI Recommendation Models with Side Information 
 Compared to traditional recommendations, in POI recommendations the relations between 
users, venues and check-ins become complex, making it more difficult to learn from but 
providing more features to be used. There are some unique features in LBSNs, which can be 
combined into recommendation system for better performance.  
 
 The Hierarchy of Categories  
 In LBSNs, a venue can belong to multiple categories at the same time since there are 
hierarchy in venue categories. Some categories may belong to another. For example, a 
restaurant can be tagged with “Restaurant”, “Japanese Restaurant” and “Ramen Restaurant” at 
the same time since the three categories have hierarchy property. H. N. Wang et al. [4] build a 
weighted category hierarchy (WCH) as in Figure 2 and adopt this property to recommend. They 
group up users by their locations and favorite venue’s hierarchy, then classify target user to 
groups to recommend interested locations for the user. By adopting the hierarchy of venues, 
they get higher quality results than those frameworks which only use the pure check-in data or 
simple categories and the efficiency of the recommendation is improved as well.  
 




 The Geographical Influence. 
 Some researchers fuse geography information such as the distance between venues in POI 
recommender systems. It is obvious that users tend to visit the locations which are closer to 
their current location rather than those far away from them, and they may be interested in the 
POIs which are close to their favorite POIs. Besides the users’ preference which is extracted 
from user check-in history, Mao Ye et al. [8] propose a CF model with the distance between 
the user and venues. They investigate the geographical clustering phenomenon of user check-
in activities in LBSNs and calculate the check-in possibility with it. In two experiments with 
two large-scale check-in datasets from LBSNs (Foursquare and Whrrl), the proposed technique 
shows better performance than the basic model, and they find that the geographical influence 
is more important than item similarity. In their dataset, many venues are with only a few check-
ins, so the item similarity cannot accurately reflect user’s interest. 
 
 The Sequences a user Visit the Venues. 
 Some users tend to visit the venues in a certain sequence, for example, when some users 
come back from office, they pass by the convenience shop or supermarkets to buy food and go 
home. To find users’ activity patterns by the sequence they visit venues, [17] learn from the 
users’ activity patterns by a tree-based hierarchical graph where the edges are the probability 
of movement of users from one venue to another. They cluster up the venues and build 
connections between venues by users’ movement. The strengths of connections are used in 
calculating the recommendation score. 
 
 The Temporal Information  
 Users have temporal preferences to different venues. Some users would like to visit certain 
venue at certain time in a day or certain days in a week. To exploit this kind of feature in 
recommendation, Gao H. et al. [18] divide the check-in dataset into 𝐶 , 𝐶 , … , 𝐶  by the time 
slot 1,2, … , 𝑇 . As Figure 3 shows, they perform matrix factorization to find matrices with 
latent information of users 𝑈 , 𝑈 , … , 𝑈  and matrices 𝐿  with the latent information of 
venues. They reconstruct the matrices to predict the interest of users. In their experiment, both 
dividing by day of the week and dividing by weekday and weekend improve the performance 
of recommendation. 
 
Figure 3 Location Recommendation Framework with Temporal Effects (LRT) from [18] 
 
 In [19], Q. Yuan et al. propose another approach in using the temporal information. They 
combine the temporal information in the calculation of the similarity between users. They 
calculate the temporal behavior similarity between users by their joint check-ins in each venue 
in the same timeslot instead of considering the cosine similarity of users’ check-in records 
solely. They find that the users who have similar activity pattern in 6 am, 8 am and 4 pm also 
have similar preference in location categories.  
 
 The Social Relations  
 Friends usually share more preferences than strangers and have similar interests. Plenty of 
works measure the similarity between users to perform user-based CF by recommending 
favorite locations of similar users, but Bao et al. [8] suggest that in CF systems using the favorite 
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locations of user’s friends solely is more efficient and as effective as calculating the top-k most 
similar users.   
 In [20], the researchers further use the friend relations as a supporting feature in link 
analysis. They build a network to perform link prediction then use the friend relation and 
location of current user to reduce the number of candidate venues. They filter the candidate 
venues which user’s friends have visited before or which is close to user’s current location. The 
number of candidate venues is reduced by 15 times and the quality of recommendation rarely 
change.  
 In addition, the relations between users who have same or similar interest in a venue, or a 
category of venues is researched by [21]. In their work, users are not only the subject but also 
the object of recommendation. Their system can cluster users with similar location interests. 
The locations frequently visited are exacted for each user and a distance-based clustering 
method similar to DBSCAN is applied. They construct communities by check-in data of users 




 Compared to related works, our work differs in these three points: (1) We exploit multiple 
kinds of side information rather than a single kind of side information into one model at the 
same time. With multiple kinds of side information, the performance of the model is further 
improved and the interaction between side information is discovered. (2) We adopt a novel 
method to combine the information of public transportation network in recommendation, which 
has not been used by previous works to the best of our knowledge. (3) New evaluation metrics 






Chapter 3. Dataset 
 
3.1 Data Source Description 
We mainly experiment on a series of public Foursquare datasets created by Yang et al. 
[22][23]. The authors collect the check-in data from Foursquare, which is a global location-
based social network platform containing plenty of information of user activities and venues 
around the world. As of October 2018, Foursquare claims that there are more than 150 million 
of devices (both registered users and non-registered users), 105 million of venues and 30 million 
of venues with detail information in their location database.  
Originally, the check-ins, comments or ratings in Foursquare is not available in public. 
However, Foursquare provides API to access the profile of venues for free, and Foursquare 
users can choose to share their check-in records via SNS when they check-in somewhere. The 
authors crawl the check-in records by API of both Foursquare and Twitter to create this public 
dataset for the propose of research. 
We mainly use the following 4 datasets in our work, which are named by the authors by 
the conferences of their papers. These 4 datasets are all collected from Foursquare in the period 
from Apr. 2012 to Mar. 2014. Since the authors create these datasets in the same way, keep the 
same format and use the same anonymize id for the same user, we can combine these datasets 
into a large dataset and use them in the experiment together. We combine the three check-in 
datasets “TSMC2014”, “TIST2015” and “WWW2019” for a larger dataset and use the dataset 
“UniComp2016” for some of side information. 
In these datasets, the POIs are the venues in Foursquare, and each venue has its features. 
A user visits a venue once counts as a check-in, and each check-in is recorded by the format 
{user ID, venue ID, time} in the check-in dataset. In other words, the datasets mainly record 
which user visits which venue at what time.  
Furthermore, the category names of Foursquare are included in this dataset. The 
Foursquare categories are in a hierarchical structure and the categories in the dataset are 
represented by the category names of the subcategories. There are 9 root categories, including 
“Arts & Entertainment”, “College & University”, “Event”, “Food”, “Nightlife Spot”, 
“Outdoors & Recreation”, “Professional & Other Places”, “Shop & Service” and “Travel & 
Transport” and 417 subcategories in the category system of Foursquare. 
 
Here are the descriptions of these 4 datasets: 
 
TSMC2014 
This dataset includes long-term check-in data in New York city and Tokyo collected from 
Foursquare from 12 April 2012 to 16 February 2013. There are 227,428 check-ins in New York 
and 537,703 check-ins in Tokyo in this dataset. 
Two files in tsv (tab-separated values) format are provided, including the data of New 
York and the data of Tokyo, respectively. 8 columns are contained in each file in this dataset, 
which are: 
1. User ID (anonymized) 
2. Venue ID (Foursquare) 
3. Venue category ID (Foursquare) 
4. Venue category name (Foursquare) 
5. Latitude 
6. Longitude 
7. Time zone offset in minutes (The offset in minutes between when this check-in 
occurred and the same time in UTC) 
8. UTC time 
 
TIST2015 
This dataset includes long-term (about 18 months from April 2012 to September 2013) 
global-scale check-in data collected from Foursquare. 
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It contains 33,278,683 check-ins by 266,909 users on 3,680,126 venues in 415 cities in 77 
countries. Where the 415 cities are the most checked-in cities in the world, and each of which 
contains at least 10000 check-ins. 
In this dataset, there are 3 tsv files contain the data of check-ins, POIs and Cities separately, 
which are: 
 
- File dataset_TIST2015_Checkins.txt contains all check-ins with 4 columns, which are: 
1. User ID (anonymized) 
2. Venue ID (Foursquare) 
3. UTC time 
4. Time zone offset in minutes (The offset in minutes between when this check-in 
occurred and the same time in UTC, i.e., UTC time + offset is the local time) 
 
- File dataset_TIST2015_POIs.txt contains all venue data with 5 columns, which are: 
1. Venue ID (Foursquare)  
2. Latitude 
3. Longitude 
4. Venue category name (Foursquare) 
5. Country code (ISO 3166-1 alpha-2 two-letter country codes) 
 
- File dataset_TIST2015_Cities.txt contains all 415 cities data with 6 columns, which 
are: 
Venue category ID (Foursquare) 
1. City name 
2. Latitude (of City center) 
3. Longitude (of City center) 
4. Country code (ISO 3166-1 alpha-2 two-letter country codes) 
5. Country name 
6. City type (e.g., national capital, provincial capital) 
 
UniComp2016 
This dataset includes some user profile data. It contains 18,201 and 11,874 users who have 
checked in New York City and Tokyo, respectively. The corresponding user check-in data can 
be found in the dataset of TSMC2014. The two datasets can be linked by the anonymized user 
ID (the unique key). This data set is collected at the end of Sep. 2013.  
This dataset includes the following features in 4 columns: 
1. User ID (anonymized, same as the user ID in the global-scale check-in dataset 
TSMC2014) 
2. Gender 
3. Twitter friend count 
4. Twitter follower count 
 
WWW2019 
This dataset includes long-term (about 22 months from Apr. 2012 to Jan. 2014) global-
scale check-in data collected from Foursquare, and two snapshots of user social networks before 
and after the check-in data collection period.  
This check-in dataset contains 22,809,624 check-ins by 114,324 users on 3,820,891 venues. 
The social network data contains 363,704 (old) and 607,333 (new) friendships.  
In this dataset, there are 4 tsv files contain the data of check-ins, POIs and 2 snapshots of 
users’ social network separately, which are: 
 
- File dataset_WWW_Checkins_anonymized.txt contains check-ins with 4 columns, 
which are: 
1. User ID (anonymized) 
2. Venue ID (Foursquare) 
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3. UTC time 
4. Time zone offset in minutes (The offset in minutes between when this check-in 
occurred and the same time in UTC, i.e., UTC time + offset is the local time) 
 
- File raw_POIs.txt contains all venue data with 5 columns, which are: 
1. Venue ID (Foursquare)  
2. Latitude 
3. Longitude 
4. Venue category name (Foursquare) 
5. Country code (ISO 3166-1 alpha-2 two-letter country codes) 
 
- File dataset_WWW_friendship_old.txt and dataset_WWW_friendship_old.txt contains 
2 columns of user ID. Each row indicates the friendship between two users. 




 Since this public dataset of check-ins and venue information is created to research on the 
difference of users’ behavior of different culture and perform cultural mapping, the format and 
the features are suitable for their work but probably not suitable for our work. Therefore, to 
work with this Foursquare dataset, we modified some of the columns and format to fit the 
proposed model. We also filter a part of data from the dataset to reduce the amount of data and 
alleviate the sparsity of the dataset to learn from it better. 
 According to the original paper of Yang, they have already performed the following 
preprocessing to eliminate fake data and reduce the noise before the dataset is released:  
a) Since the check-ins are made by users by their own smartphones and upload to SNS 
platform, there are inevitable fake data of check-ins in the large dataset and some 
users “sudden-move” in the dataset. They move between venues and make continuous 
check-ins with the speed faster than 1200km/h (the speed of common jet planes). To 
eliminate the fake check-in data from the dataset, they remove all users with the action 
of “sudden move”. About 1.1% of users and 3.4% of check-ins are removed by this 
way. 
b) Some check-ins cannot be resolved by their framework so that the detail of venues 
cannot be acquired by Foursquare API. Since the detail is quite important for their 
research, as well as other research of LBSNs, they remove the check-ins cannot be 
resolved. About 7% of check-ins are removed by this way. 
c) To reduce the sparsity of the dataset, they filter for the check-ins made by active users 
who check-in somewhere at least once a week. 
d) Last 1% of unpopular venues and those check-ins are also removed from the dataset. 
 
 All of the dataset TSMC2014, TIST2015 and WWW2019 are datasets of check-ins and 
they share similar data source and format. Therefore, we combine these 3 datasets into a larger 
mix dataset and remove the same check-ins (the check-ins made by same user in same venue 
at same time). After preprocessing, we reduce the excessive check-in records from original 
dataset. and get a global dataset with 359,824 users, 539,275 venues and 10,549,673 check-ins 
in 254 cities around the world. 
 Based on the preprocessing way of the author of the dataset, we consider the repeating 
check-ins of users. There are users check in a venue twice or more within 3 hours in the mix 
dataset. We consider this situation as the user visits this venue once and check-in twice or more. 
To improve the accuracy, we remove later check-ins from the dataset and only the first check-
in within 3 hours is kept. 
 There are some issues caused by the sparsity of this dataset. Since the original dataset is a 
global scale dataset with data during long time, the dataset is large, and sparsity become the 
problem for learning. Because it is a global scale dataset, the numbers of both users and venues 
are quite large but some users mainly visit the venues in their own countries.  
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 The dataset is so large that learning from it requires quite a lot of time even with abundant 
computing resource. Although pre-experiment can be done to narrow down the parameters of 
the model, the dataset is still too large to learn from. Furthermore, since our work is about the 
effect of side information, we have to collect and adopt multiple kinds of side information in 
order to find best combination of side information. The larger the check-in dataset is, there are 
more side information need to be collected, because the size of side information should fit the 
check-in dataset or it would not be able to be applied to the whole dataset, which makes it 
harder to find side information data source. 
 There is another issue of the dataset. If we just learn from the original dataset, there may 
be some inaccurate predictions because it is a world scale dataset. The original paper uses this 
dataset to discover the difference of activity pattern between users from different countries and 
cultures. Since users from different culture have difference preferences in venues and different 
patterns of activity, learning from the whole dataset and considering the users equally may lead 
to incorrect predictions. A model using the global data may actually predict the POIs of a user 
in Tokyo by the activities of users in New York, however, users in Tokyo and users in New 
York have apparently difference interests, preferences and lifestyle, which is also mentioned 
by Yang [23]. According to the tag cloud in Figure 4 created by Yang from the current dataset, 
the keywords of activities and categories in New York and Tokyo are obviously different. In 
this figure of tag cloud, the categories of check-ins are represented, and the larger font size 
implies higher visiting frequency and smaller font size implies lower visiting frequency. From 
which we can obviously discover the difference between the check-in activities in these two 
cities. Therefore, the data from different countries should be divided before learning. 
 
Figure 4 The Keyword Cloud in New York and Tokyo from [23] 
 
 To solve the mentioned issues, we finally decide to select a sub-dataset in a specific area 
to learn from and experiment on. We look into the dataset and get the statistics features of it. 
Firstly, we decided to select the users, venues, and check-ins in a country in which there are a 
large number of dense check-ins. The numbers of check-ins in top-20 countries is listed in Table 




 According to the result, in the top-5 countries there are 3,244,126 check-ins in the United 
States, 2,667,733 check-ins in Japan, 2,556,983 check-ins in Brazil, 2,149,611 check-ins in 
Turkey and 2,000,234 check-ins in India. 
 We select the check-ins in Japan as the dataset for the following reasons: 
Table 1 The Number of Check-ins in Top 20 Countries 
 
Country #Checkins Country #Checkins Country #Checkins Country #Checkins 
US 3244126 MY 1516124 PH 584852 KR 210662 
JP 2667733 MX 1183182 GB 346088 IT 202503 
BR 2556983 CL 1078090 ES 318270 DE 199467 
TR 2149611 TH 818359 SG 258646 PE 184276 
ID 2000234 RU 633556 NL 215831 CA 160940 
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1. Compare to other countries with a large number of check-ins, in Japan there are more 
check-ins with higher density geographically. In Japan, most check-ins concentrate in 
cities while in the United States the check-ins locate in both cities and countries. A 
concentrate dataset is easier for learning since we use the geographical distance besides 
conventional features such as categories of venues.  
In addition, compare to users in the United States, the users in Japan tend to visit fewer 
locations for more time. A simple comparation is made. In the sub dataset of check-ins in 
the United States, there are 3,244,126 users visit 25,343 venues while in sub dataset of 
Japan there are 2,667,733 users visit 10,385 venues. As a result of fact, the dataset in 
Japan would be denser and better for learning from. 
2. Since we are more familiar with Japan than other countries/regions, we have more data 
source and can get more side information than in other countries. Before experiment, we 
have collected many kinds of side information of the area, including the weather 
information from Japan Meteorological Agency, the real-time traffic information from 
related accounts in Twitter and SNS trend information. Although these side information 
is collected from other ways and it seems that it is not related to the check-in dataset, since 
both the check-in data and side information data are real-world data in a same period (Apr. 
2012-Mar. 2014), we suppose that the relations between check-in data and side 
information data can be found and used in POI recommendation, and by using these 
relations we can improve the performance of the model. 
 
 Even for the users in the same country, there is locality of users’ visits. Users tend to visit 
the venues which are closer to their current location and their activities fits power-law 
distribution [8] [24]. In other words, the users visit some venues far more than others, and most 
of their check-ins are located in a particular area while a small number of check-ins are out of 
this area. We suppose that for most users, this area is the city they live in and the users do not 
check-in the venues out of the city frequently.  
 Because of the mentioned reasons, to alleviate the sparsity and reduce the complexity of 
the model, we do not only select users from a specific country but further select an area and 
filter for check-ins in this area from the dataset to build an experiment dataset suitable for our 
work. We could filter the check-ins by city name from the dataset, but since in urbanization, 
neighboring cities will connect and become a metropolitan area, we find the metropolitan area 
around Tokyo where there are plenty of check-ins. This area is a rectangle between latitude in 
the range (35.2486, 35.9167) and longitude in the range (139.3667, 140.4167). The area 
includes most of the Tokyo-Yokohama metropolitan area. The length and width of this area are 
about 74km and 95km, respectively. We suppose that check-ins will be dense in this area 
because geographically the population and economy activities are dense in this area. 
 In addition, although all users and venues are originally active or popular in the dataset 
released by the author, since we select a specific area from the dataset, we have to filter the 
dataset again to remove the users who are active outside of the area but have few check-ins in 
this area. A preliminary experiment is done in order to find the optimized setting to filter the 
dataset. After filtering the dataset with users who have more than X check-ins and venues with 







 According to the result of preliminary experiment, we choose X=50 and Y=50 to filter the 
check-in dataset. After preprocessing, there are 4,110 user, 1,210 venues are 495,547 check-ins 
in the dataset. There are 117 categories of venues appear in this dataset and the top-3 categories 
are “Train Station”, “Subway” and different kinds of “Restaurant”. In addition, if the repeat 
check-ins of a user to a venue are removed, the number of identical user-venue pairs is 152,210. 
Compared to dataset before preprocessing with 552,345 user-venue pairs, it becomes relatively 
denser.  
 Figure 5 is plotted by Google Maps showing the distribution of the venues in this area after 
filtering by the mentioned parameters X=50 and Y=50. As it shows, venues in this area are 
dense in the city, which are suitable for learning. The red box in the figure indicates the area 
we choose, while each blue arrow stands for a venue with more than 50 check-ins in the dataset. 
 
 
Figure 5 The Distribution of Venues in the Preprocessed Dataset by Google Maps 
  
Table 2 The Size of Dataset after Filtering for Active Users and Venues 
 
(a) Number of Users Remains after Filtering Users with More than X Check-ins 
X 0 50 100 150 200 
user 8824 4110 1737 834 406 
 
(b) Number of Venues Remains after Filtering Venues with More than Y Check-ins 
Y 0 50 100 150 200 
venues 126038 1210 539 314 208 
 
(c) Number of Check-in after Filtering Users and Venues with More than X/Y Check-ins 
X \ Y 0 50 100 150 200 
0 1344561 561706 437645 365872 314637 
50 1203663 495547 384375 319914 274405 
100 860144 353498 271950 224291 192543 
150 597220 244059 185355 152528 130294 
200 396841 159507 120119 97383 83668 
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Different datasets are used in previous works in POI recommendation. Most of the dataset 
includes user profiles, user check-in records and the trajectory of users, which are the 
fundamental ways to record and describe the preference and movement of users. When 
recommending location to a user, how to represent the interest of the users to venues from the 
dataset becomes an important point in POI recommendation. In both learning, predicting and 
evaluation of the model, the user’s interest must be identified. Besides explicit ratings of users 
to the venues [25], the length of visit time, number of visitation and frequency can be used as 
indicators for user’s interest to a venue. [9] [26] Those features reflect a user’s interest.   
 According to the dataset we use, since there is no explicit interest indicator of users, we 
choose the times of visit as the indicator of the interests of users to venues. The more times a 
user has checked in a venue, the more this user is interested in the venue. In addition, this dataset 
is collected in fixed time period (from Apr. 2012 to Mar. 2014) so the number of visit times of 
users to venues can reflect the frequency. 
 For the filtered dataset, we turn the check-in records into user-venue (U-V) matrix. In the 
u-v matrix, the rows are the users and the columns are the venues, where the elements in the u-
v matrix are the times this user visit this venue. The more times a user visit a venue, the more 
he is interested in this venue. 
 There are a lot of zero values in the u-v matrix indicating that the user had not visited the 
venue before. To learn from the u-v matrix by non-negative matrix factorization (NMF), the 
zeros in u-v matrix is replace by not a number (NaN) value and matrix factorization is 
performed without these NaN values. Finally, the NaN values are predicted by matrix 
complement and the predicted results are used as recommendation score for deciding the venues 
to recommend to users. 
 
3.3 Side Information Dataset 
 Beside the check-in dataset, there are multiple side information datasets in our experiment. 
The side information is the information collected by other way rather than the original dataset, 
but their relation to the check-in dataset are found and used in recommendation. The side 
information used in our work are categories preference of users, geographical information, 
social relationships between users and rich information of venues. 
 
3.3.1 Category Information 
 In the original dataset, there are 453 categories of venues where the most common 
categories are “Train Stations”, “Subway” and different kinds of “Restaurant”. After the 
preprocessing of the check-in dataset, according to Foursquare categories hierarchy [27], we 
summarize the categories by replacing some sub-categories with upper layer (level 2) categories 
defined by Foursquare. The number of categories is reduced, and some categories are 
summarized to an upper layer one. For example, originally there are two categories “city hall” 
and “town hall” which have almost same function to an ordinary user. After preprocessing, both 
of them become the same category “event site”. In original dataset, there are similar venues 
classified into different sub-categories so that the information of category hierarchy cannot be 
used in recommendation. The category preprocessing enables us to use the category preference 
of users easier in POI recommendation. 
 After the preprocessing on categories, the total number of categories of venues is reduced 
from 453 categories to 117 categories. We plot the tag cloud of the dataset in Figure 6. It shows 
the categorical distribution of check-ins, where larger font size indicates a category with higher 





Figure 6 The Tag Cloud of the Dataset after Preprocessing 
 
3.3.2 Geographical Information 
The Calculation of Distance Between Two Locations 
 Generally, the way adopting the geographical information in our model is to calculate the 
distance between each user and related venues. The farther between the user and the venue, the 
less likely the user is willing to visit this venue. Since in the dataset, all the locations of venues 
or check-ins are represented by the coordinate of longitude and latitude, we use Haversine 
formula to calculate the distance between the locations of users and venues by their longitudes 
and latitudes. 
 Haversine formula: Let the position of two locations be (𝑙𝑜𝑛1, 𝑙𝑎𝑡1) and (𝑙𝑜𝑛2, 𝑙𝑎𝑡2), 
where 𝑙𝑜𝑛1, 𝑙𝑎𝑡1, 𝑙𝑜𝑛2, 𝑙𝑎𝑡2 are longitudes and latitudes of these two venues in radians, and: 
∆𝑙𝑜𝑛 |𝑙𝑜𝑛1 𝑙𝑜𝑛2| 4  









𝑐 2 atan 2 √𝑎, √1 𝑎 7  
 and the distance 𝑑 between these two venues are: 
𝑑 𝑅 𝑐 8  
 where 𝑅 is the radius of the earth, 𝑅 6373𝑘𝑚. The calculation is on the basis of a 
spherical earth ignoring the ellipse characteristic, but it is accurate enough to be used in our 
work. By using the haversine formula to calculate the distance between two locations with their 
longitudes and latitudes, the error is less than 0.3% [29]. 
 
The Definition of User’s Location 
 In this dataset, locations of venues are given in the coordinates of longitude and latitude. 
To use geographical information, besides the distance between venues and venues, the distance 
between users and venues must be calculated. Since we do not use the real-time location of user 
in recommendation, for each user, we find an active area and use the center of the active area 
as the location of the user. 
 The location of user is calculated by center of gravity of all his/her visits. For each user, 
the longitude and latitude of his/her location are the average of longitudes and latitudes for all 
visits of this user. Furthermore, to eliminate the influence of particular check-ins which are far 
away from the active area of the user, we calculate the locations of users by the following way. 
Where 𝑐 is a check-in, 𝐶 is the check-in set of a user. 𝑙𝑜𝑛  is the longitude of 𝑐 and 𝑙𝑎𝑡  is 
the latitude of 𝑐. 
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a) For 𝑐 ∈ 𝐶, calculate the position 𝑔′ at 𝑚𝑒𝑎𝑛 𝑙𝑜𝑛 , 𝑚𝑒𝑎𝑛 𝑙𝑎𝑡  
b) Let 𝐶′ be the set of check-ins within 𝑙 km to 𝑔′, where 𝑙 is a parameter 
c) For 𝑐 ∈ 𝐶′, calculate the position 𝑔 at 𝑚𝑒𝑎𝑛 𝑙𝑜𝑛 , 𝑚𝑒𝑎𝑛 𝑙𝑎𝑡  
d) Position 𝑔 is regarded as the location of the user  
 
 In our experiment, the parameter 𝑙 is set to 50km to remove the outliers. Since the area 
we experiment on is with length about 75km and width about 50km, for 𝑙 50𝑘𝑚 there are 
a few check-ins are excluded and most of the check-ins remain. The preprocessing is not 
aggressive and only the farthest outliers are excluded.  
 
Information of Public Transportation (Train) 
 With the development of public transportation, users are able to visit different venues in 
the city more conveniently. Therefore, in the calculation of the distances between users and 
venues, we supposed that adopting the information of public transportation would be helpful. 
 For the information of public transportation, we decide to adopt the information of train 
and subway system since the train and subway are developed and frequently used by users in 
the area of dataset. The area is between latitude (35.2486,35.9167) and longitude 
(139.3667,140.4167), which the same as the area we choose to filter check-ins.  
 To adopt the information of the public transportation of train and subway, we crawl the 
information of railway system including the location of stations, the route and the schedule of 
trains by public APIs of Foursquare and Google Maps. Not all data collected are used but some 
of the features are helpful in improving the performance of recommendation. 
 The distribution of stations is shown in Figure 7, plotted by Google Maps, where each blue 
arrow in this map shows a venue with the categories “Train Station” or “Subway Station” or 
“Tram Station” in the station dataset collected from Foursquare by the APIs. The number of 
stations in the dataset are actually more than the actual number of station because the affiliated 
parts, for example, parking lots of the stations, the hall of stations or the ticket booths are all 
belong to the station and have the category “Station” in Foursquare.  
 To deal with this issue, we try to merge venues which are quite close to each other, but the 
result is not satisfactory, and some venues are usually merged to adjacent stations. Since the 
number of stations is large and the relation of stations are complex in Tokyo, for example, there 
could be stations located closely but belongs to different train companies and different routes, 
we decided to use the raw data we crawl. The affiliated parts are quite close to the stations 
themselves. Since we use the location of stations to calculate distance, the error will not affect 
the overall result a lot. 
 
 
Figure 7 The Distribution of Stations in the Dataset of our Experiment by Google Maps 
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3.3.3 Social Relations 
 Along with the check-in dataset, Yang et al. [28] collect the user social data from Twitter 
since Foursquare’s friendship information is not publicly available. For each user, they crawl 
his/her “follows” (users who are followed by this user) and “followers” (users who follow this 
user) on Twitter. The “friends” are defined for the reciprocally following relationships. They 
remove isolated users who have no friends and keep only the users in social network in dataset. 
They build the social network of users and publish two social network snapshots in Mar. 2012 
and May. 2014 with 114,324 users and 363,704 (old) and 607,333 (new) friendships, 
respectively.  
 They release this social relation dataset in a file in tsv format which contains 2 columns of 
user ID. Each row of this file contains two user IDs and indicates a pair of friendship between 
the two users. Based on which, we preprocess the social relation dataset and 4,110 users with 
8,123 friendships are left in the experiment dataset. 
 
3.3.4 Rich information of Venues in Foursquare 
 Besides the check-in dataset, we also crawl rich features we need by the API of Foursquare. 
Since the venue id in Yang’s dataset is exactly the venue id in Foursquare, we crawl the 
following information for each venue appears in Yang’s check-in dataset and process the raw 
data to remove noise and useless information. 
 We collect the following details in Table 3 of all the 1,210 venues in the dataset for our 
experiment from the API of Foursquare, by sending query with venue id by http get requests. 




Table 3 Rich Information of Venues in Foursquare 
 
Venue ID: 
The venue id of Foursquare, which is the same as the venue id in the check-in dataset 
Name: 
The well-known name of this venue in English 
Contact: 
A telephone number or an e-mail address by which users can contact the venue 
Address: 
Address of the venue in address, street, city, postal address, country 
Location: 
Location of the venue in [Longitude, Latitude] 
Categories:  
The category this venue belongs to 
Counts of check-ins, comments, and tips in this venue: 
The number of users interacts (including check-ins, comments and tips) with this venue 
Open hours: 
The open hours of this venue 
Popular hours: 
The most popular hour for this venue in a day 
Rating: 
The rating score for this venue calculated by Foursquare 
Count of likes: 
The number of “Likes” of this venue 
Count of dislikes: 
The number of “Dislikes” of this venue 
Comments: 
Content of all comments on this venue in text 
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 The call of the API on some features is defined as a “premium call” and there is a daily 
call quota for 500 calls per day, therefore we acquire these data of all venues in dataset for 
about 2 weeks. A part of the data is collected in January to February 2020 and a part of data is 
collected in April 2020. Compare the two parts of venue data, there are no obvious change in 
these months. 
 In rich information of venues, some of these features are for public venue only, therefore 
there are some private venues without some features. The API usually returns 0 for these 
features when we crawl these features. For the numerical features whose value are 0, we 
calculate the mean of non-zero values of this feature and replace the 0s by the mean. By using 
the mean, these features do not actually affect the calculation of influence. For the non-





Chapter 4. Model 
 
4.1 Overview 
 The structure of the proposed model is mainly shown in Figure 8. User profile, venue 
profile and check-in records are caught, processed, and turned into u-v matrix, meanwhile, the 
features of side information are also turned into u-v matrices with proposed methods according 
to the relations between users and venues. In the data preprocessing, some detail information 
of check-in datasets and side information are lost when turning to the u-v matrix, but remaining 
feature is still enough for learning. 
 
 
Figure 8 The Structure of the Proposed Model 
 
 In this chapter, firstly we introduce the principle of non-negative matrix factorization 
(NMF), how we use the NMF module of scikit-learn, and the way we generate the 
recommendation score for each user to each venue. Then we describe how we calculate the 
influence of side information and combine 4 kinds of side information into the base model 
   
4.2 Learning model 
 4.2.1 Non-negative Matrix Factorization Model 
In POI recommendation, matrix factorization methods are widely used because it can deal 
with sparse check-in data and combine other features easily. Non-negative matrix factorization 
(NMF) generally factorize a matrix R into two matrices P and Q and all the 3 matrices have the 
property that there are no negative elements. The product of P and Q approximates the input 
matrix R. The property of non-negative also reflects the properties of user-venue matrix, 
because the number of users, number of venues and time of visits would not be negative. 
Suppose we have a set U of users and a set V for venues, and 𝑅 is the user-venue (U-V) 
matrix of size |U|×|V| that contains all the visit times for all users to all venues. The task of 
matrix factorization is to find two matrices 𝑃 and 𝑄 let: 𝑅 𝑃 𝑄 𝑅′ where 𝑅′ is the 
product of 𝑃 and 𝑄  and 𝑅′ approximates 𝑅. 
The element 𝑟′ of 𝑅′ is: 
𝑟 𝑝 𝑞 𝑝 𝑞 9  
and the error can be defined by square error: 
𝑒 𝑟 𝑟 𝑟 𝑝 𝑞 10  
The 𝑝  and 𝑞  can be update by: 
𝑝  𝑝 𝑎
𝜕
𝜕
𝑒 𝑝 2𝑎𝑒 𝑞 11  
𝑞  𝑞 𝑎
𝜕
𝜕
𝑒 𝑞 2𝑎𝑒 𝑝 12  





















After the two matrices 𝑃  and 𝑄  are calculated, 𝑅  𝑃 𝑄  is an approximating 
matrix of original u-v matrix 𝑅, where the element 𝑟′  in 𝑅′ is the predicted value for user 
𝑖’s interest of venue 𝑗. 
 
4.2.2 NMF Module in Scikit-Learn 
We build the learning framework mainly based on the NMF module built in the machine 
learning library scikit-learn [30]. Similar to most of the NMF model implementation, the 
module can find two non-negative matrices P and Q which are approximately the 
decomposition of the inputted non-negative matrix R. [31] This factorization can be used for 
dimensionality reduction, source separation or topic extraction. In our case, we use this method 
to find P and Q with latent features of users’ preference and venues’ characteristic, then 
calculate the product of them to perform matrix complement to predict the users’ interests and 
calculate recommendation scores. 
Originally this NMF module in scikit-learn would fit for the zeros in the u-v matrix, where 
the zero values mean that a user has not visited the venue before. Since the zero values are the 
target of our model and should predicted by the learning model, we make a slight modification 
on the NMF module of scikit-learn to skip fitting for the zeros or NaN values. 
There are multiple parameters in this NMF module. For some of them we choose an 
optimized fixed value and for some of them we find the optimized values according to the 
configuration of the experiment. Including:  
n_components: The dimension of P and Q in matrix factorization 
tol: The tolerance of the stopping condition 
max_iter: The maximum number of iterations before time out 
init: The method used to initialize the matrices 
beta_loss: The method to measure the distance of original u-v matrix R and the product 
of P and Q (The method to measure the loss) 
 
The input of the model is the user-venue(U-V) matrix, where the columns are the users, 
and the rows are the venues, and the elements in the U-V matrix are the numbers of times the 
user visit the venue, which indicate users’ interest to corresponding venues. As mentioned 
before, because there are no objective indicators of users’ interest such as ratings in the dataset, 
we decide to use the number of visits as the indicator of interests of users. A higher number of 
visiting times also indicates a higher visiting frequency. The more a user visits a venue, the 
more he/she is interested in this venue.  
Therefore, there are a lot of zero values in the matrix which indicate that a user had never 
visited the venue. The main task of the model is to predict these zero values by matrix 
factorization, reconstruction and complement. The predicted values are the prediction of user’s 
interests to corresponding venues. For each user, we select the top-n venues with highest 
predicted values and recommend them to user. 
The NMF model decomposes the u-v matrix into two matrices with latent information of 
users and venues, respectively. The product of matrices approximates the u-v matrix and 
recommendation scores are predicted. During this process, the matrix complement is finished 
and the predicted values for users’ interests to venues are calculated. 
 
4.3 Model with Side information 
Based on the basic NMF model, in the proposed model, we mainly adopt four kinds of 
side information to improve the performance of recommendation: category preference of users, 
distance between users and venues, friend relations and the feature “rating” from Foursquare 
rich venue information. For each side information, we calculate the influence of it and add the 
influence value to the recommendation score by 𝑘 times, where 𝑘 is a parameter for each side 
information. The recommendation scores with side information influence are compared and 





As the most widely used feature, the information of venues’ categories plays an important 
role in POI recommendation. Users have category preferences and they will frequently visit 
some categories of venues while visit venues in other categories less. This kind of category 
preference is useful in POI recommendation. 
As mentioned in Section 3, we have already preprocessed the feature of venues’ categories, 
removed the venues which cannot be resolved and changed the sub-categories into upper layer 
categories to unify this feature. After preprocessing, the number of categories is reduced, and 
some venues are classified in same categories according to their functions. 
We use the category preference of users. For each user, we calculate his/her preference to 
each category. The preference score of user 𝑢 to venue 𝑣 is calculated by the proportion of 
his/her check-ins in the category of venue 𝑣. Suppose the category preference score for user 𝑢 





where 𝐶  is the number of check-ins by user 𝑢 in venue 𝑣’s category, and 𝐶  is the number 
of all the check-ins made by user 𝑢 in all categories.  
 
4.3.2 Distance 
 Since users tend to visit the venues closer to their current locations, we use the distance 
between users and venues. The users’ location is defined by the center of gravity of all his/her 
visits and the distances between two coordinates are calculated by Haversine formula. Suppose 






where 𝑎 is a parameter and different 𝑎 values are tested in the experiment to find the most 
suitable value for the model. Originally, 𝑑  is the direct distance between user 𝑢 and venue 
𝑣 but it is replaced by other calculation of distances when we adopt different side information 
such as the information of public transportation (train) in the model. 
 
With Public Transportation Information 
 In cities, users prefer to move by public transportation rather than walk for kilometers on 
foot, so we propose a new way to calculate the distance by using the information of public 
transportation. We obtain the location of all railway stations and the information of train route 
from Foursquare. Instead of the direct distance 𝐷 , we use: 
𝑑 min 𝐷 , 𝐷 𝑝 𝐷 𝐷 15  
as the distance between two locations, where 𝐷  and 𝐷  are the distances from origin and 
destination to their nearest stations, respectively, 𝐷  is the distance between the two stations 
by train route, and 𝑝 is the speed rate between [0, 1] showing how the public transportation 
reduces the time for moving. This calculation simulates the user walks to the nearest station 
from his/her current location, takes the train to another station and gets off the train, then walks 
to the destination. Instead of the direct distance between two locations, it shows the time 
required for moving from the start location to the destination location. Therefore, we suppose 
it can better represent the users’ preference to venues than using the direct distance between the 
user and the venues. 
 
4.3.3 Social relation 
 Since friends usually share more common interests than strangers and some users 
introduce their point of interests to their friends, friend relationship between users is important 
in POI recommendation. We also use it in the proposed model. By default, the influence of 









where 𝐹  is the set of friends of user 𝑢, 𝑓 is a friend of user 𝑢, 𝑝  is the number of venues 
both 𝑢 and 𝑓 have visited, 𝑞  is the number of venues either 𝑢 or 𝑓 has visited, in other 
word, 𝑝 𝑞⁄  is the proportion of joint visitation of user 𝑢 and 𝑓. And 𝑆  is the interest of 
user 𝑓 to venue 𝑣. In the experiment, the interest of a user to a venue is represented by how 
many times the user has checked-in the venue and 𝑆  is the number of check-ins of 𝑓 in 𝑣. 
 
With Similar Measurement 
 Besides the simple way using friend relation and the check-in preference of friends solely, 
the similarities between users (friends) are also measured and used. The similarity of the visiting 
vectors reflects the similarity of the users. Two types of similarity measurements are used in 
the model and their influence on the performance are compared. We only calculate the 
similarity between users with friend relations, which is enough for us to use the social 
information of users. 
 
Cosine similarity 
 As mentioned in Section 2, in POI recommendation systems by collaborative filtering (CF) 
approaches, cosine similarity is a widely used way to measure the similarity between users to 
find similar users from the dataset who have same or similar preference to locations as target 
user. By the visit histories, the cosine similarity between every two users are calculated and the 
users who have high similarity with target user are selected. The POI recommendation system 
would recommend the favorite items of similar users to target user according to the similarity. 
 In our work, the cosine similarity between two users 𝑢1 and 𝑢2 𝑤 ,  are calculated by: 
𝑤 ,
∑ 𝐶 , 𝐶 ,∈
∑ 𝐶 ,∈ ∑ 𝐶 ,∈
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where 𝐿 is a set of venues related to user 𝑢1 and 𝑢2, 𝐶 ,  is the interest of user 𝑢 to venue 
𝑣, which is represented by the times of check-ins. 
 
Euclidean Distance  
 Euclidean distance is also a widely used way to measure the distance between two vectors. 
In our work, the Euclidean distance between users u1 and u2 are calculated by: 
𝑤 , 𝐶 , 𝐶 ,
∈
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where 𝐿 is a set of venues related to user 𝑢1 and 𝑢2, 𝐶 ,  is the interest of user 𝑢 to venue 
𝑣, which is represented by the times of check-ins. 
 
 In the experiment either cosine similarity or Euclidean distance is used. The influence of 
these three cases: “No similarity measurement”, “With cosine similarity”, “With Euclidean 







where  is the proportion of joint visitation of 𝑢 and 𝑓. When the similarity measurement 
is used as the weight in summing up the influence of each friend in the model,  is replaced 
by the similarity measurement 𝑤  of user 𝑢 and 𝑓. In the case similarity measurement is 




where 𝐹  is the set of friends of 𝑢 , 𝑆  is the interest of user 𝑓  to venue 𝑣  and 𝑤  is 
normalized by z-score. By weighted sum, the similarity measurement between user and friend 





 In the venue database of Foursquare, there are rich features of venues, including the name, 
category, contact, address, location, open hours, popular hours, and a score “rating” of the 
venue. The rating of a venue is a float between 0 to 10 calculated based on user votes as well 
as internal scores aggregated by likes/dislikes, comments and visit traffic in Foursquare. This 
feature indicates the overall popularity of a venue in Foursquare and reflects the quality of this 
venue. 
 For this feature, we simply add it to the recommendation score of user 𝑢 and venue 𝑣 by 
𝑘 times as follows:  
𝑆 𝑆 𝑘𝑅 21  
where 𝑆  is the original recommendation score of user 𝑢  to venue 𝑣 , 𝑆′  is the 
recommendation score with the rating, and 𝑅  is the rating of venue 𝑣. 𝑘 is a parameter and 
is adjusted according to the change of experiment setting. It indicates the strength of this feature 
in the model. 
 Unlike other features we use, the rating is a feature which is only related to the venue but 
not related to the user. Most users prefer the venue with high rating, but this preference may be 
not strong enough for us to individually adopt this feature. Therefore, in the experiment, we 
add the ratings to the recommendation score, and find the cooperative effect with ratings and 
other side information features. 
 
4.4 Way of Recommendation 
 By the NMF, we perform matrix completion for the u-v matrix and predict users’ interests 
to venues. The predicted interest is used as the recommendation score. 
 For each side information, we calculate the influence of it and add the influence value to 
the recommendation score by 𝑘  times, where  𝑘  is a parameter for each kind of side 
information. The 𝑘 of different side information are adjusted in the experiment. In other word, 
after learning from check-in dataset and side information datasets, the recommendation score 
and influence of side information is summed up with specific weights 𝑘s. The outputs of the 
model are the recommendation scores of users to venues, based on which the proposed model 
gives recommendation. 
 To recommend venues to users, for each user, the venues are ranked by the predicted 
interest (recommendation score). From the venues current user has not visited before, top-n 




Chapter 5. Experiment 
 
5.1. Dataset 
 As mentioned in section 3, in this experiment the dataset is a check-in dataset collected 
from Foursquare including 4,110 user, 1,210 venues are 495,547 check-ins in Tokyo 
metropolitan area from Apr. 2012 to Mar. 2014. Each user in this dataset has checked in more 
than 50 different venues and each venue has been checked in by more than 50 different users. 
 In the check-in dataset and the POI dataset, there are the category features of venues, where 
the lower layer categories are summarized to upper layer categories to reduce the number of 
categories. There are 117 categories in the dataset, and for each category, there are more than 
10 venues with plenty of check-ins. 
 To adopt the geographical information in the model, the location of each user is calculated 
by the way mentioned in Section 3, and the direct distance between users and venues are 
calculated in advance. In addition, to adopt the information of public transportation, a train 
station dataset with 2,033 venues in the experiment area is created. The number of venues in 
the dataset are far more than the actual number of station because there are affiliated properties 
of stations are counted as an individual station. Since we mainly use the distance between the 
venues and the distance between user and venues, and the affiliated properties are quite close 
to the stations themselves, the issue of the dataset will not affect the model a lot. 
 A social relation dataset is also provided by the researchers who release the check-in 
dataset. After our preprocessing of this social relation dataset, there are 8,123 friendships 
between the 4,110 users in the dataset, and each of the 4,110 users has at least one friendship 
with another user. 
 
5.2. Settings 
 The experiment is based on the u-v matrix of users’ check-ins. As mentioned in section 3, 
firstly we transform the check-in record into a u-v matrix where the columns are users, the rows 
are venues and the elements are the interest of the users to corresponding venues. The interest 
of user to a venue is indicated by the times of visit.  
 In the experiment, we randomly select 100 users and 5 visited venues for each user, then 
turn the elements in the u-v matrix of the users to these venues to zero as they have not visited 
these venues before, and predict for these zeros to get the recommendation score. To measure 
the performance of the model, the predicted values are compared with actual values.  
 Since the users and venues in the test case is selected randomly, the performance differs 
when different test cases are selected. Therefore, for each combination of features or parameters, 
we repeat the progress for 20 times to select different test cases and calculate the mean of the 
evaluation metrics as the final result. 
   
 All the experiments are based on the basic NMF model. The basic NMF model is used as 
the baseline of the experiment. Results of models with different side information or parameters 
are compared to the baseline or each other to find the improvement or change of the 
performance of models. 
 When evaluating the influence of a single feature, the result is compared with the basic 
NMF model. The difference between the basic model and proposed model are calculated, and 
it shows how this feature improves the performance. 
 In addition, some side information is sensitive to other features and it affects the 
performance differently according to what kind of other side information is used in the model. 
In these cases, other parameters are set to the fixed optimized values that show the influence of 
the new feature clearly. We select the results which could show the change of performance. 
 When evaluating the overall performance of our model adopting multiple kinds of side 
information, the combination of features and parameters are enumerated in a range decided 
empirically, and the best result which can reflect the effect of the side information is found from 




5.3. Evaluation Metrics 
 Although we have completed the model of recommendation, measuring the performance 
by recommended item is challenging because of the lack of objective ratings from users. It is 
hard to simulate the action of users and evaluate by the final recommendations, because we do 
not have users’ ratings or comments to venues. Therefore, instead of using the actual 
recommended venues, we focus on the predicted value of interest (recommendation score) to 
measure the performance of our model in the experiment. 
 In previous works, the performance of a recommendation is often evaluated by accuracy, 
recall and precision of the top-n items. For each user, the venues are aggregated into an actual 
set with top-n interests, and a predicted set with top-n highest recommendation scores. In Figure 
9, the blue rectangle is the actual top-n venues and the orange rectangle is the recommended 
top-n venues, by measuring how these two sets overlap, the performance of proposed model is 
measured. The true positive (TP), true negative (TN), false positive (FP) and false negative 
(FN) are also shown in the figure. 
 
Figure 9: A Common Evaluation Metric in POI Recommendation 
 
 The accuracy, precision and recall can be calculated by: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
𝑇𝑃 𝑇𝑁











 But after preliminary experiments, we find the solution not suitable for our dataset or 
model, since in our u-v matrix we predict for thousands venues for each user, the top-n (n=5, 
10, 20, etc.) recommended venues are quite a small part of all venues. Accuracy, precision and 
recall are usually too low because the actual top-n set and predicted top-n set do not overlap a 
lot. Even if the model is good enough and the sequence of test venues is correctly predicted, 
the randomly selected test venues usually do not become the top-n venues to be recommended. 
Therefore, the values of metrics are too low to show the performance of model. As a result, 
accuracy, precision and recall will not be affected a lot even the recommendation score and 
sequence of venues change greatly. Therefore, we choose other ways to evaluate the 
performance of our model.  
 
5.3.1 Rank correlation coefficient 
 The rank correlation coefficients are the methods that measure the strength of association 
between two ordinal data series. In other words, to measure the correlation of rankings of 
variables. The rank correlation coefficients provide a measurement of how two sets of ranking 
are similar. 
 In our experiment, we rank the test venues for each test user by the predicted interest. We 
suppose that users tend to visit the venues with higher predicted interest than those with lower 
predicted interest. Therefore, the predicted sequence is the sequence of recommendation in our 
model. And the actual sequence is ranked by how many times a user actually visits the venues. 
By using rank correlation coefficients, we compare and measure the similarity between the 
predicted sequence and actual sequence for each user and calculate the average for all test users. 
FN TP FP 
Recommended Top-N Venues 
Actual Top-N Venues TN 
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If there is stronger relation between these two sequences, the predicted ranking is more similar 
to actual ranking and the performance of model is better.  
 In rank correlation coefficients, Kendall correlation coefficient [32] and Spearman 
correlation coefficient [33] are the widely used ones, and the results of theirs are very similar 
in most situations [34]. In our experiment, these two metrics show their similarity when 
measuring the same sequence.  
 
Kendall Correlation Coefficient 
 Suppose there are two sequences 𝑋 and 𝑌 which have same ranks of elements, where 𝑋  
and 𝑌  are the ranks of item 𝑖 in sequences 𝑋 and 𝑌 respectively, then for 𝑖 and 𝑗 among all 
items, in the situation when (𝑋 𝑌  and 𝑋 𝑌 ) or (𝑋 𝑌  and 𝑋 𝑌 ), the pair 𝑖, 𝑗  is 
counted as a concordant pair, else if (𝑋 𝑌  and 𝑋 𝑌 ) or (𝑋 𝑌  and 𝑋 𝑌 ), the pair 
𝑖, 𝑗  is counted as a discordant pair. Then by counting the number of concordant pairs and 
discordant pairs, the Kendall correlation coefficient 𝜏 is calculated by: 
𝜏
𝐶 𝐷
𝑛 𝑛 1 2⁄
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where 𝐶 is the number of concordant pairs, 𝐷 is the number of discordant pairs and 𝑛 is the 
number of items in these sequences. 
  
Spearman Correlation Coefficient 
 Suppose there are two sequences 𝑋 and 𝑌 which have same ranks of elements, where 𝑋  
and 𝑌  are the ranks of item 𝑖 in sequences 𝑋 and 𝑌 respectively. Suppose the difference of 





where 𝑛 is the number of items in these sequences. 
 For both Kendall correlation coefficient and Spearman correlation coefficient, the ranges 
are in [-1,1]. 0 shows negligible correlation while 1 shows very strong positive correlation. The 
larger correlation coefficient is, there are stronger positive correlation between the predicted 
result and actual visiting history. 
 
5.3.2 Cumulative Matching Score Curve 
 In our experiment, we also adopt another way to evaluate the performance of our model, 
which is Cumulative Matching Score (CMS). CMS is widely used to assess the performance of 
classification. In most classification problems, the candidates of class are in an ordered list from 
higher possibility classes to lower ones, and CMS curve measures the rank of the correct class 
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where 𝑛  is the number of test cases correctly classified by 𝑖-th class in the order list, and 𝑛 
is the number of all test cases. If the matching class is the 𝑖-th class in prediction, this case is 
counted as a rank-𝑖 case. By calculating the rate of rank-𝑖 case cumulatively, the cumulative 
match score is determined.  
 After calculating the CMS for all ranks, a cumulative matching score (CMS) curve can be 
plotted. In evaluating the performance of classification models, CMS curve shows the 
increasing match rate with the increasing rank. An example of CMS curve is shown in Figure 





Figure 10 An Example of CMS Curve 
 
 Although our model is not a classification model but a recommendation model, the 
cumulative match score can also be used to evaluate the performance of the model. In 
classification systems, there is a ground truth class and multiple possible candidates which are 
listed and sorted by the probability. For each test case, the classification system classifies that 
case by the order from the first one to the last one in candidate list. By measuring where the 
correct class appears, the performance of a classification system is measured.  
 In our recommendation system, we calculate the CMS curve for the top interested venue 
for each user. The users’ interests to 5 venues are predicted and the venues are sorted by 
predicted value (recommendation score), therefore we can measure how the model can find and 
recommend the most interested venue for each user.  
 In addition, we also use CMS reversely. We also pay attention to the top recommended 
venue for each user and calculate the CMS of this venue from this user’s actual interest 
sequence. In other word, we find the top recommended venue and find how users are interested 
in it. By this reverse way we can measure how the recommended item fits user’s interest.  
 Since our work is not a classification problem and there is no ground truth in recommended 
items, the CMS curve may be worse compared to the result in classification problem because 
the predicted sequence cannot always be the same as user’s interest sequence. We only compare 
the results in our experiments to evaluate the performances of models and tell the effect of 
features but did not compare them with other work using CMS curve as an evaluation metric.  
 Although the value of CMS is low when evaluating the performance of our model, it did 
reflect the change of performance according to the change of side information we use. When 
more kinds of useful side information are adopted, the CMS shows the improvement of the 
performance. Therefore, it can be used to evaluate the performance of the proposed 
recommendation model. 
 
5.3.3 Summary of Metrics 
 We use two evaluation metrics: the rank correlation coefficients and the cumulative 
matching scores (CMS). The rank correlation coefficients intuitively show the performance by 
evaluating the correlation of predicted sequence and actual sequence, and CMS metrics show 
similar results with rank correlation coefficient in most cases. However, in some cases there is 
discrepancy between these two metrics. Since the correlation coefficients measure the overall 
similarity of recommendation, and CMS focuses on the top item recommended to user, the 
difference between two metrics is not strange. Both of these metrics are used in the experiment, 
and the overall performance of a model is shown by both of them. 
 Since we adopt evaluation metrics different from previous works in this discipline, it is 
hard to directly compare the performance with related works. Therefore, we compare the 
performances of our models only. We evaluate the performance of the model with different 
features to tell the effect of different side information. The performance of proposed model is 






















Chapter 6. Results 
6.1 Result of Basic Model 
 The performance of the basic NMF model without any side information is evaluated and 
used as the baseline. In the basic NMF model, only the pure check-in data is used. The result is 
shown in Figure 11 by correlation coefficients, CMS curve and CMS curve (reverse).  
 
6.2 Effect of Category Preference 
 The performance of the case with category preference is shown in Figure 12. 
 






































































































 By combining the category preference of users, the performance of model improves 
obviously. Compared to the baseline where the Kendall correlation coefficient and Spearman 
correlation coefficient are 0.125 and 0.146 respectively, the results of the model with category 
preference are 0.190 and 0.226. By CMS curve and reverse CMS curve an improvement can 
also be discovered. 
 
6.3 Effect of Distance  
 Distance between users and venues is also important side information. Besides the model 
where the direct distances between users and venues are used, we propose a novel way to adopt 
the information of public transportation (train) in the model. After replacing the original 
distance (direct distance) with the proposed distance combining the public transportation 
information, there is further improvement in the performance of the model. The comparation 
of the calculations and the improvement of the model by adopting distance information are 
shown in Figure 13. 
 
6.4 Effect of Social Relations  
 The relation of friends among the users are used in the model. Figure 14 shows the 
influence of the friend relations. The friend relation is the feature influences the model most in 
our experiment.  
 We do not only use the friend relations between users, in some cases, the similarity 
between users is measured and used as the weight when we sum up the influence of friend’s 
preference. The proportion of joint visit, cosine similarity and Euclidean distance between 
friends’ check-in behavior are used. The effect of these three kinds of similarity measurement 
are compared based on the model without friend relation but with the category preference. The 
result is in Figure 15.  
 
























































6.5 Effect of Rating 
 The rating is a feature of rich venue information in Foursquare. According to the result of 
our experiment, it is easily influenced by other features being used in the model. Therefore, we 
compare multiple combinations combining ratings and find the best result where ratings 
improve the overall performance of the model. Figure 16 shows the slight improvement of this 
feature based on the basic model. 
 
 


























































































































 In addition, the rating interacts with other features. Its effect varies according to what kinds 
of other features are used in the model. When it is used independently or with the category, it 
slightly improves the performance but when it is used with distance or friend relations together, 
it worsens the model as Figure 17 shows. The best model in the experiment is with rating since 
it improves the performance of the model where category, distance and friend relation are used. 
 
6.6 Effect of Multiple Features of Side Information 
 We evaluate the performance of the model in which multiple side information are used. 
Figure 18 compares the models with different feature to show the influence of each side 
information, where the performance of the model with the features is measured by correlation 
coefficients. The effect of category preference, distance, friend relation and rating are 
compared in this figure. 
  
 In the experiment, we focus on the combination of multiple kinds of side information. When 
two or three kinds of side information are used in the model at the same time, the overall recommend 
performance of the model further improves and the results are shown in Figure 19. 
 











































































































 When evaluating the effect of multiple features, the parameters of each feature is set to 
fixed optimized values to obtain the best overall performance. 
 
 When measuring the effect of a single feature, parameters of other features should be fixed 
optimized value that shows the influence of the new feature clearly. When measuring the effect 
of the combination of multiple features, we would experiment on many combinations of these 
features and select the best result. Then the model that produces the optimized result is the best 


















































































 In the best model, category preference, distance, friend relation and rating are used. Its 
performance is compared to the original model in Figure 20. There is obvious improvement if 
all the features are used in the model in an appropriate way. 
 
6.7 Consideration  
 In the experiment, we mainly work on the combinations of 4 kinds of side information: 
category preference, distance, social relations, and ratings. When the NMF model without other 
side information is used as the baseline, the social relation has the most obvious positive 
influence, then category preference and distance have some positive influence, while the rating 
has negligible positive influence. 
 The effect of each side information feature is little, but when multiple kinds of side 
information are adopted in the model, the improvement accumulates and bring obvious 
improvement to the model. In the experiment, the models with one kind of side information 
superior to the baseline a little bit, but the models with multiple kinds of side information shows 
great improvement.   
 We confirm that adopting multiple side information, category preference, distance 
considering public transportation and friend-relation, improve the performance of the model, 
while rating improve the performance of the model in some cases with certain combination of 
side information features. The negative effect is also discovered when rating is used together 
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Chapter 7. Conclusion 
 
7.1 Contribution and Summary of Result 
 In this work, we proposed a POI recommendation model that exploits multiple side 
information. We confirm that by combining multiple features in one model, the performance of 
POI recommendation is obviously improved compared to the baseline.  
 By adopting the category preference, distance and friend relation in the model, the 
performance is improved. In the basic model without side information, the preferences of users 
are mainly inferred by their check-in records. In the side information influence, the preferences 
of users are inferred from another point of view. If the results of these two viewpoints are 
combined in an appropriate way, the prediction of user’s interest can be more accurate.  
 Category preference is a quite useful feature and it is stable. Even if different parameters 
are used in the NMF model, the effect of the category preference hardly changes. It always 
improves the POI recommendation model a lot. 
 Friend relation is a feature whose effect varies according to other parameters. When the 
parameters are set to the optimized values, the improvement by using friend relation is the 
largest. With different similarity measurements of friends, its effect will also change.  
 Distance is quite useful in previous works but not as good as expected in our experiment, 
although it also brings satisfactory improvement to the model. In addition, we propose a novel 
way using the information of public transportation by combining it into the calculation of 
distance. The method slightly improves the performance. We suppose that there are ways to 
adopt the geographical information more effectively. 
 Rating has a little effect on the performance in some cases but worsen the model sometimes. 
Its bad compatibility with the features of friend relation and distance can be observed from the 
experiment results. A possible reason is that different kinds of side information show users’ 
preference from different aspects, and some combinations worsen the model if the features are 
actually from the same aspect. 
 
7.2 Future Work 
 There are two important features, temporal influence and user’s visiting sequence are not 
used in current model. Some experiments combining these features are done but the there is 
little improvement. It is left for the further study and two possible reasons are considered:  
 1. The NMF model we built may be not suitable for combining these features in this way. 
The evaluation of proposed model is not by real-time recommendation, but by the values of 
recommendation scores. For all the side information, the features are turned into u-v matrix and 
added to the main model. In the progress some features of temporal information or sequential 
information are lost. As the result, the information of time and sequence cannot be effectively 
used in the model.  
 2. The dataset may be incomplete or insufficient for using these features. The dataset is 
originally not created for POI recommendation systems. Although we succeed in learning from 
it, for the features related to time or sequence the dataset may not be suitable because it is 
collected from Twitter, where users may check in the venues as they like. If the user visits some 
venues but he/she does not check-in some venues, there will be discrepancy between his/her 
actions and records, which may lead to the low performance of the model, especially for the 
sequential information. 
 In addition, compared to previous works, in our work, some ways of using features are 
novel, but learning framework is not quite effective. Only the simple NMF is adopted and 
parameter adjustment of the NMF method is not well done according to the change of the 
combination of side information features. In some cases, only the optimized parameters of basic 
model are used, while there may be better parameters when more side information is adopted. 
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