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Abstract. Cooling to the motional ground state is an important first step in the
preparation of nonclassical states of mesoscopic mechanical oscillators. Light-mediated
coupling to a remote atomic ensemble has been proposed as a method to reach the
ground state for low frequency oscillators. The ground state can also be reached using
optical measurement followed by feedback control. Here we investigate the possibility
of enhanced cooling by combining these two approaches. The combination, in general,
outperforms either individual technique, though atomic ensemble-based cooling and
feedback cooling each individually dominate over large regions of parameter space.
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1. Introduction
Preparation of mesoscopic mechanical devices in high-purity nonclassical states is a long-
standing goal of the opto- and electromechanical communities. In addition to promising
applications in fundamental physics research—such as gravitational effects in quantum
mechanics and the quantum-to-classical transition [1, 2]—mechanical devices provide
outstanding opportunities for metrology [3, 4, 5] and emerging quantum technologies
[6, 7, 8].
The majority of mechanical quantum state preparation and verification schemes
require that the oscillator be initialised very near to the motional ground state [9, 10].
Though this has been achieved in the gigahertz and megahertz regimes [11, 12, 13],
progress toward cooling low-frequency (ωm) oscillators has been inhibited by the lack
of both cryogenic systems capable of freezing out their thermal motion and sufficiently
high quality optical cavities to achieve the good cavity (cavity linewidth κ ωm) regime
required for resolved-sideband cooling.
Both remote coupling to the motional state of a cooled atomic ensemble [14, 15, 16]
and optical measurement followed by feedback control [17, 18, 19, 20, 21, 22] have
been suggested as alternative approaches to cooling that, in principle, overcome these
limitations and allow ground state cooling in the bad cavity limit (κ ωm).
In remote atomic ensemble-based cooling, or sympathetic cooling, light mediates
a swap between the centre of mass motional state of the ensemble and a mode of
the mechanical oscillator, which may be separated from the former by a macroscopic
distance (∼ 1 m) [14, 15, 16]. Proposed remotely-coupled atom–optomechanical systems
are theoretically capable of sympathetically cooling their mechanical elements to near
the ground state. The directional flow of quantum information from the mechanical
element—the ‘plant’, in control parlance—to the atoms and back allows us to identify the
atoms as an irreversible coherent controller (cf. [23], pg. 3, and [24, 25]). The controller
is necessarily imperfect, as the phase of the output optical field retains knowledge of the
mechanical position. The resulting back-action on the momentum hinders the cooling
process.
In this article we investigate combining sympathetic cooling with feedback damping
based on a phase measurement of the output field (cf. Fig. 1). The latter retrieves
information from the optical field and allows suppression of decoherence. We derive an
analytical mechanical power spectrum for such a system, from which the steady-state
temperature is found. This reveals a set of criteria specifying when near-ground-state
temperatures may be achieved. In general the combined scheme outperforms both
individual methods; however, when the optomechanical cooperativity is sufficiently large
the cooling is dominated by feedback. Conversely, one may still approach the mechanical
ground state with weak optomechanical cooperativity provided that its ensemble–light
counterpart (cf. Eqn (23)) is appropriately large. These statements are made quantitative
in § 3.2. We also clarify the role of atom–light and optomechanical interactions in
performing the atom ↔ mechanical state swap which underpins sympathetic cooling.
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Figure 1. A generic remotely-coupled hybrid atom–optomechanical system
incorporating continuous measurement and feedback. The counter-propagating optical
modes of a ring cavity (AC) are coupled to the motion of an atomic ensemble; similarly,
the modes a single-sided cavity (MC) interact with a micromechanical oscillator. The
transfer of light between these two subsystems couples the collective motion of the
atoms to that of the mechanical element. Light exiting the system may be mixed
with a bright local oscillator (LO) in order to measure the (optical phase quadrature)
mechanical position, allowing the application of a classical feedback force.
In particular, and somewhat counter-intuitively, this swap is possible even when the
optomechanical cooperativity is insufficient to permit a complete state transfer between
the oscillator and the optical field.
2. Model
Consider the device depicted in Fig. 1, in which a ring resonator, containing an atomic
cloud, and a one-sided optomechanical cavity are coupled by a lossless optical transmission
line. An optical lattice, formed by interference of the counter-propagating cavity modes,
traps the atoms in approximately harmonic wells (cf. § 2.1). The atomic centre of mass
and the optically-coupled oscillator therefore comprise two harmonic mechanical degrees
of freedom.
This class of hybrid atom–optomechanical system (e.g. [14, 15, 16] and [26]) is
desirable from an immediate experimental perspective, where their key advantage is
circumventing the need for close integration of cryogenic and ultra-high vacuum apparatus,
and within the context of future quantum networks, where atomic and solid-state
processing and memory nodes are anticipated to be interfaced via optical photons [27].
Displacement of the atoms relative to the lattice results in an exchange of photons
between the left- and right-going optical modes, which modulates the optical power
incident upon the mechanical device. Conversely, changing the position of the latter
alters the phase of the reflected field (cf. § 2.2), causing axial translation of the optical
lattice. In this way each oscillator is subject to a force which depends on the position of
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its counterpart [14].
Our model of the atom–mechanical coupling is closely related to that proposed by
[16]. The primary difference, besides the inclusion of the external measurement-based
feedback loop, is the addition of a second optical cavity into which the atoms are loaded.
The cavity allows us to employ an intuitive two-mode description of the atom–light
interaction and may be experimentally desirable in certain circumstances (cf. § 2.3).
2.1. Atom–light interaction
The heart of the atom trapping apparatus is an optical dipole trap [28] which uses the AC
Stark effect to confine N identical two-level atoms of mass m. This trap is incorporated
into a ring resonator of quality QAC which is driven by an input field aˆd, with a large
coherent amplitude αd = 〈aˆd〉 at (angular) frequency ωd. Neglecting internal losses, the
linewidth of this cavity is κAC ≈ ωd/QAC (i.e. the resonator is strongly overcoupled to
the transmission line). We take the majority of the cavity’s modes to be far off resonance
with the drive beam, leaving two relevant counter-propagating modes which are lowered
by the operators aˆL and aˆR, with the subscripts referring to the handedness of circulation
depicted in Fig. 1.
In practice additional field modes or semiclassical potentials may be required to
stably confine the atoms in the plane transverse to the counter-propagating modes
introduced above. We will neglect all noise introduced by these fields/potentials in the
analysis that follows on the grounds that, to harmonic order, motion in the transverse
directions is decoupled from the axial motion.
The Hamiltonian governing the internal (axial) dynamics of the cavity—in a frame
rotating at the drive beam frequency ωd—is then
HˆAC = −~∆AC
(
aˆ†RaˆR + aˆ
†
LaˆL
)
+ HˆSS +
N∑
j=1
pˆ2j
2m
,
where ∆AC is the detuning of the drive from the bare cavity resonance, pˆj is the
momentum of the jth atom and HˆSS, the Stark shift operator, models the light–atom
interactions.
Following [14] (cf. [29]), we will treat all atom–light interactions in the dispersive
limit, suppressing any internal structure of the ground and first excited electronic states
of the atom. This is a valid approximation for alkali gases provided that the detuning ∆t
between the drive and the electronic transition frequency is large compared to the laser
linewidth and all other relevant frequency scales [28]. The one-dimensional Hamiltonian
describing the atom–light interaction is therefore (neglecting off-resonant terms)
HˆSS =
N∑
j=1
µ2
~∆t
Eˆ(−) (xˆj) Eˆ(+) (xˆj) , (1)
where E(+) is the positive frequency component of the electric field and each atom has a
transition dipole moment of µ [16].
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The positive-frequency part of the cavity electric field may be written
Eˆ(+) = i
√
~ωAC
20V
(
aˆRe
−ikx + aˆLeikx
)
,
where ωAC is the bare resonance frequency of the atom cavity, k is the optical wavenumber,
0 is the permittivity of free space and V is the cavity mode volume [30]. From this we
find via Eqn (1) that the strength of the single-atom–light interaction is characterised
by the coupling rate
ga =
µ2ωd
2~∆t0V . (2)
We have used ωAC ≈ ωd. Note that for red detuned light (∆t < 0), as we will assume
from here onward, ga is negative.
Expanding the annihilation operators aˆL,R → αL,R + δaˆL,R about the coherent field
amplitudes 〈aˆL,R〉 = αL,R, which we assume are real and satisfy αR ≈ αL  1, and
truncating the oscillatory terms at second order in the Lamb-Dicke parameter [14], we
acquire a static shift of the cavity resonance frequency, an effective harmonic trapping
potential with frequency
ωa = 2k
√
−2~gaαLαR
m
(3)
and a linearised interaction between the atoms’ positions and the optical phase quadrature
fluctuations. Finally, setting the bare detuning to ∆AC = −2Nga brings the cavity onto
resonance in the presence of the mean interaction, yielding the Hamiltonian
HˆAC =
N∑
j=1
[
pˆ2j
2m
+
mω2axˆ
2
j
2
+ 2~kgaxˆj
(
αLδXˆ
−
R − αRδXˆ−L
)]
(4)
where we have introduced the amplitude and phase quadrature fluctuation operators,
δXˆ+ = δaˆ† + δaˆ and δXˆ− = i
(
δaˆ† − δaˆ) and neglected contributions of order xˆ2jδXˆ±.
Inspection of Eqn (4) reveals that the phase difference of the optical fields couples
to the collective motion of the atomic cloud, specifically the centre of mass mode. This
degree of freedom may be described by a simple harmonic oscillator with coordinate
xˆa =
1
N
∑N
j=1 xˆj , momentum pˆa =
∑N
j=1 pˆj and zero-point extension xzp,a =
√
~/2Nmωa
(cf. § 2.3).
2.2. Optomechanical interaction
The canonical cavity optomechanical interaction is most easily understood in the context
of a single-sided Fabry-Pe´rot cavity wherein the input mirror is fixed and the other is
harmonically bound (e.g. as depicted in Fig. 1). Motion of the end mirror changes the
cavity length, thereby altering the optical resonance frequency, which in turn modulates
the number of photons in the cavity field. Finally, the photon number controls the
radiation force experienced by the mirror. This interplay leads to the emergence of a
rich variety of well-studied physics [31, 32] even at first-order in xˆm.
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A linearly-coupled optomechanical system, whether actuated by radiation pressure
or the gradient force [33], may be described by the parametric coupling Hamiltonian [34]
HˆMC = ~ (gmxˆ′m −∆MC) bˆ†bˆ+
pˆ2m
2M
+
1
2
Mω2mxˆ
′ 2
m
in a frame rotating at ωd. The bare detuning of the laser drive to the cavity resonance
is ∆MC, xˆ
′
m is a suitable position coordinate of a vibrational mode with effective mass
M and frequency ωm, photons are removed from the cavity field by bˆ and gm is the
optomechanical coupling rate (with dimensions of s-1m-1).
As above, we assume that the internal optical mode is coupled to the drive beam at
a rate κMC ≈ ωd/QMC, where QMC is the Q-factor of the optical resonator, leading to
the build-up of a steady-state intracavity amplitude β = 2αd/
√
κMC . Linearising about
this amplitude, introducing a zero-mean position coordinate xˆm and selecting ∆MC so as
to bring the cavity onto resonance in the presence of the mean interaction\ yields the
effective Hamiltonian
HˆMC = ~gmxˆmβδYˆ + +
pˆ2m
2M
+
1
2
Mω2mxˆ
2
m, (5)
with the optical quadrature fluctuation operators δYˆ ±.
The ground state variance of the mechanical resonator is x2zp,m = ~/2Mωm.
2.3. Effective dynamics
Given Eqn (4) and Eqn (5) we may determine the dynamics of the system in the
Heisenberg picture. Under free evolution, neglecting coupling to reservoirs for the
moment,
Nm
d2xˆa
dt2
= −Nmω2axˆa + 2~Nkga
(
αRδXˆ
−
L − αLδXˆ−R
)
, (6)
M
d2xˆm
dt2
= −Mω2mxˆm − ~gmβδYˆ +. (7)
These equations show, as expected, that the atom–light interaction depends on the
optical phase fluctuations, whereas the optomechanical system responds to amplitude
noise (cf. [15, 16]).
Dramatic simplifications may be made in the optical adiabatic limit, wherein the
optical quadrature fluctuations are slaved to the positions of the mechanical and atomic
elements. Conveniently, this is also the regime in which the most sensitive measurements
of mechanical displacement are achieved [21]. We make the bad-cavity approximation (cf.
Appendix A) under the requirement that, for both optical cavities, κ max {ωa, ωm}.
What emerges is an effective direct coupling between the two oscillators;
Nm
d2xˆa
dt2
= −Nmω2axˆa +Kxˆm, (8)
\ For a linear oscillator we may arrive at Eqn (5) by introducing xˆm = xˆ
′
m−〈xˆ′m〉, with 〈xˆ′m〉 = ~gmMω2m β
2,
and detuning from the bare cavity resonance by ∆MC = gm 〈xˆ′m〉. Alternatively, an external control
force may be used to cancel the mean optical force, leaving ∆MC = 0.
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M
d2xˆm
dt2
= −Mω2mxˆm + FˆBA,m +Kxˆa. (9)
FˆBA,m = −4~gmαdδXˆ+d /κMC is an optical back-action force (cf. § 2.4) arising due to
amplitude fluctuations of the input electromagnetic field (δXˆ+d = δaˆ
†
d + δaˆd); for the case
discussed here the back-action on the atoms is negligibly small (cf. Appendix A). The
spring constant K quantifies, for the moment, the coupling strength.
K = −82~NkgagmQACQMC
ω2d
α2d (10)
In this same limit the optical field which exits the system carries the fluctuations
δZˆ+ = δXˆ+d
δZˆ− = δXˆ−d −
4gmβ√
κMC
xˆm. (11)
It is natural to divide the optically-mediated interactions into coherent and
‘incoherent’ processes. The latter is simply the back-action noise. Taken together,
Eqn (8) and Eqn (9) imply that the former may be described by an effective direct
Hamiltonian interaction between the two oscillators,
Hˆeff = − ~g xˆm
xzp,m
xˆa
xzp,a
= − ~g (aˆ†aaˆm + aˆ†maˆa + aˆ†maˆ†a + aˆmaˆa) , (12)
where the motional annihilation operators are aˆa (atomic) and aˆm (mechanical), and g is
the atom–mechanical coupling rate [14, 16]. The latter is
g =
√
N
gm
k
ωa
κMC
√
mωa
Mωm
(13)
in accordance with the relationship g = K~ xzp,axzp,m.
The combined system is stable if
g <
1
2
1
1/ωa + 1/ωm
; (14)
at higher coupling rates the harmonic potential experienced by the symmetric mode
xˆa + xˆm becomes inverted, anti-trapping this degree of freedom.
Note that if optical losses between (and/or within) the cavities are non-negligible
the effective interaction of the oscillators becomes non-Hamiltonian, as discussed in detail
by [14] (see also Appendix A).
Our Eqn (13) agrees with that derived in [16], which sports a free-space atom trap.
One may be tempted to increase g by choosing ωa > ωm; however, for our purposes
this is counterproductive. Consider Eqn (12) in the interaction picture with respect to
the free mechanical Hamiltonian (~ωaaˆ†aaˆa + ~ωmaˆ†maˆm);
Heff = − ~g
{
a†aame
+i(ωm−ωa)t + a†maae
−i(ωm−ωa)t
+a†ma
†
ae
−i(ωm+ωa)t + amaae+i(ωm+ωa)t
}
,
where the lack of a carat indicates an operator in the interaction picture. If the mechanical
systems are not resonant (ωa 6= ωm) all four terms have explicit time dependence which,
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when averaged over many mechanical cycles, degrades the effective interaction strength.
Conversely, on resonance (ωa = ωm) the interaction reduces to an atomic ↔ mechanical
state swap operation (since the ‘two-mode squeezing’ terms of the lower line are far
off-resonant)[. Sympathetic cooling leverages this fact by continually swapping the cold
motional state of the atoms onto the mechanical device [14]. We will therefore restrict
ourselves to the special case of ωm = ωa = Ω in § 3.
Note that the atomic ↔ mechanical state swap which these dynamics perform is
not composed of consecutive swaps between the mechanical degrees of freedom and the
light. A curious corollary is that the state transfer may be performed even in a regime
where the optomechanical cooperativity is too low to allow an optical ↔ mechanical
swap. The requirements on experimental parameters (for the optomechanical device) are
therefore significantly more relaxed than those of resolved-sideband cooling (cf. § 3.2).
Finally, we note that there are experimental advantages to incorporating a ring
resonator into an experiment—despite the moderate increase in technical complexity—
even though g depends only on αL,R (i.e. on αd/
√
κAC ). This is especially true if the
drive strength αd is limited (e.g. by photodetector saturation or absorptive heating). For
instance, keeping all other optical parameters constant (i.e. fixed detuning, input power
and transverse profile), our additional ring cavity yields a g ∝ √FAC improvement of the
coupling rate over that given by a free space trap [16] (FAC is the finesse of the ring cavity,
and we have imagined scaling ωm ∝
√FAC so as to maintain the ωa = ωm resonance
condition). Including a ring cavity may also permit one to use a larger transverse beam
distribution (e.g. in a bow-tie resonator), allowing g to be boosted by trapping more
atoms simultaneously. Alternatively, the cavity may be used to assist in suppressing
heating of the atomic motion due to spontaneous photon scattering [35], which occurs at
a rate Γsc. To see this, note that Γsc ∝ αRαL/∆2t ∝ FAC/∆2t (for fixed αd) [28] whilst
g ∝ (FAC/∆t)3/4; we may therefore leave g unchanged but suppress Γsc by a factor of
1/ε by scaling both FAC and ∆t by ε (see Appendix A.2 for further discussion).
2.4. Coupling to reservoirs
Ultimately, the performance of our cooling scheme is limited by noise sources modelled
by forming the Langevin equations [36]
Nm
d2xˆa
dt2
= −Nmω2axˆa +Kxˆm + FˆCB − ΓaNm
dxˆa
dt
, (15)
M
d2xˆm
dt2
= −Mω2mxˆm + FˆBA,m +Kxˆa + FˆTH − ΓmM
dxˆm
dt
+ FˆFB. (16)
The atomic motion is damped into a cold bath (e.g. by application of laser cooling
[37]) at a rate Γa, which introduces fluctuations FˆCB. We will assume this reservoir
[ Physically, the state swap terms correspond to in-phase operations which tend to correlate pˆa (t) and
pˆm (t) with time-delayed versions of themselves (pˆa (t− pi/Ω) and pˆm (t− pi/Ω)), whereas the two-mode
squeezing terms correspond to in-quadrature operations which lead to correlations between the two
oscillators.
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to be at zero temperature. Mechanical losses are due to coupling to a hot bath at
a rate Γm, with an associated forcing term FˆTH consistent with a thermal occupancy
n¯B,m ≈ kBTB,m/~ωm  1 (cf. Appendix B). Optical back-action on the mechanical
oscillator is given by FˆBA,m, with the equivalent force on the atomic system vanishing
within the realm of validity of our model (cf. Appendix A). Finally, the effects of feedback
are encapsulated by FˆFB.
It will be convenient to adopt a frequency domain description of the system for the
purposes of treating the feedback circuit; for each time domain operator fˆ (t) there is a
corresponding frequency domain operator f˜ (ω) given by the Fourier transform
f˜ (ω) =
∫ ∞
−∞
dt eiωtfˆ (t)⇔ fˆ (t) = 1
2pi
∫ ∞
−∞
dω e−iωtf˜ (ω) .
Taking the transforms of Eqn (15) and Eqn (16) and eliminating x˜a yields
x˜m (ω) =
1
χ−1m (ω)−K2χa (ω)
[
F˜TH + F˜BA,m + F˜FB +Kχa (ω) F˜CB
]
, (17)
in which the mechanical susceptibility is χm (ω) = [M (ω
2
m − ω2 − iωΓm)]−1 and the
atomic motion has the transfer function χa (ω) = [Nm (ω
2
a − ω2 − iωΓa)]−1.
2.5. Modelling cold damping
The fluctuation-dissipation theorem enforces our inability to cool an oscillator by
increasing the rate at which it is damped into its thermal bath [38]; however, no
such restrictions apply when coupled to a non-thermal environment. One method of
engineering such an effective non-equilibrium reservoir is to use an external feedback
circuit to apply a force FˆFB ∝ −pˆm to the oscillator, which increases its linewidth and
introduces a (coloured) fluctuating force determined by noise on measurements of pˆm
[39]. The resulting mechanical steady-state is approximately thermal, with an effective
temperature that may be less than that of the environment (cf. § 3.1).
In optomechanical experiments pˆm is typically not directly accessible; instead, one
detects the phase quadrature of the output optical field (Eqn (11), with detection noise
added as in Appendix A), which carries information concerning xˆm, and feeds this signal
through an electrical filter. Balanced homodyne is an appropriate detection method.
The most intuitive filter is a low-pass differentiator circuit4 with bandwidth
∆ωFB  ωm [17]; such a filter is optimal in the limit that cm  n¯B,m and η = 1,
in that the controlled state asymptotically approaches the ground state as cm →∞ (for
appropriate choice of gain, cf. § 3.1). The feedback force is
F˜FB =
iωGΓmM
1− iω/∆ωFB x˜m + F˜SN (18)
where the contribution due to optical shot noise is
F˜SN =
−iωG
1− iω/∆ωFB
MΓmκMC
8gmαd
(
δX˜−d +
√
1
η
− 1 δZ˜−v
)
.
4 In practice one would also include a band-pass filter centred at ωm so as to isolate the mechanical
mode of interest.
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The detection efficiency is η ∈ [0, 1] and δZ˜−v is the uncorrelated vacuum noise coupled
in by imperfect detection. We have normalised the filter function such that the overall
feedback gain G has a transparent physical interpretation (cf. Eqn (20)).
Inserting the feedback force into Eqn (17) yields
x˜m (ω) = χ
′
m (ω)
[
F˜TH + F˜BA,m + F˜SN +Kχa (ω) F˜CB
]
. (19)
The effective mechanical susceptibility has been modified to
χ′m (ω) =
[
χ−1m (ω)−
iω
1− iω/∆ωFBGMΓm −K
2χa (ω)
]−1
. (20)
In the limit ωm  ∆ωFB the second term describes a feedback-induced increase in the
linewidth of the oscillator, with G being the amount of broadening, whilst the third term
is a modification due to the atomic centre of mass motion.
Feedback of the form described here may be implemented in a number of ways. For
example, ‘electrostatic’ actuation may be used to apply a force directly to the mechanical
oscillator [20, 39, 40, 41], or the feedback force may be generated by imprinting an
amplitude modulation onto a bright auxiliary optical field (which does not interact
with the atomic system) [38, 42, 43]. Importantly, we note that it is generally possible
to arrange the feedback apparatus such that the quantum noise originating from the
actuator (e.g. the RF or optical field, respectively, for the examples given above) is
negligible (cf. Eqn (19)); this approximation has been extensively employed in the
optomechanical feedback literature (e.g. [18, 21, 22, 44]).
2.6. Position power spectrum
The power spectrum of the position, Sxmxm , is found via the Wiener-Khinchin theorem
[45] in the limit ∆ωFB →∞.
Sxmxm [ω] =
1
2pi
∫ ∞
−∞
dω′ 〈x˜m (ω) x˜m (ω′)〉
= 2~ |χ′m|2
[
ΓmMωm
(
1
2
+ n¯B,m + cm +
ω
ωm
G
4
+
ω2
ω2m
G2
42ηcm
)
+K2 |χa|2 ΓaNmωa
(
1
2
)]
. (21)
The first two terms correspond to vacuum noise (1/2) and phonons entering the mechanics
via the thermal bath (with occupancy n¯B,m), whilst the third is the optomechanical
cooperativity,
cm =
4 (gmxzp,mβ)
2
ΓmκMC
=
2~
MωmΓm
(
2gmαd
κMC
)2
, (22)
corresponding to the effective number of additional bath phonons introduced by optical
back-action. As will be seen, cm controls the efficacy of feedback cooling [21] and strongly
contributes to the sympathetic cooling performance.
The fourth term of Eqn (21) arises from correlations between FˆBA,m and FˆSN, and
the fifth is solely due to the latter (cf. Appendix B).
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Finally, noise entering from the zero-temperature bath is filtered by the atomic
susceptibility and appears as the sixth term in the power spectrum. It is convenient to
define an associated cooperativity by analogy with cm:
ca =
2~N
mωaΓa
(
4kgaαd
κAC
)2
=
Nmω3a
2~Γa
(
1
4kαd
)2
. (23)
Although it does not appear directly in Sxmxm (in the above form), ca is important in
determining whether sympathetic cooling is capable of reaching the mechanical ground
state.
Integrating over the power spectrum yields the steady-state variance of xˆm, viz.〈
xˆ2m
〉
=
1
2pi
∫ ∞
−∞
dω Sxmxm [ω] , (24)
which is the result of interest.
It is generally necessary to evaluate 〈xˆ2m〉 numerically; however, in § 3 we also explore
several limits in which it is possible to give approximate analytical solutions of Eqn (24).
3. Cooling Performance
We are now in a position to calculate the mechanical oscillator’s position variance as a
function of the system parameters and the applied feedback gain. In the cases examined
below the mechanical steady state is well approximated by a thermal distribution, as
confirmed by numerical calculations of its covariance matrix. For this reason 〈xˆ2m〉 serves
as an excellent proxy for temperature.
With this in mind, we will refer to the oscillator as ‘ground state cooled’ if〈
xˆ2m
〉 ≤ 3x2zp,m. (25)
This corresponds to the requirement that the oscillator contain at most one phonon on
average (
〈
aˆ†maˆm
〉 ≤ 1) ♣.
3.1. Feedback Cooling
Let us first consider the case in which there are no atoms in the trap. We include a brief
summary of results (cf. sources presented in § 1) here for the purposes of comparison
with sympathetic cooling.
It is straightforward to extremise Eqn (24) with ca = 0 (using the relations given in
Appendix C), confirming the presence of a global minimum variance of
〈xˆ2m〉opt
x2zp,m
=
G
(0)
opt
4ηcm
(26)
which is achieved with the feedback gain G
(0)
opt =
√
1 + SNR −1, where the signal-to-noise
ratio [40] is given by SNR = 16ηcm (n¯B,m + cm + 1/2).
♣We note that this is the same cut-off as implicitly employed in previous works e.g. [14, 16]
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In the experimentally-relevant regime of {SNR, n¯B,m}  1 it is straightforward to
show that ground state cooling may be realised if
n¯B,m . (9η − 1) cm ≤ 8cm. (27)
Thus we see that feedback cooling to the ground state is possible when the mechanical
noise spectrum is dominated by radiation pressure fluctuations.
3.2. Sympathetic cooling
We now consider the capacity of sympathetic cooling alone: our analysis complements
and extends those performed by [14] and [16] by explicitly determining the temperature
achievable in the regime of hybridised mechanical modes.
Analytical treatments are tractable in both the atomic adiabatic (weak coupling)
regime, wherein the atoms are damped heavily compared to the rate of phonon transfer
between the oscillators, and the strong coupling (hybridised) regime, in which the coherent
interaction (Eqn (12)) is dominant. The primary challenge in either case is evaluating∫∞
−∞ dω |χ′m|2 and
∫∞
−∞ dω |χ′m|2 |χa|2. These control, respectively, the response to noise
acting directly on the mechanics and indirectly via the atoms.
In the weak coupling regime (Γa  g & Γa > Γm) the atomic centre of mass
adiabatically follows the motion of the mechanical oscillator, allowing us to expand the
atomic susceptibility near the resonance frequency as
χa (ω ≈ Ω) ≈ i
NmωΓa
≈ i
NmΓaΩ
(
2− ω
Ω
)
.
Neglecting the small frequency-independent imaginary term which arises leaves us with
the approximate modified mechanical susceptibility
χ′m (ω) ≈
1
M [Ω2 − ω2 − iΓmω (1 + c)] (28)
which describes a simple harmonic oscillator with an enhanced linewidth of Γm (1 + c).
Fittingly, the broadening is characterised by the atom–mechanical cooperativity
c =
4g2
ΓaΓm
= 42cacm, (29)
With these approximations |χ′m|2 may be readily integrated (cf. Appendix C).
The remaining term, proportional to
∫∞
−∞ dω |χ′m|2 |χa|2, is not evaluated directly.
Instead, as shown in Appendix D, we approximate the integrand around the mechanical
resonance frequency as a Lorentzian peak; since the majority of the spectral variance is
contained within a relatively narrow bandwidth the true integral is faithfully reproduced.
Using these two approximations we find
〈xˆ2m〉
x2zp,m
=
2
1 + c
[
n¯B,m + cm +
1
2
+ n¯a,eff
]
, (30)
where coupling to the atoms has introduced an effective number of phonons
n¯a,eff =
c/2
1 + Γm
Γa
(1 + c)
.
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In the opposite limit, strong coupling (g  max {Γa,Γm}), excitations are hybridised
across the two local modes (xˆa and xˆm), giving rise to a symmetric and an antisymmetric
normal mode. In this case, as detailed in Appendix D, |χ′m|2 and |χ′m|2 |χa|2 share a
similar twin-peaked structure. In both instances we exploit the rapid decay of the
spectral variance away from these peaks, much as above, to integrate Eqn (21), yielding
〈xˆ2m〉
x2zp,m
=
1
2
[
Γm
ΓN
(n¯B,m + cm) + 1
](
1− g
2
Ω2
)−2(
1− 4g
2
Ω2
)−1
. (31)
Here ΓN =
1
2
(Γa + Γm) is the linewidth of the normal modes of the system.
Our analytical expressions (Eqn (30) and Eqn (31)) are compared to numerical
results in Fig. 2. The parameters Ω and Γm have been chosen to be representative of a
SiN nanostring [46, 47] (Ω/2pi = 220 kHz, Γm = 195 mHz) held in a dilution refrigerator
such that n¯B,m = 2.8× 104 (temperature TB,m = 300 mK, cf. [48]). Optical dipole traps
are readily capable of achieving vibrational frequencies on the order of Ω [15, 49]. The
remaining independent♦ parameters appearing in the power spectrum are ca, cm and
Γa (with G and η being important when measurement feedback is included). These
parameters are discussed further in Table 2 and § 3.3.
We may now ask whether sympathetic cooling is capable of producing near-ground-
state-cooled mechanical oscillators.
Substituting Eqn (30) into the ground state criterion (Eqn (25)) and using the fact
that n¯B,m  1 yields
n¯B,m <
(
2 + 3
Γm
Γa
)
n¯a,eff − cm (32)
as a sufficient condition for ground state cooling in the adiabatic limit (we have used
cΓm/Γa  1, which holds in this case). Much as the condition n¯B,m < 8cm indicates that
the mechanical spectrum must be dominated by radiation pressure fluctuations in order
to ground state cool using feedback, Eqn (32) shows that atomic contributions must
dominate in order to sympathetically cool to the ground state.
It is straightforward to show that the region in which Eqn (32) is satisfied is a
portion of the parameter space where c > n¯B,m and ca > 1/24. The condition c > n¯B,m
is of great importance, as it also dictates whether near-ground-state cooling may be
achieved in the strong coupling regime.
Inserting the variance in the hybridised regime (Eqn (31)) into the ground state
criterion gives an inequality which may only be satisfied if c = n¯B,m is reached in the
weak coupling limit; that is, if near-ground-state cooling is possible in the adiabatic limit
then it is also possible in the case of strong coupling[. The converse statement is also
true; if near-ground-state cooling is not possible in the weakly-coupled limit then it is
also not possible in the hybridised limit (i.e. no near-ground cooling if c = n¯B,m requires
strong coupling).
♦Of course, the cooperativities do depend on the resonance frequency and decay rates: however, it is
possible to vary them independently by suitable adjustment of ga, N , gm, etc.
[ We imagine tuning between the two regimes by varying ca and cm, keeping Γa,Γm and Ω fixed.
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Near-ground cooling Condition
Sympathetic n¯B,m < c & 1/24 < ca & Γmn¯B,m  Γa
Feedback n¯B,m < (9η − 1) cm
Neither max {(9η − 1) cm, c} < n¯B,m or ca < 1/24
or Γa . Γmn¯B,m
Table 1. A summary of the relevant parameter regimes for sympathetic and feedback
cooling to near the ground state. In the case that both sympathetic cooling and cold
damping are capable of approaching the ground state there exists an overlap region if
the feedback efficiency satisfies 1 ≥ η > 19
(
1 + 23ΓaΓmn¯B,mΩ
−2).
The physical interpretation of these statements is that the atomic motion must be
damped into the zero-temperature bath faster than phonons enter from the hot reservoir,
which is entirely consistent with our na¨ıve expectations. Effective steady-state cooling
is therefore more difficult to realise in the strongly-coupled case simply because Γa is
bounded above by Ω/2 (required for stability, cf. Eqn (14)).
In summary, we have shown that there exists two (slightly overlapping) parameter
regimes, summarised in Table 1, in which the oscillator is prepared near the quantum
ground state.
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Figure 2. The temperature of a micromechanical device sympathetically cooled
by coupling to a cold, trapped atomic gas. Purple indicates cooling to near the
motional ground state. Contours of equal g/Ω are indicated by dashed lines, and the
unstable g > Ω/2 region is coloured teal (cf. Eqn (14)). The horizontal axis has been
normalised (cf. Eqn (27)). Numerical results are presented in the upper row and
the corresponding analytical predictions in the lower. See the text for discussion of
the input parameters used. The squares and diamonds indicate feasible experimental
parameters (cf. Table 2).
A) Γa = Ω. Sympathetic cooling alone is capable of reaching near-ground-state
temperatures in the weak coupling regime. Note that the cold ‘tongue’ protrudes well
into the 8cm > n¯B,m region in which feedback cooling is also capable of approaching
the ground state.
B) Γa = Ω. Eqn (30) accurately predicts the true steady-state variance in the intended
parameter space. In the checked region the system is hybridised i.e. strongly coupled.
C) Γa = 1.4× 10−5 Ω = 102 Γm. As discussed in the text, near-ground-state cooling is
not possible if the atoms are incapable of dissipating energy faster than it enters from
the mechanical system.
D) Γa = 1.4× 10−5 Ω = 102 Γm. A second analytical expression (Eqn (31)) is accurate
in the strong coupling regime. The equation is invalid in the checked region, which is
in fact weakly coupled (g < Γa).
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3.3. Combined cooling
We now turn our attention to the performance of combined sympathetic and feedback
cooling. Both mechanisms act to suppress the leakage of information into the environment;
cold damping achieves this explicitly by measurement and feedback, whilst atomic cooling
achieves the same effect by diverting a portion of the leakage into the atoms, and thence
back to the mechanical system. Our main computational task is therefore to determine
the optimum feedback gain to apply for a fixed sympathetic cooling capacity, and to
then calculate the new—hopefully reduced—position variance.
The former is typically pushed away from its ca = 0 value, G
(0)
opt, to a new optimum,
Gopt. To calculate this gain we analytically differentiate Sxmxm with respect to G,
numerically integrate over ω to find ∂ 〈x2m〉 /∂G, and apply a numerical root-finding
algorithm to determine Gopt.
The results shown in Fig. 3 and Fig. 4 are calculated in the case of perfect feedback
i.e. η = 1: we note that the results with imperfect feedback efficiency are qualitatively
the same for η & 50% (one essentially need only renormalise the lower axis appropriately),
but differ substantially for η . 15%.
These data make it quite clear that, generally speaking, including measurement-
based feedback alongside sympathetic cooling significantly decreases the oscillator’s
temperature. The notable exception to this behaviour is in the parameter space where
atoms alone are capable of achieving near-ground-state temperatures (8cm < n¯B,m < c &
Γmn¯B,m  Γa), in which the addition of feedback yields little improvement (∼ 0.01 dB
improvement). Furthermore, the addition of atoms to the system has negligible impact
if feedback cooling to the ground state is possible.
Exemplary experimental parameters are given in Table 2; these yield the points
denoted by  and  in Figures 2, 3 and 4.
Ideally, our example mechanical system which operates in the mechanical back-
action–dominated regime (8cm > n¯B,m, left panel of Table 2) will reach a final variance
of 1.41x2zp,m with feedback alone: its thermal variance is ∼ 5× 104 x2zp,m.
Our suggested hybrid system (right panel of Table 2: note that gm has been adjusted
such that 8cm < n¯B,m i.e. cold damping to the ground state is not possible) achieves
variances of 1.35x2zp,m and 1.33x
2
zp,m in the weakly-coupled regime—with and without
feedback, respectively—whilst in the case of strong coupling the (sympathetically-cooled)
variance of 603x2zp,m may be reduced to a mere 4.79x
2
zp,m by switching on feedback. This
is essentially equal to the feedback-only steady-state variance in this regime.
It is encouraging that all of these parameters are within reach of state-of-the-art
optomechanical and atomic systems; sympathetic cooling (and/or cold damping) to
the mechanical ground state is technically feasible. The experimental challenges lay
in combining these heretofore disparate elements and eliminating technical noise (and
system-specific noise sources, such as absorptive heating) which we have not considered
here.
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Mechanical alone  cf. [47] Mechanical and atomic 
ωm/2pi 220 kHz
Γm/2pi 31 mHz
M 1.4 ng
κMC 20 ωm
αd 6.58× 106
√
Hz
gm 9.85 MHz/nm
TB,m 300 mK [50]
8cm/n¯B,m 9.03 dB
ωm/2pi 220 kHz ωa ωm
Γm/2pi 31 mHz Γa ωm (10
2 Γm)
M 1.4 ng m 1.44× 10−25 kg
κMC 20 ωm κAC 20 ωm
αd 6.58× 106
√
Hz N 3.1× 108 [52]
gm 3.19 MHz/nm ∆t/2pi −1 GHz [16]
TB,m 300 mK [50] V 2.8× 10−8 m3
8cm/n¯B,m −4.38 dB ca 9.54 (58.1) dB
Table 2. Feasible experimental parameters which permit preparation of a mechanical
oscillator near its ground state by using sympathetic or feedback cooling.
The mechanical () specifications are drawn from the literature concerning evanescently-
coupled, high-tension silicon nitride nanostrings (as discussed in § 3.2); we have assumed
that the damping rate is independent of temperature.
The atomic cavity () parameters have been chosen to be comparable to those used
to construct optical parametric oscillators (e.g. cavity length ∼ 30 cm, linewidth
κAC/2pi = 4.4 MHz). The transverse beam area is drawn from [15] and the detuning
estimated according to [16]. We have used the transition wavelength and dipole moment
of the 87Rb D2 line cf. [16]. Values in parentheses are valid in the small Γa limit. It is
possible to prepare large numbers of atoms in their motional ground state (e.g. using
Raman cooling in a three-dimensional optical lattice) [52].
See § 3.3 for discussion of the final temperatures achieved using these specifications.
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Figure 3. The steady-state behaviour of a mechanical device subject to combined
sympathetic and feedback cooling (η = 1). The left column shows numerical calculations
of the optimum position variance, and the right displays the corresponding optimised
feedback gain (Gopt) relative to its ca = 0 value (G
(0)
opt). Note that the colour scale
on A) and B) matches that of Fig. 2, as do the annotations. These results have been
truncated near to the instability region because numerical calculations of ∂
〈
xˆ2m
〉
/∂G
become unreliable in this limit. Squares and diamonds indicate achievable experimental
parameters, as in Table 2.
A) Γa = Ω. Feedback does not significantly alter the optimum temperature in the
region where the atoms alone are capable of ground state cooling; however, it is of
significant use outside of this area.
B) Γa = 1.4× 10−5 Ω = 102 Γm. If feedback is introduced in the regime Γm ∼ Γa it is
possible to reach much smaller variances than with atoms alone.
C) Γa = Ω. The optimum gain Gopt is not appreciably altered from its atom-free value
G
(0)
opt across a wide range of parameters. The dark region in the upper left of the plot
indicates that the atoms are dominating cooling in this regime.
D) Γa = 1.4 × 10−5 Ω = 102 Γm. Deviations from G(0)opt occur for low cm because
the feedback circuit becomes unable to track the mechanical position with sufficient
accuracy. In this regime sympathetic cooling plays an increasingly significant role.
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Figure 4. A comparison of combined feedback and sympathetic cooling with
each mechanism employed individually. The left column shows results in the weakly-
coupled regime, with strong on the right. The upper row compares the variance
with combined cooling to that with optimised feedback in the absence of atoms
(i.e.
〈
xˆ2m (c,Gopt)
〉
/
〈
xˆ2m
(
0, G
(0)
opt
)〉
, in dB), whilst the lower column shows the
performance of combined cooling with respect to sympathetic cooling only (i.e.〈
xˆ2m (c,Gopt)
〉
/
〈
xˆ2m (c, 0)
〉
, in dB). Feasible experimental parameters (cf.Table 2) are
plotted as squares and diamonds.
A) Γa = Ω. Addition of atoms in the weakly-coupled regime does allow one to reach
temperatures below that achieved by feedback alone, with the greatest impact being
for parameter combinations where feedback cooling is incapable of approaching the
ground state.
B) Γa = Ω. Introducing feedback cooling dramatically reduces the variance everywhere
outside of the near-ground-state-cooled area.
C) Γa = 1.4× 10−5 Ω = 102 Γm. The cooling is almost completely dominated by the
measurement-based feedback in the strong coupling regime.
D) Γa = 1.4 × 10−5 Ω = 102 Γm. The sympathetic damping mechanism contributes
most strongly to the combined cooling power of the hybrid system in the low-cm regime.
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4. Conclusion
We have modelled steady-state cooling of a low-frequency mechanical oscillator using the
combined effects of optical coupling to a remote atomic ensemble and measurement-based
feedback. Combining these two methods is beneficial in all circumstances, although there
exists distinct regions of parameter space (cf. Table 1) in which one technique or the
other dominates the cooling. We have also demonstrated that an optically-mediated
state swap between the two mechanical degrees of freedom (i.e. sympathetic cooling to
the ground state) may be performed even in the case that n¯B,m < cm, in which a complete
mechanical ↔ optical swap is forbidden. Both sympathetic and feedback cooling to the
ground state are feasible with current experimental parameters.
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Appendix A. Treatment of adiabatic field evolution
As explained in § 2, we assume that the system is operating in a regime where the
field fluctuation operators rapidly reach quasistatic forms relative to the mechanical
period(s). Furthermore, we suppose that both optical cavities are strongly overcoupled
(κAC  {ΓAC,−2Nkgaxzp,a} and κMC  {ΓMC, gmxzp,m}) such that perturbations of the
steady-state field amplitudes away from their interaction-free values are negligibly small.
In this limit we have αL = αR = 2αd/
√
κAC and β = 2αd/
√
κMC .
Appendix A.1. Adiabatic limit of the optical Langevin equations
We describe the fields in the optical cavities with the Langevin equation [30]
dδaˆ
dt
=
1
i~
[
δaˆ, Hˆ
]
+
√
κ δaˆin − 1
2
κδaˆ, (A.1)
in which the coupling rate♠ between the resonator and drive mode δaˆin is κ, and Hˆ
is either Eqn (4) or Eqn (5) as appropriate. δaˆin represents the fluctuations of the
multi-mode input field.
Specifically, the fluctuations of the drive mode obey the relationships [4]
〈δaˆd〉 = 0,〈
δaˆ†d (t) δaˆd (t
′)
〉
= 0,〈
δaˆd (t) δaˆ
†
d (t
′)
〉
= δ (t− t′) .
These translate into correlations between sidebands in the frequency domain (the carrier
having been translated to ω = 0).〈
δX˜±j (ω) δX˜
±
k (ω
′)
〉
= 2piδj,kδ (ω + ω
′) ,〈
δX˜±j (ω) δX˜
∓
k (ω
′)
〉
= ± i2piδj,kδ (ω + ω′) .
Transfer of information between the two optical cavities is treated using the input-
output formalism. The appropriate input-output relations are (cf. Fig. 1) [4]
δaˆin,R = δaˆd,
δbˆin =
√
κAC δaˆR − δaˆd,
δaˆin,L =
√
κMC δbˆ− δbˆin.
These expressions are valid in the case that the time taken for light to propagate between
the two cavities is small compared to the mechanical period(s).
♠ It may be shown that including extraneous losses (e.g. scattering into unguided modes and absorption
loss) at a rate Γ leads to an amount of additional noise which scales as Γ/κ; we therefore neglect these
contributions in the regime κ Γ.
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Application of Eqn (A.1) in the adiabatic limit yields
δX˜+R =
2√
κAC
(
δX˜+d +
4NkgaαL√
κAC
x˜a
)
,
δX˜−R =
2√
κAC
(
δX˜−d
)
,
δY˜ + =
2√
κMC
(
δX˜+d +
8NkgaαL√
κAC
x˜a
)
,
δY˜ − =
2√
κMC
(
δX˜−d −
2gmβ√
κMC
x˜m
)
,
δX˜+L =
2√
κAC
(
δX˜+d +
4NkgaαL√
κAC
x˜a
)
,
δX˜−L =
2√
κAC
(
δX˜−d −
4gmβ√
κMC
x˜m
)
.
By inspecting these equations we may see that the optomechanical interaction creates
phase fluctuations which then perturb the atoms, whilst motion of the atoms modulates
the amplitude fluctuations experienced by the micromechanical element.
The optical field at the output may be found by calculating δaˆout =
√
κAC δaˆL−δaˆin,L.
Imperfect homodyne detection (efficiency η) is modelled by applying a standard
beamsplitter transformation to this field (Eqn (11))—which introduces an amount
of uncorrelated noise associated with the vacuum fluctuations δZˆ±v —and treating the
photodetectors as perfectly efficient. The resulting effective detected field is
δZˆ+ =
√
η δXˆ+d +
√
1− η δZˆ+v ,
δZˆ− =
√
η
(
δXˆ−d −
4gmβ√
κMC
xˆm
)
+
√
1− η δZˆ−v .
Appendix A.2. Back-action forces
Substituting the above into the equations of motion (Eqn (6) and Eqn (7)) gives the
time evolution of the mechanical elements, Eqn (8) and Eqn (9), under the effect of the
coupling (Eqn (13)) and the back-action noise
F˜BA,a = 0,
F˜BA,m =
−4~gmαd
κMC
δX˜+d .
We briefly discuss the result F˜BA,a = 0. Complete cancellation of the optical back-
action onto the atomic motion is an artefact of our model, arising due to neglect of
optical loss and near-field atom–atom interactions. In reality, there will be some amount
of heating caused by optical loss, near-field interactions between atoms and spontaneous
scattering of photons out of the trap beams.
As noted in § 2.3, any optical loss will render the effective oscillator–oscillator
interaction asymmetric, and hence non-Hamiltonian. Such losses also introduce vacuum
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noise on the left-going field which is uncorrelated with that on the right-going, leading
to imperfect cancellation of the phase fluctuations appearing in the atomic equation of
motion. In the limit that the noise is completely uncorrelated the back-action heating
rate is 2Γaca.
Even in the absence of uncorrelated noise, diffusion of the atomic centre of mass
occurs due to near-field optically-mediated interactions between atoms: for instance,
a sideband photon may be emitted by one atom and absorbed by another. These
processes do not alter the optical far-field, which our (one-dimensional) model describes,
but do lead to back-action heating of the atomic motion. This effect will be small in
the far-detuned limit, and scales weakly with the atom number (∝ N1/3) [53], and we
therefore neglect it.
The heating rate associated with Gordon-Ashkin (GA) diffusion [35] is also negligible
in the regime discussed. To illustrate this, consider the momentum diffusion coefficient
Dp given by [51]. Since the atoms are trapped near to an antinode of the cavity field
there is (to first order) no spatial variation of the electric field amplitude or of the degree
of coherence between the atoms’ ground and excited states (given by 〈σ〉, where σ is
the atomic lowering operator), so the diffusion should be dominated by spontaneous
scattering terms. The axial motion of each atom is thus heated at a rate (in the harmonic
approximation)
ΓGAn¯GA =
Dp
6m~ωa
≈ ωaγe
8 |∆t| ,
where the excited state lifetime is 1/2γe (on the order of 10 ns for
87Rb [54]), ΓGA is
the coupling rate to the effective bath and n¯GA is the phonon number characterising
this bath. We may easily satisfy ΓGAn¯GA  Γa/2 because we operate in the far-detuned
and bad-cavity limits. Furthermore, independent scattering from each atom results in
suppression of the centre of mass diffusion coefficient by a factor of 1/
√
N . Heating due
to Gordon-Ashkin processes may therefore be safely omitted from our model.
Incorporating these imperfections into the model will leave the essential conclusions
of this paper unchanged. Qualitatively, the chief difference is that near-ground-cooled
‘tongue’ evident in Fig. 2 and Fig. 3 does not extend to arbitrarily high ca (at low cm):
at some point the atomic back-action heats the mechanical oscillator out of the ground
state. We then expect, as predicted by [14] and [16], that the ground state may be
approached by sympathetic cooling if the both the atoms and mechanics operate in the
regime where the back-action and thermal (plus zero-point) noises are approximately
equal.
Appendix B. Correlators
If the typical thermal timescale ~/kBTB,m is small compared to the mechanical period it
is possible to form the correlator [21]〈
F˜TH (ω) F˜TH (ω
′)
〉
= 4pi~ΓmωmM
(
n¯B,m +
1
2
)
δ (ω + ω′) .
Coherent control and feedback cooling in an atom–optomechanical system 26
n¯B,m is understood to be the mean number of excitations in the oscillator when in thermal
equilibrium with its bath.
When forming the product 〈x˜m (ω) x˜m (ω′)〉 the following correlators also arise;〈
F˜CB (ω) F˜CB (ω
′)
〉
= 4pi~ΓaNmωa
1
2
δ (ω + ω′) ,〈
F˜BA,m (ω) F˜BA,m (ω
′)
〉
= 4pi~ΓmMωmcm δ (ω + ω′) ,〈
F˜SN (ω) F˜BA,m (ω
′)
〉
= 4pi~ΓmMωm
G
4
ω/ωm
1− iω/∆ωFB δ (ω + ω
′) ,〈
F˜SN (ω) F˜SN (ω
′)
〉
= − 4pi~ΓmωmM
(
G2
42ηcm
)
×
ωω′
ω2m
δ (ω + ω′)
(1− iω/∆ωFB) (1− iω′/∆ωFB) .
It is important to recall that, for any observables Aˆ and Bˆ,
〈
A˜ (ω) B˜ (ω′)
〉
=〈
B˜ (−ω′) A˜ (−ω)
〉∗
. We note also that the commutation relations ensure that for
any vacuum field
〈
δZ˜± (ω) δZ˜∓ (ω′)
〉
= ±2piiδ(ω + ω′).
All correlators not obtained from those above vanish.
Appendix C. Useful integrals
The following integrals arise in the analytical evaluation of 〈xˆ2m〉 (cf. Eqn (24));
pi
ΓΩ2
=
∫ ∞
−∞
dω
1
(ω2 − Ω2)2 + Γ2ω2 ,
pi
Γ
=
∫ ∞
−∞
dω
ω2
(ω2 − Ω2)2 + Γ2ω2 .
Appendix D. Approximations to the mechanical susceptibility
As noted in § 3.2, the primary challenge in analytically determining 〈xˆ2m〉 is finding
suitable approximations to∫ ∞
−∞
dω |χ′m|2 ,∫ ∞
−∞
dω |χ′m|2 |χa|2
in the weak and strong coupling regimes.
The derivation of an approximation to the former in the weak coupling limit is given
in § 3.2 (plotted in Fig. D1 A).
In the same limit the latter integral may be evaluated by using the fact that the
majority of the spectral variance is concentrated near the resonance frequency Ω. We
therefore replace |χ′m|2 |χa|2, a product of two approximately Lorentzian functions, with
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a single (approximate) Lorentzian, the linewidth of which is chosen to give an accurate
fit in the region ω ≈ Ω. We find that
|χ′m|2 |χa|2 ≈
[
1
NmMΩΓser
]2
1
(Ω2 − ω2)2 + ω2Γ2par
is a suitable replacement (depicted in Fig. D1 B). The linewidth of this function is the
‘parallel sum’
Γpar =
(
1
Γa
+
1
Γm (1 + c)
)−1
of the atomic and (enhanced) mechanical motion decay rates, rather than the ‘serial
sum’ Γser = [Γa + Γm (1 + c)]; this is necessary to obtain the correct behaviour when
Γm (1 + c) ∼ Γa. Numerical integration confirms that this replacement faithfully
reproduces the true value of
∫∞
−∞ dω |χ′m|2 |χa|2, despite decaying more slowly than
the true integrand as ω →∞.
In the regime that Ω/2 > g  max {Γm,Γa} the atoms no longer adiabatically
follow the motion of the mechanical oscillator; instead, the coherent interaction of the two
resonators leads to hybridisation of the mechanical modes. Splitting of the susceptibility
|χ′m|2 into two peaks, evident in Fig. D1 C, is a clear signature of hybridisation.
Since the two peaks of the susceptibility account for the majority of the spectral
variance we set
|χ′m|2 ≈ |χ+|2 + |χ−|2 (D.1)
where the symmetric (+) and antisymmetric (−) modes have susceptibilities
χ−1± = M±
[
Ω2
(
1± −2g
Ω
)
− ω2 − iωΓN
]
. (D.2)
Note that when g  Ω/2 the splitting between the symmetric and antisymmetric
peaks is 2g. The linewidth ΓN is the mean of Γm and Γa, and the effective masses
M± = 2M (1− g2/Ω2) may be obtained by considering the zero-frequency behaviour
of |χ′m|2. It is usually possible to ignore the strong suppression of the susceptibility at
ω ≈ Ω (cf. Fig. D1 C), due to interference of the normal modes, without significantly
altering the value of the integral.
Noise acting on the atomic local mode appears in Sxmxm [ω] as a sharp peak at
ω ≈ Ω; fortunately, the aforementioned interference of the normal modes ensures that the
product |χa|2 |χ′m|2 remains dominated by the twin-peaked susceptibility, as in Fig. D1 D.
Thus we again note that the majority of the spectral variance lies close to the maxima,
motivating the substitution
|χa|2 |χ′m|2 ≈
|χ+|2 + |χ−|2
(2NmΩg)2
. (D.3)
The scaling factor (2NmΩg)−2 accounts for the different masses of the normal and
local modes. This approximate integrand yields quite accurate results, as confirmed by
numerical integration.
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Figure D1. Integrands which arise in the calculation of
〈
xˆ2m
〉
in the strong coupling
regime. Exact expressions are given in black (dashed) and approximations in red (solid).
The coupling rate satisfies g/Ω ∼ 10−3 and the frequency scale is normalised and
translated such that Ω → 0. A) and B) are calculated with the same parameters as
Fig. 2 A), whilst C) and D) draw values from Fig. 2 C).
A) In the adiabatic regime the mechanical susceptibility is broadened by the interaction
with the atom cloud.
B) Excitations arriving at the mechanical oscillator through the atomic motion have an
approximately Lorentzian spectrum (|χa|2 |χ′m|2) in the weak coupling limit.
C) Coherent exchange of excitations between the atoms and mechanics results in the
formation of hybrid modes. Their interference suppresses the mechanical response at Ω.
D) The noise entering the mechanical mode via coupling to the atoms is sharply
peaked near Ω, but suppression of the mechanical susceptibility in this region (due to
interference of the normal modes) ensures that |χa|2 |χ′m|2 has only two peaks. Our
approximation to this integrand is most accurate in the regions with the largest spectral
variance.
Combining Eqn (D.1) and Eqn (D.3), we find that the variance is given by
〈xˆ2m〉
x2zp,m
=
1
2
[
Γm
ΓN
(n¯B,m + cm) + 1
](
1− g
2
Ω2
)−2(
1− 4g
2
Ω2
)−1
as previously stated in § 3.2.
