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“   the progress of physics will to a large extent depend on the progress of non-
linear mathematics, of methods to solve nonlinear equations    and therefore
we can learn by comparing different nonlinear problems”
(Werner Heisenberg).
“   as Sir Cyril Hinshelwood has observed    ﬂuid dynamics were divided into
hydraulic engineers who observed things that could not be explained and mathe-
maticians who explained things that could not be observed”
(James Lighthill).
This paper deals with the two- and three-dimensional nonlinear water waves gen-
erated by a steady or oscillating pressure distribution acting at the free surface
of a running stream on water of ﬁnite depth h. The solutions of the correspond-
ing linearized problems become singular depending on the relative values of the
water depth, frequency, and the speed of the applied pressure leading to a reso-
nant phenomenon. When the applied oscillatory pressure distribution moves at a
resonant speed, the ﬁnite amplitude response is governed by the forced nonlinear
Schro¨dinger (fNLS) equation. Under certain circumstances, the generated wave dis-
turbance may not reach a steady state; in particular, for deep water, a steady state
is never attained. For the case of a two-dimensional wave generated by a localized
steady pressure moving at a resonant speed, the generated waves are actually of
bounded amplitude and are governed by a forced Korteweg–de Vries (fKdV) equa-
tion subject to appropriate asymptotic initial conditions. A computational study of
the forced KdV equation reveals that a series of solitons is generated in front of
the pressure distribution. On the other hand, for the case of the three-dimensional
waves induced by a localized steady pressure traveling at a resonant speed, the non-
linear response is governed by a forced Kadomtsev–Petviashvili (fKP) equation. In
order to extend the range of applicability of the Boussinesq-type equations in the
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theory of water waves, the modiﬁed Boussinesq equations are derived in terms of
the velocity potential on an arbitrary elevation and the free surface displacement.
© 2000 Academic Press
1. INTRODUCTION
The mathematical theory and applications of nonlinear instability prob-
lems have experienced a revolution over the past thirty years. During
this revolution, many fascinating and unexpected phenomena have also
been observed in physical, chemical, and biological systems. Based on the-
ory, experiments, and computation (see Debnath [1]) many new solutions
of nonlinear instability problems have been discussed. One of the major
achievements of the twentieth century applied mathematics includes the
discovery of solitons, solitons interactions, and the inverse scattering trans-
form (IST) method for ﬁnding the exact solutions of many completely
integrable nonlinear evolution equations.
There is no doubt that the complexity of nonlinear phenomena still
presents many new and challenging problems. In recent years, consider-
able research on various aspects of instability, chaos, and turbulence has
been carried out by using wavelet transform, fractal, and multifractal analy-
sis. Both wavelets and fractals are also considered as new major discoveries
of the last half of the twentieth century. The wavelet analysis and frac-
tal analysis are new exciting mathematical techniques for solving difﬁcult
problems in mathematics, physics, and engineering.
This article deals with several two- and three-dimensional nonlinear
water waves generated by a steady or oscillating pressure distribution
acting at the free surface of a running stream on water of ﬁnite depth. Spe-
cial attention is given to nonlinear evolution equations for the nonlinear
response under resonant conditions. In addition, the modiﬁed Boussinesq
equations are derived in terms of the velocity potential on an arbitrary free
surface elevation and the free surface displacement.
2. BASIC EQUATIONS OF WATER WAVES ON
A RUNNING STREAM
Making reference to Debnath [1], we formulate the problem in Carte-
sian coordinate axes x and y with the z-axis vertically upward, and the
origin is located at the undisturbed free surface and the stream moves
in the x-direction with constant speed U relative to the frame of refer-
ence. We assume that a body of inviscid and incompressible water is of
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inﬁnite extent and of constant density ρ and surface tension T . In its undis-
turbed state the liquid has nonuniform depth z = −hx	 y that repre-
sents the equation of rigid bottom. We assume that the ﬂow is irrotational
and the motion is described by the velocity potential φx	 y	 z	 t and the
free surface elevation ηx	 y	 t. We now simply state the governing equa-
tions and free-surface and boundary conditions of the classical water wave
problem as
∇2φ ≡ φxx +φyy +φzz = 0	 −hx	 y ≤ z ≤ 0	 t > 0	 (2.1)
where −∞ < x	 y <∞,
ηt +Uηx + φxηx +φyηy −φz = 0 at z = η	 t > 0 (2.2)
φt+Uφx+gη+
1
2
∇φ2−T w1x+w2y = −
p
ρ
at z = η	 t > 0	 (2.3)
φxhx +φyhy +φz = 0 on z = −hx	 y	 (2.4)
where p is the pressure ﬁeld, g is the acceleration due to gravity, and the
expressions for the curvatures w1 and w2 involved in the surface tension
term are
w1 = ηx1+ η2x + η2y−1/2 (2.5a)
and
w2 = ηy1+ η2x + η2y−1/2 (2.5b)
In water of inﬁnite uniform depth, the kinematic boundary condition
(2.4) on the bottom is replaced by 
∇φ
 → 0 as z →−∞.
It is well known that the above problem admits two-dimensional periodic
solutions in the traveling gravity waves without surface tension T = 0, the
so-called Stokes waves. It also admits two-dimensional periodic solutions
in the form of standing gravity waves. A rigorous proof of the existence
of standing waves is not available, but some progress has been made by
authors including Amick and Toland [2] and Iooss [3]. The existence of
three-dimensional periodic solutions (the so-called short-crested waves) is
proved by Reeder and Shinbrot [4]. The classical water wave problem also
admits solitary gravity wave solutions. In the presence of surface tension,
the above problem gives capillary-gravity wave solutions with the linear
dispersion relation in water of constant h with U ≡ 0 in the form
ω2 = g
k
 + T 
k
3 tanh 
k
h (2.6)
During the 1960s considerable progress was made on the study of insta-
bility of nonlinear water waves. One of the major discoveries deals with the
fact that Stokes waves in deep water are unstable with respect to long wave
perturbations. In the early 1980s some remarkable progress was made on
the computational study of stability of water waves with respect to all kinds
of three-dimensional perturbations (see Dias and Kharif [5]).
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3. THE NONLINEAR SCHRO¨DINGER EQUATION NEAR
RESONANT CONDITIONS
Debnath and Rosenblat [6] developed a theory of transient development
of two-dimensional surface waves generated by an oscillatory surface pres-
sure on a running stream of ﬁnite depth. There is no linear steady-state
response at the boundary curve separating two kinds of possible steady
states. This leads clearly to a resonance phenomenon. So, at the critical
values separating these two possible steady states, the solution in singular
in the sense that the amplitude of the generated waves grows without any
bound. Thus, the failure of the linearized theory can be attributed to the
fact that at the critical situation the group velocity of the waves, in a frame
moving with pressure distribution, vanishes and thus the energy transferred
to water cannot be radiated away from the source of disturbance. So it
is necessary to develop a nonlinear theory close to resonant conditions in
order to determine a physically realistic solution. In this section we dis-
cuss (see Akylas [7] and Debnath [1]) nonlinear theory that deals with the
evolution of surface waves generated by a moving oscillatory pressure near
critical (or resonant) conditions.
We consider a two-dimensional harmonically oscillating pressure distri-
bution of frequency ω traveling at a uniform speed U on the free surface
of water of constant depth h	−h ≤ z ≤ 0. It is convenient to use a frame
of reference moving with the pressure ﬁeld so that the pressure is at rest
and a uniform stream U exists in the water. In terms of nondimensional
(asterisks) variables and parameters
x∗	 z∗	 h∗ = g
U2
x	 z	 h	 t∗ = g
U
t	 ω∗ = U
g
ω	 ε = a
h
	
water wave equations (2.1)–(2.4) with T = 0 are, dropping the asterisks,
∇2φ = 0	 −h ≤ z ≤ 0	 t > 0	 (3.1)
ηt + ηx + εφxηx = φz on z = εη	 (3.2)
φt + η+φx +
1
2
εφ2x +φ2z = −pxeiωt + c.c. on z = εη	 (3.3)
φz = 0 on z = −h	 (3.4)
where c.c. stands for the complex conjugate.
According to the linearized theory, the wave amplitude grows like ε
√
t
and the dispersive effects decay like t−1/2 for large t  1. Therefore, nonlin-
ear effects are found to appear when the amplitude is 0√ε at t = 0ε−1.
We now introduce the slow time and slow spatial variables by T = εt and
X = √εx, respectively. The ﬁnite amplitude effect is assumed to be in
the form of a wave packet of 0√ε amplitude, modulated by an envelope
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depending on X and T . Accordingly, we assume the expansions for φ and
η as
φ = ε−1/2φ0 + ε−1/2φ1 +φ2 + · · · 	 (3.5)
η = ε−1/2η1 + η0 + η2 + · · · 	 (3.6)
where
φ0 = 0X	 z	 T 	 (3.7a)
η0 = A0X	T 	 (3.7b)
φ1 = X	 z	 T eiθ + c.c.	 (3.8a)
η1 = AX	T eiθ + c.c.	 (3.8b)
φ2 = 2X	 z	 T e2iθ + c.c.	 η2 = A2X	 e2iθ + c.c.	 (3.9)
and θ = k0x+ωt.
In view of nonlinear effects, the primary harmonic produces the mean-
ﬂow components φ0, η0, and the second harmonics φ2, η2, respectively.
On the other hand, the nonlinear interactions associated with the waves of
wavenumbers k1 and k2, which are found behind the pressure disturbance,
can be neglected because they occur at higher time scales. The main objec-
tive of the nonlinear analysis is to determine an evolution equation for the
wave envelope AX	T .
With the appropriate envelope scales and the perturbation expansion
(3.5), (3.6), we assume that the frequency of the oscillating pressure is
off the exact critical value ω by εγ, γ = O1, and then use an analysis
similar to that of Benney and Roskes [8] to derive the evolution equation,
B = A exp−iγT ,
iBT − γB +
(
α1
2
)
BXX −
(
α2
2
)
B∗B2 = −πσpˆ0δX	 (3.10)
where pˆ0 is the Fourier transform of px, and α1, α2, and σ are given
in Debnath’s book [1]. Clearly, (3.10) is the forced nonlinear Schro¨dinger
(fNLS) equation with a minor modiﬁcation due to assumed frequency
detuning. In fact, the right-hand side of (3.10) represents the forcing effect
of the applied pressure that includes the Dirac delta function δX as a
factor.
The evolution equation (3.10) can be solved subject to the initial condi-
tion determined by asymptotically matching the nonlinear response to the
linearized far-ﬁeld response. So, this resulting nonlinear initial-boundary
value problem reveals the existence of a ﬁnite-amplitude steady state solu-
tion close to the resonant conditions. However, the number and nature of
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the possible steady states depend on the sign of α1α2 (see Debnath [1])
and the value of the detuning parameter γ. In particular, for an inﬁnitely
deep water h → ∞, ω = k0 = 1/4, α1 = 2, α2 = −4k20σ = −1/8, so
that α1α2 = −1/4 < 0; it can be shown that only one steady-state solution
describing a uniform wave is possible for all values of γ. This ﬁnding is in
excellent agreement with the result of Dagan and Miloh [9].
On the other hand, Aranha et al. [10] have made a numerical study of the
initial-boundary-value problem and have shown that the steady-state solu-
tion found by Dagan and Miloh [9] is never reached. Indeed, the approach
to a steady state is determined by the sign of α1α2; if α1α2 > 0, a steady
state is attained, while if α1α2 < 0, the solution is bounded but remains
always unsteady. In the present model, α1 is always positive while α2 is pos-
itive or negative depending on whether the Froude number, F= U/√gh,
is less or greater than 0.545. Thus, for water of ﬁnite depth, only if 0.545<
F < 1 (ω < 0191) is a steady state attained. Of course, this conclusion is
based upon the present inviscid weakly nonlinear theory. However, viscous
and higher-order nonlinear effects could ultimately lead to a steady-state
solution. Finally, it is pertinent to point out that as the Froude number
F → 1h → 1	ω → 0	 k0 → 0, the present theory breaks down, and the
long-wave theory of Akylas [7] becomes relevant, indicating that, as F → 1,
there is no steady-state solution either.
4. THE KORTEWEG–DE VRIES EQUATION NEAR
RESONANT CONDITIONS
According to linearized theory (Stoker [11], Debnath and Rosenblat [6])
of two-dimensional water waves generated by a steady surface pressure
moving at a constant speed U , surface waves propagate in the far ﬁeld
only if the pressure travels at a speed U < c = √gh and they appear
behind the pressure distribution and there is no disturbance ahead. On
the other hand, if U > c, no disturbance at all exists far from the pres-
sure source, but only transients are generated, and they decay in the far
ﬁeld as time t → ∞. However, at the critical (or resonant) speed U = c,
the linear response becomes unbounded. The reason for this unbounded
growth is that the energy transferred by the moving pressure to the water
cannot be radiated away from the disturbance because the group velocity
of the generated waves tends to U . Hence, the linearized theory cannot
be valid, however small the pressure ﬁeld; the excited disturbance eventu-
ally attains a ﬁnite amplitude, and the linearized theory breaks down. Thus
the neglected nonlinear effect apparently plays a crucial role in the evolu-
tion of the response in the ﬁnite-amplitude regime. Akylas [12] developed
a nonlinear theory near the critical speed that shows that the nonlinear
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response is of bounded amplitude and is governed by a forced Korteweg–
de Vries (fKdV) equation subject to appropriate asymptotic initial data.
His numerical analysis of the fKdV equation reveals that a series of soli-
tons is generated in front of the pressure distribution. This prediction is
in theoretical agreement with the nonlinear study of Wu and Wu [13], and
is also in good agreement with the experimental ﬁndings of Huang et al.
[14] who observed solitons in their experiments involving a ship moving in
shallow water.
We formulate the initial value problem in water of ﬁnite depth h	−h <
z < 0 under the action of a surface pressure px moving at a constant
speed U . In terms of nondimensional variables denoted by asterisks,
x	 z = hx∗	 z∗	 t =
(
h
c
)
t	 η = aη∗	
φ =
(
agh
c
)
φ∗	 p = agρp∗	
the classical nonlinear equations for water waves are, dropping the asterisks,
φxx +φzz = 0	 −1 < z < 0	 t > 0 (4.1)
ηt + Fηx + εφxηx −φz = 0 on z = εη (4.2)
φt + η+ Fφx +
1
2
εφ2x +φ2z = −px on z = εη (4.3)
φz = 0 on z = −1	 (4.4)
where F = U/c is the Froude number and the parameter ε =  a
h
 is a
measure of nonlinearity.
It has already been shown that the amplitude of the linearized solu-
tion grows like εt1/3, while the dispersive effect, which is proportional to
the square of the wavenumber, decays like t−2/3; a balance is attained
when t = O1/ε. Thus, the originally negligible nonlinear terms eventu-
ally become signiﬁcant and the unbounded growth can be modiﬁed. An
asymptotic theory that accounts for the ﬁnite-amplitude effects ε  1 is
developed here. From the asymptotic analysis of the linearized solution, the
slow time T = εt and the slow spatial variable X = ε1/3x can be adopted to
discuss the nonlinear theory. Moreover, when t = O1/ε, φ = Oε−2/3,
and η = Oε1/3, new rescaled variables, appropriate in the far ﬁeld, are
introduced as
φ = ε−2/3X	 z	 T 	 (4.5a)
η = ε−1/3AX	T 	 (4.5b)
where  and A are assumed to be O(1).
In terms of new variables  and A, we transform the governing equa-
tions (4.1)–(4.4) and then utilize the off resonant condition F = 1+ γε2/3
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with γ = O1. We follow Whitham’s [15] analysis of the nonlinear approx-
imation to the full water-wave theory to derive the envelope equation for
the amplitude A to the leading order in the form
AT + γAX − 2AAX −
1
6
AXXX = πpˆ0δ′X	 (4.6)
where γ is the frequency detuning parameter. This is the well known forced
Korteweg–de Vries (fKdV) equation. The appropriate initial conditions for
the solution of (4.6) can be obtained by matching asymptotically the ﬁnite-
amplitude response to the solution determined by the linearized theory.
For γ = 0, the appropriate solution of the linearized non-homogeneous
KdV equation can be obtained by asymptotic approximation for T → ∞.
For γ > 0, the disturbance is found to decay as T → ∞ for any ﬁxed X.
On the other hand, for γ < 0, the disturbance also decays when X < 0, and
it represents a steady wave solution for X > 0 in the form
AX	T  ∼ 6πpˆ06γ−1/2 sinh6γ1/2X (4.7)
These predictions are in agreement with those of the linearized theory.
Finally, it follows from the scalings (4.5ab) that the far-ﬁeld disturbance
is of relatively large amplitude, but it remains bounded; the unbounded
response obtained by the linearized theory is just the ﬁrst term in the
expansion of the nonlinear response for small T . The evolution of the dis-
turbance for T = O1 is governed by the forced KdV equation (4.6) with
the appropriate initial condition. The main question of whether the nonlin-
ear response evolves to solitions, or disperses out or even gives a cnoidal
wave, still remains open. However, it can be shown by a numerical study
that (4.6) admits a series of solitons that are generated in front of the pres-
sure ﬁeld. For γ < 0, the linear solution consists of a periodic sinusoidal
wave in X < 0. The nonlinear evolution of the wave disturbance at resonant
conditions γ = 0 is shown in (Debnath [1, Fig. 3.9]). A comparison with
the corresponding linear solution is also made. The major conclusion of this
analysis is that solitons are successively created when X < 0 and propagate
in front of the pressure ﬁeld; after each soliton reaches a certain equi-
librium amplitude, a new soliton of slightly smaller equilibrium amplitude
is generated. Immediately behind the pressure ﬁeld, a long wave trough
appears in order to balance more or less the amount of water needed to
form the solitons. At larger distances from the pressure distribution, waves
are highly oscillatory with a larger amplitude than that predicted by the
linearized theory. Finally, theoretical predictions concerning the generated
solitons are in excellent agreement with the experimental ﬁndings of Huang
et al. [14].
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5. THE FORCED KADOMTSEV–PETVIASHVILI EQUATION
NEAR RESONANT CONDITIONS
We consider the three-dimensional nonlinear water waves generated by
a moving pressure distribution of ﬁnite extent acting on the free surface
of water of constant depth h. In the frame of reference moving with the
source, the pressure ﬁeld is stationary in the presence of a constant current
U in the water. We introduce nondimensional ﬂow variables (asterisks)
x	 y = lx∗	 y∗	 z = hz∗	 t =
(
l
c
)
t∗	 η = aη∗	
φ =
(
agl
c
)
φ∗	 p = agρp∗	
where l is the typical wavelength, and a is a typical wave amplitude.
In terms of these dimensionaless variables, the water wave equations
(2.1)–(2.4) are, dropping the asterisks,
δ2φxx +φyy +φzz = 0	 −1 < z < 0	 t > 0	 (5.1)
ηt + Fηx + εφxηx +φyηy − δ−2φz = 0	 on z = εη	 (5.2)
φt + Fφx + η+
1
2
εφ2x +φ2y + δ−2φz
= −p
(
x
δ
· h
L
	
y
δ
· h
D
)
	 on z = εη	
(5.3)
φz = 0 on z = −1	 (5.4)
where δ = h
l
is a measure of dispersion, ε = a
h
is a measure of nonlinearity,
F = U
c
is the Froude number, and L and D are the typical dimensions of
the pressure ﬁeld along x and y directions, respectively.
The case of ε = 0 describes the linearized water waves due to the moving
disturbance with the dispersion relation
ω2 = δ−1κ tanh δκ	 (5.5)
where κ = 

 is the magnitude of the wavenumber vector. In the absence
of the transient motions, if the wavenumber vector  is inclined at an angle
α with the streamwise direction, waves persist only if it is stationary in the
frame of moving disturbance (Lighthill [16, Sect. 3.9]), provided
√
δFκ cos α = κ tanh δκ1/2 (5.6)
This represents the wavenumber in the directing α for any Froude number
F and is satisﬁed for long waves δ 1 if F = 1+Oδ2 and cosα = 1+
Oδ2. This means that the corresponding wave frequency in the frame of
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the disturbance is Oδ2. However, in the limit as δ→ 0, nonlinear effects
can hardly be neglected. In order to describe the nonlinear wave response
near the critical Froude number F ∼ 1, we write F = 1 + γδ2γ = O1
and deﬁne a stretched spanwise coordinate Y = δy and a slow time scale
T = δ2t. Katsis and Akylas [17] have shown that the nonlinear response
satisﬁes a forced Kadomtsev–Petviashvili (fKP) equation
ηxT + γηxx −
3
4
η2xx −
1
6
ηxxxx −
1
2
ηzz = 2ε−1pxx (5.7)
This is the three-dimensional version of the forced KdV equation derived
by Akylas [7]. The three-dimensional wave pattern near resonant conditions
has been examined by Mei [18] for a slender ship moving with a transcritical
velocity under the assumption of the existence of a steady-state solution.
It has also been shown by Katsis and Akylas [17] that, in a channel of
ﬁnite width 2w, three-dimensional effects are negligible if wa/h2  1 and
the corresponding two-dimensional response satisﬁes the forced KdV equa-
tion. On the other hand, if wa/h2 = O1, numerical analysis of the full
KP equation reveals that three-dimensional effects are signiﬁcant and indi-
cates that a series of straight-crested solitons is found to radiate periodically
ahead of the disturbance and three-dimensional waves are found to form
behind the disturbance. The period of soliton formation increases while
the amplitude of soliton decreases as the channel width 2w is increased.
This prediction is in agreement with experimental ﬁndings of Ertekin et
al. [19]. In an unbounded channel wa/h2  1, at critical situation, an
unsteady three-dimensional disturbance is found to appear ahead of the
pressure ﬁeld.
6. GENERALIZED BOUSSINESQ EQUATIONS FOR
WATER WAVES
Boussinesq-type equations have been used widely to describe weakly dis-
persive and weakly nonlinear wave propagation in shallow water. These
types of equations are derived based on the fundamental assumption that
the weak nonlinearity represented by ε = a/h is the same order of mag-
nitude as the frequency dispersion δ2 = h/l2. A major limitation of the
Boussinesq-type equations is that they are only applicable to a relatively
shallow water depth. For short water waves or in intermediate depth, the
Boussinesq-type equations are not appropriate model equations for the
propagation of water waves, or even worse, they may lead to instability. This
feature leads to serious difﬁculties in modelling water wave propagation.
Recently, several attempts have been made to extend the range of appli-
cability of Boussinesq-type equations (see Witting [20], McCowan and
Blackman [21], Madsen et al. [22], and Nwogu [23]). An alternative form
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of the Boussinesq equations in terms of a horizontal velocity on an arbi-
trary surface elevation was derived by Nwogu [23]. It is shown that from
intermediate depth to deep water, the linear dispersion relation for the
new set of equations is strongly dependent on the choice of the velocity
ﬁeld. The linear dispersion characteristics are very much similar to those
of the ﬁrst-order Stokes waves if a velocity near mid-depth is chosen as the
velocity variable. This makes the new set of equations applicable to regular
and irregular water waves propagating from a relatively deep ocean to a
shallow ocean. One of the major features of the new equations derived by
Nwogu is that the highest order spatial derivative in the equations is one
order higher than that in the classical Boussinesq equations. This creates
a problem in specifying appropriate boundary conditions and increases
the computational difﬁculty in solving these new equations. In his recent
work, Kirby [24] developed the discrete angular spectrum model to formu-
late a parabolic approximation for the classical Boussinesq equations, in
which the topography is assumed to vary only in the on-offshore direction.
However, the parabolic model cannot be directly applied to Nwogu’s new
Boussinesq equations, in which the horizontal velocity component and free
surface elevation are coupled together.
In order to extend the range of applicability of the Boussinesq-type equa-
tions, Chen and Liu [25] rederived the modiﬁed Boussinesq equations in
terms of the velocity potential on an arbitrary elevation and the free sur-
face elevation. We recall the basic nonlinear shallow water equations (see
Debnath [1]) with some changes of notations and parameters. We consider
wave propagation on the free surface z = ηx	 y	 t and a stationary bottom
z = −hx	 y with the z-axis vertically upwards. We assume that h0	 a0	 and
l0 denote the typical mean depth of water, wave amplitude, and wavelength
so that the fundamental parameters are deﬁned by
ε = a0
h0
(6.1a)
and
δ2 = h
2
0
l20
	 (6.1b)
and c0 =
√
gh0 is the linear shallow water speed. In terms of the nondi-
mensional ﬂow variables
x∗	 y∗ = 1
l0
x	 y	 z∗	 h∗ = 1
h0
z	 h	
t∗ = c0
l0
t	 η∗ = η
a0
	 φ∗ = h
c0a0l0
φ	
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where φ∗ is the nondimensional velocity potential, and asterisks are used
to denote nondimensional quantities, the basic equations for water waves
can be written in the nondimensional form, dropping the asterisks,
δ2φxx +φyy +φzz = 0	 −h < z < εη	 (6.2)
φt + η +
ε
2
φ2x +φ2y +
ε
2δ2
φ2z = 0 on z = εη	 (6.3)
δ2ηt + εφxηx +φyηy −φz = v on z = εη	 (6.4)
φz = −δ2∇φ · ∇h on z = −h	 (6.5)
where ∇ ≡ ( ∂
∂x
	 ∂
∂y
)
.
We assume that terms Oε = Oδ2  1. We integrate (6.2) from z =
−h to z = εη and then apply the conditions (6.4), (6.5) to obtain
∇ ·
[∫ η
−h
∇φdz
]
+ ηt = 0 (6.6)
We next expand the velocity potential φ as
φ =
∞∑
n=0
δ2nφnx	 y	 z	 t	 (6.7)
and then substitute (6.7) into (6.2) and (6.5), and collect terms with multi-
ples of like order of even powers of δ so that
∂2φ0
∂z2
= 0	 −h < z < εη	 ∂φ0
∂z
= 0	 z = −h (6.8a)
∂2φ1
∂z2
= −∇2φ0	 −h < z < εη	
∂φ1
∂z
= −∇φ0 · ∇h	 z = −h (6.8b)
The general solution of φnx	 y	 z	 t for n = 0	 1	 2	    in (6.8ab) can be
represented as
φ0 = φ00x	 y	 t (6.9a)
φ1 = φ10x	 y	 t − z∇ · h∇φ00 −
1
2
z2∇2φ00	 (6.9b)
where φ00x	 y	 z	 t	 φ10x	 y	 t, etc., are integrating constants with respect
to z. Thus, the expansion of the velocity potential φ in (6.7) can be rewrit-
ten as
φx	 y	 z	 t = φ00 + δ2
[
φ10 − z∇ · h∇φ00 −
z2
2
∇2φ00
]
+Oδ4 (6.10)
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Representing φαx	 y	 t as the velocity potential on an arbitrary elevation
z = zαx	 y	 it follows from(6.10) that
φαx	 y	 t = φx	 y	 zαx	 y	 t
= φ00 + δ2
[
φ10 − zα∇ · h∇φ00 −
1
2
z2α∇2φ00
]
+Oδ4 (6.11)
We subtract (6.11) from (6.10) and note that φα = φ00 +Oδ2, and then
we can express φ in terms of φα in the form
φ = φα + δ2
[
zα − z∇ · hφα +
1
2
z2α − z2∇2φα
]
+Oδ4 (6.12)
We then substitute (6.12) into (6.2) and the dynamic free surface condi-
tion (6.3), and neglect terms Oεδ2	 δ4 to obtain a new set of Boussinesq
equations in terms of the velocity potential φα and the free surface eleva-
tion η on the elevation z = zαx	 y in the form(∂φα
∂t
+ η
)
+ ε
2
∇φα2 + δ2
[
zα∇ ·
(
h∇ ∂φα
∂t
)
+ 1
2
z2α∇2
(∂φα
∂t
)]
= 0	
(6.13)
ηt + ∇ · εη+ h∇φα + δ2∇ ·
[
h∇
{
zα∇ · h∇φα +
1
2
z2α∇2φα
}
+ h
2
2
∇∇ · h∇φα −
h3
6
∇∇2φα
]
= 0 (6.14)
This new set may be called the generalized Boussinesq equations.
It follows from (6.12) that
∇φα = uα − δ2∇ · h∇φα + zα∇2φα∇zα +Oδ4	 (6.15)
where uα = ∇φ is the horizontal velocity at z = zα.
If we substitute (6.15) into the leading-order terms in (6.14) and in the
gradient of (6.13), and replace ∇φα in the higher-order terms by uα, the
resulting equations reduce to the modiﬁed Boussinesq equations derived
by Nwogu [23]. It is noted that these are only two unknown functions φα
and η involved in (6.13), (6.14) instead of three unknowns in Nwogu’s
modiﬁed Boussinesq equations. Furthermore, it is possible to eliminate η
from (6.13), (6.14) to obtain a single equation for φα.
We ﬁrst discuss linear properties of the generalized Boussinesq equations
(6.13) and (6.14). For constant depth of water, the linearized version of
(6.13), (6.14) in dimensional form gives(
∂φα
∂t
+ gη
)
+αh2∇2
(
∂φα
∂t
)
= 0	 (6.16)
∂η
∂t
+ h∇2φα +
(
α+ 1
3
)
h3∇4φα = 0	 (6.17)
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where α = 12 zα/h2 + zα/h is constant. The dispersion relation of the
linearized and generalized Boussinesq equations (6.16), (6.17) is given by
ω2 = ghk2
[
1− (α+ 13)kh2
1− αkh2
]
 (6.18)
Thus, the phase velocity Cp and the group velocity Cg associated with
(6.13), (6.14) are given by
C2p =
ω2
k2
= gh
[
1− (α+ 13)kh2
1− αkh2
]
	 (6.19)
Cg =
dω
dk
= Cp
[
1− kh
2/3
1− αkh21− (α+ 13)kh2
]
 (6.20)
These results agree with those given by Nwogu [23], and they depend
strongly on the value of the constant parameter α.
Madsen and Sorensen [26] also obtained a new set of Boussinesq
equations for a slowly varying topography. Besides the phase and group
velocities, they introduced the linear shoaling gradient to measure the
improvement of the new set of equations. However, Chen and Liu’s
analysis reveals that shoaling gradient is not a very good quantity to
measure the linear shoaling effect.
In view of the fact that the new set of Boussinesq equations (6.13) and
(6.14) can be combined into a single equation in terms of the velocity poten-
tial φα, the parabolic approximation can be applied. For regular waves
consisting of a ﬁnite number of harmonics and propagating over a slowly
varying topography, the governing equations for the velocity potentials of
each harmonic form a set of weakly nonlinear coupled fourth-order elliptic
equations by Chen and Liu [25] for the ﬁrst time. This is a new approach to
water wave dynamics because all the existing parabolic models are devel-
oped for the second-order elliptic equations. Chen and Liu [25] also devel-
oped a small-angle parabolic model for water waves traveling primarily in a
dominant direction. This small-angle approximation model is examined by
comparing numerical results with Whalin’s [27] experimental ﬁndings. Fur-
thermore, the pseudospectral Fourier method developed earlier by Chen
and Liu [25] is extended to develop an angular-spectrum parabolic model
for multi-directional wave propagation. More precisely, the pseudospectral
Fourier method is employed to decompose the wave ﬁeld into a series of
wave modes, and then parabolic approximation is utilized to approximate
the governing equations for each wave mode, which are a set of weakly
coupled fourth-order ordinary differential equations. The angular spectrum
model is investigated by comparing the model results with the refraction
theory of cnoidal waves due to Skovgaard and Petersen [28], and then it
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is used to examine the effect of the directed wave angle on the oblique
interaction of two identical cnoidal waves in shallow water.
Although many examples have demonstrated that the generalized Boussi-
nesq equations can be extended to relatively deep water, the velocity ﬁeld
determined from Eq. (6.12) does not produce accurate results. Chen and
Liu [25] suggested an empirical formula to calculate the velocity potential
φ once the velocity potential φα is determined so that
φx	 y	 z	 t = cosh kz + h
cosh kzα + h
φαx	 y	 t	 (6.21)
where k is given by (6.19). This formula seems to be a good one for ﬁnding
the velocity ﬁeld in relatively deep water.
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