This paper provides an overview of optical imaging methods commonly applied to basic research applications. Optical imaging is well suited for non-clinical use, since it can exploit an enormous range of endogenous and exogenous forms of contrast that provide information about the structure and function of tissues ranging from single cells to entire organisms. An additional benefit of optical imaging that is often under-exploited is its ability to acquire data at high speeds; a feature that enables it to not only observe static distributions of contrast, but to probe and characterize dynamic events related to physiology, disease progression and acute interventions in real time. The benefits and limitations of in vivo optical imaging for biomedical research applications are described, followed by a perspective on future applications of optical imaging for basic research centred on a recently introduced real-time imaging technique called dynamic contrastenhanced small animal molecular imaging (DyCE).
Introduction (a) Contrast mechanisms for in vivo optical imaging
In vivo optical imaging exploits contrast that interacts with visible and nearinfrared wavelengths of light in living tissues. While many clinical applications of optical imaging have been explored, basic research can also benefit tremendously from imaging techniques that provide information about living tissues. Compared with other types of imaging modalities such as X-ray and magnetic resonance imaging (MRI), optical imaging has the major benefit of being able to exploit a rich palette of contrast. Endogenous contrast already present in many organisms includes the differing absorption properties of oxy-and deoxy-haemoglobin, lipids and water, as well as the intrinsic fluorescence of many substances including keratin, elastin, collagen cross-links, phospholipids, tryptophan, retinol, lipofuscin and metabolites nicotinamide adenine dinucleotide and flavin adenine dinucleotide [1] [2] [3] [4] . These substances can provide information about both the structure and function of living tissue. Additional contrast mechanisms such as elastic and inelastic scattering can also provide valuable information about the composition and structure of tissues [5, 6] . Exogenous contrast further adds to the possibilities presented by in vivo optical imaging, since an extensive and growing collection of absorbing and fluorescent forms of contrast are now compatible with in vivo use, many of which can be targeted to specific biochemical markers. These can include organic or inorganic dyes [7, 8] , nanoparticles [9] , quantum dots [10] , fluorescent proteins [11] and complex constructs that exploit properties such as Förster resonance energy transfer (FRET) to make them activatable or modulatable [12, 13] .
While some exogenous labelling approaches have been successfully approved for use in humans [14, 15] , such tools can be readily translated into non-human animals for basic research use with few hurdles to rapid implementation. An important example of this is the use of transgenic techniques that modify the DNA of cells or even a complete organism to cause them to express optical contrast with high specificity [11] . Research into diseases such as cancer has been transformed by the availability of such transgenic techniques, allowing green fluorescent protein (GFP) or its successors to target and label specific cell types in living animals. GFP variants can be made responsive to environmental changes, such as calcium or glucose concentrations via FRET mechanisms. Bioluminescence imaging [16] combines firefly genes into cells to cause them to express luciferase, which will emit light upon combination with injected luciferin. Another exciting research frontier is optogenetics, a transgenic method that causes cells to produce lightactivatable ion channels, allowing specific cells in excitable tissues to be either activated or inhibited simply using light [17] .
Transgenic techniques have rapidly become mainstream in basic research, and through the use of viral transfection, often no longer require time-consuming and costly generation of custom, genetically modified strains of mice, but can be quickly and easily applied in a range of species [18] . Transgenic techniques have also had a significant impact on the availability of animal models of human diseases such as cancer, Alzheimer's, diabetes and many more [19] [20] [21] .
(b) Benefits of in vivo imaging for research A major goal of basic biomedical research is to better understand the pathophysiology of human diseases, and to determine and evaluate potential therapeutics for those diseases. Traditional approaches to such research would use large cohorts of animals (often mice), which would be allowed to develop specific disease states in order to test outcomes of different treatments. However, the readouts from such studies were generally gross dissection and tissue histology. As such, subsets of animals would be sacrificed at different time points to determine their level of disease and response to treatment. This approach is not only costly, lengthy and uses large numbers of animals, but also it decreases statistical power, since each animal is only measured once, and cannot be its own control. The variability of disease progression and treatment responses between animals must be accounted for via measurement of increased numbers of animals.
A solution to this problem is to be able to measure the disease state of an animal at multiple time points, non-destructively and therefore in vivo. In this case, the progress of disease within a single animal can be tracked, and its individual responses to treatment measured. In addition to the benefit of reduced variance relative to inter-animal comparisons, in vivo imaging offers the opportunity to observe the real-time physiology of the animal, rather than just having static postmortem histological read-outs from processed tissue. Such measures could include challenging the physiology of the animal to observe the response of diseased tissue, exploring acute effects of drug administration or looking at the functional properties of diseased and normal tissue, such as perfusion and transport of specific substances.
While in vivo imaging is therefore very appealing for basic research applications, traditionally clinical techniques such as MRI and X-ray computed tomography (X-ray CT) are often prohibitively expensive, difficult to accommodate and provide insufficient throughput for large studies. Optical imaging provides an attractive option in this setting owing to the wide range of available forms of optical contrast, as well as the relatively low cost of optical instrumentation that can often be implemented in a simple bench-top configuration requiring no shielding, and minimal operator training. In spite of the many advantages offered by in vivo optical imaging, it also presents many challenges. The most significant obstacle to implementing optical imaging in vivo is light scattering [22] [23] [24] [25] . Elastic scattering of light will occur in almost all tissues, resulting in strong attenuation as well as loss of directionality and therefore limited ability to form high-resolution images. In X-ray imaging, X-rays pass through soft tissue relatively unimpeded, being attenuated only by bone and generating a rectilinear image on a screen. In vivo optical imaging must therefore address a trade-off between the depth to which it is able to image in tissues and the resolution of the image produced. This is illustrated in figure 1 .
Techniques such as in vivo confocal and two-photon microscopy enable highresolution (sub-micrometre) imaging in living tissues [4, [30] [31] [32] [33] [34] [35] . This is achieved through the rejection of scattered light by detecting only light that has formed a tight focus within the tissue, as illustrated in figure 2a. Since this tight focus requires that the light has travelled in almost entirely straight lines through the tissue before focusing, the depth at which this focus can form is limited by the scattering density of the tissue. Many biological tissues have reduced scattering coefficients of between 3 and 0.5 mm −1 in the visible to near-infrared range, and therefore have mean free paths over which light can travel before experiencing significant scattering of between 0.3 and 2 mm [36, 37] . This typically limits confocal and two-photon imaging to depths of less than 300 and 600 mm, respectively [35, 38, 39] . To implement such high-resolution imaging techniques [4] . For high-resolution imaging with resolution of the order of micrometres, imaging can only be achieved at depths of a few hundred micrometres where scattering effects can be excluded. (b) Top: camera-based imaging of the exposed rodent brain under 530 nm illumination; bottom: a map of the change in oxy-haemoglobin just following cessation of a 4 s hindpaw stimulus [26] . Resolution is now of the order of tens of micrometres and quantitation is affected by scattering; yet without scattering, this absorption contrast would not be measurable in a reflectance geometry. (c) Photograph of a malignant skin lesion showing haemoglobin and melanin absorption contrast. (d) Epi-fluorescence imaging (top) and white-light image (bottom) of a whole nude mouse. Organs in the mouse at depths of 2-3 mm can be seen, with resolution of the order of 1-3 mm [27] . (e) Optical tomography measurements of the human forearm, acquired by shining light all the way across 7 cm of tissue. Information about the timing of detected photons was incorporated into a diffusion model-based reconstruction to account for the effects of scattering. Images show baseline blood oxygen saturation when the arm was at rest, versus gripping a force transducer [28, 29] . Through this thickness of tissue, resolution here is of the order of 1-2 cm.
in vivo, it is therefore often necessary to expose the tissue of interest (e.g. via surgery or endoscopy) such that imaging optics can be positioned close to the tissue's surface, and imaging will only be possible within the superficial layers of the tissue [4] . Nevertheless, in vivo microscopy techniques have had enormous impact on basic research, particularly for imaging the living brain of rats and mice using vascular tracers [40] as well as cell-specific markers [35] , transgenic proteins [13] and calcium-sensitive dyes [41, 42] that allow the activity of single neurons to be visualized and recorded in parallel. In cancer research, models such as 'dorsal skin flap' preparations allow in vivo microscopy of tumour development and therapeutic response. In this method, a glass window is implanted into a stretched section of the skin on the back of a small animal such as a mouse, enabling the structure and function of tumours induced beneath the window to be directly and repeatedly observed at a cellular level over time [43, 44] . Additional optical techniques within this category include coherent anti-Stokes Raman spectroscopy and stimulated Raman scattering microscopy, which rather Figure 2 . Measurement geometries, light paths and image formation. (a) Illustration of the way that laser scanning microscopy eliminates scattering to obtain higher resolution. At a depth where the focus can no longer form, no image will be seen. (b) The measurement geometry for figure 1b. Thicker lines represent the paths of light that are less likely to have been absorbed. A large fraction of detected light will have only probed the very surface. Some light will probe deeper objects, but contribute less to the detected signal than light that has travelled superficially, and will also scatter and therefore blur more. Surface absorbing objects will therefore appear much darker and more clearly defined than deeper ones, although edge effects on superficial objects can also occur. (c) Fluorescent inclusions in a non-fluorescent background in a configuration similar to that used for figure 1d. While all detected green light must have come from the fluorescent regions, more superficial regions will receive more excitation light, and more emitted light from these regions will reach the detector. Deeper regions may be below the detection limit of the camera, especially if superficial fluorescence fills the camera's dynamic range. (d) Bioluminescence faces similar challenges, but attenuation of excitation light is not a factor, so deeper objects may appear brighter than would an equivalent fluorescent object. (e) Illustration of a common measurement geometry for diffuse optical tomography in which light is incident at discrete, sequential locations (usually delivered by optical fibres or a scanned laser beam), and detected at multiple positions in parallel to create tomographic datasets. Cross-sectional images can be generated using model-based reconstruction algorithms. than measuring fluorescence, sense vibrational resonances of a wide range of molecules. Both techniques are similar to two-photon microscopy insofar as they are nonlinear, occurring only at the focus of an incident beam, and can thus achieve optical sectioning to depths of up to 500 mm in living tissue [45, 46] . Optical coherence tomography (OCT) detects light that has been backscattered from structures at a particular depth by exploiting constructive and destructive interference between the returning light and a reference beam [47, 48] . Scattered light is largely rejected since constructive interference only occurs with light that has been minimally scattered thereby maintaining its coherence. OCT can image to depths of up to 2 mm. Extensions of OCT include Doppler OCT and more recently optical microangiography, which exploit the motion of objects within the tissue (usually red blood cells flowing in vessels) to extract vascular maps, as well as speeds of blood flow [49] [50] [51] .
Despite their many benefits, high-resolution imaging methods that largely exclude scattered light, such as confocal and two-photon microscopy and OCT [52] , are often insensitive to absorption contrast. This is because these techniques ensure that detected light has travelled only very short distances through the tissue (giving it a so-called short pathlength). OCT cannot easily measure fluorescence contrast, since detected light must maintain its coherence with respect to incident light. An effective way of measuring absorbing and fluorescent contrast in superficial tissues, with lower spatial resolution, is to simply illuminate the tissue, and image the emerging diffusely reflected light with a camera (as shown in figure 1b, from the surface of the rodent brain [26, 53, 54] , and figure 1c, showing a malignant skin lesion on the face). This kind of imaging no longer has cellular resolution, but absorption from haemoglobin and melanin is clearly visible because the detected light has scattered into the tissue, increasing the average pathlength of the light detected [4] . While such images are most strongly weighted to the most superficial layer of the tissue being imaged, they do contain information about absorption contrast in deeper layers, as illustrated in figure 2b . The depth to which such measurements are sensitive, and the relative contributions from superficial and deep layers, are a function of the baseline absorbing and scattering properties of the tissue.
Similar imaging can be performed on larger volumes of tissue, for example, on an intact, nude mouse positioned under distributed illumination and imaged using a camera (figure 1d). Where absorption contrast is being imaged (i.e. the light detected is diffusely reflected and is the same wavelength as incident light), measurement sensitivity will remain superficial (as in figure 2b ). However, if fluorescence contrast is being imaged, different factors contribute to depthsensitivity. This is because in fluorescence imaging, fluorescence emission light will only be detected from regions of the tissue that contain a fluorophore. If a fluorophore is uniformly distributed within all tissue, depth sensitivity will be similar to reflectance imaging [55, 56] . However, if, say, a fluorophore is present only in the kidney, 3-4 mm below the surface of the skin on a mouse's back, it is likely to be detectable owing to a lack of a larger signal from superficial layers. However, the signal will only be detected if both excitation and emission light are not excessively attenuated, and fluorescence quantum yield is high enough to meet the sensitivity limits of the camera or other detector. If the fluorophore (or tissue autofluorescence with similar spectral properties) is also present in overlying tissues, it may overwhelm or be indistinguishable from deeper signals, as illustrated in figure 2c [27] .
The resolution of the detected 'image' of the kidney will depend on its depth and the absorbing and scattering properties of the overlying tissues at the dye's excitation and emission wavelengths, but will be of the order of 1-3 mm. As a result, although such imaging can often detect the presence of isolated fluorescent regions, interpretation and quantitation are far more challenging. For example, if a tumour is fluorescently tagged, but is growing only in axial extent, light from the most superficial part of the tumour will contribute much more to the detected signal than light travelling from deeper parts of the tumour. Therefore, while the tumour volume might double over time, the detected signal may only change slightly. Or similarly, a small superficial lesion could prevent detection of an underlying deeper, larger lesion. The same limitations also affect bioluminescence imaging, although compared with epi-illumination geometries, deeper regions may exhibit more contrast since attenuation of excitation light (which is not required for bioluminescence) is not a factor (as illustrated in figure 2d ).
These difficulties have led many researchers to use xenograft models, in which tumours are grown subcutaneously rather than in their normal anatomical location (e.g. in the colon, lung or liver), thereby reducing the impact of depth on quantitation [57, 58] . However, such models often result in unrealistic growth, behaviour and cellular composition of tumours that are not in their normal biochemical and mechanical environment, making them unreliable compared with orthotopic models [59, 60] . Figure 1e shows time-resolved optical tomography results acquired by transilluminating the human adult arm using pulsed near-infrared light and measuring the time taken for that light to reach detectors positioned around the arm [28] . The internal structure of changes in absorption contrast in the arm can be reconstructed from numerous measurements that project through the arm in different directions, similar to a CT scan. This is implemented as shown in figure 2e, usually with multiple optical fibres positioned on the tissue to specifically and sequentially illuminate at different discrete locations, causing detected light to pass through more clearly defined paths than for wide-field illumination [61] . This approach can also be implemented with discrete noncontact illumination such as from a steered laser beam combined with de-scanned or wide-field detection [62] [63] [64] . In contrast to CT, however, since light is so heavily scattered, reconstruction must use a model of light scattering to predict the likely paths of light through the tissue in order to estimate its internal structure [29, 65] . The information that is lost as the light changes direction multiple times within the tissue causes this method to have intrinsically low resolution, which scales with the number of scattering events that have occurred and hence the overall size and optical properties of the object being imaged. For an object similar in size to the arm, or the whole newborn infant head [66] , optical imaging is unlikely to provide resolution better than 0.5-1 cm. Optical tomographic imaging can be achieved for both absorbing and fluorescence contrast [67, 68] . Applications of diffuse optical tomography (DOT) that are currently under development include imaging of the adult breast for lesion detection or monitoring of treatment response [69] , and functional imaging of the human cortex through the intact skull and scalp [70, 71] . DOT can be implemented using continuous-wave [72] , time-resolved [61] or frequency-domain instrumentation [73] . Methods to improve DOT imaging performance by incorporating multi-modality information such as from X-ray, X-ray CT and MRI are also being explored [74, 75] .
Transillumination and tomographic reconstruction approaches can be applied for small animal imaging problems [12, 76, 77] . If data acquisition and modelling of light propagation could be accurately and exactly achieved, three-dimensional images of fluorescently labelled regions could feasibly be generated with spatial resolutions of the order of 2-4 mm. This better resolution is achievable because of the smaller size of mice, which reduces levels of attenuation and the extent of scattering compared with larger objects such as the human arm, breast or brain. However, in practice, acquiring and calibrating in vivo measurements and accurately modelling the complex baseline absorption and scattering properties of a whole mouse still present many challenges, leading to uncertain improvements in quantitation and resolution [78] .
Overall, implementing in vivo optical imaging for research applications is a trade-off between the resolution required, access to the tissues to be imaged and the need for acute versus longitudinal measurements. For the remainder of this article, we will focus on a recently introduced method known as dynamic contrastenhanced small animal imaging (DyCE) [27] , and the benefits that it can provide with simple and efficient implementation.
Small animal molecular imaging approaches and challenges
As a result of the opportunities and limitations described above, so-called 'small animal molecular imaging' using light has been adopted in a number of different configurations for research use. Sharing the commonality that each method is designed to image an intact living mouse, these systems exploit either fluorescence or bioluminescence contrast. Current common applications of in vivo small animal imaging include -examination of disease progression or tumour growth and reduction in response to treatment using transfected contrast such as fluorescent proteins and luciferase [79] [80] [81] , or targeted or specific contrast agents [12, 82] ; -testing of contrast agents that are designed to specifically target tissues of a particular type, possibly with the intention of using non-optical labels such as radionucleotide or MRI contrast agents for clinical translation once specificity is optimized [12, 57] ; and -using labelled substances to determine targeting specificity to ultimately deliver therapies (so-called 'theranostics') [83, 84] .
As will be described further below, DyCE extends the approaches above to allow perfusion, and biodistribution and pharmacokinetics of labelled substances to be explored in vivo in the intact mouse [27, 85, 86] . Currently available commercial devices for small animal molecular imaging include those with epi-fluorescence geometries (e.g. the CRi/Caliper Maestro, which includes DyCE capabilities, the Kodak Carestream in vivo FX and the Xenogen/Caliper IVIS series) and tomographic imaging approaches (e.g. ART Optix MX3 and Visen/Perkin Elmer FMT 3D, Xenogen/Caliper IVIS Spectrum). The simplest implementations of small animal optical imaging systems consist of a light source, or an array of light sources epi-illuminating a mouse, and a camera that captures images of the mouse through appropriately matched filters. In the case of bioluminescence imaging, systems can be as simple as a sensitive camera housed in a light-tight box. Tomographic implementations can be more complex, ranging from scanning the position of a laser beam over a mouse and detecting either backscattered or transmitted light, to requiring the mouse to be rotated on its long axis [87] , immersed in a scattering matching fluid [77] or sandwiched between two clear plates [76] . Despite these different approaches, almost all systems face the following major challenges.
-The impact of zero-background contrast. From an image formation standpoint, it is beneficial to have the signal only originating from the targeted region (e.g. from fluorescence or bioluminescence). However, this means that images can appear simply as a bright region against a completely dark background (figure 3a). Such data can be merged with a 'whitelight' image of the mouse (inset), but this does not put the detected signal into the context of its anatomical location or proximity to specific organs. Several solutions to this problem have been proposed, including combining optical imaging with other modalities such as X-ray [88] or X-ray CT [77] . However, these multi-modal approaches begin to obviate the benefits of optical imaging as a relatively inexpensive and fast bench-top method. -Specificity of labelling. In order to obtain such zero-background measurements, labelling of the targeted region must be highly specific. This could be achieved through local genetic expression of optical contrast (e.g. GFP and luciferase), 'activatable' dyes that use FRET to generate fluorescence only in the presence of a specifically targeted biomolecule [12] , and contrast agents that are targeted to a specific region, organ or tissue type, which need time to build up and accumulate in target tissues while washing out from surrounding tissues. This can make imaging results unreliable and time-consuming to acquire. -Effects of autofluorescence. The intrinsic fluorescence of many endogenous biological molecules means that even when an animal has no artificial contrast introduced, fluorescence images (particularly at lower excitation wavelengths between 400 and 600 nm) will show fluorescence from the skin and often the gut [89, 90] ( figure 3 ). This interference between intrinsic fluorescence and the signal of interest can make high-contrast imaging very challenging, particularly at visible wavelengths where tissue absorption and scattering are also much higher, limiting penetration of light into the animal and therefore sensitivity to deeper tissues as well as achievable resolution. These challenges have made non-invasive imaging of GFP in anything other than very superficial tissues highly challenging [80] . Autofluorescence at near-infrared wavelengths (above 650 nm) is much weaker, and with reduced scattering and absorption, improved penetration depths and resolution can be achieved. A growing number of contrast agents are now available in this 'red-shifted' region of the spectrum as shown in figure 3 [91] [92] [93] . Multi-spectral unmixing approaches have also achieved some success in delineating target contrast from spectrally similar (but not identical) autofluorescence backgrounds, but cannot fully overcome the impact of attenuation and dynamic range at lower visible wavelengths [90] .
(a) Quantitation
As described above, light scattering causes spatially variant sensitivity and resolution in all optical imaging approaches. More complex tomographic approaches seek to account for these variations using modelling based on estimates of the optical properties of the animal, but still have limitations on the accuracy of measured values for both signal intensity (indicating the number of fluorescent molecules present) and spatial extent (indicating the physical size of the labelled region). Tomographic approaches also require complex measurement geometries as mentioned above, meaning that they have not been widely adopted owing to the complexities of reliable data acquisition and image reconstruction. Epi-illumination fluorescence approaches do not typically attempt to provide absolute quantitation, but can be used fairly well to detect trends in signals, for example as a tumour grows, assuming that potentially confounding variables such as mouse weight gain or loss can be compensated for. An interesting approach applied to bioluminescence imaging is to use modifications in the spectral shape of the luciferase spectrum to infer the distance over which light has travelled through tissue containing haemoglobin. Since haemoglobin has distinctive absorption peaks overlapping with luciferase emission (figure 3b), the depth of a labelled region can be estimated from the luciferase spectral distortion [94, 95] . However, this approach again relies on a large number of approximations.
Dynamic contrast-enhanced small animal molecular imaging
DyCE is a recently developed technique that overcomes many of the challenges described above, while introducing a range of new possibilities for in vivo small animal imaging [27] . DyCE refers to acquiring a time series of imaging data rather than a single, static image. While static images seek to record the final distribution of a particular contrast agent, DyCE can capture a range of different aspects of a contrast agent's interaction with tissues. For example, if a bolus of a contrast agent is delivered to the tail vein of an anaesthetized mouse, and a stream of images of the mouse are acquired over the following 100 s, the first signals observed will be at the tail and then in the heart owing to the direct route of blood flow from the tail vein to the right side of the heart as shown in figure 4a . The dye will then pass to the lungs (figure 4b), back to the heart and then up and down the ascending and descending aortas to the brain and kidneys, respectively (figure 4c). Flow through the small intestine can also usually be observed. After several passes of the bolus through the vascular system (10-20 s), a second set of dynamics begins to dominate, dictated by the contrast agent's affinity for specific tissue types. For example, if an agent crosses the blood-brain barrier, it will be observed to be gradually increasing in the brain, whereas if it does not cross, after an initial peak with the first pass of the bolus, the signal will begin to decrease (figure 4e). If the contrast agent is targeted to a tumour, contrast in that region should increase more rapidly than contrast in normal, surrounding tissue. If the dye is cleared through the liver or kidneys, this excretion pathway will be observed (figure 4d). Such rich datasets can be analysed in a host of ways to extract parameters related to perfusion, biodistribution, pharmacokinetics, tissue metabolism and physiology [96, 97] . When using DyCE, it becomes important to design both contrast agents and experimental paradigms, where the dynamics of the contrast are more important than its ability to clear rapidly and absolutely from non-targeted tissues.
(a) Anatomical mapping
DyCE addresses the problem of zero-background imaging by providing accurate and readily produced anatomical maps of a mouse. We have demonstrated that this can be achieved by giving a small tail-vein injection of a near-infrared dye called indocyanine green (ICG; figure 3b) . A time sequence of images following a bolus injection can be analysed by seeking pixels in the time series that have distinctly different dynamics. For example, all pixels corresponding to the heart should have a rapid initial increase in intensity. By identifying pixels with this unique temporal signature and colour coding them, we can identify the location of the heart in the animal. Similarly, a wide range of other organs can be delineated within the same dataset, leading to maps like that shown in figure 4f [27] . Resolution is good because of the use of a near-infrared dye, but also because of the ability of the technique to resolve two objects that are closer to each other than their point spread function (such as the spleen and kidney) because each can be uniquely separated from the other based on the timing of the detected signals [98] . Even if two organs overlap spatially (for example, the lungs and heart in figure 4f ), their time-dependent intensity traces can be unmixed, and thus signals from each organ can be extracted without cross-talk, as long as there is sufficient intensity and acceptable noise statistics. These two regions would not be resolvable from each other if they were imaged at steady state, following the same principle as modern super-resolution microscopy [99] .
While anatomical maps produced using DyCE will not have resolutions equivalent to X-ray or MRI, this is in fact a direct advantage for anatomical registration with other targeted optical contrast measurements. This is because DyCE maps demonstrate the positions at which signals from particular organs will appear on an optical image of the mouse. Therefore, if a mouse is first imaged to obtain a 'zero-background' image of a labelled tumour in the kidney, a subsequent DyCE image (assuming similar excitation and emission wavelengths are used) will directly overlay with the original image to show whether the signal is indeed coming from the kidney, even if scatter-induced blurring or absorptionmediated distortion is present. Since X-ray, CT or MRI measurements do not have the same image-formation mechanisms, it would take significant modelling and approximations to infer exactly where and how specific anatomical structures would appear on an optical image. Furthermore, DyCE anatomical maps can be acquired without repositioning or moving the animal, as is often required for multi-modal acquisition, which means that anatomical maps are directly customized to the animal's position.
(b) Further applications of DyCE (i) Disease delineation
Abnormal anatomical or physiological conditions are likely to alter time courses of a contrast agent following injection, compared with normal animals. If there are physical differences in vascularity and perfusion of a particular region, these disturbances are likely to affect the early phases of bolus circulation, where DyCE captures the initial inflow of the dye and its circulation around the body (as shown in figure 4 ). After this initial circulation phase, however, DyCE will capture additional information in later phases related to differences in the transport of the dye from the blood stream, the dye's subsequent interaction with tissues and cells and eventually its break-down or excretion pathway. Data illustrating these two phases are shown in figure 5 .
In a recent study using DyCE of ICG circulation, combined analysis of dye inflow, uptake and wash-out was shown to be able to distinguish changes in kidney tumours in response to antiangiogenic therapy [86, 100] . Another recent study used DyCE to explore the uptake dynamics of a different contrast agent (NIR-labelled 2-deoxyglucose (IRDye800CW 2-DG)) in brain tumours [85] . Differences in the uptake of this fluorescent glucose analogue in orthotopic gliomas were observed. Since ICG is strongly taken up by the liver, DyCE with ICG provides an excellent Figure 5 . Simplified analysis and early/late phases of DyCE. These DyCE data were acquired using the system shown in figure 6 . Rather than unmixing, organs can be clearly visualized simply by colour-merging four different image frames acquired at (a) 1.5 s, (b) 2.1 s, (c) 35 s and (d) 700 s after intravenous injection of ICG. The merge of these coloured frames shown in (e) reveals major organs including the brain (blue), lungs (cyan), liver (yellow), spleen (red), kidneys (magenta) and bile duct (green). Time courses extracted from the raw images for selected organs are shown in (f ) for early phase wash-in dynamics and (g) for later phase wash-out dynamics. The green trace shows the gradual excretion of ICG from the liver into the small intestine via the bile duct corresponding to the gradual decrease of the signal in the liver (shown in yellow). The bile duct signal variations depict the pumping motion that can be readily observed along this path in the raw movie of this data. Electronic supplementary material includes a movie of the first 60 s of this image time series after removal of breathing motion. method for non-invasive evaluation of liver function [101, 102] . Preliminary data from our laboratory also suggest that liver tumours exhibit distinctly different ICG uptake rates than the surrounding normal liver, allowing detection and delineation of diseased regions.
Using temporal signatures as biomarkers of pathologies provides an alternative or additional measure compared with simple fluorescence intensity measurements, potentially providing improved detection and quantitation. DyCE-derived anatomical information, which can generally be extracted from any DyCE dataset, could also allow post hoc correction of measured data via more realistic and constrained optical modelling to infer the true depth, location and concentration of a fluorescent label.
(ii) Biodistribution and pharmacokinetic analysis DyCE can also be used to explore the biodistribution and pharmacokinetic properties of contrast agents or other labelled substances. Both the specificity and fate of new contrast agents can be readily determined using DyCE, and evaluation of the in vivo spatio-temporal dynamics of fluorescently tagged drugs or other agents could elucidate their pathways and mechanisms of action. In a recent study, DyCE was used to demonstrate the biodistribution dynamics and imaging performance of single-walled carbon nanotubes as deeper infrared in vivo contrast agents [98] .
(iii) Contrast enhancement DyCE can also be used to simply improve imaging of targeted contrast agents; firstly, allowing imaging prior to complete clearance of the agent from the body, since areas where uptake is occurring should be simple to delineate from normal or wash-out regions, thereby enhancing specificity and improving estimates of uptake kinetics. Similarly, effects of autofluorescence can be removed in a fashion similar to conventional multi-spectral unmixing, in that autofluorescence would remain constant throughout imaging and therefore be a different temporal component to the dynamically changing contrast agent.
(iv) Alternative perturbations and imaging geometries
Further extensions of DyCE reach beyond measuring the behaviour of directly injected substances. The dynamics of activatable probes may provide valuable information [12] , along with the dynamics of light production after injection of luciferin in luciferase-positive animals [16] . Contrast agents or labelled substances could be inhaled or injected [103] , or changes could be evoked by some other factor such as the temperature of the animal, or a surgical or pharmaceutical intervention, such as occlusion of the middle cerebral artery to explore stroke. Additional extensions of DyCE include applying DyCE analysis techniques to data that are not acquired in an epi-illumination geometry. Assuming that tomographic imaging data can be acquired rapidly enough to obtain a useful time course, DyCE analysis can be performed in either measurement or reconstructed image space to allow three-dimensional DyCE [104] [105] [106] .
It is important to recognize that dynamic contrast has been successfully exploited in a number of clinical imaging modalities in an analogous way to DyCE, including dynamic contrast-enhanced MRI, X-ray CT and positron emission tomography (PET) [107] [108] [109] [110] [111] . Established applications, analysis techniques and imaging strategies for these dynamic modalities are therefore relevant to DyCE. However, while capable of providing kinetic parameters and/or enhanced contrast that can delineate diseased tissue, volume-acquisition rates of these modalities are generally limited. Dynamic analysis using these modalities therefore generally focuses on single organs, or parts of organs, at relatively slow time scales of the order of minutes per scan time point. Available contrast agents (such as gadolinium) are also less prone to functional interactions with tissues, remaining either in the blood stream or in the extracellular space (as in early phases of DyCE), rather than interacting with specific cell types (as in later phases of DyCE), thereby limiting the amount of specific functional information that can be extracted. Optical DyCE has the advantage that it is well suited for use in small animals, requiring no additional imaging instrumentation besides conventional light sources and a camera, and is therefore inexpensive and efficient to execute compared with MRI, PET and X-ray modalities. Motion artefacts are simpler to correct for, and there are fewer trade-offs between field of view, spatial and temporal resolution, with DyCE frame rates able to exceed 50 Hz. DyCE can also be implemented with wider ranges of contrast agents, including those that functionally interact with specific tissue types in later phases, thereby directly probing their function.
Dynamic optical imaging of intrinsic absorption contrast in the human breast has also been explored using DOT during breath-hold manoeuvres [112] . The absorption and fluorescence dynamics of intravenous ICG dye have also been measured clinically to explore enhancement of breast tumour contrast using DOT [113] and for evaluation of brain blood flow and the effects of stroke using near-infrared spectroscopy measurements [114] [115] [116] . These clinical applications illustrate the broad utility of dynamic optical contrast for extraction of functional and perfusion parameters from living tissue. DyCE extends these previous studies by also taking advantage of the improvements in imaging contrast and resolution that spatio-temporal analysis can provide in small animals.
(c) Practical considerations for DyCE imaging
The data shown in figure 4 were acquired using a CRi Maestro I system, although DyCE data can be acquired using almost any system consisting of a suitable light source and a detector array capable of acquiring a sequences of images. Figure 6 shows a typical configuration for acquisition of DyCE data. We typically arrange two mirrors on either side of the mouse to capture both overhead and side views of the mouse within the same dynamic time course, allowing visualization of more organs. Illumination is provided by either a filtered broadband light source or laser diodes, although suitably filtered light-emitting diodes could also be used. A filter in front of the camera rejects excitation light. The mouse is positioned on a small homoeothermic heat pad to maintain body temperature.
In our experiments, mice are typically anaesthetized using isoflurane via a nose cone in a 1 : 3 mixture of oxygen in air. Care should be taken to use an anaesthetic that is well tolerated, and from which animals can recover for longitudinal measurements. Tail-vein injections must be performed in situ and can be achieved via either direct injection or prior placement of a venous cannula. The bolus should be delivered after image acquisition has begun. Digitally logging the time of the injection is beneficial, but it is generally simple to determine when the bolus was delivered by looking at the timing of fluorescence signals in the animal's tail. Warming the tail prior to injection using a tied latex glove filled with approximately 65
• C water helps to dilate its vessels. Aseptic techniques should be used for repeated studies and to ensure continued integrity of the tail vein. For best results, we have found that anaesthesia time should be kept to a safe minimum, and tail-vein injection should be re-attempted only once or twice before the animal is allowed to recover. We typically use nude SKH1 mice to avoid having to image through hair, although we have successfully used depilatory creams following fur clipping to expose areas of interest in other mouse strains. We generally acquire DyCE data at around 10 frames per second in 180 s epochs. These capture the first influx of dye bolus circulation, and a moderate amount of dye uptake and wash-out. In some studies, three to five repeats of this 180 s epoch are acquired to evaluate parameters such as liver clearance dynamics ( figure 5) . Following data acquisition, we typically apply a correction to the data to remove the effects of breathing-related motion artefacts. This can be achieved in a number of ways, including non-rigid transformation [117] . However, we have found that mice under isoflurane anaesthesia take fairly infrequent, sharp breaths (out-in), and that the thresholding signal extracted from a region near the lungs allows frames when breaths are occurring to be identified and removed. Data are then interpolated back onto the original time-base. Without breathing correction, the dynamic motion of specific regions caused by breathing may be incorrectly interpreted as a true DyCE signal. DyCE analysis can also be performed in a number of ways. In the simplest case, it is possible to assemble colour-coded images of major organs (lungs, kidney, liver) by extracting images from early, middle and late sections of the time course. This is shown in figure 5a-e. Principal component analysis (PCA) is a simple way to screen data for its spatio-temporal content, and will generate image components corresponding to the most common orthogonal time courses [27, 98, 105] . Alternative techniques include independent component analysis (ICA) [106] , and blind source separation approaches [118] . For anatomical mapping, such results should be treated carefully, however, since temporal components extracted using these methods will not necessarily wholly represent a particular region's time course, and different datasets may yield similar features in different components, or might yield positive or negative components that could be misleading. As a first step, however, PCA or ICA can show quickly what the main features of the data are, and guide selection of regions of the image for manual extraction of temporal information.
For pharmacokinetic analysis, time courses can simply be extracted from target regions of the dynamic image series (guided by organ locations from PCA, for example), as shown in figures 4e and 5f ,g. Returning to image-space, if a range of time courses are selected from image regions, non-negative least-squares fitting to those 'basis time courses' can then be used to identify all pixels with similar temporal characteristics, generating more complete and specific maps delineating different specific regions [27, 119] . More complex machine-learning approaches are also being developed for DyCE analysis [120] . It is interesting to note that algorithms designed for hyperspectral unmixing can be readily applied to DyCE data (switching wavelength for time points). The composite shown in figure 4f was derived using a modified version of automated hyperspectral unmixing software routinely used in the CRi Maestro system. A further extension of DyCE analysis could incorporate pharmacokinetic models to directly extract parameters from imaging data [96, 121] .
DyCE images can be displayed in a number of ways. Colour-merging allows different temporal components to be overlaid to allow appreciation of the positions and overlap of different regions with respect to each other. However, since colour-merges can lead to uncertainty when more than three basic colours are used, it is advisable to visualize data in a graphical user interface environment that allows different components to be overlaid and visualized in different combinations.
Summary and conclusions
This paper detailed many of the great many benefits offered by optical imaging for in vivo applications related to basic biomedical research questions, rather than direct clinical translation. The different types of optical contrast that can be exploited for in vivo imaging were discussed, along with the limitations imposed by scattering. The importance of these factors for longitudinal, non-invasive small animal imaging was described, along with the major challenges faced by common approaches. Finally, DyCE was described, along with the benefits and future potential of this technique.
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