Abstract. Argumentation-based formalisms provide a way of considering the defeasible nature of reasoning with partial and often erroneous knowledge in a given environment. This problem affects every aspect of a planning process. We will present an argumentation-based formalism that an agent could use for constructing plans starting from a previously introduced formalism. In such a formalism, agents represent their knowledge about their environment in Defeasible Logic Programming, and have a set of actions they can execute to affect their environment. These actions are defined in combination with a defeasible argumentation formalism. We will analyze the interplay of arguments and actions when constructing plans using Partial Order Planning techniques.
Introduction
In this paper, we introduce an argumentation-based formalism an agent could use for constructing plans using partial order planning techniques. In our proposed approach, actions and arguments will be combined by the agent to construct plans. As we will explain next, actions' preconditions can be satisfied by other actions' effects (as usual) or by conclusions supported by arguments that are based on inference rules and other actions effects. We will also show that besides those effects declared in the definition of actions, there could be more effects that the agent will be able to deduce using the argumentation-based reasoning formalism.
Defeasible argumentation is a powerful formalism suitable for reasoning with potentially contradictory information and in dynamic environments (see [11, 3, 2, 10, 8] ). The formalism presented here is based on Defeasible Logic Programming (DeLP) [3] , a defeasible argumentation formalism grounded in Logic Programming. For dealing with contradictory and dynamic information in DeLP, arguments for conflicting pieces of information are build and then compared to decide which one prevails. The argument that prevails provides a warrant for the information that it supports.
In [13] a formalism that combines actions and defeasible argumentation was introduced. There, they show the problems related to the combination of their formalism with simple planning algorithms.
Extending the mentioned work, in this paper we will analyze the interaction of arguments and actions when they are combined to construct plans using Partial Order Planning techniques. When actions and arguments are combined in a partial order plan, new types of interferences appear (called threats in [7] ). These interferences need to be identified and resolved to obtain valid plans.
The main contribution of this paper will be to show meaningful examples and the description of the proposed solution for the combination of Partial Order Planning and Defeasible Argumentation. Thus, our work focuses on improving the capabilities and scope of current planning technology and not in improving the efficiency of current planning implementations.
Motivation
To solve a planning problem, an agent should be provided with an appropriate set of actions to perform. The representation of these actions must consider all the preconditions and effects that are relevant to solve the problem. Consider for example the consequences of the action of striking a match. A relevant effect can be to produce fire. However, there are many other consequences that can be entailed and could be considered irrelevant and not be included in the representation of the action (e. g., to produce light, to raise the temperature of the room, to make smoke, etc).
We propose that, instead of considering all the possible effects in the representation of the actions, agents should be provided with a defeasible reasoning formalism for obtaining those consequences that are entailed from action's effects. For example, an action for turning the switch on to light a room (called "turn switch on" from now on) should have as a precondition that the switch is set to off and the effect should be that the switch is set to on. The effect "there is light in the room" should be entailed as a consequence of the effect the switch is on. Thus, besides the action turn switch on, we propose to include the (defeasible) rule: "if the switch is set to on then there is a reason to believe that there is light in the room". It is important to note that if "there is light in the room" is considered as an effect of the action turn switch on, then it will be difficult to consider exceptions like "there is no electricity ". However, this kind of problems are easily handled by the argumentation formalism. For example, this situation could be represented by the defeasible rule "if the switch is set to on but there is no electricity then there is a reason to believe that there is no light in the room".
Defeasible Argumentation and Actions
In this section, we introduce a formalism that combines actions and defeasible argumentation based on a previous work reported in [13, 12, 4] . Our formalism follows the logic programming paradigm for knowledge representation called Defeasible Logic Programming (DeLP) [3] . Thus, the agent's knowledge will be represented by a DeLP program and the agent will be able to perform defeasible reasoning over this knowledge.
The agent's knowledge base will be a defeasible logic program K = (Ψ, Δ), where Ψ should be a consistent set of facts, and Δ a set of defeasible rules.
where L 0 is a ground literal and {L i } i>0 is a set of ground literals. A defeasible rule "Head -≺ Body" is the key element for introducing defeasibility [8] and is understood as expressing that "reasons to believe in the antecedent Body of a rule provide reasons to believe in its consequent, Head" [14] . Following Lifschitz [6] , DeLP rules could be represented as schematic rules with variables, making abstraction of the object constants. The resulting DeLP programs are therefore schematic programs.
Strong negation "∼" can appear in the head of defeasible rules, and it could be used to represent conflicting information. In DeLP arguments for conflicting pieces of information are built and then compared to decide which one prevails. Since the notion of argument will be extensively used in this paper its definition adapted from [3] is included below:
Let L be a literal, and K = (Ψ, Δ) a defeasible logic program. We say that A, L is an argument for L (or L is supported by A) if A is a set of defeasible rules of Δ, such that:
1. there exists a derivation for L from Ψ ∪ A, 2. the set Ψ ∪ A is non-contradictory, and 3. A is minimal: there is no proper subset A of A such that A satisfies conditions (1) and (2). 
From the defeasible logic program (Ψ, Δ) the literal p is supported by the argument A={p -≺ b}, the literal q by Since conflicting arguments can be generated, DeLP provides a mechanism for deciding which argument prevails and therefore, which literals are warranted. Next, we will describe briefly this mechanism (see [3] for further details).
In DeLP, a literal L is warranted from (Ψ , Δ) if there exists a non-defeated argument A supporting L. To establish whether A, L is a non-defeated argument, counter-arguments that could be defeaters for A, L are considered. An argument B is a defeater for A, if B is counter-argument for A and by some comparison criterion is preferred to A, L . In the examples in this paper we will use generalized specificity [15] , a criterion that favors two aspects in an argument: it prefers (1) a more precise argument (i.e., with greater information content) or (2) a more concise argument (i.e., with less use of rules). A defeater D for an argument A can be proper (D is preferred to A) or blocking (same strength). In Example 1, A 3 is preferred to A 2 (more precise) hence A 3 is a proper defeater for A 2 . As stated above, the argument A 1 is a counterargument for A 2 . Since the subargument {r -≺ d} of A 1 and A 2 have the same strength, then A 2 is a blocking defeater for A 1 . It is important to note that in DeLP the argument comparison criterion is modular and can be replaced. Thus, the most appropriate criterion for the domain that is being represented can be selected.
Since defeaters are arguments, there may exist defeaters for them, and defeaters for these defeaters, and so on. Thus, a sequence of arguments called argumentation line appears, where each argument defeats its predecessor in the line (see Example 2) .
To avoid undesirable sequences, that may represent circular or fallacious argumentation lines, in DeLP an argumentation line is acceptable if it satisfies certain constraints. That is, the argumentation line has to be finite, an argument can not appear twice, and supporting arguments, i.e., arguments in odd positions, (resp. interfering arguments) have to be not contradictory (see [3] Clearly, there can be more than one defeater for a particular argument A. Therefore, many acceptable argumentation lines could arise from A, leading to a tree structure. Given an argument A, h , a dialectical tree [3] for A, h , denoted T ( A, h ), is a tree where every node is an argument. The root of T ( A, h ) is A, h , and every inner node is a defeater (proper or blocking) of its parent. Leaves correspond to non-defeated arguments. In a dialectical tree every path from the root to a leaf corresponds to a different acceptable argumentation line. Thus, a dialectical tree provides a structure for considering all the possible acceptable argumentation lines that can be generated for deciding whether an argument is defeated. We call this tree dialectical because it represents an exhaustive dialectical analysis for the argument in its root.
Given a literal h and an argument A, h , to decide whether a literal h is warranted, every node in the dialectical tree T ( A, h ) is recursively marked as "D" (defeated) or "U " (undefeated), obtaining a marked dialectical tree T * ( A, h ). Nodes are marked by a bottom-up procedure that starts marking all leaves in T * ( A, h ) as "U "s. Then, for each inner node B, q of T * ( A, h ), B, q will be marked as "U " iff every child of B, q is marked as "D", or B, q will be marked as "D" iff it has at least a child marked as "U ".
Given an argument A, h obtained from (Ψ, Δ), if the root of T * ( A, h ) is marked as "U ", then we will say that T * ( A, h ) warrants h and that h is warranted from (Ψ, Δ).
Example 2 (Extends Example 1)
. Argument A for p is undefeated because there is no counter-argument for it. Hence, p is warranted.
The literal q has the argument A 1 that is defeated by A 2 that attacks r, an inner point in A 1 . The argument A 2 is in turn defeated by
The literal q is warranted because its supporting argument A 1 has only one defeater A 2 that is defeated by A 3 , and A 3 has no defeaters.
Observe that there is no warrant for ∼r because A 2 is defeated by A 3 . The literals t and ∼t have no argument, so neither of them is warranted. Finally note that every fact of Ψ is warranted, because no counter-argument can defeat a fact. Thus, the set of warranted literals from
Besides its knowledge base K, an agent will have a set of actions Γ that it may use to change its world. The formal definitions that were introduced in [12, 13] are recalled below.
Definition 2 [Action].
An action A is an ordered triple A = X, P, C , where A is a ground atom representing the name of the action, X is a consistent set of ground literals representing consequences of executing A, P is a set of ground literals representing preconditions for A, and C is a set of constraints of the form not L, where L is a ground literal. We will denote actions as follows:
Example 3. Let Γ be the set of available actions of for agent:
Note that all the atoms and literals considered in an action definition are ground. However, schematic actions (operators) can be defined using non-ground atoms and literals. An schematic action stands for the set of all possible ground action instances generated using the object constants.
The condition that must be satisfied before an action A = X, P, C can be executed contains two parts: P, which mentions the literals that must be warranted, and C, which mentions the literals that must not be warranted. In this way, the conditions that must be satisfied to execute an action could also depend on the fact that some information is unknown (un-warranted ).
Definition 3 [Applicable Action].
Let K = (Ψ, Δ) be an agent's knowledge base. Let Γ be the set of actions available to this agent. An action A in Γ , is applicable if every precondition P i in P has a warrant built from (Ψ, Δ) and every constraint C i in C fails to be warranted.
Example 4.
Let K= (Ψ, Δ) be the agent's knowledge base as defined in Example 1, and the set of actions Γ from Example 3. As shown in Example 2, the set of warranted literals from (Ψ , Δ) is {a, b, c, d, p, q, r, ∼s, ∼w}. Then, from (Ψ, Δ) the action Ac 1 is applicable because every literal in its precondition set ({a,p,q}) is warranted, and no constraints in {t, ∼t, w} are warranted. The action Ac 2 is also applicable because it has no constraint and its precondition p is warranted. Finally, action Ac 3 is not applicable because its precondition t is not warranted, and action Ac 4 is not applicable because its constraint q it is warranted.
It is clear that only applicable actions can be executed, and the agent has to plan which one to execute. Once the agent selects an action to apply, its execution will affect directly the agent environment. That is, once an action has been applied, the effect of the action will change both the environment and the set K. The effect of the execution of an applicable action in our formalism is defined below:
Let Γ be the set of actions available to this agent. Let A be an applicable action in Γ defined by:
The effect of executing A is the revision of Ψ by X, i.e. Ψ * X = Ψ * {X1,...,Xn} . Revision will consist of removing any literal in Ψ that is complementary of any literal in X and then adding X to the resulting set. Formally:
where X is the set of complements of members of X.
Example 5 (Extends Example 4)
. The action Ac 1 was shown to be applicable
Observe that the precondition a was "consumed" by the action, and the literals ∼a and x were added. It is important to note that from (Ψ 1 , Δ) the set of warranted literals changes to {∼a, x, b, c, d, p, s, ∼w}. Therefore, the action Ac 1 is now not applicable again because from (Ψ 1 , Δ) there is no warrant for a and q. However, the action Ac 4 that was not applicable from (Ψ , Δ) is now applicable from (Ψ 1 , Δ) because its constraint q is not warranted. Observe that action Ac 2 remains applicable.
The argumentation formalism described above allows an agent to represent knowledge about the environment and to define the actions it can perform. It also defines when an action is applicable and how to compute its effects. However, it does not describe how to construct a plan to achieve the agent's goals.
In our approach a planning problem is defined by the tuple (Ψ , Δ, Goal, Γ ) where Ψ is a set of literals that represents the initial state, Δ is the set of defeasible rules that agent can use for reasoning, Goal is a set of literals representing the agent's goals and Γ is a set of actions that the agent can perform. The agent will satisfy its goals when, through the execution of a sequence of actions, it reaches some state Ψ where each literal of Goal is warranted from (Ψ ,Δ).
Next, we will describe how partial order planning techniques can be combined with the formalism described above to provide the agent with the ability to build plans.
Argumentation in Partial Order Planning
The basic idea behind a regression Partial Order Planning (POP) algorithm [7] is to search through the plan space. The planner starts with an initial plan consisting solely of a start step (whose effects encode the initial state conditions) and a f inish step (whose preconditions encode the goals) (see Figure 1(a) ). Then it attempts to complete this initial plan by adding new steps (actions) and constraints until all step's preconditions are guaranteed to be satisfied. The main loop in a traditional POP algorithm makes two types of choices:
-Supporting unsatisfied preconditions: all steps that could possibly achieve a selected unsatisfied precondition are considered. It chooses one step nondeterministically and then adds a causal link to the plan to record that the selected precondition is achieved by the chosen step. -Resolve threats: If a step might possibly interfere with the precondition being supported by a casual link, it nondeterministically chooses a method to resolve this threat: either by reordering steps in the plan (adding ordering constraints) or posting additional subgoals.
Recall that in the argumentation formalism described in the previous section, an action is applicable if every precondition of the action has a warrant built from the agent's current knowledge base, and every constraint fails to be warranted. To combine this formalism with POP, we must consider the use of arguments for supporting unsatisfied preconditions, besides actions.
In this section we will illustrate with an example how to build a plan using actions and arguments. When actions and arguments are combined to construct plans, new types of interferences (threats) appear that need to be resolved to obtain a valid plan. In Section 5 we will identify these new types of threats and methods to resolve each of them will be proposed. Finally, in Section 6 we will propose an extension to the traditional POP algorithm that use actions and arguments to built plans and resolve the new types of threats.
The following definitions are introduced for identifying different sets of literals present in an argument, that will be considered when a plan is constructed. 
The combined use of argumentation and actions to build plans introduces new issues not present in the traditional POP algorithm that need to be addressed. Following, we will present an example to illustrate how traditional POP algorithm can be extended to consider arguments as planning steps. We will also introduce the basic terminology and graphical representation that will be used in the rest of the paper. For simplicity, we present a propositional planning problem that defines actions without constraints. In our approach, we will distinguish between two types of steps: action steps (i.e., steps that represent the execution of an action) and argument steps (i.e., arguments used in the plan to support the precondition of some action step). Action steps are depicted by square nodes labeled with the action name. The squares labeled start and finish represent the start and f inish steps respectively. The literals that appear below an action step represent the preconditions of the action step, and the literals that appear above represent its effects. Triangles represent argument steps and are labeled with the argument name. The literal at the top of the triangle is the conclusion of the argument (Definition 7), and the literals at the base of the triangle represent the base of the argument (Definition 6).
The solid arrows that link an effect of an action step with a precondition of another action step, or with a literal in the base of an argument step, represent causal links. The solid arrows between the conclusion of an argument step and a precondition of an action step represent support links. Causal and support links are used to explicitly record the source for each literal during planning.
Dashed arrows represent ordering constraints and are used to explicitly establish an order between two steps. By definition the start step comes before the f inish step and the rest of the steps are constrained to come after the start step and before the f inish step. All causes are constrained to come before their effects, so a causal link also represents an ordering constraint.
In Figure 1 (a) there is only one unsatisfied precondition room clean, and the only possible way to satisfy it is by the action clean room. A new step clean room is added (Figure 1(b) ) to the plan and it's precondition light in room becomes a new unsatisfied subgoal. Observe that none of the actions available achieve light in room, then it is not possible to obtain a plan if only actions are considered.
However, from the rules Δ of the agent's knowledge base it is possible to construct the (potential) argument B={ (light in room -≺ switch on) } that supports light in room. Therefore, an alternative way to achieve light in room would be to use B for supporting light in room, and then to find a plan for satisfying all the literals in the base of B (base(B) = {switch on}). Figure 1(c) shows this situation. The argument B is chosen to support light in room and the literal switch on becomes a new subgoal of the plan. Then, the action turn switch on is selected to satisfy switch on and the corresponding step is added to the plan. The precondition switch of f of the step turn switch on is achieved by the start step, so the corresponding causal link is added and a plan is obtained.
Note that B={ (light in room -≺ switch on) } is a "potential argument " because it is conditioned to the existence of a plan that satisfies its base. This argument can not be constructed from a set of facts, as usual in DeLP. The reason is that at the moment of the argument construction it is impossible to know which literals are true, because they depend on steps that will be chosen later in the planning process. A formal definition of potential argument follows:
Definition 8 [Potential Argument]
Let h be a literal, and Δ a set of defeasible rules. We say that A, h is a potential argument for h (or that A is a potential argument supporting h), if A is a set of defeasible rules of Δ, such that:
1. there exists a defeasible derivation for h from base(A) ∪ A 2. the set base(A) ∪ A is non-contradictory, and 3. A is minimal: there is no proper subset A of A such that A satisfies conditions 1. and 2.
Another thing to consider is that the existence of the argument B in the plan shown in Figure 1(c) is not enough to have a warrant for light in room, because it could exist a defeater for B (for example, when there is no electricity in the building). Recall that to be able to apply an action, all its preconditions have to be warranted. The existence of a defeater for B will depend on the decisions made later in the planning process, that is, a defeater for B could appear as new action steps are added to the plan.
Interferences among Actions and Arguments
When only actions are considered, there is only one type of destructive interference that can arise in a plan. In the traditional POP algorithm, this interference is captured by the notion of threat (see Figure 2) . When actions and arguments are combined to construct plans, new types of interferences appear that need to be identified and resolved to obtain a valid plan. We will extend the notion of threat to identify all the different types of interferences that could arise in a plan and propose methods to resolve each of them. Figure 2(a) shows the kind of threat that appears in the traditional POP algorithm: the precondition p of A 1 , supported by A 2 , is threatened by the action step A 3 because it negates p. Note that p is an effect of A 3 , where p stands for the complement of p with respect to strong negation, i.e., p is ∼p and ∼p is p. The way to resolve this threat is to add an ordering constraint to make sure that A 3 is not executed between A 2 and A 1 . There are two alternatives: A 3 is forced to come before A 2 (called demotion, see Figure 2 This type of threat involves only action steps and will be called action-action threat. However, as we consider also arguments to construct a plan, a different kind of threat could arise involving action steps and argument steps. Consider the situation shown in Figure 3 . In this case, the action step A 3 threatens the argument step B because it negates a literal present in the argument B. Note that n is an effect of A 3 and n ∈ literals(B) (see definition 5). The argument step B was added to the plan to support the precondition b of the action step A 1 . If A 3 makes n true before A 1 is executed, the argument B will not exist at the moment a warrant for b is needed to execute A 1 . This type of threat will be called action-argument threat.
This action-argument threat can be resolved ensuring that A 3 does not make n true just before the execution A 1 . In general, this can be accomplished adding
..n.. an ordering constraint to force A 3 to come after A 1 . This method will be called promotion* (see figure 3(b) ). However, this is not the only way to resolve this threat. In the particular case that the literal n is present in the base of B, there will be an action step A 2 in the plan that achieves it. If A 2 = start, then the threat can be resolved adding an ordering constraint to force A 3 to come before A 2 . This method will de called demotion* (see figure 3(c) ).
Finally, there is another type of threat to consider involving only arguments. Arguments are introduced in the plan to have a warrant for the precondition of some action step. Since the arguments could be defeated by a counter-argument, the precondition would not be warranted. This situation is shown in figure 4(a) . The argument step B was added to the plan to support the precondition b of the action step A 1 . However, at the moment a warrant for b is needed to execute A 1 , there exists a defeater C for B. We will refer to this type of threat as argumentargument threat. Observe that the defeater C is not necessarily an argument step of the plan. The argument C could be any defeater that can be built from the effects of the actions steps that could be ordered to come before A 1 in the plan. This argument-argument threat is resolved ensuring that B is not defeated by C. There are three alternative methods:
-delaying the defeater: Add orderings constraint to the plan to force every action step A 2 in the plan, that achieve a literal f k ∈ base(C), to come after A 1 (see figure 4(b) ). This forces C to exist after A 1 , therefore b is warranted at the moment is needed to execute A 1 . -defeating the defeater: add steps to the plan to force the defeater C to be defeated (see figure 4(c) ). To accomplish this, the precondition p is added to the step A 1 , where p ∈ heads(C), and the plan is completed to achieve this precondition. Since the intention is to defeat C, the step chosen to support p must be an argument step. -disabling the defeater: add steps to the plan to prohibit the existence of the defeater C (see figure 4(d) ). To accomplish this, the precondition n is added to the step A 1 , where n ∈ literals(C), and the plan is completed to achieve this precondition. The step chosen to support n must be an action step, because the intention is to prohibit the existence of C.
The proposed solutions for solving the new types of threats will be used in an algorithm presented in following section (See Figure 6 ).
Proposed Algorithm
In this section we will present an extension of the traditional POP algorithm that we will call APOP. The function APOP ( Figure 5 ) proceeds as the traditional pop algorithm: starts with an initial plan and attempts to complete it by adding new steps, resolving the threats that may appear. However, it will consider arguments and actions as planning steps and resolve the new types of threats introduced in Section 5. Besides the initial state Ψ and the Goal, function APOP takes Δ and Γ as input parameters. The set Δ contains defeasible rules that can be used for building arguments and Γ is the set of available actions. In APOP a plan is represented by seven sets (see Make Initial Plan in Figure 5 ).
In contrast with the traditional POP algorithm the procedure Choose Step (Figure 6 ) will consider arguments, besides actions, to support unsatisfied subgoals (Plan.Subgoals). Note that if no arguments can be constructed to support a subgoal (Arg Steps=∅ in statement (2) ) then only actions steps will be considered and the algorithm will proceed as POP (statement (6) ). However, if Arg Steps = ∅, the algorithm will consider the inclusion of an argument step to support a subgoal (statement (7)). In each case the plan will updated acordingly.
procedure Choose Step( Steps:= Act Steps ∪ Arg Steps; endcase (4) As new steps are added to the plan, new threats could appear. The function Resolve threats (Figure 7 ) detects these threats and tries to resolve them using the methods proposed in section 5.
The statement (1) considers all action-action threats present in the plan and tries to resolve each of them choosing either promotion or demotion (see Figure 2) . Following [7] , we use "possibly A1≺A3" in the algorithm to express that A1≺A3 is consistent with the ordering constraint of the plan (Plan.Orderings). It is important to note that if the plan contains no argument steps then Plan.Support Links= ∅, hence, statement (2) will not be executed and Resolve threats will proceed as in traditional POP algorithm.
If the plan contains arguments, statement (2.a) considers all action-argument threats present in the plan and tries to resolve each of them choosing either promotion* or demotion* (see Figure 3) . Finally, statement (2.b) considers all argument-argument threats and tries to resolve each of them choosing either delaying the defeater, defeating the defeater or disabling the defeater (see Figure 4) .
Related Work
The combination of defeasible reasoning and planning is not new [9, 11] . However, in these works, the whole plan is viewed as an argument and then, defeasible reasoning is performed about complete plans. In contrast, our approach uses arguments for warranting subgoals, and hence, defeasible reasoning is used in a single step of the plan.
In [9] , a planner is proposed that performs essentially the same search as POP, but by reasoning defeasibly about plans. That is, it reasons backwards from goals to subgoals, planning for conjunctive goals separately and then merging the plans for the individual goals into a combined plan for the conjunctive goal. Pollock argues that planning must be done defeasibly, making the default assumption that there are no threats and then modifying the plan as threats are discovered. Therefore, a planning agent will infer defeasibly that the merged plan is a solution to the planning problem. A defeater for this defeasible inference consists of discovering that the plan contains destructive interference. This interference refers to the traditional notion of threat that involves only actions. Although this approach combines defeasible reasoning and partial order planning, defeasible reasoning is not used in the same way as we propose in this work. He uses defeasible reasoning to reason about the plan as a whole, while we use defeasible reasoning to warrant subgoals during the planning process.
In [11] , an argumentation-based approach for agents following the BDI model is introduced. They introduce different instantiations of Dung's abstract argumentation framework for generating consistent desires and consistent plans for achieving those desires. Although their work relates argumentation and plans, their approach differs considerably from ours. For them, a complete plan for a desire d is an "instrumental argument", i.e., a set of planning rules that support d. Since complete plans are arguments, they introduce the notion of conflict among plans (arguments) and their approach defines which plan prevails after an argumentative analysis. Therefore, plans are more related to our notion of argument, than to our definition of plan. Finally, they use plans to justify the selected intentions of the agent.
Conclusions
In this paper we have introduced an argumentation-based formalism an agent could use for constructing plans using partial order planning technics. We have described how the traditional POP algorithm can be extended to consider arguments as planning steps.
When actions and arguments are combined to construct plans, new types of interferences appear. Therefore, we have extended the notion of threat to consider: action-action, action-argument, and argument-argument threats. Methods to resolve each type of threat have been proposed.
We have presented an algorithm called APOP, that extends the traditional POP algorithm to consider actions and arguments as planning steps and resolve the new types of threats using the proposed methods. A prototype implementation of this algorithm was implemented in Prolog.
This work was focused on improving the capabilities and scope of current planning technology and not in improving the efficiency of current planning implementations. Therefore, we have not made any comparison of the efficiency with other existing planners.
Future work includes the extension of our formalism to consider other features (e. g., conditional effects) that are present in other action representation languages like AL [1] and PDDL [5] .
