in this same genre. The first states that if n = 2 (mod 4) and X is a matrix with entries in Q(i) (Q = rationals, i 2 = -1) such that X = -xt and XX* = kIn (* denotes conjugate transpose) then k = q12 -1-q2 2 (qj E Q).
As before, if k E Z, the integers, then ql and q2 may also be chosen in Z.
The second theorem asserts that if X and Y have order n == 2 (mod 4) and entries in Q(i) where XX* = I, yy* = kI, XY* + YX* = 0, and both X and Yare skew-symmetric then k is a square in Q.
These theorems affirmatively resolve questions (a), (b), and (e) of [1] .
In the last part of the paper we use some recent work of Blake and Mullin on coding theory to answer part of question (h) in [1] . We include, in Appendix I, a tabulation of some of the results on this question.
We have raised some conjectures in this paper about the types of orthogonal designs that may exist in order 4t, t odd. We include, in Appendix II, the status of these conjectures in order 4 . 5 = 20. Proof By the theorem of Lagrange, every positive rational number may be written as the sum of four squares of rational numbers. Since k, above, is necessarily ?'o ° we may write k = k 1 2 -~ k22 -1-k3 2 + k 4 
•

Now, let
One easily sees that (t)
The matrix equation AAt = kIn tells us that In is congruent to kIn over Q while (t) shows that 14 is congruent to kI4 over Q. Now since n == 2 (mod 4) we obtain, by Witt's cancellation theorem (see e.g. [8, p. 64] ) that 12 is congruent to kI2 over Q. Thus, there is a 2 X 2 matrix B, with entries in Q, such that BBt = kI2 and hence k = q12 + q2 2 for ql , q2 E Q. The proof is complete when we observe that if an integer is a sum of two rational squares it is also the sum of two inte,ger squares. THEOREM 2. Let X be a matrix of order n = 2 (mod 4) with entries in the field Q(i) (i2 = -1). Suppose Proof Our proof closely parallels the proof of our Theorem 1 that was given by van Lint and Seidel in [4] . We write n = 2s and we proceed by induction on odd s.
We first note that the assertion is trivially true for s = 1, for then
and k = zz ("--" denoting the usual complex conjugation) which is a sum of two squares.
To continue the proof, we need the following lemma from [ Now form the matrix
Claim. P is a matrix of order 2(s -2) with entries in Q(i) and satisfying
Proof Clearly P has order and entries as stated and since At = -A, Bt = -C, ct = -B, and Et = -E we easily obtain (i).
To prove (ii) we consider the product of four matrices, STUV (set
by
first calculating this product as S(TU) Vand then as (ST)(UV).
Thus, the induction hypothesis may be used on P to complete the proof of the theorem.
There is one more theorem of this type we would like to prove. Its importance will be clear in the next section when we discuss the applications of these results to orthogonal designs. then q = r2 for r E Q. A simple calculation shows that if the square of Z E Q(i) is in Q then Z is pure real or pure imaginary. In either case, ql = p2 for some p E Q. But, since I is odd, q must already be a square in Q.
ApPLICATIONS TO ORTHOGONAL DESIGNS
We recall a few definitions and theorems which may all be found in [I] .
DEFINITION. An orthogonal design of order n and type (Sl '''., Sl) on the commuting variables Xl'"'' Xl is an n X n matrix, A, with entries chosen from {O, ::c~X1 , =-~X2 '''., ±Xl} such that Remark. In [1] we showed that if n = 4 . 3 then Theorem 4 gave necessary and sufficient conditions for the existence of a design (Sl , S2) in order 12. We conjecture that Theorem 4 always gives necessary and sufficient conditions for the existence of orthogonal designs on two variables in order n == 4 (mod 8).
Let X be an orthogonal design of type (1, 1, k) in order n and write
and n = 4s, then, with no loss of generality we may assume
The patient reader will then discover that if As is partitioned into 2 X 2 blocks, denoted aij, 1 :s;; i,j :s;; 2s, then, since AIAst + AsAlt = 0 and A2A s t + AaA2t = 0 we have
(for i =l=j). Thus, As may be considered as a matrix, which we will denote
As , of order 2s with entries in Q(i), i2 = -1, by replacing the block
We observe that Aa t = -As and since AaAst = kIn then AsA3* = kI z8 ' We may now state THEOREM 5. Let n == 4 (mod 8) and let X be an orthogonal design of
Proof From the discussion above we see that the existence of such a design implies the existence of a matrix Y of order nl2 = m == 2 (mod 4) with entries in Q(i) satisfying yt = -Y and yy* = kIm. Thus, from Theorem 2 we conclude that k is a sum of :s;; 2 squares.
We would now like to generalize Theorem 5. We need an easy lemma about rational matrices for which we have been unable to find a reference. We include a proof here for completeness.
LEMMA. Let A be a rational matrix of order n = 21 satisfying
Then there is an orthogonal matrix P (i.e. P pt = I) such that (Note: This fact is well known for real matrices and follows immediately from the Gram-Schmidt orthonormalization theorem, which, unfortunately, is not avaialable for the rational field.)
Proof We write (,) to denote the standard inner product on Qn. Let v be any vector of unit length in Qn and let V be the subspace spanned by v and Av. Note that this subspace is invariant under A. Clearly Av has unit length also and (v, Av) = O. By Witt's theorem Av = VI and v = V 2 can be extended to an orthonormal basis for Qn. We use this basis to form the rows of a matrix P. Then, with respect to this basis, the matrix for A i~ and the proof proceeds by induction on I. 
By the lemma, there is an orthogonal matrix Q such that We may proceed as in the proof of Theorem 6 to change the family of 3. SOME ApPLICATIONS AND CONJECTURES ORDER 12. In [1] we constructed many orthogonal designs in order 12. We also were unable to construct some whose existence was not denied by any of the theorems in that paper. For the reader's convenience we will recall that list.
I.
1. (1, 1, 1,2) 6. (1,3, 3, 3) 2. (1, 1, 1,3 (1,3,3 
Thus, the designs in order 12 that were constructed in [1] are the only orthogonal designs in order 12. We note also that all the orthogonal designs in order 12 were constructed using the Goethals-Seidel array (see [1, Theorem 13] ), including the important Baumert-Hall array of order 12.
In view of our experience in order 12 and some calculations that we will exhibit in Appendix II we make the following conjectures concerning the existence of orthogonal designs in order n = 4t, todd. Conjecture 1. A necessary and sufficient condition that there exist a design of type (a, a, b) in order n is that b/a be a sum of ~ two rational squares.
Conjecture II. A necessary and sufficient condition that there exist a design of type (a, a, a, b) in order n is that b/a be a rational square.
Conjecture III. A necessary and sufficient condition that there exist a design of type (a, b) in order n is that b/a be a sum of ~ three rational squares.
The "necessary" parts of conjectures I, II, and III have all been verified (Theorems 6, 7, and 4 of this paper).
The conjectures are all valid for n = 4, 12. We shall report on our investigations for n = 20 in Appendix II.
Our feeling is that Conjectures I-Ill in fact tell the whole story about orthogonal designs in order n = 4t, t odd, in the sense that any design not excluded by these conjectures from existing does in fact exist. For example, at first glance our conjectures say nothing about whether a design of type (1,2,2, 10) should exist in order 20. But, if it did there would be a design of type (2,2, 11) in order 20, which is precluded by Theorem 6. On the other hand, a design of type (1, 2, 3, 9) in order 20 is not excluded by any of the conjectures, nor are any of the orthogonal designs in order 20 that one can obtain from it (like the designs (1, 9), (6,9), (3, 3, 9), etc.) and so we conjecture that this design exists. Perhaps these remarks really consti- 
(We have shown that these conditions are not sufficiently sharp to give sufficient conditions for a Wen, k) to exist, by showing that a W(9, 4) does not exist.)
In [I] we showed that a W(n, 4) exists for every n ~ 10 and a W(n, 9) exists for every n ~ 31. (In the latter case we actually had a Wen, 9) for all n~ 22 except for n = 31.) In [1] we conjectured that if k = a 2 then there is always an m (depending on k) such that for every n ~ m a Wen, k) exists. We can now solve that problem. Our results are based on some recent work of I. Blake and R. C. Mullin.
LEMMA 9. If a and b are two relatively prime integers then every integer ~ (a -I)(b -1) is a positive linear combination of "a" and "b".
Proof The proof is left as an exercise. We have been unable to locate any analagous bound for a collection of t integers that are relatively prime. Such a formula would be very useful.
THEOREM 10 (Blake-Mullin). Let p be an odd prime and let t be even. 
Thus x = p~. But p~ I pt + 1 <c:-ex = 0 and so x = l.
THEOREM 14. Let k = a 2 for some integer a. Then there is an integer N (depending on a) such that for all n ): N, a Wen, k) exists.
Proof By Lemma 12 we have the theorem for k an even prime power. Thus, it will be sufficient to prove that if the theorem is true for k = r2 and true for k = S2 it is true for k = (rs)2.
Assume the theorem is true for k = r2, i.e. there is an integer N r such that for all n ): N r , a Wen, r 2 ) exists. Let P r and Qr be two distinct primes ): N r . Similarly, let P s and Qs be two distinct primes): Ns (different from P r , Qr). We have already mentioned some results about weighing matrices of weight 4 and weight 9. The computations on weight 4 are in [1] , while those on weight 9 may be deduced from [2] and [3] .
From [2] we have a W(2m, 16) for every m ;?: 8. From the known W (7, 4) we obtain a W(49 , 16) .
From Lemma 11 we obtain a W(26, 25). A W(m, 25) is exhibited in [3] for m E {28, 32, 36, 40, 44, 48, 52}. Theorem 10 gives a W(31,25) .
From the W(l3,9), W (6, 4) , and W (7, 4) given in [1] we obtain a W (78, 36) and a W(91, 36) . In [3] we have a W(m, 36) for m E {36, 40, 44, 48, 52, 56, 60, 64, 72}. The following two sequences of length 37 may be used to generate circulant matrices A and B which may then be used in to give a W(74, 36) . These remarks may be used to prove the following proposition. The situation about weighing matrices of odd order is thus in a very unsatisfactory state and we can offer no conjectures at this time. It is clear that this area merits a more comprehensive investigation.
In this appendix we would like to report on our investigations concerning Conjectures J, II, and III of Section 3 for order 20. Theorems 4, 5, 6, and 7 eliminate many tuples as the types of orthogonal designs in order 20. The designs not eliminated are given in Table 1 Table II we list the first rows of the circulants we used to construct the designs in question.
(1,1,1,1) .j (1,1,1,4) .j (1, I, 1,9) .j (1, I, 1, 16) (1,1,2,2) .j (1, 1, 2, 8) .j (1, 1,2,16) (1, 1, 4, 4) .j (1, 1, 4, 9) .j (1, 1, 5, 5) .j (I, 1, 5, 8) (1,1,5,13) (1, 1, 8, 8 (2, 2, 2, 8) .j (2, 2, 4, 4) .j (2, 2, 4, 9) .j (2,2,5,5) (2, 2, 8, 8) .j (2, 3, 4, 6) .j (2, 3, 6, 9) .j (2, 3, 7, 8 ) (2, 4, 4, 8) .j (2, 5, 5, 8) .j (3, 3, 3, 3) .j (3, 3, 6, 6 ) (4, 4, 4, 4) .j (4, 4, 5, 5) .j (5, 5, 5, 5) .j (4, 4, 10) ..; (4, 8, 8) ..; (5, 6, 7) (4, 5, 5) ..; (5, 5, 5) ..; (5, 6, 8) (4,5,6) ..; (5, 5, 8) ..; (5, 6, 9) ..; (4, 5, 9) ..; (5, 5, 9 ) (5, 7, 8) ..; (4, 6, 8) ..; (5, 5, 10) ..; (6, 6, 6) ..; E. (1, 1) ..; (2, 16) ..; (5, 8) ..; (1, 2) ..; (2, 17) ..; (5, 9) ..; (1, 3) ..; (2, 18) ..; (5, 10) ..; (1, 4) ..; (3, 3) ..; (5, 13) ..; (1, 5) ..; (3, 4) ..; (5, 14) ..; (1, 6) ..; (3, 6) ..; (5, 15) ..; (1, 8) ..; (3, 7) ..; (6, 6) ..; (1, 9) ..; (3, 8) ..; (6, 7) ..; (1, 10) ..; (3, 9) ..; (6, 8) ..; (1, 11) ..; (3, 10) ..; (6, 9) ..; (1, 12) ..; (3, 11) ..; (6, 11) ..; (1, 13) ..; (3, 12) ..; (6, 12) ..; (1, 14) ..; (3, 14) ..; (6, 13) (1, 16) ..; (3, 15) ..; (6, 14) ..; (1, 17) ..; (3, 16 ) (7, 7) ..; (1, 18) ..; (3, 17) ..; (7, 8) ..; (I, 19) ..; (4, 4) ..; (7, 10 ) (2, 2) ..; (4, 5) ..; (7, 11) ..; (2, 3) ..; (4, 6) ..; (7, 12 ) (2, 4) ..; (4, 8) ..; (7, 13) ..; (2, 5) ..; (4, 9) ..; (8, 8) ..; (2, 6) ..; (4, 10) ..; (8, 9) ..; (2, 7) ..; (4, 11) ..; (8, 10) ..; (2, 8) ..; (4, 12) ..; (8, 11) ..; (2, 9) ..; (4, 13) ..; (8, 12) ..; (2, 10) ..; (4, 14) ..; (9, 9) ..; (2, 11) ..; (4, 16) ..; (9, 10) ..; (2, 12) ..; (5, 5) ..; (9, 11) ..; (2, 13) ..; (5, 6) ..; (10, 10) ..; (2, 15) ..; (5, 7) ..; 
