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Reliable MIMO Optical Wireless Communications
Through Super-Rectangular Cover
Yan-Yu Zhang, Hong-Yi Yu, Jian-Kang Zhang and Jin-Long Wang
Abstract— In this paper, we consider an intensity modulated
direct detection multiple-input-multiple-output optical wireless
communication (IM/DD MIMO-OWC) system, where the channel
coefficients are assumed to be completely known at the receiver.
For such a system, since both the transmitted signals and the
channel coefficients are nonnegative, the full rank condition on
the unique identification of the signals for a noise-free channel
and fully reliable (diversity) estimation of the signals for a noisy
channel for MIMO radio frequency (MIMO-RF) communications
is sufficient but not necessary. For this reason, from the viewpoint
of detection theory, a novel so-called super-rectangular cover
theory is developed to characterize both the unique identifiability
and full reliability for IM/DD MIMO-OWC. In this theory, two
important concepts, cover order and cover length are introduced.
Among all the super-rectangles covering the feasible domain in
the first quadrate determined by a semidefinite positive quadratic
form smaller than any given positive constant, the largest super-
rectangular cover is the one with the maximum number of finitely
lengthy sides, while the smallest super-rectangular cover is the
largest super-rectangular cover with the length of each finitely
lengthy side being the minimum. Cover order and cover length
are defined, respectively, as the number of the finitely lengthy
sides of the largest super-rectangle cover and the side length
of the smallest super-rectangular cover. This theory states that
a transmitted matrix signal can be uniquely identified if and
only if the cover order is equal to the transmitter aperture
number (maximum cover order), i.e., full cover. In particular,
when this theory is applied to the diversity analysis for space-
time block coded IM/DD MIMO-OWC over commonly used
log-normal fading channels, we prove that full reliability is
guaranteed with a maximum likelihood (ML) detector if and
only if the space-time block code (STBC) enables full cover. In
addition, for this system, the diversity gain can be geometrically
interpreted as the cover order of the super-rectangle, which
should be maximized, and the volume of this super-rectangle,
as the diversity loss, should be minimized. Using this established
error performance criterion, the optimal linear STBC for block
fading channels is proved to be spatial repetition code with an
optimal power allocation. The design of the optimal non-linear
STBC is shown to be equivalent to constructing the optimal
multi-dimensional constellation, which is a classic and long-
standing topic. Specifically, a multi-dimensional constellation
from Diophantine equations is proposed and then, shown to be
more energy-efficient than the commonly used nonnegative pulse
amplitude modulation (PAM) constellation. Furthermore, for fast
fading channels, a linear STBC is constructed by collaborating
the signals of two successive channel uses and proved to be related
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, say, Golden code. This Golden
code has an important property of non-increasing diversity loss
as constellation size increases and thus, presents encouraging
error performances. These observations obtained in this paper
reveal useful insights into how the space-time block coded IM/DD
MIMO-OWC systems are remarkably different from, rather than
“mimic”, the conventional space-time coded MIMO-RF systems
(Tarokh, Seshadri, and Calderbank, 1998) from the perspectives
of detection theory, error performance criterion and code design
techniques.
Index Terms— Cover length, cover order, Diophantine equa-
tion, full diversity, Golden codes, intensity modulation and
direct detection (IM/DD), maximum-likelihood (ML) detection,
multidimensional constellation, multiple input multiple output
(MIMO), optical wireless communications (OWC), repetition
coding (RC), rectangular cover, space-time block code (STBC).
I. INTRODUCTION
A. Motivation
MODERN society has witnessed an explosively increasingdemand of information. This demand has ever been
triggering off an enormous expansion of wireless communi-
cations. As an extensively investigated area, radio frequency
(RF) wireless communication has played an important role
in our daily life. However, the continually increasing de-
mand of data transmission almost makes the radio spectrum
approaching saturated. As an adjunct or alternative to RF
communications, intensity modulation direct detection optical
wireless communication (IM/DD OWC), due to its potential
for bandwidth-hungry applications, has become a very im-
portant area of research [1]–[13]. The importance of IM/DD
OWC lies in the advantages of low cost, high security, freedom
from spectral licensing issues etc. Therefore, IM/DD OWC is
considered to be the next frontier for net-centric connectivity
for bandwidth, spectrum and security issues in numerous sce-
narios. For the road map of optical communications recently
developed in [14], the authors even predicted that “the next
decade will undoubtedly see the widespread deployment of
OWC systems.”
Among the diverse environments using IM/DD OWCs,
the three most broadest incarnations [14] are visible light
communications (VLC), terrestrial free space optical (FSO)
communications and deep space systems.
1) IM/DD OWC operating in the visible band (390∼750
nm) is commonly referred to as VLC [6]–[10], [15],
[16], which utilizes ubiquitous light emitting diodes as
data transmitters, e.g., indoor lights, street lights, car
brake lights, remote control units and countless other
applications. This novel IM/DD OWC has attracted
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extensive attention and has had great breakthrough of
transmission rate up to several Gbit/s [17]–[19]. It
should be noted that for indoor IM/DD OWC, when
the receiver and transmitter are in fixed locations, the
optical intensity channel is considered to be determinis-
tic. However, some challenges remain, especially in the
mobile environments,
2) For FSO over mobile or atmospheric channels, reliability
is a key consideration [20]–[23]. In the mobile link, there
will be inevitable impairments such as terminal-sway,
aerosol scattering and pointing errors, etc. In addition,
for the atmospheric environments, atmospheric effects,
such as rain, snow, fog and temperature variation, will
significantly affect the link performance by resulting in
the fading of the received intensity signal. Therefore, in
the design of IM/DD OWC links, we need to consider
these impairments-induced fading for reliability issues.
3) For the near-Earth and interplanetary deep-space com-
munications [24], [25], OWC systems have the ability
to provide high data rate communication and enjoy
compelling advantage over currently well-established RF
communications. For these very long distance deep-
space applications, such as a 400,000km OWC link
between a satellite in lunar orbit and a ground station
demonstrated by NASA in 2013 [26], there is no viable
alternative to OWC [14].
To assure reliable IM/DD OWC links, IM/DD multiple-
input-multiple-output (MIMO) OWC (IM/DD MIMO-OWC)
systems use multiple transmitter and receiver apertures with
sufficient separation between each such that multiple receiver
apertures receive diverse replicas of the transmitted signals.
Reliable detection can be achieved by introducing a design for
the transmitted symbols distributed over transmitter apertures
(space) and (or) symbol periods (time). Such proper design is
an important and challenging task. Therefore, in this paper, we
focus on the space-time signal processing theory and design
techniques for IM/DD MIMO-OWC systems.
B. Previous Work and Current Challenge
Historical perspective on the space-time block code (STBC)
is mainly resulted from the landmark work in [27]. Unfor-
tunately, compared with the well-developed theory and tech-
niques for MIMO-RF communications [27]–[33] and coherent
MIMO-OWC [34]–[38], there are the following three main
features in IM/DD MIMO-OWC communications.
The first feature is a nonnegative constraint on the design
of transmission for IM/DD MIMO-OWC and the channel
coefficient with direct detection of optical intensity. In a
typical optical system with IM/DD, the received current from
the optical detector is proportional to the power of light
wave. However, in the MIMO-RF and coherent MIMO-OWC
systems, the received current is proportional to the amplitude
of the carrier [39], [40]. In other words, both the channel and
the signals of IM/DD MIMO-OWC are located in the positive
orthants of a real space, whereas the channel and signals
of MIMO-RF and coherent are generally complex-valued and
bipolar. Because of this feature of IM/DD MIMO-OWC, the
full rank condition for the reliable signal identification of
MIMO-RF [27]–[33] is sufficient but not necessary for IM/DD
MIMO-OWC. Hence, the currently well-developed techniques
for MIMO-RF and coherent MIMO-OWC cannot be appli-
cable to IM/DD MIMO-OWC completely. To characterize
the detection reliability of matrix signals for IM/DD MIMO-
OWC, new mathematical theory indeed needs to be developed.
The second feature is that there does not exist any available
mathematical tool that could be directly applied to the anal-
ysis of the average pair-wise probability (PEP) for IM/DD
MIMO-OWC when the commonly used log-normal [41]–
[46], Gamma-Gamma [47]–[49], K-distributed [50], [51] are
involved. In these scenarios, since the resulting PEP relating
diversity gain analysis to signal-to-noise ratio (SNR) becomes
very complicated, it is indeed a challenge to extract a dominant
term of the average PEP. Let alone say what the best diversity
gain is. Here, it should be mentioned that there really exist
mathematical formulae in literature for numerically and accu-
rately computing the integral involving channel fading [41]–
[45]. However, it still seems difficult to provide a general
guideline on STBC design. To overcome this difficulty, novel
techniques are indeed in demand.
The third feature is that the power constraint of IM/DD
MIMO-OWC is on the amplitude average of the nonnegative
signals, whereas the power constraint for MIMO-RF and
coherent MIMO-OWC is on the squared amplitude average.
Despite the fact that the nonnegative constraint can be satisfied
by properly adding some direct-current components (DC)
into transmitter designs so that the existing advanced MIMO
techniques [27], [30], [52] for the RF communications such
as orthogonal STBC (OSTBC) [53]–[61] could be used in
IM/DD MIMO-OWC, the power loss arising from DC is
considered to incur the fact that this modified OSTBC [62]–
[64] in IM/DD channels has worse error performance than
the repetition coding (RC), which is based on the spatial-
repetitional transmission of equally spaced nonnegative pulse
amplitude modulation (PAM) and is shown to be the best code
available in the literature for this application [44], [65]–[67]. In
addition, it is known that for a single transmitter transmission,
the nonnegative PAM is indeed the most energy-efficient in
terms of the maximization of the minimum Euclidean distance
under an optical power budget. However, our recent results
in [68] have revealed that this is no longer true even for
a two-transmitter transmission IM/DD MIMO-OWC system.
Unfortunately, attaining a general optimal multi-dimensional
constellation is as hard as solving a parallel and long-standing
well-known optimization problem in modern RF digital com-
munications, which, to the best knowledge of the authors,
still remains unsolved thus far [69]–[72]. Since the feasible
signal domain and power constraint of OWC are significantly
different from those of RF communications, the design of
energy-efficient space-time constellations is indeed needed to
further improve its system performance.
C. Our Main Work
Indeed, all the aforementioned factors motivate us to pro-
pose a novel theory for the signal design of a general IM/DD
3MIMO-OWC system and then, in particular, to develop new
techniques for the corresponding energy-efficient signal de-
signs. Therefore, our main tasks in this paper are summarized
as follows.
1) To develop a theory to characterize the properties of
STBC of IM/DD MIMO-OWC. With this aim, we will
develop a fundamentally important super-rectangular
cover theory in Section III to characterize the identi-
fication of signals for nonnegative matrix channels from
the viewpoint of detection theory. In addition, full cover
will be proved to a necessary and sufficient condition
for the unique identification of signals in any noise-free
nonnegative channel.
2) To establish a general criterion for the STBC design of
IM/DD MIMO-OWC over log-normal fading channels.
To this end, the super-rectangular cover theory will be
specifically applied to the diversity analysis of IM/DD
MIMO-OWC in presence of the log-normal fading in
Section IV. Our main idea here is that by fragmenting
the integral region of the average PEP involving log-
normal into two sub-domains, the dominant term will
be successfully extracted. With this, we will prove that
full cover is also a necessary and sufficient condition to
assure a full diversity achievement in a noisy IM/DD
MIMO-OWC log-normal channel.
3) To systematically design STBC of IM/DD MIMO-OWC
over log-normal fading channels. For this purpose, we
will, in Section VI, use the newly developed criterion for
IM/DD MIMO-OWC over log-normal fading channels
to attain the following results.
a) Optimal linear STBC structure. By fully utiliz-
ing the nonnegativity of signals and linear power
constraint, it will be proved that for block fading
channels, RC with an optimal power allocation is
the optimal linear STBC.
b) Optimal non-linear STBC structure. For block fad-
ing channels, the design of optimal STBC will be
shown to be equivalent to constructing the optimal
multi-dimensional constellation with an optimized
spatial power allocation.
c) Multidimensional Diophantine constellations. A
specific energy-efficient multi-dimensional constel-
lation from Diophantine equations will be proposed
to construct an energy-efficient collaborative STBC
and provide a useful insight into how to design
multidimensional energy-efficient constellation for
IM/DD MIMO-OWC.
d) Golden codes. For fast fading channels, by linearly
collaborating the signals of two successive inde-
pendent channel uses, an optimal linear STBC will
be designed via analytical optimization and shown
to be related to the Golden number
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Notation: Most notations used throughout this paper are
standard: column vectors and matrices are boldface lowercase
and uppercase letters, respectively; the matrix transpose is
denoted by (·)T ; IN×N denotes an N × N identity matrix;
Notation ‖v‖2 denotes the `-2 norm of v; and ∅ denotes an
empty set. RL×N+ is the set of all L × N matrices with all
entries being nonnegative and RN++ is the set of all the N × 1
vectors with all N entries being positive.
II. SYSTEM MODEL
Let us consider an N×M IM/DD MIMO-OWC system hav-
ing M receiver apertures and N transmitter apertures. During
the L time slots (channel use), the N transmitter apertures
transmit the codeword matrices Xk, k = 0, 1, · · · , 2K − 1,
which are randomly, independently and equally likely selected
from a given nonnegative space-time constellation X satisfying
the unipolarity requirement of intensity modulation, i.e., X ⊆
RL×N+ . These matrix codewords are then transmitted to the
receivers through flat-fading path coefficients, which form the
elements of the N×M channel matrix H. The received space-
time signal, denoted by the L×M matrix Y, can be written
as
Y = XH + N, (1)
where the entries of channel matrix H are nonnegative, i.e.,
H ∈ RN×M+ . In addition, regarding noise matrix N in (1),
the two primary sources at the receiver front end are due
to noise from the receiver electronics and shot noise from
the received DC photocurrent induced by background radi-
ation [39], [73]. Firstly, the exact number of the arriving
photons at the receiver during a given duration is random
and modelled as Poisson distribution [39], [73] with a rate
proportional to the input. This model reflects the physical
nature of the transmitted signal consisting of many photons
and thus, this noise component is signal-dependent. Secondly,
the signal is also corrupted by background radiation (called
dark current) that is modelled by an additional constant rate
added to the rate of the Poisson distribution. In addition to the
above two components, the received signal is also impaired
by the thermal noise from the receiving device. In this paper,
we assume that the shot noise caused by background radiation
is dominant compared with the other noise components [74],
[75]. By the central limit theorem, this high-intensity shot
noise matrix N is closely approximated as additive, signal-
independent, white, Gaussian noise [39], [74] with zero mean
and covariance matrix σ
2
N
M ILM×LM .
It can be seen that the channel matrix of IM/DD MIMO-
OWC lies in the positive orthants of a real space. In addition,
the channel fading is normally modelled as log-normal [41]–
[46], Gamma-Gamma [47]–[49], K-distributed [50], [51] not
Rayleigh anymore. Therefore, we cannot straightforwardly
resort to the well-developed techniques for MIMO-RF wireless
communications [55] to the design of STBC for IM/DD
MIMO-OWC. For this reason, we will develop a new the-
ory called cover theory for this application in the following
section.
III. ESTABLISHMENT OF SUPER-RECTANGULAR COVER
THEORY
In this section, our primary purpose is to develop a novel
super-rectangular cover theory to characterize the properties of
the coding structure from the viewpoint of signal identification.
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A. Unique Identification and Full Super-Rectangular Cover
This subsection aims at presenting the motivation of our
super-rectangular cover theory from the perspective of detec-
tion theory and introducing the definition of full cover. Then,
we will show that the unique identification of signals and the
full cover are equivalent.
1) Unique Identification of Space-Time Constellations: Let
us first consider the noise-free version of (1), given by
Y = XH (2)
From signal detection theory, it is of interest to determine a
condition that guarantees the existence of a unique codeword
matrix X in the constellation X for any given non-zero re-
ceived signal Y and nonzero channel matrix H ∈ RN×M+ , that
being said, the unique identification of codewords. Naturally,
one may ask: Why is the study of the noise-free case so
important when all realistic communication systems are noisy?
The main reason for this can be explained as follows: The
reliability (specifically referred to as diversity gain for fading
channels) is to measure how quickly the error probability
decreases against increasing SNR [27], [76], and thus, quan-
titatively characterizes how accurately the transmitted signal
is estimated in a noisy environment, particularly in a high-
SNR scenario. Therefore, a full-reliability (or full diversity)
code must have the ability to allow the transmitted signal to
be uniquely identified in a noise-free case. That is to say,
if a constellation design is not able to provide the unique
identification of the transmitted signals in the noise-free case,
then, the reliable detection of the signal will not be guaranteed,
even in a sufficiently high SNR region. In fact, our results in
Section IV will show that it is the unique identification of
the transmitted signal in the noise-free case that guarantees a
full diversity achievement in the noisy case with log-normal
fading.
What follows gives a formal definition of the unique iden-
tification in (2):
Definition 1: For an arbitrarily given nonzero channel vec-
tor h ∈ RN+ , a space-time constellation X is said to be
uniquely identified if for any two distinct codeword matrices
X, X˜ ∈ X , then, it holds that (X− X˜)h 6= 0.
In the following, we are interested in the condition under
which the unique identification is assured.
2) Super-Rectangular Cover: In this subsection, we for-
mally give the definition of super-rectangular cover and then,
prove the equivalence between unique identification and full
cover.
To start with, let us introduce some related definitions.
Definition 2: A positive semi-definite (PSD) matrix
ATA ∈ RN×N is said to be r-covered (r ≤ N ) by a super-
rectangle if for any given positive real-valued number τ > 0,
the domain determined by {h : h ∈ RN+ ,hTATAh ≤ τ2} lies
in a super-rectangle {h : 0 ≤ hnk ≤ c¯nkτ, k = 1, 2, · · · , r},
i.e.,
{h : h ∈ RN+ ,hTATAh ≤ τ2}
⊆ {h : 0 ≤ hnk ≤ c¯nkτ, k = 1, 2, · · · , r}
−0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
h1/τ
h 2
/τ
h1+ h2 = τ
Rectangle
Fig. 1
EXAMPLE OF A FULL-COVER 2× 2 PSD MATRIX.
where all c¯nk are absolutely constants independent of τ . Then,
ATA or A is said to have a cover link n1, · · · , nr. In
addition,
1) The maximum r is named the cover order of ATA and
denoted by Rc.
2) When Rc = N , ATA is said to have full-cover.
3) When Rc = 0, ATA has zero-cover.
4) For a fixed nk satisfying 1 ≤ k ≤ Rc, the minimum
constant c¯nk , which is specifically denoted by cnk , is
named the nk-th cover length and the product of all the
cover lengths is called cover volume.
5) The index sequence n1, · · · , nRc is called one of the
longest cover links of ATA.
To make our presentation as clear as possible, we provide the
following non-trivial examples to illustrate the definitions of
cover order and cover length.
Example 1: Consider ATA =
(
1 1
1 1
)
. In this case,
we have hTATAh = (h1 + h2)
2. We show the domain
{h ∈ R2+ : hTATAh ≤ τ2} in Fig. 1. As illustrated by Fig. 1,
it can be seen that the domain {h ∈ R2+ : hTATAh ≤ τ2}
is triangle-shaped with three vertexes being (0, 0), (1, 0) and
(0, 1) and can be covered by a square with four vertexes
determined by (0, 0), (1, 0), (0, 1), and (1, 1). Hence, for any
τ > 0,
{h ∈ R2+ : hTATAh ≤ τ2}
⊆ {h ∈ R2+ : 0 ≤ h1, h2 ≤ τ}
Therefore, Rc = 2, i.e., ATA has full-cover.
Consider ATA =
(
1 0
0 0
)
. For this matrix, {h ∈ R2+ :
hTATAh ≤ τ2} = {h ∈ R2+ : 0 ≤ h2 ≤ τ, h1 ≥ 0}, which
is shown in Fig. 2 and open in the x-axis direction. In other
words, only one dimension is covered. Thus, we attain that
Rc = 1 and c1 = 1.
5−0.5 0 0.5 1 1.5 2
−0.5
0
0.5
1
1.5
h1/τ
h 2
/τ
[0,1]
[0,∞)
Example 2: Fig. 2
EXAMPLE OF A ONE-COVER 2× 2 PSD MATRIX.
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Example 3: Fig. 3
EXAMPLE OF A ZERO-COVER 2× 2 PSD MATRIX.
ATA =
(
1 −1
−1 1
)
has zero-cover1. In this case, the
feasible set supported by hTATAh = (h1 − h2)2 ≤ τ2 is
shown in Fig. 3 and is open and unbounded with respect to
both h1 and h2. Hence, Rc = 0.
From the above three examples, we can find that 1) essentially,
the cover order Rc and the cover length ci, respectively,
represent the maximal dimension and minimal side lengths
of the super-rectangle that covers {h : h ∈ RN+ ,hTATAh ≤
τ2} and, 2) these two identities are robust to the arbitrarily
given positive number τ .
3) Unique Identification and Full Cover: Now, we formally
present the first main result in this paper on the equivalence
between full cover and unique identification.
Theorem 1: An N ×N PSD matrix ATA has full-cover if
and only if for any non-zero h ∈ RN+ , we have Ah 6= 0.
On Theorem 1, whose proof is postponed into Ap-
pendix VIII-A, we have the following remarks:
1In Subsection V-A, a zero-cover STBC is designed specifically for IM/DD
MIMO-OWC over log-normal fading channels
1) Now, we can conclude that full cover of any nonzero
X − X˜ is indeed a necessary and sufficient condition
on the unique identification of space-time coded con-
stellation X. Very interestingly, our full cover condition
is parallel to the full rank condition for RF STBC to
assure the unique identification given in [30], [52], [55]
in the sense of the existence of the unique solution to
(2) conditioned on non-zero Y and H ∈ RN×M . The
difference between IM/DD MIMO-OWC and MIMO-RF
as well as coherent MIMO-OWC lies in the sets of chan-
nel coefficients: the former is only the positive orthants
of the latter. This difference of the channel vector sets
implies that full rank is sufficient, but not necessary for
signal unique identification. This observation is also the
main theoretical motivation leading us to establishing
this so-called super-rectangular cover theory.
2) Although our super-rectangular cover theory is devel-
oped under the assumption that the channel coefficients
are nonnegative, this idea can be generalized. For exam-
ple, in the MIMO-RF case. If the channel coefficients are
bipolar valued, then, the full cover condition is exactly
full column rank condition on any nonzero X−X˜, which
is the well-known full diversity condition developed
in [55]. For this reason, our super-rectangular cover
theory can be used for a generic applications, where the
channel coefficients can be located at any subset of the
whole space.
Using Theorem 1, we can immediately obtain the following
properties.
Property 1: For an N×N rank-one matrix ATA, Rc = N
if and only if all the entries of ATA are positive.
Property 2: Full-rank matrix ATA has full-cover.
In the following, we will give some algebraic conditions on
full cover. For presentation convenience, we introduce some
notations. For any PSD matrix P ∈ RN×N and ∀h ∈ RN+ ,
notation h¯i denotes an (N−1)×1 vector attained by deleting
i-th entry from h, P¯ii is the (N − 1) × (N − 1) sub-matrix
formed by deleting i-th row and i-th column from P, and p¯i is
the (N−1)×1 vector generated by deleting i-th entry from the
i-th row of P. If there exist n negative entries in p¯i, then, for
presentation simplicity, we denote the indexes of the negative
entries of p¯i by i
(−)
1 , · · · , i(−)n , where 0 ≤ n ≤ N − 1. The
discriminant of the equation piih2i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i = 0
with respect to hi is given by
∆i , −4h¯Ti (piiP¯ii − p¯ip¯Ti )h¯i (3)
Notice that P¯ii− p¯ip¯
T
i
pii
is the Schur complement of P¯ii, which
tells us that piiP¯ii − p¯ip¯Ti is a PSD matrix if pii 6= 0, since
P is PSD. Thus, we have the following
∀i = 1, 2, · · · , N,∆i ≤ 0 (4)
Then, we form an n × n sub-matrix, denoted by C¯(−)i1i2···in ,
using the rows and columns of piiP¯ii − p¯ip¯Ti indexed by
i
(−)
1 , · · · , i(−)n .
Theorem 2: For nonzero PSD matrix P ∈ RN×N , the
following statements are true.
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1) Suppose that there exists at least one i such that
p¯i is nonnegative, i.e., {p¯i : p¯i ∈ RN−1+ , i =
1, 2, · · · , N} 6= ∅. Then, P has full-cover if and only
if all the diagonal entries of P are nonzero and P¯ii has
full-cover for any i satisfying p¯i ∈ RN−1+ .
2) If there exists i such that pii > 0 and (piiP¯ii − p¯ip¯Ti )
has full-cover, then, P has full-cover.2
3) P has full-cover if and only if all the principal sub-
matrices of P have full-cover.
4) Suppose that there exists p¯i having at least one negative
entry, say, {p¯i : p¯i /∈ RN−1+ , i = 1, 2, · · · , N} 6= ∅.
If P has full-cover, C¯(−)i1i2···in has full-cover for any i
satisfying p¯i /∈ RN−1+ .3
The detailed proof of Theorem 2 is provided in Ap-
pendix VIII-B.
In addition, for the block-diagonal PSD matrix, we have the
following property on full cover.
Property 3: Let each P` for ` = 1, 2, · · · , L denote N` ×
N` PSD matrix. Then, the block diagonal PSD matrix P =
diag (P1, · · · , PL) has full-cover if and only if all P` have
full-cover.
The proof of Property 3 is postponed into Appendix VIII-C.
B. Super-Rectangular Cover Order
Our primary target in this subsection is twofold. On one
hand, we will present cover properties to effectively and
efficiently determine the cover order. On the other hand, the
properties related to the zero cover case will be investigated.
1) Cover Order Determination: For completeness of expo-
sition, we begin by introducing some related results extracted
from [77].
Proposition 1: Let S be a subspace of RN and S⊥ be the
orthogonal complementary subspace of S. Then,
1) S ∩ RN+ = ∅ if and only if S⊥ ∩ RN++ 6= ∅.
2) S ∩ RN++ = ∅ if and only if S⊥ ∩ RN+ 6= ∅.
Denote the row space of A by SA and the kernel space of A
by S⊥A. Using Proposition 1, we now develop a necessary and
sufficient condition to determine the cover order of a matrix,
which is stated as the following theorem.
Theorem 3: Let notation R¯K++ denote the set of all the
nonnegative vectors with K positive entries and specifically,
R¯0++ be {0N×1}. Then, the cover order of ATA is equal to
maxSA∩R¯K++ 6=∅K.
The proof of Theorem 3 is given in Appendix VIII-D.
Although it does not provide us with an explicit condition
in terms of the matrix entries, Theorem 3 indeed implicitly
suggests us that we can perform a linear row transformation
to determine the cover order of ATA. In fact, by Theorem 3,
we know that if we can find some nonnegative vectors in SA,
then, the cover order of ATA is equal to the largest number
2The necessity does not holds. An counterexample is given by P = 1 1 11 1 1
1 1 1
.
3The sufficiency is not true since there exits an counterexample given by
P =
 1 −1 0−1 1 0
0 0 1
.
of the positive entries of these vectors. To this end, we first
attain the echelon form of A by using row transformation and
column permutation if necessary. Then, we constrain ourselves
to positive elementary transformation to assure that the first
Rr (matrix rank) columns of the transformed matrix have
constant signs, and to construct a positive vector with as many
positive entries as possible. These above procedures can be
summarized as the following algorithm.
Algorithm 1: (Cover Order Determination) This algo-
rithm consists of the following six progressive steps.
1) Echelon form. Find the elementary transformation ma-
trix E such that
EA =
(
IRr×Rr A¯0
0(N−Rr)×Rr 0(N−Rr)×(N−Rr)
)
(5)
2) Initialization. Initialize k = 1 and Rc = Rr.
3) Sign check: negative entries. Check the signs of entries.
Let A0 = A¯0. Denote the i-th entry of the k-th column
of A0 by aik. If aik ≤ 0 for i = 1, · · · , Rr and∑Rr
i=1 a
2
ik 6= 0, then, Rc = 0 and jump to 6). In addition,
if k = N−Rr+1, then, jump to 6). Otherwise, go to 4).
4) Sign check: zero entries. If ∀i = 1, · · · , Rr, aik = 0,
then, increase k by 1 and go to 3). Otherwise, go to 5).
5) Sign check: bipolar entries. If there are aik > 0 and
ajk < 0 for i 6= j, then, multiply the i-th row of A0 by
−ajkaik and add the multiplied i row to the j row. Repeat
this process until the k-th column of transformed A0,
A¯0, is nonnegative. Then, set Rc = min{Rc + 1, N}
and increase k by 1 and go to 3).
6) Output. Output the cover order Rc.
It should be noted that the cover order can be computed
by employing the same operations on ATA or the eigen-
matrix formed by the eigenvectors corresponding to the non-
zero eigenvalues of ATA, since these matrices have the same
row space. Therefore, the method to determine the cover order
in Algorithm 1 is not unique. In addition, by Algorithm 1,
we can attain the following relationship between the rank and
cover order of a non block-diagonal matrix.
Property 4: ∀A ∈ RM×N , if ATA is not block-diagonal,
then, the cover order and the rank of ATA satisfy Rc = 0 or
Rc ≥ Rr.
Proof: By Algorithm 1, we know that if performing pos-
itive row transformation to A¯0 in (5) gives no non-negative
row vector, then, the corresponding cover order is zero, i.e.,
Rc = 0. If Rc 6= 0 and ATA is not block-diagonal, then,
transforming A¯0 with positive row operations will give us a
non-negative vector with at least Rr positive entries. Hence,
we have Rc ≥ Rr. This completes the proof of Property 4. 
Here, it should be pointed out that when ATA is block-
diagonal, Rc < Rr may happen. The following example serves
to show this phenomenon.
Example 4: For the following 4 × 4 block-diagonal PSD
matrix
ATA =

2 1 0 0
1 2 0 0
0 0 1 −1
0 0 −1 1

7−0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.5
0
0.5
1
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h1/τ
h 2
/τ
h2−h1=τ
{(h1, h2) + ξ(1, 1) : 0 ≤ h,h2 ≤ τ }, ξ > 0
{(h1, h2) : 0 ≤ h,h2 ≤ τ}
Fig. 4
EXAMPLE OF A ZERO-COVER 2× 2 PSD MATRIX.
its cover order is given by Rc = 2. However, the rank of this
matrix is equal to Rr = 3, giving thus, Rc < Rr.
2) Cover Order Properties: In the following, our main
task is to reveal the properties of inner super-rectangle in
the set
{
h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+
}
. These properties
will be shown to be closely related to zero-cover. To make
our idea more understandable, we revisit our Example 3 by
providing new insight into Fig. 3, which is illustrated in Fig. 4.
From Fig. 4, it is noticed that inside domain determined by
{(h1, h2) : (h1 − h2)2 ≤ τ2, h1, h2 ≥ 0}, there is a largest
inner square with four vertexes being (0, 0), (0, 1), (1, 0) and
(1, 1). More importantly, we also notice that shifting this
square in the direction ξ(1, 1) for any positive number ξ
will gives us a new square which is still inside {(h1, h2) :
(h1 − h2)2 ≤ τ2, h1, h2 ≥ 0}. Now, we formally state
this important observation in a generic case as the following
theorem, whose detailed proof is provided in Appendix VIII-E.
Theorem 4: If the cover order of N × N nonzero PSD
matrix ATA is Rc, 0 ≤ Rc < N , then, the following two
statements are true.
1) There exists a nonnegative vector v ∈ R¯N−Rc++ such that{
h + ξv : 0 ≤ hi ≤ τ√
Nλmax
, 1 ≤ i ≤ N, ξ > 0
}
⊆ {h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+}
holds for any given positive constant τ , where λmax
denotes the maximum eigenvalue of ATA.
2) The subprincipal matrix of ATA which is formed by
the rows and columns having the same indexes as the
positive entries of v has zero-cover.
From Theorem 4, we arrive at the following property without
much difficulty and thus, its proof is omitted.
Property 5: If an N × N PSD matrix P has zero-cover,
then, there exists an N × 1 vector v with all entries being
positive such that{
h + ξv : 0 ≤ hi ≤ τ
N
√
λmax
, 1 ≤ i ≤ N, ξ > 0
}
⊆ {h : 0 ≤ hTPh ≤ τ2,h ∈ RN+}
holds for any given positive constant τ , where λmax is the
maximum eigenvalue of P.
The following theorem reveals another important property
for PSD matrices having Rc-cover.
Theorem 5: For any N×N PSD matrix P with cover order
Rc satisfying 1 ≤ Rc < N , its longest cover link is unique.
The proof of Theorem 5 is postponed into Appendix VIII-F.
C. Super-Rectangular Cover Length
In this subsection, we give the closed-form cover length for
a two by two case and then, using this result leads us to a
lower-bound of cover length.
For a 2×2 PSD matrix, we can arrive at the following more
precise result.
Theorem 6: A 2 × 2 PSD P has full-cover if and only if
either P has full-rank or all its entries are positive. Further-
more,
1) If all the entries of P are positive, then, we have ci =
1√
[P]ii
, i = 1, 2.
2) If P has full-rank and [P]12 ≤ 0, then, ci =
√
[P−1]ii
for i = 1, 2.
The proof of Theorem 6 is provided in Appendix VIII-G.
Theorem 7: For any N ×N PSD matrix P ∈ RN×N , if P
has full-cover, then, all the N cover lengths of P are lower-
bounded by
ci ≥ 1√
[P]ii
, i = 1, 2, · · · , N
where all the equalities hold simultaneously if and only if all
the entries of P are nonnegative.
Up to now, the discussions on the super-rectangular cover
theory have been complete. Basically, this theory deals with
the identification of matrix signals over nonnegative matrix
channels by investigating the non-existence of the nonnegative
solution to a linear equation Ah = 0 with respect to variable
vector h. One of important elements in cover theory is cover
order. As we will see in ensuing section, it will play the same
significant role in IM/DD MIMO-OWC as the rank does in
MIMO-RF communications. Essentially, cover theory reveals
the fact that any transmitted matrix signal can be uniquely
recovered from a noise-free channel if and only if each error
coding matrix has full cover. In addition, just as full rank
is necessary and sufficient condition for assuring full diversity
over Rayleigh fading channels for MIMO-RF communications,
we will prove that full cover is also a necessary and sufficient
condition for assuring full diversity over log-normal fading
channels for IM/DD MIMO-OWC. Therefore, full cover can
be reasonably regarded a universal algebraic definition for
charactering full reliability over any independent fading chan-
nel regardless of the probability density function of the channel
coefficients. At this point, our cover theory is very general
for the signal unique identification of IM/DD MIMO-OWC
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with direct detection and thus, applicable to IM/DD MIMO-
OWC over any fading channels such as log-normal [41]–[46],
Gamma-Gamma [47]–[49], K-distributed [50], [51] and so on.
Since the probability density functions of these distributions
for IM/DD MIMO-OWC channels are usually complicated, a
useful signal design criterion remains unavailable in literature.
As an initial exploration, we will apply this cover theory to
specifically analyze the diversity gain of space-time block
coded IM/DD MIMO-OWC over the commonly used log-
normal fading channels.
IV. APPLICATIONS OF COVER THEORY TO LOG-NORMAL
FADING CHANNELS: PERFORMANCE CRITERION
In this section, we fully take advantage of the cover theory
developed in Section III to establish an error performance
criterion for the STBC design of IM/DD MIMO-OWC with
an ML detector. Then, we prove that full cover is a necessary
and sufficient condition for assuring full diversity.
A. Diversity Analysis Through Super-Rectangular Cover
For IM/DD MIMO-OWC, we specifically consider the
log-normal fading channels, i.e., the entries of the channel
matrix H are assumed to be independent and log-normal
distributed, i.e., hij = ezij , where zij ∼ N
(
µij , σ
2
ij
)
for
i = 1, 2, · · · , N, j = 1, 2, · · · , M . Then, the probability
density function (PDF) of hij is
fHij (hij) =
1√
2pihijσij
exp
(
− (lnhij − µij)
2
2σ2ij
)
(6)
The PDF of H is fH (H) =
∏N
i=1
∏M
j=1 fHij (hij). We know
from [78] that given a channel realization H ∈ RN×M+ and
a transmitted signal vector X ∈ X , the pair wise probability
of transmitting X and deciding in favor of Xˆ with the ML
receiver is given by [78]
P
(
X→ Xˆ|H
)
= Q
(
d(X→ Xˆ)
2
)
(7)
where d2(X → Xˆ) = ρN
∑M
j=1 h
T
j ∆X
T∆Xhj , hj denotes
the j-th column of H for j = 1, · · · ,M , ρ is the SNR and
X 6= Xˆ and X, Xˆ ∈ X . Taking an average of (7) over H
yields
P (X→ Xˆ) =
∫
H∈RN×M+
P
(
X→ Xˆ|H
)
fH (H) dH (8)
Just as we have mentioned in Section I, due to the log-
normal PDF, dealing with integral (8) for the extraction of its
asymptotic dominant term is much more difficult than dealing
with the one for MIMO-RF communications, where the PDF is
Gaussian distributed. To the best knowledge of authors, there
are some mathematical formulae available in literature only for
the purpose of numerically computing the integral [41]–[45].
Recently, the authors in [79] have proposed a new approach to
handle the integral (8) for the design of space codes in which
the rank of ∆X is one. However, their method still seems
difficult to be extended to a general guideline on the design of
STBC. Now, by fully taking advantage of the super-rectangular
cover theory established in Section III, we successfully arrive
at the following results.
Theorem 8: For any X, Xˆ ∈ X with X 6= Xˆ, define
quantity Dl (∆X) as
Dl (∆X) , − lim
ρ→∞
8× lnP (X→ Xˆ)
ln2 ρ
(9)
Then, Dl (∆X) =
∑M
j=1
∑Rc
k=1 σ
−2
ik,j
if and only if the cover
order of ∆XT∆X is Rc.
The proof of Theorem 8 is given in Appendix VIII-I. We would
like to make the following observations on Theorem 8.
1) It is known that for MIMO-RF communications through
complex Gaussian fading channels, the corresponding
quantity D (∆X) for PEP P
(
X→ Xˆ
)
is defined as
D (∆X) , − limρ→∞ logP(X→Xˆ)log ρ and that D (∆X) =
MRr if and only if the rank of ∆XH∆X is Rr. Essen-
tially, this quantity characterizes that the error curve in
this scenario decays polynomially. However, for MIMO-
OWC, we cannot follow this definition, since some
experiment evidences [41]–[45] and analysis [79] have
already indicated that the error curve decays exponen-
tially not polynomially. This is a significant difference
between MIMO-RF communications and MIMO-OWC.
In fact, our definition (9) quantitatively characterizes the
exponential decaying speed of the error curve (see the
proof of Theorem 8 and the following Theorem 9).
2) Particularly when σi,j = 1 for i = 1, 2, · · · , N, j =
1, 2, · · · ,M , Theorem 8 reveals the fact that Dl (∆X) =
MRc if and only if the cover order of ∆XT∆X is Rc.
At this point, therefore, the cover order plays the same
important role in MIMO-OWC for the design of STBC
as the rank does in MIMO-RF communications.
3) In general, a matrix of rank Rr has several Rr × Rr
submatrices with each having rank Rr. However, ac-
cording to our Theorem 5, a matrix of cover order Rc
has only one submatrix which has cover order Rc, i.e.,
the longest cover link is unique. It exactly tells us that
all the positions of entries of the matrix link the specific
random channel variables which are not only covered by
the super-rectangle but contribute to Dl (∆X) as well.
Particularly for full cover, we can attain the following
sharper error performance bounds than Theorem 8 does.
Theorem 9: If ∀X, Xˆ ∈ X with X 6= Xˆ, ∆XT∆X has
full-cover, then, the average PEP of STBC for N×M IM/DD
MIMO-OWC is asymptotically bounded by
CL
M∏
j=1
N∏
i=1
1−
(
ln ρ+2 lnλmax+2µij
2σij
)−2
ln ρ+2 lnλmax+2µij
2σij
× exp
− M∑
j=1
N∑
i=1
(ln ρ+ 2 lnλmax + 2µij)
2
8σ2ij

≤ P (X→ Xˆ) ≤ PU (X→ Xˆ)
+o
((
ρ
ln2 ρ
)−MN2
exp
(
−Ω ln
2 ρ
8
))
(10)
9where
Ωi =
∑M
j=1 σ
−2
ij ,Ω =
∑N
i=1 Ωi,
Ω˜i =
∑M
j=1 µijσ
−2
ij , Ω˜ =
∑N
i=1 Ω˜i,
Cmin = minz∈RN+∩{z:‖z‖22=1} z
T∆XT∆Xz,
CL =
√∏M
j=1
∏N
i=1 σ
2
ijQ
(√
M
4N
)
√
2pi
∏N
i=1 λ
Ω˜i
max
.
and
PU (X→ Xˆ) = CU
(
ρ
ln2 ρ
) 1
2 ln
∏N
i=1 c
Ωi
i − 12 Ω ln(NΩ)− 14 Ω˜
× (ln ρ)−MN exp
(
−
Ω ln2 ρ
ln2 ρ
8
)
where
CU =
(
ΩCmin/N
2
)−MN/2
2
√∏M
j=1
∏N
i=1 σ
2
ij
N∏
i=1
c
Ω˜i−Ωi ln(NΩ)
i
The detailed proof of Theorem 9 is postponed into Ap-
pendix VIII-J.
B. Super-Rectangular Cover Criteria for STBC Designs
For given M , N and the channel statistical parameters, the
following three factors dictate the minimization of PU (X →
Xˆ), which are discussed in detail as follows.
1) Cover Order: Large-Scale Diversity Gain: The expo-
nent Ω governs the behavior of the upper bound with respect
to ln ρ
ln2 ρ
. To keep the upper bound as low as possible, we
should make minDl (∆X) as large as possible. In addition,
the cover order of ∆XT∆X also dictates the polynomial
decaying in terms of ln ρ and thus, two scales of decaying
can be kept as low as possible at the same time. Because of
the above-mentioned reasons, we name Dl (∆X) the large-
scale diversity gain for space-time coded IM/DD MIMO-OWC
systems.
To address the remarkable difference between the error
performance behaviour of space-time block coded IM/DD
MIMO-OWC and MIMO-RF, we make the following remarks.
(i) By Property 4, if Rc 6= 0 for a non block-diagonal
coding matrix, then, MRc is larger than or equal to
MRr, where Rr is the rank of the error coding matrix.
This observation tells us that the diversity gain defined
for MIMO-RF is upper-bounded by our defined large-
scale diversity order, showing the difference between
IM/DD MIMO-OWC and MIMO-RF in terms of the
definition of diversity gain.
(ii) The diversity order for MIMO-RF over complex-valued
Gaussian channels is the negative power deciding the
power-law decaying of the error curves, ρ−MRr . In
addition, from the proof of Theorem 8 in Appendix VIII-
I, for non full-cover STBC of IM/DD MIMO-OWC,
the resulting power-law decaying is lower-bounded by
ρ−
M(N−Rc)
2 .
(iii) Moreover, when Rc = 0, the decaying speed of the
error curves for IM/DD MIMO-OWC in high SNRs
is polynomial, which will be further investigated in
Subsection V-A.
(iv) When Rc = N , the power-law decaying of ρ−
M(N−Rc)
2
disappears and the decaying speed of the error curves is
maximized, implying a full diversity achievement.
Full large-scale diversity is achieved if and only if ∀X 6=
X˜ ∈ X , Rc = N , i.e., ∆XT∆X has full cover. This implies
that the full large-scale diversity gain achieved by an ML
detector depends on ∆X, which is decided by the type of
signalling. Now, we can see clearly that the condition to
guarantee the unique identification of signals in the noise-free
case is equivalent to ensuring full large-scale diversity gain in
the noisy case. Thus, when we design STBC, full large-scale
diversity must be assured in the first place.
2) Geometrical Cover Volume: Small-Scale Diversity
Loss:
∏N
i=1 c
Ωi
i is defined as the small-scale diversity loss
4,
which affects the polynomial decaying in terms of ρ
ln2 ρ
.
Note that when Ω1 = · · · = ΩN = 1,
∏N
i=1 ci is
equal to the volume of the N -dimensional super-rectangle
covering {H : ∆XT∆X ≤ τ2,hj ∈ RN+ , τ > 0}. Thus,
when we design STBC, under the condition that full large-
scale diversity is assured, maxX,X˜∈X ,X 6=X˜
∏N
i=1 c
Ωi
i should
be minimized to optimize the error performance in terms of the
small-scale diversity loss. In addition, by taking the logarithm
of
∏N
i=1 c
Ωi
i , we attain
∑N
i=1 Ωi ln ci, leading to a log-sum
form. This equivalent transformation leads us to the well-
known log-sum inequality, which, in fact, is of significance
to our optimal design of STBC. Thus, we extract this useful
inequality from [80] as follows.
Proposition 2: For any nonnegative real numbers,
x1, x2, · · · , xN and y1, y2, · · · , yN , it holds that
N∑
i=1
xi log
xi
yi
≥
(
N∑
i=1
xi
)
log
∑N
i=1 xi∑N
i=1 yi
with equality if and only if xiyi =
∑N
i=1 xi∑N
i=1 yi
.
For our purpose, the log-sum inequality in Proposition 2 can
be restated as the following lemma.
Lemma 1: For any positive real numbers, x1, x2, · · · , xN
and y1, y2, · · · , yN , it holds that
N∏
i=1
xyii ≤
N∏
i=1
yyii
(∑N
i=1 xi∑N
i=1 yi
)∑N
i=1 yi
(11)
where the equality holds if and only if xiyi =
∑N
i=1 xi∑N
i=1 yi
for
i = 1, · · · , N .
3) Coding Gain: Cmin is determined by the structure of
∆XT∆X and minX,X˜∈X ,X 6=X˜ Cmin should be maximized.
Accordingly, minX,X˜∈X ,X 6=X˜ Cmin is called the coding gain,
which decides the horizontal shift of the error curve. Under
the conditions that the large-scale diversity gain is maximized
and that the small-scale diversity loss is minimized, if there is
still some freedom left for further optimization of the coding
gain, minX,X˜∈X ,X 6=X˜ Cmin should be maximized.
4The reason for the term loss will be explained in the remarks on
Theorem 10 in Subsection V-B
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Thus far, we have established a general criterion for the
STBC design of IM/DD MIMO-OWC. With this, we can
provide a guideline for full large-scale diversity design in the
ensuing section.
V. CODE CONSTRUCTIONS FOR LOG-NORMAL CHANNELS
USING SUPER-RECTANGULAR COVER CRITERIA
In this section, our main task is to systematically design
STBCs for IM/DD MIMO-OWC over log-normal fading chan-
nels by using the established general performance criterions in
Section IV. In particular, our code constructions are based on
the following two basic assumptions.
1) Power constraint. In this paper, we assume that the
average optical power 1
2K
∑
X∈S 1
TX1 is constrained,
which is commonly used in practical modulated optical
sources [81].
2) Channel state information. For the log-normal fading
channels, we assume that the transmitter apertures have
the knowledge of [Ω1,Ω2, · · · , ΩN ], where Ωi =∑M
j=1 σ
−2
ij , i = 1, 2, · · · , N .
Under the aforementioned assumptions, we will design
several classes of STBCs for IM/DD MIMO-OWC systems
as follows.
1) Zero-cover codes (ZCCs) will be investigated in Subsec-
tions V-A for block fading channels. For ZCCs, a com-
mon lower-bound of PEP in the high SNR is derived.
In particular, a specific example of ZCCs is provided to
exemplify the existence of ZCCs and verify the necessity
of our established error performance criterion through
super-rectangular cover theory.
2) Optimal linear STBCs are designed in Subsection V-
B by maximizing the large-scale diversity gain and
minimizing the small-scale diversity loss. The optimal
linear STBCs are shown to be RC with an optimal power
allocation. In addition, this optimal design admits a fast
ML decoding algorithm.
3) In Subsection V-C, the optimal non-linear space-time
block coding structure is proposed. It will be proved that
the design of the optimal non-linear STBC is reduced
to the design of the optimal multi-dimensional constella-
tion. Then, a specific energy-efficient multi-dimensional
constellation from Diophantine equations is constructed
to form a collaborative STBC in Subsection V-D.
4) In Subsection V-E, an optimal linear STBC is con-
structed for fast fading channels by collaborating the
transmitted signals of two successive channel uses and
proved to be related to the Golden number
√
5+1
2 .
This specific linear STBC design has an important
property that the resulting small-scale diversity gain
is non-increasing against increasing constellation size,
which mimics the nonvanishing STBC for MIMO-RF
communications.
More details of code constructions are described in the
ensuing subsections.
A. Zero-Cover Codes
The main purpose of this subsection is to examine the
significance of our proposed super-rectangular cover criterion
by giving a “bad” STBC, for which there exists a zero-cover
coding matrix ∆XT∆X. Therefore, we name this code ZCC.
For ZCCs, we have the following common lower-bound of
PEP.
Property 6: If ∆XT∆X is zero-cover, then, in the high
SNR regimes, P (X→ Xˆ) is lower-bounded by
P (X→ Xˆ) ≥ Czccρ−MN2
where Czcc is a constant independent of SNR.
Property 6 can be proved by using Property 5 and fol-
lowing the similar techniques in Subsection (VIII-I.3) of
Appendix VIII-I. From Property 6, it can be seen that the
decaying speed of the ZCCs’ PEP is not faster than ρ−
MN
2
and the large-scale diversity gain is zero. To further exemplify
this result, we construct a specific ZCC.
Example 5: Let us consider a STBC with the codeword
matrix given by
X (s) =
(
x1 x2
x1 x2
)
(12)
For this example, the modulation format is fixed to be OOK
with 1 bit per channel use (pcu) and we vary the variance
of channel coefficients. The transmitted signal vector is x =
[x1, x2]
T , where x1 and x2 are equally likely chosen from
{0, 1}. The optical power is normalized by E [x1 + x2] =
1
2 +
1
2 = 1. The autocorrelation error coding matrix is
XT (e) X (e) =
(
e21 e1e2
e1e2 e
2
2
)
where e1, e2 ∈ {0,±1} and e21 + e22 6= 0. For this coding
structure, we have the following error events.
1) e1e2 = 0. In this case,
XT (e) X (e) =
(
1 0
0 0
)
or
XT (e) X (e) =
(
0 0
0 1
)
.
For this typical event, Rc = 1 (please see Example
2) and as a result, minRc ≤ 1. Thus, full large-scale
diversity is not achieved.
2) e1e2 = 1. In this instance,
XT (e) X (e) =
(
1 1
1 1
)
Rc = 2 by Example 1. The full large-scale diversity is
attained.
3) e1e2 = −1. Let us now consider some typical error
events satisfying e1e2 = −1 and the resulting autocor-
relation error coding matrix is
XT (e) X (e) =
(
1 −1
−1 1
)
It has been illustrated by Example 3 that the cover order
of XT (e) X (e) is zero. Hence, the large-scale diversity
attained is zero.
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ERROR PERFORMANCE OF ZERO-COVER CODES (ZCC) IN (12) FOR 2× 2
IM/DD MIMO-OWC.
In fact, for this specific ZCC given in Example 5, we can
obtain a tighter lower bound than that provided in Property 6.
Property 7: In high SNR regimes, PEP of STBC in (12)
for 2× 2 IM/DD MIMO-OWC is lower bounded by
P (s→ sˆ) ≥ C0ρ−1 + o
(
ρ−1
)
where C0 is a constant independent of SNR.
The detailed proof of Property 7 is given in Appendix VIII-K.
Now, we show the simulation results of this ZCC in Fig. 5,
which indicates that an improperly designed STBC may have
error performance inferior to that of single-input single-output
(SISO) schemes. Indeed, the STBC design of IM/DD MIMO-
OWC differs significantly from its MIMO-RF counterpart.
Generally speaking, the decaying rate of the error curves
for OWC over log-normal fading channels is exponential.
However, this never implies that all the transmission schemes
can assure this rate. If the transmission scheme has zero-
cover, then, the resulting decaying rate of error performance
is not faster than power-law and thus, the attained large-scale
diversity gain is zero. This observation gives us more insight
into the design of STBC for the system. The existence of ZCCs
verifies the necessity of the full-cover condition, which is the
main numerical motivation of this paper. With this in mind,
we proceed to construct “good” codes satisfying our newly
developed super-rectangular cover criterion.
B. Optimal Linear STBCs for Block Fading Channels
This subsection aims at designing the optimal linear STBCs
in terms of maximizing both the large-scale diversity gain and
minimizing the small-scale diversity loss.
For a linear STBC, the codeword matrix is given by
X (p) =
L∑
`=1
A`p`, p` ∈ P (13)
where A` is an L × N nonnegative matrix, that is, A` ∈
RL×N+ and P is a nonnegative constellation satisfying P ⊆ R+
and |P| = 2K . According to our established super-rectangular
cover criterion, the optimal linear STBC design problem is
formulated into what follows:
Problem 1: (Linear STBC Design). For fixed positive in-
tegers L,K,M,N , find L matrices A` ∈ RL×N+ and a
nonnegative constellation P ⊆ R+such that 1) Any nonzero
error coding matrix X (p− p˜) has full-cover; and 2) The
worst-case small-scale diversity loss maxp6=p˜
∏N
i=1 c
Ωi
i is
minimized, subject to a power constraint that E[1TX(p)1] =∑
p∈P p
2K
∑L
`=1 1
TA`1 = L.
In order to attain a closed-form solution to this problem,
we first establish a lower bound of the worst-case small-
scale diversity loss for any linear STBC and then, construct
a specific linear STBC achieving this lower-bound. The final
optimal solution is summarized as a theorem below:
Theorem 10: An optimal solution to Problem 1 is given by
X (p) =
2
Ω (2K − 1)
 Ω1p1 . . . ΩNp1... . . . ...
Ω1pL . . . ΩNpL
 (14)
where p1, p2, · · · , pL ∈ {0, 1, · · · , 2K − 1}. Furthermore,
the minimum worst-case small-scale diversity loss obtained by
an ML detector for N ×M IM/DD MIMO-OWC systems is
equal to the following
max
p6=p˜
N∏
i=1
cΩii ≥
(
2K − 1
2
)Ω N∏
i=1
(
Ω
Ωi
)Ωi
(15)
The detailed proof of Theorem 10 can be found in Ap-
pendix VIII-L. In the following, we would like to make some
comments on Theorem 10.
1) Optimal Space-Time Constellation. Theorem 10 indi-
cates that the design of the optimal linear space-time
constellation X is equivalent to constructing the optimal
one-dimensional unipolar constellation under the power-
loaded spatial-repetitional coding structure. Intuitively
speaking, for the nonnegative channels, the addition
of multiple sub-channels in the propagation media is
constructive and thus, the SNR-maximal at the receiver
side.
2) Optimality of RC. When Ω1 = Ω2 = · · · = ΩN , the
optimal linear STBC can be specifically given in a form
as follows.
X (p) =
2
N (2K − 1)

p1 p1 . . . p1
p2 p2 . . . p2
...
...
. . .
...
pL pL . . . pL

L×N
(16)
where p1, p2, · · · , pL ∈ {0, 1, · · · , 2K − 1}. Thus,
the optimal design in Theorem 10 also tells us that RC is
the optimal linear STBC for IM/DD MIMO-OWC when
Ω1 = Ω2 = · · · = ΩN . This is the first formal proof
of the optimality of RC as a linear STBC.
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3) Small-Scale Diversity Loss. From Theorem 10,
the lower-bound of maxp6=p˜
∏N
i=1 c
Ωi
i is given by(
2K−1
2
)Ω∏N
i=1
(
Ω
Ωi
)Ωi
, which is larger than one when
K > 1 and thus, whose logarithm is positive. For this
reason, we name
∏N
i=1 c
Ωi
i the so-called small-scale
diversity loss.
In the following, we provide a fast ML detection algorithm
for the optimal design given by Theorem 10. Notice that for the
optimal linear STBC, the resulting MIMO channel model (1)
becomes
y` = Hx
(`) + n`, ` = 1, · · · , L (17)
where x(`) = [Ω1, · · · , ΩN ]T k with k ∈ {0, 1, · · · , 2K`−
1}. For such channel model, a linear zero-forcing receiver
is equivalent to the optimal ML receiver. Hence, the optimal
estimate of the transmitted signal can be efficiently obtained
below:
Algorithm 2: (Fast ML Detection): Given the received
signal y` and the non-zero channel matrix H, the output of
the ML detector for the optimal linear STBC is given by
xˆ(`) =

0, y`Hv‖Hv‖22 < 0,⌊
y`Hv
‖Hv‖22 +
1
2
⌋
v, 0 ≤ y`Hv‖Hv‖22 ≤ 2
K` − 1,(
2K` − 1)v, y`Hv‖HvT ‖22 > 2K` − 1.
(18)
where v = (Ω1, · · · , ΩN )T .
On the other hand, we know from [82] that for any given
channel realization H at the receiver, the exact conditional
symbol error probability (SEP) for the channel model (17)
with the PAM constellation using the ML detector is given by
Ps`|H =
2
(
2K` − 1)
2K`
Q
(√
‖Hv‖22
2σ2N
)
(19)
This exact conditional SEP allows us to numerically and
efficiently calculate the average codeword error probability by
Ps|H = 1−
L∏
`=1
(
1− Ps`|H
)
(20)
in the simulation section without running time-consuming
computer simulations.
C. Optimal Non-Linear STBCs for Block Fading Channels
In Subsection V-B, Theorem 10 gives us an encouraging
fact that an STBC design is indeed necessary and RC is not
optimal in a general case. This result encourages us to further
investigate the design of non-linear STBCs. To this end, we
will give an optimal coding structure among all the full-cover
coding structures.
1) Optimal Space-Time Block Coding Structure: Our main
task in this subsection is to solve the following optimization
problem:
Problem 2: (Non-linear STBC Design). Let d˜min(X ) be
determined by d˜min(X ) = minX 6=X˜,X,X˜∈X
∑N
i=1 ‖xi− x˜i‖2,
where notation xi denotes the i-th column of the matrix X.
Under a constraint that d˜min(X ) = 15, for any given positive
integers J , L and N , find a constellation X ⊆ RL×N+ with
|X | = 2J such that 1) the worse-case small-scale diversity loss
maxX6=X˜,X,X˜∈X
∏N
i=1 c
Ωi
i is minimized , and 2) the average
optical power 1
2J
∑
X∈X 1
TX1 is minimized.
Theorem 11: An optimal solution to Design Problem 2 is
given by
X =


Ω1s1 Ω2s1 . . . ΩNs1
Ω1s2 Ω2s2 . . . ΩNs2
...
...
. . .
...
Ω1sL Ω2sL . . . ΩNsL
 , s ∈ Sopt
 (21)
where Sopt is the optimal solution to the following problem:
Problem 3: (Constellation Design). For any given positive
integers L and K, find a constellation S ⊆ RL+ with |S| =
2K such that the average optical power 1
2K
∑
s∈S 1
T s is
minimized under a constraint that mins6=s˜,s,s˜∈S ‖s − s˜‖2 =
1.
The proof of Theorem 11 is provided in Appendix VIII-M.
2) Orthogonal Equivalent Channel: For the spatial-
repetitional coding structure defined in (21), by aligning the
received matrix Y, the channel noise matrix N, and the signal
code-channel product XH, we can write
y =
[
y11 . . . y1L . . . yM1 . . . yML
]T
,
n =
[
n11 . . . n1L . . . nM1 . . . nML
]T
,
H =

∑N
i=1
√
Ωihi1IL×L∑N
i=1
√
Ωihi2IL×L
...∑N
i=1
√
ΩihiMIL×L
 , s =
 s1...
sL

L×1
so that the original channel model Y = XH + N can be
rewritten in the following equivalent form
y = Hs + n (22)
Since HHH =
(∑M
j=1
(∑N
i=1
√
Ωihij
)2)
IL×L, the channel
model (22) becomes an orthogonal matrix channel. Now,
it becomes more clear that one of significant advantages
of optimal STBC coding structure for the IM/DD MIMO-
OWC system is like OSTBC for a MIMO-RF system, to
transform the original MIMO channel into a scaled version of
ideal MIMO channel (22), thereby significantly simplifying
ML detection. Therefore, a zero-forcing receiver is exactly
equivalent to ML detection and thus, this coding structure
has the potential to admitting fast ML detection if the time-
collaborative constellation S is properly designed.
3) Optimal Time-Collaborative Constellation: From Theo-
rem 11, we know that design of the optimal non-linear L×N
STBC is equivalent to constructing the optimal L-dimensional
constellations. Unfortunately, the optimal design of multi-
dimensional constellations is a classic and long-standing prob-
lem in modern wireless communications [70]–[72], [78], [83],
[84]. Since the resulting discrete optimization problem for RF
5This constraint is necessary for a full large-scale diversity gain achieve-
ment. Using this constraint for linear STBC design, we can arrive at the same
result as Theorem 10.
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digital communications is extremely challenging to be formu-
lated into a tractable optimization problem [69], the systematic
design of the optimal constellation, to the best knowledge of
authors, still remains unsolved thus far. Nevertheless, even
when Ω1 = Ω2 = · · · = ΩN , the original RC based
on PAM is not the optimal because of the optical power
efficiency, which will be verified by the design examples in
Section V-D. Theorem 11 gives us the optimal coding structure
of the optimal non-linear STBC, which we name collaborative
space-time block codes (CSTBCs).
D. Collaborative STBC Design From Diophantine Equations
In this subsection, we construct a novel multi-dimensional
constellation from Diophantine equations and then, examine
its energy efficiency compared with the currently available
schemes based on PAM.
Theorem 12: For any given positive integers L and K, let
S(L)q = ∪b
√
Lc−1
n=0
{
n
b√Lc1L×1 + x : 1
Tx = q,x ∈ NL
}
where notation bxc denotes the largest integer number not
larger than x. Then, it holds that min
s 6=s˜,s,s˜∈∪∞q=0S(L)q
‖s −
s˜‖2 = 1.
The proof of Theorem 12 is given in Appendix VIII-N. Since
the constellation ∪∞q=0S(L)q has infinite elements, we provide a
strategy to construct an energy-efficient size-2K subset S(L,K)
of ∪∞q=0S(L)q as follows.
• Rule 1: Selecting the elements of S(L,K) such that
S(L,K) ⊆ ∪∞q=0S(L)q .
• Rule 2: Selecting the elements of S(L,K) such that
S(L,K) is the set of the 2K elements of ∪∞q=0S(L)q ,
which have the smallest total power, say,
∑
s∈S(L) 1
T s ≤∑2K
i=0 1
T si for any s0, s1, · · · , s2K−1 ∈ ∪∞q=0S(L)q .
• Rule 3: Selecting the elements of S(L,K) such that the
elements of S(L,K) with the largest optical energy have
the smallest neighbour points.
From our designed constellations, it can be seen that
for given nonnegative integers q and n, the cardinality of
{ nb√Lc + x : 1Tx = q,x ∈ NL} is equal to the number of
the nonnegative integer solution to the Diophantine equation
1Tx = q, say, (L+q)!L!q! . For this reason, we name our designed
multi-dimensional constellation Diophantine constellation. To
make the constellation structures given by Theorem 12 more
clear, some specific examples are presented below. For no-
tational simplicity, we denote the L-dimensional PAM-based
constellation by
P(L,K) = P(1,K1) × P(1,K2) × · · · × P(1,KL)
where P(1,K1) = {0, 1, · · · , 2Ki − 1} and ∑Li=1Ki = K
such that the optical power of P(L,K) is minimized. The
following are some specific examples of S(L,K).
Example 6: When L = 1, S(1,K) = {0, 1, · · · , 2K −
1}, giving us a 2K-ary PAM constellation. In this example,
S(1,K) = P(1,K).
Example 7: For any positive integers L and K, let Z(L,K)
be defined by
Z(L,K) = ∪Q−1q=0 Z(L)q ∪ Z¯(L)Q ⊆ ∪∞q=0S(L)q
with
Z(L)q =
{
x : 1Tx1 = q,x ∈ NL}
where |Z(L)q | = (q+L−1)!q!(L−1)! , Q is the smallest positive integer
that satisfies (Q+L)!L!Q! ≥ 2K and
Z¯(L)Q =
{
sq ∈ NM : 1T sq = Q, q, · · · , 22K − (Q+ L)!
L!Q!
}
In addition, for any L and K, mins6=s˜,s,s˜∈Z(L,K) ‖s− s˜‖2 = 1
since Z(L,K) ⊆ ∪∞q=0S(L)q . Furthermore, when L = 1, 2, 3,
Z(L,K) = S(L,K).
1) When L = 2 and K = 4, the elements of S(2,4) are
given by. (
0
0
)
,
(
1
0
)
,
(
0
1
)
,
(
1
1
)
,(
2
0
)
,
(
0
2
)(
3
0
)
,
(
0
3
)
,(
1
2
)
,
(
2
1
)
,
(
4
0
)
,
(
0
4
)
,(
1
3
)
,
(
3
1
)
,
(
2
2
)
,
(
5
0
)
.
2) When L = 3 and K = 5, the elements of S(3,5) are
explicitly listed as follows. 00
0
 ,
 10
0
 ,
 01
0
 ,
 00
1
 ,
 20
0
 ,
 02
0
 00
2
 ,
 11
0
 ,
 10
1
 ,
 01
1
 ,
 30
0
 ,
 03
0

 00
3
 ,
 12
0
 ,
 10
2
 ,
 01
2
 ,
 02
1
 ,
 21
0
 ,
 20
1
 ,
 11
1
 ,
 40
0
 ,
 04
0
 ,
 00
4
 ,
 31
0

 30
1
 ,
 13
0
 ,
 10
3
 ,
 01
3
 ,
 03
1
 ,
 22
0
 ,
 20
2
 ,
 02
2
 .
In addition, the above constellation in Example 7 is shaped like
an isosceles right triangle in a 2-D case and an isosceles right
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vertebral in a 3-D case, respectively. To put the geometrical
structure of the proposed constellation into perspective, we
illustrate the constellations of S(2,7) and S(3,7) in Fig. 6 and
Fig. 7, respectively.
Example 8: When L = 4 and K = 6, the elements of S(4,6)
are attained in the following.
0
0
0
0
 ,

1
0
0
0
 ,

0
1
0
0
 ,

0
0
1
0
 ,

0
0
0
1
 ,

2
0
0
0


0
2
0
0
 ,

0
0
2
0
 ,

0
0
0
2
 ,

1
1
0
0
 ,

1
0
1
0
 ,

1
0
0
1


0
1
1
0
 ,

0
1
0
1
 ,

0
0
1
1
 , 12

1
1
1
1
 ,

3
0
0
0
 ,

0
3
0
0
 ,

0
0
3
0
 ,

0
0
0
3
 ,

1
2
0
0
 ,

1
0
2
0
 ,

1
0
0
2
 ,

2
1
0
0


2
0
1
0
 ,

2
0
0
1
 ,

0
1
2
0
 ,

0
1
0
2
 ,

0
2
1
0
 ,

0
2
0
1
 ,

0
0
2
1
 ,

1
1
1
0
 ,

1
1
0
1
 ,

1
0
1
1
 ,

0
1
1
1
 , 12

3
1
1
1

1
2

1
3
1
1
 , 12

1
1
3
1
 , 12

1
1
1
3
 ,

4
0
0
0
 ,

0
4
0
0
 ,

0
0
4
0
 ,

0
0
0
4
 ,

1
3
0
0
 ,

1
0
3
0
 ,

1
0
0
3
 ,

0
1
3
0
 ,

0
1
0
3
 ,
0 2 4 6 8 10 12 14
0
2
4
6
8
10
12
14
Fig. 6
TWO-DIMENSIONAL CONSTELLATIONS FOR S(2,7) .

0
0
1
3
 ,

3
1
0
0
 ,

3
0
1
0
 ,

3
0
0
1
 ,

0
3
1
0
 ,

0
3
0
1
 ,

2
2
0
0
 ,

2
0
2
0
 ,

2
0
0
2
 , 12

5
1
1
1
 , 12

1
5
1
1
 , 12

1
1
5
1
 ,
1
2

1
1
1
5
 , 12

3
3
1
1
 , 12

3
1
3
1
 , 12

3
1
1
3
 .
In Fig. 8, we show the energy efficiency superiority of
S(L,K) to P(L,K) in the sense of producing a fixed minimum
Euclidean distance. Moreover, we compare some numerical
values of PS(L,K) =
1
2K
∑
s∈S(L,K) s
T1 and PP(L,K) =
1
2K
∑
p∈P(L,K) p
T1. From Fig. 8, it can be seen that the en-
ergy advantage of our proposed Diophantine constellation over
multi-dimensional PAM is dependent on the time dimension
L and the bit rate K per symbol. Furthermore, when L is
sufficiently large, the advantage is substantial for any given
K, as shown in Fig. 8.
E. Golden Codes For Fast Fading Channels
In this section, we specifically design a linear STBC for
M × N MIMO-OWC over two successive and independent
channel uses. By solving the max-min design problem, we
will prove that the optimal STBC is based on the Golden ratio√
5+1
2 and thus, name this code the Golden Code.
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Fig. 7
THREE-DIMENSIONAL CONSTELLATIONS FOR S(3,7) .
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ENERGY EFFICIENCY COMPARISONS BETWEEN S(L,K) AND P(L,K) WITH
PX (L,K) =
1
2K
∑
x∈X (L,K) x
T 1.
1) Design Problem: The symbols to be encoded are
randomly and equally likely selected from the unipolar
PAM constellations. Specifically, we assume that s1 ∈
{0, 1, · · · , 2K1 − 1} and s2 ∈ {0, 1, · · · , 2K2 − 1}, where
K1 and K2 are positive integers. For the first time slot and the
second time slot, the respective transmitted signals are given
as follows.
Fs =
 f11 f12... ...
fN1 fN2
( s1
s2
)
and
Gs =
 g11 g12... ...
gN1 gN2
( s1s2
)
Accordingly, the received signals are given, respectively, by
y1 = (Fs)
T
H1 + n1
and
y2 = (Gs)
T
H2 + n2
Hence, the equivalent channel model of these two channel uses
can be written into(
y1
y2
)
=
(
(Fs)
T
0
0 (Gs)
T
)(
H1
H2
)
+
(
n1
n2
)
Then, the resulting autocorrelation error coding matrix is
determined by
XT (e) X (e) =
(
FeeTFT 0
0 GeeTGT
)
By Property 3, we have the fact that XT (e) X (e) has full-
cover if and only if both FeeTFT and GeeTGT have full-
cover. In addition, each of nonzero FeeTFT and GeeTGT
has rank-one. By Property 1, both FeeTFT and GeeTGT
have full-cover if and only if all the entries of FeeTFT and
GeeTGT are positive. Furthermore, by Theorem 7, the cover
lengths are given by 1|fi1e1+fi2e2| and
1
|gi1e1+gi2e2| . Therefore,
to minimize the worst-case small-scale diversity loss, the
optimal design problem can be equivalently formulated below:
Problem 4: (Golden STBC Design). Given any positive
integers K1, K2, N and M , devise two N×2 matrices F and
G with all their entries being nonnegative real-valued numbers
such that
max
F,G
min
e1,e2
N∏
i=1
(fi1e1 + fi2e2)
2Ωi (gi1e1 + gi2e2)
2Ωi
s.t.

fij , gij > 0, e
2
1 + e
2
2 6= 0,∑N
i=1
∑2
j=1(fij + gij) = 1,
e1 ∈
{
0,±1, . . . ,± (2K1 − 1)} ,
e2 ∈
{
0,±1, . . . ,± (2K2 − 1)} ,
∀i 6= j, (fi1e1 + fi2e2) (fj1e1 + fj2e2) > 0,
∀i 6= j, (gi1e1 + gi2e2) (gj1e1 + gj2e2) > 0.
(23)
where the constraint conditions{ ∀i 6= j, (fi1e1 + fi2e2) (fj1e1 + fj2e2) > 0,
∀i 6= j, (gi1e1 + gi2e2) (gj1e1 + gj2e2) > 0.
are to assure a full large-scale diversity achievement.
2) Optimal Design: It turns out that the optimal solution
to (23) is related to the Golden ratio
√
5+1
2 .
Theorem 13: An optimal solution to Problem 4 is given by
F =
√
5V
10
 Φ− 1 Φ... ...
Φ− 1 Φ
 ,
G =
√
5V
10
 Φ Φ− 1... ...
Φ Φ− 1

. (24)
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Fig. 9
TRANSMITTED EQUIVALENT CONSTELLATION WITH 1 BIT PCU.
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Fig. 10
TRANSMITTED EQUIVALENT CONSTELLATION WITH 1.5 BITS PCU.
or equivalently,
F =
√
5V
10
 Φ Φ− 1... ...
Φ Φ− 1
 ,
G =
√
5V
10
 Φ− 1 Φ... ...
Φ− 1 Φ

(25)
where
V =
1∑N
i=1 Ωi

Ω1 0 · · · 0
0 Ω2 · · · 0
0 0
. . . 0
0 0 · · · ΩN

N×N
and Φ =
√
5+1
2 is known as the Golden ratio.
On Theorem 13, whose proof is given in Appendix VIII-O,
the following remarks are made.
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TRANSMITTED EQUIVALENT CONSTELLATION WITH 2 BITS PCU.
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Fig. 12
TRANSMITTED EQUIVALENT CONSTELLATION WITH 2.5 BITS PCU.
1) Equivalent Constellation. Our specific design is for the
case with L = 2. When Ω1 = · · · = ΩN , we denote
the respective symbols for the first time slot and the
second time slot by x1 = (Φ − 1)s1 + Φs2 and x2 =
Φs1 + (Φ− 1)s2, where s1 ∈ {0, 1, · · · , 2K1 − 1} and
s2 ∈ {0, 1, · · · , 2K2 − 1}. Then, for the optical power
constraint case, the equivalent constellations generated
by (x1, x2) are illustrated in Figs. 9-14, for 1 bit pcu
(K1 = K2 = 1), 1.5 bits pcu (K1 = 1,K2 = 2), 2 bits
pcu (K1 = K2 = 2), 2.5 bits pcu (K1 = 2,K2 = 3), 3
bits pcu (K1 = K2 = 3) and 4 bits pcu (K1 = K2 = 4) ,
respectively. We can see that the shape of the equivalent
constellation is almost regularly spaced.
2) Non-Increasing Small-Scale Diversity Loss. From the
proof of Theorem 13 in Appendix VIII-O, the reciprocal
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Fig. 13
TRANSMITTED EQUIVALENT CONSTELLATION WITH 3 BITS PCU.
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Fig. 14
TRANSMITTED EQUIVALENT CONSTELLATION WITH 4 BITS PCU.
of the optimized small-scale diversity loss is equal to
max
F,G
min
e1,e2
N∏
i=1
(fi1e1 + fi2e2)
2Ωi (gi1e1 + gi2e2)
2Ωi
=
(
1
400
)Ω N∏
i=1
(
Ωi
Ω
)4Ωi
Note that the maximum objective function in (56) does
not depend on K1 and K2 and thus, the attained small-
scale diversity loss is non-increasing with increasing
constellation size. This property of our Golden Code
is similar to the Golden Code for MIMO-RF in [85],
[86]. Although both our proposed Golden Code and
the Golden Code in [85] are based on the Golden
ratio
√
5+1
2 , our proposed Golden Code is attained by
solving the max-min optimization problem in terms of
the small-scale diversity loss and satisfies the unipolarity
requirement of intensity modulation.
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GEOMETRICAL INTERPRETATION OF GOLDEN CODE PROPERTY.
3) Geometrical Interpretation. In Fig. 9, we show the
equivalent transmitted constellation for four points.
Based on Fig. 9, we geometrically illustrate the property
of non-increasing small-scale diversity loss by Fig. 15.
As illustrated by Fig. 15, there are the right triangles
4OAD, 4AEB and 4OCB, formed by the signal
points, where ∠ADO = ∠AEB = ∠OCB = 90◦.
For single input single output optical wireless com-
munication systems, it is noticed that the areas of
4OAD, 4AEB and 4OCB are respectively given by
S4OAD = f11g112 , S4AEB =
(f11−g11)(g12−f12)
2 and
S4OCB = g11g122 . If f11 =
√
5Φ
10 , f12 =
√
5(Φ−1)
10 ,
g11 =
√
5(Φ−1)
10 , g12 =
√
5Φ
10 , then, we can have
S4OAD = S4AEB = S4OCB = 140 . Therefore, it
is this geometrical property that assures the resulting
small-scale diversity loss does not increase against in-
creasing modulation orders.
F. Remarks on the STBC Designs
In the above sections, we have designed several classes of
STBCs. To further appreciate our signal designs, we would
like to make the following remarks:
1) Design techniques. It can be seen that for our sys-
tematical code constructions, it is the nonnegativity of
the real-valued signals and the linear power constraint on
the signal set that allow us to attain closed-form solution
to the max-min optimization design problems. However,
for MIMO-RF systems, where the signals are complex-
valued, the max-min design problem is usually hard to
be solved numerically. It goes without saying the closed-
form solution in general. Therefore, for perspective of
design techniques, IM/DD MIMO-OWC systems are
remarkably different from the well-established MIMO-
RF systems.
2) Universal Optimal STBC Structure. For MIMO-RF
systems, numerous STBC schemes have been designed
based on diverse coding structures, which are usually
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dependent on the number of the transmitter and receiver
antennas. Therefore, it is difficult to say what the optimal
structure is. However, for IM/DD MIMO-OWC systems
over block fading channels, we have characterized a uni-
versal optimal space-time coding structure based on our
established super-rectangular cover criterion by solving
the optimal design problem in the signal set within the
positive orthants of a multidimensional space without
additional assumption.
3) From MIMO To SISO. It is also noticed that all the
code constructions for IM/DD MIMO-OWC presented
in this section indicates that the time design and space
design can be done in an independent manner. This ob-
servation tells us that the time design for IM/DD MIMO-
OWC can be generalized to the IM/DD SISO-OWC
systems in a straightforward manner without losing any
transmission rate, which is impossible for MIMO-RF
systems.
The above-mentioned observations obtained in this paper
reveal useful insights into how the space-time coded IM/DD
MIMO-OWC systems are remarkably different from, rather
than “mimic”, the conventional space-time coded MIMO-RF
systems [27].
VI. SIMULATION RESULTS
A. Performance Comparisons of STBCs over Block Fading
Channels
In this subsection, we carry out extensive computer sim-
ulations to examine the error performance of our designed
STBCs compared with RC, which is the best available code
for IM/DD MIMO-OWC systems. All the schemes we would
to compare are described as follows.
1) Repetition Code (RC). The codeword matrix of RC is
given by
X (p) =
2L
N
∑L
`=1 (2
K` − 1)
 p1 . . . p1... . . . ...
pL . . . pL

where p ∈ P(L,K) = P(1,K1) × · · · × P(1,KL) with
P(1,K`) = {0, 1, · · · , 2K` − 1}. In addition, for RC,
P = {m}m=2K1−1m=0 ×· · ·×{m}m=2
KT−1
m=0 is determined
by properly selecting positive integer Ki such that∑
p∈P 1
Tp is minimized.
2) Optimal Linear STBCs. The optimal linear STBC design
is proposed in Theorem 10 and the codeword matrix is
of the following form
X (p) =
2L∑L
`=1 (2
K` − 1)
 Ω1p1 . . . ΩNp1... . . . ...
Ω1pL . . . ΩNpL

where p ∈ P(L,K) = P(1,K1) × · · · × P(1,KL). Note
that σ2ij depends on altitude-dependent, the light wave-
length, the link distance and the root mean square wind
speed [50], [73], giving us that Ωi =
∑M
j=1 σ
2
ij may be
different in practical scenarios.
3) Collaborative STBC. The collaborative STBC is con-
structed in Subsection V-D with codeword matrix being
given as follows.
X (s) =
L2K∑
s∈S(L,K) 1T s
 Ω1s1 . . . ΩNs1... . . . ...
Ω1sL . . . ΩNsL

where s ∈ S(L,K) and S(L,K) is proposed in Theo-
rem 12.
It can be seen that all the above schemes have the nor-
malized average optical power. Therefore, the SNR is defined
by 1
σ2N
. To make fair comparisons, the receivers of all these
schemes are ML detectors and more details are provided in
the following examples.
Example 9: We now present the error performance com-
parisons of our optimal designed linear STBCs and RC with
nonequal Ωi for i = 1, 2, · · · , N . In addition, notice
that we numerically calculate the average codeword error
probability based on (20), which allows us to scratch the error
behaviour of our optimal linear STBC and RC even at an
extremely high SNR. From the numerical results shown by
Figs. 16 and 17, we find that for fixed transmitter and receiver
numbers, the attained gain becomes larger against increasing
SNR. This is because that the small-scale diversity loss of the
optimal linear STBC is smaller than that of RC. Therefore,
the polynomial decaying speed of our optimal design is faster
than that of RC. For example, for N = 2 and M = 1, at the
target average codeword error probability of 10−4, the attained
gain by the optimal linear STBC is abound 2 dB. For this
system, the attained gain becomes 3 dB at the target average
codeword error probability of 10−8. However, as the number
of receiver apertures increases, the attained gain decreases for
the same target error probability. The reason is that the large-
scale diversity gain governs the error curves with exponential
decaying and the decreased small-scale diversity loss resulted
from our optimal designs only affects the polynomial decaying
speed in a high SNR. When M is sufficiently large, the effect
of the increased large-scale diversity gain on the decaying
speed resulted from the increasing M is dominant, whereas the
decreased small-scale diversity loss produced by our optimal
designs remains constant, since we fix Ω1Ω2 to be
1
300 . Therefore,
to make the performance gain attained by our optimal designs
more noticeable, SNR is required to be much higher for
increasing M .
Example 10: This example compares the error performance
of our CSTBC with RC. On condition that Ω1 = Ω2 = · · · =
ΩN , the simulation results are illustrated by Figs. 18-21, from
which we have the following observations. On one hand, our
designed CSTBCs always have better error performance than
RC. For the fixed time dimension number L, the attained gain
depends on the collaborative constellation size 2K . However,
this gain will not decrease with increasing receiver aperture
number M , as shown by Fig. 20. It can also be seen that
when L is increasing, the attain gains by our CSTBCs are
substantial. For example, when L = 4, for K = 4 and K = 5,
the respective attained gains are above 2 dB at the target error
rate 10−4. However, the decaying speeds of the error curves
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Fig. 16
AVERAGE CODEWORD (X(p)) PERFORMANCES OF OPTIMAL LINEAR
STBCS (OPTIMAL) AND RC FOR K1 = K2 = 1, N = 2 AND DIFFERENT
M .
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AVERAGE CODEWORD (X(p)) PERFORMANCES OF OPTIMAL LINEAR
STBCS (OPTIMAL) AND RC FOR K1 = K2 = 1, N = 3 AND DIFFERENT
M .
in Figs. 18, 19, 20 and 21 are almost the same. Recall that
the large-scale diversity gain and small-scale diversity loss are
defined for high SNRs and here, the upper end of the SNR
range is not sufficiently high. To show the performance be-
haviour at higher SNR, the corresponding evaluation demands
time-consuming computation in this example. To do this, we
choose L = 2, σ21 = 0.3 and σ
2
2 = 0.0001 for 2 × 1 IM/DD
MISO-OWC systems. Then, we compare the simulation results
in Fig. 22. It can be noticed that the decaying speed of the error
curves of our CSTBCs are much faster than that of the optimal
linear STBCs with RC as the same benchmark scheme.
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Fig. 18
AVERAGE CODEWORD (X(p)) PERFORMANCES OF CSTBCS AND RC FOR
2× 1 IM/DD MIMO-OWC.
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Fig. 19
AVERAGE CODEWORD (X(s)) PERFORMANCES OF CSTBCS AND RC FOR
2× 1 IM/DD MIMO-OWC WITH L = 3.
B. Performance Comparisons of STBCs over Fast Fading
Channels
In this subsection, we carry out computer simulations and
compare the error performance of the Golden Codes proposed
in this paper and other schemes for this application. All the
schemes that we would like to compare here are described as
follows:
1) Space-time repetition coding (STRC).
X (s) =
s1 + 2
K1s2
(2K1+K2 − 1)
(
1 1
1 1
)
where s1 ∈ {0, 1, . . . , 2K1 − 1} and s2 ∈
{0, 1, . . . , 2K2 − 1} to form a 2K1+K2 -ary PAM con-
stellation, and the normalized constant
(
2K1+K2 − 1)
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Fig. 20
AVERAGE CODEWORD (X(s)) PERFORMANCES OF CSTBCS AND RC FOR
N ×M IM/DD MIMO-OWC WITH L = 3 AND K = 5.
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Fig. 21
AVERAGE CODEWORD (X(s)) PERFORMANCES OF CSTBCS AND RC FOR
2× 2 IM/DD MIMO-OWC WITH L = 4.
assures that the average optical power E
[
1TX (s) 1
]
=
2.
It should be noted that RC can also be applicable to this
scenario. However, the total large-scale diversity gain
attained by our designed Golden Code is twice than
that of RC. For sake of fairness consideration, we only
compare the error performance of the Golden Code with
the so-called STRC, which is a natural extension of RC.
2) Golden Code. Golden Code is proposed in Theorem 13
and the codeword matrix is of the following form.
X (s) =
4
Ω (2Φ− 1) (2K1 + 2K2 − 2)
×
(
Ω1 (Φs1 + (Φ− 1) s2)× 11×2
Ω1 ((Φ− 1) s1 + Φs2)× 11×2
)
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Fig. 22
AVERAGE CODEWORD (X(s)) PERFORMANCES OF CSTBCS AND RC FOR
2× 1 IM/DD MISO-OWC WITH DIFFERENT VARIANCES.
where Φ =
√
5+1
2 , s1 ∈ {0, 1, · · · , 2K1 − 1},
s2 ∈ {0, 1, · · · , 2K2 − 1} and the normalized con-
stant 4
(2Φ−1)(2K1+2K2−2) assures that the average optical
power satisfies E
[
1TX (s) 1
]
= 2.
It can be seen that the above two transmission schemes have
the same average bit rate, i.e., each transmission rate is K1+K22
bits per channel use. To make all the error performance
comparisons as fair as possible, we decode all the codes using
the ML detector.
The simulation results are shown in Figs. 23 and 24. It can
be seen that substantial performance gains are attained by our
proposed Golden Code over STRC for different bit rates and
aperture numbers. In addition, the attained gain becomes larger
with increasing bit rate compared with STRC. For example, in
Fig. 23, when the bit rates pcu are 1, 1.5 and 2, the respective
attained gains are 3 dB, 4 dB and 6 dB at the target error
rate 10−4. Furthermore, as illustrated in Fig. 24, the attained
gain is independent of the transmitter and receiver aperture
numbers.
VII. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we have considered the space-time coded
IM/DD MIMO-OWC systems. From the viewpoint of detec-
tion theory, a novel super-rectangular cover theory has been
developed to characterize the signal identification for IM/DD
MIMO-OWC, where the channel coefficients are located at
the nonnegative orthants of a real space. In particular, by
fully utilizing this theory for the diversity analysis for IM/DD
MIMO-OWC systems over log-normal fading channels, a gen-
eral error performance design criterion of STBC with an ML
detector has been established. The large-scale diversity gain
and small-scale diversity loss have a geometrical interpretation
as the maximal side number and minimal volume of the super-
rectangle, respectively. Using this established design criterion,
several classes of STBCs have been constructed.
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AVERAGE CODEWORD ERROR RATE COMPARISON OF GOLDEN CODE AND
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AVERAGE CODEWORD ERROR RATE COMPARISON OF GOLDEN CODE AND
STRC FOR 1 BIT PCU (K1 = K2 = 1) WITH DIFFERENT APERTURE
CONFIGURATIONS.
1) Optimal linear STBCs structure for block fading chan-
nels. The optimal linear STBCs for block fading chan-
nels have been shown to be RC with an optimal power
allocation by maximizing the large-scale diversity gain
and minimizing the small-scale diversity loss. Specif-
ically, when Ω1 = · · · = ΩN , the optimal linear
STBC is proved to be RC. Despite the fact that all the
experimental evidences [65], [66], thus far, have strongly
demonstrated that RC indeed provides encouraging er-
ror performance, the corresponding mathematical proof
remains a long-standing open problem mainly because
of the lack of an explicit signal design criterion like
MIMO-RF communications. Hence, we actually solve
this long-standing open problem on the RC optimality as
a linear STBC in the sense of optimizing the large scale
diversity gain and minimizing the small-scale diversity
loss.
2) Optimal non-linear STBCs structure for block fading
channels. It has been proved that constructing the op-
timal non-linear STBC is equivalent to designing the
optimal multi-dimensional constellation, which is a clas-
sical and long-standing problem, remaining open thus
far. For this reason, a specific energy-efficient multiple-
dimensional constellation from Diophantine equations
have been proposed.
3) Golden Codes for fast fading channels. For IM/DD
MIMO-OWC over time-independent fast fading chan-
nels, a linear STBC is constructed by linearly collaborat-
ing the signals of two successive channel uses. Then, via
analytical optimization, the optimal solution is shown to
be related with the Golden number
√
5+1
2 .
However, the work in this paper just scratches the tip of
the iceberg, and numerous important and interesting questions
remain to be answered.
1) Universal space-time coding structure ? Despite the fact
that the optimal coding structure given by Theorem 11
is based on our super-rectangular cover criterion and
specifically for IM/DD MIMO-OWC over log-normal
fading channels, this structure also has the ability to
assure the unique identification for any nonzero non-
negative channels. In addition, this unique identification
is unrelated to the PDF of the channel coefficients. One
natural question is that does our optimal coding structure
guarantee high energy efficiency for arbitrary nonnega-
tive channels? We conjecture that the PDF of the channel
coefficient only affects the optimal power-loaded vector.
This topic is indeed interesting and significant.
2) Diophantine Coded Modulation. The essence of CSTBC
is to allow the transmitted signals in time dimensions to
be cooperative for increasing channel reliability. At this
point, when the bit strings are properly mapped into the
multidimensional Diophantine constellation such that the
bit string pairs with large Hamming distances correspond
to the constellation point pairs with large Euclidean
distances, our designed CSTBC can be viewed as a new
kind of Diophantine coded modulation for the specific
IM/DD MIMO-OWC systems, which is different from
the trellis coded modulation proposed by Ungerboeck
in [87]–[89] for the RF digital communication systems.
So, is there a structured coded modulation scheme with
low-complexity?
3) Optimal multi-dimensional constellation. It is well-
known that this problem in modern RF wireless com-
munication is extremely challenging. Despite the fact
that the power constraint for IM/DD MIMO-OWC is
different from that of MIMO-RF, the optimal design
of multi-dimensional constellation for IM/DD MIMO-
OWC is as hard as that for MIMO-RF. However, the
Diophantine equation has played an important role in
designing the energy-efficient multi-dimensional con-
stellation. Then, can we construct the optimal multi-
dimensional constellation from Diophantine equation?
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4) Nonnegative nonvanshing STBC. In this paper, a Golden
Code has been constructed via analytical optimization
and shown to be related to the Golden number. It is
noticed that the design criterion of minimizing small-
scale diversity loss for fast fading channels is parallel
to the product distance criterion in MIMO-RF and the
proposed Golden Code has the property of nonvanishing
product distance (the reciprocal of the small-scale di-
versity loss). This property has been extensively investi-
gated for space-time block coded MIMO-RF in terms of
nonvanshing “lattice code”. However, the signal matrix
of IM/DD MIMO-OWC is required to be nonnegative.
So, how can we construct the nonnegative STBC carved
from the nonvanshing “lattice code” for IM/DD MIMO-
OWC by coding over multiple blocks?
5) Other Fading Channels. Our cover theory is general for
the signal unique identification of IM/DD MIMO-OWC
and robust to the PDF of the channel fading. Then, can
the techniques in this paper be generalized to IM/DD
MIMO-OWC systems over other fading channels, such
as Gamma-Gamma [47]–[49], K-distributed [50], [51] ?
6) Correlated Log-normal MIMO Channels. The main rea-
son for using the super-rectangular cover instead of the
other geometrical shape cover is that channel fading is
independent. Hence, how can we generalize this theory
to deal with a general correlated log-normal MIMO-
OWC channel?
VIII. APPENDIX
A. Proof of Theorem 1
Let us consider how to prove the sufficient condition first.
Since h
TATAh
‖h‖2 is continuous in a closed and bounded feasible
set { h‖h‖2 : h ∈ RN+ ,h 6= 0}, it has the minimum value, which
is denoted by Cmin. In addition, utilizing the assumption that
for any h ∈ RN+ leads to hTATAh 6= 0 for h 6= 0 and thus,
Cmin > 0. It follows that Cmin‖h‖2 ≤ hTATAh. Therefore,
∀τ > 0, if hTATAh ≤ τ2, then, Cmin‖h‖2 ≤ τ2 and as a
consequence, 0 ≤ hn ≤ τ√Cmin for n = 1, 2, · · · , N , which
indicates that ATA has full-cover.
Now, let us prove the necessary condition. Suppose that
there exists some h0 ∈ RN+ satisfying Ah0 = 0 for non-
zero matrix A. Then, ∀ε > 0, we have εh0 ∈ RN+ and
(εh0)
TATA(εh0) = ε
2hT0 A
TAh0 = 0. Let H0 = {h :
h = εh0,∀ε ∈ R+}, which is an unbounded set. Therefore,
there exists no outer super-rectangle covering H0. Let alone
say {h : hTATAh ≤ τ2,h ∈ RN+ , τ > 0} has full-cover.
This contradicts with the assumption that ATA has full-cover
and thus, completes the proof of the necessary condition as
well as Theorem 1. 
B. Proof of Theorem 2
Our proof of Theorem 2 is based on the following equality
hTPh = piih
2
i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i
Proof of Statement 1): Let us first prove the sufficient
condition. If there exists i such that p¯i is nonnegative, then,
for any h ∈ RN+ , we have piih2i ≥ 0, 2hip¯Ti h¯i ≥ 0 and
h¯Ti P¯iih¯i ≥ 0. Thus, hTPh = 0 if and only if piih2i = 0,
2hip¯
T
i h¯i = 0 and h¯
T
i P¯iih¯i = 0. Since pii > 0, piih
2
i = 0
if and only if hi = 0. In addition, if P¯ii is full-cover, then,
Theorem 1 tells us that h¯Ti P¯iih¯i = 0 if and only if h¯i = 0.
In this case, hTPh = 0 if and only if h = 0. By Theorem 1,
we can conclude that P is full-cover and thus, the sufficiency
proof of Statement 1) is complete.
To prove the necessity of Statement 1) by contradiction, we
consider the following two possibilities.
1) Let us suppose that there exists one i such that pii = 0.
Then, there exists a vector h0 with the i-th entry being
one and the other (N − 1) entries being zeros such that
hT0 Ph0 = 0. This observation tells us that A
TA does
not have full-cover by Theorem 1. Thus, the positiveness
of all the diagonal entries of P is necessary for P to have
full-cover.
2) Suppose that there exists i such that pi ∈ RN−1+ and P¯ii
does not have full-cover. Then, by Theorem 1, we can
always find an (N − 1) × 1 nonzero vector h¯ ∈ RN−1+
such that h¯T P¯TiiP¯iih¯ = 0. Then, we form an N × 1
vector h by letting hi = 0 and h¯i = h¯. As a result, this
nonzero vector h ∈ RN+ assures that
hTPh = piih
2
i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i
= h¯Ti P¯iih¯i = 0
which implies that P does not have full-cover by The-
orem 1.
Thus, Statement 1) is necessary for P to have full-cover. Then,
the proof of Statement 1) is complete.
Proof of Statement 2): Since for any i = 1, 2, · · · , N ,
∆i defined by (4) is either negative or equal to zero, we
consider the following two cases.
1) ∆i < 0. In this case, h¯i 6= 0N×1. Otherwise, ∆i = 0.
Then, ∀h ∈ RN+ , equation piih2i+2hip¯Ti h¯i+h¯Ti P¯iih¯i =
0 with respect to hi has no solution and thus, hTPh 6=
0.
2) ∆i = 0. In this situation, h¯Ti (piiP¯ii − p¯ip¯Ti )h¯i = 0.
Since (aiiP¯ii − p¯ip¯Ti ) has full-cover, by Theorem 1,
h¯Ti (piiP¯ii − p¯ip¯Ti )h¯i = 0 if and only if h¯i = 0N−1.
Then,
hTPh = piih
2
i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i = piih
2
i
Therefore, hTPh = 0 if and only if hi = 0. Combining
this with h¯i = 0N−1 leads to the fact that hTPh = 0
if and only if h = 0N×1. By Theorem 1, we attain that
P has full-cover.
This completes the sufficiency proof of Statement 2).
Proof of Statement 3): To prove the necessary condition
by contradiction, we suppose that P has full-cover and there
exists a principal sub-matrix P˘ of P such that P˘ does not
have full-cover. Without loss of generality, we assume that P˘
is formed by the entries p
i
(−)
k i
(−)
l
, where k, ` = 1, · · · , n
with 1 ≤ n ≤ N . When n = N , we arrive at a contradiction
with our assumption that P has full-cover. When 1 ≤ n < N ,
by Theorem 1, there exists an n × n nonzero vector h˘ with
nonnegative entries such that h˘T P˘h˘ = 0. Then, we construct
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an N ×1 vector h by letting h
i
(−)
k
= h˘
i
(−)
k
for k = 1, · · · , n
and the other (N − n) entries of h be zeros. Now, we attain
hTPh = h˘T P˘h˘ = 0, contradicting with our assumption that
P has full-cover. In addition, the sufficiency holds since P
itself is a principal matrix. Therefore, Statement 3) is indeed
true.
Proof of Statement 4): To prove by contradiction, we sup-
pose that P has full-cover and there exists i such that pi /∈
RN−1+ and C¯
(−)
i1i2···in does not have full-cover. Then, by The-
orem 1, there exists an n× 1 non-zero vector v¯ with positive
entries such that in v¯T C¯(−)i1i2···in v¯ = 0. Now, we form an
(N − 1)×1 vector h¯i by letting h¯i(−)1 = v¯1, · · · , h¯i(−)n = v¯n
and the other (N − n − 1) entries be zeros. In this case, we
attain
∆i = −4h¯Ti (piiP¯ii − p¯ip¯Ti )h¯i
= −4piih¯Ti P¯iih¯i + 4
(
p¯Ti h¯i
)2
= −4piiv¯T C¯(−)i1i2···in v¯ + 4
i(N−1)∑
i=i1
p¯ih¯i
2
= 0 + 4
 i(−)n∑
i=i
(−)
1
p¯iv¯i

2
≥ 0
By our notations, we know that v¯
i
(−)
1
< 0, · · · , v¯
i
(−)
n
< 0 and
thus, p¯Ti h¯i =
∑i(−)n
i=i
(−)
1
p¯iv¯i < 0. Since aii > 0, − p¯
T
i h¯i
aii
> 0
and ∆i > 0, we can conclude that the quadratic equation
piih
2
i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i = 0 with respect to hi has one
positive solution given by
hi =
−∑i(−)n
i=i
(−)
1
p¯iv¯i +
√
∆i
2pii
Now, we see that there exists an N×1 non-zero vector h ∈ RN+
formed by hi and h¯i such that hTPh = 0. By Theorem 1, we
know that P does not have full-cover, contradicting with our
assumption that P has full-cover. Therefore, this completes
the proof of Statement 4) as well as of Theorem 2. 
C. Proof of Property 3
Let notation h` denote an N` × 1 nonnegative vector. Let
h =
[
hT1 , · · · , hTL
]T
. Then, hTPh =
∑L
`=1 h
T
` Plhl. On
one hand, if P` has full-cover for any `, then, Theorem 1
tells us that hT` P`h` = 0 if and only if h` = 0N`×1. This
implies that hTPh = 0 if and only if h = 0, giving us that
A is full-cover by Theorem 1. On the other hand, if A is full-
cover, then, from Theorem 1, hTPh =
∑L
`=1 h
T
` P`h` = 0
if and only if h` = 0 for any `. In addition, hT` P`h` ≥ 0
holds, implying that
∑L
`=1 h
T
` P`h` = 0 and h
T
` P`h` = 0
are equivalent. Putting things together produces that P` has
full-cover for any `. Therefore, the proof of Property 3 is
complete. 
D. Proof of Theorem 3
Our proof of Theorem 3 is done by first verifying Rc ≥
maxSA∩R¯K++ and then proving Rc ≤ maxSA∩R¯K++ .
1) Proof of Rc ≥ maxSA∩R¯K++ : Let us denote the i-th row
of A by aTi for i = 1, 2, · · · , M and first assume
K0 = max
SA∩R¯K++ 6=∅
K ≥ 1 (26)
Under this assumption, there exists an M × 1 vector v such
that
vTA = pT ∈ SA ∩ R¯K0++ (27)
For an arbitrarily given τ > 0, inequality ‖Ah‖22 ≤ τ2 gives
−τ ≤ aTi h ≤ τ for i = 1, · · · ,M , where h ∈ RN+ . Notice
that ∀vi ∈ R, i = 1, 2, · · · , M , we have
−|vi|τ ≤ viaTi h ≤ |vi|τ
Summing the above M inequalities produces
− τ
M∑
i=1
|vi| ≤ pTh ≤ τ
M∑
i=1
|vi| (28)
Since pT ∈ SA ∩ R¯K0++, there exist K0 integers `(+)k ∈
{1, . . . , N} for k = 1, · · · , K0 such that p`(+)k > 0 by
our definition of R¯K0++ and thus, we have pTh ≥ 0 for h ≥ 0.
Combining this observation with (28) yields
0 ≤ h
`
(+)
k
≤ τ
p
`
(+)
k
M∑
i=1
|vi|, k = 1, · · · , K0 (29)
Thus,
{h : h ∈ RN+ ,hTATAh ≤ τ2}
⊆
{
h : 0 ≤ h
`
(+)
k
≤
∑M
i=1 |vi|
p
`
(+)
k
τ, k = 1, · · · , K0
}
Then, by the definition of cover order in Definition 2, we have
Rc ≥ K0 (30)
Therefore, when K0 = N , we can have Rc = N since
definition of cover order in Definition 2 tells us that 0 ≤ Rc ≤
N .
2) Proof of Rc ≤ maxSA∩R¯K++ : In the following, we con-
sider the case with Rc < N . Let p be defined in (27), which
is an N × 1 nonnegative vector with K0 positive entries.
Then, we denote the indexes of the zero-valued entries of
p by `(0)k , where k = 1, · · · , (N − K0). This notation
tells us that {`(0)k , k = 1, · · · , (N − K0)} ∩ {`(+)k , k =
1, · · · K0} = ∅. Then, we can generate an M × (N −K0)
sub-matrix of A by using the (N−K0) columns of A indexed
by `(0)k , k = 1, · · · , (N −K0) and denote this sub-matrix by
A¯(0). We claim that SA¯(0) ∩RN−K0+ = ∅. To prove this claim
by contradiction, let us first suppose that
SA¯(0) ∩ RN−K0+ 6= ∅ (31)
As a consequence, there exists an (N −K0) × 1 vector q¯(0)
such that q¯(0) ∈ SA¯(0) ∩ RN−K0+ . Then, by the definition of
A¯(0), there exists a vector p˜ such that the `(0)k -th entry of p˜
is given by the k-th entry of q¯(0) for all k = 1, · · · , (N −
K0) and p˜ ∈ SA. Then, we denote the minimum of the K0
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positive entries of p (defined in (27)) indexed by `(+)k , k =
1, · · · , K0 by p(+)min. Moreover, let us denote the minimum
and the maximum of the entries of p˜ indexed by `(+)k , k =
1, · · · , K0 by p˜(+)min and p˜(+)max, respectively. We notice that
for `(+)k with k = 1, · · · , K0,
|p˜(+)min|+ |p˜(+)max|+ 1
p
(+)
min
p
`
(+)
k
+ p˜
`
(+)
k
≥ |p˜(+)min|+ |p˜(+)max|+ 1 + p˜`(+)k ≥ 1 > 0
by the definitions of p(+)min, p˜
(+)
min and p˜
(+)
max. From q¯(0) ∈
SA¯(0)∩RN−K0+ , where RN−K0+ is defined by the (N−K0)×1
nonnegative vector with at least one positive entry, we can
have that among all the (N − K0) nonnegative entries of p˜
indexed by `(0)k for k = 1, · · · , (N −K0), one of them at
least is positive. Combining this observation with the above
established facts that
{`(0)k , 1 ≤ k ≤ (N −K0)} ∩ {`(+)k , 1 ≤ k ≤ K0} = ∅
and the entries of |p˜
(+)
min|+|p˜(+)max|+1
p
(+)
min
p + p˜ indexed by `(+)k , k =
1, · · · , K0 are positive, we can conclude that at least (K0+1)
entries of |p˜
(+)
min|+|p˜(+)max|+1
p
(+)
min
p+ p˜ are positive. Putting this result
and p, p˜ ∈ SA together leads us to
|p˜(+)min|+ |p˜(+)max|+ 1
p
(+)
min
p + p˜ ∈ SA ∩ R¯K++
with K ≥ K0+1, which is a contradiction with our assumption
that K0 = maxSA∩R¯K++ 6=∅K in (26). Thus, our assumption
that SA¯(0)∩RN−K0+ 6= ∅ in (31) is not true. As a consequence,
we arrive at SA¯(0)∩RN−K0+ = ∅. In addition, by Proposition 1,
if SA¯(0) ∩ RN−K0+ = ∅ and SA¯(0) ∩ RN−K0+ = ∅, then, there
exists an (N −K0)× 1 vector q˜(0) such that q˜(0) ∈ S⊥¯A(0) ∩
RN−K0++ . Then, we generate an N × 1 vector h0 by letting
h
`
(+)
k
= 0 for k = 1, · · · , K0 and h`(0)k = q˜
(0)
k for k =
1, · · · , (N−K0), respectively. Since q˜(0) ∈ S⊥¯A(0) ∩RN−K0++
gives us A¯(0)q˜(0) = 0, we attain that
hT0 A
TAh0 = 0 + (q˜
(0))T (A¯(0))T A¯(0)q˜(0) = 0
Now, we have that for any positive τ , it holds that {ξh0 :
ξ > 0} ⊂ {h : hTATAh ≤ τ2,h ∈ RN+}. Then, the
arbitrariness of positive ξ gives us that for any τ > 0, there
exists no positive constant c
`
(0)
k
such that ξh
`
(0)
k
≤ c
`
(0)
k
τ . In
other words, at least (N−K0) entries of h0 can not be covered.
By the definition of cover order in Definition 2, which says
that the cover order is the maximum number of the covered
entries of any given nonzero h, we arrive at Rc ≤ K0.
Combining Rc ≤ K0 with (30) gives us that Rc = K0. For
the case K0 = 0, following the same argument as Rc ≤ K0,
we can have Rc ≤ 0. By Definition 2, Rc is a nonnegative
integer and thus, we can have Rc = K0 = 0. Therefore, the
proof of Theorem 3 is complete. 
E. Proof of Theorem 4
Proof of Statement 1): Since hTATAh ≤ λmax‖h‖22, we
can have that if λmax‖h‖22 ≤ τ2 for any positive τ , then,
hTATAh ≤ τ2. This result gives us that{
h : 0 ≤ hi ≤ τ√
Nλmax
, 1 ≤ i ≤ N, ξ > 0
}
⊆ {h : λmax‖h‖22 ≤ τ2,h ∈ RN+}
⊆ {h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+}
In the following, we construct the desired nonnegative vector
v. By Theorem 3, we know that if the cover order of ATA is
Rc, then, there exists a nonnegative vector p with Rc positive
entries and (N −Rc) zero-valued entries. Denote the indexes
of these positive entries of p by `(+)i and the indexes of the
zero-valued entries by `(0)k , where i = 1, · · · , Rc and k =
1, · · · , (N−Rc). Then, similar to the proof of Theorem 3 in
Appendix VIII-D, we form an (N−Rc)×(N−Rc) sub-matrix
of ATA by using the columns of A indexed by `(0)i , i =
1, · · · , (N −K0) and denote this sub-matrix by A¯(0). From
the second part proof of Theorem 3 (see Appendix VIII-D.2), it
holds that SA¯(0)∩RN−Rc+ = ∅. In addition, from Proposition 1,
there exists an (N −Rc)× 1 positive vector v¯ such that v¯ ∈
S⊥¯
A(0)
∩ RN−Rc++ satisfying v¯T
(
A¯(0)
)T
A¯(0)v¯ = 0. Then, we
construct an N ×1 nonnegative vector v by letting the `(0)i -th
entry be given by the i-th entry of v¯ and the other Rc entries
be zero. Such vector v satisfies vTATAv = 0. Therefore, if
h0 ∈
{
h : 0 ≤ hi ≤ τ√
Nλmax
, 1 ≤ i ≤ N, ξ > 0
}
⊆ {h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+}
then,
(h0 + ξv)
T
hTATA (h0 + ξv)
= hT0 A
TAh0 ≤ τ2
holds for any positive numbers ξ and τ . Therefore,
(h0 + ξv) ∈
{
h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+
}
. This com-
pletes the proof of Statement 1).
Proof of Statement 2): In addition, from the above argu-
ments, we have SA¯(0) ∩ RN−Rc+ = ∅. Then, Theorem 3
indicates that
(
A¯(0)
)T
A¯(0) has zero-cover. This completes
the proof of Statement 2) as well as of Theorem 4. 
F. Proof of Theorem 5
Let P be an N×N PSD matrix with cover order being given
by 1 ≤ Rc ≤ N . For Rc = N , Statement 2) indeed holds.
To prove by contradiction for 1 ≤ Rc < N , we assume that
there exist two distinct cover links i1 · · · iRc and j1 · · · jRc
such that {i1, · · · , iRc} 6= {j1, · · · , jRc}. Then, for the
definition of cover link given in Definition 2, we have that for
any given positive constant τ ,
{h ∈ RN+ : hTPh ≤ τ2}
⊆ {h ∈ RN+ : 0 ≤ hik ≤ cikτ, 1 ≤ k ≤ Rc}
and
{h ∈ RN+ : hTPh ≤ τ2}
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⊆ {h ∈ RN+ : 0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
Therefore, we arrive at the following
{h ∈ RN+ : hTPh ≤ τ2}
⊆ {h ∈ RN+ : 0 ≤ hik ≤ cikτ, 1 ≤ k ≤ Rc}
∪{h ∈ RN+ : 0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
Now, we consider the following cases:
1) {i1, · · · , iRc} ∩ {j1, · · · , jRc} = ∅. In this case,
{h ∈ RN+ : 0 ≤ hik ≤ cikτ, 1 ≤ k ≤ Rc}
∪{h ∈ RN+ : 0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
= {h ∈ RN+ : 0 ≤ hik ≤ cikτ, , 1 ≤ k ≤ Rc
0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
Then,
{h ∈ RN+ : hTPh ≤ τ2}
{h ∈ RN+ : 0 ≤ hik ≤ cikτ, 1 ≤ k ≤ Rc
0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
implying that the cover order of P is not smaller
than 2Rc and leading to a contradiction with our as-
sumption that the cover order of P is Rc. Therefore,
{i1, · · · , iRc} ∩ {j1, · · · , jRc} = ∅ can not happen.
2) The cardinality of {i1, · · · , iRc} ∩ {j1, · · · , jRc} is
equal to R¯ where 1 ≤ R¯ < Rc. For presentation sim-
plicity, we assume that ik = jk for k = 1, · · · , R¯. Fur-
thermore, we redenote the entries by {i1, · · · , iRc} ∩
{j1, · · · , jRc} by n1 · · · nR¯ and the the remaining
2Rc − R¯ entries of {i1, · · · , iRc} ∪ {j1, · · · , jRc}
by nR¯+1 · · · n2Rc−R¯. Then,
{h ∈ RN+ : 0 ≤ hik ≤ cikτ, 1 ≤ k ≤ Rc}
∪{h ∈ RN+ : 0 ≤ hjk ≤ cjkτ, 1 ≤ k ≤ Rc}
= {h ∈ RN+ : 0 ≤ hn` ≤ max(ci` , cj`)τ, 1 ≤ ` ≤ R¯,
0 ≤ hik ≤ cikτ,R+ 1 ≤ k ≤ Rc
0 ≤ hjk ≤ cjkτ,R+ 1 ≤ k ≤ Rc}
telling us the cover order of P must be equal to or larger
than 2Rc − R¯ ≥ Rc + 1 and thus, contradicting our
assumption that Rc is the cover order of P.
The above discussions allow us to conclude that if the cover
order of P is equal to Rc, then, there exists no two distinct
cover links {i1, · · · , iRc} and {j1, · · · , jRc}. Therefore,
Theorem 5 is indeed true. 
G. Proof of Theorem 6
Let P =
(
p11 p12
p12 p22
)
. Notice that
hTPh = p11h
2
1 + 2p12h1h2 + p22h
2
2
= p11
(
h1 +
p12
p11
h2
)2
+
(
p11p22 − p212
)
h22
p11
= p11
(
h1 +
p12
p11
h2
)2
+
h22 det P
p11
We consider the following possibilities.
1) p11, p12, p22 > 0. In this case, hTPh = p11h21 +
2p12h1h2 + p22h
2
2 ≤ τ2 gives us h1 ≤ τ√p11 and
h2 ≤ τ√p22 . Therefore, P has full-cover and ci = τ√pii
for i = 1, 2.
2) det P = 0 and p12 ≤ 0. By Property 1, we know that P
is zero-cover.
3) det P > 0 and p12 ≤ 0. In this case, hTPh ≤ τ2 im-
plies h2 ≤
√
p11τ√
detP
and in the same token, h1 ≤
√
p22τ√
detP
.
Therefore, ci =
√
[P−1]ii, i = 1, 2.
Therefore, the 2 × 2 matrix P is full-cover if and only if P
is full-rank or all its entries are positive. If P is full-rank and
p12 ≤ 0, then, ci =
√
[P−1]ii, i = 1, 2. When p11, p12, p22 >
0, the cover length of full-cover P is given by ci = 1√pii , i =
1, 2. This completes the proof of Theorem 6. 
H. Proof of Theorem 7
Let us define ei by an N × 1 vector such that the i-th
entry is nonzero and the other (N − 1) entries are zeros. By
following the notations defined in Subsection III-A.3, we have
hTPh = piih
2
i + 2hip¯
T
i h¯i + h¯
T
i P¯iih¯i. Notice that
τ√
pii
ei is
one solution to the equation piih2i +2hip¯
T
i h¯i+h¯
T
i P¯iih¯i = τ
2
with respect to h. Then, by Definition 2, τ√pii ei ∈ {h : h ∈
RN+ ,hTPh ≤ τ2} and further,
τ√
pii
ei ∈ {h : 0 ≤ hk ≤ ckτ, k = 1, 2, · · · , N}
giving us τ√pii ≤ ci for any 1 ≤ i ≤ N .
In addition, if all the entries of P are nonnegative, then, for
any h ∈ RN+ , we can always have that piih2i ≥ 0, 2hip¯Ti h¯i ≥ 0
and h¯Ti P¯iih¯i ≥ 0. Letting hTPh ≤ τ2 allows us to arrive at
piih
2
i ≤ τ2. This observation tells us that for any h ∈ RN+ and
a given matrix P, of which all the entries are nonnegative,
satisfying hTPh ≤ τ2, the maximum achievable value of hi
is 1√pii . By the definition of cover length in Definition 2, the i-
th cover length of the matrix P is given by ci = 1√pii if all the
entries of full-cover P are nonnegative. Then, we prove that
ci =
1√
pii
holds for any i only if all the entries of full-cover
P are nonnegative. To prove by contradiction, we assume that
there exists a PSD matrix P satisfying ci = 1√pii for i and
having a negative nondiagonal entry denoted by pij . Now, we
consider the 2×2 subprincipal matrix P¯ =
(
pii, pij
pij , pjj
)
of P.
From Theorem 6, we know that over the domain {h ∈ RN+ :
piih
2
i + 2pijhihj + p
2
jjh
2
j ≤ τ2}, if pij < 0 and
(
pii, pij
pij , pjj
)
has full-cover, then, maxhi = τ
√
[P−1]ii, which is larger
than τ√pii because piih
2
i + 2pijhihj + p
2
jjh
2
j = τ
2 holds for
hi =
τ√
pii
and hi = 0. From the fact that {h ∈ RN+ : piih2i +
2pijhihj + p
2
jjh
2
j ≤ τ2} ⊆ {h ∈ RN+ : hTPh ≤ τ2}, we can
conclude that over the domain that {h ∈ RN+ : hTPh ≤ τ2},
ciτ = maxhi >
τ√
pii
, contradicting with our assumption that
cn =
1√
pnn
for any n = 1, · · · , N . Therefore, ci = 1√pii for
any i holds if and only if the PSD matrix P has full-cover
and all its entries are nonnegative. Therefore, the proof of
Theorem 7 is complete. 
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I. Proof of Theorem 8
Let us suppose 0 ≤ Rc ≤ N and τ is positive and the
function of ρ. Then, P (X→ Xˆ) can be fragmented as
P (X→ Xˆ) = 1
pi
∫ pi
2
0
∫
∑M
j=1 ‖∆Xhj‖22≤τ2
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ
+
1
pi
∫ pi
2
0
∫
∑M
j=1 ‖∆Xhj‖22>τ2
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ︸ ︷︷ ︸
P¯τ (X→Xˆ)
≤ 1
pi
∫ pi
2
0
∫
‖∆Xhj‖22≤τ2
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ︸ ︷︷ ︸
Pτ (X→Xˆ)
+P¯τ (X→ Xˆ) (32)
since if
∑M
j=1 ‖∆Xhj‖22 ≤ τ2, then, we have ‖∆Xhj‖22 ≤ τ2
for j = 1, 2, · · · ,M . If the cover order of ∆XT∆X is
Rc (0 < Rc ≤ N ), then, without loss of generality, we
fix the indexes of the covered columns of ∆X to be j =
1, 2, · · · , Rc, if a proper permutation matrix is used. Then,
by the definition of cover order, we attain
{h : h ∈ RN+ ,hT∆XT∆Xh ≤ τ2}
⊆ {h : 0 ≤ hi ≤ ciτ, i = 1, 2, · · · , Rc} (33)
Upper-bound and Lower-bound of P (X → Xˆ) are given as
follows.
1) Upper-bound of Pτ (X → Xˆ): 0 ≤ ‖∆Xhj‖22 ≤ τ2
allows us to upper-bound Pτ (X→ Xˆ) by
Pτ (X→ Xˆ) = 1
pi
∫ pi
2
0
∫
‖∆Xhj‖22≤τ2
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ
≤ 1
pi
∫ pi
2
0
∫
‖∆Xhj‖22≤τ2
fH (H) dHdθ
=
1
2
∫
‖∆Xhj‖22≤τ2
fH (H) dH
where the last inequality is resulted from the fact that ∀x ≥
0, exp(−x) ≤ 1. By (33), we can further upper-bound
Pτ (X→ Xˆ) by
Pτ (X→ Xˆ) ≤ 1
2
M∏
j=1
Rc∏
i=1
∫ ciτ
0
fHij (hij) dhij
=
1
2
M∏
j=1
Rc∏
i=1
Q
(
− ln (ciτ)− µij
σij
)
(34)
2) Upper-bound of P¯τ (X → Xˆ): Since e−x is monotoni-
cally decreasing with respect to nonnegative x, P¯τ (X → Xˆ)
can be upper-bounded by
P¯τ (X→ Xˆ) = 1
pi
∫ pi
2
0
∫
∑M
j=1 ‖∆Xhj‖22>τ2
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ
≤ 1
2
exp
(
−ρτ
2
8N
)∫
∑M
j=1 ‖∆Xhj‖22≥0
fH (H) dH
=
1
2
exp
(
−ρτ
2
8N
)
(35)
Combining (35) and (34) leads us to the upper-bound of
P (X→ Xˆ) as follows.
P (X→ Xˆ) ≤ 1
2
M∏
j=1
Rc∏
i=1
Q
(
− ln (ciτ)− µij
σij
)
+
1
2
exp
(
−ρτ
2
8N
)
(36)
3) Lower-bound of P (X→ Xˆ): We have
P (X→ Xˆ) ≥ 1
pi
∫ pi
2
0
∫
‖∆Xhj‖22≤ 1ρ
fH (H) dHdθ
e
ρ
∑M
j=1
‖∆Xhj‖22
8N sin2 θ
≥ 1
pi
∫ pi
2
0
∫
‖∆Xhj‖22≤ 1ρ
fH (H) dHdθ
e
M
8N sin2 θ
= Q
(√
M
4N
)∫
‖∆Xhj‖22≤ 1ρ
fH (H) dH (37)
By Theorem 4, we know that if the cover order ∆XT∆X is
Rc, then, there exists a nonnegative vector v such that{
h + ξv : 0 ≤ hi ≤ τ√
Nλmax
, 1 ≤ i ≤ N, ξ > 0
}
⊆ {h : 0 ≤ hTATAh ≤ τ2,h ∈ RN+}
holds for any given positive constant τ , where λmax denotes
the maximum eigenvalue of ATA. Denote the indexes of the
positive entries of v by `(+)k where k = 1, · · · , (N − Rc)
and the indexes of the zero-valued entries of v by `(0)k with
k = 1, · · · , Rc. Then, for any positive number ξ, it holds
that {
h : 0 ≤ h
`
(0)
k
≤ 1√
Nρλmax
, 1 ≤ k ≤ Rc, ξv`(+)k ≤
h
`
(+)
k
≤ ξv
`
(+)
k
+
1√
ρλmax
, 1 ≤ k ≤ (N −Rc), ξ > 0
}
⊆
{
h : 0 ≤ hTATAh ≤ 1
ρ
,h ∈ RN+
}
Then, combining this result with (37) allows us to further
lower-bound P (X→ Xˆ) below.
P (X→ Xˆ) ≥ Q
(√
M
4N
)
×
Rc∏
k=1
M∏
j=1
∫ 1√
Nρλmax
0
fH
`
(0)
k
j
(
h
`
(0)
k j
)
dH
`
(0)
k j
×
N−Rc∏
k=1
M∏
j=1
∫ ξv
`
(+)
k
+ 1√
Nρλmax
ξv
`
(+)
k
fH
`
(+)
k
j
(
h
`
(+)
k j
)
dH
`
(+)
k j
= Q
(√
M
4N
)
Rc∏
k=1
M∏
j=1
Q
(
ln
(√
Nλmaxρ
)
+ µ
`
(0)
k j
σ
`
(0)
k j
)
×
N−Rc∏
k=1
M∏
j=1
∫ ξv
`
(+)
k
+ 1√
Nρλmax
ξv
`
(+)
k
fH
`
(+)
k
j
(
h
`
(+)
k j
)
dH
`
(+)
k j
Now, let the maximum entry of v be denoted by Vmax,
the peak point of the PDF function fHij (hij) be denoted
by H˜ij and thus, Hmin = mini,j H˜ij . Then, we choose
27
ξ = Hmin2Vmax so that ξv`(+)k
≤ Hmin2 . Hence, in the high
SNR regimes, it holds that ξv
`
(+)
k
+ 1√
Nρλmax
∈ (0, Hmin).
In addition, the PDF of log-normal distribution is mono-
tonically increasing in (0, Hmin). Therefore, when SNR is
sufficiently high,
∫ ξv`(+)
k
+ 1√
Nρλmax
ξv
`
(+)
k
fH
`
(+)
k
j
(
h
`
(+)
k j
)
dH
`
(+)
k j
can be lower-bounded by 1√
Nρλmax
fH
`
(+)
k
j
(
ξv
`
(+)
k
)
. This ob-
servation allows us to further lower-bound P (X→ Xˆ) by
P (X→ Xˆ) ≥ Q
(√
M
4N
)
×
Rc∏
k=1
M∏
j=1
Q
(
ln
(√
Nλmaxρ
)
+ µ
`
(0)
k j
σ
`
(0)
k j
)
×
N−Rc∏
k=1
M∏
j=1
1√
Nρλmax
fH
`
(+)
k
j
(
ξv
`
(+)
k
)
= CLρ
−M(N−Rc)2
Rc∏
k=1
M∏
j=1
Q
(
ln ρ+ ln (Nλmax) + 2µ`(0)k j
2σ
`
(0)
k j
)
(38)
where
CL = Q
(√
M
4N
)
(Nλmax)
−M(N−Rc)2
N−Rc∏
k=1
M∏
j=1
fH
`
(+)
k
j
(
ξv
`
(+)
k
)
is independent of SNR.
4) Determination of τ : Combining (36) and (38) leads us
to what follows
CLρ
−M(N−Rc)2
Rc∏
k=1
M∏
j=1
Q
(
ln ρ+ ln (Nλmax) + 2µ`(0)k j
2σ
`
(0)
k j
)
≤ P (X→ Xˆ)
≤ 1
2
Rc∏
k=1
M∏
j=1
Q
− ln
(
c
`
(0)
k
τ
)
+ µ
`
(0)
k j
σ
`
(0)
k j

+
1
2
exp
(
−ρτ
2
8N
)
(39)
We choose τ as follows.
τ =
√√√√N ln2 ρ
Mρ
M∑
j=1
Rc∑
k=1
σ−2
`
(0)
k j
Then, (39) can be rewritten into
CLρ
−M(N−Rc)2
Rc∏
k=1
M∏
j=1
Q
(
ln ρ+ ln (Nλmax) + 2µ`(0)k j
2σ
`
(0)
k j
)
≤ P (X→ Xˆ)
≤ 1
2
Rc∏
k=1
M∏
j=1
Q
(
ln ρ− 2 ln ln ρ− 2 ln c
`
(0)
k
+ 2µ
`
(0)
k j
2σ
`
(0)
k j
)
+
1
2
exp
− M∑
j=1
Rc∑
k=1
ln2 ρ
8σ2
`
(0)
k j
 (40)
From the lower-bound of Q-function Q (x) ≥
1√
2pi
(
1
x − 1x3
)
exp
(
−x22
)
for x ≥
√
2
2 and the
definition of the large-scale diversity gain Dl (∆X)
given by (9), we can, without much difficulty, arrive at
that
∑M
j=1
∑Rc
k=1 σ
−2
ik,j
≤ Dl (∆X) ≤
∑M
j=1
∑Rc
k=1 σ
−2
ik,j
.
Therefore, this completes the proof of Theorem 8. 
J. Proof of Theorem 9
Let us assume that when ρ→∞, τ → 0. Then, P (X→ Xˆ)
can be fragmented into
P (X→ Xˆ) =
∫
∑M
j=1 ‖∆Xhj‖22≤τ2
P
(
X→ Xˆ|H
)
fH (H) dH
+
∫
∑M
j=1 ‖∆Xhj‖22>τ2
P
(
X→ Xˆ|H
)
fH (H) dH.
≤
∫
‖∆Xhj‖22≤τ2
P
(
X→ Xˆ|H
)
fH (H) dH
+
∫
∑M
j=1 ‖∆Xhj‖22>τ2
P
(
X→ Xˆ|H
)
fH (H) dH. (41)
where the last inequality holds for the reason that if∑M
j=1 ‖∆Xhj‖22 ≤ τ2, then, we have ‖∆Xhj‖22 ≤ τ2 for
j = 1, 2, · · · ,M . Three asymptotical bounds on P (X → Xˆ)
in (41) are given as follows.
1) Upper-bound of PEP over (0, τ): To begin with, we
denote the first part of P (X → Xˆ) in (41) by Pτ (X → Xˆ).
Since the PDF of log-normal is monotonically increasing over
(0, ciτ) when ciτ → 0 with increasing SNRs, it is true that
fHij (hij) ≤ fHij (ciτ) over (0, ciτ) with high SNRs. This
observation allows us to upper-bound Pτ (X→ Xˆ) by
Pτ (X→ Xˆ) ≤ 1
2
M∏
j=1
N∏
i=1
fHij (ciτ)︸ ︷︷ ︸
P
(1)
τ (X→Xˆ)
×
M∏
j=1
∫
‖∆Xhj‖22≤τ2
exp
(
−ρh
T
j ∆X
T∆Xhj
8N
)
dhj︸ ︷︷ ︸
P
(2)
τ (X→Xˆ)
(42)
where
P (1)τ (X→ Xˆ)
=
M∏
j=1
N∏
i=1
1√
2piσ2ijciτ
exp
(
− (ln (ciτ)− µij)
2
2σ2ij
)
By using hyper-sphere coordinate transformation, we trans-
form hj ∈ RN+ into [r, φ1, · · · , φN−1]T , where r ≥ 0 and
φi ∈
[
0, pi2
]
. The corresponding Jacobian matrix determinant
is given by rN−1
∏N−2
i=1 sin
N−1−i φi. For notational simplic-
ity, we denote dφ1 · · · dφN−1,
∏N−2
i=1 sin
N−1−i φi and the
transformed hTj ∆X
T∆Xhj , by dΥ, Φ and Θ, respectively.
we have
P (2)τ (X→ Xˆ) =
∫
Υ
∫ τ
Φ
0
exp
(
−ρr
2Θ
8N
)
rN−1ΦdrdΥ
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=
1
2
( ρ
8N
)−N2 ∫ ρτ28N
0
exp (−x)xN2 −1dx
∫
Υ
Θ−
N
2 ΦdΥ
Then, the following two possibilities are considered
(i) N is even. When N = 2,∫ ρτ2
8N
0
exp (−x)xN2 −1dx = 1− e− ρτ
2
8N
For N = 2m,m ≥ 2,∫ ρτ2
8N
0
exp (−x)xN2 −1dx
= −
(
ρτ2
8N
)N
2 −1
exp
(
−ρτ
2
8N
)
+
(
N
2
− 1
)∫ ρτ2
8N
0
exp (−x)xN2 −2dx
=
(
N
2
− 1
)
!
1− exp(−ρτ2
8N
) N2 −1∑
i=0
1
i!
(
ρτ2
8N
)i
≤
(
N
2
− 1
)
!
which leads us to the following
P (2)τ (X→ Xˆ) ≤
1
2
(
N
2
− 1
)
!
1− N2 −1∑
i=0
(
ρτ2
8N
)i
e−
ρτ2
8N i!

×
( ρ
8N
)−N2 ∫
Υ
Θ−
N
2 ΦdΥ
(ii) N is even. When N = 1,∫ ρτ2
8N
0
e−xx−
1
2 dx = 2
√
pi
(
1−Q
(
4
√
ρτ2
N
))
When N = 2m+ 1,m ≥ 1,∫ ρτ2
8N
0
e−xx
N
2 −1dx = −
(
ρτ2
8N
)N
2 −1
e−
ρτ2
8N
+
(
N
2
− 1
)∫ ρτ2
8N
0
e−xx
N
2 −2dx
=
N−3
2∏
i=0
(
i+
1
2
)(
2
√
pi
(
1−Q
(
4
√
ρτ2
N
)))
−
N−3
2∏
i=0
(
i+
1
2
)N−32∑
i=0
e−
ρτ2
8N∏i
k=0
(
k + 12
) (ρτ2
8N
)i+ 12
≤ √pi
N−3
2∏
i=0
(
i+
1
2
)
Then, the common bound of
∫ ρτ2
8N
0
e−xx
N
2 −1dx can be given
by Γ
(
N
2
)
, where Γ (x) is the Gamma Function.
P (2)τ (X→ Xˆ) ≤
Γ
(
N
2
)
2
( ρ
8N
)−N2 ∫
Υ
Θ−
N
2 ΦdΥ
=
Γ
(
N
2
)
2
( ρ
8N
)−N2 ∫
z∈RN+ ,‖z‖22=1
(
zT∆XT∆Xz
)−N2 dz
(43)
It is true that zT∆XT∆Xz for PSD ∆XT∆X is a con-
tinuous function with respect to z over the closed bounded
feasible domain RN+ ∩
{
z : ‖z‖22 = 1
}
. In addition, by The-
orem 1, the full cover property of ∆XT∆X assures ∀z ∈
RN+ , zT∆XT∆Xz > 0. Then, over RN+ ∩
{
z : ‖z‖22 = 1
}
,
zT∆XT∆Xz has the minimum positive value denoted by
Cmin. Then,∫
z∈RN+ ,‖z‖22=1
(
zT∆XT∆Xz
)−N2 dz ≤ C−N2min ∫
z∈RN+ ,‖z‖22=1
dz
We know that the surface area of a unit hyper-sphere is given
by 2pi
N
2
Γ(n2 )
. Then, over RN+ ∩
{
z : ‖z‖22 = 1
}
, we can have∫
z∈RN+ ,‖z‖22=1 dz =
2pi
N
2
2NΓ(n2 )
. Substituting this result into (43)
gives us what follows.
P (2)τ (X→ Xˆ) ≤
(
Cminρ
2piN
)−N2
(44)
Thus, we arrive at the following upper-bound of Pτ (X→ Xˆ)
Pτ (X→ Xˆ) ≤ 1
2
(
Cminρ
2piN
)−MN2
×
M∏
j=1
N∏
i=1
1√
2piσ2ijciτ
exp
(
− (ln (ciτ)− µij)
2
2σ2ij
)
(45)
2) Upper-bound of PEP over (τ,∞): Now, we are in a
position to analyze P (X → Xˆ) − Pτ (X → Xˆ), i.e., the
second term of (41), which is denoted by P¯τ (X → Xˆ).
For hij , f ′Hij (hij) = 0 gives the extreme point hij,0 =
exp
(−σ2ij + µij) of fHij (hij), i.e.,
fHij (hij) ≤ fHij (hij,0)
=
1√
2piσ2ij
exp
(
−σ
2
ij
2
)
where i = 1, . . . , N, j = 1, . . . ,M . If we let H0 =
[hij,0]N×M , then, we have fH (H) ≤ fH (H0) and therefore,
P¯τ (X→ Xˆ) can be upper-bounded by
P¯τ (X→ Xˆ) =
∫
∑M
j=1 ‖∆Xhj‖22>τ2
P
(
X→ Xˆ|H
)
fH (H) dH
≤ fH (H0)
2
×
∫
∑M
j=1 ‖∆Xhj‖22>τ2
exp
(
−ρh
T
j ∆X
T∆Xhj
8N
)
dH︸ ︷︷ ︸
P¯
(Q)
τ (X→Xˆ)∑M
j=1 ‖∆Xhj‖22 can be rewritten into h¯TPxh¯, where
Px = diag
(
∆XT∆X, · · · ,∆XT∆X)
MN×MN and h¯ =
29
[h11, · · · , hN1, · · · , hM1, · · · , hMN ]TMN×1. By using hyper-
sphere coordinate transformation, we arrive at what follows.
P¯ (Q)τ (X→ Xˆ) =
∫
Υ
∫ ∞
r> τΘ
e−
ρr2Θ
8N rMN−1ΦdrdΥ
=
( ρ
8N
)−MN2 ∫ ∞
ρτ2
8N
e−xx
MN
2 −1dx
∫
Υ
Θ−
MN
2 ΦdΥ
We know that∫ ρτ2
8N
0
e−xx
MN
2 −1dx+
∫ ∞
ρτ2
8N
e−xx
MN
2 −1dx = 1
From the results for
∫ ρτ2
8N
0
e−xx
MN
2 −1dx, we can have the
following equality.∫ ∞
ρτ2
8N
x
MN
2 −1dx
ex
=
1− 2√pi
(
1−Q
(
4
√
ρτ2
N
))
, MN = 1(
MN
2 − 1
)
!e−
ρτ2
8N
∑MN
2 −1
i=0
1
i!
(
ρτ2
8N
)i
+ 1− (N2 − 1)!,
MN = 2m,m ∈ Z+
1 +

∑MN−32
i=0
(
ρτ2
8N
)i+ 1
2
∏i
k=0(k+ 12 )
e
ρτ2
8N
−2√piQ
(
4
√
ρτ2
N
)

∏MN−3
2
i=0 (i+ 12 )
−1
,
MN = 2m+ 1,m ∈ Z+
From our assumption that ρτ2 →∞ when ρ→∞, we know
that among 1i!
(
ρτ2
8N
)i
, the dominant term is
(
ρτ2
8N
)MN
2 −1
for
MN > 1. Note that for MN = 1, the dominant exponential
term is
(
ρτ2
8N
) 1
2
. Then, we can have a common bound of∫∞
ρτ2
8N
x
MN
2
−1dx
ex as follows∫ ∞
ρτ2
8N
x
MN
2 −1dx
ex
≤ Γ
(
MN
2
)(
ρτ2
8N
)MN
2
e−
ρτ2
8N
Using the techniques for (43), we arrive at the following
inequality
P¯ (Q)τ (X→ Xˆ) ≤
(
Cminρ
2piN
)−N2 (ρτ2
8N
)N
2
e−
ρτ2
8N
Then, we can upper-bound P¯τ (X→ Xˆ) by
P¯τ (X→ Xˆ) ≤ 1
2
M∏
j=1
N∏
i=1
e−
σ2ij
2√
2piσ2ij
(
Cminρ
2piN
)−N2
×
(
ρτ2
8N
)MN
2
exp
(
−ρτ
2
8N
)
(46)
3) Determination of τ and ν: Combining (45), (46)
and (38) gives us the following inequalities
Q
(√
M
4N
)
N∏
i=1
M∏
j=1
Q
(
ln ρ+ lnλmax + 2µij
2σij
)
≤ P (X→ Xˆ) ≤ 1
2
M∏
j=1
N∏
i=1
1
σijci
(
Cmin
N
)−MN2
× (ρτ2)−MN2 exp
− M∑
j=1
N∑
i=1
(ln (ciτ)− µij)2
2σ2ij

+
1
2
M∏
j=1
N∏
i=1
exp
(
−σ
2
ij
2
)
σij
(Cmin/N)
−MN/2
×
(
τ2
8N
)MN/2
exp
(
−ρτ
2
8N
)
Since Q (x) ≥ 1√
2pi
(
1
x − 1x3
)
exp
(
−x22
)
for x ≥
√
2
2 , we can
lower-bound PL(X→ Xˆ) by
PL(X→ Xˆ)≥
Q
(√
M
4N
)
√
2pi
M∏
j=1
N∏
i=1
1−
(
ln ρ+2 lnλmax+2µij
2σij
)−2
ln ρ+2 lnλmax+2µij
2σij
× exp
(
−
M∑
j=1
N∑
i=1
(ln ρ+ 2 lnλmax + 2µij)
2
8σ2ij
)
We let
τ =
√
N ln2 ρ
∑M
j=1
∑N
i=1 σ
−2
ij
ρ
and denote Ω =
∑M
j=1
∑N
i=1 σ
−2
ij , Ωi =
∑M
j=1 σ
−2
ij , Ω˜ =∑M
j=1
∑N
i=1 µijσ
−2
ij , and Ω˜i =
∑M
j=1 µijσ
−2
ij . Then, we arrive
at (10). This completes the proof of Theorem 9. 
K. Proof of Property 7
Denote
h˜i = min
(
arg max
hi1
fHi1 (hi1) , arg max
hi2
fHi2 (hi2)
)
for i = 1, 2. Then, over
(
0, h˜i
)
, fHi1 (hi1) and fHi2 (hi2)
are monotonically increasing with respect to hi1 and hi2,
respectively. We suppose that τ is a positive and monotonically
decreasing function with respect to ρ. When ρ goes to infinity,
τ approaches zero. Then, in high SNR regimes, 0 ≤ 12 h˜i−τ ≤
h2 ≤ hi1 ≤ hi2 + τ ≤ h˜i holds. Thus, in this situation, we
have
P (s→ sˆ) = 1
pi
∫ pi
2
0
∫ ∏2
i,j=1 fHij (hij) dhijdθ
e
ρ
∑2
i=1(hi1−hi2)
2
8 sin2 θ
≥ 1
pi
∫ pi
2
0
∫
1
2 h˜i−τ≤h2≤hi1≤hi2+τ≤h˜i
∏2
i,j=1 fHij (hij) dhijdθ
e
ρ
∑2
i=1(hi1−hi2)
2
8 sin2 θ
where the inequality holds for the fact that From 12 h˜i − τ ≤
h2 ≤ hi1 ≤ hi2 + τ ≤ h˜i, we have (hi1 − hi2)2 ≤ τ2.
The monotonically decreasing property of e−x with respect
positive x allows us to attain
P (s→ sˆ) ≥ 1
pi
∫ pi
2
0
e−
2ρτ2
8 sin2 θ dθ
×
2∏
i=1
∫ h˜i−τ
1
2 h˜i
fHi2 (hi2)
∫ hi2+τ
hi2
fHi1 (hi1) dhi1dhi2
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≥ 1
pi
∫ pi
2
0
e−
ρτ2
4 sin2 θ dθ
2∏
i=1
∫ h˜i−τ
1
2 h˜i
fHi2 (hi2) τfHi1 (hi2) dhi1
≥ τ2
2∏
i=1
(
1
2
h˜i − τ
) 2∏
j=1
fHij
(
1
2
h˜i
)
1
pi
∫ pi
2
0
e−
ρτ2
4 sin2 θ dθ
Let τ = 1√ρ . Then,
P (s→ sˆ) ≥ Q
(
1√
2
)
ρ−1
2∏
i=1
(
1
2
h˜i − ρ− 12
)
×
2∏
i=1
2∏
j=1
fHij
(
1
2
h˜i
)
= C0ρ
−1 +O (ρ−1)
where
C0 =
Q
(
1/
√
2
)
4
2∏
i=1
h˜i ×
2∏
i=1
2∏
j=1
fHij
(
1
2
h˜i
)
is independent of ρ, giving us the desired. This completes the
proof of Property 7. 
L. Proof of Theorem 10
For presentation convenience, let us denote the minimum
distance of the constellation P ⊆ R+ by dmin (P) =
minp 6=p˜,p,p˜∈P |p− p˜|. Furthermore, let 12K
∑
p∈P p be denoted
by PP . Then, for any p 6= p˜, let X (p− p˜) be denoted by
X (e). Theorem 7 tells us that the i-th cover length, say, ci,
of full-cover XT (e) X (e) is lower-bounded by
ci ≥ 1√
[XT (e) X (e)]ii
where
[∑L
l=1 Al (|el|)T
∑L
l=1 Al (|el|)
]
ii
is the i-th diagonal
entry of
∑L
l=1 Al (|el|)T
∑L
l=1 Al (|el|). Since XT (e) X (e)
has full-cover,
[
XT (e) X (e)
]
ii
has non-zero by Theorem 2.
Then, maxp6=p˜
∏N
i=1 c
Ωi
i is lower-bounded by
max
p6=p˜
N∏
i=1
cΩii ≥ max
p6=p˜
N∏
i=1
([
XT (e) X (e)
]
ii
)−Ωi/2
In addition, we have
max
p6=p˜
N∏
i=1
([
XT (e) X (e)
]
ii
)−Ωi/2
≥ max
e` 6=0,e′`=0,`′ 6=`
N∏
i=1
([
XT (e) X (e)
]
ii
)−Ωi/2
≥ max
e2`=d
2
min(P)
N∏
i=1
(
d2min (P)
[
AT` A`
]
ii
)−Ωi/2
≥ L
√√√√ L∏
`=1
N∏
i=1
(
d2min (P)
[
AT` A`
]
ii
)−Ωi/2
For notational simplicity, let notation a(`)ki denote the entry of
A` on the k-th row and the i-th column. Then, by Lemma 1,
we have
L∏
`=1
N∏
i=1
([
AT` A`
]
ii
)Ωi
=
L∏
`=1
N∏
i=1
(
L∑
k=1
(
a
(`)
ki
)2)Ωi
≤
L∏
`=1
N∏
i=1
(
L∑
k=1
a
(`)
ki
)2Ωi
≤
L∏
`=1
N∏
i=1
Ω2Ωii
(∑N
i=1
∑L
k=1 a
(`)
ki
Ω
)2Ω
=
N∏
i=1
Ω2LΩii
(∏L
`=1 1
TA`1
ΩL
)2Ω
(47)
Further, using the arithmetic-mean geometric-mean inequality
leads us to the following.
L∏
`=1
1TA`1 ≤
(∑L
`=1 1
TA`1
L
)L
=
(
L
LPP
)L
=
1
PLP
Then, substituting the above inequality into (47) allows us to
attain the lower-bound of maxp6=p˜
∏N
i=1 c
Ωi
i as follows.
max
p6=p˜
N∏
i=1
cΩii ≥
N∏
i=1
Ω−Ωii
(
dmin (P)
PPΩ
)−Ω
(48)
Now, we solve mindmin(P)=1 PP to maximize
dmin(P)
PP
. With-
out loss of generality, we assume that all the 2K elements of
P satisfy 0 ≤ p0 < p1 · · · < p2K−1. Since dmin (P) = 1,
we can have pi+1 − pi ≥ 1 for any 0 ≤ i ≤ 2K − 2. Then,
pi ≥ i+ ip0 and thus,
2K−1∑
i=0
pi ≥
2K−1∑
i=1
i+ p0 + p0
2K−1∑
i=1
i
≥ 2
K(2K − 1)
2
Then, dmin(P)PP ≤ 12K (2K−1)
2K+1
= 2
2K−1 , where the equality holds
if and only if P = {0, 1, · · · , 2K − 1}. Therefore, (48) can
be further lower-bounded by
max
p6=p˜
N∏
i=1
cΩii ≥
N∏
i=1
Ω−Ωii
(
2
Ω (2K − 1)
)−Ω
=
(
2K − 1
2
)Ω N∏
i=1
(
Ω
Ωi
)Ωi
(49)
In the following, let us consider a specific linear STBC
given by (14). Then, XT (e) X(e) is given by
XT (e) X (e) =
4
∑L
i=1 e
2
i
Ω2 (2K − 1)2
 Ω
2
1 . . . Ω1ΩN
...
. . .
...
Ω1ΩN . . . Ω
2
N

N×N
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Notice that for any nonzero
∑L
i=1 e
2
i , all the entries of
XT (e) X (e) is positive and thus, full-cover by Statement
1) of Theorem 2. Furthermore, by Theorem 7, the i-th cover
length ci of this positive matrix XT (e) X (e) can be deter-
mined by
ci =
1√
[XT (e) X (e)]ii
=
Ω
(
2K − 1)
2Ωi
√∑L
i=1 e
2
i
for i = 1, 2, · · · , N . Then, by computations, we attain
max
p6=p˜
N∏
i=1
cΩii = max
p6=p˜
N∏
i=1
Ω−Ωii
2
√∑L
i=1 e
2
i
Ω (2K − 1)
−Ω
=
N∏
i=1
Ω−Ωii
2
√
minp6=p˜
∑L
i=1 e
2
i
Ω (2K − 1)
−Ω
=
N∏
i=1
Ω−Ωii
(
2
Ω (2K − 1)
)−Ω
=
(
2K − 1
2
)Ω N∏
i=1
(
Ω
Ωi
)Ωi
where the last but one equality is assured by the fact
that minp6=p˜
√∑L
i=1 e
2
i = dmin (P) = 1 holds if P =
{0, 1, · · · , 2K − 1}. Thus, the linear STBC given by (14)
indeed achieves the lower-bound in (49), and hence, optimal.
This concludes the proof of Theorem 10. 
M. Proof of Theorem 11
The optimal solution to Problem 2 is attained by succes-
sively solving the following two subproblems.
Subproblem 1: Find a structure for the matrix elements of
X ⊆ RL×N+ such that maxX 6=X˜,X,X˜∈X
∏N
i=1 c
Ωi
i is minimized
subject to d˜min(X ) = 1.
Subproblem 2: Design a constellation X ⊆ RL×N+ with
the structure of its matrix elements being the solution to
Subproblem 1 in order to minimize
∑
X∈X 1
TX1 under
constraint that d˜min(X ) = 1.
Solution to Subproblem 1): By Theorem 7, the i-th cover
length, ci, of ∆XT∆X is lower-bounded
ci ≥ 1√
[∆XT∆X]ii
=
1
‖xi − x˜i‖2
where
[
∆XT∆X
]
ii
is non-zero assured by full cover
condition. This inequality allows us to lower-bound
maxX 6=X˜
∏N
i=1 c
Ωi
i by
max
X 6=X˜
N∏
i=1
cΩii ≥ max
X 6=X˜
N∏
i=1
(‖xi − x˜i‖2)−Ωi
Notice that there exist two elements X(0) and X˜(0) in X such
that
∑N
i=1 ‖x(0)i − x˜(0)i ‖2 = d˜min(X ), where x(0)i is the i-th
column of X(0). It follows that
max
X 6=X˜
N∏
i=1
(‖xi − x˜i‖2)−Ωi ≥
N∏
i=1
(
‖x(0)i − x˜(0)i ‖2
)−Ωi
In addition, using Lemma 1 leads us to
N∏
i=1
(
‖x(0)i − x˜(0)i ‖2
)Ωi
≤
N∏
i=1
ΩΩii
(∑N
i=1 ‖x(0)i − x˜(0)i ‖2
Ω
)Ω
=
N∏
i=1
ΩΩii
(
dmin(X )
Ω
)Ω
=
1
ΩΩ
N∏
i=1
ΩΩii
Then, we attain the lower-bound of maxX 6=X˜
∏N
i=1 c
Ωi
i by
max
X 6=X˜
N∏
i=1
cΩii ≥ ΩΩ
N∏
i=1
Ω−Ωii
=
N∏
i=1
(
Ω
Ωi
)Ωi
Let us consider a specific constellation X˘ satisfying
dmin
(
X˘
)
= 1 and its element is given in the following form
X˘ =

Ω1s1 Ω2s1 · · · ΩNs1
Ω1s2 Ω2s2 · · · ΩNs2
...
...
. . .
...
Ω1sL Ω2sL · · · ΩNsL

L×N
(50)
Then, the coding matrix is given by what follows.
∆X˘T∆X˘ =
L∑
i=1
e2i

Ω21 Ω1Ω2 . . . Ω1ΩN
Ω1Ω2 Ω
2
2 . . . Ω2ΩN
...
...
. . .
...
Ω1ΩN Ω2ΩN . . . Ω
2
N

N×N
Notice that all the entries of ∆X˘T∆X˘ are positive for any
nonzero
∑L
i=1 e
2
i . By Theorem 7, the cover length of this
coding matrix is attained by c˘i = 1
Ωi
√∑L
i=1 e
2
i
. Thus,
max
X 6=X˜
N∏
i=1
c˘Ωii = max
X 6=X˜
N∏
i=1
Ωi
√√√√ L∑
i=1
e2i
−Ωi
=
N∏
i=1
(
1
Ωi
)Ωi min
√√√√ L∑
i=1
e2i
−Ω (51)
In addition, our assumption that
d˜min
(
X˘
)
= min Ω
√√√√ L∑
i=1
e2i = 1
leads us to min
√∑L
i=1 e
2
i =
1
Ω . Then, substituting this result
into (51) produces
max
X6=X˜
N∏
i=1
c˘Ωii =
N∏
i=1
(
Ω
Ωi
)Ωi
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Thus, the coding structure given in (50) is the optimal solution
to Subproblem 1 in the sense of minimizing the worst-case
small-scale diversity loss.
Solution to Subproblem 2): If the structure of the ma-
trix elements of X is given by (50), then, Subprob-
lem 2 is equivalent to minimizing
∑
X∈X 1
TX1 subject to
min Ω
√∑N
i=1 e
2
i = 1. This problem can be equivalently
formulated into Subproblem 3. Then, the proof of Theorem 11
is complete. 
N. Proof of Theorem 12
To prove Theorem 12, we consider the following cases.
1) 1 ≤ L < 4. When L = 1, ∪∞q=0S(L)q = N. By compu-
tations, we attain min
s6=s˜,s,s˜∈∪∞q=0S(L)q
|s − s˜| = 1 for
L = 1. If L = 2, 3, then,
S(L)q =
{
x : 1Tx1 = q,x ∈ NL} .
We notice that when L = 2, 3, all the entries of the
elements of ∪∞q=0S(L)q are integers. This observation tells
us that for any s, s˜ ∈ ∪∞q=0S(L)q with s 6= s˜, ‖s−s˜‖2 ≥ 1.
Thus, when L = 2, 3, min
s6=s˜,s,s˜∈∪∞q=0S(L)q
‖s− s˜‖2 ≥ 1
for any given positive integer K. Therefore, if 1 ≤ L <
4, then, it indeed holds that
min
s6=s˜,s,s˜∈∪∞q=0S(L)q
‖s− s˜‖2 ≥ 1.
2) L ≥ 4. In this case, we rewrite ∪∞q=0S(L)q into
∪∞q=0S(L)q = ∪b
√
Lc−1
n=1 Sˆ(n) ∪ S˜
where{
Sˆ(n) = ∪∞q=0
{
n1L×1
b√Lc + x : 1
Tx1 = q,x ∈ NL
}
,
S˜ = ∪∞q=0
{
x : 1Tx1 = q,x ∈ NL} .
Without much difficulty, we can attain that Sˆ(n)∩S˜ = ∅
for any given n, and Sˆ(n1)∩Sˆ(n2) = ∅ for any n1 6= n2.
Then, we consider the following four sub-possibilities.
a) s, s˜ ∈ S˜ with s 6= s˜. Following the argument sim-
ilar to the cases with L = 1, 2, 3 leads us to the
fact that mins 6=s˜,s,s˜∈S˜ ‖s− s˜‖2 ≥ 1.
b) sˆ ∈ Sˆ(n) and s˜ ∈ S˜. In this case, sˆ = nb√Lc1L×1+
xˆ and s˜ = x˜, where xˆ, x˜ ∈ NL. Then, we attain
‖sˆ− s˜‖2 =
√√√√ L∑
i=1
(
n
b√Lc + xˆi − x˜i
)2
=
1
b√Lc
√√√√ L∑
i=1
(
n+ b
√
Lc (xˆi − x˜i)
)2
Since n ≤ b√Lc − 1 and (xˆi − x˜i) is integer-
valued, we attain that
(
n+ b√Lc (xˆi − x˜i)
)
6=
0 and thus,
(
n+ b√Lc (xˆi − x˜i)
)2
≥ 1. This
observation leads us to
‖sˆ− s˜‖2 ≥ 1b√Lc
√√√√ L∑
i=1
1 =
√
L
b√Lc ≥ 1
c) s 6= s˜, s, s˜ ∈ Sˆ(n) with n 6= 0. In this situation, we
assume s = nb√Lc1L×1+x and s˜ =
n
b√Lc1L×1+x˜.
Then,
‖s− s˜‖2 = ‖x− x˜‖2
Notice that if s, s˜ ∈ Sˆ(n), then, s 6= s˜ is equivalent
to x 6= x˜. Therefore, for any s 6= s˜, it is true that
‖s− s˜‖2 ≥ 1.
d) sˆ ∈ Sˆ(n1) and s˜ ∈ Sˆ(n2) with n1 6= n2. To assure
b√Lc ≥ 3, this case is possible only if L ≥
9. In this case, sˆ = n1b√Lc1L×1 + xˆ and s˜ =
n2
b√Lc1L×1 + x˜. Without loss of generality, we
assume that n2 > n1, implying n2 ≥ n1 + 1. By
following the argument similar to that in Item b),
we have
‖sˆ− s˜‖2 =
√√√√ L∑
i=1
(
n1 − n2
b√Lc + xˆi − x˜i
)2
≥ 1b√Lc
√√√√ L∑
i=1
1 =
√
L
b√Lc ≥ 1
To sum up, we can conclude that for any positive integers K
and L satisfying L ≥ 1, it holds that
min
s6=s˜,s,s˜∈∪∞q=0S(L)q
‖s− s˜‖2 ≥ 1
where the equality holds when s = 0L×1 ∈ ∪∞q=0S(L)q and
s˜ = [1,01×(L−1)]T ∈ ∪∞q=0S(L)q . Therefore, this completes
the proof of Theorem 12. 
O. Proof of Theorem 13
1) Equivalent Simplification: From the constraint condi-
tion in (23), we know
∀i 6= j, (fi1e1 + fi2e2) (fj1e1 + fj2e2) > 0,
(gi1e1 + gi2e2) (gj1e1 + gj2e2) > 0
With this condition, we use Lemma 1 and then, arrive at the
following inequaltiy
N∏
i=1
(fi1e1 + fi2e2)
2Ωi
≤
(∑N
i=1(fi1e1 + fi2e2)
Ω
)2Ω N∏
i=1
Ω2Ωii
=
(∑N
i=1 fi1e1 +
∑N
i=1 fi2e2
Ω
)2Ω N∏
i=1
Ω2Ωii
where the equality holds if and only if
∀i 6= j, fi1e1 + fi2e2
fj1e1 + fj2e2
=
Ωi
Ωj
(52)
In the same token, we have
N∏
i=1
(gi1e1 + gi2e2)
2Ωi
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≤
(∑N
i=1 gi1e1 +
∑N
i=1 gi2e2∑N
i=1 Ωi
)2Ω N∏
i=1
Ω2Ωii
where the equality holds if and only if
∀i 6= j, gi1e1 + gi2e2
gj1e1 + gj2e2
=
Ωi
Ωj
(53)
Therefore,
∏N
i=1 (fi1e1 + fi2e2)
2Ωi (gi1e1 + gi2e2)
2Ωi can be
upper-bounded by
N∏
i=1
(fi1e1 + fi2e2)
2Ωi (gi1e1 + gi2e2)
2Ωi
≤
(
N∑
i=1
fi1e1 +
N∑
i=1
fi2e2
)2Ω
×
(
N∑
i=1
gi1e1 +
N∑
i=1
gi2e2
)2Ω
1
Ω4Ω
N∏
i=1
Ω4Ωii (54)
For notational simplicity, let us denote f˜1 =
∑N
i=1 fi1, f˜2 =∑N
i=1 fi2, g˜1 =
∑N
i=1 gi1 and g˜2 =
∑N
i=1 gi2. Then, by (52)
and (53), the equality in (54) holds if and only if
fi1 =
Ωif˜1
Ω
, fi2 =
Ωif˜2
Ω
, gi1 =
Ωig˜1
Ω
, gi2 =
Ωig˜2
Ω
(55)
The upper-bound in (54) allows us to equivalently trans-
form (23) into the following problem.
max
f˜1,f˜2,g˜1,g˜2
min
e1,e2,e21+e
2
2 6=0
(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2
s.t.

f˜1, f˜2, g˜1, g˜2 > 0, f˜1 + f˜2 + g˜1 + g˜2 = 1,
e1 ∈
{
0,±1, . . . ,± (2K1 − 1)} ,
e2 ∈
{
0,±1, . . . ,± (2K2 − 1)} ,(
f˜1e1 + f˜2e2
)
(g˜1e1 + g˜2e2) 6= 0.
(56)
2) Solution for K1 = K2 = 1: We begin by solving the
following optimization problem for K1 = K2 = 1,
max
f˜1,f˜2,g˜1,g˜2
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
s.t.

f˜1 6= f˜2, g˜1 6= g˜2,
f˜1 + f˜2 + g˜1 + g˜2 = 1,
f˜1, f˜2, g˜1, g˜2 > 0
(57)
Let us define r1 = f˜1f˜2 and r2 =
g˜1
g˜2
, where r1, r2 ∈ (0, 1)∪
(1,∞). Based on r1 and r2, our discussions for (57) fall into
the following four possibilities.
1) r1 > 1 and r2 > 1. For this situation, we consider
the two sub-possibilities: (r1 − 1) (r2 − 1) ≤ 1 and
(r1 − 1) (r2 − 1) ≥ 1 6.
a) (r1 − 1) (r2 − 1) ≤ 1. In this case, it holds that
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
=
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
6Although these two sub-possibilities are not disjoint, we still abuse these
conditions since we will prove that the local optimality happens when
(r1 − 1) (r2 − 1) = 1.
Thus, our task for this situation is to solve the
following optimization problem
max
F
(
f˜1 − f˜2
)
(g˜1 − g˜2)
s.t.

f˜1 > f˜2 > 0, g˜1 > g˜2 > 0,
f˜1 + f˜2 + g˜1 + g˜2 = 1,
(r1 − 1) (r2 − 1) ≤ 1,
r1 > 1, r2 > 1.
We observe that(
f˜1 − f˜2
)
(g˜1 − g˜2)
=
(
f˜1 + f˜2
)
(g˜1 + g˜2)
(r1 − 1) (r2 − 1)
(r1 + 1) (r2 + 1)
≤
(
f˜1 + f˜2 + g˜1 + g˜2
)2
(r1 − 1) (r2 − 1)
4 (r1 + 1) (r2 + 1)
=
(r1 − 1) (r2 − 1)
4 (r1 + 1) (r2 + 1)
(58)
where the equality holds if and only if f˜1 + f˜2 =
g˜1 + g˜2 =
1
2 . Then, we maximize
(r1−1)(r2−1)
(r1+1)(r2+1)
under the conditions that (r1 − 1) (r2 − 1) ≤ 1 and
r1 > 1, r2 > 1. Since
(r1 − 1) (r2 − 1)
(r1 + 1) (r2 + 1)
=
r2 − 1
r2 + 1
(
1− 2
r1 + 1
)
,
we conclude that for any given r2 > 1,
(r1−1)(r2−1)
(r1+1)(r2+1)
is monotonically increasing with re-
spect to r1. In addition, (r1 − 1) (r2 − 1) ≤ 1 and
r1 > 1, r2 > 1 give us that r1 ≤ r2r2−1 . Thus, we
can upper-bound (r1−1)(r2−1)(r1+1)(r2+1) by
(r1 − 1) (r2 − 1)
(r1 + 1) (r2 + 1)
≤
(
r2
r2−1 − 1
)
(r2 − 1)(
r2
r2−1 + 1
)
(r2 + 1)
=
r2 − 1
(2r2 − 1) (r2 + 1) .
For notational simplicity, we denote the above
upper-bound by F1 (r2). Now, we give the first-
order derivative of F1 (r2) by
∂F1 (r2)
∂r2
=
−2r2 (r2 − 2)
(2r2 − 1)2 (r2 + 1)2
Notice that ∂F1(r2)∂r2 > 0 with r2 < 2 and
∂F1(r2)
∂r2
<
0 with r2 > 2. This observation indicates that
F1 (r2) is maximized if and only if r2 = 2.
Combining r2 = 2 with r1 = r2r2−1 and f˜1 + f˜2 =
g˜1 + g˜2 =
1
2 produces that
f˜1 = g˜1 =
1
3
, f˜2 = g˜2 =
1
6
b) (r1 − 1) (r2 − 1) ≥ 1. In this case, it holds that
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
= f˜22 g˜
2
2
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Thus, our task for this situation is to solve the
following optimization problem
max
F
f˜2g˜2
s.t.
 f˜1 > f˜2 > 0, g˜1 > g˜2 > 0,f˜1 + f˜2 + g˜1 + g˜2 = 1,
(r1 − 1) (r2 − 1) ≥ 1.
(59)
Using arithmetic mean geometric mean inequality
enables us to upper-bound f˜2g˜2 by
f˜2g˜2 =
(
f˜1 + f˜2
)
(g˜1 + g˜2)
(r1 + 1) (r2 + 1)
≤
(
f˜1 + f˜2 + g˜1 + g˜2
)2
4 (r1 + 1) (r2 + 1)
=
1
4 (r1 + 1) (r2 + 1)
(60)
where the equality holds if and only if f˜1 + f˜2 =
g˜1 + g˜2 =
1
2 .
Since (r1 − 1) (r2 − 1) ≥ 1 gives r1 ≥ r2r2−1 , we
can upper-bound the righthand side of (60) by
1
4 (r1 + 1) (r2 + 1)
≤ r2 − 1
4 (2r2 − 1) (r2 + 1) (61)
By using the same techniques as F1 (r2) for the
above sub-possibilities, we can find that the upper-
bound in (61) can be maximized if and only if
r1 = r2 = 2. That being said, the optimal solution
is given by
f˜1 = g˜1 =
1
3
, f˜2 = g˜2 =
1
6
,
Now, we can conclude that when r1 > 1 and r2 > 1,
the maximum value of the objective function of (57) is
given by
max min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
=
1
1296
.
2) r1 > 1 and r2 < 1. In this situation, four sub-cases are
considered 7:
a) r1r2 ≥ 1 and (r1 − 1) (1− r2) ≥ 1.
b) r1r2 ≥ 1 and (r1 − 1) (1− r2) ≤ 1.
c) r1r2 ≤ 1 and (r1 − 1) (1− r2) ≥ 1.
d) r1r2 ≤ 1 and (r1 − 1) (1− r2) ≤ 1.
Discussions for these four possibilities are given as
follows.
a) r1r2 ≥ 1 and (r1 − 1) (1− r2) ≥ 1. In this case,
we can have
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
= f˜22 g˜
2
2
Accordingly, the local optimization problem can be
formulated into
max f˜2g˜2
7For the same reason as the case with r1 > 1 and r2 < 1 , these four
possibilities are not disjoint and in fact, we will verify that the local optimality
occurs when r1r2 = 1 and (r1 − 1) (1− r2) = 1.
s.t.
 f˜2 (1 + r1) + g˜2 (1 + r2) = 1,r1 > 1, r2 < 1, r1r2 ≥ 1,
(r1 − 1) (1− r2) ≥ 1
(62)
Notice that
f˜2g˜2 =
f˜2 (1 + r1) g˜2 (1 + r2)
(1 + r1) (1 + r2)
≤
(
f˜2 (1 + r1) + g˜2 (1 + r2)
)2
4 (1 + r1) (1 + r2)
=
1
4 (1 + r1) (1 + r2)
where the equality holds if and only if
f˜2 (1 + r1) = g˜2 (1 + r2) =
1
2 .
Now, we are in a position to minimize
(1 + r1) (1 + r2). By (r1 − 1) (1− r2) ≥ 1,
we attain r1 + r2 ≥ r1r2 + 2. Combining this
inequality with r1r2 ≥ 1 produces
(1 + r1) (1 + r2) = r1r2 + r1 + r2 + 1
≥ 2r1r2 + 3 ≥ 5
where the equality holds if and only if r1r2 =
1 and (r1 − 1) (1− r2) = 1. The solution to
these two equations is determined by r1 = 3+
√
5
2
and r2 = 3−
√
5
2 . Hence, in this case, combin-
ing f˜2 (1 + r1) = g˜2 (1 + r2) = 12 and r1 =
3+
√
5
2 , r2 =
3−√5
2 gives us the optimal solution
to (62) by
f˜1 = g˜2 =
5 +
√
5
20
, f˜2 = g˜1 =
5−√5
20
. (63)
b) r1r2 ≥ 1 and (r1 − 1) (1− r2) ≤ 1. In this case,
we have
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
=
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
The corresponding local optimization problem is
given by
max f˜2g˜2 (r1 − 1) (1− r2)
s.t.
 f˜2 (1 + r1) + g˜2 (1 + r2) = 1,r1 > 1, r2 < 1, r1r2 ≥ 1,
(r1 − 1) (1− r2) < 1.
(64)
Following the techniques similar to those for (58),
we have
f˜2g˜2 (r1 − 1) (1− r2) ≤ (r1 − 1) (1− r2)
4 (1 + r1) (1 + r2)
where the equality holds if and only if
f˜2 (1 + r1) = g˜2 (1 + r2) =
1
2 . Since
(r1 − 1) (1− r2)
(1 + r1) (1 + r2)
= 1− 2 1r1+r2
r1r2+1
+ 1
we can find that in this situation,
max f˜2g˜2 (r1 − 1) (1− r2) is equivalent to
35
max r1+r2r1r2+1 . In addition, (r1 − 1) (1− r2) ≤ 1
implies r1 + r2 ≤ r1r2 + 2. Then,
r1 + r2
r1r2 + 1
≤ r1r2 + 2
r1r2 + 1
= 1 +
1
r1r2 + 1
≤ 1 + 1
2
.
As a result, when r1r2 ≥ 1 and
(r1 − 1) (1− r2) ≤ 1, it follows that
f˜2g˜2 (r1 − 1) (1− r2) ≤ 1400 , where the
equality holds if and only if r1r2 = 1 and
(r1 − 1) (1− r2) = 1. Then, the optimal solution,
in this situation, is given by (63).
c) r1r2 ≤ 1 and (r1 − 1) (1− r2) ≥ r1r2. In this
case, it is true that
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
= f˜21 g˜
2
1
Thus, the local optimization problem can be for-
mulated into
max
F,r1>1,r2<1
f˜1g˜1
s.t.
 f˜1
(
1 + 1r1
)
+ g˜1
(
1 + 1r2
)
= 1,
r1r2 ≤ 1,
(
1− 1r1
)(
1
r2
− 1
)
≥ 1.
(65)
In the same token, we can attain that
f˜1g˜1 =
f˜1g˜1
(
1 + 1r1
)(
1 + 1r2
)
(
1 + 1r1
)(
1 + 1r2
)
≤
(
g˜1
(
1 + 1r1
)
+ f˜1
(
1 + 1r2
))2
4
(
1 + 1r1
)(
1 + 1r2
)
=
1
4
(
1 + 1r1
)(
1 + 1r2
)
where the equality holds if and only if
f˜1
(
1 + 1r1
)
= g˜1
(
1 + 1r2
)
= 12 .
We next attack the optimization problem
min
(
1 + 1r1
)(
1 + 1r2
)
. By the constraints
r1r2 ≤ 1 and
(
1− 1r1
)(
1
r2
− 1
)
≥ 1, we have(
1 +
1
r1
)(
1 +
1
r2
)
=
1
r1
+
1
r2
+
1
r1r2
+ 1 ≥ 5
Putting things together yields that
min
(
1 +
1
r1
)(
1 +
1
r2
)
≤ 5
It should be noted that this equality holds if and
only if r1r2 = 1 and
(
1− 1r1
)(
1
r2
− 1
)
= 1.
Together with f˜1
(
1 + 1r1
)
= g˜1
(
1 + 1r2
)
= 12 ,
we can attain the solution to (65) given by (63).
d) r1r2 < 1 and (r1 − 1) (1− r2) ≤ r1r2. In this
case, we can have
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
=
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
The corresponding local optimization problem is
given by
max
F
f˜2g˜2 (r1 − 1) (1− r2)
s.t.
 f˜1
(
1 + 1r1
)
+ g˜1
(
1 + 1r2
)
= 1,
r1r2 ≤ 1,
(
1− 1r1
)(
1
r2
− 1
)
≤ 1.
By (58), we have
f˜2g˜2 (r1 − 1) (1− r2) ≤ (r1 − 1) (1− r2)
4 (1 + r1) (1 + r2)
where the equality holds if and only if
f˜2 (1 + r1) = g˜2 (1 + r2) =
1
2 . Using the
same strategy for (64), we can attain the optimal
solution given by (63).
Thus far, the discussions for the case with r1 > 1 and
r2 < 1 have been complete. The optimal solution is
given by
f˜1 = g˜2 =
5 +
√
5
20
, f˜2 = g˜1 =
5−√5
20
Thus, when r1 > 1 and r2 < 1, we have
max min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
=
1
400
.
3) r1 < 1, r2 > 1. The case with f˜1 < f˜2 and g˜1 > g˜2 is
parallel to that with f˜1 > f˜2, g˜1 < g˜2. Thus, the local
maximum value of the objective function is equal to 1400
with f˜1 = g˜2 = 5−
√
5
20 and f˜2 = g˜1 =
5+
√
5
20 .
4) r1 < 1, r2 < 1. In the same token, the case with f˜1 <
f˜2, g˜1 < g˜2 is parallel to that of f˜1 > f˜2, g˜1 > g˜2 and
thus, the maximum value of the objective function is
equal to 11296 with f˜1 = g˜1 =
1
6 and f˜2 = g˜2 =
1
3 .
By comparing the local solution for the above four cases, we
attain the globally optimal solution to (57), which is given by
f˜1 = g˜2 =
5−√5
20
, f˜2 = g˜1 =
5 +
√
5
20
(66a)
or
f˜1 = g˜2 =
5 +
√
5
20
, f˜2 = g˜1 =
5−√5
20
(66b)
3) Solution for generic K1 and K2: In the following, we
prove that (66) is exactly the solution to (56). With e1 ∈{
0,±1, . . . ,± (2K1 − 1)} , e2 ∈ {0,±1, . . . ,± (2K1 − 1)}
and f˜1 + f˜2 + g˜1 + g˜2 = 1, we have
min
e1,e2,e21+e
2
2 6=0
(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2
≤ min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
Then, we arrive at the following inequality
max
f˜1,f˜2,g˜1,g˜2
min
e1,e2,e21+e
2
2 6=0
(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2
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≤ max
f˜1,f˜2,g˜1,g˜2
min
(
f˜21 g˜
2
1 , f˜
2
2 g˜
2
2 ,
(
f˜1 − f˜2
)2
(g˜1 − g˜2)2
)
Hence, we attain
max
f˜1,f˜2,g˜1,g˜2
min
e21+e
2
2 6=0
(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2 ≤ 1
400
(67)
In the following, we prove that the upper-bound
in (67) can be achieved by (66). Substituting (66) into(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2 and performing some
manipulations yield what follows.(
f˜1e1 + f˜2e2
)2
(g˜1e1 + g˜2e2)
2
=
1
400
(
3e1e2 +
(
e21 + e
2
2
))2
Over the feasible sets of e1 and e2,
e21 + e
2
2 6= 0, e1 ∈
{
0,±1, . . . ,± (2K1 − 1)} ,
e2 ∈
{
0,±1, . . . ,± (2K2 − 1)} , (68)
the following two possibilities are considered.
1) e1e2 = 0. In this case,
1
400
(
3e1e2 +
(
e21 + e
2
2
))2
=
1
400
(
e21 + e
2
2
)2
By (68), we notice that
(
e21 + e
2
2
)
is integer-valued and
e21 + e
2
2 6= 0. Then, when e1e2 = 0 and e21 + e22 6= 0 ,
we arrive at the following
1
400
(
3e1e2 +
(
e21 + e
2
2
))2 ≥ 1
400
,
where the equality holds if and only if
(e1, e2)
2 ∈
{
± (0, 1)T ,± (1, 0)T
}
.
2) e1e2 6= 0. Letting 3e1e2 +
(
e21 + e
2
2
)
= 0 gives us
that e1e2 = − 3±
√
5
2 , which is impossible over the fea-
sible sets of e1 and e2 given by (68). Then, by (68),(
3e1e2 +
(
e21 + e
2
2
))2
is non-zero and integer-valued.
Consequently, when e1e2 6= 0, we have
1
400
(
3e1e2 +
(
e21 + e
2
2
))2 ≥ 1
400
where the equality holds if (e1, e2)
T
= (−1, 1)T .
According to the above discussions, when f˜1, f˜2, g˜1 and g˜2 are
given by (66), we can conclude that the upper-bound in (67)
can be achieved by (66), giving us that (66) is indeed the
optimal solution to (56). Further, combining (66) with (55)
produces (24) and (25), which are the solutions to (23). Then,
the proof of Theorem 13 is complete. 
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