Abstract-Optical packet switches of the foreseeable future are expected to have severely limited buffering capability, since storage of optical signals remains a difficult and expensive operation. Our observations in simulation of TCP and realtime traffic in networks with such small buffers have revealed regions of anomalous performance in which losses for real-time traffic become higher as buffers get larger. The detrimental impact of larger optical buffers is studied in this paper and three new contributions are made. First, we develop a Markov chain model that allows analytical computation of loss. Our model validates observations from simulation, and opens the doors to an analytical understanding of how various factors affect the anomaly. Second, we study the anomaly under realistic traffic mixes containing persistent and non-persistent TCP flows, and show that the traffic mix does not significantly alter the anomaly. Third, we show that larger diversity in packet size between TCP and real-time traffic increases the severity of the anomaly, and is an important consideration when sizing optical switch buffers, particularly since real-time and TCP ACK packets are significantly smaller than the TCP data packets. Our study informs switch manufacturers and network operators of factors to consider when selecting optical buffer sizes in order to achieve desired performance balance between TCP and real-time traffic.
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I. INTRODUCTION
In recent years there has been vigorous debate on how large buffers at an Internet router should be. Conventional wisdom, attributed to [1] , holds that a router should be able to store a round-trip-time worth of data so as to keep the output link fully utilised while TCP ramps up its window size after a loss event; equivalently, this rule-of-thumb mandates buffer size B = RT T × W where RT T is the average round-trip time of a TCP flow through the router, and W the capacity of the bottleneck link. This buffer sizing rule was first challenged in 2004 [2] by researchers from Stanford who showed that when a large number M of long-lived TCP flows multiplex at a bottleneck link router, the lack of synchronisation amongst the flows permits a near-100% utilisation of the bottleneck link with only B = RT T × W/ √ M buffers. This means that a router carrying 10, 000 TCP flows need only buffer 10, 000 packets as compared to the million required by the original rule-of-thumb.
Since 2004 several new arguments on buffer sizing have been put forth. The Stanford group proposed in [3] that as few as 20 packet buffers suffice at core nodes to realise high (over 80%) link utilisation if TCP flows were to space out the packets they send into the core. This claim was supported by their experimental results at Sprint ATL and Verizon Communications. Researchers from Georgia Tech [4] and the University of Illinois at Urbana-Champaign [5] have focused on per-flow TCP throughput and shown that the ratio of output-to-input link capacity at the router plays a fundamental role in sizing buffers -if the output link has higher capacity than each input, losses fall exponentially with buffer size and small buffers suffice, whereas if the output link has lower capacity than each input, losses follow a power-law reduction and significant buffering is needed. Other studies have considered factors such as application layer performance [6] , [7] and fairness [8] influencing buffer sizing.
A. Buffer Sizing in Optical Networks
Most prior studies on buffer sizing have focused on electronic Internet routers, which operate in a fundamentally different buffer size regime to emerging all-optical switches. Electronic chips for packet switching can easily store a few thousand packets in integrated on-chip RAM, unlike optical switches which are expected to be able to store at most a few tens of KiloBytes of data. This is because optical buffering is implemented either via fibre delay lines (FDLs) [9] that circulate the optical data in spools of fibre, which does not scale due to bulk and the need for large optical crossconnects, or via emerging on-chip random-access solid-state optical memory devices [10] that have very limited capacity. The orders of magnitude lower buffering capacity in optical switches necessitates a deeper study of the impact on end-toend traffic performance in this regime.
While some earlier works such as [3] , [11] have applied buffer sizing principles to optical switches, they focus entirely on TCP traffic performance, and completely ignore the performance implications for real-time traffic. Though it is argued that 90-95% of today's Internet traffic is carried over (closed-loop) TCP, there is evidence to indicate that there is a growing demand for (open-loop) real-time traffic, driven by the rising popularity of audio/video, online gaming, VoIP, and IPTV applications. We therefore believe that performance for real-time traffic should also be considered in determining an appropriate buffer size for optical packet switches.
Our previous work in [12] undertook a simulation study of the impact of optical buffer size on performance for mixed TCP and real-time (UDP) traffic. We considered a simple dumbbell-shaped topology that multiplexes 1000 TCP sources (with random round-trip and start times) on a single [13] ). The UDP traffic constituted ≈ 4% of the bottleneck link rate (consistent with the UDP traffic volume in the Internet core). TCP and UDP packet sizes were set at 1000 Bytes and 200 Bytes respectively, in accordance with observations in the Internet that UDP packet sizes are usually smaller as they require low latencies (more details on the simulation setups will be provided in Section III). We profiled the aggregate TCP throughput and real-time packet loss as the buffer size at the optical switch varies from 1 to 50 KiloBytes. Fig. 1 shows that the aggregate TCP throughput increases with buffer size, but the loss for real-time traffic shows surprising behaviour: there is a region of buffer-sizes (9-24 KiloBytes in this case) in which UDP loss increases as buffers get larger. This "anomaly" has serious implications, since it suggests that in this region of buffer sizes, larger buffers marginally benefit TCP throughput but have a detrimental impact of UDP loss. Given that each extra KiloByte of optical buffering can add significantly to the cost of the optical switch, manufacturers and operators should be wary of the potential for negative returns on this investment.
B. Contributions of This Work
While our prior work in [12] profiled the above mentioned anomalous loss performance under a wide range of traffic settings for UDP (short-range and long-range models) and TCP (round-trip times, number of flows, etc.), it was predominantly simulation based and employed only a crude analytical model based more on intuition rather than rigour. Further, it did not evaluate real-world models for TCP flow durations and packet sizes. In this paper we address these deficiencies and make three new contributions:
1) First, we develop a Markov chain based analytical model that captures the interaction of TCP and UDP traffic at the bottleneck buffers, and allows numerical evaluation of packet loss (albeit under Markovian assumptions). Our model validates the anomalous loss seen in simulations, and provides a handle for analytically evaluating the impact of several system parameters on the severity of the anomaly. 2) Second, in addition to long-lived TCP flows ("elephants"), we consider non-persistent TCP flows ("mice") that arrive and depart, with distributions drawn from long-range dependent models. We show that in the presence of realistic mixes of "elephants" and "mice", anomalous loss still occurs, and the magnitude of the loss increases with the fraction of persistent flows. 3) Third, we study via simulation and analysis the impact of packet sizes on the anomalous loss performance, and show that a larger disparity in packet size leads to a more pronounced anomaly. This is significant since real-time packets (as well as TCP ACK packets) are typically smaller than TCP data packets, and this disparity should be considered when sizing the optical buffer. We believe our study in this paper adds valuable insight to the ongoing debate on buffer sizing in the context of optical packet switches, and aids switch manufacturers and operators in selection of optical buffer sizes that achieve desired performance balance between TCP and real-time traffic.
The rest of this paper is organised as follows: In Section II, we present an analysis using the M/M/1/B and the M/D/1/B queueing models, which validate the anomaly observed in simulations. In Section III, we study the implications of realistic TCP traffic on the anomaly, i.e., with TCP flows arriving and departing the network. In Section IV, we investigate the impact of varying UDP packet sizes on the anomaly. We conclude the paper in Section V and point to directions for future work.
II. MARKOV CHAIN BASED ANALYSIS Knowing how complex it is to mathematically analyse finite buffer systems, and in particular, the interaction between several thousand TCP flows and real-time traffic, we resort to developing a simplified and yet realistic model, which as we shall see, yields valuable analytical insight into why real-time traffic shows anomalous loss behaviour when multiplexed with TCP traffic in the regime of optical buffer sizes.
A. M/M/1/B Analysis
We develop a Markovian model of the optical buffering system, based on an M/M/1/B queue, using the following simplifications:
Assumption: TCP packet arrivals are Poisson. If a large number (thousands) of long-lived TCP flows multiplex at a bottleneck link, it is believed [2] they do not synchronise their window dynamics behaviour, and can thus be treated as independent flows. Combined with the fact that each TCP flow's window will be quite small (since bottleneck buffers are small), implying that each flow will only generate a small amount of traffic per RTT, the aggregation of a large number of such independent flows can reasonably be assumed to yield Poisson traffic. Prior studies on buffer sizing have also employed this assumption [5] .
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings. Assumption: UDP packet arrivals are also Poisson. Stochastic studies such as [14] have shown that the aggregation of traffic from a large number of flows (as can be expected at an optical core link) converges to Poisson. This important result makes the analysis tractable and helps validation against simulation (our prior work in [12] has shown anomalous losses for variable packet size and longrange dependent UDP traffic).
Claim: UDP packets are on average smaller in size than TCP packets. This has been reported in several measurements of traffic in the Internet core [15] , and is attributed to the stricter latency and loss requirements of real-time applications such as video, and on-line gaming applications that use UDP [16] . The study showed that almost all UDP packets were under 200 Bytes. Consistent with our example presented in Fig. 1 above, we choose average TCP and UDP packet sizes to be 1000 and 200 Bytes respectively. 
where λ sat T CP denotes the saturation throughput of TCP (when buffer size is large), and B * is a constant (with same unit as B) that depends on system parameters such as link capacity, round-trip times, etc.
The exponential rise in TCP throughput with buffer size has been reported by previous researchers [17, Sec. III], [3, Fig.  1 ]. Our observations in simulation corroborate this behaviour: Fig. 3 shows on log scale the idle buffer probability as a function of buffer size when 1000 TCP flows multiplex at the bottleneck link. The linear behaviour in the range 5-50 KB demonstrates that TCP leaves the buffers idle exponentially less often as buffer size grows, implying that its throughput rises exponentially with buffer size. This plot also allows us to estimate B * (the slope of the log-linear curve being −1/B * ) to be 7 KB, which we will use in our analysis below.
With the further assumption that packet sizes are exponentially distributed (we will relax this assumption in the next subsection), we can model the FIFO queue at the bottleneck link router as an M/M/1 system with finite buffer B and with two classes of customers: 1) UDP arrivals are Poisson at fixed rate (denoted by λ UDP ), and require exponential service time with unit mean (the service rate is normalised to average UDP packet size), and 2) TCP arrivals are Poisson at rate λ T CP derived from (1), where each TCP packet arrival brings a bulk of 5 customers (corresponding to the packet size ratio 1000/200), each requiring exponential service time with unit average.
For illustrative purposes, let us consider the buffer size B to be 3 KiloBytes. Then, we can model the state of the system as the number of customers in the FIFO queue. Fig. 2 shows the resulting Markov chain. A transition from state j to state j + 5 corresponds to the arrival of a TCP packet, whereas a transition from state j to state j +1 corresponds to the arrival of a UDP packet.
Denoting B bytes = B * 1000 = 3000 to be the corresponding buffer size in Bytes, and N the number of states in the Markov chain, then
If p j represents the steady-state probability of the queue being in state j (i.e., the probability that the queue contains j customers), then we can write the global balance equations as follows:
The above equations and the normalising constraint to compute the probability that an incoming UDP packet will be dropped, which in this example is p 15 . Obtaining balance equations as the buffer size B increases is straightforward, and the resulting set of linear equations is easily solvable numerically (in MATLAB) to obtain the UDP packet loss probability.
The analytical result shown in this paper chooses model parameters to match the simulation setting as closely as possible: the normalised UDP rate is set to λ UDP = 0.05 (i.e. 5% of link capacity), and the TCP saturation throughput λ sat T CP = 0.94/5 (so that TCP and UDP customers have a combined maximum rate less than the service rate of μ = 1 in order to guarantee stability). The constant B * = 7 KB, is consistent with what is obtained from Fig. 3 . Fig. 4 plots the UDP loss (on log scale) obtained from solving the M/M/1 chain with bulk arrivals and finite buffers, as well as the TCP rate in Equation 1, as a function of buffer size B. It can be observed that in the region of 1-8 KB of buffering, UDP loss falls monotonically with buffer size. However, in the buffer size region between 9-30 KB, UDP packet loss increases with increasing buffer size, showing that the model is able to predict the anomaly found in simulations. A qualitative explanation of the anomaly is as follows: when the buffers are extremely small (say 1-8 KB), the congestion window of each TCP source remains extremely small as well. This results in each TCP flow transmitting only a few packets during an RTT, thus remaining idle for the most part. As a result, UDP gets exclusive access of the buffers resulting in its packet loss falling monotonically. However, in the range of about 9-30 KB, a larger fraction of TCP flows are able to increase their congestion windows, thereby leaving only a smaller fraction of the buffers for UDP traffic to use. This results in losses for UDP traffic going up in this region. 
B. M/D/1/B Analysis
In this subsection, we refine the M/M/1/B model by relaxing the assumption that packet sizes are exponentially distributed. It has been observed that Internet packet sizes have a tri-modal distribution [18] : TCP data packets are large (1500 Bytes), TCP ACK packets are small (40 Bytes), and real-time and other streams generate intermediate packet sizes (200-500 Bytes). To develop a model that is tractable yet reflective of these dominant modes, we employ an M/D/1/B model in which packet sizes are bi-modal: large for TCP packets (1000 Bytes) and small for UDP packets (say 200 Bytes). Incorporating tri-modal packet sizes makes the computation of transition probabilities significantly more complex without providing additional insight.
The M/D/1/B system is modeled as a semi-Markov process, with the state denoting the number of customers left behind in the system by a departing customer. Transitions occur in this imbedded Markov chain at customer departure instants. For illustration, Fig. 5 shows the resulting imbedded Markov chain for buffer size of 2000 Bytes. Under steady-state conditions, let π * i denote the probability that a departing customer leaves behind i customers in the system. We are now interested in deriving the stationary probability vector π * i , i = {0, 1, 2, . . . , 9}, which is necessary to compute the probability that an arriving UDP packet is dropped.
Before proceeding with the derivation, we first explain how the chain is constructed. Recall that the state is the number of customers left behind in the system by a departing customer. Again, let λ UDP and λ T CP denote the arrival rate of UDP and TCP packets. As in the M/M/1/B model, a TCP packet arrival brings with it 5 customers (corresponding to TCP/UDP packet size ratio of 5). The service rate is normalised to the average UDP packet size, which is 200 Bytes.
Without loss of generality, let us consider the system to be in state 1, which denotes that there is exactly one 200 Byte customer in the system, and this customer is currently undergoing service. Transitions from state 1 can occur in any of the following ways.
1) The customer finishes service, but while the customer is being served, there are no UDP and TCP arrivals. Thus, when the customer leaves the server, the system transitions into state 0 with probability p 1,0 , which can be computed as follows
2) The customer finishes service, and while the customer is being served, there is exactly one UDP arrival and no TCP arrivals. This is p 1,1 , which is
3) Continuing, note that we can transition from state 1 to any state j = {2, 3, . . . , 9} with probability p 1,j . This denotes the arrival of j customers during the service time of a single customer. If j is greater than or equal to 5, then it is important to take into account different TCP and UDP packet arrival combinations while computing the transition probabilities. For example, consider the transition from state 1 to state 9. This denotes the arrival of 9 customers, or equivalently 1800 Bytes, since each customer is equivalent to 200 Bytes. Different packet arrival combinations can add up to 1800 Bytes. One possibility is to have exactly nine UDP packet arrivals and no TCP packet arrivals, while the other could be exactly one TCP packet arrival and four UDP packet arrivals. Clearly, the number of possible combinations we have to consider increases with buffer size. Finally, it is also important to note that in theory, we can have potentially infinite customers arriving while a customer is being served, although the probability of a large number of customer arrivals is infinitesimally small as the arrival process is Poisson. Since we are dealing with a system with finite buffer capacity, {10, 11, 12, . . . } or more customer arrivals will all result in a transition from state 1 to state 9. Thus p 1,9 is simply 1 − 8 j=0 p 1,j . In general, if the maximum number of customers that can be left behind in the system by a departing customer is C, and we are transitioning from state i to state j (i ≤ j < C) due to K customers arriving, then K = j − i + 1. The transition probability p i,j can be written as
where t and u denote the number of TCP and UDP packets respectively, such that 5t + u = K always holds. Further, we can only transition from state i down to state i − 1. This occurs only when there are no TCP or UDP arrivals during the service time of a customer, and happens with probability
Lastly, transition from state i ≥ 1 to state C occurs with probability
Let us now consider transitions from state 0. Since these transitions are unlike the ones we have discussed so far, as we shall see, they have to be treated differently. A transition from state 0 can proceed in any of the following ways.
Consider the transition from state 0 to itself. This can occur iff a UDP packet arrives before a TCP packet, and while the UDP packet is being served, there are no TCP or UDP packet arrivals. Therefore,
Transitions from 0 to states {1, 2, 3} happen in a similar way. A UDP packet must arrive before a TCP packet, and while it is being served, exactly {1, 2, 3} UDP packets and no TCP packets should arrive. It is important to note that transitions from state 0 to states {1, 2, 3} cannot occur if a TCP packet arrives before a UDP packet. Further, a transition from state 0 to state 4 can occur in one of two ways. If a UDP packet arrives first, then while it is being served, there are exactly four new UDP arrivals and no TCP arrivals. On the other hand, if a TCP packet arrives first, and since each TCP packet brings five customers with it, there are no UDP and TCP arrivals while the first TCP customer is being served. In general, the transition probability from state 0 to state K < C can be computed as follows. If a UDP packet arrives first, then during its service time we must have exactly K new customers arriving. On the other hand, if a TCP packet arrives first, and since each TCP arrival brings five customers with it, we must have exactly K − 4 new customer arrivals during the service time of the first TCP customer. Therefore,
where t 1 , t 2 and u 1 , u 2 denote the number of TCP and UDP packet arrivals respectively such that 5t 1 + u 1 = K and 5t 2 +u 2 = K −4 always holds. Finally, a transition from state 0 to the last state C occurs with probability 1 − C−1 i=0 p 0,i . Once the transition probability matrix P is computed, the steady-state probability vector π * i can be obtained by solving in MATLAB the vector equation π * i = π * i P taking into account the normalising constraint that the sum of the steadystate probabilities of all states in π * i is 1. Deducing the exact loss probability (as seen by an arriving customer) from the steady-state probabilities of an imbedded Markov chain is non-trivial even for a simple M/D/1/B birth-death system [19] ; it is further complicated in our chain since we are dealing with bulk arrivals and two classes of customers. In what follows, we provide a useful lower bound on the UDP packet loss probability by considering the system at only the customer departure points.
If the buffer size in Bytes is B bytes , then the total number of customers that can be accommodated in the system is T otalCus = B bytes U DP packet size = B bytes 200 . Now, if the system is in state i and given that a UDP packet arrival happens, then a UDP packet loss event occurs if there are at least (T otalCus − i +1) customer arrivals (in any possible combination of TCP and UDP customers) before the arrival of the UDP packet. Obtaining the above loss event and summing over all i gives us an estimate of the overall UDP packet loss probability. For practical computation we found that, as buffer size increases, larger number of TCP and UDP packet arrival combinations were needed to induce a UDP packet loss event. However, the probability of a large number of arrivals falls exponentially since the arrival process is assumed to be Poisson. Thus, as we vary the buffer size, we consider the UDP packet loss event by taking into account only the rightmost five states in the resulting Markov chain, which gives us an accurate estimate of the overall UDP packet loss probability. Fig. 1], Fig. 3 above) , the reader may wonder if similar behaviour is seen when many of the TCP flows are short-lived (or equivalently, the number of TCP flows is time-varying). This is an important consideration since measurement based studies at the core of the Internet suggest that a large number of TCP flows (e.g. HTTP requests) are short-lived ("mice") and carry only a small volume of traffic, We studied UDP loss for such TCP traffic mixes by simulating in ns2 a dumbbell topology shown in Fig. 7 . In Fig. 8 , we plot the TCP empty buffer probability on a 200 Mbps core link for four different ratios of long-lived to short-lived flows. Ideally, we would like to simulate tens of thousands of TCP flows at Gbps (and higher) speeds to emulate core optical links. However, this seems beyond the scope of ns2. The total number of TCP flows is kept constant at 2000. In order to incorporate realistic TCP traffic, we consider the closed-loop flow arrival model described in [20] and [4] , operating as follows. A given number of users (up to a maximum of 2000 in our example) perform successive file transfers to their respective destination nodes. The size of the file to be transferred follows a Pareto distribution with mean 100 KB and shape parameter 1.5. These chosen values are representative of Internet traffic, and comparable with measurement data. After each file transfer, the user transitions into an idle or off state, or as the authors of [4] suggest, a "thinking period". The duration of the thinking period is exponentially distributed with mean 1 second. It is widely believed that Internet traffic exhibits self-similar and longrange dependent characteristics. It can be noted that the above traffic generation mechanism, which is a combination of several ON-OFF sources with Pareto-distributed ON periods, is in fact long-range dependent [21] . Fig. 8 . Empty buffer probability with varying number of mice and elephants Fig. 8 plots the empty buffer probability for the four different ratios of mice and elephants. Our first observation is that the empty buffer probability falls fairly linearly (on log-scale) with buffer size (in the region of 8-50 KiloBytes) irrespective of the traffic mix. This satisfies one of the important assumptions required for the analytical model, thereby rendering it valid for any mix of short and long TCP flows. However, the slope of the linear region, which in turn determines the B * required by the model, does seem to depend on the relative fractions of short and long lived flows. The figure shows that as the fraction of long-lived flows increases from 0 to 1, the value of B * decreases correspondingly from 14 KB down to 7 KB. Intuitively, this is because short-lived flows do not generate sufficient traffic to continuously saturate the link and most of them remain in the slow-start phase without entering into the congestion avoidance mode during the entire file transfer process. However, with the increase in the number of longlived flows, there is a corresponding increase in the buffer occupancy, since long-lived flows always have data to send and are for the most part in the congestion avoidance mode. This results in the core link being saturated, and reduces the probability of the buffer being empty, explaining why B * reduces as the number of long-lived flows increases.
Having observed how B * changes with the mice-elephant TCP mix, we study the corresponding impact on the performance predicted by our analytical model. The key point to note from the figure is that as B * increases, TCP requires bigger buffers to attain saturation throughput, which is 0.94 or 94% of the core link rate since this analysis plot considers the presence of 0.05 or 5% UDP traffic. In other words, the smaller the B * , the faster TCP rises, thus needing fewer buffers to attain saturation throughput.
Figures 9(c), 9(d) show the impact of B * on the UDP loss prediction from our model (both M/M/1/B and M/D/1/B are found to be similar qualitatively). We observe that the UDP packet loss (and hence the severity of the anomaly) is more pronounced when B * is larger. Moreover, the inflection point, i.e., the point at which UDP packet loss begins to increase, shifts slightly to the right as B * increases. To verify if these observations are corroborated in simulation, we multiplex 10 Mbps Poisson traffic with the above four mixes of TCP mice and elephant flows, and record the UDP packet loss as a function of buffer size. Fig. 10 shows that as the number of long-lived flows increases, there is a corresponding increase in losses for UDP traffic. Referring back to our analytical model, this can be argued as follows: when the fraction of long-lived TCP flows increases from 0 to 1, the core link buffer occupancy due to TCP traffic alone increases, reducing B * from 14 KiloBytes to 7 KiloBytes. This in turn permits
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings. lesser opportunity for UDP traffic to access the buffers, leading to higher UDP losses. Though the prediction from analysis qualitatively matches simulation, and even predicts the inflection point with reasonable accuracy, we notice a quantitative discrepancy between them, particularly when short TCP flows dominate. We believe this is because our assumption that TCP arrivals are Poisson breaks down when the volume of short-lived TCP traffic is significant, since the mice TCP flows used in simulation have long range dependent characteristics. Nevertheless, our model validates the anomaly even in the presence of mice-elephants TCP mixes, and gives a good indication on how the severity of the anomaly changes with the TCP traffic mix. Given that TCP traffic is by itself notoriously difficult to analyse, let alone thousands of TCP flows interacting with real-time traffic, we believe our model offers sufficient accuracy to be a valuable aid in sizing buffers at optical packet switches.
IV. IMPACT OF VARYING PACKET SIZES
In this section, we investigate the impact of varying TCP/UDP packet size ratios on the anomalous loss performance, and also point out the implications for TCP ACK (acknowledgement) packet losses.
We consider UDP packet sizes of 40, 100, 200, 500 and 1000 Bytes, while fixing TCP packets at 1000 Bytes. TCP flows, 1000 in number, along with 5% (i.e. 5 Mbps) Poisson UDP traffic, are multiplexed on the dumbbell topology with a 100 Mbps core link. Fig. 11 shows the UDP packet loss observed in simulation as a function of core link buffer size for different packet size ratios.
The figure indicates that UDP losses get progressively smaller as the packet size ratio gets larger (i.e. UDP packets get smaller). This by itself is not surprising, since for a given Poisson rate larger packets act as bulk arrivals that are more bursty, and are moreover dropped in their entirety even if a large part (but not whole) of the packet can be accommodated in the buffer. What is however interesting to note from the plot is that reducing the UDP packet size makes the anomaly more pronounced: when TCP and UDP packets have identical sizes, the anomaly is not seen in simulation, but when UDP packets are only 40 Bytes long, the anomaly is quite severe. . We use the same B * = 7 KB that was observed in simulation of this scenario (already shown in Fig. 3 ), and employ in our M/M/1/B chain a bulk arrival size equal to the TCP/UDP packet size ratio. Fig. 12 shows the UDP loss curves obtained via analysis for different packet size ratios. Although the analysis and simulation curves are not a perfect match, it nevertheless corroborates with the results obtained from simulation, and indicates that: 1) First, the analysis predicts correctly that as the TCP/UDP packet size ratio gets larger, losses for UDP traffic become smaller. The bottom curve in Fig. 12 depicts losses for 40 Byte UDP packets (i.e., ratio 25) and clearly shows that loss corresponding to this packet size is significantly lower than loss for larger UDP packets.
2) Second, the analysis seems to be fairly accurate in predicting the inflection point. While the simulations suggest that the inflection point occurs at 10 KB, the analysis predicts it to happen at around 8 KB. Further, that losses (for all the packet size ratios except 25) fall again beyond 30 KB of buffers is predicted successfully by analysis.
3) Third, when TCP and UDP packets are of equal or near-equal size, both simulation and analysis show that the anomaly is insignificant, and it gets more noticeable as the disparity in packet sizes increases.
The importance of packet size to the anomalous loss performance also has an implication for TCP ACK packets that are typically 40 Bytes long. We therefore undertook a study of whether TCP ACK packets will also exhibit similar anomalous behaviour. We simulated 1000 bidirectional TCP flows (without UDP) on the dumbbell topology and recorded the ACK packet drops at routers r 0 and r 1 (see Fig. 7 ). The simulation parameters are identical to the setup described earlier. In Fig. 13 we plot the ACK packet loss probability as a function of core link buffer size. ACK drops in the forward direction correspond to losses at r 0 , while the losses in the reverse direction correspond to losses at r 1 . Clearly, ACK packets also suffer from the anomaly, and indeed match well with the analytical estimate plotted in Fig. 12 . V. CONCLUSIONS AND FUTURE WORK In this paper, we addressed the joint performance of TCP and UDP traffic at a bottleneck link optical switch equipped with very small buffers and made three new contributions. First, we presented a simplified and yet insightful Markov chain based analytical model to gain valuable insights as to why real-time traffic can show counterintuitive loss behaviour when mixed with TCP traffic. Second, we showed that in the presence of realistic TCP traffic, comprising of short and long-lived flows, UDP traffic can still exhibit anomalous loss performance, and the losses get more pronounced as the fraction of long-lived flows increases. Third, we observed that with the increase in the ratio of TCP to UDP packet size, the anomaly gets more significant, and TCP ACK packets are also equally susceptible to the anomaly.
It is apparent that emerging optical packet switched networks are capable of buffering only a few dozen KiloBytes of data. Given this stringent constraint and the fact that each KB of extra buffering adds significantly to the cost of the optical switch, the anomaly studied here can be of serious concern to switch manufacturers and network providers who make considerable investment in these optical packet switches, only to realise worse performance if they inadvertently operate their buffer sizes in this anomalous region.
Several aspects of the problem require further investigation. In our analysis, we have assumed TCP arrivals to be Markovian. This may not be a very accurate assumption in the presence of short-lived flows, since the traffic is better modeled as long-range dependent. The TCP empty buffer probability on log-scale is fairly linear in the range 8-50 KB. However, in the range 1-7 KB it appears to have a different slope. We can model the empty buffer probability between 1-50 KB range as two-piece linear, and obtain a more accurate expression for the TCP arrival rate. The impact of the ACK drop anomaly on TCP throughput and average flow completion times warrants a deeper understanding. Finally, conducting experiments using NetFPGA boards, similar to the ones reported in [22] , will provide more insight into the existence of the anomaly in real test-beds.
