Abstract. In this paper, we prove the q-log-convexity of Domb's polynomials, which was conjectured by Sun in the study of Ramanujan-Sato type series for powers of π. As a result, we obtain the log-convexity of Domb's numbers. Our proof is based on the q-log-convexity of Narayana polynomials of type B and a criterion for determining q-log-convexity of self-reciprocal polynomials.
Introduction
The main objective of this paper is to prove a conjecture of Sun [21] on the q-log-convexity of the polynomials D n (q), which are given by
We call D n (q) Domb's polynomials because {D n (1)} n≥0 is the ubiquitous sequence of Domb's numbers. These polynomials D n (q) were introduced by Sun [21] in his study of the Ramanujan-Sato type series for powers of π.
Let us first review some definitions. Recall that a nonnegative sequence {a n } n≥0 is said to be log-concave if, for any n ≥ 1, a 2 n ≥ a n−1 a n+1 ; and is said to be log-convex if, for any n ≥ 1, a n−1 a n+1 ≥ a 2 n . Many sequences arising in combinatorics, algebra and geometry, turn out to be log-concave or log-convex, see Brenti [4] or Stanley [19] .
For a sequence of polynomials with real coefficients, Stanley introduced the notion of q-log-concavity. A polynomial sequence {f n (q)} n≥0 is said to be q-log-concave if, for any n ≥ 1, the difference f 2 n (q) − f n+1 (q)f n−1 (q) has nonnegative coefficients as a polynomial in q. The q-log-concavity of polynomial sequences has been extensively studied, see Bulter [5] , Krattenthaler [14] , Leroux [15] and Sagan [18] . Similarly, a polynomial sequence {f n (q)} n≥0 is said to be q-log-convex if, for any n ≥ 1, the difference
has nonnegative coefficients as a polynomial in q. Liu and Wang [16] showed that many classical combinatorial polynomials are q-log-convex, see also [9, 10, 11] . It should be noted that Butler and Flanigan [6] introduced a different kind of q-log-convexity. This paper is mainly concerned with the log-convexity of Domb's numbers and the q-log-convexity of Domb's polynomials. Domb's numbers appear to be first discovered by Domb [12] . These numbers play an important role in the study of many subjects, such as Bessel functions [2] , random walks [3] , interacting systems [12] , the third order Apéry-like differential equations [1] and the enumeration of abelian squares [17] . Domb's numbers also play an important role in the series expansions for powers of π. Many new Ramanujan-Sato type series for 1/π have been derived by using such numbers. For example, Chan, Chan and Liu [7] obtained a formula for 1/π involving Domb's numbers:
Sun [21] found over one hundred conjectured series expansion formulas for powers of π. Among them one conjecture is on the expansion of 1/π 2 in terms of Domb's numbers,
see also [20] .
Considering the importance of Domb's numbers and Domb's polynomials, Sun [22] further studied their combinatorial properties, and proposed the following conjectures.
The sequence {D n (q)} n≥0 is q-log-convex.
Note that the log-convexity of {D n (1)} n≥0 is implied by the strictly increasing property of {D n+1 (1)/D n (1)} n≥0 . It is also clear that the q-logconvexity of D n (q) also implies the log-convexity of {D n (1)} n≥0 . Recently, Wang and Zhu [23] proved the strictly increasing property of {D n+1 (1)/D n (1)} n≥0 , as well as that of { n D n (1)} n≥1 . Chen, Guo and Wang [8] gave a proof of the strictly decreasing property of
In this paper, we shall give a proof of the q-log-convexity conjecture of {D n (q)} n≥0 .
It is easy to see that the coefficients of D n (q) are symmetric. Such polynomials are called self-reciprocal. More precisely, we call a polynomial f (q) = a 0 + a 1 q + · · · + a n q n a self-reciprocal polynomial of degree n if f (q) = q n f (1/q). To prove the q-log-convexity of {D n (q)} n≥0 , we shall use a criterion for determining qlog-convexity of self-reciprocal polynomials, which was first obtained in [13] . To recall this criterion, suppose that {f n (q)} n≥0 is a q-log-convex sequence, where
For n ≥ 1 and 0 ≤ t ≤ 2n, let L t be an operator on triangular array {a(n, k)} 0≤k≤n defined by
For the remainder of this paper, unless explicitly stated otherwise, we assume that n, k, t are nonnegative integers. Then our criterion to be used is as follows. and a q-log-convex sequence {f n (q)} n≥0 as defined in (1.3), let {g n (q)} n≥0 be the polynomial sequence defined by
Assume that the following two conditions are satisfied:
(C1) for each n ≥ 0, the polynomial g n (q) is a self-reciprocal polynomial of degree n; and (C2) for given n ≥ 1 and 0 ≤ t ≤ n, there exists an index k ′ associated with n, t such that
Then, the polynomial sequence {g n (q)} n≥0 is q-log-convex.
To use Theorem 1.3 to prove the q-log-convexity of {D n (q)} n≥0 , we shall take
and hence, by (1.3), (1.5) and (1.6), we have
We need to show that the sequence {f n (q)} n≥0 is q-log-convex, and the triangular array {a(n, k)} 0≤k≤n satisfies the condition (C2) of Theorem 1.3. For the former, it suffices to prove the q-log-convexity of the sequence {V n (q)} n≥0 given by
which shall be done in the next section. The key point for proving the latter is to determine the sign changes of certain polynomial of degree 8 over some intervals, which is also the most difficult part for our approach. We complete this task by examining the properties of the derivatives of this polynomial.
To simplify the computations involved, Maple will be frequently used.
2 The q-log-convexity of {V n (q)} n≥0
In this section, we are to prove the q-log-convexity of the sequence {V n (q)} n≥0 .
Our proof is based on the q-log-convexity of {W n (q)} n≥0 given by
which are known as the Narayana polynomials of type B.
The above result was first conjectured by Liu and Wang [16] , and then proved by Chen, Tang, Wang and Yang [9] by using the theory of symmetric functions. Zhu [24] gave a simple proof of Theorem 2.1 based on certain recurrence relation.
To prove the q-log-convexity of {V n (q)} n≥0 , we further need a result of Liu and Wang [16] , which provides a mechanism of generating new q-logconvex sequences of polynomials from certain log-convex sequences of positive numbers and q-log-convex sequences of polynomials.
Liu and Wang's criterion to determine the q-log-convexity of a polynomial sequence is as follows.
Theorem 2.2 ([16, Theorem 4.8])
Let {u k } k≥0 be a log-convex sequence and let {f n (q)} n≥0 be a q-log-convex sequence as defined in (1.3). Given n ≥ 1 and 0 ≤ t ≤ 2n, if there exists an index k ′ associated with n, t such that
then, the polynomial sequence {g n (q)} n≥0 defined by (1.5) is q-log-convex.
The main result of this section is as follows.
Theorem 2.3
The sequence {V n (q)} n≥0 given by (1.8) is q-log-convex.
Proof. Take
in Theorem 2.2, and accordingly we have
Note that { 2k k } k≥0 is log-convex. By Theorem 2.1, the sequence {f n (q)} n≥0 is q-log-convex. In the proof of [9, Theorem 1.3], it has been shown that for given n ≥ 1 and 0 ≤ t ≤ 2n, there exists k ′ such that
By Theorem 2.2, we obtain the desired q-log-convexity of {V n (q)} n≥0 .
3 The q-log-convexity of {D n (q)} n≥0
The aim of this section is to prove the q-log-convexity of {D n (q)} n≥0 .
Theorem 3.1 The sequence {D n (q)} n≥0 is q-log-convex.
As discussed before, we plan to use Theorem 1.3 to prove the above theorem. Since we have obtained the q-log-convexity of {f n (q)} n≥0 as given by (1.7), it remains to prove the following result. Theorem 3.2 Let {a(n, k)} 0≤k≤n be the triangular array defined by (1.6), and let L t (a(n, k)) be given by (1.4) . Then, for any n ≥ 1 and 0 ≤ t ≤ n, there exists an index k ′ with respect to n, t such that
Let us first make some observations. For n ≥ 1, 0 ≤ t ≤ n and 0 ≤ k ≤ t/2, we have
By factorization, we obtain
where
Clearly, the sign of L t (a(n, k)) coincides with that of ψ (n,t) (k) unless t = n and k = 0. Then we could divide the proof of Theorem 3.2 into the following three steps: (S1) For n ≥ 1 and 0 ≤ t ≤ n, prove that L t (a(n, 0)) ≥ 0 , see Proposition 3.3;
(S2) For n ≥ 2 and 0 ≤ t ≤ n − 1, prove that there exists k ′ such that
(S3) For n ≥ 2 and t = n, prove that there exists k ′ such that
We first give a proof of the nonnegativity of L t (a(n, 0)).
Proposition 3.3
For any n ≥ 1 and 0 ≤ t ≤ n, we have L t (a(n, 0)) ≥ 0.
Proof. For 1 ≤ n ≤ 4, the nonnegativity of L t (a(n, 0)) can be verified directly as follows:
Then we assume for the remainder of the proof that n ≥ 5. It is easily seen that the sign of L t (a(n, 0)) coincides with that of 2n n n t
,
Then we prove the nonnegativity of L t (a(n, 0)) in two cases:
(i) When t = n ≥ 5, we readily checks that
(ii) When 0 ≤ t < n, it suffices to show that θ(t) ≥ 0. To this end, we consider the monotonicity of θ(x), regarded as a function of x, over the interval [0, n − 1]. By (3.3), the derivative of θ(x) with respect to x is
We further need the higher order derivatives of θ(x):
Note that the axis of symmetry of the quadratic function θ (4) (x) is x = n + 1 2 , then θ (4) (x) is decreasing on the interval [0, n − 1]. Since, for n ≥ 5,
we deduce that θ ′′′ (x) increases first and then decreases on [0, n − 1].
Further, noting that
we conclude that θ ′′ (x) first decreases and then increases on the interval [0, n − 1].
Moreover, it is easy to check that θ ′′ (0) = 2n(4n + 1)(n + 1)(4n
and θ ′′ (n − 1) = 8n 6 + 24n
Hence, θ ′ (x) increases first, and decreases later, then increases again on [0, n − 1].
Furthermore, we find that
Then, θ(x) first increases and then decreases on the interval [1, n − 1].
(Here we do not consider the interval [0, n−1], since we only care about the values of θ(t) for integer t and we shall deal with θ(0) separately.)
Finally, we notice that
Thus, θ(t) > 0 for any integer 0 ≤ t ≤ n − 1.
Combining (i) and (ii), we have the desired result. Now let us determine the sign of ψ (n,t) (k) for n ≥ 2 and 0 ≤ t ≤ n − 1.
Proposition 3.4 Given n ≥ 2 and 0 ≤ t ≤ n−1, there exists k ′ with respect to n, t such that
Proof. By (3.1) and Proposition 3.3, we know that ψ (n,t) (0) ≥ 0. Therefore, if there exists t 0 : 0 ≤ t 0 ≤ t/2 such that ψ (n,t) (x), regarded as a function of x, increases on the interval [0, t 0 ) and decreases on the interval [t 0 , t/2], then Proposition 3.4 should be true. To this end, we need to determine the sign changes of the derivative of ψ (n,t) (x) with respect to x on the interval [0, t/2].
The derivative of ψ (n,t) (x) with respect to x is
Furthermore, the derivative of ψ
+2n(16t 2 − 26t + 29) + 16t 2 − 18t + 11
The derivative of ψ
Note that the axis of symmetry of the quadratic function ψ
(x) decreases as x increases from 0 to t/2. In addition, for n ≥ 1 and 0 ≤ t ≤ n, we have ψ (n,t) 3 t 2 =(8n 2 + 8n + 4)(n − t) 2 + (16n 3 + 44n 2 + 44n + 18)(n − t)
We also check that, for n ≥ 1 and 0 ≤ t < n, ψ (n,t) 2
So when ψ (n,t) 2 (0) > 0, there exists 0 < x 0 < t/2 satisfying ψ (n,t) 2 Otherwise, ψ
We are now ready to determine the sign changes of (ψ (n,t) (x)) ′ based on the above monotonicity of ψ (n,t) 1 (x). For this purpose, the values of ψ (n,t) 1 (x) at the two endpoints of the interval [0, t/2] are to be examined.
It is easily verified that ψ (n,t) 1 (t/2) > 0 for any integers n ≥ 2 and 0 ≤ t < n. Using Maple, we find that
which is greater than 0 whenever n ≥ 4 and 0 ≤ t < n. It remains to check that ψ (n,t) 1 (t/2) > 0 for n = 2, 3. In fact, for n = 2, we have 0 ≤ t < 2 and hence
For n = 3, we have 0 ≤ t < 3 and hence
Similarly, since to n − 1.
Recall that ξ(n − 1) < 0 and ξ 3 4 n = − n 128 (25n 5 − 52n 4 + 831n 3 + 2614n 2 + 224n + 480) < 0, we obtain ξ(t) < 0 for any t ∈ [ 3 4 n, n − 1] when n ≥ 8.
This completes the proof of Claim 2.
Claim 3. For any integer n ≥ 4 and 0 ≤ t ≤ n − 1, η(t) < 0 for any t ∈ [0, 3 4 n].
Proof of Claim 3. For n ≥ 4, it is easy to compute that η(0) = −2(n + 1)(64n 4 + 72n 3 + 42n 2 + 11n + 3) < 0, The first order derivative and the second order derivative of η(t) with respect to t are η ′ (t) =16t 3 (n + 1) + 12t 2 (n + 1)(4n − 3) − 6t(48n 3 + 48n 2 + 11n − 1) + 256n 4 + 424n 3 + 276n 2 + 65n + 11, η ′′ (t) =48t 2 (n + 1) + 24t(n + 1)(4n − 3) − 288n 3 − 288n 2 − 66n + 6.
Note that the axis of symmetry of the quadratic function η ′′ (t) is t = −(n − 3 4 ) < 0, that is to say, η ′′ (t) increases on the interval [0, 3n/4].
Thus, there exists an index k ′ = k ′ (n, n) for which ψ (n,n) (k) ≥ 0 for 1 ≤ k ≤ k ′ and ψ (n,n) (k) ≤ 0 for k ′ < k ≤ n/2, as desired. This completes the proof.
We now come to the proof of Theorem 3.2.
Proof of Theorem 3.2. By Proposition 3.3, for any n ≥ 1 and 0 ≤ t ≤ n, we have L t (a(n, 0)) ≥ 0. Given n ≥ 1, it suffices to show that, for 0 ≤ t ≤ n, there exists k ′ such that L t (a(n, k)) ≥ 0 for 1 ≤ k ≤ k ′ and L t (a(n, k)) ≤ 0 for k ′ < k ≤ t/2. By (3.1), for k ≥ 1, the sign of L t (a(n, k)) coincides with that of ψ (n,t) (k). From Propositions 3.4 and 3.5, we obtain the desired result.
Finally, we can prove the q-log-convexity of {D n (q)} n≥0 .
Proof of Theorem 3.1. Combining Theorems 1.3, 2.3 and 3.2, we obtain the desired result.
