An algorithm for the computation of knapsack functions  by Greenberg, Harold
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 26, 159-162 (1969) 
An Algorithm for the Computation of Knapsack Functions 
HAROLD GREENBERG 
Department of Operations Analysis, Naval Postgraduate School, 
Monterey, California 93940 
Submitted by R. Bellman 
Knapsack problems have been studied in [l]-[4]. See these references for 
physical applications. Modified dynamic programming algorithms are 
given in [3] and [4]. The algorithm in [3], presented in a complicated theo- 
retical context, is difficult to conceptualize. The algorithm in [4] is presented 
in a network context of considerable complexity. Both algorithms compute 
the knapsack function for all arguments. 
From the work presented here it is evident that the problem can be solved 
as a relatively simple enumeration with a very simple algorithm. We define 
the knapsack function in terms of an equality constraint, without the use of a 
slack variable. An enumeration is then made for only feasible arguments of 
the knapsack function. A major computational advantage is thereby gained. 
Our algorithm has another computational advantage by being a single pass 
algorithm. Backtracking is optional. 
Equality constraint problems can be solved without restrictions on the 
constants using our algorithm. The method in [4] requires a unity coefficient 
in the constraint. Thus we obtain greater generality. 
The algorithm presented here should be thought of as replacing the basic 
algorithms in [3] and [4]. The important theoretical work developed in [3] 
and [4] should be used to calculate the knapsack function for large arguments. 
The knapsack problem is defined as: find xi , j = l,..., n that 
7z 
maximizes C cixi 
j=l 
when i ajxj <L, 
j=l 
x, > 0, xi integer, (1) 
where each cj is a positive number, each aj is a positive integer and L is a 
positive integer. 
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We define the one-dimensional knapsack function as: 
71 
t I 
11 
F(x) = max C cjx3 C ajxj = x, xj > 0, xi integer 
i=l j=l 1 
, (2) 
for feasible values of x. The knapsack problem is solved by finding the 
maximum of F(x) for x < L. 
The knapsack function (2) can be written as 
F(x) = j~,yxki + F(x - 41 
F(0) = 0. (3) 
The recursion in (3) is similar to that given in [4], except thej values allowed 
will depend on the value of x. In the algorithm to follow we will use only 
feasible values of x. 
One immediate solution to (3) can be found by seeking a, = min aj , for 
all j. This produces F(a,) = c, . We then replace x by x - a,. in (3) and we 
obtain 
which we substitute for the F(x - a,) term on the right side of (3). We then 
can produce another immediate solution. We continue this way until F(L) is 
found or no other F(x) for x <L can be produced. We also keep track of 
which j produces the solution to determine the optimal xi at the end. We 
also only consider distinct aj values. If aj = a, and ci > ck , j f K then take 
xk = 0. This entire procedure is contained in the following algorithm: 
1. List the values of the problem as follows: 
1 2 3 ... n 
Cl 
al 
C2 c, --* C, 
a2 a3 *.* an 
xj = 0 
Set m = 0. Go to 2. 
2. Given the list find a, = min,,,m 3 a. for columns in all sections. If 
a, = L or no a, exists, go to 4. Otherwise set m = a,. and go to 3. 
3. Add a new section of columns to the list, if possible, as follows: 
Calculate a; = a,. + at and ci = c, + ct for t = I,..., n. 
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Add a column headed by t if: 
(4 ai<L. 
(b) ai is not on the list. 
(c) a; is on the list and has a corresponding ct value that is smaller 
than ci . 
(d) Underneath the section added write the xj values from the section 
where m = a,. was found. Increase x, by one for the new section. Sections 
after the first may be deleted after they are no longer needed. Go to 2. 
4. The problem is solved with solution c, = max cj , for a, <L, for 
columns in all sections. The values of the variables are found below the section 
where c, appears; increase x, by one. 
This completes the algorithm. If L is much larger than the a, we would 
use the suggestions in [3] and [4] to reduce the amount of computation. 
Further, if the constraint in (1) is an equality for feasible L, we change steps 2 
and 4 to: 
2’. Given the list find a,. = minaj,m aj for columns in all sections. 
If a7 = L go to 4’. Otherwise set m = a, and go to 3. 
4’. The problem is solved with solution c, . The values of the variables 
are found below the section where a, = L appears; increase x, by one. 
Note that the option to backtrack is always available by defining I(a,) = I 
in 2 or 2’. We would then calculate the optimal xj in the usual manner. 
EXAMPLE. 
Max& +Ex 
1 32 
+5x 
3 
when 
2x, + 3 x2 + 4~s = 6 
Xl > 0, x2 2 0, x3 > 0, all integer, 
We list 
1 2 3 
2 10 3- 5 
2 3 4 (5) 
xj = 0 
and min a, = 2. We add the section 
2 3 
16 
3- 7 
5 6 
x,=1 * 
409/26/1-x1 
(6) 
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We obtain min aj = 3 in (5). No new section is added. 
We obtain min aj = 4 in (5). No new section is added. 
The solution is now evident in (6), where aj = 6. We thus have F(6) = 7, 
x1 = 1, x, = 1 as optimal. 
EXAMPLE. 
when 
Max 3x, + xg 
9x1 + 7x, < 15 
XI I 32 2 0, all integer. 
We write 
1 2 2 
3 1 2 
9 7 14 
Xj = 0 x2 = 1 
and obtain objective value 3 for x, = 1. Note that the algorithms in [3] and 
[4] would insert a slack variable and make lengthy calculations for all 
x = 1, 2 ,..., 15. 
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