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ABSTRACT
In this article, we present an approach to the develop-
ment of a stochastic dialog manager. The model used by this
dialog manager to generate its turns takes into account both
the last turns of the user and system, and the information
supplied by the user throughout the dialog. As the space of
situations that can be presented in the dialogs is too large,
some techniques for reducing this space have been propo-
sed. This system has been developed in the DIHANA pro-
ject, whose goal is the design and development of a dialog
system to access a railway information system using sponta-
neous speech in Spanish. A training corpus of 900 dialogs,
that was acquired through the Wizard of Oz, was used to
learn the models. An evaluation of the dialog manager is
also presented.
1. INTRODUCTION
Dialog systems are interfaces designed for the purpo-
se of emulating a human being speaking to another per-
son. Nowadays, diverse projects have developed systems to
provide information and other services automatically; for
example,informationandbookingofairplaneandtraintrips
[1] [2] [3] [4] and other types of information [5] [6].
In a dialog system, there are usually several modules
that cooperate to perform the interaction with the user. This
is the case of the Speech Recognizer, Language Unders-
tanding Module, Dialog Manager, Answer Generator and
Synthesizer. Each one has its own characteristics and the
selection of the most convenient model varies depending on
certain factors: the goal of each module, the possibility of
manually deﬁning the behavior of the module, or the capa-
bility of automatically obtaining models from training sam-
ples. One of the most successful modelizations is the use of
stochastic models which are automatically learnt from data.
Thesestochasticmodelshavebeenwidelyused,notonly
for speech recognition, but also for language understanding
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[7], [8] [9] [10] [11]. During the last few years, approaches
usingstochasticmodelstorepresentthebehavioroftheDia-
log Manager [12] [13] [14] have also been developed. Ap-
proaches of this kind must tackle the problem of modelling
all the possible situations that can occur during a dialog (the
problem of the coverage of the model) from the training cor-
pus alone. The possibility that the user utter an unexpected
sentence, as well as the errors that can be transmitted from
the recognition and understanding processes must also be
considered in the design of the Dialog Manager.
The Dialog Manager presented in this paper is based
mainly on the modelization of the sequences of the system
and user dialog acts and the introduction of a partition in the
space of all the possible sequences of dialog acts, so that the
estimation of a stochastic model from training data is mana-
geable. This partition is deﬁned taking into account the data
supplied by the user throughout the dialog. Due to the ne-
cessity of modeling the system behavior when unseen situa-
tions occur, we present a proposal for adapting the model to
that situations based on a distance measure. The conﬁdence
measuresprovidedbytherecognitionandtheunderstanding
modules are taken into account in the deﬁnition of this par-
tition of the space of sequences of dialog acts and in the de-
ﬁnition of this distance measure. This Dialog Manager is in-
tegrated in a dialog system developed within the framework
of the DIHANA project [15]. This project undertakes the
design and development of a dialog system for the access to
an information system using spontaneous speech. The do-
main of the project is the query to an information system
about railway timetables and fares in Spanish. This kind of
task has been previously tackled in other research projects
such as the Philips system [16], ARISE [2] and BASURDE
[17]. An evaluation of the system based on objective values
such as the number of turns and the dialog success rate is
also presented.
In Sections 2 and 3, we present a description of the cor-
pus and its semantic and dialog-act labeling. In section 4,
the stochastic Dialog Manager proposed is presented. In
Section 5, the evaluation of the system is presented, and ﬁ-
nally, some conclusions are given.2. DIHANA CORPUS
The task that we have considered is the telephone access
to information about train timetables and prices in Spanish.
A set of 900 dialogs was acquired in the DIHANA project.
Three types of scenarios were deﬁned: timetable for a one-
way trip or a two-way trip, prices, and services. The charac-
teristics of this corpus are shown in Figure 1. Although this
corpus was acquired using a Wizard of Oz technique, spee-
ch recognition and understanding real modules were used.
Five ﬁles were stored for each acquired dialog: the output
of the recognizer, the output of the understanding module,
the answer (dialog act) generated by the system, the values
of the attributes during the successive turns, and the queries
made to the Database. This information is used to model the
behavior of the system depending on the succession of dia-
log acts, the semantic representation of the user turn, and
the values associated to the attributes (and their conﬁdence
scores).
Number of users 225
Number of dialogs/user 4
Number of user turns 6280
Average number of user turns/dialog 7
Average number of words/user turn 7.74
Vocabulary 823
Duration of the recording (hours) 10.8
Fig. 1. Main characteristics of the DIHANA corpus.
3. CORPUS LABELING
In order to learn stochastic dialog models, the dialogs of
the DIHANA corpus were labeled in terms of dialog acts.
We deﬁned a set of dialog acts in order to describe the user
turns and another set of dialog acts for the system turns.
3.1. User dialog acts
The user turns are labeled in terms of dialog acts, whi-
ch match the classical frame representation of the meaning
of the utterance. In other words, one or more concepts re-
present the intention of the utterance, and a sequence of
attribute-value pairs contains the information about the va-
lues given by the user. The Understanding Module takes the
sentence supplied by the recognition process as input and
generates one or more frames as output. In this task, we de-
ﬁned eight concepts and ten attributes. There are two kinds
of concepts:
1. Task-dependent concepts: they represent the concepts
the user can ask for, such as Hour, Price, Train-Type,
Trip-Time and Services.
2. Task-independent concepts: they represent typical in-
teractions in a dialog, such as Afﬁrmation, Negation
and Not-Understood.
The attributes are: Origin, Destination, Departure-Date,
Arrival-Date, Departure-Hour, Arrival-Hour, Class, Train-
Type, Order-Number and Services. An example of the se-
mantic interpretation of an input sentence is shown below:
Input sentence:
[SPANISH] S´ ı, me gustar´ ıa saber el de las once qu´ e precio tiene y
qu´ e tipo de tren es.
[ENGLISH] Yes, I would like to know the price of the train that
leaves at eleven and what type of train it is.
Semantic interpretation:
(Afﬁrmation)
(Price)
Departure-Hour: 11.00
(Train-Type)
Departure-Hour: 11.00
3.2. System dialog acts
In order to represent the system turns, three levels of
labeling of the dialog acts were deﬁned. The ﬁrst level des-
cribes the general acts of any dialog independently of the
task. The second level represents the concepts involved in
the turn and is speciﬁc to the task. The third level represents
the values of the attributes given in the turn. The following
labels were deﬁned for the ﬁrst level:Opening, Closing, Un-
deﬁned, Not-Understood, Waiting, New-Query, Acceptance,
Rejection, Question, Conﬁrmation and Answer. The labels
deﬁned for the second and third level were the following:
Departure-Hour, Arrival-Hour, Price, Train-Type, Origin,
Destination, Date, Order-Number, Number-Trains, Servi-
ces, Class, Trip-Type, Trip-Time and Nil. Each turn of the
dialogs was labeled with one or more dialog acts. From this
kind of detailed dialog act labeling and the values of attri-
butes obtained during a dialog, it is straightforward to cons-
truct a sentence in natural language. Some examples of the
dialog act labeling of the system turns are shown in Figure
2.
4. THE STOCHASTIC DIALOG MANAGER
We have developed a Dialog Manager (DM) based on
the stochastic modelization of the sequences of dialog acts
(user and system dialog acts). A labeled corpus of dialogs
is used to estimate the stochastic DM. Depending on the
number of dialog acts, and thus, on the amount of informa-
tion represented in a dialog act, the possibility of obtaining
a good model can vary. If we consider only a small num-
ber of dialog acts representing general actions in a dialog,
we could obtain a well-trained model, but the information[SPANISH] Bienvenido al servicio de informaci´ on de trenes. ¿En qu´ e puedo ayudarle?
[ENGLISH] Welcome to the railway information system. How can I help you?
(Opening:Nil:Nil)
[SPANISH] ¿Quiere saber horarios?
[ENGLISH] Do you want to know timetables?
(Conﬁrmation:Departure-Hour:Nil)
[SPANISH] El ´ unico tren es un Euromed que sale a las 0 y 27 de la noche. ¿Desea algo m´ as?
[ENGLISH] There is only one train which is a Euromed that leaves at 0:27 at night. Anything else?
(Answer:Departure-Hour:Departure-Hour,Number-Trains,Train-Type)(New-Query:Nil:Nil)
[SPANISH] Gracias por utilizar este servicio. Feliz viaje.
[ENGLISH] Thanks for using this service. Have a good trip.
(Closing:Nil:Nil)
Fig. 2. Labeling examples from the DIHANA corpus
represented in that model is not enough to completely ma-
nage the dialog, and the speciﬁc information related to the
taskmustbeprovidedtotheDMthroughasetofhand-made
rules. However, if we label a turn using dialog acts that take
into account not only the general purpose of the sentences
but also the speciﬁc request related to the task (the concepts
and attribute values observed in the turn), then we could
model the detailed user and system turns and obtain an ope-
rative DM from the labeled corpus. Logically, the problem
in this last case is that the number of dialog acts increases
exponentially in relation to the number of concepts (and at-
tributes), and the space of the different situations of the dia-
log to be taken into account is too large. We try to obtain a
Stochastic DM that can generate system turns based only on
the information supplied by the user turns and the informa-
tion contained in the model. All this information is acquired
from the labeled corpus in the training phase. Some techni-
ques have been applied in order to tackle the problem of the
size of the space of different situations of the dialog.
A formal description of the proposed stochastic model
is as follows:
Let Ai be the output of the dialog system (the system
answer or the system turn) at time i, expressed in terms of
dialog acts. LetUi be thesemantic representation of theuser
turn (the result of the understanding process of the user in-
put) at time i, expressed in terms of frames. A dialog be-
gins with a system turn that welcomes the user and offers
him/her its services; we call that turn A1. We consider a
dialog to be a sequence of pairs (system-turn, user-turn):
(A1,U1),··· ,(Ai,Ui),··· ,(An,Un)
where A1 is the greeting turn of the system, and Un is the
last user turn. From now on, we refer to a pair (Ai,Ui) as
Si, the state of the dialog sequence at time i.
In this framework, we consider that, at time i, the objec-
tive of the dialog manager is to ﬁnd the best system answer
Ai. This selection is a local process for each time i and takes
into account the sequence of dialog states preceding time i.
This selection is made by maximizing:
ˆ Ai = argmax
Ai∈A
P(Ai|S1,··· ,Si−1)
where set A contains all the possible system answers. As
the number of all possible sequences of states is very large,
we establish a partition in the space of sequences of states
(i.e., in the history of the dialog preceding time i).
Let DRi be the dialog register at time i. The dialog re-
gisterisdeﬁnedasadatastructurethatcontainstheinforma-
tionaboutconceptsandattributevaluesprovidedbytheuser
throughout the previous history of the dialog. All the infor-
mation captured by the DRi at a given time i is a summary
of the information provided by the sequence S1,··· ,Si−1.
Note that different state sequences can lead to the same DR.
For a sequence of states of a dialog there is a correspon-
ding sequence of DR:
S1, ···, Si, ···, Sn
↑ ↑ ↑ ↑
DR1 DR2 DRi DRn
where DR1 captures the default information of the dialog
manager (Origin and Class), and the following values DRi
are updated, taking into account the information supplied by
the evolution of the dialog.
Taking into account the concept of the DR, we esta-
blish a partition in the space of sequences of states such that:
two different sequences of states are considered equivalent
if they lead to the same DRi. We obtain a great reduction
in the number of different histories in the dialogs at expense
of a loss in the chronological information. We consider this
a minor loss because the order in which the information is
supplied by the user is not a relevant factor in determining
the next system answer Ai.
After applying the above considerations and establis-
hing the equivalence relation in the histories of dialogs, theselection of the best Ai is given by:
ˆ Ai = argmax
Ai∈A
P(Ai|DRi−1,Si−1)
Eachuserturnsuppliesthesystemwithinformationabout
the task; that is, he/she asks for a speciﬁc concept and/or
provides speciﬁc values for certain attributes. However, a
user turn could also provide other kinds of information, su-
ch as task-independent information. This is the case of turns
correspondingtoAfﬁrmation,NegationandNot-Understood
dialogacts.Thiskindofinformationimpliessomedecisions
which are different from simply updating the DRi−1. For
that reason, for the selection of the best system answer Ai,
we take into account the DR that results from turn 1 to turn
i − 2, and we explicitly consider the last state Si−1.
The probabilities of the proposed model are obtained
from a labeled training corpus through a maximum like-
lihood estimation.
4.1. Dialog Register representation
TheDR isdeﬁnedasadatastructurethatcontainsinfor-
mation about concepts and attributes provided by the user
throughout the previous history of the dialog. This DR is a
sequence of 15 ﬁelds, where each concept or attribute has
a ﬁeld associated to it. The sequence of ﬁelds of the DR is
shown in Figure 3.
Concepts Attributes
Hour Origin
Price Destination
Train-Type Departure-Date
Trip-Time Arrival-Date
Services Departure-Hour
Arrival-Hour
Class
Train-Type
Order-Number
Services
Fig. 3. Fields in the DR
For the DM to determine the next answer, we have assu-
med that the exact values of the attributes are not signiﬁcant.
They are important for access to the Database and for cons-
tructing the output sentences of the system. However, the
only information necessary to determine the next action by
the system is the presence or absence of concepts and attri-
butes. Therefore, the information we used from the DR is
a codiﬁcation of this data in terms of three values, {0,1,2},
for each ﬁeld in the DR according to the following criteria:
0: The concept is not activated or the value of the at-
tribute is not given.
1: The concept or attribute is activated with a con-
ﬁdence score that is higher than a given threshold (a
value between 0 and 1). The conﬁdence score is given
during the recognition and understanding processes
[18] and can be increased by means of conﬁrmation
turns.
2: The concept or attribute is activated with a conﬁ-
dence score lower than the given threshold.
4.2. The coverage of the stochastic dialog model
Once we have learnt the model, we in fact have a com-
pressed representation of the sequences of states seen in
the training phase, and a very little generalization is repre-
sented in the model. Therefore if we perform dialogs with
sequences of states seen in the training corpus, the system
will work well; but when the history of dialog gives a pair
(DR,S) that was unseen in the training phase, the DM
might be blocked. To tackle this problem, the DM selects
the closest pair (DR0,S0) that is included in the stochastic
model. To perform the search for this closest pair, we have
deﬁned a distance measure:
d((DR,S),(DR0,S0)) ≈ d(DR,DR0) =
n X
k=1
f(drk,dr0
k)
First, we assume that the distance is independent of the
terms S and S0. Second, in relation to the distance between
codiﬁed DRs in the deﬁnition of function f, we assume
that: the insertion of an attribute value that actually is not
provided by the user in the dialog is more penalized than
the deletion of such attribute value. It is better to ask repea-
tedly about some information previously given than to ask
the user about some values not given by him/her.
An example of a dialog is shown in Figure 4. After ea-
ch user turn, the coded information that is used by the DM
to select the next action is shown. This codiﬁcation corres-
ponds to: the last dialog acts of the system (Ai); the Afﬁr-
mation, Negation or Not-Understood dialog acts of the user
turn, if they exist (Ui); and the DR that already has been
updated by the previous turns provided by the user. Note
that in the ﬁrst turn some attributes have default values that
correspond to Origin and Class. In the third, a situation that
has not been seen previously in the training corpus must be
resolved. To do so, an adequate pair (DR,S) for this si-
tuation must be found. In Figure 4, the closest DR in the
model is also represented (DR0). The difference between
DR and DR0 is that DR0 has not activated the ﬁeld Train-
Type, so the system asks about Departure-Date ignoring the
fact that the user asked for the type of train Euromed. This
simpliﬁcation is done only for the current turn, but the DR
maintains the information provided by the user (Train-Type:
Euromed).DM: DR: 000000-2000002000
A1: (Opening:Nil:Nil)
System1: Welcome to the railway information system. How can I help you?
User1: I want to go to Barcelona
DM: A1: (Opening) U1: () DR: 00000-2200002000
ˆ A2: (Conﬁrmation:Departure-Hour:Nil)
System2: Do you want to know the timetables?
User2: Yes, for the Euromed train
DM: A2: (Conﬁrmation) U2: (Afﬁrmation) DR: 20000-2200002100 - unseen situation -
DR
0: 20000-2200002000
ˆ A3: (Question:Departure-Date:Nil)
System3: Tell me the departure date.
User3: Tomorrow
DM: A3: (Question) U3: () DR: 200000-2210002100
ˆ A4: (Conﬁrmation:Departure-Date:Departure-Date)
System4: Do you want to leave tomorrow?
User4: Yes
DM: A4: (Conﬁrmation) U4: (Afﬁrmation) DR: 200000-2220002100
ˆ A5 : (Conﬁrmation:Train-Type:Train-Type)
System5: Do you want Euromed train?
User5: Yes
DM: A5: (Conﬁrmation) U5: (Afﬁrmation) DR: 20000-2220002200
ˆ A6: (Answer:Departure-Hour:Number-Trains,Train-Type,Departure-Hour)(New-Query:Nil:Nil)
System6: There are several Euromed trains. The ﬁrst one leaves at 08:54 and the last one at 23:45. Anything else?
User6: No, thank you
DM: A6: (Answer,New-Query) U6: (Negation) DR: 20000-2220002200
ˆ A7: (Closing:Nil:Nil)
System7: Thanks for using this service. Have a good trip.
Fig. 4. A dialog using the dialog manager.
5. EVALUATION
We have evaluated the behavior of the DM by perfor-
ming 15 scenarios consisting of different queries about ti-
metables and/or prices. A total of 75 dialogs were perfor-
med, by three users, using a dialog system prototype that
included an Automatic Speech Recognizer, an Automatic
Language Understanding Module and the DM presented in
this paper. The threshold of the conﬁdence measures used
for the codiﬁcation of the DR was 0.5. We considered the
following measures:
1. Dialog success rate (% success). This is the percen-
tage of dialogs successfully completed. In each sce-
nario, the user has to obtain one or several items of
information. Dialog success depends on whether the
system provides the correct data.
2. Average number of system turns (nST).
3. Situationsnotrepresentedinthemodelrate(%SNR).
This value represents the number of times that the
DM has to search for the closest option in the mo-
del (nSNR), divided by the number of system turns,
(nSNR/nST).
The results show (see Table 1) that in most cases the
automatically learnt DM has the capability of correctly in-
teracting with the user. Although the dialog does not ﬁnish
correctly in 15.0% of the cases, it should be noted that the
information is correctly given to the user in a 94.7% of the
cases. The problem is that, in some cases, the system does
not detect that the user wants to ﬁnish the dialog. This is due
to the fact that the distance deﬁned for the unseen situation
is only based on the DR, and a situation that does not give
a Closing action can be chosen. As Table 1 shows, the num-
ber of situations not represented in the model is signiﬁcant
(26.5%), as expected due to the limited training samples
and the large space of situations. However, this data con-
ﬁrms that the approach proposed to solve these situations
works well since the information is correctly given to the
user in the majority of cases.
Dialogs nST % success SNR
75 8.5 85.0% 26.5%
Table 1. DM Evaluation6. CONCLUSIONS
In this paper, we have presented an approach for the de-
velopment of stochastic Dialog Managers learnt from trai-
ning samples. We have used a detailed representation of the
dialog acts of the user and the system so that the system can
automatically generate the answer, given a situation of the
dialog. We have presented a proposal to tackle the problem
of the size of the space of situations, and the problem of
lack of coverage of the model. Preliminary results conﬁrm
that the DM can correctly interact with the user in the train
information task. For future work, it would be interesting to
explore new solutions to deal with situations that are not re-
presented in the model. Since the effort required to label the
dialogs is great, once the system is operative, it can be used
to improve the model by using the new successful dialogs
acquired as new training samples or by generating artiﬁcial
dialogs using the DM and a user model.
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