Sound source localization is an essential technique in many applications, e.g., speech enhancement, speech capturing and humanrobot interaction. However, the performance of traditional methods degrades in noisy or reverberant environments, and it is sensitive to the spatial location of sound source. To solve these problems, we propose a sound source localization framework based on bi-direction interaural matching filter (IMF) and decision weighting fusion. Firstly, bi-directional IMF is put forward to describe the difference between binaural signals in forward and backward directions, respectively. Then, a hybrid interaural matching filter (HIMF), which is obtained by the bi-direction IMF through decision weighting fusion, is used to alleviate the affection of sound locations on sound source localization. Finally, the cosine similarity between the HIMFs computed from the binaural audio and transfer functions is employed to measure the probability of the source location. Constructing the similarity for all the spatial directions as a matrix, we can determine the source location by Maximum A Posteriori (MAP) estimation. Compared with several state-of-the-art methods, experimental results indicate that HIMF is more robust in noisy environments. key words: binaural auditory, sound source localization, hybrid interaural matching filter, decision weighting fusion
Introduction
Sound source localization is aiming at determining the position of source by using the signals measured from the acoustic sensors [1] . It can be applied in various areas, such as speech enhancement, human-robot interaction and hearing aids. Binaural auditory processing based on human spatial hearing mechanism is a friendly and natural interaction technology. Although this topic has been studied for the past several decades, many problems still remain to be solved, such as the extraction of robust localization cues, the influence of noise and reverberation and localization for single or multiple sources.
In general, the most commonly used binaural cues for source localization problem are interaural time difference (ITD) and interaural level difference (ILD). While the existing approaches seldom consider the influence on each other. Although May et al. [2] proposed a supervised learning of azimuth-dependent binaural feature maps consisting of ITD and ILD for binaural localization, the dependence of ITD and ILD on azimuth is a complex pattern without an analytic solution. Interaural matching filter (IMF) was proposed in our previous works [3] , which is a novel binaural cue formulating the differences between left and right ear signals. It is unaffected by the frequency of sound and does not make any assumptions of the type of noise. However, IMF is sensitive to the spatial locations of sources. The performance of IMF gets worse when the source in right-front plane of head, and it leads to bigger cost and error in those areas. Accordingly, we analyze the properties of IMF in this paper and consider a bi-directional fusion strategy to design the IMF. For the original version in [3] , we took the left ear signal as the input of the IMF and the right signal as the expectation, which is referred as forward IMF (FIMF) in this paper, yet it yields larger designing errors for the rightfront plane and it is good for the left-front plane (the reasons will be explained in Sect. 2.1). When we reverse the input and expectation signals of the IMF, another filter (referred as backward IMF, BIMF) is achieved. Fortunately BIMF yields much smaller designing errors for the rightfront plane, though it is larger in the left-front plane. Based on the above, we propose a bi-directional IMF as hybrid IMF (HIMF) by decision weighting fusion according to the designing cost functions for source localization. Since the FIMF and BIMF are cross complementary for directions, the HIMF can inherit the respective superiorities and overcome their limitations to spatial locations. For the detailed localization steps, it is divided into two separate parts, i.e., offline training and online localization. The HIMFs stored as templates are designed by using the acoustic transfer functions or recorded audio, for all directions offline. As the acoustic sensors detect the source, an instantaneous HIMF from the binaural audio is calculated. Finally, the cosine similarity between measured HIMF and the HIMFs from the templates is utilized to represent the probability matrix of source spatial locations, such that the localization is simplified as searching the maximum entry of the probability matrix. Experimental results show that our method outperforms the state-of-the-art methods in noisy environments.
The rest of this paper is organized as follows: Sect. 2 introduced and analyzes the details of HIMF based localization. Experiments and analysis are shown in Sect. 3. At last, conclusions and future work are drawn in Sect. 4.
HIMF Based Localization
In this section, the detail of HIMF is presented. source localization scenario, the received signals on left and right ears can be modeled in discrete-time domain as:
where s(n) denotes the sound signal emitted by a source, and h i (n) is the Head Related Transfer Functions (HRTFs) from the source to two ears, and η i (n) is the corresponding noise term, which is assumed to be uncorrelated with the source.
Bi-Direction IMF (FIMF and BIMF)
As our work is based on IMF, we will briefly introduce how to design the IMF first and then derive the HIMF. In previous works [3] , it was demonstrated that the differences between binaural signals are mainly the time-of-arrival and received signal strength due to the different propagation paths of the source signal. In general, the signal received earlier is stronger than the later one. Hence, we assume that one binaural signal can be obtained by stretching and translating the other signal. In order to eliminate the disparities between binaural signals, we propose a framework to compose bidirection IMF shown in Fig. 1 , whose task is to project x l (n) onto x r (n) (or x r (n) onto x l (n)) to minimize the error e(n) [4] . The FIMF is taking x l (n) as the input of the system and x r (n) as the expectation, and the BIMF is constructed by reversing the input and the expectation. Let w f = [w 0 , w 1 , . . . , w M−1 ] be the impulse response of FIMF, and the frame length of x l (n), x r (n) is M, the output y f (n) of FIMF is obtained from the convolution between the impulse response as:
where (·) * denotes conjugation. The error function is:
Consequently, the cost function is defined as:
where E is the expectation operator. Based on the minimum mean square error (MMSE) criterion, we can obtain a Wiener-Hopf equation: where R x l ,x l is the autocorrelation of x l (n) and R x l ,x r is the cross-correlation function. Thus, the coefficients vector of FIMF can be resolved according to the well-known Wiener filter [4] as:
where r x l ,x r is the cross-correlation vector between the input x l (n) and expectation response x r (n). Similarly, the coefficients vector of BIMF is solved as:
After the aforehand theoretical derivation, we illustrate an example of the cost function and error function of IMFs in Fig. 2 . The analytical results are based on a famous HRTFs database, named CIPIC database [5] . In Fig. 2, (a-b) show the characteristics of FIMF, and we can see that in the right-front area (azimuth ranges from 30
• to 80 • ) the designing cost and error functions are higher. This is consistent to the previous works [3] . While observing Fig. 2, (c-d) depicting the characteristics of BIMF, the contrast phenomenon is obtained. The designing cost and error functions in the leftfront area (azimuth ranges from −30
• to −80 • ) are bigger. This is caused by the fact that amplifying a weaker signal is more difficult than compressing stronger one, and projecting a small-amplitude signal onto a larger-amplitude one would cause more measurement errors. Fortunately, the FIMF and BIMF achieve a cross complementary property. Consider the situation of using FIMF or BIMF for localization separately. When the source is on the left-front plane, FIMF attains its optimal performance, and BIMF does better for the source located in the right-front plane. Based on this observation, in order to make IMF unlimited to the spatial positions and design an adaptive IMF for localization, we propose a decision weighting method to gain a comprehensive localization cue called as HIMF, which is able to correct some errors caused by FIMF and BIMF. The desired HIMF can keep the advantages of FIMF and BIMF, and overcome their limitations on certain spatial directions.
Decision Weighting Fusion
In noise free field and dual-microphone scenario, the cost and error function of FIMF and BIMF should be the same. However, due to the binaural auditory, there is a discrepancy between FIMF and BIMF, and we cannot use them for source localization directly, because both have a directional preference. Therefore, we propose a new localization cue HIMF constructing form w f and w b . The HIMF coefficients can be formulated as:
where w f and w b are the coefficients vectors of FIMF and BIMF, which are resolved in the previous subsection, and ψ f , ψ b are the weighting function used for reducing the matching error. To enforce weights for FIMF and BIMF adaptively, they should overcome their limitations of the spatial directions. We expect that the FIMF and BIMF should be weighted slightly in an area with higher matching error. Hence, the positive cost function of IMF is an ideal alternative to determine the adaptive weights, which is shown as:
where J f , J b can be obtained by Eq. (4), such that they are adjusted according to the matching error. To this end, the global localization cue HIMF can be employed as a new localization cue. For example, the cost and error functions of HIMF are shown as Fig. 2 (e-f), and they are significantly reduced in both the left-front and right-front planes.
As the acoustic sensors measure the source, we calculate the candidate HIMF for localization. Meanwhile, given a spatial HRTFs dataset or pre-recorded audio samples of all the directions, the HIMFs of all these possible locations can be computed and stored as templates. Therefore, the localization is simplified as a pattern recognition problem. In this context, we make use of the cosine similarity to describe the probability of final source position as:
where <, > and · denote the inner product of vectors and 2 nd order norm, respectively. The w temp is the HIMF from templates, which is trained offline, and w h is the HIMF from the received sound. Considering the whole space with N azimuths and M elevations and computing the cosine similarity between the candidate HIMF and those from all directions, we can obtain a similarity matrix β h ∈ R M×N to represent the spatial probabilistic distribution of the source. Then, the source localization is resolved by finding the maximum element of matrix β h as a Maximum A Posteriori (MAP): Fig. 3 The visualization of similarity matrix when the sound source is located at the direction of θ = −25
A visualization of similarity matrix β h is illustrated in Fig. 3 , where the sound source is located at the direction with azimuth θ = −25
• and elevation ϕ = 45
• . The coordination of the brightest dot is enclosed by a circle, it is obvious that at the true source location, the cosine similarity is the largest, such that the HIMF is effective for source localization.
Experiments and Analysis
The CIPIC database [5] is used to evaluate the performance of the proposed method, which is measured by U.C.Davis CIPIC Interface Laboratory. It includes Head Related Inpulse Responses for 45 different subjects. The HRTFs are tested at 1m distance with totally 1250 directions (25 azimuths × 50 elevations). The sound sources used in our experiments are real-world speaker's speech [6] . The duration of each sound for training and localization is 2 seconds and the sampling frequency is 44.1kHz. Experiments are realized by simulating a room of size (10 × 6 × 3)m 3 with the image method [7] . The reverberation time RT 60 is 200ms. The head is put at (3, 2, 1.5)m. The noise used in our experiments is white Gaussian noise. The proposed algorithm is certified with different signal-to-noise ratios (SNRs).
Azimuth Localization Results
In order to testify the efficiency of our method, we first compare the azimuth localization accuracies of FIMF, BIMF and HIMF. The self-comparative experimental results of azimuth θ are illustrated in Table 1 . We can see that the performance of HIMF is better than FIMF and BIMF. This superiority is because HIMF makes a weighting fusion by the cost function based on FIMF and BIMF in the decision level, which improves the performance of localization and reduces the systematic error. Figure 4 compares the azimuth localization with the state-of-the-art methods, including TDC [8] , hierarchical system [9] , online calibration [10] and probabilistic model [2] for different SNRs. Specifically, all the methods perform well, reaching more than 90%, in quiet circumstance. However, when dealing with low SNRs, the other methods are worse than HIMF. For instance, HIMF achieves the highest performance of 68.41% when S NR = 0dB with 5
• tolerance, while others are lower than 65%. 
Elevation Localization Results
We observe the performance of elevation localization in this part. The self-comparative results are shown in Table 2 , which shows the superiority of HIMF is salient. The elevation localization is improved by HIMF, especially for the low SNRs, e.g., the HIMF based localization reaches 53.83% when S NR = 10dB with 5.625
• tolerance. In addition, we further compare our method with the aforehand mentioned state-of-the-art methods in Fig. 5 , and HIMF achieves the best performance. The accuracy of HIMF reaches 76.16% when S NR = 20dB with 5.625
• tolerance, which is far beyond the other methods. Moreover, we find that the performance of elevation localization is much lower than that of azimuth, because elevation is merely ILD related. Therefore, it is harder to determine elevation than azimuth. As a matter of fact, the elevation localization of the four state-of-the-art methods crucially depend on ILDs, in spite of different strategies. And ILDs are mostly extracted from computing logarithmic energy ratio, which are sensitively affected by the noise or high frequency (with large variance). In contrast, HIMF is a better preservation for ILDs without affections from the environmental noises, because it describes the relative transfer function essentially.
Conclusions and Future Work
In this paper, a robust binaural sound source localization method based on bi-direction IMF and decision weighting fusion is proposed. We utilize the idea of matched filter to obtain the coefficient vector in two directions, which characterizes the source position information. FIMF and BIMF overcome the influence of sound frequency and noises on the localization cues extraction. Based on the decision weighting fusion for bi-direction IMF, HIMF takes advantages of FIMF and BIMF and alleviates their shortcomings in spatial resolution. It reduces the cost and error functions of matching filter. Additionally, the true source location is well characterized by the maximum entry of the cosine similarity matrix. The proposed method is testified on a public HRTFs dataset. Experimental results show that the localization performance is improved for azimuths as well as elevations, which demonstrate that HIMF is adaptive to noisy environments. The future work will be the extension of HIMF to multiple sources localization.
