Peer two-step methods have been successfully applied to initial value problems for stiff and non-stiff ordinary differential equations both on parallel and sequential computers. Their essential property is the use of several stages per time step with the same accuracy. As a new application area these methods are now used for parameter-dependent ODEs where the peer stages approximate the solution also at different places in the parameter space. The main interest here are sensitivity data through an approximation of solution derivatives in different parameter directions. Basic stability and convergence properties are discussed and peer methods of order two and three in the time stepsize are constructed. The computed sensitivity matrix is used in approximate Newton and Gauss-Newton methods for shooting in boundary value problems, where initial values and/or ODE parameters are searched for, and in parameter identification from partial information on trajectories.
Introduction
Peer methods have been introduced in [10] as parallel methods for the solution of initial value problems of ordinary differential equations y (t) = f t, y(t) . The essential difference to classical time stepping methods like Runge-Kutta and multistep methods is the use of several approximations Y mi , i = 1, . . . , s, of equal quality for the solution y(t) at off-step points t mi in each time step through [t m , t m+1 ]. The two-step structure of peer methods leads to full stage order of all stages Y mi . Implicit peer methods have been discussed for parallel implementation in [11] , [12] and with sequential stages in [2] . Explicit peer methods were investigated in [17] as non-parallel methods and in [13] as parallel methods. Since the stages of peer methods provide several approximations of a single solution trajectory y(t) in the classical case it is quite natural to extend this concept to parameter-dependent problems with a solution manifold y(t, p), (t, p) ∈ R q+1 . We discuss an extension of peer methods to the parameterdependent initial value problem y (t, p) = f y(t, p), p , t ∈ [t 0 , t end ], y(t 0 , p) = u(p),
where the prime denotes the time derivative. Here only the autonomous case is considered for simplicity and f is defined on some subset of R n × R q . The parameters p ∈ R q might be some natural parameters of the ODE model like physical constants and the sensitivity of the solution y(t, p) on changes of the parameters p is of interest. A rather standard application is shooting methods where f = f (y) is independent of p and only the initial values u(p) are variables in some large subspace of R n in order to approximate the fundamental solution of the ODE. A special case here are time-periodic solutions of dynamical systems. A further application is the parameter identification in ODEs.
In these areas derivatives of the solution y(t, p) with respect to the parameters p i , i = 1, . . . , q, are needed for the application of Newton methods. The cheap approximation of these derivatives with peer methods is the main topic of this paper. For this purpose the basic structure of two-step peer methods from [11] needs no modification, only the interpretation will change and is adapted to the more general situation in (1) . Each stage Y mi , 1 ≤ i ≤ s, will be associated with some off-step node t mi = t m + h m c i in time again with general time stepsizes h m . Now, however, there will also be off-steps r j = (r νj ) q ν=1 , j = 1, . . . , s, to some basis value p 0 also in parameter space, the latter will be assumed to be p 0 = 0 without restriction. These fixed parameter off-steps are scaled by a common parameter stepsize ρ > 0. In this setting the two-step peer-method computes approximations Y mi ∼ = y(t mi , ρr i ) by a ij f (Y m−1,j , ρr j ), (2) i = 1, . . . , s. The coefficient matrix Γ = (γ ij ) may be lower triangular, in general. However, we concentrate here on parallel implicit methods with a diagonal matrix Γ = diag(γ i ) ≥ 0 and explicit methods with Γ = 0. We note that an implicit peer method may be implemented in linearly implicit form, [11] , [2] . Some of the coefficient matrices A = (a ij ), B = (b ij ), Γ of the scheme may depend on the stepsize sequence (h m ) used. In this case they will be distinguished by an additional index, e.g. A m . There is also a compact representation of the method (2) in Kronecker-product form or by introducing matrices Y T m = (Y m1 , . . . , Y ms ) ∈ R s×n , F T m = f (Y mi , ρr i )
of stage vectors and function evaluations which reads
In the original ODE setting the number of stages is fairly low, 2 ≤ s ≤ 8, since it corresponds essentially to the order of the method. But for parameterdependent ODEs much larger stage numbers s ≥ q may be used since one stage is needed for each parameter direction, at least. For methods with many stages sparse coefficients A, B are attractive, of course. Using peer methods (2) we expect remarkable savings compared to the usual approach of computing parameter derivatives by using variational equations or computing neighboring solutions, [16] , [1] , [14] . In fact, the parameter derivative φ i (t) = ∂y(t, p)/∂p i of the solution satisfies the linear variational equation
which may be integrated numerically by any appropriate method. In practice, however, great care is taken that the numerical solutions of (1) and of (4) or the neighboring problems have the same characteristics. Hence, all solutions are computed by the same numerical method and with the same order and stepsize sequences, e.g. [3] , [14] , often by internal numerical differentiation using the derivative of the numerical scheme itself. So, if the numerical integration method is of order k this approach uses kqn additional degrees of freedom per time step for the approximation of all parameter derivatives. This may be interpreted as a method using k(q + 1) stages or other solution data for the full approximation. Instead, our new approach with the peer method (2) allows to approximate all parameter derivatives by differences of only q additional stages independent of the order of the method. In a simple configuration with the first q off-step directions r i − r s = e i where e i is the i-th unit vector and c i = c s , 1 ≤ i ≤ q, the approximation is obtained in the form
A low order approximation (5) can be obtained in this way with a peer method having only s = k + q stages for order k. So the number of stages is roughly a fraction 1/k of the standard approach. This paper is mainly intended as a 'proof of concept' for the proposed approach. Hence rather simple situations will be discussed. In Section 2 we start with accuracy and stability issues for the methods, especially the difficulties with zero-stability since the stability matrix has a multiple eigenvalue one. This requires some low-rank structure of the coefficient matrices and we introduce a subclass called satellite configuration for obvious reasons. It is distinguished by a simple structure and allows a flexible and efficient implementation. A careful analysis is needed in Section 3 to show that time-step independent errors O( 2 ) do not accumulate in the global error. The influence of discretization errors on the convergence of Newton and GaussNewton methods is analyzed in Section 4. In order to show that the computed parameter derivatives are accurate enough in practice the peer methods are applied in Sections 5 and 6 to shooting with initial values and parameters for small ODEs and the Brusselator with diffusion in 1D, and to parameter estimation for a given trajectory. By H we will denote the maximal stepsize H = max{h m : t 0 ≤ t m < t e }.
Stability and order
Before discussing order conditions some remarks on zero stability are necessary. Application of the scheme (3) to the trivial test equation y = 0 leads to the simple recursion
Obviously, a necessary stability condition is that all these products are uniformly bounded.
Definition 1
The peer method is zero-stable if all products of the coefficients B m are uniformly bounded by some constant K,
In case of a constant coefficient B m = B in all steps the powers B m have to be uniformly bounded for zero-stability. This is equivalent to the well-known condition that all eigenvalues of B lie inside the unit disk and those with absolute value one be non-defective. Indeed it will be seen that the matrix B will have a multiple eigenvalue one due to accuracy reasons. For the more general test equation y = λy, λ ∈ C, of Dahlquist the peer method acts as a multiplication
Special values of M m are M m (0) = B m and M (−∞) = −Γ −1 m A m if Γ m is nonsingular. Thus, for stiff problems the limit Γ −1 m A m should be a contraction. Optimal stiff damping is achieved in [11] with the choice A m = 0.
Order conditions for peer methods are derived by Taylor expansion of the residual h m ∆ mi of the solution y in the scheme (2) given by
Now, derivatives with respect to both stepsizes h and ρ have to be considered. The coefficient of the order zero term h 0 ρ 0 in the expansion of h∆ leads to the preconsistency condition
and introduces the eigenvalue 1 of B for the first time. The meaning of the other conditions will also be indicated by displaying the appropriate powers h ρ ν in the expansion of h∆. Conditions with > 0 will depend on the stepsize ratio
which is assumed to be bounded 0 < σ m ≤σ. Taylor expansion is applied around the point (t m−1 , 0) and yields the conditions
With these conditions the structure of the local error follows easily.
Lemma 2 Let (9) and the order condition (12) for ρ, (13) for hρ and (11) for h , 1 ≤ ≤ k, be satisfied in the time step at t m . Then, the local error in this step satisfies
The conditions (11) for h m−1 correspond to those from [12] but the others have important consequences. Evidently, the ρ-condition (12) is equivalent to the identity
where R = (r νj ) ∈ R q×s is the off-step matrix in the parameter space. By (12) each of the rows r (ν) = R T e ν , ν = 1, . . . , q, of R introduces an additional eigenvalue one in B. The multiple eigenvalue one has to be analyzed carefully in view of zero stability (6) . In order to discuss this problem in detail a basis transformation is used with the matrix
The last s − q − 1 columns of X will be specified later on but nonsingularity of X is assumed. Now, the conditions (9) and (12) or (14) are equivalent with the transformed matrixB
having as leading block the identity matrix of dimension q + 1.
Lemma 3 Let the off-diagonal blocks in (16) be uniformly bounded, B m,2 ≤ ζ and assume that
for all 0 ≤ i ≤ m such that t m ≤ t end . Then with some K > 0 there is a uniform bound for all products
Proof Transformed products have the form
With some constant K 1 depending on the actual matrix norm it follows that
It may be seen from (12), (13) that for each ≥ 1 the condition for h ρ introduces qs equations and requires q additional stages of the peer method. Thus, the simplest useful case with the fewest stages uses only the hρ-condition (13) . Introducing the node matrix C = diag(c i ) this condition can be written in matrix form as
Accordingly, each of the h k -conditions (11), k ≥ 1, reads as
The combined conditions may be solved either for A or B. Hence, at least one of these two coefficient matrices will depend on σ m .
Step-dependent matrices B m may be difficult with respect to zero-stability (6) while σ-dependence of A may be critical in the stiff limit M (∞) of (7) . In this paper we concentrate on non-stiff problems and will use a constant matrix B m = B as in [17] , [13] .
Low-rank representations
Considering condition (17) as an equation for σA the similarity with the conditions (12) on B is striking. Hence it is natural to specify now the remaining columns of the basis matrix in (15) and define X by
where the last s − q columns represent a tall Vandermonde matrix V s−q = (c
) ∈ R s×(s−q) . Combining the hρ conditions with those for h 1 , . . . , h s−q is equivalent with the identity
In this equation all right-hand factors including X have common leading columns. Hence it is convenient to write them as perturbations of the basis matrix X itself. For the columns with 2 ≤ j ≤ k = s − q this results in
Here, three rectangular matrices W ∈ R s×(s−q−1) have been introduced with the columns
According to (16) also B has a similar representation BX = X + W 0 (0, I s−q−1 ), where W 0 contains the last s − q − 1 nontrivial columns of X(B − I). Thus, we have
Due to (16) it holds that Z T W 0 =B m,4 − I and we note that in designing peer methods it is convenient to deal with the elements of W 0 as free parameters under the restriction that the eigenvalues of Z T W 0 lie inside a small circle centered at −1. Putting these low-rank representations into (19) gives
These low-rank representations of B and A reveal some special structure of the method. With (23) and (24) the peer step (3) takes the form
The first line shows a simple diagonal part without communication between the different peers and it is easily recognized as a collection of independent steps of the tau method. This decoupled part is complemented by some low rank corrections collected from the data
and F m−1 . Moreover, this information is gathered only from the projection onto one fixed subspace Rg(Z). This subspace which determines the communication pattern of the method is easily characterized. Since the last block row of the inverse X −1 is orthogonal to the first block column of X it holds that
Thus, the null space N ull(R) of the off-step matrix R is also the 'kernel' of the method from which all communication originates. In the satellite configuration of Section 2.2 this kernel simply consists of the last s − q stages. However, if R has more than q nontrivial columns and the problem is nonlinear the situation may be more complex.
A satellite configuration
We describe a simple and interesting situation arising for a special choice of method parameters and confine the discussion to parallel methods with Γ = diag(γ i ). It is quite obvious and will also be shown in Section 3 that good accuracy of the parameter derivatives requires that q + 1 stages are positioned at the same point in time. So, the first q stages are placed off the central trajectory p = 0 on the same off-step point c j = c s , j ≤ q, in time and all the remaining stages starting with Y m,q+1 are on the central trajectory, i.e.
The first q vectors r j must form a basis for R q . This choice is called the satellite configuration since it corresponds to an accurate central trajectory at (26) means that the image of R T is also the image of E q := (I q , 0) T ∈ R s×q and the subspace spanned by E q is invariant under the basis matrix X from (18). In fact, R T = E qR T with a nonsingular matrixR ∈ R q×q and CR T = CE qR T = c 1 R T . Now, for the central stages i = q + 1, . . . , s the order conditions (13) are written in R q and become
a ij r j due to (12) . And for the satellites i = 1, . . . , q the nodes c i = c 1 coincide giving
a ij r j due to (12) , too. Both equations combine to the condition
due to the nonsingularity ofR. It shows that A + Γ has an upper triangular block structure and a q-fold eigenvalue c 1 + (1 − c 1 )/σ m which is equal to one for the convenient choice c 1 = 1. We note that the block sizes differ by one from those in (16) . For the diagonal matrix Γ the image of E q is also invariant by ΓE q = E qΓ whereΓ contains the leading q diagonal entries of Γ and thus
Combining with (12) it is seen that all coefficient matrices have a block triangular structure with leading blocks in diagonal form, BE q = E q , ΓE q = E qΓ and (28). This property means that none of the first q stages passes any information to other stages receiving information from the last stages Y m,q+1 , . . . , Y ms only. Hence the first q stages are indeed satellites escorting the central trajectory and being controlled by the central solution. A consequence of this structure is that the O(ρ 2 ) term from Lemma 2 does not appear in the local error, see §3.
Due to the block triangular structure absolute stability of the satellite stages is governed by a diagonal matrix. In fact,
due to (28). Absolute stability for small z to the left of the imaginary axis requires α > 0 which is easy to fulfill for all stepsize ratios σ > 0 under the conditions 0 ≤ c 1 ≤ 1. However, for implicit methods satisfying 2γ i ≥ c 1 + (1 − c 1 )/σ m , i = 1, . . . , q, the satellite method is even A-stable since the leading block of M (z) is bounded by one in the left complex halfplane, (I −zΓ) −1 I +z(αI − Γ) ≤ 1. Since these parameter restrictions are obeyed very easily the stability of the complete scheme is essentially determined by that of the central stages Y m,q+1 , . . . , Y ms . Although this satellite configuration may be quite simple it shows that the new order conditions (13) do not prohibit the construction of stable methods. For very stiff problems even fully implicit satellite stages with a ii = 0 may be possible with the choice
In the applications in Section 5 and 6 a further advantage of the satellite configuration will be seen. In shooting and parameter estimation the Newton step for nonlinear problems is usually implemented with a line search where no parameter derivatives are required and an approximation of the central trajectory y(t, 0) is needed only. Here, the satellites may be switched off and the computations be restricted to the few central stages Y m,q+1 , . . . , Y ms .
A second order explicit satellite peer method
The results of the previous subsection are combined for the construction of a simple explicit satellite method with s = q + 2 stages. It will have order 2 since from (11) only the h and h 2 conditions are satisfied. Here, with c s =1 the term (22) and j = 2 the identities follow
Furthermore,
Since we will not discuss stepsize control for this simple explicit scheme it is written down here only for the simple case of constant stepsizes with σ = 1.
Evidently, B = I + αZ T satisfies the requirements of zero stability due to Z T α = −1. However, if also rounding errors are considered a moderate norm B ≥ 1 is an advantage. Since Z has only two non-zero components both the infinity norm B ∞ and the spectral norm B 2 = α 2 Z 2 suggest the choice α 1 = . . . = α s−2 = 0. Then, the infinity norm is optimal, B ∞ = 1, for β := −α s /δ ∈ [0, 1], δ := 1 − c s−1 , and the minimal spectral norm of B is obtained at β = 1/2. With the free parameter β the method (29) consists of the following stages with the abbreviation δ = 1 − c s−1 ,
Obviously, the last two stages constitute an explicit two-stage peer method on the central trajectory at p = 0. We note that for the special parameter values β = c s−1 = 0 the stage s − 1 reduces to Y m,s−1 = Y m−1,s and the central scheme is simply Adams-Bashforth-2. In the satellite stages 1, . . . , s − 2 we have an explicit Euler scheme which is modified by a second order term from the central trajectory given by a difference quotient of first derivatives. It is quite convenient in applications that the coefficients in (30) are independent of the dimension q. This will be exploited in the next subsection.
Higher order satellite methods
Efficient time integration requires a variable stepsize implementation based on error estimates. Hence, we consider peer methods of order 3 with an error estimate relative to an embedded method of order 2. In (30) it could be noted that the coefficients are essentially identical for all satellite stages. This is a nice property in practice since one may apply the peer method with any number of parameters q by using a cardinal basis in R q and simply adding one satellite stage for each parameter with same coefficients. It also reduces the cost of the scheme, since the correction term j>q a ij F m−1,j , i ≤ q, may be computed once and added to all satellite stages once the central solution is accepted in the current time step. In the next lemma the observation on the satellites is generalized to higher order methods. We remind the fact that in designing methods the elements of W 0 from (23) may serve as parameters of the method and that zero entries in the first rows of W 0 lead to a small norm of B. In the following statement δ ij denotes the Kronecker symbol and we recall the definition E q = (I q , 0) T .
Lemma 4
Proof The stated properties of B are a simple consequence of the h 0 ρ 1 condition (14) and the assumptions, where the basis matrix X has an upper block triangular structure. Hence, the first q columns of Z T are zero and from (24) and the assumptions follows that
This shows the assertion for the first q columns of A by (28). From the definitions (20,21,22) it follows that the first q rows of each of the matrices W 1 , W 2 , W 3 are identical since they depend only on σ and c 1 . So, the matri-
, actually have rank-1 structure and this completes the proof.
In the satellite configuration the central stages Y m,q+1 , . . . , Y ms constitute a standard two-step peer method as discussed in [13] for the explicit case. Since no 3-stage methods were constructed in [13] we consider the following explicit method. According to Lemma 4 only the case q = 1 is considered with s = q + 3 = 4. The elements of W 0 are chosen in order to obtain a moderate norm B ∞ and a nilpotent blockB 4 . The method uses the nodes c 1 = c 4 = 1, c 2 = 0, c 3 = 
an estimate for the local error of an embedded method of order 2 is available for error control.
The global error
The error of the peer method depends on two stepsizes now, h and ρ. Still, there is a fundamental difference between both since decreasing the time stepsize h increases the computational effort by the greater number of time steps. The choice of ρ, however, has no influence on the effort and it may be chosen as small as rounding errors are negligible in the parameter derivatives (5) . This point will be important in the following discussion since we may assume = O(h), at least. In the situation of Lemma 2 the local error has the form
and it seems that the O(ρ 2 ) terms may accumulate during time integration. For a closer look at the local error we abbreviate
and write the difference y m − B m y m−1 as (I − B m )y m−1 + O(h m ). Now, since B m has a multiple eigenvalue one by (9) , (14) the local error has the representation
where arbitrary elements from the null space of I − B m may be subtracted in the first line with v ∈ R n and U ∈ R n×s . Obviously all terms in the second line are of order O(h) at least and the others are multiplied by I − B m . In fact, by choosing appropriate Taylor coefficients for the terms v, U those leading terms in the Taylor expansion of h m ∆ m without any h-factors turn out to be
with a multi-index = ( 1 , . . . , q ). Obviously, the integral term is of order O(ρ 2 ). In the satellite configuration all terms in (32) are actually zero since 
Now, under the assumptions of Lemma 3 it follows that
where K is a uniform bound for all B-products. The cases of satellite methods and more general ones are discussed separately. For satellite methods a first lemma follows along the lines of [8] (Th. 5.8).
Lemma 5 Let the explicit peer method have a satellite configuration (26) and satisfy the preconsistency and order conditions (12) , (13) and (11) 
Proof From (33) follows Ψ m ≤ const( Θ m−1 + ∆ m ), m ≥ 1. This leads to a relation of the form
for the errors θ m = Θ m ≥ 0 with η 0 = θ 0 and η m = O(θ 0 + max j ∆ j ), m ≥ 1. Now, since αh ≤ e αh −1 it is verified readily that the sequence θ m is bounded by
showing θ m = O(Hρ + H k ). 
by (16) . Thus, for B 4 < 1 sums of these products are bounded and by choosingB 4 = 0 all O(ρ 2 ) terms are even canceled out within one single step due to B(I − B) = 0. The following theorem deals with the global error for explicit methods with a constant coefficient matrix B.
Theorem 6
Let an explicit peer method satisfy the preconsistency and order conditions (12) , (13) and (11) 
Proof Due to the assumption B 4 ≤ β < 1 the products in (37) go to zero as β m−j → 0 (m − j → ∞). Hence, the terms in (34) are bounded by
1 ≤ j ≤ m, and the errors η m in (35) now satisfy
Thus, from (36) follows the assertion. The parameter derivatives φ i from (4) will be approximated from linear combinations of the stages Y mi . Thus, appropriate constellations for the offsteps c i , r i have to be found. Simple choices for the off-step directions r i are unit vectors, but more general choices may also have advantages. Since it is natural to have one reference stage for solution output at t m+1 (and p = 0) the last time off-step is usually chosen as c s = 1, [12, 13] . It should also lie on the central path where r s = 0 is appropriate. Looking now at the parameter derivatives, at all off-step points with c i = c s the solution satisfies
with the parameter derivatives φ j from (4). At other points with c i = c s additional terms h(c j − c s )y (t ms , 0) and also error terms O(h 2 m + h m ρ) appear and may lead to a large error O(h 2 m /ρ) in (5) which should be avoided. Hence, we introduce the matrix Q ∈ R s× , Q T Q = I , which selects only those ≤ s stages where c i = c s = 1, i = s, from the set of all s stages. Combining identity (38) for these stages and using again the notation y m := y(t mi , ρr i ) T ∈ R s×n one gets Q T y m = 1ly(t ms , 0)
with the matrix ∇ p y = φ 1 (t m+1 ), . . . , φ q (t m+1 ) . The exact solution y m may be replaced by its numerical approximation Y m and by Theorem 6 we get
The identity may be solved for the matrix of parameter derivatives
if rank(RQ) ≥ q. This rank condition means that at least = q + 1 stages have the same value in the time off-step c i and the corresponding parameter off-steps r i form a full-dimensional set in R q . Obviously, these conditions are satisfied for the satellite configuration specified in Lemma 4. In this case the computation of the approximation (39) is very simple if a cardinal basis for the parameter offsets is used. In fact, the matrices R T = Q = E q and RQ =R = I q are used in our numerical computations. Considering the choice of the parameter stepsize the error in the parameter derivatives (39) is smallest for ρ ∼ = H k/2 . Thus, for k ≥ 2 the error in ∇ p y is of order O(H) only. This behavior has been verified numerically by simple tests not shown here. We note again that this simple approximation is obtained very cheaply with only s = q + k stages which is much less effort than the standard approach with variational equations needing essentially (q + 1)k stages.
Before going on to some applications in shooting methods we will analyze the influence of approximation errors on the Newton or Gauss-Newton iteration and will address the choice of , again. Later, in Sections 5 and 6 tests will demonstrate that the peer approximation is sufficiently accurate for some applications in different situations.
Inexact Gauss-Newton methods
Since peer methods compute approximations for solutions and derivatives with different levels of accuracy we discuss some implications on the convergence of inexact Newton methods. In the applications discussed later on we consider the solution of some nonlinear system G(p) = 0, where G : D → R q , D ⊆ R q is a smooth map. A more general setting are overdetermined systems where the system may be solved in a least-squares sense only by
µ ≥ q. In a Newton-type iteration the nonlinear function G is replaced by its linearization at some actual guess p ( ) and the update ∆p
where J(p) = G (p) is the Jacobian of G and J + the Moore-Penrose pseudoinverse. It is assumed that J(p ( ) ) has full rank q. In an ODE application like boundary value problems, however, both G and J are approximated numerically. Thus, the iteration step is replaced by an approximate step
where ∆p ( ) is the exact update from (41) and δp ( ) its numerical error. This error is assumed to fulfill the inequality
This inexact iteration is analyzed with modifications of some techniques from [4] , [5] , [6] .
Theorem 7 Assume that J(p) + , p ∈ D, satisfies the following conditions for all t ∈ [0, 1], and p, z = p + r ∈ D:
where
denotes the residual of the linearized system (41). Assume that the initial guess p (0) ∈ D is sufficiently close to a solution and satisfies
and let the ball 
This condition guarantees that the second-order part of the Hessian of nonlinear least-squares problems does not dominate the first-order part, [7] . For this condition to hold true the residual G(p) should be small in a neighborhood of the solution and the pseudoinverse J + should satisfy a Lipschitz condition
with sufficiently small β < ∞.
c) The condition (47) may be rewritten as
and can be read in different ways. Obviously, a sufficiently accurate initial guess p (0) is required for convergence in the first place. However, it also requires that the incompatibility constant κ and the discretization error together are smaller than one. Hence, error control can only use the place left by κ, i.e. 2ε < 1 − κ. And only for κ+2ε ∼ = 0 fast convergence of the iteration is possible by statement c) of the theorem. Convergence of the iteration (42) depends on the accuracy of the computed update ∆p
which we analyze now by considering a perturbed linearized problem
where ∆p = ∆p + δp. As before, ∆p = −J(p) + G(p) is the unperturbed solution and Ψ(p) := G(p) + J(p)∆p its residual. The following Lemma decomposes the error along the lines of [4] .
Lemma 8 Let J(p) = J(p) + δJ(p) have full column rank. Then, the solution of the perturbed problem (49) is given by ∆p = ∆p + δp with
Proof Problem (49) is equivalent to
With the pseudoinverse J(p) + the solution is
Using the exact representation of J(p)
The Lemma will be used to discuss practical consequences for error control in order to satisfy the assumption (43) of Theorem 7. Here, bounds of the form
are required. For an easier discussion we make the additional assumptions J(p) + δJ(p) ≤ α and δJ(p) J(p) + ≤ α with α < 1. Then, the proof of the Lemma can be easily modified to obtain the bound
where only δp 3 has been replaced in order to obtain ε 3 = α/(1 − α). The error δp 1 is determined by the solution error in time integration. If the integration is performed by stepsize control with the relative error tol one may expect that δG ∼ tol G+δG and (50) holds for δp 1 with ε 1 ≤ K ·tol ∼ = K 1 (H k +H ) for a satellite peer method of order k. No easy estimate in the form (50) seems to exist for δp 2 ≤ α J(p) + Ψ(p) . Hence, the product α Ψ(p) of the residual Ψ and the approximation error α of the Jacobian defines the obtainable level of accuracy.
Neglecting δp 2 which is zero for nonsingular quadratic problems, anyway, the condition (48) shows that ε = ε 1 + ε 3 should be much smaller than one in order to leave room for some initial error. Using the result from Lemma 5 and from (39) we have ε 1 = K 1 (H k + H ) and ε 3 = K 3 (H + H k / + ) and the sum
has a minimal value for ∼ H k/2 . Since stepsize control will enforce stepsizes with H k ∼ tol we obtain the simple rule ∼ √ tol for choosing the parameter stepsize.
Application to shooting methods
The application of the peer method (2) is similar for the different problem types mentioned. We consider first the solution of an ordinary boundary value problem
withp ∈ Rq by single shooting. Generalization to multiple shooting is straightforward. The boundary conditions are represented by a smooth function g(u, v), u, v ∈ R n . Shooting requires the variation of the initial values in some subspace of R n . In order to describe this variation in y(t 0 ) we introduce an additional set of parametersp ∈ Rq whereq ≤ n since some of the initial values may be fixed. Hence, the peer method is applied to the following initial value problem
The variation of the initial values u(p) is described by some guess y 0 and the matrixL ∈ R s×q spanning the subspace of variable initial conditions. This problem (52) fits in the original situation (1) by defining q :=q+q, p T = (p T ,p T ) and f (u, p) :=f (u,p). Setting L = (0,L) the initial conditions are described by u(p) = y 0 + Lp. Again, the solution of (52) is denoted by y(t, p). This problem is well-posed only if q boundary conditions are given, i.e. g → R n × R n → R q , and q > n is possible ifq > 0. The structure of (52) covers ordinary shooting only with initial values (q = 0) and shooting only with parameters (q = 0) in a consistent way. The same is true for the following inexact Newton method for (51). It is described for the case of a satellite peer method satisfying
and where the square matrixR is nonsingular, see §2.2. Obviously the two-step peer methods need starting values Y 0j = y(t 0 + h 0 c j , p + ρr j ), j = 1, . . . , s in the first time interval which may be computed by some Runge-Kutta method as in [13] for stages with c j = 0. In fact, for the peer method of order 2 from Section 2.3 explicit Euler steps are sufficient, 
A pendulum problem
The physical pendulum exhibits periodic motions of arbitrarily large periods.
As an example we consider the boundary value problem
One of the boundary conditions is inhomogeneous to eliminate the trivial solution. For T = 6 the problem has a solution with y(0) = 1+y (0) . = 1.57673. The boundary conditions are separated but not in Dirichlet form. Thus, shooting with two parameters y(0) = y 1 (0) = p 1 and y (0) = y 2 (0) = p 2 may be used. The shooting method (54) was applied to this problem with the satellite peer method of order 3 and s = 5 stages with stepsize control and a cardinal basis in parameter space, i.e.R = I 2 . Newton's iteration starts with p = (1, 2) T . All computations are performed on an Intel-i7 PC in a GNU Fortan90 implementation (gfortran).
In the first test we are looking for a sensible choice of the parameter stepsize in relation to the integration tolerance tol. Here, we display the residual in the boundary conditions in Newton step it for 4 different integration tolerances tol ∈ {10 −2 , 10 −4 , 10 −6 , 10 −8 } with fixed . The line labeled 'resx' belongs to tol = 10 −x . Figure 1 shows the results for = 10 −1 on the left and for = 10 −3 on the right. The first principal observation is that the approximation (39) of the parameter derivative is accurate enough for Newton's iteration to converge at all. Also, the speed of convergence improves with smaller for small tolerances, but suffers if is too small. From this and other tests we deduce that should decrease with tol but should not become too small. Hence, in the light of the results of Section 4 we used the following heuristic for choosing the parameter stepsize
The constant a may be adapted to the actual problem. Figure 2 shows the behavior of the iteration (54) for the same tolerances with this choice (56) and a = 0.5. It is seen that the speed of convergences improves for smaller tolerances. In the test the iteration was performed down to quite small norms of the Newton update d 2 ≤ 10 −9 in order to have a clear impression of the speed of convergence. In practice however, no stopping criterion much below the integration tolerance would be used. In general, for inexact Newton methods decreasing the integration tolerance with the progress of the iteration is an obvious option.
Time-periodic solutions of the Brusselator
A well-known problem with periodic solutions is the Brusselator which models oscillating chemical reactions with two species. It is discussed frequently in the literature as an ordinary differential equation wit n = 2 species or as a reactiondiffusion equation in one or several space dimensions. As an ODE (d 1 = d 2 = 0) or as a parabolic equation for y j (t, x), j = 1, 2, x ∈ [0, 1], it is described by the system
where (α, β) are parameters and d 1 , d 2 > 0 diffusion constants. The Brusselator ODE has an equilibrium atȳ = (α, β/α) T which is unstable for β > α 2 + 1. In the parabolic case these values will be used in Dirichlet boundary conditions
Since the periodic orbits are limit cycles and asymptotically stable they may simply be computed by solving the initial value problem over sufficiently long times. However, shooting is more efficient. Two different problem types may be considered.
1. Compute a periodic orbit through some given point y 0 ∈ R 2 . Here a solution of the boundary value problem with
is computed by adjusting the two parameters p = (α, β) T of the Brusselator itself. In the boundary value problem formulation (51) this means q = 2 and g(u, v) = v − y 0 .
2. Compute an orbit for given parameters α, β by searching for the initial condition y(0) = u such that the periodicity condition
is satisfied. This problem corresponds to the definition g(u, v) = −u+v in (51) and (52) with p = y(0)−ỹ 0 and some guessỹ 0 . Unfortunately, for autonomous problems the Jacobian of the boundary equation has a nontrivial kernel since the monodromy matrix has an eigenvalue one. However, the kernel vector is f (y(T )) = y (T ) since each shifted solution y(τ + t) solves the problem, too, [15] . In order to avoid this singularity the system in the Newton step in (54) is complemented by a phase condition f T 0 p = 0 [15] with a fixed vector f 0 = f (T,ỹ(T )) from the endpoint of an initial trajectory. Then, also T is considered unknown and the Newton step for the system y(T, u) − u = 0, u =ỹ 0 + p, is of the form
with a nonsingular Jacobian near the solution.
As the first application of the peer method an ODE orbit through the point y 0 = (1.8, 1.8) is computed with prescribed period length T = 7.16. Figure 3 shows the convergence of the undamped iteration (54) with the peer method of order 3, s = 5, starting parameters p 0 = (1, 3) T , and for tolerances tol = 10 −2j , j = 1, . . . , 4. The parameter off-step is (56) with a = 0.2. A closed orbit is found at p . = (1.556, 3.973). The iteration converges for tol ≤ 10 −4 and the speed of convergence improves for smaller tolerances. For the first few iterates convergence seems to be almost quadratic.
A more demanding test for the peer methods is the one-dimensional Brusselator (57) with boundary conditions (58). We use the data d 1 = 0.008, d 2 = 0.004 and difference discretization in space with only 31 interior points from [9] since we want to get only a mildly stiff ODE for the explicit peer methods and need some reference data. The problem has dimension n = 62 and shooting with initial values and fixed equation parameters (α, β) = (2, 5.45) uses the satellite method with 3 central stages and q = 62 satellites, i.e. s = 65 stages. The Newton iteration starts with constant functions y 1 (0, x) = 2.5 and y 2 (0, x) = 3.2 and period length T = 3.4. A more complete set of tolerances tol = 10 −j , j = 3, . . . , 8 was used and from (56) with a = 0.2, again. Since the period length of the orbit depends on the accuracy of the integration the period T is updated by T := T + δ in the Newton step (59) to allow for small final residuals. The results are shown in Figure 4 . For weak tolerances the residuals stagnate somewhere near the tolerance level but for tol ≤ 10 −6 they converge fast. The final period length for tol = 10 −8 was T = 3.434865839. Now that the effectiveness of the scheme has been established it is also of interest from a practical point of view to ask for which integration tolerance some required accuracy of the solution is obtained most efficiently. To this end the Newton iteration is stopped if the norm of the update d is well below the integration tolerance and the number of function evaluations for all Newton steps is counted. With the same tolerances and stepsizes as before Newton's iteration is performed until d ≤ 0.1 · tol or for at most 90 steps. Figure 5 shows the final accuracy. Obviously, for tolerances tol ≤ 10 −5 the effort is an increasing function of tol −1 .
Parameter estimation
In practical applications the structure of the ODE system
may be known but not the actual parametersp ∈ Rq of an observed solution. Here, the parameter values have to be estimated from measurements in a calibration phase. We assume that some incomplete data from the solution can be acquired at times τ i ∈ [t 0 , t end ], i = 1, . . . , µ (e.g. positions but no velocity in the pendulum problem). For ease of implementation these metering points are a small subset of the integration points of the peer method (2) but τ i = τ j , i = j, is allowed. Then, the deviation of some given solution y(t, p) from the measurements is described by scalar functions
represents the incomplete measurement at τ i . Nonlinear versions of these functions g i are possible, of course, but have not been considered. Although a multiple shooting approach may be more appropriate here [6] , for the sake of simplicity we consider again single shooting. As in (52) the unknown initial value y(t 0 ) =p ∈ R n may be considered as a set of additional parameters and with p T = (p T ,p T ) we denote by y(t, p) the solution of the ODE (1) 
The Gauss-Newton step (41) at an actual guess p with solutions y i = y(τ i , p) is
Its minimizer ∆p satisfies if its matrix has full rank q =q + n. The number of measurements µ has to be sufficiently large to determine all parameters. With exactly one datum measured at any point τ i the matrix in (61) is a sum of rank-1-matrices and m ≥q + n = q is required for a nonsingular system. Still, convergence of the simple Gauss-Newton iteration may be erratic and should be enhanced by line-searches. In a simple line search only the residual function in (60) has to be computed and no derivatives. Here, the satellite peer methods have an advantage since the central stages Y m,q+1 , . . . , Y ms , see (26), required for the evaluation of the residual do not depend on the satellite stages. So, during line search the q satellite stages can be spared. Summarizing, a simple inexact Gauss-Newton iteration with simple line search is described by:
1. choose h 0 > 0, ρ > 0, and initial guess p, 2. let λ := 0, d := 0, res0 := ∞, it := 1 3. let p * := p + λd, and Y 0j ∼ = y(t 0 + h 0 c j , p * + ρr j ), j = 1, . . . , s, 4. for i = 1, . . . , µ apply peer method (2) until t m+1 = t i and 4a. let The method is applied to a nonperiodic numerical solution of the Brusselator ODE (57) with exact parametersp = (1, 3) T , initial valuesp = y(0) = (1.8, 1.8) T , and end time t end = 7.16. Only the first component e T 1ŷ (t i ) of a high-accuracy solution obtained by DOPRI5 [8] is saved at µ = 10 points τ i = t end /10, i = 1, . . . , µ, not including t 0 . In order to hit the metering points time integration is performed with the order 3 method and fixed stepsizes. Thus, shooting uses q = 4 parameters and s = 7 stages. In Figure 6 the convergence of the iteration (62) is shown with 4 different time stepsizes h = t end 4 −j /100, j = 1, . . . , 4. The iteration number it on the horizontal axis counts all time integrations, see (62). Damped iterations are sometimes used in the beginning and can be identified through missing labels. For stepsizes h ≤ 0.005 convergence is almost independent of the stepsize. However, residuals level off at the different accuracy levels of time integration. In fact, the discretization error characterizes the noise level in the measurements g i (y) with respect to the high-accuracy solutionŷ.
Conclusion
It was demonstrated that peer two-step methods can be extended easily to obtain sensitivity information for parameter-dependent ordinary differential equations. By adding one stage for each parameter direction peer methods can approximate the solution manifold of such equations with high order on the central trajectory and with first-order accuracy in the parameter derivatives. Effort and memory requirements are much smaller than in the standard approach using the integration of variational equations. A flexible and efficient subclass, the satellite configuration, has been identified where an arbitrary number of parameter stages may be used at runtime and the computation of the satellite stages is quite cheap. A convergence analysis for an inexact Gauss-Newton iteration and several numerical tests on different problem types show that the sensitivity information from the peer method is accurate enough for good convergence of the iteration. This paper is an introduction to the design of peer methods for parameter-dependent initial value problems with several application areas like shooting and parameter estimation, no realistic comparison with other existing approaches was intended.
