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a b s t r a c t
Light detection and ranging (LiDAR) has become an important tool in forestry. LiDAR-derived models are mostly
developed by means of multiple linear regression (MLR) after stepwise selection of predictors. An increasing
interest in machine learning and evolutionary computation has recently arisen to improve regression use in
LiDAR data processing. Although evolutionary machine learning has already proven to be suitable for
regression, evolutionary computation may also be applied to improve parametric models such as MLR. This
paper provides a hybrid approach based on joint use of MLR and a novel genetic algorithm for the estimation of
the main forest stand variables. We show a comparison between our genetic approach and other common
methods of selecting predictors. The results obtained from several LiDAR datasets with different pulse densitiestepwise selection in two areas of the Iberian Peninsula indicate that genetic algorithms perform better than the other methods 
statistically. Preliminary studies suggest that a lack of parametric conditions in ﬁeld data and possible misuse of 
parametric tests may be the main reasons for the better performance of the genetic algorithm. This research 
conﬁrms the ﬁndings of previous studies that outline the importance of evolutionary computation in the 
context of LiDAR analisys of forest data, especially when the size of ﬁeldwork datatasets is reduced.
 
 
 
 
 
 
 
¸ 1. Introduction
Light detection and ranging (LiDAR) has transformed the way in
hich forestry studies are carried out. The work previously done
ith costly ﬁeldwork is partially replaced by the processing of
iDAR data. Thus, LiDAR is generally used for conducting forest
nventories (Montaghi et al., 2013; Kronseder et al., 2012), devel-
ping fuel models (Garcia et al., 2011), and characterizing the main
ertical forest information (Côté et al., 2011). Processing of LiDAR
ata for forestry applications usually starts by ﬁltering the LiDAR
oint cloud to separate terrain and non-terrain returns (Gonc
lves-Seco et al., 2011). Then, a set of statistics is extracted from 
he returns’ normalized heights and (often) intensities. Later those 
tatistics are used to develop models that regress a set of target 
ari-ables (ﬁeldwork measurements). Multiple linear regression 
MLR) with previous stepwise variable selection is mostly 
esponsible for the generation of the model (Tesfamichael et al., 
010; Dalponte et al., 2011; Sun et al., 2011; Tattoni et al., 2012).Stepwise selection andMLRarebothparametric techniques (i.e.,
they depend on the data distribution). Thismeans that they require
normality, homoscedasticity, and independence in the data to be
used properly (Demsar, 2006), although these conditions are barely
taken into account in most studies (Garcia et al., 2010b).
Machine learning has been paid increasing attention for both
classiﬁcation and regression on LiDAR in the last years (Chen et al.,
2012; Finley et al., 2013). Moreover, some authors have recently
proposed that the limitations of classical stepwise MLR on LiDAR
data could be overcome by the use of non-parametric machine
learning techniques. Thus, Zhao et al. (2011) showed that Gaussian
processes could be a good tool to improve the results of classical
MLRandmore recently,Gleasonand Im(2012) studied support vec-
tormachinesandothermodern regression techniques (e.g., random
forests) for biomass estimation. The power of machine-learning
non-parametric regression is based on the fact that it does not
depend on any priori assumptions about the data. On the other
hand, the resulting models may have a higher number of param-
eters and may lack the parametric models’ simplicity and clarity
(Millie et al., 2012). In addition, locally collected ﬁeldwork datasets
areusually reducedandcanhaveahigh level of error (Kitaharaet al.,
2010). Since machine-learning techniques have a higher intrinsic
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sependence on training data (usually ﬁeldwork), they might pro-
uce overconﬁdent predictions (Zaffalon, 2005) and have a higher
isk of overﬁtting (Hawkins, 2004), leading to subsequent problems
n generalizing the resulting models to other areas.
Furthermore, the feature selection phase (also known as vari-
ble selection or screening) is an important step in the process of
iDAR knowledge generation. A good feature selection technique
an make machine learning focus on the most important features
nd avoid redundant or irrelevant data which can affect machine
earningﬁnal result or performance (Mallet et al., 2011). Some tech-
iques such as random forests include their own feature selection
Guo et al., 2011) and for others such as the nearest neighbour
amily, it is well-known that their accuracies decrease in absence
f feature selection (Hughes, 1968). In the case of regression, the
ariables selection ﬁlters the original set of potential predictors to
eep models as simple as possible whilst their description power
s maximized following the principle of parsimony (Pen˜a, 2002).
Variable screening is classiﬁed as a hard problem in computer
cience since its complexity is exponential to the number of the
ossible parameters (2p possible models for p parameters). This
igh level of complexity introduces the need for automatic or
emi-automatic procedures to select the set of best predictors.
s stated above, stepwise selection is the most usual variable-
election technique in LiDAR-related research. It selects the best
ubset of predictors by introducing variables to the candidate
odel and removing them from it in several iterations. A set of
ypothesis tests is usually responsible for the selection of the vari-
bles that will be introduced or eliminated. The process ends when
t is possible to neither introduce nor eliminate more variables.
he fact that parametric tests (F-tests) are used to decide which
ariables are the best for the model can mean that stepwise selec-
ion works properly when the data meet parametric conditions
Garcia et al., 2010b). Normality is guaranteedwhen the data size is
arge enough according to the theorem of the central limit (Dudley,
999). Unfortunately, reduced ﬁeldwork datasets are a reality in
any studies (Lovell et al., 2005) and the limit for normality is not
nown at the time of ﬁeldwork planning. Besides, other reasons
uch as dependence of the results on the order of parameter entry
or deletion) or the absence of control for the inﬂation of type I
rrors in the sequence of statistical tests have been reported,which
as discouraged the use of stepwise regression (Whittinghamet al.,
006).
Some of the limitations of stepwise regression arise from the
act that it presumes that there is only one best subset with a num-
er of variables. This afﬁrmation is not always true and therefore
ome statisticians propose that such limitations should be over-
ome by the calculation of every possible regression with size X
Hill and Lewicki, 2006). This greedy type of technique is called
est-subset selection and provides the best model but with a much
reater computational effort.
In recent times, evolutionary computation (programming tech-
iques inspired by the Darwinian evolution process) in the form
f genetic algorithms (GAs) has appeared as a suitable tool to
vercome the previous problems related to variable selection in
nvironmental studies (Song et al., 2012). In the context of LiDAR
egression, a GA has been deﬁned as a variable-screening pro-
edure, based on the principle of evolution by natural selection,
hich develops sets of variables that have evolved to ﬁt a certain
tness function via cycles of a differential replication, recombi-
ation, and mutation procedure (Latiﬁ et al., 2012). Thus, Latiﬁ
t al. (2010) showed that the use of this type of algorithm may
mprove the results of non-parametric prediction techniques for
tand timber volume and biomass. In the same line, Latiﬁ et al.
2012) showed that GAs may also play an important role in the
election of predictors not only in LiDAR but also fused with hyper-
pectral data. Li et al. (2013) also proved GAs power when theyare combined with a linear discriminant analysis to classify tree
species. Although all of these proposals showed that GAs are suit-
able tools for improving LiDAR results, most authors used them to
optimize machine-learning techniques such as nearest neighbour
analysis or ensembles (combinations of several machine learning
techniques) but not MLR.
The purpose of this article is to compare the results of two
classical procedures (stepwise and best-subset) and a novel GA
regression procedure for the selection of variables when classical
MLR is applied on LiDAR data in two forest areas of the Iberian
peninsula. Thus, we aimed to explore the generation of new regres-
sion models with advanced variable-screening techniques such as
GAs, testing their performance and checking the signiﬁcance of the
differences from the other classical variable screening techniques.
2. Materials and method
2.1. Study sites
For this study, we used statistics extracted from aerial LiDAR
data in two forest areas in the northwest part of the Iberian
Peninsula (Fig. 1). The study area of Trabada (hereafter site A)
was a 1×4km rectangle located in the municipality of Vilapena
(Galicia, NW Spain; boundaries 644,800; 4806,600 and 645,800;
4810,600 UTM). A wide variety of landform types and an eleva-
tion range of 150 to 530masl characterize this area. The forest
type was dominated by Eucalyptus globulus Labill. stands, with
low intensity silvicultural treatments and the presence of tall
shrubs.
The study area of Guitiriz (hereafter site B) was also located
in Galicia (NW Spain) and covered about 36km2 of Pinus radi-
ata D. Don forests. In this case, the study site was deﬁned as
a 4.130×8.787km2 rectangle (586,315; 4783,000 and 595,102;
4787,130 UTM). The forest type in this area was P. radiata
stands, which were also characterized by low-intensity silvicul-
tural treatments and by the presence of tall shrubs (Supplementary
Information, Gonc¸alves-Seco et al., 2011 and Gonzalez-Ferreiro
et al., 2012).
2.2. Field data
On site A, a total of 39 square plots of 225m2 were located
and measured in the E. globulus plantations between February and
March 2005. On site B, a similar processwas carried out for a total of
54 square plots of 225m2 in P. radiata plantations between August
andDecember 2007. The plotswere selected to represent the exist-
ing range of ages, stand sizes, and densities of the studied forest.
For every tree in each sample plot, two measurements of diame-
ter at breast height (1.3m above ground level) were made at right
angles with a tree calliper. Measurements were made to the near-
est millimetre, and the arithmetic mean of the two measurements
was calculated. Total tree height was measured with a Vertex III
hypsometer.
For site A, the dry weight of the biomass fractions of each tree
was estimatedusing the equations forE. globulus inGalicia reported
by Diéguez-Aranda et al. (2009). In order to deﬁne the depend-
ent variables, the ﬁeld measurements (heights and diameters) and
the estimated dry weight of the biomass fractions were used to
calculate the following stand variables in each plot: stand crown
biomass (Wcr), stand stem biomass (Wst), and stand aboveground
biomass (Wabg). In the case of site B, the equations developed by
Diéguez-Aranda et al. (2009) were also used to estimate biomass
variables for each tree (volume and dry weight of biomass frac-
tions). Then the ﬁeld measurements (heights and diameters) and
the estimated volumes and dry weight of the biomass fractions
of Spa
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wFig. 1. Study sites located in the province of Lugo (NW
elped to estimate the following stand variables of each plot: stand
rownbiomass (Wcr), stand stembiomass (Wst), standaboveground
iomass (Wabg), stand basal area (G), dominant height (Hd), mean
eight (Hm), and stand volume (V).
.3. LiDAR data
The LiDAR data from site A were acquired in November 2004
ith an Optech Airborne Laser Terrain Mapper (ALTM) 2033 sen-
or operated at a laserwavelength of 1064nm from a ﬂight altitude
f 1500masl The beam divergence was 0.3mrad, the pulsing fre-
uency 33kHz, the scan frequency 50Hz, and the maximum scan
ngle ±10◦. The ﬁrst and last return pulses were registered. The
hole study area was ﬂown over in 18 strips and each strip was
own over three times, which gave an average measurement den-
ity of about 4 pulses m−2. To obtain two different resolutions, an
rtiﬁcial reduction based on a random selection of LiDAR returns in
grid cell of 1m2 was carried out and resulted in LiDAR data with
return density of 0.5 returnsm−2 (Gonzalez-Ferreiro et al., 2012).
The LiDARdata for site Bwere acquired in September 2007using
n Optech ALTM 3025 system, operated at 1064nm, with a laser
epetition rate of 25kHz, a scan frequency of 200Hz, a maximum
can angle of ±17◦, and a ﬂying height of 1300m asl A theoret-
cal laser pulse density of 8 pulsesm−2 was obtained. As in the
ase of study site A, an artiﬁcial dataset with a pulse density of
.5 pulsesm−2 was generated to obtain a new dataset with lower
esolution.
Furthermore, intensity values from LiDAR pulses in both areas
ere also used in this work. Intensities in both study sites werein). Top: study site of Guitiriz. Bottom: area of Trabada.
normalized according to the equation described inHöﬂe andPfeifer
(2007) to eliminate the inﬂuence of path height variations (Garcia
et al., 2010a). Unfortunately, no calibration was planned before the
ﬂights so intensity could not be corrected and therefore models
that included intensity statistics could not be directly used in other
areas. Moreover, problems related to multiple returns (Höﬂe and
Pfeifer, 2007), which are very common in forest areas, were not
taken into account either. Although the problems associated with
the use of intensity might have suggested not to include it into the
models, for the sake of comparison, we decided to follow the same
methodology as in the previously published works for the study
sites which did use intensity statistics (Gonc¸alves-Seco et al., 2011;
Gonzalez-Ferreiro et al., 2012).
Filtering, interpolation, and the development of Digital Terrain
and Canopy Models (DTM/DCM) were performed by FUSION soft-
ware (McGaughey, 2009). For ﬁltering, FUSION used an adapted
algorithm from Kraus and Pfeifer (1998). This software also pro-
vided the variables related to the height and return intensity
distributions within the limits of the ﬁeld plots in the four
datasets (original and reduced data from study sites A and B). As
stated before, we used the same complete set of variables fol-
lowing the methodology described in the previous works on both
sites.
Table1 shows the complete set ofmetrics and the corresponding
abbreviations used in this article. From now on, we will refer to
them with a preﬁx (except for the cases of cover FP and returns).
Thus, for the same statistic, the preﬁx “h” involves a calculation
from the height distribution while “i” refers to a calculation from
the intensities distribution.
Table 1
Statistics extracted from the LiDAR ﬂights’ heights and intensities used as indepen-
dent variables for the regression models.
Description Abbreviation
Percentage of ﬁrst returns over 2m cover FP
Number of returns above 2m returns
Minimum min
Maximum max
Mean mean
Mode mode
Standard deviation SD
Variance V
Interquartile distance ID
Skewness Skw
Kurtosis Kurt
Average absolute deviation AAD
25th percentile P25
50th percentile P50
75th percentile P75
5th percentile P05
10th percentile P10
20th percentile P20
30th percentile P30
40th percentile P40
60th percentile P60
70th percentile P70
80th percentile P80
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.4. Stepwise selection
Stepwise regression was primarily used to deﬁne the empirical
elations between LiDAR and ﬁeldwork incorporating and remov-
ng features from the model in several steps. It tries to preserve
he independent variables that contain relevant information and
o eliminate the redundant features following the so-called princi-
le of parsimony (Hosmer and Lemeshow, 2000). An important fact
s that the introduction or deletion of a candidate variable depends
n the result of a parametric test (F-test) which requires normal-
ty, homoscedasticity, and independence, among other conditions
Watson, 1994). For this study, data were processed using stepwise
election implemented in SPSS 15.0 software (www.spss.com).
.5. Best-subset selection
Once the stepwise regression had been applied, the Mallows’ Cp
election method was used as the best-subset selection technique.
allows’ Cp statistic follows Eq. (1), where xˆ is the predicted value
or xi, 2 is approximately the variance of the predictions in the
odel generated by the parameters selected, and p is the number
f parameters in the model.
p =
n∑
i=0
(
xi − xˆ
)2
2
+ 2p (1)
We applied the Mallows’ Cp technique implemented in the REG
rocedure of SAS/STAT (Clark et al., 2004), which performs all pos-
ible subset regressions and lists the models in ascending order
f Cp (best models are those with lowest Cp). Only models whose
arameters were signiﬁcant at a given level (in our case, 5%) were
aken into account (Gonzalez-Ferreiro et al., 2012).
.6. Genetic selectionA third level of data analysis was done using genetic selection
echniques (Goldberg, 1989; Holland, 1992). GAs are programming
echniques that maintain a population of solutions (individuals) ona computer along several generations, allow the best individuals
to reproduce, and let the worst individuals die without descen-
dants (Renner and Ekárt, 2003). The evolutionary search (which
tries to solve an optimization problem) is conducted towards bet-
ter regions of the search space on the basis of a ﬁtness measure.
Thus, each individual in a population is evaluated based on how
well it solves the given problem (ﬁtness function). The new indi-
viduals inherit the properties of their parents, and the ﬁtter ones
(with respect to thepredeﬁnedﬁtness function) survive for thenext
generation. The ﬁnal individuals (solutions) will be better than the
initial population (usually randomly selected).
The genetic selection used in this paper was implemented using
the frameworkWatchmaker (Dyer, 2006), and its complete process
is described in Fig. 2. Our GA started with a random population of
possible individuals. In our case, an individualwas a set of binary (0,
1) values associated with the possible predictors in the ﬁnal model.
Thus, the information was organized as an array where a value of
0 in a cell indicated that the corresponding predictor would not be
selected for the ﬁnal model. Otherwise, it would be included.
For each generation, the best individuals were selected and
combined to produce new individuals (offspring). For the gener-
ation of each new offspring we used a classical roulette selection
(Holland, 1992) to choose two parents for each new individual. The
roulette selection technique assigned a probability to every indi-
vidual (potential parent) according to Eq. (2) where fi is the ﬁtness
reachedby the ith individual. Then, it sorted the individuals by their
probability (decreasing order) and for each parent selection, and it
selected the ﬁrst individual that made the accumulated probability
be greater than a random value from 0 to 1.
pi =
fi∑N
i=1fi
(2)
The crossing of each pair of parents resulted in two new indi-
viduals. This process was repeated until the production of a new
offspring for each generation was completed, taking into account
that the two best individuals of the previous generation always
survived (elitism). New individuals were the result of a uniform
crossover operator (Holland, 1992) which randomly selected one
of the parent’s binary values for each candidate variable to cre-
ate a new individual. After the crossover, a mutation operator
was applied with a given probability. Thus, a mutated individual
included or removed a randomly selected predictor (changing the
value associatedwith thepredictor from0 to1or vice versa, respec-
tively).
Each individual was evaluated at the beginning of each genera-
tion using a ﬁtness function which helped the genetic algorithm
to select the best possible parents each generation. The ﬁtness
function used in this work was specially deﬁned for the estima-
tion of stand variables using MLR. Thus, it assigned the goodness
of an individual according to the quality of a MLR model devel-
oped with the individual’s selected variables. The goodness of the
ﬁtness was measured according to the Bayesian information crite-
rion (BIC, Schwarz, 1978). BIC is expressed in Eq. (3), where Lp is
the maximized log-likelihood of the model (
n∑
i=0
(
xi − xˆ
)2
/2 as in
the case of Mallows’ Cp), p is the number of predictors selected, and
n is the number of plots in the dataset. Thus, BIC could provide a
quality measurement penalizing the use of too many parameters
(and therefore following the principle of parsimony).
It is also important to outline that our ﬁtness function took into
account multicollinearity. The condition index (CI) and the vari-
ance inﬂation factor (VIF) were checked among the explanatory
variables selected by each individual. Individuals’ predictor subsets
with a condition index above30or aVIF above10weredisregarded,
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rig. 2. Visual description of the general GA scheme followed in this work with the m
s recommended by Belsley (1991) and Stevens (2002). For individ-
als with values over these thresholds, the worst possible ﬁtness
as assigned. This guaranteed the elimination of multicollinear
olutions from the population in the genetic process.
IC = −2Lp + p ln(n) (3)
AGAalways depends on a set of parameters to control the trade-
ff between searching capacity and affordable computational time.
ig. 2 shows the selected parameters used in this work which were
mpirically adjusted. Finally, GAs also suffered from a high random
nﬂuence. In this case, we reduced this undesirable effect by run-
ing the method 10 times for each dataset and variable. Then, the
edian of the genetic algorithm’s quality (the ﬁfth best result) was
elected for each case to be used in the comparison with the results
f the rest of the methods.
.7. Regression models
Linear, power function (multiplicative), and exponential MLR
odels were generated to deﬁne the relationships between the
eld measurements and the LiDAR variables selected by each
ethod. The expressions of each type of model are as presented
n Eqs. (4)–(6)
= ˇ0 + ˇ1X1 + · · · + ˇnXn + ε (4)
= ˇ0Xˇ11 + · · · + ˇnXˇnn + ε (5)
= exp(ˇ0 + ˇ1X1 + · · · + ˇnXn) + ε (6)
here Y are the dependent variables obtained from ﬁeldwork and
1,. . .,Xn can be the metrics of the distributions of return heights
nd intensities or measurements related to canopy closure from
he LiDAR data in a plot.
Before the model deﬁnition, and for selecting the best subset
f independent variables obtained by each selection technique, the
otential predictors and the dependent variables in multiplicative
nd exponential models were linearized by taking natural loga-
ithms from both sides of Eqs. (5) and (6). Once the selection wasarameters (numbers of generations, population size, probability of mutation, etc.).
performed, the linearizationwasundone to obtain the exact quality
measurements for each model.
The comparison of the estimates for the selected models was
based on the following three statistics: the coefﬁcient of deter-
mination (R2), the root mean square error (RMSE), and Bayesian
information criterion (BIC). Although BIC was used as the ﬁnal cri-
terion for best model selection because of its better suitability for
following the parsimony principle (Gonzalez-Ferreiro et al., 2012),
it doesnotprovidean intuitive ideaofmodelprecision.R2 andRMSE
were therefore calculated to provide additional information. Thus,
R2 indicates the proportion of the total variance of the depend-
ent variable explained by the model and RMSE provides an idea of
the precision of the estimates in the same units as the dependent
variable.
We were not just interested in comparing candidate models
in terms of their predictive capabilities but were interested in
comparing variable-selection methods to obtain the best subset of
predictors according to the parsimony principle. As stated before, a
parsimonious model (Pen˜a, 2002) maximices its description power
whilst it is as simple as possible. For the comparison of the mod-
els developed after the application of each selection technique, it
must be taken into account that ordinary residuals are measures
of quality of ﬁt and not measures of the quality of future predic-
tion (Myers, 1990). For prediction, models must be validated and
to this end only a newly collected dataset is recommended (Kozak
and Kozak, 2003). Therefore, model validation should be deferred
until new datasets are available.
2.8. Statistical analysis
After the generation of the quality results for the MLR models
with the variables selected by each method, a statistical analysis
was used to check the signiﬁcance in the differences among selec-
tion methods in terms of BIC. An analysis of variance (ANOVA)
is usually used for multiple comparison of results if parametric
conditions (homoscedasticity, independence, normality) are met
(Demsar, 2006). Parametric conditions were checked using the
Shapiro–Wilk (Shapiro and Wilk, 1965) and Lilliefors (Lilliefors,
Table 2
Sets of predictors selected by the evolutionary procedure for the different forest variables (depending on the different pulses densities, sites and types of modelling).
Model Var. Site A Site B
0.5 pulsesm−2 4 pulsesm−2 0.5 pulsesm−2 8 pulsesm−2
Mult. Wcr hmin, hV, hP25, imode hP60 hKurt,hP90 hID, hKurt, iSkw
Wst hP60 hP60 hP50 hID, hKurt, iSkw
Wabg hP60 hP60 hP50 hID, hKurt, imin, iSkw
G – – hKurt,hP60 hID, hKurt, iSkw
Hd – – hP95 hP95
Hm – – hP50 hP40
V – – hP50 hID, hKurt, iSkw
Exp. Wcr hP75 hP90 returns, hP50 returns,iSkw, hKurt, hAAD
Wst hP70 hP75 returns, hP50 hKurt, hP75
Wabg hP70 hP75 returns, hP50 returns, hKurt, hP75
G – – returns, hSkw, hP50 returns,iSkw, hKurt, hAAD
Hd – – hP95 hP95, iP10
Hm – – returns, hP60, iAAD hP40, iID
V – – returns, hP50 returns, hKurt, hP75
Linear Wcr hP90 hP75 returns, hP40 returns, imax, hSkw, iAAD
Wst hmin, hmode, hV, hP10 hP75 hP50 returns, hP50, imax
Wabg hP50,hP75 hP75 hP50 returns, hP50, imax
G – – returns, hP40 hID, hKurt, imin, iKurt
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967) tests for normality, and the Levene test (Levene, 1960) for
omoscedasticitywhich arewell-known techniques to check para-
etric conditions quantitatively. If normality or homoscedasticity
onditions couldnot bemet, a non-parametric proceduredescribed
n Garcia et al. (2010b) was applied instead the application of the
NOVA test. The non-parametric procedure ﬁrstly obtained the
verage ranks taking into account the position of the compared
esults with respect to each other. Thus, a value of 1 for a rank
eant that the method was the best for a test case, while a rank of
meant that it was the worst of the n compared methods. Finally
his non-parametric approachused the Friedman test and theHolm
ost-hoc procedure (see Luengo et al., 2009 for a complete descrip-
ion of both non-parametric methods) to statistically validate the
ifferences in the mean ranks.
. Results
Every selectionmethodwas tested using the stand variables and
tatistics extracted from the four datasets (site A with 0.5 and 4
ulsesm−2, site B with 0.5 and 8 pulsesm−2). The selected pre-
ictors obtained by the genetic approach for every stand variable
an be seen in Table 2. Moreover Table 3 shows how often each
echnique obtained the best or worst result in terms of BIC, R2 and
MSE.
Figs. 3 to 8 showBIC, R2 and RMSE comparisons among the three
ypes of variable selection methods for each site. In the ﬁgures, the
esults are presented in terms of the percentage of improvement
n the corresponding statistic for each variable and type of model
ompared to that obtained by theworst variable screeningmethod.
Once the results for stepwise, best-subset, and genetic regres-
ion had been obtained, a statistical analysis was performed to
emonstrate whether the differences found among their BICs were
able 3
ositions reached by the results of each algorithm depending on the quality statistic
fter elimination of ties among all techniques (ties between two techniques were
ounted).
Result Stepwise Best-subset Genetic
BIC R2 RMSE BIC R2 RMSE BIC R2 RMSE
Best 5 9 9 12 21 19 35 23 25
Worst 31 27 27 13 13 10 3 15 12hP95 hP95
hP50 hP30
hP50 returns, hP50, imax
signiﬁcant. It was possible to determine that the distribution of
results did not meet the normality condition according to the Lil-
liefors test with a p-value of <0.01 and the Shapiro–Wilk test with
a p-value of <0.0001, which were both signiﬁcant at a level of
˛=0.05. Therefore, a non-parametric multiple comparison based
on rankingswas carriedout. Themean rankingsobtainedwere1.55,
2.04, and 2.44 for the genetic, best-subset, and stepwise techniques
respectively. Thus, the evolutionary approach ranked ﬁrst on aver-
age andwe could therefore apply the subsequent Friedman test and
Holm’s post-hoc procedure to demonstrate that their differences
were signiﬁcant.
The null hypothesis for the Friedman test was that the ranks
were not signiﬁcantly different (they were not statistically differ-
ent from the mean rank r=2). When the test was applied to assure
the signiﬁcance level of the results, its p-value was lower than
1.47E−5, so thenull hypothesiswas rejected. Thenext stepwas the
use of the Holm procedure. The purpose of using Holm’s procedure
was to check that the result of every pairwise comparison between
an algorithm and our control method (genetic selection) was sig-
niﬁcant. The p-value obtained for every pairwise comparison was
lower than the required value in every case (see the columns p-
value and Holm’s threshold in Table 4), so all the null hypotheses
(i.e., that therewasno signﬁcantpairwisedifference)were rejected.
4. Discussion
Three variable screening techniques frecuently used in LiDAR
forest data analysis were tested in this work: the classical step-
wise selection, the Mallows’ Cp best-subset selection, and a genetic
selection of predictors.After analysing the BIC results obtained for every selection tech-
nique (see Table 3 and Appendix A), we observed some important
facts. First, stepwise selection showed a limited power to detect the
best subsets. It obtained the worst results in most cases (80% of the
Table 4
Results of the Holm procedure comparison when our genetic selection was com-
pared with every other algorithm for a level of signiﬁcance of ˛=0.05.
Algorithm z = R0 − Ri/SE p-value Holm’s threshold
Stepwise 4.70 2.59E−6 0.025
Best-subset 2.69 0.007 0.05
Fig. 3. Relative improvement with respect to the worst BIC for each variable and type of model in the area of Trabada with 0.5 and 4 pulsesm−2. Every result is identiﬁed by
its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
Fig. 4. Relative improvement with respect to the worst BIC for each variable and type of model in the area of Guitiriz with 0.5 and 8 pulsesm−2. Every result is identiﬁed by
its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
Fig. 5. Relative improvement with respect to the worst R2 for each variable and type of model in the area of Trabada with 0.5 and 4 pulsesm−2. Every result is identiﬁed by
its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
Fig. 6. Relative improvement with respect to the worst R2 for each variable and type of model in the area of Guitiriz with 0.5 and 8 pulsesm−2. Every result is identiﬁed by
its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
Fig. 7. Relative improvement with respect to the worst RMSE for each variable and type of model in the area of Trabada with 0.5 and 4 pulsesm−2. Every result is identiﬁed
by its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
Fig. 8. Relative improvement with respect to the worst RMSE for each variable and type of model in the area of Guitiriz with 0.5 and 8 pulsesm−2. Every result is identiﬁed
by its “site/resolution/model type/variable”, where “variable” stands for each of the variables in Table 1.
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rases with no tie among all the techniques) producing increases of
p to 30% in RMSE and 10.78% on average. Best-subset selection
erformed better than stepwise selection but also obtained limited
esults if those are compared with the evolutionary solution. Mal-
ow’s Cp provided the worst results in the 33% of cases with no tie
mong all the techniques. It also resulted in increases of nearly 30%
n theRMSEand11.23%onaverage. Finally, GAsmodelsmostly pro-
ided better results than the other variable selectionmethods since
hey obtained the same or better results (in terms of BIC) than the
est of themethods for every type of regression and variable except
or three cases in site A and one case in site B. The last results might
e attributed to the well-known random nature of GAs, which are
echniques that obtain pseudo-optimal solutions, not necessarily
he real best solution (Holland, 1992).
Although GAs obtained better results, the differences among
he variable screening techniques were not high in general, as
an be seen in Figs. 3 and 4. Our experiments showed that when
he relationship between dependent and independent variables
ould be explained with just one variable (as in site A), the dif-
erences among the performance of the different methods became
ore reduced. Otherwise (site B) the differences increased. Nev-
rtheless, even though site A provided fewer differences, GAs
esults were statistically better than those provided by the other
pproaches.
From the results obtained, an important question emerges:Why
o statistics-based selection methods (stepwise and best-subset)
btain worse results than a metaheuristic technique such as a GA?
s previously mentioned, all of the methods provided nearly the
ame models with just one explicative variable but they differed
hen several variables were important for the model. Therefore,
e can suppose that their differences were obtained in the process
ollowed to select multiple variables.
The differences found between our genetic selection and the
tepwise procedure could thus be based on the nature of their
ecision-making procedure. GAs techniques decide whether to
ntroduce a variable or not with the aim of accomplishing an
bjective (ﬁtness function) but without making any previous
ssumptions about the data (Holland, 1992). On the other hand,
tepwise selection usually applies an F-test, which is a paramet-
ic test based on an F distribution, to decide whether a candidate
ariable is included in the ﬁnal model or not (Ratner, 2012).
he F-test’s statistic can be seen in Eq. (7), where RSS is the
esidual sum of squares, n is the number of ﬁeldwork mea-
urements, and p is the number of predictors for the model
ested.
= (RSS1 − RSS2)/(p2 − p1)
RSS2/(n − p2)
(7)
The F-distribution is deﬁned as the ratio of two 2 distribu-
ions. Furthermore, a 2 distribution is deﬁned as the sum of
ormal distributions. Thus, the model’s residual distribution in
tepwise selection should be normally distributed to approxi-
ate the two 2 distributions. Otherwise the F-statitisc would not
ave the claimed distribution and therefore the p-values yielded
ould not have the proper meaning (Ratner, 2012). When the
eldwork dataset is large enough, the theorem of the central
imit (Dudley, 1999) guarantees normality, but for small datasets
his condition should be explicitly checked to assure it is met
LeBlanc, 2004).
To check normality, we used statistical tests such as the Kol-
ogorov, Shapiro–Wilk, and Lilliefors tests (Luengo et al., 2009)
pplied to the residual distributions obtained by the stepwisemod-
ls with more than one explicative variable. As was expected, the
ests rejected the normality condition of the RSSs in most cases
t a signiﬁcance level of ˛=0.05, and concretely, the Lilliefors test
ejected every single case.Although non-normality in reduced datasets might be blamed
for the problems of statistically dependent selection techniques,
another concern related to stepwise selection may increase its
undesirable effects. Thus, some researchers have reported prob-
lems regarding the use of multiple F-tests to build stepwise models
when F-tests are actually designed for unique statistical compar-
isons (Whittingham et al., 2006). This inadequate use involves an
increase in type I errors, which can reduce conﬁdence in the ﬁnal
model. Anexamplemayclarify this point. Supposeweconduct tests
on two parameters, X1 and X2, with a signiﬁcance level of ˛=0.05
in each test. If we try to extract conclusions from both, the proba-
bility of making a correct decision on both parameters will be 0.95
× 0.95 = 0.90. In general, when testing n potential predictors, the
overall error rate (also known as the family-wise error rate) in the
corresponding n tests is (1−˛)n (Garcia et al., 2010b). In a con-
text where we work with tens or hundreds of potential predictors,
this fact seriously affects the statistical selection techniques and
therefore decreases their reliability.
In the case of the best-subset regression, a previous manifold
selection is usually needed since computers may not work in the
propermanner on setswithmany predictors; for example, a 1-GHz
processor could need about 80h to deal with the variations of the
48 predictors used in this study (248 variations), but this number
can easily be higher in data fusion (Latiﬁ et al., 2012). Although
human guidance could have caused the differences in the results,
the problems related to the misuse of the F-test to assure models
with statistically signiﬁcant variables can again be the responsible
for their limited performance since the F-test is used to generate
models in which all of the variables are statistically different.
Taking into account the limitations of statistical selectionmeth-
ods, this work showed that genetic selection for LiDAR-derived
regression can be a better option in studies related to LiDAR for
estimation of forest stand variables as it has been observed in other
areas of environmental knowledge (Song et al., 2012, Ramadana
et al., 2001). Thus, genetic selection is especially interesting for
those datasets with many variables from remote data fusion (e.g.,
LiDAR+hyperspectral, LiDAR+multispectral, etc.) and when it is
suspected that parametric conditions are violated (e.g., reduced
datasets). This ﬁnding agrees with other important results in the
area (Latiﬁet al., 2012) andwithpreviousworkcriticizing stepwise-
related selection techniques (Whittingham et al., 2006).
5. Conclusions
This paper provided a hybrid approach based on the joint use
of MLR and a novel genetic algorithm for the estimation of the
main forest stand variables.Wealso showeda comparisonbetween
our genetic approach and other common methods for the selection
of predictors. The results obtained for several LiDAR datasets with
different pulse densities in two areas of the Iberian Peninsula indi-
cated that GAs statistically outperformed the rest of the variable
screening methods. Preliminary studies suggested that a lack of
parametric conditions in ﬁeld data and possible misuses of para-
metric tests could be the main reasons for the better performance
of GAs.
Although our results seem to conﬁrm that evolutionary vari-
able screening outperforms classical approaches and that its use
to develop MLR provided results that can compete with other
machine-learning techniques, further research with independent
validation data and a deeper comparison with other advanced
techniques such as Gaussian processes (Zhao et al., 2011) or
nearest-neighbour analysis (Latiﬁ et al., 2010) is needed. More-
over transferability into industry is another issue not covered in
this article. Concepts such as machine learning or evolutionary
computation require a solid background which potential users
d
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Bo not usually have. In the future, a speciﬁc software should
e provided to make evolutionary feature selection as available
s stepwise selection which is implemented in most commercial
tatistitical packages. Finally, in the light of the results, we rec-
mmend that forestry researchers avoid the use of the classical
tepwise procedure as predictors selection technique for LiDAR.
nstead we recommend the use of evolutionary selection or if it
s not available, a best-subset feature approach especially when
ore than one predictor is suspected to be included in the ﬁnal
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Tables A.1–A.3
mass in site A with 0.5 and 4 pulsesm−2. The best BICs are shown in bold type.
est-subset Genetic
IC R2 RMSE BIC R2 RMSE
70.33 0.51 4914.79 666.80 0.69 4079.95
18.44 0.64 32824.95 818.44 0.64 32824.95
29.02 0.63 37592.31 829.02 0.63 37592.31
49.67 0.71 3771.46 649.67 0.71 3771.46
87.69 0.84 22128.16 800.97 0.77 26237.74
99.26 0.83 25667.62 812.03 0.76 30234.05
50.51 0.71 3811.87 650.51 0.71 3811.87
00.03 0.80 24731.75 798.64 0.85 22117.22
09.99 0.77 29452.93 805.55 0.82 26546.40
59.79 0.63 4293.74 659.79 0.63 4293.74
01.34 0.77 26359.82 801.34 0.77 26359.82
12.82 0.75 30541.58 812.82 0.75 30541.58
45.05 0.75 3554.54 653.10 0.69 3940.95
84.45 0.85 21229.33 784.45 0.85 21229.33
95.36 0.84 24415.85 795.36 0.84 24415.85
48.94 0.72 3735.92 648.94 0.72 3735.92
94.86 0.80 24260.93 794.86 0.80 24260.93
05.27 0.80 27722.93 805.27 0.80 27722.93
B with 0.5 pulsesm−2. The best BICs are shown in bold type.
st-subset Genetic
R2 RMSE BIC R2 RMSE
86.78 0.46 8629.51 986.53 0.51 8297.40
49.22 0.67 38834.54 1149.22 0.67 38834.54
70.97 0.64 47497.25 1170.97 0.64 47497.25
57.96 0.46 10.12 257.08 0.52 9.68
83.32 0.84 2.01 83.32 0.84 2.01
78.30 0.76 1.92 78.30 0.76 1.92
01.71 0.66 96.70 501.71 0.66 96.70
74.64 0.67 6903.33 974.15 0.61 7398.72
37.60 0.76 33608.97 1137.60 0.76 33608.97
62.87 0.74 40926.34 1157.68 0.74 40476.63
47.41 0.67 8.22 247.20 0.63 8.51
83.20 0.84 2.01 83.20 0.84 2.01
74.07 0.82 1.71 74.07 0.82 1.71
97.72 0.74 86.55 490.36 0.75 83.90
83.40 0.62 7486.98 981.40 0.55 7912.76
52.60 0.71 37214.38 1151.71 0.65 39739.89
71.62 0.66 46052.73 1171.49 0.63 47725.83
54.29 0.62 8.76 253.00 0.55 9.32
82.19 0.85 1.99 82.19 0.85 1.99
77.11 0.79 1.83 77.03 0.77 1.90
04.29 0.71 91.98 503.68 0.65 98.48
Table A.3
BICs, R2, and RMSE (kgha−1) obtained by the different models to estimate forest biomass in site B with 8 pulsesm−2. The best BICs are shown in bold type.
Model Var. Stepwise Best-subset Genetic
BIC R2 RMSE BIC R2 RMSE BIC R2 RMSE
Mult. Wcr (kgha−1) 990.32 0.42 8917.63 990.32 0.42 8917.63 975.71 0.63 7234.44
Wst (kgha−1) 1152.57 0.65 40056.37 1152.57 0.65 40056.37 1137.52 0.78 32365.70
Wabg (kgha−1) 1174.45 0.61 49053.00 1174.45 0.61 49053.00 1157.99 0.78 37701.36
G (m2 ha−1) 261.39 0.43 10.45 255.64 0.53 9.55 247.30 0.63 8.52
Hd (mha−1) 81.93 0.85 1.98 81.93 0.85 1.98 81.93 0.85 1.98
Hm (mha−1) 81.68 0.74 1.98 81.68 0.74 1.98 81.68 0.74 1.98
V (m3 ha−1) 505.50 0.64 100.15 505.27 0.64 99.94 490.04 0.77 80.62
Exp. Wcr (kgha−1) 981.15 0.60 7608.05 973.82 0.68 6851.45 966.72 0.72 6415.11
Wst (kgha−1) 1132.85 0.80 30997.20 1130.83 0.82 29318.35 1130.60 0.79 31499.03
Wabg (kgha−1) 1155.44 0.77 38208.33 1154.03 0.80 36345.64 1151.93 0.79 36985.59
G (m2 ha−1) 250.09 0.65 8.42 244.32 0.68 7.99 239.01 0.71 7.60
Hd (mha−1) 89.38 0.84 2.05 80.99 0.86 1.89 80.99 0.86 1.89
Hm (mha−1) 82.02 0.79 1.84 79.87 0.75 1.95 78.87 0.78 1.86
V (m3 ha−1) 487.27 0.79 78.57 486.82 0.79 78.25 483.48 0.80 75.86
Linear Wcr (kgha−1) 985.11 0.57 7892.12 981.43 0.59 7628.16 975.80 0.67 6977.88
Wst (kgha−1) 1151.09 0.72 36698.23 1148.39 0.73 35793.09 1148.39 0.73 35793.09
Wabg (kgha−1) 1170.80 0.70 44047.91 1168.19 0.71 42996.57 1168.19 0.71 42996.57
G (m2 ha−1) 249.92 0.62 8.73 246.53 0.67 8.15 246.98 0.67 8.18
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GHd (mha ) 81.73 0.86 1.91
Hm (mha−1) 78.34 0.76 1.92
V (m3 ha−1) 503.74 0.71 91.52
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