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ABSTRACT 
 
 
Focused interviews with air traffic controllers and traffic management unit personnel, as 
well as analysis of traffic flow patterns based on Enhanced Traffic Management System 
(ETMS) data, suggest that controllers rely on underlying airspace structure to reduce the 
cognitive complexity of managing an air traffic control situation.  To understand how 
structural elements reduce cognitive complexity, a framework has been developed 
relating structure, situation awareness, and a controller’s working mental model.  It is 
hypothesized that structure forms the basis for abstractions which simplify a controller’s 
working mental model.  The working mental model is used to support the key tasks of a 
controller identified by Pawlak (1996): planning, implementing, monitoring, and 
evaluating.  Three examples of structure-based abstractions have been identified: 
standard flows, groupings, and critical points. 
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 Chapter 1 Introduction 
Air traffic controllers must provide for the safe, orderly and expeditious flow of traffic.  
This thesis examines the role of structure in reducing the cognitive complexity of 
performing the task of managing the evolution of an air traffic situation.   
 
The number of aircraft in a sector, or region of airspace, is the basic unit of complexity 
presently used in the United States.  However, the operational capacity of a sector 
depends on additional factors beyond the number of aircraft present in a sector.  Sridhar 
et al. (1998) note that the current capacity limits based on the number of aircraft in a 
sector “do not adequately represent the level of difficulty experienced by the controllers 
under different traffic conditions.” 
 
Previous research has identified many factors that appear to influence the cognitive 
complexity of an air traffic situation but are not captured by the existing metric.  These 
factors include: the distribution of aircraft within the sector, the effects of flow 
distribution relative to the shape of the sector, and the number of aircraft making vertical 
transitions.  Some of these factors can be seen in Figure 1-1 and Figure 1-2 which show 
the same number of aircraft arranged in two different patterns within the same sector.  In 
Figure 1-1 all of the aircraft are aligned in a common direction parallel to the long axis of 
the sector.  In contrast, in Figure 1-2, the diversity of aircraft headings and the presence 
of crossing paths may be a more complex air traffic situation to manage.  However, under 
the current metric, both situations represent the same degree of cognitive complexity. 
 17
  
Figure 1-1. Six aircraft distributed in an apparently simple air traffic situation.  (Image 
produced using Flight Explorer).  
 
Figure 1-2. Six aircraft distributed in an apparently complex air traffic situation.  (Image 
produced using Flight Explorer). 
Observations made during preparation of this thesis have suggested the importance of 
underlying structure as a mechanism by which cognitive complexity is reduced.  The goal 
of this thesis is to analyze the current Air Traffic Control (ATC) system to determine how 
the underlying structure of an air traffic situation reduces the cognitive complexity of 
managing that air traffic situation. 
 18
 Motivation 
A better understanding of all of the factors that impact cognitive complexity is important 
for advancing both safety and efficiency.  A fundamental tenet of the ATC system is to 
operate safely.   A controller can become overloaded when faced with a situation where 
the cognitive complexity exceeds their capabilities.  The capacity of the system is limited 
to prevent such situations from developing. 
 
More fundamentally, there is a clear need to understand the properties of the human 
operator that allow him or her to safely and efficiently control highly coupled, non-linear 
systems, such as ATC.  ATC represents a system and operational environment that is 
highly structured.  Thus, it can be used to develop a deeper understanding of how 
structure in the problem environment is used by humans to cope with general problem 
complexity.  Understanding the mechanisms by which complexity is reduced in the 
particular domain of air traffic control may provide insight into the importance of 
problem structure in more general models of human cognition. 
 
Air traffic control represents a particularly rich potential area of study.  Compared to 
other task domains, such as driving an automobile, the ATC task environment has fewer 
distractions.  This reduces the difficulty of understanding the factors in the complex 
system that affects the cognitive complexity of controlling the system.  Furthermore, the 
basic task of separation is well-defined, and does not involve significant judgements 
regarding whether it has been achieved. 
Distinguishing Cognitive Complexity, System Complexity, and 
Perceived Complexity 
As shown in the grey boxes in Figure 1-3, three distinct types of complexity can be 
identified.  System complexity is the intrinsic complexity of the air traffic situation or 
real system.  It is an objective property of an air traffic situation and will encompass 
characteristics of both the distribution of aircraft, and the underlying airspace structure.  
The system complexity represents the complexity that is inherent within the real system, 
independent of an operator controlling it. 
 19
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Figure 1-3. Notional representation of the distinctions between cognitive complexity, 
perceived complexity, and system complexity. 
As shown in the figure, through perception, a controller can gain information about the 
current status of the real system.  It is thought that this information feeds a working 
mental model or internal representation of the dynamics of the real system.  The working 
mental model appears to be used by a controller to perform the cognitive tasks that 
generate commands to control the real system.  The working mental model that is used 
will be driven by the needs of the current cognitive task being performed. 
 
Cognitive complexity is a measure of the complexity of the working mental model that is 
used to represent the real system.  It is a measure of the complexity of the representation 
of the real system that the controller must use to perform the current cognitive task.  The 
observations in this thesis suggest structure is a key influence on the working mental 
model, and hence on the cognitive complexity.  The underlying structure in the airspace 
appears to constrain and influence the air traffic situation by shaping the expected and 
typical trajectories of aircraft through a particular sector.  This underlying structure can 
be used as the basis for abstractions that simplify the working mental model, thus 
reducing the cognitive complexity. 
 20
  
In Figure 1-3 the perceived complexity is the apparent complexity, to the controller, of 
their representation of the real system.  It is thought that the controller can regulate the 
perceived complexity by adapting the cognitive tools, such as the working mental model, 
used to perform the required cognitive tasks.  On asking a controller “how complex is this 
traffic situation?”, the response will be a verbal report of how complex it appeared to him 
or her.  In many cases there will likely be close parallels between the perceived 
complexity and the actual cognitive complexity; this makes the direct inquiry technique a 
valid and useful research probe.  However, in some cases a controller may be unaware of 
the cognitive processes he or she is using which may cause a dissonance between the 
actual cognitive complexity and the reported perceived complexity. 
Underlying Airspace Structure 
The underlying airspace structure is composed of a variety of elements that shape and 
influence the evolution of an air traffic situation.  Some of these elements are physical 
objects, such as radio beacons, while others are more implicit, such as letters of 
agreement or standard operating procedures.  The coarsest level of structure is the 
division of airspace into sectors.  Sectors explicitly divide airspace into discrete units for 
which a controller, or team of controllers, is responsible.  Each sector has a well-defined 
spatial extent both horizontally and vertically.  This segregates and limits in scale the 
magnitude of the problems being dealt with by any one team of controllers.  Sectors can 
be classified into different groups based on the altitude stratum that is controlled.  An 
example of the distribution of high altitude sectors across the United States is shown in 
Figure 1-4. 
 21
  
Figure 1-4. High altitude sectors across the continental United States. (Image produced 
using Flight Explorer). 
Navigational aids, such as radio beacons like VORs, NDBs, and VORTACs, are further 
examples of structural elements.  These elements are used for navigational purposes and 
are the basis for the series of airways shown in Figure 1-5.  Other structural elements may 
include Instrument Landing Systems (ILSs), Special Use Airspace (SUA), letters of 
agreement, standard flows, and standard operating procedures. 
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Figure 1-5. High altitude airways across the continental United States. (Image produced 
using Flight Explorer). 
Structure’s Effect on Cognitive Complexity 
Understanding the impact of the underlying airspace structure on cognitive complexity is 
the objective of this thesis.  It appears that the underlying airspace structure influences 
the evolution of an air traffic situation, creating predictable patterns.  Knowledge of the 
basis of those patterns may allow controllers to create abstractions that simplify the 
cognitive tasks used to manage the evolution of the situation.  These abstractions can 
replace detailed models of the dynamics, simplifying the cognitive complexity of an air 
traffic controller’s task. 
 
These abstractions form part of a controller’s working mental model.  The working 
mental model supports Situation Awareness as well as key ATC tasks such as planning, 
monitoring and evaluating an air traffic situation.  Observations of current system 
operations have identified three key abstractions that appear to reduce cognitive 
complexity.  Understanding how structure helps form these complexity-reducing 
abstractions will allow the development of more sophisticated airspace complexity 
metrics, and aid the design airspace with the most appropriate underlying structure. 
 23
 Applications 
Understanding the role of underlying structure in reducing cognitive complexity can 
generate a number of practical benefits.  This knowledge could be used to improve 
current ATC tools and to develop new tools to assist in essential ATC tasks.  It could also 
be used to assess proposed changes in operational procedures. 
 
An understanding of the effects of structure on cognitive complexity could be used to 
enhance the sophistication of the Enhanced Traffic Management System (ETMS) tool 
used by traffic flow management personnel.  Within the ETMS system, a Monitor Alert 
function detects future air traffic situations that might require the imposition of traffic 
management restrictions to avoid controller overload.  Restrictions are imposed through 
traffic management initiatives such as ground delay programs, fix-based metering, and 
miles-in-trail requirements. 
 
The projected demand on various parts of the airspace system, e.g. airports and sectors, is 
monitored and alerts are raised if certain demand thresholds are exceeded.  Alerts are 
communicated through the Aircraft Situation Display (ASD) shown in Figure 1-6.  
Understanding how underlying structure impacts the cognitive complexity of the situation 
could help to improve the Monitor Alert tool to support better decision-making.  This 
could lead to more effective use of the available capacity in the system.  Moreover, 
situations likely to cause controller overload could be identified earlier and less disruptive 
intervention strategies could be implemented. 
 
A key result of a survey of complexity factors identified by controllers in the United 
Kingdom highlights an additional application.  Amongst the complexity factors 
identified, airspace design was rated second only to traffic volume (Kirwan, 2001).   A 
more complete understanding of the factors that contribute towards cognitive complexity 
could be used to provide systematic guidance for the design of less complex airspace. 
 24
  
Figure 1-6. Example of an alert for sector ZKC02 being displayed in the Aircraft Situation 
Display (ASD). 
The development of a more comprehensive understanding of the role of structure in 
cognitive complexity could also be used to support the development of more appropriate 
computer support tools.  An understanding of how structure allows a controller to 
simplify their representation of an air traffic situation would allow tools to be developed 
that enhance a controller’s Situation Awareness.  Furthermore, new tools such as the User 
Request Evaluation Tool (URET) and Direct-To (part of the Center-TRACON 
Automation System (CTAS)), have the potential to change the underlying structure of air 
traffic situations.   To achieve the maximum benefits from such tools, their impact on the 
cognitive complexity of the ATC task must be understood. 
Map of Thesis 
This thesis proceeds as follows.  Chapter 2 reviews some definitions of complexity and 
examines previous work on complexity in ATC.  Chapter 3 describes field observations 
of the current system that identified the importance of some key structural factors.  
Chapter 4 presents an analysis of the use of structure in controller-pilot communications.  
A model of the relationships between Situation Awareness, some of the key processes 
involved in air traffic control, and a controller’s working mental model of an air traffic 
situation are presented in Chapter 5.  As well, a relationship between abstractions and 
mental models is presented.  Chapter 6 presents examples of structure-based abstractions 
that were identified as reducing cognitive complexity.  Chapter 7 presents the conclusions 
of this study. 
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 Chapter 2 Background and Literature Review 
Definitions of Complexity 
The concept of complexity has been defined in multiple ways across a variety of 
domains.  For example, multiple measures of the complexity of software code have been 
generated in the field of computer science.  The definitions that have been generated are 
not immediately adaptable to the problem of cognitive complexity in ATC.  However, 
they do provide insight into important components of the concept of complexity. 
 
According to the Random House dictionary, something that is complex is defined as 
being “composed of interconnected parts” (Random House, 1999, p. 180).  It is more 
difficult to project the future behaviour of a system with a high number of connected 
components.  Connections between components create dependencies that reduce the 
effectiveness of any simplifying models that may be used to project future behaviour. 
 
Many definitions of complexity revolve around the “size”, “count” or “number of” items 
in an object.  The number of lines of code contained in a computer program, for example, 
is often used as a measure of the program’s complexity.  Algorithmic Information 
Complexity is a measure of the shortest program required to produce a particular output 
(Edmonds, 1999).  However, as Edmonds points out, size seems to highlight a potential 
for complexity, but may not be sufficient to account for the full richness of what is meant 
by complexity.1 
 
An important additional attribute of complexity is the degree of disorder in the system.  
The greater the degree of disorder of a system, the greater the amount of information 
required to describe it (Edmonds, 1999).  A related definition of complexity is the 
measure of the minimum possible length of a description of a system in a particular 
language (Edmonds, 1999).  Systems that can be described by highly ordered, or 
                                                 
1 Edmonds (1999) provides the example of comparing a chest of nails against the components of a simple 
microprocessor.  Both could have the same count of base objects, but one would be “complex” in ways that 
the other clearly was not. 
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 minimum length, descriptions are relatively simple, while random expressions have 
maximal complexity.  Edmonds (1999) offers as a working definition of complexity: 
That property of a language expression which makes it difficult to formulate 
its overall behavior, even when given almost complete information about its 
atomic components and their inter-relations. 
An analogy can be made to the complexity of producing a proof in mathematics.  Even 
given all the formal rules and axioms, the production of a proof can be a very difficult 
cognitive task.  This definition captures an essential notion of cognitive complexity of 
many ATC tasks: in spite of the availability of almost complete information about where 
aircraft currently are (e.g. through a radar situational display) and where aircraft are 
expected to go (e.g. through flight strips), formulating accurate expectations of the 
evolution of an air traffic situation is very difficult. 
 
Finally, cyclomatic complexity is a complexity metric that attempts to capture the 
dependencies between components.  It considers the number of linearly independent 
loops through a system, with the assumption that the greater the number of feedback 
loops, the greater the potential for complex behaviour (Vikal, 1999).  Vikal (1999) has 
used cyclomatic complexity to analyze the apparent complexity of a flight management 
system to a pilot. 
ATC Complexity Factors 
The study of complexity in ATC has focused on the identification of factors and 
influences that appear to make an air traffic situation more or less complex.  A survey of 
the literature relating to complexity in air traffic control was presented by Mogford 
(1995).  An exhaustive listing of various factors identified throughout the literature has 
been compiled by Majumdar (2002). 
 
A variety of techniques have been used to elicit complexity factors.  Mogford (1993, 
1994) used two distinct approaches to identifying complexity factors, direct and indirect.  
Direct techniques use the results of verbal reports, questionnaires, and interviews to elicit 
complexity factors.  Indirect techniques use statistical techniques analyzing controller 
judgements of the relative complexity of different air traffic situations to determine 
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 potential complexity factors.  Results indicated the direct technique was an appropriate 
and adequate tool for identifying potential complexity factors (Mogford 1994). 
 
Complexity factors previously identified in the literature have included the distribution of 
aircraft in the air traffic situation and properties of the underlying sector.  Relevant 
characteristics of the underlying sector have included sector size, sector shape, the 
configuration of airways, the location of airway intersections relative to sector 
boundaries, and the impact of restricted areas of airspace.  Coordination requirements 
have also been identified as a factor in ATC complexity.  This factor depends on the 
design of the airspace and the structure that defines interactions between controllers in 
adjoining sectors. 
Complexity Metrics 
In the literature on ATC complexity factors, underlying airspace structure has been 
identified as being a key contributor to complexity.  However, those complexity factors 
do not appear to have been systematically accounted for in existing metrics of 
complexity. 
 
Several metrics have been developed in response to the need for more sophisticated 
measures of complexity.  The need for continued advances in efficiency and aircraft 
utilization is motivating development of new concepts that may significantly change the 
role of an air traffic controller.  To gain operational acceptability, it is important to be 
able to understand the implications changes to the current system will have on the 
cognitive capabilities of air traffic controllers. 
 
Delegating separation assurance responsibility to aircraft is one example of an air traffic 
management concept that has generated significant research interest in ATC complexity 
(RTCA, 1995).  Integral to an implementation of this concept is the notion of dynamic 
density.  Conceptually, dynamic density is a measure of complexity that would be used to 
define situations that were complex enough that centralized control would still be 
required (RTCA, 1995). 
 29
  
A metric of dynamic density was proposed by Laudeman et al. (1998) and used by 
Sridhar et al. (1998).  The factors used in this metric were inferred from informal 
interviews with controllers and are reproduced in Table 2-1.  Laudeman et al. (1998) 
obtained values for the relative weights of the factors in this table by regression against 
measures of controller activity and subjective appraisals of traffic complexity by 
controllers. 
 
The factors identified by Laudeman et al. naturally group into three categories:  
• Density Factors 
• Transition Factors 
• Conflict Factors 
The density factors attempt to capture the effects of both the overall loading as 
represented by the total number of aircraft and any localized pockets or clusters of 
aircraft that may require extra monitoring due to the close proximity of those aircraft.  
The transition factors capture changes in an aircraft’s state in any of the three axes of 
heading, altitude, or speed.  Through interviews with controllers, Sridhar et al. (1998) 
identified trajectory changes and the required increased monitoring vigilance as 
significant contributors to complexity (Sridhar et al., 1998).  Finally, the conflict factors 
reflect the complexity that the presence of a potential conflict may add to a situation. 
 
All of the factors listed in Table 2-1 are based explicitly on properties of the aircraft 
distribution.  Laudeman et al. (1998) explicitly state that, 
The choice of factors was constrained by the requirement that the factors be 
able to be computed in real time using radar track data or information that 
could be derived from radar track data… 
Such a constraint results in a lack of systematic inclusion of the effects of structure.  As 
Sridhar et al. (1998) note, the “current measure represents only the traffic flow conditions 
and could be improved by incorporating effects of structural characteristics like airway 
intersections, as well as other dynamic flow events such as weather.” 
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 Table 2-1 Factors used in NASA dynamic density metric. 
DENSITY FACTORS 
• Aircraft 
• Aircraft with 3-D Euclidean distance between 0-5 nautical miles. 
• Aircraft with 3-D Euclidean distance between 5-10 nautical miles. 
TRANSITION FACTORS 
• Aircraft with heading change greater than 15° 
• Aircraft with speed change greater than 10 knots or 0.02 Mach. 
• Aircraft with altitude change greater than 750 feet. 
POTENTIAL CONFLICT FACTORS  
• Aircraft with lateral distance between 0-25 nautical miles and vertical 
separation less than 2000 / 1000 feet above / below 29000 ft 
• Aircraft with lateral distance between 25-40 nautical miles and vertical 
separation less than 2000 / 1000 feet above / below 29000 ft 
• Aircraft with lateral distance between 40-70 nautical miles and vertical 
separation less than 2000 / 1000 feet above / below 29000 ft 
 
An alternative approach to developing a complexity metric emerged from a study 
performed by the Wyndemere Corporation (1996).  Informal focus groups of controllers 
identified a set of potential complexity factors.  Several factors associated with 
underlying structure were identified, such as the importance of special use airspace, the 
proximity of conflicts to sector boundaries, and the number of facilities the controller 
must interact and coordinate with. 
 
Through a series of controller-in-the-loop experiments and focus group sessions, a 
complexity metric was generated in the form of a weighted value equation.  Due to 
computational and information availability limitations, not all of the identified factors 
were included in the metric.  The terms in the resulting complexity measure are listed in 
Table 2-2.   
 
Most of the terms reflect “geometrical factors” such as points of closest approach, 
heading variations, and aircraft densities.  One factor is explicitly identified as capturing 
“airspace structure.”  This term computes the correspondence between aircraft headings 
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 and an identified “long axis” of a sector.  Aircraft crossing “against the grain” are 
expected to be significantly more complex than those that are “going with the flow.” 
Table 2-2. Terms in complexity metric developed by Wyndemere Corporation (1996). 
WYNDEMERE’S COMPLEXITY MEASURES 
• Aircraft Count 
• Convergence Angle 
• Crossing Altitude Profiles 
• Climbing or Descending Aircraft 
• Closest Points of Approach 
• Aircraft Density 
• Intent Knowledge 
• Aircraft Neighboring Conflict 
• Conflict Near Sector Boundary 
• Altitude Variation 
• Heading Variation 
• Speed Mix 
• Aircraft Proximity to Sector Boundary  
• Airspace Structure 
 
Other metrics that are currently in operational use are based on traffic densities and sector 
transit times (e.g. Nav Canada PACE model: Stager et al., 2000).  The effects of clusters, 
regions of high local traffic density in a sector that has low overall traffic density, have 
been analyzed by Aigoin (2001).  Aigoin (2001) suggested complexity can be identified 
as being a function of both inter-cluster, and intra-cluster factors.  Intra-cluster 
complexity techniques developed by Delahaye and Puechmorel (2000) are used to 
evaluate a complexity contribution from aircraft within a single cluster.  Inter-cluster 
complexity is an additional consideration that models and evaluates the complexity 
associated with interactions between the distinct clusters (Aigoin, 2001). 
 
Finally, some metrics may implicitly capture some of the effects of structure.  Delahaye 
and Puechmorel (2000) have examined measures of topological entropy as a means of 
quantifying the complexity of a traffic situation.  The aircraft within a sector are modeled 
as elements of a dynamical system for which the Kolmogorov entropy can be computed.  
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 A high entropy value is associated with significant disorder in the trajectories, which is 
interpreted as indicating a high level of complexity in the system. 
 
Based on the survey of complexity metrics in ATC, there appears to be a lack of 
systematic inclusion of the effects of underlying structure on cognitive complexity.  Two 
air traffic situations may have an identical dynamic density value, but may not be of the 
same cognitive difficulty due to cognitive simplifications provided by the structure in one 
of the situations. 
ATC Tasks 
Cognitive simplifications are dependent on the cognitive tasks the controller must 
perform.  The most important task for controllers is ensuring all aircraft are separated 
from each other, restricted airspace, and terrain.  Controllers also have the responsibility 
of ensuring the orderly flow of traffic and must ensure that any traffic management 
restrictions are met.  Approach clearances, weather and ride reports, re-routing requests, 
and handling emergency situations are some of the services provided by controllers.  
Extensive compilations of the tasks and goals of controllers have been produced by 
Rodgers and Drechsler (1993) and Endsley and Rogers (1994). 
Situation Awareness 
A key process in performing these tasks is maintaining Situation Awareness.  Endsley 
(1994) defines Situation Awareness as “the perception of elements in the environment, 
within a volume of time and space, the comprehension of their meaning, and the 
projection of their status in the near future.”  There are three levels of Situation 
Awareness in this definition: 
 
 Level 1: Perception of elements in the environment 
 Level 2: Comprehension of significance of those elements 
 Level 3: Projection of future states of those elements. 
As illustrated in Figure 2-1, in Endsley’s (1994) model, Situation Awareness supports 
and influences the controller’s decision making process.  The result of the decision 
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 making process is the performance of some set of actions which modify the environment  
The changes are perceived, updating the controller’s Situation Awareness, and 
completing a feedback loop. 
 
SITUATION AWARENESS DECISION PROCESS PERFORMANCE OF ACTIONS 
LEVEL 3
Projection
LEVEL 2 
Comprehension
LEVEL 1 
Perception
Figure 2-1. Endsley (1994) model of Situation Awareness in human decision making. 
Key ATC Processes 
As shown in Figure 2-1, Situation Awareness supports and is used by the controller’s 
decision process.  Pawlak (1996) has previously suggested there are four key processes in 
ATC: 
• Planning 
• Implementing 
• Monitoring 
• Evaluating 
The planning, monitoring, and evaluating processes are sub-processes of the decision 
process.  The implementing process identified by Pawlak forms part of the performance 
of actions. 
 
The planning process is the act of producing and maintaining a plan for managing an air 
traffic situation.  Producing such a plan requires detailed knowledge of the expected 
trajectories of aircraft, or Level 3 Situation Awareness.  To manage the air traffic 
situation to produce the desired conflict-free trajectories, the output of the planning 
process is implemented.  The implementing process communicates verbal control 
commands to pilots, other controllers, or other facility personnel (e.g. traffic management 
unit personnel). 
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In the monitoring process, a controller checks the conformance of aircraft trajectories 
against those expected based on the plan.  Deviation from the expected trajectory is 
interpreted as an indicator of an anomalous situation that requires attention.  For example, 
by monitoring the progress of an aircraft, controllers can recognize when 
communications contact is not established when the aircraft initially enters their airspace.  
The monitoring process can also be crucial in detecting automation failures such as 
anomalous Traffic Alert and Collision Advisory Service (TCAS) resolutions. 
 
Controllers actively evaluate the current air traffic situation to ensure that all potential 
conflicts are being resolved.  In response to new information, for example a new aircraft 
entering the sector, a need for adjustments can be identified, and the planning process 
triggered.   
Summary 
A number of factors influencing complexity are consistently reported throughout the 
literature surveyed.  The number of aircraft being controlled is almost universally 
identified as a key factor.  Also common is an identification of the difficulty of handling 
aircraft in vertical transition.  Most of the factors used in current metrics are “geometric 
factors”; they are readily measurable from a snapshot of an air traffic situation, but they 
do not capture the effects of the underlying structure and its impacts on the cognitive 
complexity of managing that situation. 
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 Chapter 3 Field Observations and Key Complexity 
Factors 
Field observations were performed of live operations to elicit key factors that controllers 
identified as impacting the complexity of an air traffic situation.  The results of these 
observations are presented in a list of key complexity factors reported by controllers. 
Methodology 
A series of site visits were performed at various ATC facilities in the United States and 
Canada.  Site visits consisted of observations of ATC activity and interviews with key 
personnel including air traffic controllers, traffic management unit (TMU) personnel, and 
training staff.  Table 3-1 shows the facilities visited and the key personnel interviewed at 
each facility.  As shown in the table, although site visits were performed predominantly at 
the Boston TRACON, multiple en-route centers were also visited.  Results were 
corroborated with the findings of researchers who had conducted similar observations at 
Oakland Center in California, and various facilities in France.   
Table 3-1. Facilities visited for field observations. 
FACILITY 
NAME 
LOCATION PERSONNEL 
INTERVIEWED
FACILITY 
TYPE 
DATES 
Boston 
TRACON 
Boston, MA, 
USA 
Controllers, TMU, 
Training Staff 
Terminal 
Area 
November 20, 2000 
December 18, 2000 
December 20, 2000 
January 25, 2001 
January 26, 2001 
February 6, 2001 
February 7, 2001 
February 14, 2001 
Boston Center Nashua, NH, 
USA 
Controllers, TMU, 
Training Staff 
En-route 
Center 
December 14, 2000 
May 23, 2001 
Cleveland 
Center 
Oberlin, OH, 
USA 
Controllers, TMU En-route 
Center 
October 18, 2001 
October 19, 2001 
October 20, 2001 
Montreal Area 
Control Centre 
Montreal, PQ, 
Canada 
Controllers En-route 
Center 
May 28, 2001 
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 At each facility, observations of traffic flows and controller activity were performed 
while located next to controllers working live air traffic situations.  The radar display was 
observed directly and radio communications between controllers and pilots were 
monitored using an extra headset.  During these observation periods, controllers would 
often explain a set of control actions and the basis for performing them. 
 
Focused interviews were conducted with key personnel at each facility.  The focused 
interviews with air traffic controllers consisted of questions posed during the live 
observations as well as during “break-out” sessions generously conducted during 
controllers’ break periods.  A summary of the questions posed to each controller appears 
in Table 3-2.  The questions were designed to elicit the key factors that drive complexity, 
as well as to determine the important structural characteristics of a sector.   
 
At some facilities, focused interviews were also conducted with traffic management unit 
personnel and members of the training staff.  A summary of the questions posed to each 
group appears in Table 3-2.  Traffic management personnel were interviewed to 
determine the factors they used to determine when to impose traffic management 
restrictions.  Training department staff were interviewed to determine how the underlying 
structure is communicated to controllers during the training process. 
 
To gain additional insight, the current traffic patterns that exist within the current ATC 
system were examined.  Traffic pattern data based on an Enhanced Traffic Management 
System (ETMS) data feed was obtained and used to examine the standard flows within 
the current ATC system.  The ETMS feed was obtained through Flight Explorer software 
(www.flightexplorer.com). Using this software, images of traffic flow in the current ATC 
system were obtained and analyzed.2 
                                                 
2 It must be cautioned that the ETMS data was filtered by the provider to remove military and other 
potentially sensitive aircraft, and thus may under represent the real traffic situation. 
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 Table 3-2. Questions used in focused interviews of controllers, traffic management unit 
personnel, and training department staff. 
TRAFFIC MANAGEMENT UNIT PERSONNEL  
• What are the key factors influencing complexity? 
• What determines the values used in miles-in-trail restrictions? 
• What factors determine a decision to impose a flow restriction? 
• How do you evaluate the complexity of a situation? 
AIR TRAFFIC CONTROLLERS 
• What are the key factors influencing complexity? 
• What is the most / least difficult sector? 
• What characteristics make a sector more / less difficult? 
• What airspace changes would you make to reduce complexity? 
• What are some of the structural elements in this sector? 
• What techniques / tricks do you use in difficult situations? 
• What are the “hotspots” in this sector? 
• (TRACON only) What runway configuration makes this sector hard? 
• If you could change one thing about the airspace, what would it be? 
• How do you use the structural elements in this sector? 
• How does structure reduce uncertainty? 
TRAINING DEPARTMENT STAFF 
• What are the key factors influencing complexity? 
• What techniques do you teach controllers for dealing with difficult situations? 
• How are Standard Operating Procedures taught? 
• What knowledge base is required? How is it taught? 
• How are controllers instructed to build a plan?  How is the planning process taught? 
• How are holding procedures taught? 
 “Easy” / “Hard” Sector Comparison 
As shown in Table 3-2, controllers were asked to identify “easy” and “hard” sectors.  
Traffic patterns through these sectors were examined to determine if there was any 
correlation between structural elements in the sectors and the reported complexity of a 
sector.  Illustrative examples were found in both the TRACON and en-route (Center) 
environments. 
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 In the site visits to Boston Center controllers identified the Utica sector as easier than the 
Albany sector.  Utica sector is a high altitude sector near the western boundary of Boston 
Center.  It controls a westbound flow that converges at the Syracuse VOR; subsequently, 
the traffic is handed off to Cleveland Center.  Albany sector is a low altitude sector 
centered on the Albany VOR.  A multitude of flows cross through this sector, including 
traffic arriving and departing the Albany airport, traffic destined to Newark (New Jersey), 
and Bradley (Hartford) airports as well as local traffic to Boston operating at lower 
altitudes.  
 
Using an ETMS data source, traffic flow patterns through each sector were collected over 
a twenty-four hour period.  Approximately the same number of aircraft passed through 
each sector during the twenty four hour period (Utica: 268 aircraft; Albany: 231 aircraft).  
Figure 3-1 (Utica) and Figure 3-2 (Albany) show images of each aircraft trajectory 
passing through each sector over the twenty four hour traffic sample.  The trajectories of 
aircraft that appear to be on standard flows in the sectors were identified and are 
highlighted by thick lines  
 
 
 
Figure 3-1. Image of 24 hours of traffic 
through “easy” sector 
(Utica). 
Figure 3-2. Image of 24 hours of traffic 
through “hard” sector 
(Albany). 
 
Controllers reported that the high percentage of crossing traffic in the Albany sector was 
a key factor in making the sector “hard.”  As shown in Figure 3-2 Albany sector also has 
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 more standard ingress and egress points, more standard flows and a greater amount of 
interaction between those flows.  A large number of aircraft in vertical transition were 
observed.  In contrast, the Utica sector shown in Figure 3-1 contained traffic flying 
predominantly in a uniform direction (westbound).  Fewer aircraft were observed making 
vertical transitions, and there was significantly less interaction with crossing traffic.   
 
The Utica sector is often combined with a sector directly to the north of it, Watertown 
sector.  During periods of high traffic demand, the sectors are split with separate 
controller teams working each sector.  The implementation of Severe Weather Avoidance 
Procedures (SWAP) was identified as a typical reason causing a sector split.  In these 
scenarios, traffic to Boston and New York can be rerouted through Canadian airspace, re-
entering U.S. airspace as an eastbound flow through the Watertown sector.  To reduce the 
cognitive complexity associated with controlling opposite direction flows, the Watertown 
and Utica sectors are split. 
 
Similar patterns in the distinction between “easy” and “hard” sectors were observed 
within the terminal environment at the Boston TRACON.  The difficulty of these sectors 
is closely related to the runway configuration in use at the airport.  In one runway 
configuration, “33 Left/Right, 27”, where landings occur on runway 33 Left/Right and 
departures occur on runway 27, controllers indicated the Rockport sector was 
significantly harder than the Plymouth sector (see Figure 3-3). 
 
In this configuration, most landing traffic will use runway 33 Left.  As shown by the 
thick lines in Figure 3-3, the controller working the Rockport sector must merge six 
distinct flows of aircraft together to form the downwind to handoff to the final approach 
controller.  The heavy lines illustrating the flows from the west and east account for four 
distinct flows; each line represents both a jet flow and turboprop aircraft flow that are 
separated only by altitude.  All six flows must be combined at one altitude into a single, 
sequenced, flow to be passed to the final approach controller. 
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 The final approach controller is responsible for establishing aircraft on their final 
approach course.  This controller must make the final merge between aircraft on the 
downwind flow provided by the Rockport sector, and aircraft arriving from the south 
through the Plymouth sector.  The Plymouth sector controls the airspace in the southern 
half of the Boston TRACON.  The Plymouth sector was reported to be significantly 
simpler than Rockport sector and the final approach position in this configuration.  As 
can be seen in Figure 3-3, only a single merge operation occurs in the Plymouth sector 
and there is minimal interaction between the flows. 
 
Rockport 
(Hard) 
(2 Flows) 
(2 Flows) 
I
BOS
Plymouth 
(Easy) 
N 
Figure 3-3. Plymouth sector (horizontal shading) performs minimal merging and was 
identified as being significantly easier than Rockport sector (vertical 
shading) which merges six flows when arrivals are on runways 33L, 33R and 
27.  Some lines represent two distinct flows where turbo-props and jets 
follow the same lateral path but are segregated by altitude.  (Graphic adapted 
from original courtesy Boston TRACON training department). 
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 Key Complexity Factors List 
Based on the focused interviews with controllers, traffic management personnel, and 
training staff, a list of the key factors influencing complexity was developed and is 
presented in Table 3-3.  Further analysis using ETMS data sources corroborated the 
results.  No attempt has been made to rank the factors.  However, they have been found to 
fall into three categories: Airspace Factors, Traffic Factors, and Operational Constraints.  
The following sections describe each of the factors identified in Table 3-3. 
Airspace Factors 
Airspace Factors are those factors related to properties of the airspace.  Represented are 
both internal properties, such as the distribution of navigational aids, and external 
properties, such as sector shape and coordination activities. In general, these factors are 
quasi-static, characterizing the underlying context within which a traffic load exists. 
Sector Dimensions 
The sector shape is defined by the three dimensional boundary of the physical airspace.  
Sector shapes are often irregular in response to local needs and adaptations.  Adaptations 
often consist of small blocks of airspace, of a limited altitude range, that are added to the 
boundary of the sector that are known as “shelves”.  The sector shape will determine how 
much coordination with adjacent controllers will occur, how long aircraft will be under 
the control of the controller working the airspace, and how difficult the airspace is for a 
new controller to learn. 
 
The physical size of a sector can affect cognitive complexity in various ways.  A larger 
sector size will increase the possible number of events requiring attention, as there are 
typically more aircraft in a larger sector.  However, in a smaller sector, events happen 
more quickly, and the manoeuvring options available to the controller may be limited. 
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 Table 3-3. Key factors reported by controllers as influencing complexity. 
AIRSPACE FACTORS 
• Sector dimensions 
 Shape 
 Physical size 
 Number of Flight Levels 
 Effective “Area of regard” 
• Letters of Agreement / Standardized Procedures 
• Number and position of standard ingress / egress points 
• Spatial distribution of airways / Navigational aids 
• Standard flows 
 Number of 
 Orientation relative to sector shape 
 Trajectory complexity 
 Interactions between flows (crossing points, merges) 
• Coordination with other controllers 
 Hand-offs 
 Point-outs 
TRAFFIC FACTORS 
• Density of traffic 
 Clustering 
 Sector-wide 
• Aircraft encounters 
 Number of 
 Distance between aircraft 
 Relative speed between aircraft 
 Location of point of closest approach (near airspace boundary, merge points etc…) 
 Difficulty in identifying 
 Sensitivity to controller’s actions 
• Ranges of aircraft performance 
 Aircraft types (Boeing 747 vs  Cessna 172) 
 Pilot abilities 
 Control services required (IFR vs VFR) 
• Number of aircraft in transition 
 Altitude / Heading / Speed 
• Sector transit time 
OPERATIONAL CONSTRAINTS 
• Restrictions on available airspace 
 Presence of convective weather 
 Activation of special use airspace 
 Aircraft in holding patterns 
• Buffering capacity 
• Procedural restrictions 
 Noise abatement procedures 
 Traffic management restrictions (e.g. miles-in-trail requirements) 
• Communication limitations 
• Wind Effects 
 Direction, strength, changes 
 
 44
 The number of flight levels in a sector can reduce cognitive complexity by simplifying 
problem resolution.  Given the same number of aircraft, more flight levels, such as under 
Reduced Vertical Separation Minimum (RVSM) standards, provide more opportunities 
for controllers to use vertical separation of aircraft.  This reduces the number of altitude 
transitions or vectors that must be used to solve potential conflicts. 
 
Events occurring outside and near sector boundaries can be important contributors of 
cognitive complexity.  As shown in Figure 3-4, the “Area of Regard” is greater than the 
physical dimensions of the sector.  Aircraft outside of the boundaries of a controller’s 
sector can be important for the planning and evaluating processes and can impact 
decisions regarding aircraft currently within the sector.  In the field observations, 
controllers often spent as much time attending to incoming aircraft, and their impact on 
the sector, as to the active aircraft in the sector. 
 
Sector B
Sector A
Sector D
Sector C
“Area of Regard” 
Figure 3-4. “Area of Regard” (dashed line) extends beyond the physical boundaries 
(solid line) of Sector A. 
Letters of Agreement, Standardized Procedures, and Number and Position 
of Standard Ingress / Egress Points 
The importance of the “Area of Regard” is strongest in sectors with well-defined flows.  
Such sectors tend to have well defined standard ingress and egress points.  In these 
sectors, controllers often establish communications with an aircraft before the aircraft 
physically enters the sector, or “Area of Responsibility.”  In these situations, they are 
usually issuing commands established by standard operating procedures defined between 
the sectors, or under the terms of a Letter of Agreement (LOA) between two facilities.  
Additionally, control was often transferred to a “downstream” controller before the 
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 aircraft had reached the exit boundary of the sector.  The presence of well defined flows 
and standard ingress and egress procedures appears to allow controllers to actively 
anticipate problems and plan solutions earlier, reducing the cognitive complexity. 
Spatial Distribution of Airways / Navigational Aids 
The most obvious structural elements in a sector are the airways and navigational aids.  
The high altitude airway structure across the United States was shown in Chapter 1 in 
Figure 1-5.  Navigational aids can include any ground based equipment useful for 
navigation such as VORs, NDBs, and VORTACs. 
 
The number of airways in a sector, the frequency with which they are used, and the 
spatial distance between the airways are examples of complexity factors identified by 
controllers.  The more densely packed the airways, the closer aircraft trajectories must be 
monitored to ensure that aircraft do not stray from one airway and interact with aircraft 
on an adjacent airway.   
 
The number of navigational aids was reported as a key factor.  Navigational aids create 
common points of reference.  These common points will be crossed by many aircraft 
trajectories, concentrating the interactions between aircraft at the particular location. 
Standard Flows 
Standard flows emerge from standardized procedures, letters of agreement, and other 
constraints on traffic patterns. Standard flows are often associated with the underlying 
airway structure, but are not necessarily based on or equivalent to it.  The constraints 
generated by the standardized procedures, letters of agreement, and airway structure 
produce repeated patterns of aircraft trajectories.  This creates easily identifiable flows of 
aircraft that will continue to be represented within a controllers mind even in the absence 
of aircraft actually populating the flow.   
 
Standard flows were observed in both terminal and en-route environments.  Figure 3-5 
shows the standard arrival and departure paths for aircraft arriving and departing from 
Logan airport in Boston.  In the en-route environment, arrival and departure standard 
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 flows were observed.  For example, Figure 3-6 shows the trajectories for aircraft 
departing from any of the three major New York airports, and Figure 3-7 shows the 
trajectories of aircraft destined for Dallas Fort Worth (DFW). 
 
 
BOS
Figure 3-5. Example of standard arrival (thick, dark grey) and departure (thick, light 
grey) flows through Boston TRACON airspace.  (arrivals: 27, 22L, 
departures: 22R, 22L).  (Graphic adapted from original courtesy Boston 
TRACON training department). 
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Figure 3-6. Routes of flight for aircraft departing south and west from New York Airports 
(JFK, Newark, La Guardia).  2:43 p.m. (EDT), April 30, 2001,  (Image produced 
using Flight Explorer). 
 
Figure 3-7. Routes of flight for aircraft destined for Dallas Fort Worth (DFW).  12:19 p.m. 
(EDT), June 19, 2001.  (Image produced using Flight Explorer). 
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 Controllers reported that the number of standard flows in a sector was an important 
complexity factor.  The number of directions that the standard flows represent was also 
observed to be an important factor; handling flows from multiple directions was 
considered significantly more complex than handling flows from the same direction.   
 
The distribution of flows relative to the sector shape was stressed by controllers as being 
a key complexity factor.  Aligning flows to the “long” axis simplifies the identification of 
potential conflicts.  Having longer to plan and implement a resolution reduces the 
cognitive complexity as compared to aircraft or flows that cross the “short” axis of a 
sector.  Some of these effects are illustrated directly in Figure 3-9.  Developed and used 
internally within Cleveland Center, Figure 3-9 shows an idealized representation of the 
eastbound standard flows through the airspace controlled by Cleveland Center.  
Examination of the figure shows many of the flows are aligned parallel to the “long” axis 
of the sectors. 
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ZBW
EWR 
JFK 
LGA 
PHL 
BWI 
DCA / IAD 
Figure 3-8. Eastbound standard flows (thick, dark lines) through Cleveland Center 
airspace.  (Image courtesy Cleveland Center TMU). 
The interaction between flows was reported to be a primary contributor to cognitive 
complexity.  Several characteristics of standard flows were found to significantly affect 
their impact on complexity including the number of standard flows in a sector, the 
complexity of the trajectory represented by the flow, and the interactions (merges, 
crossings) between standard flows. 
 
Controllers reported that crossing and merge points between flows were particularly 
difficult.  Several examples of merge points and crossing points between the flows can be 
seen in Figure 3-8.  Given the high volume of traffic along the paths defined by the flows, 
the merge and crossing points require precise planning. 
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 Not all aircraft are constrained to follow the standard flows shown in Figure 3-8.  The 
National Route Program (NRP) gives qualifying aircraft the flexibility of choosing their 
own navigational path between city-pairs.  Figure 3-9 illustrates how NRP routes can 
significantly add to the number of crossing and merging flows.  The planning task often 
involves creating a sequence of aircraft subject to traffic flow management restrictions at 
the egress points from a sector.  Increasing the number of crossing and merge points, and 
in particular having them occur so close to the boundaries at which traffic flow 
restrictions must be met, was reported as significantly increasing the cognitive 
complexity. 
 
ZBW
EWR 
JFK 
LGA 
PHL 
BWI 
DCA / IAD 
Figure 3-9. Eastbound standard flows (thick, dark  lines) through Cleveland Center 
airspace. National Route Plan routes (thick, light lines) are merged before the 
eastern boundary of Cleveland Center airspace.  (Image courtesy Cleveland 
Center TMU). 
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 The number of aircraft in a flow, or its relative strength, also appeared to affect the 
complexity of a situation.  Observations indicated that the spacing of aircraft within a 
particular flow (a measure of how ‘strong’ the flow is), has no effect on the complexity of 
handling that flow in isolation.  The flow strength only affects the overall complexity 
when the flow interacts with other flows. 
Coordination with Other Controllers  
Handoffs involve transferring control of an aircraft to or from adjacent controllers.  Each 
time a handoff occurs, controllers must coordinate with up or down stream controllers 
and the pilot.  Executing handoffs occupy a significant amount of radio communications 
time and contribute to the complexity associated with scheduling and implementing 
commands.  In some instances, a handoff may be rejected by the downstream controller; 
such occurrences amplify the cognitive complexity of the air traffic situation as the 
aircraft must suddenly be vectored to remain within the current controller’s airspace. 
 
Point-outs occur when a controller co-ordinates with adjacent controllers to ‘borrow’ 
some of their airspace for a temporary period of time.  How often point-outs occur, and 
how many controllers are involved in the coordination process were reported as 
influencing the complexity of an air traffic situation. 
Traffic Factors 
A second category, Traffic Factors, is factors dependent on the instantaneous distribution 
of traffic.  They represent more dynamic and transient effects than Airspace Factors. 
Density of Traffic 
The number of aircraft under control has been consistently identified as the most 
important element in complexity.  However, controllers also indicated that localized 
increases in the density of traffic can also impact complexity.  Clusters of aircraft can 
create complex situations despite the total number of aircraft being low.  This can be seen 
in Figure 3-10 where two clusters of aircraft can be identified. 
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 Clustering can be important in both lateral and vertical dimensions.  A “piggy-back” 
situation is one where two aircraft enter a sector along the same flight path but separated 
only in altitude.  Controllers reported that these situations added significantly to the 
cognitive complexity of managing the situation. 
 
Figure 3-10. Example of two aircraft clusters in Albany sector. (Image produced using 
Flight Explorer). 
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 Aircraft Encounters 
The number of encounters, or potential conflicts, that are present in a situation will 
influence the complexity of managing the evolution of that situation.  However, the 
properties of the encounter can amplify and mitigate its effect.  The relative angles, 
speeds, distance of closest approach, were all reported as properties of an encounter that 
affect its impact on complexity. 
 
The location of an encounter relative to the boundary of the airspace is an important 
determiner of how much coordination and flexibility a controller has in resolving the 
encounter.  In some cases, solving one encounter will cause another in a domino fashion. 
The length of time a controller has to detect and respond to an encounter also influences 
how difficult it is to solve.  Some encounters require continuous monitoring over a long 
period of time, for example in a shallow angle convergence.  In other cases, an encounter 
that develops quickly may give the controller only a limited time to react. 
Ranges of Aircraft Performance 
Differences in aircraft type (Boeing 747 vs. Cessna 172) and pilot proficiency (airline 
pilot vs. student pilot) will produce a range in the performance characteristics of aircraft 
within the airspace (i.e. climb rates, turn rates etc…).  As can be seen in Figure 3-11, the 
traffic in the Albany sector includes both Dash-8 turboprops (DH8A) and Boeing 737s 
(B737).  Controllers reported that this range in performance characteristics added to the 
complexity of this sector. 
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Boeing 
737 
Dash 8
Figure 3-11. A range of aircraft performance (e.g. from Boeing 737 to de Havilland Dash 8) 
was reported as adding to the complexity of the Albany sector. (Image 
produced using Flight Explorer). 
Having a wide range of aircraft performance can lead to a large range of aircraft speeds.  
Controllers emphasized that it was not necessarily the absolute speed of aircraft in a 
situation that made the situation more or less difficult but the presence of a range of 
speeds.  Having a large speed differential amongst the aircraft in the airspace can cause 
“overtake” situations, and create difficulties in sequencing traffic.  Observations indicate 
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 that the importance of this factor scales with sector transit time: in a small sector, speed 
differentials are not as important as in a larger sector.   
Number of Aircraft in Transition 
Controllers reported that aircraft changing speed, heading, or altitude increased the 
complexity of a situation.  Altitude changes in particular were reported to be significant 
contributors to cognitive complexity.  The range of performance characteristics makes 
prediction of the future behavior of aircraft in transition more difficult. 
Sector Transit Time 
Longer sector transit times may be associated with higher monitoring loads, additional 
control actions, and a higher probability that the aircraft in question would be involved in 
a conflict situation.  Conversely, short sector transit times may be associated with aircraft 
crossing “against the grain” of a sector, a situation generally associated with significant 
increases in complexity (Wyndemere, 1996). 
 
A notional representation of the two effects is sketched in Figure 3-12.  Crossing traffic, 
or aircraft crossing “against the grain” of a sector, may have short transit times, but will 
be significantly more difficult than standard traffic, or aircraft that are moving with the 
primary flow in the sector.  Slow traffic, or aircraft that fly considerably slower and have 
longer sector transit times, will also tend to be more difficult.  The greater time exposure 
in the sector will tend to amplify the number of interactions they may have with other 
aircraft, increasing the difficulty for the controller. 
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Figure 3-12. Notional representation of the relative difficulty of an aircraft as a function of 
the sector transit time. 
Operational Constraints 
Operational Constraints are additional operational requirements that place restrictions on 
possible control actions.  These factors tend to represent short-term or temporary 
variations in operational conditions. 
 
The available airspace in a sector can be restricted by operational constraints such as the 
presence of convective weather, the availability of special-use or restricted airspace, and 
the availability and current use of airspace designated for holding activities.  Having less 
airspace available will limit the control options available to the controller which was 
reported as increasing the complexity of managing the situation. 
Restrictions on Available Airspace and Buffering Capacity 
A key operational constraint identified in the field observations was the amount of 
airspace that was available to a controller.  The greater the amount of airspace that could 
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 be used for problem resolutions the less precise those resolutions need to be and the 
coarser the level of detail required in the planning process. 
 
Convective weather can significantly disrupt standard flow patterns and restrict the 
available airspace controllers can use.  For example, Figure 3-13 shows the impact of 
convective weather on high altitude traffic near Dallas.  The area of convective weather 
has effectively closed a large region of airspace, disrupting the standard flows that would 
normally pass through it. 
 
Figure 3-13. Convective activity reduces available airspace above north-eastern Texas.  
Aircraft trajectories are shown for aircraft at or above Flight Level 280.  7:52 
p.m. (EDT), May 11, 2001.  (Image produced using Flight Explorer). 
In some cases, controllers reported Special Use Airspace (SUA) as creating significant 
restrictions on the airspace that was available to them to resolve conflicts.  SUAs are 
regions of airspace where access is restricted, often for military use.  The impact of a 
SUA is dependent on the specific characteristics of a sector, the frequency with which the 
SUA is activated, the duration of activations, and the location of the SUA relative to the 
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 standard flows through the airspace.  Figure 3-14 shows the trajectories of aircraft 
inbound to San Francisco airport (SFO), the expected flight plans for those aircraft, and 
the lateral boundaries of SUAs across the Western United States; it illustrates how SUAs 
can significant restrict the available airspace. 
 
Figure 3-14. Trajectories of aircraft destined for San Francisco (SFO) airport, flight plans, 
and Special Use Airspace.  4:13 p.m (EDT), June 11, 2001. (Image produced 
using Flight Explorer). 
A further restriction on airspace is the presence of aircraft in holding patterns.  As shown 
in Figure 3-15, the race track holding patterns occupy significant lateral area; this 
airspace is blocked to all traffic and cannot be used by the controller for any problem 
resolution.  During the site visits, controllers reported holding to be an intensive and 
complex activity. 
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Figure 3-15. Convective weather near Boston forces controller’s to hold aircraft.  6:33 
p.m. (EDT), April 24, 2001. (Image produced using Flight Explorer). 
Closely connected to the amount of available airspace, is the buffering capacity of a 
sector.  Buffering refers to the ability of controllers to absorb the aircraft they have within 
their sector should downstream controller(s) refuse to accept the handoff of an aircraft.  
The buffering capacity of a sector will be directly linked to some of its key structural 
elements such as the volume of airspace available, and the number of published and 
unpublished holding locations. 
 
A lack of buffering capacity significantly amplifies cognitive complexity during non-
nominal operations.  There are no published or established holding areas within the 
airspace controlled by the Boston TRACON.  Events such as the Boston airport suddenly 
closing, or a runway change being initiated were reported to dramatically increase the 
cognitive complexity due to the limited buffering capacity of the Boston TRACON 
airspace. 
 
When a sector’s buffering capacity is exceeded, the in-flow into the sector must be 
reduced or even stopped.  On May 4, 2001 a long line of thunderstorms approached and 
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 passed over the Dallas Fort Worth (DFW) airport, shutting down the northern corner 
posts.  Almost immediately, aircraft near the North-East corner post were observed going 
into holding resulting in the distinctive oval holding patterns visible in Figure 3-16.  The 
holding propagated backwards up the standard flows leading to the corner post; holding 
of aircraft destined to DFW was observed as far away as southern Ohio. Also apparent in 
Figure 3-16, is the large amounts of airspace that holding, particularly at high altitudes, 
uses.  Examples can be identified of holding patterns that extend almost a third of the 
way across the state of Tennessee. 
 
Figure 3-16. Holding patterns in trajectories of aircraft (circled) destined to Dallas Fort 
Worth.  9:17 p.m. (EDT), May 4, 2001.  (Image produced using Flight 
Explorer). 
Procedural Restrictions 
The flexibility of the controller can also be restricted by the presence of procedural 
restrictions such as noise abatement procedures, and the requirement to meet traffic 
management restrictions such as miles-in-trail spacing. 
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 Communication Limitations 
The complexity of a sector will be influenced by the number of communication events, 
particularly when this number exceeds the capacity of the radio communications system.  
In the field observations, controllers described this as frequency saturation and reported 
that managing the frequency was a key skill for working the most difficult sectors.  The 
uncertainty in whether he or she would be able to make a radio transmission impacts the 
controller’s ability to precisely plan resolution strategies.  Particularly as traffic volumes 
increase, the timing of a command becomes less certain, and the cognitive complexity of 
managing that situation increases. 
Wind Effects 
In addition to reducing the available airspace, weather can add other complications to an 
air traffic situation that increase the cognitive complexity for controllers.  The variance of 
wind strength with altitude creates difficulties in sequencing aircraft at different altitude 
levels as sometimes significantly different airspeeds are necessary to produce equal 
groundspeeds.  Sudden changes in the weather can cause runway configuration changes 
that were reported to be a major source of complexity for terminal area controllers. 
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 Chapter 4 Analysis of Controller – Pilot 
Communications 
In order to examine how structure reduces complexity associated with implementing 
commands, an analysis was performed of the command set used by controllers to convey 
commands to pilots.  To perform the analysis, data was gathered from an internet 
website, www.atcmonitor.com, broadcasting live pilot-controller and controller-pilot 
communications for an en-route sector in the Atlanta Center ARTCC (see Figure 4-1).  
Typical traffic flows through the sector were observed using live ETMS data and are 
depicted in Figure 4-2.  As shown in the figure, the sector serves as the final en-route 
sector before aircraft are handed off to the Atlanta TRACON at the North-East corner 
post. 
 
Real-time audio and flight path data were recorded and analyzed to determine how 
structure is used for implementing control commands.  Previous studies have investigated 
the correlation of communication loads with controller activity (Manning, 2001).  This 
study ignored the length of communication activities and instead focused on the role of 
structure in implementing commands. 
 
Figure 4-1. Communication analysis was performed for Logen sector (dark line), located 
in Atlanta Center ARTCC (white line).  (Image produced using Flight 
Explorer). 
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 LOGEN
 
Figure 4-2. Typical flow paths through the Logen sector converged at the fix labeled 
“LOGEN.”  (Image produced using Flight Explorer). 
Methodology 
A software application was developed in Microsoft Visual Basic to facilitate the coding 
analysis; a screenshot of the tool is shown in Figure 4-3.  A series of buttons were 
provided where each button corresponded to a different communication event.  As the 
audio recording was played back, the appropriate button was selected each time a 
communication event was heard.  The time of the event, as well as the aircraft involved, 
were also recorded.  The button labels are controlled through a Microsoft Excel 
spreadsheet.  This provides flexibility and allows the tool to be adapted for different 
applications. 
 
Based on a preliminary sample of the audio data, a coding scheme was developed; the 
communication events captured using the buttons are listed in Table 4-1.  The scheme 
was used to classify the controller’s audio output into different codes based on the type of 
command and syntax used by the controller.  The coding scheme focused on controller –  
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 Table 4-1 Coding scheme used to analyze audio data. 
DESCRIPTION COMMAND VARIABLES 
COMMUNICATION COMMANDS 
• Initial communication contact. Checkin in <X> <X> = Flight Level reported by pilot on 
initial contact 
• Handoff. Check out  
ALTITUDE COMMANDS 
• Altitude assignment requiring the 
aircraft to climb. 
Climb and Maintain <X> <X> = Flight Level or Altitude 
• Altitude assignment requiring the 
aircraft to descend. 
Descend and Maintain 
<X> 
<X> = Flight Level or Altitude 
• Altitude restriction when crossing a 
navigation fix. 
Cross <X> at <Y> Feet <X> = Fix Name, 
<Y> = Altitude 
• Descent command issued at pilot’s 
discretion. 
Altitude Assigned at 
Pilots Discretion 
 
SPEED COMMANDS 
• Speed restriction when crossing a 
navigation fix. 
Cross <X> at <Y> Knots <X> = Fix Name 
<Y> = Speed 
• Speed command.  (also recorded 
minimum / maximum and duration 
restrictions). 
Change Speed to <X> 
Knots <Y> (<Z>) 
<X> = Speed 
<Y> = “or Greater” / “or Less” / 
“Maintain” 
<Z> = Speed Restriction Duration 
DIRECTIONAL COMMANDS 
• Vector command.  (also recorded 
direction, relative turn amount, 
absolute heading). 
Turn <X> <Y> <Z> 
Degrees 
<X> = “Left” / “Right” /  
“Not Given” 
<Y> = “to” / “” 
<Z> = Heading / Relative Degrees 
• Provided direct clearance to a fix. Cleared Direct to <X> <X> = Fix Name 
• Provided a new clearance to a pilot; 
(generally a lengthy reroute). 
Gave Long Clearance  
• Resume own Navigation Resume Own Navigation  
• Instruction to join an arrival route. Intercept Arrival Route  
INFORMATION TRANSMISSIONS 
• Traffic call-out. Traffic Discussion  
• Provided local altimeter setting. Gave Altimeter Setting  
• Explanation that previous command 
was to avoid conflicting traffic. 
<X> For Traffic <X> = Reference to Previous 
Command 
• Explanation that previous command 
was for spacing. 
<X> For Spacing <X> = Reference to Previous 
Command 
OTHER COMMANDS 
• “Roger”, or other form of 
acknowledgement of a pilot’s 
statement 
Roger / 
Acknowledgement 
 
• Controller asked a question Asked A Question: <X> <X> = Question Asked 
• Discussion between the controller 
and a pilot. 
Discussion (<X>) <X> = Discussion Topic 
• Recorded when a controller voice 
change was detected. 
Controller Voice Changed  
• Any other communication event. Other (<X>) <X> = Description 
• Unable to decipher command given. Unknown Command  
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 pilot communications; pilot-controller communications were not coded.  The coding 
scheme was developed on the basis of the commands observed in this sector, but could be 
easily modified and adapted for other sectors or applications.  A sample of the resulting 
output is presented in Figure 4-4. 
 
Figure 4-3. Screenshot of tool used to capture controller commands (left) and visual 
display of air traffic situation based on ETMS data (right). 
CheckoutBTA 301714:26:10
Asked A Question: <On Frequency Check>DAL 87314:26:07
<> For SpacingDAL 76114:25:59
Change Speed to <300> Knots <maintain> (<UNRESTRICTED>)DAL 76114:25:58
Gave Altimeter SettingUAL 32314:25:46
Cross <Logen> at <140> FeetUAL 32314:25:43
Roger / AcknowledgementUAL 32314:25:41
Checkin (240)UAL 32314:25:30
Gave Altimeter SettingTRS 57514:25:21
Cross <Logen> at <140> FeetTRS 57514:25:20
Roger / AcknowledgementTRS 57514:25:16
Checkin (240)TRS 57514:25:13
Traffic DiscussionDAL 96114:25:01
 
Figure 4-4 Sample output of coding scheme. 
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 Results 
A small pilot study was performed using 2.25 hours of audio and flight path data 
collected on Monday March 11, 2002.  Analysis of the coded controller-pilot 
communication events showed that 47% were commands (see Figure 4-5).  An additional 
22% involved a transfer of information from the controller to the pilot; these events were 
predominantly the communication of altimeter settings.  A further 12% of events were 
related to handoffs, or an instruction from the controller to the pilot to change their radio 
frequency to that of the downstream controller.  This preliminary analysis offers support 
to the notion that a significant portion of the communication events between a controller 
and pilot may be routine and non-time critical; such a notion is a prime motivation behind 
the introduction of Controller Pilot Data Link Communications (CPDLC), a 
communication enhancement designed to allow text based messages to be communicated 
between controllers and pilots. 
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Figure 4-5. Relative occurrences of coded events. 
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 Analysis of the commands showed that only a limited subset appeared to be used 
regularly.  As shown in Figure 4-6, three basic command types were used significantly 
more than all others.  The three command types are 
 
• An altitude restriction when crossing a fix (Cross <Fix> At And Maintain <X>) 
• A lower altitude assignment (Descend And Maintain <X>) 
• A speed assignment (Change speed to <X> Knots) 
 
where the phrase in parenthesis is the syntax used in the coding scheme.  Collectively, 
these three command types account for 61% of all the commands that were issued. 
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Figure 4-6. Relative occurrences of commands. 
A closer examination showed that the most common command, an altitude restriction 
when crossing a fix, could be explicitly identified with an underlying structural element.  
Figure 4-7 shows that this command type was dominated by one particular example: 
“Cross Logen At And Maintain One Four Thousand.”  As shown in Figure 4-2, the 
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 standard flows through the sector were observed to converge and merge at the navigation 
fix, “LOGEN.” 
 
Probing further, it was found that 71% of all aircraft that passed through the sector 
received one of the top two commands shown in Figure 4-7.  The standard flows in this 
sector are based in part on the Macey Two Standard Terminal Arrival Route (STAR) 
depicted in Figure 4-8.  The “Navigation Planning” section of the figure reveals that 
when arrivals to Atlanta are landing to the east, aircraft should expect exactly the 
crossing restrictions that were observed. 
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Figure 4-7. Relative occurrences of examples of the “Cross <Fix> At And Maintain <X>” 
command. 
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Figure 4-8. Macey Two Standard Terminal Arrival Route (STAR). 
The underlying structure, in the form of the STAR, is providing the basis for the traffic 
flows through the sector.  The results show the controllers implementing commands in 
conformance with the constraints imposed by the underlying structure.  Furthermore, the 
use of the navigational fix “LOGEN” illustrates the simplification of the implementation 
task provided by the underlying structure.  The fix is observed providing a point of 
common reference for the controller, pilot, and downstream controllers.  The downstream 
controller knows exactly where and what behaviour to expect from aircraft being handed 
off, simplifying the coordination activities between the two controllers. 
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 These findings were substantiated through discussions with an active controller at the 
Atlanta Center ARTCC.  According to the controller, if convective weather blocks the 
LOGEN fix, traffic can sometimes be rerouted to other corner posts.  The controller 
indicated that in such scenarios, he would typically “choose [a] new fix to be ‘LOGEN’” 
and proceed to manage the traffic situation based on that assumption (personal 
communication). 
Further Analysis 
The results described above were obtained using only a limited sample size but have been 
corroborated through discussions with an active controller at the Atlanta Center ARTCC.  
Further efforts will attempt to understand how different variables may impact the use of 
the underlying structure.  It is anticipated that the presence of convective weather, 
alternate landing configurations at the Atlanta airport, and different traffic mixes may 
provide rich data opportunities to examine more deeply the use of structure in simplifying 
the implementation process. 
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 Chapter 5 A Generalized ATC Process Model 
A generalized model capturing key cognitive processes for an air traffic controller is 
presented in Figure 5-1.  This conceptual model describes some observed and 
hypothesized interactions between structure, structure-based abstractions, and the 
cognitive processes of an air traffic controller. The total cognitive space of a controller is 
very large, encompassing many concepts and processes that may have little or no bearing 
on the performance of the tasks related to providing air traffic control services.  Thus, the 
generalized ATC process model focuses on the subset of an air traffic controller’s 
cognitive space that is thought to be specifically related to the task of managing an air 
traffic situation. 
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Figure 5-1. Generalized ATC process model (adapted from Endsley, 1994). 
The generalized ATC process model builds on Endsley’s (1994) model of situation 
awareness and includes the key high-level processes of planning, implementing, 
evaluating, and monitoring previously identified by Pawlak et al. (1996). In the model, 
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 the key processes of planning, monitoring, and evaluating are parts of the decision 
making process.  Field observations suggest that the planning process produces a distinct 
cognitive element identified in the model as the controller’s “Current Plan.”  The 
“Current Plan” is an internal representation of the schedule of events and commands to be 
implemented as well as the resulting aircraft trajectories that will ensure that the air 
traffic situation evolves in an efficient and conflict-free manner.3  An iteration of the 
planning process will produce a new schedule of command actions and a new set of 
trajectories that the controller expects to be conflict free. 
 
The model shows that the “Current Plan,” along with the results of the decision process, 
is used to implement a set of commands that act on the air traffic situation.  In the 
monitoring process, the controller observes the air traffic situation to ensure that the 
trajectories of individual aircraft conform to the “Current Plan”.  The “Current Plan” is 
constantly evaluated to ensure its effectiveness in producing conflict-free trajectories.  
The outputs from both monitoring and evaluating can trigger a re-plan process if 
required. 
Mental Models and Abstractions 
In the generalized ATC process model, the working mental model supports the generation 
and maintenance of Situation Awareness as well as the various decision-making and 
implementation processes. 
 
Mental models are thought to be a fundamental component of a controller’s cognitive 
representation of their environment.  They have been defined by Rouse and Morris (as 
cited in Endsley, 2000) as “mechanisms whereby humans are able to generate 
descriptions of system purpose and form, explanations of system functioning and 
observed system states, and predictions of future states.”  Mogford (1997) has suggested 
there are two components of a controller’s mental model: 1) a domain model of the 
airspace, aircraft, and required procedures for that airspace; and 2) a model of the devices 
                                                 
3 Note that “conflict” is used in the most general sense and could include aircraft-weather, aircraft-airspace 
and traffic management flow restriction conflicts, in addition to the traditional aircraft-aircraft conflicts. 
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 used for surveillance and command implementation (i.e. the equipment used to perform 
the ATC task).   
 
Controllers use these mental models as mechanisms to generate information forming part 
of their Situation Awareness (Mogford, 1997).  For example, a predicted trajectory is an 
object contained in Level 3 Situation Awareness whereas the act of generating that 
trajectory is a function of a mental model.  A “working” mental model is a task-specific 
representation of the underlying mental model that exists in long-term memory.  It is the 
mechanism used to support decision making processes at a level of abstraction 
appropriate for the current cognitive activity (i.e. the dynamic models used to generate the 
projections required for the current task).  The working mental model is formed in part by 
abstractions, or simplified versions of an actual system’s dynamics.   
 
Abstractions are a means of representing the essential characteristics of a mental model in 
a more cognitively compact form that is manageable within the constraints of human 
memory and processing limitations.  Rasmussen (1986) states that the abstraction process 
is “not merely removal of details of information on physical or material properties.  More 
fundamentally, information is added on higher level principles governing the cofunction 
of the various functions or elements at the lower levels.”   
 
A notional representation of the abstraction process is presented in Figure 5-2.  Before 
abstraction, limited attention resources allow consideration for only part of the mental 
model (e.g. that information included within the attention spotlight).  After using an 
abstraction to simplify part of the mental model (grey boxes to black box), the human is 
able to attend to a simplified version of the entire system in his or her working mental 
model.4 
                                                 
4 The process of abstraction is very similar to techniques used in Physics to simplify the description and 
evolution of a system such as a microscopic gas.  Rather than considering a detailed modelling of the 
dynamics of every particle, simplifying assumptions can be made that allow the Physicist to make 
predictions and measurements that are just as accurate as if the full model was analyzed. 
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Figure 5-2. Illustration of the abstraction process (Courtesy Hayley Davison). 
Abstractions are powerful because they allow the controller to perform a task to the same 
level of performance as if they had used a detailed model of the system dynamics.  If an 
abstraction allows a controller to accurately perform the required task, they do not need to 
attend to a detailed and comprehensive mental model.  This will reduce the cognitive 
complexity of performing that task.  For example, the cognitive effort to generate 
trajectory predictions can be substantially reduced with little reduction in performance if 
aircraft performance characteristics are abstracted into classes such as small, medium and 
heavy. 
Structure as Basis for Simplifying Abstractions 
Based on the field observations, the generalized ATC process model shows that 
underlying airspace structure forms the basis for abstractions used in the working mental 
model.  As was shown in the analysis of controller-pilot communications in Chapter 4, 
structure is also important as the basis for the implementation of control commands. 
 
Structural elements limit the potential future states of an air traffic situation.  For 
example, standard operating procedures define standard ingress and egress points from a 
sector.  The effect of these constraints is to reduce the number of likely aircraft 
trajectories entering and leaving a sector. Experience of the recurring patterns of 
behaviour created by the presence of the underlying structure allows the creation of 
abstractions that simplify the level of detail required in the working mental model used to 
generate projections or perform the key ATC tasks.  By simplifying the working mental 
model, those abstractions reduce the cognitive complexity of managing the evolution of 
the air traffic situation. 
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 Chapter 6 Examples of Structure Based Abstractions 
Analyses of the field observations described in Chapter 3 suggest three key structure-
based abstractions that appear to reduce cognitive complexity in ATC.  These 
abstractions are: 
• Standard Flows 
• Groupings 
• Critical Points 
These abstractions are cognitively powerful ways of generating the data required to 
maintain Situation Awareness and to perform the key processes of ATC.  Each 
abstraction can be based on a variety of structural elements.  For example, standard 
flows, as discussed in Chapter 3, can be based on a variety of structural elements such as 
the airway structure, standard operating procedures, or standard ingress and egress points 
as defined by letters of agreement.  These examples are presented below. 
Standard Flows 
Standard flows appear to be one of the most important structure-based abstractions used 
by controllers.  By classifying aircraft as members of a standard flow, a standard set of 
dynamics can be used in the working mental model to generate projections of an 
aircraft’s trajectory.  These dynamics are less complex to evaluate than detailed 
consideration of the aircraft’s route of flight, reducing the cognitive complexity.   
 
Two structural bases that establish standard flows have been identified: 
• Explicit structural elements 
• Standardized operations 
The first type of standard flow is based on explicit structural elements in the airspace 
such as navigational aids, airways, and documented standardized procedures, including 
standard ingress and egress points as documented in letters of agreement between 
adjacent sectors or facilities. 
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 The second type of standard flow emerges as a result of common practices, or 
standardized but unpublished patterns of operation.  An example is the typical 
“trombone” vectoring sequence used to merge aircraft onto final approach.5  Other 
examples include personal techniques or unofficial standard practices specific to the 
sector. 
 
The standard flow abstraction allows controllers to classify aircraft into standard and non-
standard classes on the basis of their relationship to the flow patterns in a sector (see 
Figure 6-1).  An aircraft identified as a member of a standard flow carries with it an 
associated set of higher-level attributes such as expected future routing, ingress and 
egress points from the airspace, and locations of probable encounters with other aircraft. 
These attributes form a generalized expectation of an aircraft’s behavior through the 
airspace.   
 
The generalized expectation reduces the complexity of creating projections of the 
aircraft’s future trajectory, thus simplifying the process of maintaining Level 3 Situation 
Awareness.  The generalized trajectory also reduces the difficulty in monitoring an 
aircraft’s conformance to the controller’s “Current Plan.”  Members of a standard flow 
will typically each be given identical commands; thus, the standard flow abstraction can 
also reduce the cognitive complexity associated with implementing commands. 
 
In contrast, aircraft that are operating outside of the normal operating pattern, such as the 
“non-standard” aircraft in Figure 6-1, appear to significantly increase the complexity of 
an air traffic situation.  Controllers reported that “pop-ups”, or aircraft that arrive in a 
sector unexpectedly, add significant complications.  The location of the interactions of 
such aircraft with other aircraft in the sector cannot be anticipated a priori on the basis of 
the generalized trajectory.  The degree of complexity added will depend on the level of 
abstraction required to predict and evaluate the non-standard aircraft’s interaction with 
other aircraft in the sector.  For example, a non-standard aircraft that crosses a standard 
                                                 
5 “Trombone” vectoring refers to the practice of flying aircraft downwind, parallel to the landing runway, 
before two consecutive 90 degree turns align it with the runway. 
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 flow, a case which was reported to considerably increase the cognitive complexity, 
requires a more detailed abstraction than a non-standard aircraft traversing an unoccupied 
region of airspace. 
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Figure 6-1. Illustration of the three structure-based abstractions. 
Groupings 
The underlying airspace structure also provides the basis for associating aircraft linked by 
common properties.  These aircraft can be abstracted into groups.  The grouping 
abstraction takes advantage of properties that are known to segregate a traffic situation 
into non- or minimally- interacting groups.6  Consequently, these aircraft groups can be 
projected independently, simplifying the planning, evaluating, and implementing 
processes. 
 
Multiple structural bases can be used to generate a grouping abstraction.  For example, 
the division of altitude into discrete flight levels can form the basis for a powerful 
grouping abstraction.  Standard flight level directions are used to associate directions of 
travel with particular flight levels.  For aircraft at cruising altitudes, this reduces the 
number of aircraft-aircraft interactions that must be considered in any projection.  This 
allows controllers to project and manage each flight level independently.  Controllers 
                                                 
6 “Interactions” are not limited to solely aircraft-aircraft encounters, but can also include aircraft-airspace 
and aircraft-weather etc. 
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 have consistently reported altitude transitions as a key complexity factor (Mogford, 1995; 
Wyndemere, 1996; Laudeman et al. 1998; Sridhar et al., 1998; Kirwan et al., 2001).  
Aircraft that are transitioning between flight levels do not fit into the grouping abstraction 
and thus must be treated as special cases.  
 
Grouping abstractions also explain an interesting result from the list of complexity factors 
in Table 3-3.  A range of aircraft performance was identified as a key factor influencing 
complexity.  If aircraft performance was uniform, grouping abstractions could be used 
even more widely to simplify the projection task.  For example, a wide distribution of 
aircraft speeds makes the process of projecting future positions more difficult than the 
case where all aircraft are flying at a uniform speed. 
 
Proximity can also be used as the basis of a grouping abstraction.  This type of grouping 
abstraction acts to simplify the output from a controller, i.e. the issued commands 
resulting from the decision process.  For instance, an identical clearance can be given to 
each aircraft in a group.  Another example, shown in Figure 6-2 can occur when multiple 
aircraft are diverting around convective weather.  In the close-up of this situation shown 
in Figure 6-3, each group of aircraft can be treated as a single entity for the purpose of 
co-ordination, reducing the cognitive complexity of performing that co-ordination task. 
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Figure 6-2. Trajectories of aircraft destined to Dallas Fort Worth forced to deviate 
around convective weather.  9:17 p.m. (EDT) May 4, 2001.  (Image produced 
using Flight Explorer). 
 81
 b 
Figure 6-3. Aircraft destined for Dallas Fort Worth (small circles) appear to be grouped 
while diverting around convective weather.  9:05 p.m. (EDT) May 4, 2001. 
(Image produced using Flight Explorer). 
Critical Points 
A critical point abstraction is a third example of a structure-based abstraction.  The 
abstraction is based on known “hot-spots,” or locations where controllers know to expect 
potential conflicts.  The underlying airspace structure, in the form of crossing and merge 
points of flows, will tend to concentrate aircraft-aircraft encounters at common locations.  
These locations can be used as the basis for a critical point abstraction.  Several examples 
of localized critical points in the form of merge points in arrival flows into O’Hare airport 
in Chicago can be seen in Figure 6-4. 
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Figure 6-4. Black circles highlight examples of critical points in the standard arrival 
flows into O’Hare airport in Chicago.  9:00 p.m. (EDT), May 3, 2001.  (Image 
produced using Flight Explorer). 
Critical point abstractions can be used to reduce the cognitive complexity of detecting, 
evaluating, and planning solutions to potential problems around these locations by 
reducing the search space over which aircraft trajectories are evaluated.  The critical point 
abstraction reduces the cognitive complexity of managing the air traffic situation by 
allowing a controller to focus on a finite number of critical locations.  Focusing on the 
intersection points of aircraft flows eliminates the need for controllers to evaluate the 
potential for conflict over all possible pairs of aircraft within those flows (Pawlak et al., 
1996). 
 
In the case of a merge point, the power of a critical point abstraction emanates from the 
reduction of a multi-dimensional interaction problem to a one dimensional time-of-arrival 
at the merge point problem.  For a given aircraft, a critical point abstraction allows a 
controller to solve only a phasing problem once.  Subsequently, the controller need only 
monitor that the aircraft avoid the aircraft ahead and behind in the flow.  The same 
encounter geometry in the absence of a known critical point abstraction may require 
consideration of multiple dimensions, making the projection task more difficult. 
 
While more merge points in a sector can provide additional bases for critical point 
abstractions, they may also dilute the effectiveness of the abstraction.  Having multiple 
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 merge points requires solving multiple one dimensional phasing problems with 
potentially non-linear interactions. 
An Experimental Study of Critical Points 
The power of structure-based abstractions was probed through an experiment focusing on 
the critical point and standard flow abstractions.  The experiment was based on a 
simplified version of the merging task in Air Traffic Control and was performed as a 
course project by MIT undergraduates Blake Gottlieb and Howard Kleinwaks (2002).  
The experiment examined the impact of changing the underlying airspace structure by 
modifying the number of merge points and number of flows in a sector.  The impact of 
these changes was measured through a subject questionnaire, the number of separation 
violations, and the total magnitude of commands issued. 
 
Twelve university students volunteered to perform a simple task in a low fidelity ATC 
simulation environment.  A screenshot of the simulation screen is presented in Figure 
6-5.  Subjects issued speed change commands to assure five mile separation of aircraft on 
merging traffic flows.  Aircraft entered an idealized sector from the left, top, and bottom 
edges of the computer screen.  Aircraft were assumed to be at a constant altitude and 
proceeded along fixed routes depicted on the screen.  The routes define standard flows 
that intersect at merge points that could be used by subjects as the basis for critical point 
abstractions.  Aircraft entered at an assigned speed of 400 knots that remained constant 
unless changed by the subject. 
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Figure 6-5. Screenshot of ATC simulation environment.  Numbers indicate current speed 
of the aircraft. 
Seven scenarios were performed by each participant. To allow comparisons between 
different arrangements of the underlying structure, a common traffic sequence was used 
in each scenario.7  As shown in Table 6-1, some scenarios had all of the flows converge 
on a single “co-located” merge point, while other scenarios had the flows converge on 
multiple “non co-located” merge points.  The number of initial flight paths into the sector 
was also varied.  The scenario involving only a single flow in and out of the sector was 
repeated to detect any learning effects. 
 
A subject’s perception of the complexity of performing each scenario was probed using a 
modified Cooper-Harper rating.  The Cooper-Harper rating is a ten point ordinal scale 
designed to elicit repeatable measures of user perception of the ease of controlling a 
system.  A subject’s performance was measured by the number of separation violations 
between aircraft that were proceeding along the horizontal axis.  Ignoring separation 
violations involving an aircraft not proceeding along the horizontal axis allowed for the 
introduction of separation conflicts that required the subject to take action.  A measure of 
                                                 
7 Technically, the traffic sequence was divided into three groups.  Across scenarios, the aircraft in a group 
would exit the sector in the same sequence if no control commands were issued.  The order of presentation 
of groups within a given scenario was varied to counter any learning effects. 
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 the work performed by a participant was determined by summing the total magnitude of 
all speed changes commanded during the scenario. 
Table 6-1. Merge point arrangements used in experimental study of critical point 
abstraction. 
Number of Initial Flight Paths 
1 2 3 4 
  
Co – Located 
  
  
Non – Co-located 
 
As reported by Gottlieb (2002) and Kleinwaks (2002), the results of the study suggest 
that a co-located merge point simplifies the merging task.  The Cooper-Harper rating 
results, shown in Figure 6-6, revealed that on average participants found the non co-
located scenarios more complex (Co-located: M = 3.5, STD = 1.3; Non co-located: M = 
4.1, STD = 1.3).  Performance was measured by the average number of violations, and, as 
shown by Figure 6-7, subjects performed better on average in the co-located scenarios 
than in the non co-located scenarios.  Furthermore, close to 90% of all separation 
violations occurring in the non co-located scenarios involved an aircraft joining the main 
horizontal flow at the second or third merge point (Gottlieb, 2002; Kleinwaks, 2002).  As 
measured by the total speed changes made, co-located merge point scenarios also 
required less command effort as compared to non co-located scenarios (Co-located: M = 
5700 knots, STD = 1400 knots; Non co-located: M = 7900 knots, STD = 1900 knots). 
 
These results demonstrate that multiple merge points appear to be more cognitively 
challenging and are perceived as being more complex than concentrating all of the 
merging activities at a single point.  Although locating all of the merging activities at a 
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 single point increases the concentration of aircraft near that point, increasing the potential 
for separation conflicts, the underlying structure of a co-located merge point provides a 
basis for abstractions that simplify the merging task.  The specific abstraction used will 
be dependent on the subject, but likely acts to reduce the problem to one of relative 
timing, or phasing, of the arrival of aircraft at the merge point.  Further understanding of 
the impact of the underlying airspace structure on cognitive complexity could be gained 
from investigating scenarios using unstructured environments.  Additional research could 
investigate whether allowing more types of control commands, such as heading changes 
and altitude changes, impacts these results. 
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Figure 6-6. Participants rated non co-
located scenarios as more 
difficult on Cooper-Harper 
rating scales. (Courtesy 
Gottlieb and Kleinwaks). 
Figure 6-7  Participants had more 
separation violations on 
average in non co-located 
scenarios than in co-located 
scenarios. (Courtesy Gottlieb 
and Kleinwaks). 
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 Chapter 7 Conclusion 
Three key contributions emerge from this thesis.  Based on focused interviews with 
controllers and other field observations, a list of key complexity factors was produced.  A 
generalized model of ATC processes was proposed to describe the relationship between 
structure and cognitive complexity.  Structure appears to form a basis for abstractions that 
are used to simplify a controller’s working mental model.  Three examples of key 
structure based abstractions have also been identified.  These contributions help develop 
a deeper understanding of the relationship between underlying structure and cognitive 
complexity. 
 
The field observations consisted of focused interviews, observation of live operations, 
and analysis of traffic patterns using Enhanced Traffic Management System (ETMS) 
data.  These observations identified a set of key complexity factors that were found to be 
grouped into three categories: Airspace Factors, Traffic Factors, and Operational 
Constraints.  The properties of the standard flows in a sector were identified as key 
influences on the reported complexity of that sector.  An initial analysis of controller-
pilot communications identified the use of structure in simplifying the implementation of 
commands. 
 
Based on the field observations, a generalized model of ATC processes has been 
developed to describe the impact of structure on cognitive complexity.  In the model, the 
underlying structure forms the basis for abstractions that simplify a controller’s working 
mental model.  By simplifying the working mental model, structure-based abstractions 
reduce the cognitive complexity of maintaining situation awareness, and performing the 
key processes that were previously identified by Pawlak (1996) of planning, 
implementing, monitoring, and evaluating. 
 
Three examples of structure-based abstractions have been identified.  The standard flow 
abstraction is based on the standard flow patterns in a sector.  Aircraft that are members 
of a standard flow will have a generalized trajectory associated with them, simplifying 
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 the task of creating projections of the aircraft’s future position.  Aircraft that are not 
members of a standard flow must be considered on an individual basis and do not have 
the accompanying simplifications. 
 
A grouping abstraction can be used that allows aircraft to be segregated into distinct 
groups based on their relationship to a structural element in the airspace.  For example, 
associating directions of flight with discrete altitude levels allows controllers to segregate 
aircraft into non or minimally interacting groups. 
 
The critical point abstraction is based on the location of “hot spots” within a sector.  
Merge points between standard flows can be used as the structural basis of a critical point 
abstraction.  By focusing attention on the merge point, the interaction between two 
aircraft in distinct flows is reduced from potentially a three or four dimensional one to a 
one dimension time-of-arrival at the merge point. 
 
The identification of key structure-based abstractions is important for understanding the 
impact of underlying structure on cognitive complexity.  One application of such an 
understanding is the development of more sophisticated metrics of complexity.  Such a 
metric could be developed by modifying the relative contribution of individual aircraft to 
reflect the relevant relationships with the underlying structure.  A complexity multiplier 
function can be developed for each aircraft within the “Area of Regard” identified in the 
field observations. 
 
The multiplier function could explicitly account for the impact of each of the identified 
structure-based abstractions.  For example, it may be possible to formally identify an 
aircraft as a member of a standard flow based on its relationship to known standard flows 
through a sector.  The multiplier function for such an aircraft may be reduced, i.e. be pre-
multiplied by a factor less than one, to reflect the reduced difficulty associated with such 
an aircraft.  Non-standard aircraft might have a multiplier factor greater than one.  To 
account for the critical points abstraction, a term based on an aircraft’s relationship to any 
merge points in a sector might also be included. 
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Further investigation of the structural basis of simplifying abstractions will build on the 
understanding of the importance of underlying structure developed in this thesis.  
Through continued analysis of representative traffic patterns, voice commands, and 
supplementary site visits, additional abstractions and structural bases can be identified.  
The introduction of new automation tools and operational paradigms will likely modify 
the underlying structural basis of the abstractions.  An understanding of how underlying 
structure impacts the performance of key ATC tasks can help guide the development of 
these tools and suggest ways of minimizing any negative impacts on cognitive 
complexity. 
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