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Abstract: Let d(n; ℓ1,M1, ℓ2,M2) denote the number of factorizations n = n1n2,
where each of the factors ni ∈ N belongs to a prescribed congruence class ℓi mod
Mi (i = 1, 2). Let ∆(x; ℓ1,M1, ℓ2,M2) be the error term of the asymptotic formula of∑
n6x
d(n; ℓ1,M1, ℓ2,M2). In this paper, we establish an asymptotic formula of the fourth
power moment of ∆(M1M2x; ℓ1,M1, ℓ2,M2) and prove that∫ T
1
∆4(M1M2x; ℓ1,M1, ℓ2,M2)dx =
1
32π4
C4
( ℓ1
M1
,
ℓ2
M2
)
T 2 +O(T 2−ϑ4+ε),
with ϑ4 = 1/8, which improves the previous value θ4 = 3/28 of K. Liu [5].
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1 Introduction and main result
For fixed integers M1,M2, the divisor function with congruence conditions is defined
by
d(n; ℓ1,M1, ℓ2,M2) := #
{
(n1, n2) ∈ N2 : n1n2 = n, ni ≡ ℓi(modMi), i = 1, 2
}
,
where 1 6 ℓ1 6 M1 and 1 6 ℓ2 6 M2. Its generating function is
∞∑
n=1
d(n; ℓ1,M1, ℓ2,M2)
ns
= ζ(s, λ1)ζ(s, λ2)(M1M2)
−s,
where ℜs > 1, λi = ℓiMi , i = 1, 2, and ζ(s, λ) denotes the Hurwitz zeta–function, which
is defined by
ζ(s, α) :=
∞∑
n=0
1
(n+ α)s
, s = σ + it, σ > 1,
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for 0 < α 6 1. The “divisor problem with congruence conditions” is to study the error
term
∆(x; ℓ1,M1, ℓ2,M2) :=
∑
n6x
d(n; ℓ1,M1, ℓ2,M2)
−
∑
s0=0,1
Ress=s0
(
ζ(s, λ1)ζ(s, λ2)
s
(
x
M1M2
)s)
.
It is conjectured that, for every ε > 0, there holds
∆(M1M2x; ℓ1,M1, ℓ2,M2)≪ x1/4+ε
uniformly in 1 6 ℓ1 6 M1 and 1 6 ℓ2 6 M2. The best result up to date is
∆(M1M2x; ℓ1,M1, ℓ2,M2)≪ x131/416(log x)26947/8320 ,
uniformly again in 1 6 ℓ1 6 M1 and 1 6 ℓ2 6 M2, which follows from Richert’s work
[10] and Huxley’s estimates [2]. In the other direction, Nowak proved in [8] that
∆(Mx; ℓ,M, 1, 1) ≪ Ω∗
(
(x log x)1/4(log log log x)−1/4
)
with ∗ = − if λ∗1 < ℓM < λ∗2, and ∗ = + else, where λ∗1 = 0.03728310 · · · , λ∗2 =
0.67181895 · · · are the zeros of
− log(2 sin(πλ)) + πλ− π
2
= 0
in the unit interval. This result holds uniformly in 1 6 ℓ 6 M 6 x, as long as ℓM is
bounded away from λ∗1, λ
∗
2. Another result follows from Theorem 2 of Nowak [9], i.e.
∆(x; ℓ,M, 1, 1) = Ω±
(
(x log x)1/4(log log log x)−1/2
)
as x→∞, where ℓ,M are fixed integers satisfying
0 <
ℓ
M
<
1
6
or
1
2
<
ℓ
M
<
5
6
.
In 1995, Mu¨ller and Nowak [7] studied the mean value of ∆(M1M2x; ℓ1,M1, ℓ2,M2).
They proved that, for a large real parameter T , there hold∫ T
1
∆(M1M2x; ℓ1,M1, ℓ2,M2)dx≪ T 3/4
and ∫ T
1
∆2(M1M2x; ℓ1,M1, ℓ2,M2)dx = S2
(
ℓ1
M1
,
ℓ2
M2
)
T 3/2 + o(T 3/2)
2
(even with a good error term), uniformly in 1 6 ℓ1 6 M1, 1 6 ℓ2 6 M2. For the third
power moment, they proved that, for any ε > 0, there holds∫ T
1
∆3(M1M2x; ℓ1,M1, ℓ2,M2)dx = S3
(
ℓ1
M1
,
ℓ2
M2
)
T 7/4 + o(T 47/28+ε)
uniformly in 1 6 ℓ1 6 M1, 1 6 ℓ2 6 M2. In 2011, Liu [5] consider the higher–power
moments of ∆(M1M2x; ℓ1,M1, ℓ2,M2). In his paper, Liu refer to a unified approach,
which is originated from Zhai [12], to show the asymptotic formula
∫ T
1
∆k(M1M2x; ℓ1,M1, ℓ2,M2)dx = CkT 1+k/4 +O(T 1+k/4−ϑk+ε). (1.1)
holds for 3 6 k 6 9, where Ck and 0 < ϑk < 1 are explicit constants. For the case
k = 4, Liu [5] also gives a separate conclusion of the value ϑ4 = 3/28, which is better
than that in the unified asymptotic formula (1.1).
The aim of this paper is to improve the value of ϑ4 = 3/28, which is achieved by
Liu [5]. The main result is the following theorem.
Theorem 1.1 We have∫ T
1
∆4(M1M2x; ℓ1,M1, ℓ2,M2)dx =
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)
T 2 +O(T 2−ϑ4+ε),
with ϑ4 = 1/8, where C4(
ℓ1
M1
, ℓ2M2 ) is defined by (5.5).
We will use the method, which is developed by Zhai [13], to establish Theorem
1.1, but with Kong’s Lemma (See Lemma 3.6) instead of Lemma 2 in Zhai [13] by
more careful analysis. This method can be applied to a series of fourth–power moment
estimates , and obtained better estimates.
2 Notation
Throughout this paper, ‖x‖ denotes the distance from x to the nearest integer, i.e.
‖x‖ = minn∈Z |x− n|. [x] denotes the integer part of x; ψ(t) = t− [t]− 12 ; e(t) = e2πit.
n ∼ N means N < n 6 2N ; n ≍ N means C1N 6 n 6 C2N with positive constants
C1, C2 satisfying C1 < C2. f(x) = Ω+(g(x)) means that there exists a suitable constant
C > 0 such that f(x) > Cg(x) holds for a sequence x = xn such that limn→∞ xn =∞;
f(x) = Ω−(g(x)) means that there exists a suitable constant C > 0 such that f(x) <
−Cg(x) holds for a sequence x = xn such that limn→∞ xn = ∞; f(x) = Ω(g(x))
means that |f(x)| = Ω±(g(x)). ε always denotes an arbitrary small positive constant,
which may not be the same at different occurrences. d(n) denotes the Dirichlet divisor
3
function, and we shall use the well–know estimate d(n) ≪ nε. Suppose f : N → R is
any arithmetic function satisfying f(n)≪ nε. Define
∑′
α6n6β
f(n) =


∑
α<n<β
f(n), if α 6∈ Z, β 6∈ Z,
1
2
f(α) +
∑
α<n<β
f(n), if α ∈ Z, β 6∈ Z,
∑
α<n<β
f(n) +
1
2
f(β), if α 6∈ Z, β ∈ Z,
1
2
f(α) +
∑
α<n<β
f(n) +
1
2
f(β), if α ∈ Z, β ∈ Z,
and, for k > 2, define
sk;v := sk;v(f) =
∑
n1,··· ,nv,nv+1,··· ,nk∈N∗√
n1+···+√nv=√nv+1+···+√nk
f(n1)f(n2) · · · f(nk)
(n1n2 · · ·nk)3/4
, 1 6 v < k. (2.1)
We shall use sk;v or sk;v(f) to denote both of the series (2.1) and its value. Suppose
y > 1 is large parameter, and we define
sk;v(y) := sk;v(f ; y) =
∑
n1,··· ,nv,nv+1,··· ,nk6y√
n1+···+√nv=√nv+1+···+√nk
f(n1)f(n2) · · · f(nk)
(n1n2 · · ·nk)3/4
, 1 6 v < k.
3 Preliminary Lemmas
Lemma 3.1 Let H > 2 be any real number. Then we have
ψ(u) = −
∑
16|h|6H
e(hu)
2πih
+O
(
min
(
1,
1
H‖u‖
))
.
Proof. See pp. 245 of Heath–Brown [1].
Lemma 3.2 Suppose A1, · · · , A5 are absolute positive constants. Let f(x) and g(x)
are algebraic functions on [a, b], which satisfy
A1
R
6 |f ′′(x)| 6 A2
R
, |f ′′′(x)| 6 A3
RU
, U > 1,
|g(x)| 6 A4G, |g′(x)| 6 A5G
U1
, U1 > 1.
Suppose [α, β] is the image of [a, b] under the mapping y = f ′(x), then∑
a<n6b
g(n)e
(
f(n)
)
=e
πi
4
∑
α6ν6β
bν
g(nν)√
f ′′(nν)
e
(
f(nν)− νnν
)
+O
(
G log(β − α+ 2) +G(b− a+R)(U−1 + U−11 )
)
+O
(
Gmin
(√
R, max
(
1
〈α〉 ,
1
〈β〉
)))
,
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where nν is the solution of f ′(n) = ν,
〈t〉 =


‖t‖, if t 6∈ Z,
β − α, if t ∈ Z,
bν =


1, if α < ν < β or α 6∈ Z, β 6∈ Z,
1
2
, if u = α ∈ Z or u = β ∈ Z ,
√
f ′′ =


√
f ′′, if f ′′ > 0,
i
√
|f ′′|, if f ′′ < 0 .
Proof. See Theorem 2.2 in Chapter 2 in Min [6], also see Theorem 1 in Chapter III in
Karatsuba and Voronin [3].
Lemma 3.3 If g(x) and h(x) are continuous real–valued functions of x and g(x) is
monotonic, then
∫ b
a
g(x)h(x)dx ≪
(
max
a6x6b
|g(x)|
)(
max
a6u<v6b
∣∣∣∣
∫ v
u
h(x)dx
∣∣∣∣
)
.
Proof. See Lemma 1 of Tsang [11].
Lemma 3.4 Suppose A,B ∈ R, A 6= 0. Then for any α ∈ R, there holds∫ 2T
T
tα cos
(
A
√
t+B
)
dt≪ T 1/2+α|A|−1.
Proof. It follows from Lemma 3.3 easily.
Lemma 3.5 Let f(n) be an arithmetic function. Then we have
|sk;v(f)− sk;v(f ; y)| ≪ y−1/2+ε, 1 6 v < k.
Proof. See Lemma 3.1 of Zhai [12].
Lemma 3.6 If n,m, k, ℓ ∈ N such that √n+√m±√k −√ℓ 6= 0, then there hold
|√n+√m±
√
k −
√
ℓ| ≫ (nmkℓ)−1/2max(n,m, k, ℓ)−3/2,
respectively.
Proof. See Kong [4], Lemma 3.2.1.
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Lemma 3.7 Suppose 1 6 N 6 M, 1 6 K 6 L, N 6 K, M ≍ L, 0 < ∆ ≪ L1/2. Let
A1(N,M,K,L;∆) denote the number of solutions of the following inequality
0 < |√n+√m−
√
k −
√
ℓ| < ∆
with n ∼ N, m ∼M, k ∼ K, ℓ ∼ L. Then we have
A1(N,M,K,L;∆)≪ ∆L1/2NMK +NKL1/2+ε.
Especially, if ∆L1/2 ≫ 1, then
A1(N,M,K,L;∆)≪ ∆L1/2NMK.
Proof. See Zhai [13], Lemma 5.
Lemma 3.8 Suppose 1 6 N 6 M 6 K ≍ L, 0 < ∆ ≪ L1/2, Let A2(N,M,K,L;∆)
denote the number of solutions of the inequality
0 < |√n+√m+
√
k −
√
ℓ| < ∆
with n ∼ N, m ∼M, k ∼ K, ℓ ∼ L. Then we have
A2(N,M,K,L;∆) ≪ ∆L1/2NMK +NML1/2+ε.
Especially, if ∆L1/2 ≫ 1, then
A1(N,M,K,L;∆)≪ ∆L1/2NMK.
Proof. See Zhai [13], Lemma 6.
Lemma 3.9 Suppose Nj > 2 (j = 1, 2, 3, 4), ∆ > 0. Let A±(N1, N2, N3, N4;∆) denote
the number of solutions of the following inequality
0 < |√n1 +√n2 ±√n3 −√n4| < ∆
with nj ∼ Nj (j = 1, 2, 3, 4), nj ∈ N∗. Then we have
A±(N1, N2, N3, N4;∆)≪
4∏
j=1
(
∆1/4N
7/8
j +N
1/2
j
)
N εj .
Proof. See Zhai [13], Lemma 3.
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4 Analogue of Vorono¨ı’s Formula
For the Dirichlet divisor problem, there exists the following truncated Vorono¨ı’s for-
mula, i.e.
∆(x) =
x1/4√
2π
∑
n6N
d(n)
n3/4
cos
(
4π
√
nx− π/4) +O(x1/2+εN−1/2),
for 1 6 N ≪ x. This formula plays a significant role in the study of the higher–power
moments of ∆(x). But for ∆(M1M2x; ℓ1,M1, ℓ2,M2), there is not such a convenient
formula at hand. However, we can use the finite expression of ψ(x) and van der Corput’s
B–process to establish an analogue of Vorono¨ı’s formula.
Suppose T/2 6 x 6 T . According to Dirichlet’s hyperbolic summation method, we
write ∑
n6M1M2x
d(n; ℓ1,M1, ℓ2,M2) =
∑
n1n26M1M2x
n1≡ℓ1(mod M1)
n2≡ℓ2(mod M2)
1 = Σ1 +Σ2 − Σ3,
where
Σ1 =
∑
n16
√
M1M2x
n1≡ℓ1(mod M1)
∑
n26
M1M2x
n1
n2≡ℓ2(mod M2)
1, Σ2 =
∑
n26
√
M1M2x
n2≡ℓ2(mod M2)
∑
n16
M1M2x
n2
n1≡ℓ1(mod M1)
1,
Σ3 =
∑
n16
√
M1M2x
n1≡ℓ1(mod M1)
1
∑
n26
√
M1M2x
n2≡ℓ2(mod M2)
1.
Computing the above three sums directly, it is easy to derive that
∆(M1M2x; ℓ1,M1, ℓ2,M2) = F12(x) + F21(x) +O(1), (4.1)
where
F12(x) := −
∑
n16
√
M1M2x
n1≡ℓ1(mod M1)
ψ
(
M1x
n1
− ℓ2
M2
)
,
F21(x) := −
∑
n16
√
M1M2x
n2≡ℓ2(mod M2)
ψ
(
M2x
n2
− ℓ1
M1
)
.
First, we consider F12(x). Suppose that H > 2 is a parameter which is to be determined
later. By Lemma 3.1, we get
F12(x) = R12(x;H) +G12(x;H), (4.2)
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where
R12(x;H) :=
1
2πi
∑
16|h|6H
1
h
∑
n16
√
M1M2x
n1≡ℓ1(mod M1)
e
(
hM1x
n1
− hℓ2
M2
)
,
G12(x;H) := O


∑
n16
√
M1M2x
n1≡ℓ1(mod M1)
min
(
1,
1
H
∥∥M1x
n1
− ℓ2M2
∥∥
) . (4.3)
By a splitting argument, we have
R12(x;H) =
1
2πi
∑
16|h|6H
1
h
J∑
j=0
∑
√
M1M2x
2j+1
<n16
√
M1M2x
2j
n1≡ℓ1(mod M1)
e
(
hM1x
n1
− hℓ2
M2
)
+O(L 2),
where
J =
[
L − 2 logL
log 2
]
.
It is easy to see that
R12(x;H) = −Σ12
2πi
+
Σ12
2πi
+O(L 2), (4.4)
where
Σ12 =
∑
16h6H
1
h
J∑
j=0
S(x, h, j), (4.5)
S(x, h, j) :=
∑
√
M1M2x
2j+1
<n16
√
M1M2x
2j
n1≡ℓ1(mod M1)
e
(
− hM1x
n1
+
hℓ2
M2
)
. (4.6)
Applying Lemma 3.2 to (4.6), we obtain
S(x, h, j) =
∑
k√
M1M2x
2j+1
<kM1+ℓ16
√
M1M2x
2j
e
(
− hM1x
kM1 + ℓ1
+
hℓ2
M2
)
=
x1/4√
2
∑′
2jhM1
M2
6r6
2j+1hM1
M2
h1/4
r3/4
e
(
− 2
√
hrx+
hℓ2
M2
+
rℓ1
M1
− 1
8
)
+O(L ). (4.7)
Putting (4.7) into (4.5), we get
Σ12 =
x1/4√
2
∑
16h6H
J∑
j=0
∑′
2jhM1
M2
6r6
2j+1hM1
M2
1
(hr)3/4
e
(
− 2
√
hrx+
hℓ2
M2
+
rℓ1
M1
− 1
8
)
+O(L 3)
=
x1/4√
2
∑
16h6H
∑′
hM1
M2
6r6
2J+1hM1
M2
1
(hr)3/4
e
(
− 2
√
hrx+
hℓ2
M2
+
rℓ1
M1
− 1
8
)
+O(L 3).
(4.8)
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Define
τ12(n, x;H) :=
∑′
n=hr
16h6H
hM1
M2
6r6
2
J+1hM1
M2
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
and
R′12(x;H) :=
x1/4√
2π
∑
n6
2J+1H2M1
M2
τ12(n, x;H)
n3/4
.
Inserting (4.8) into (4.4), we obtain
R12(x;H)
=
x1/4
2
√
2πi
∑
16h6H
∑′
hM1
M2
6r6
2J+1hM1
M2
1
(hr)3/4
×
(
e
(
2
√
hrx− hℓ2
M2
− rℓ1
M1
+
1
8
)
− e
(
− 2
√
hrx+
hℓ2
M2
+
rℓ1
M1
− 1
8
))
+O(L 3)
=
x1/4√
2π
∑
16h6H
∑′
hM1
M2
6r6
2J+1hM1
M2
1
(hr)3/4
sin
(
4π
√
hrx− 2π
(
hℓ2
M1
+
rℓ1
M1
− 1
8
))
+O(L 3)
=
x1/4√
2π
∑
16h6H
∑′
hM1
M2
6r6
2J+1hM1
M2
1
(hr)3/4
cos
(
4π
√
hrx− 2π
(
hℓ2
M1
+
rℓ1
M1
+
1
8
))
+O(L 3)
=R′12(x;H) +O(L
3). (4.9)
Define
τ12(n, x) :=
∑′
n=hr
hM1
M2
6r
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
.
It is easy to check that if n 6 min(H2, T )L −3, then h 6 H and r 6 2
J+1hM1
M2
. Therefore,
we have
τ12(n, x;H) = τ12(n, x), n 6 min(H
2, T )L −3.
Suppose T ε < y 6 min(H2, T )L −3 is a parameter which is to be determined later.
Define
R12(x; y) :=
x1/4√
2π
∑
n6y
τ12(n, x)
n3/4
(4.10)
and
R∗12(x; y,H) :=
x1/4√
2π
∑
y<n6
2J+1H2M1
M2
τ12(n, x;H)
n3/4
. (4.11)
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Then from (4.2), (4.9), (4.10) and (4.11), we get
F12(x) = R12(x; y) +R
∗
12(x; y,H) +G12(x;H) +O(L
3). (4.12)
By symmetry, we also have
F21(x) = R21(x; y) +R
∗
21(x; y,H) +G21(x;H) +O(L
3), (4.13)
where
R21(x; y) =
x1/4√
2π
∑
n6y
τ21(n, x)
n3/4
,
τ21(n, x) =
∑′
n=hr
hM2
M1
6r
cos
(
4π
√
nx− 2π
(
hℓ1
M1
+
rℓ2
M2
+
1
8
))
,
R∗21(x; y,H) =
x1/4√
2π
∑
y<n6
2J+1H2M2
M1
τ21(n, x;H)
n3/4
,
τ21(n, x;H) =
∑′
n=hr
16h6H
hM2
M1
6r6
2
J+1hM2
M1
cos
(
4π
√
nx− 2π
(
hℓ1
M1
+
rℓ2
M2
+
1
8
))
,
G21(x;H) = O


∑
n26
√
M1M2x
n2≡ℓ2(mod M2)
min
(
1,
1
H
∥∥M2x
n2
− ℓ1M1
∥∥
) .
Define
τ(n, x) :=
∑
n=hr
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
and
R0(x; y) :=
x1/4√
2π
∑
n6y
τ(n, x)
n3/4
.
From the definition of τ12(n, x) and τ21(n, x), we derive that
τ12(n, x) + τ21(n, x) =
∑′
n=hr
hM1
M2
6r
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
+
∑′
n=hr
hM2
M1
6r
cos
(
4π
√
nx− 2π
(
hℓ1
M1
+
rℓ2
M2
+
1
8
))
=
∑′
n=hr
hM1
M2
6r
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
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+
∑′
n=hr
r6
hM1
M2
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
=
∑
n=hr
cos
(
4π
√
nx− 2π
(
hℓ2
M2
+
rℓ1
M1
+
1
8
))
= τ(n, x),
which implies
R0(x; y) = R12(x; y) +R21(x; y). (4.14)
Combining (4.1), (4.12)–(4.14), we obtain
∆(M1M2x; ℓ1,M1, ℓ2,M2) =R0(x; y) +R
∗
12(x; y,H) +R
∗
21(x; y,H)
+G12(x;H) +G21(x;H) +O(L
3). (4.15)
For simplicity, we denote R0 = R0(x; y), R1 = R
∗
12(x; y,H), R2 = R
∗
21(x; y,H), R =
R0 +R1 + R2 and G = G12(x;H) +G21(x;H). Then (4.15) can be written as
∆(M1M2x; ℓ1,M1, ℓ2,M2) = R + G +O(L
3).
5 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1. Take H = T 8 and y = T 3/4. By the
elementary formula
(a+ b)4 = a4 +O(|a|3|b|+ b4), (5.1)
we have
∆4(M1M2x; ℓ1,M1, ℓ2,M2) = R
4 +O
(|R|3|G |+ |R|3L 3 + G 4 + L 12). (5.2)
By a splitting argument, it is sufficient to prove the result in the interval [T/2, T ].
We will divide the process of the proof of Theorem 1.1 into two parts.
Proposition 5.1 For T > 10, y = T 3/4, we have∫ T
T
2
R
4dx =
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)∫ T
T
2
xdx+O(T 2−1/8+ε).
Proof. From (5.1), we get
R
4 =
(
R0 + (R1 + R2)
)4
= R40 +O
(|R0|3|R1 + R2|+ |R1 + R2|4)
Therefore, we have∫ T
T
2
R
4dx =
∫ T
T
2
R
4
0dx+O
(∫ T
T
2
|R0|3|R1 + R2|dx+
∫ T
T
2
|R1 + R2|4dx
)
. (5.3)
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According to the elementary formula
cos a1 cos a2 · · · cos ak = 1
2k−1
∑
(i1,i2··· ,ik−1)∈{0,1}k−1
cos
(
a1+(−1)i1a2+ · · ·+(−1)ik−1ak
)
,
we have
R
4
0 =
x
4π4
∑
n1,n2,n3,n46y
τ(n1, x)τ(n2, x)τ(n3, x)τ(n4, x)
(n1n2n3n4)3/4
=
x
4π4
∑
n1,n2,n3,n46y
1
(n1n2n3n4)3/4
×
∑
nj=hjrj
j=1,2,3,4
4∏
j=1
cos
(
4π
√
njx− 2π
(
hjℓ2
M2
+
rjℓ1
M1
+
1
8
))
=
x
32π4
∑
(i1,i2,i3)∈{0,1}3
∑
n1,n2,n3,n46y
1
(n1n2n3n4)3/4
×
∑
nj=hjrj
j=1,2,3,4
cos
(
4πα(n, i)
√
x− 2πβ(h, r, i)),
where n = (n1, n2, n3, n4) ∈ N4, i = (i1, i2, i3) ∈ {0, 1}3 and
α(n, i) :=
√
n1 + (−1)i1√n2 + (−1)i2√n3 + (−1)i3√n4,
β(h, r, i) :=
(
h1ℓ2
M2
+
r1ℓ1
M1
+
1
8
)
+ (−1)i1
(
h2ℓ2
M2
+
r2ℓ1
M1
+
1
8
)
+ (−1)i2
(
h3ℓ2
M2
+
r3ℓ1
M1
+
1
8
)
+ (−1)i3
(
h4ℓ2
M2
+
r4ℓ1
M1
+
1
8
)
.
Therefore, we can write
R
4
0 = S1(x) + S2(x), (5.4)
where
S1(x) =
x
32π4
∑
(i1,i2,i3)∈{0,1}3
∑
n1,n2,n3,n46y
α(n,i)=0
1
(n1n2n3n4)3/4
∑
nj=hjrj
j=1,2,3,4
cos
(
2πβ(h, r, i)
)
,
S2(x) =
x
32π4
∑
(i1,i2,i3)∈{0,1}3
∑
n1,n2,n3,n46y
α(n,i)6=0
1
(n1n2n3n4)3/4
×
∑
nj=hjrj
j=1,2,3,4
cos
(
4πα(n, i)
√
x− 2πβ(h, r, i)).
For n = (n1, n2, n3, n4) ∈ N4, i = (i1, i2, i3) ∈ {0, 1}3, define
τ(n, i) :=
∑
n∈N4
α(n,i)=0
1
(n1n2n3n4)3/4
∑
nj=hjrj
j=1,2,3,4
cos
(
2πβ(h, r, i)
)
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and
τ(n, i; y) :=
∑
n1,n2,n3,n46y
α(n,i)=0
1
(n1n2n3n4)3/4
∑
nj=hjrj
j=1,2,3,4
cos
(
2πβ(h, r, i)
)
.
The condition α(n, i) = 0 implies i 6= 0, i.e. (i1, i2, i3) 6= (0, 0, 0). It is easy to see
that for i = (i1, i2, i3) ∈ {0, 1}3 and i′ = (i′1, i′2, i′3) ∈ {0, 1}3 satisfying i1 + i2 + i3 =
i′1 + i
′
2 + i
′
3 = v, there must hold
τ(n, i) = τ(n, i′) =: s4;v, τ(n, i; y) = τ(n, i′; y) =: s4;v(y),
say. Also, we write
C4
(
ℓ1
M1
,
ℓ2
M2
)
=
3∑
v=1
(
3
v
)
s4;v. (5.5)
Thus, from Lemma 3.5 we deduce that
B4
(
ℓ1
M1
,
ℓ2
M2
; y
)
:=
∑
i∈{0,1}3
τ(n, i; y) =
3∑
v=1
(
3
v
)
s4;v(y) = C4
(
ℓ1
M1
,
ℓ2
M2
)
+O(y−1/2+ε).
Hence, we obtain
∫ T
T
2
S1(x)dx =
1
32π4
B4
(
ℓ1
M1
,
ℓ2
M2
; y
)∫ T
T
2
xdx
=
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)∫ T
T
2
xdx+O(T 2y−1/2+ε)
=
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)∫ T
T
2
xdx+O(T 2−1/8+ε). (5.6)
Now, we proceed to consider the contribution of S2(x). By Lemma 3.4, we get∫ T
T
2
S2(x)dx≪
∑
i∈{0,1}3
∑
n1,n2,n3,n46y
α(n,i)6=0
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4
min
(
T 2,
T 3/2
|α(n, i)|
)
. (5.7)
For i = (i1, i2, i3) ∈ {0, 1}3, if (i1, i2, i3) = (0, 0, 0), then the contribution is
≪ T 3/2
∑
n1,n2,n3,n46y
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4(
√
n1 +
√
n2 +
√
n3 +
√
n4)
≪ T 3/2+ε
∑
n16n26n36n46y
1
(n1n2n3n4)3/4n
1/2
4
≪ T 3/2+ε
∑
n16n26n36n46y
1
(n1n2n3)3/4n
5/4
4
≪ T 3/2+εy1/2 ≪ T 2−1/8+ε. (5.8)
13
If (i1, i2, i3) 6= (0, 0, 0), we write
∑
0 6=i∈{0,1}3
∑
n1,n2,n3,n46y
α(n,i)6=0
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4
min
(
T 2,
T 3/2
|α(n, i)|
)
= Σ(1) +Σ(2), (5.9)
where
Σ(1) =
∑
i∈{0,1}3
i1+i2+i3=2
∑
n1,n2,n3,n46y
α(n,i)6=0
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4
min
(
T 2,
T 3/2
|α(n, i)|
)
,
Σ(2) =
∑
i∈{0,1}3
i1+i2+i3=1
∑
n1,n2,n3,n46y
α(n,i)6=0
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4
min
(
T 2,
T 3/2
|α(n, i)|
)
.
Let
g = g(n1, n2, n3, n4) :=
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)3/4
.
For Σ(1), by a splitting argument, there exist 1 6 N1, N2, N3, N4 6 y such that
Σ(1) ≪ T εG(N1, N2, N3, N4) (5.10)
where
G(N1, N2, N3, N4) =
∑
√
n1+
√
n2 6=√n3+√n4
ni∼Ni,16i64
16N16N26y
16N36N46y
g ·min
(
T 2,
T 3/2
|√n1 +√n2 −√n3 −√n4|
)
If N2 > 300N4, then |√n1 +√n2 −√n3 −√n4| ≫ N1/22 , so the trivial estimate yields
G(N1, N2, N3, N4)≪ T
3/2+εN1N2N3N4
(N1N2N3N4)3/4N
1/2
2
≪ T 3/2+εy1/2 ≪ T 2−1/8+ε.
IfN4 > 300N2, we can get the same estimate. So later we always suppose thatN2 ≍ N4.
Let η =
√
n1 +
√
n2 −√n3 −√n4. Write
G(N1, N2, N3, N4) = G1 + G2 + G3, (5.11)
where
G1 := T 2
∑
0<|η|6T−1/2
ni∼Ni,16i64
16N16N26y
16N36N46y
g,
G2 := T 3/2
∑
T−1/2<|η|61
ni∼Ni,16i64
16N16N26y
16N36N46y
g|η|−1,
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G3 := T 3/2
∑
|η|>1
ni∼Ni,16i64
16N16N26y
16N36N46y
g|η|−1.
We estimate G1 first. By Lemma 3.7, we get
G1 ≪ T
2+ε
(N1N2N3N4)3/4
A1
(
N1, N2, N3, N4;T
−1/2)
≪ T
2+ε
(N1N2N3N4)3/4
(
T−1/2N1/24 N1N2N3 +N1N3N
1/2
4
)
≪ T 3/2+ε(N1N3)1/4 + T 2+ε(N1N3)1/4N−14
≪ T 3/2+εy1/2 + T 2+ε(N1N3)1/4N−14
≪ T 2−1/8+ε + T 2+ε(N1N3)1/4N−14 . (5.12)
On the other hand, by Lemma 3.9, without loss of generality, we assume that N1 6
N3 6 N4 and obtain
G1 ≪ T
2+ε
(N1N2N3N4)3/4
A−(N1, N2, N3, N4;T−1/2)
≪ T
2+ε
(N1N2N3N4)3/4
(
T−1/8N7/81 +N
1/2
1
)(
T−1/8N7/83 +N
1/2
3
)(
T−1/4N7/44 +N4
)
≪ T 2+ε(N1N3)−1/4N−1/24
(
T−1/8N3/81 + 1
)(
T−1/8N3/83 + 1
)(
T−1/4N3/44 + 1
)
≪ T 2+ε(N1N3)−1/4N−1/24
(
T−1/4(N1N3)3/8 + T−1/8N
3/8
3 + 1
)(
T−1/4N3/44 + 1
)
≪ T 7/4+ε(N1N3)1/8N−1/24
+T 2+ε(N1N3)
−1/4N−1/24
(
T−1/8N3/83 + 1
)(
T−1/4N3/44 + 1
)
≪ T 7/4+εN−1/44 + T 2+ε(N1N3)−1/4N−1/24
(
T−3/8N9/84 + 1
)
≪ T 7/4+ε + T 2+ε(N1K3)−1/4N−1/24
(
T−3/8N9/84 + 1
)
. (5.13)
From (5.12) and (5.13), we get
G1 ≪ T 2−1/8+ε + T 2+ε ·min
(
(N1N3)
1/4
N4
,
T−3/8N9/84 + 1
(N1N3)1/4N
1/2
4
)
.
Case 1 If N4 ≫ T 1/3, then T−3/8N9/84 ≫ 1, and thus
G1 ≪ T 2−1/8+ε + T 2+ε ·min
(
(N1N3)
1/4
N4
,
T−3/8N9/84
(N1N3)1/4N
1/2
4
)
≪ T 2−1/8+ε + T 2+ε
(
(N1N3)
1/4
N4
)1/2( T−3/8N9/84
(N1N3)1/4N
1/2
4
)1/2
≪ T 2−1/8+ε + T 2−3/16+εN−3/164 ≪ T 2−1/8+ε. (5.14)
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Case 2 If N4 ≪ T 1/3, then T−3/8N9/84 ≪ 1. By noting Lemma 3.6 and
N2 ≍ N4 ≍ max(N1, N2, N3, N4),
we have
T−1/2 ≫ |η| ≫ (n1n2n3n4)−1/2max(n1, n2, n3, n4)−3/2 ≍ (N1N3)−1/2N−5/24 .
Hence, we obtain
G1 ≪ T 2−1/8+ε + T 2+εmin
(
(N1N3)
1/4
N4
,
1
(N1N3)1/4N
1/2
4
)
≪ T 2−1/8+ε + T 2+ε
(
(N1N3)
1/4
N4
)1/4(
1
(N1N3)1/4N
1/2
4
)3/4
= T 2−1/8+ε + T 2+ε(N1N3)−1/8N
−5/8
4
≪ T 2−1/8+ε + T 2+ε(T−1/2)1/4 ≪ T 2−1/8+ε. (5.15)
Combining (5.14) and (5.15), we get
G1 ≪ T 2−1/8+ε. (5.16)
Now, we estimate G2. By a splitting argument, we get that there exists some δ
satisfying T−1/2 ≪ δ ≪ 1 such that
G2 ≪ T
3/2+ε
(N1N2N3N4)3/4δ
×
∑
δ<|η|62δ
η 6=0
1.
By Lemma 3.7, we get
G2 ≪ T
3/2+ε
(N1N2N3N4)3/4δ
A1(N1, N2, N3, N4; 2δ)
≪ T
3/2+ε
(N1N2N3N4)3/4δ
(δN
1/2
4 N1N2N3 +N1N3N
1/2
4 )
= T 3/2+ε(N1N3)
1/4 + T 3/2+εδ−1(N1N3)1/4N−14
≪ T 3/2+εy1/2 + T 3/2+εδ−1(N1N3)1/4N−14
≪ T 2−1/8+ε + T 3/2+εδ−1(N1N3)1/4N−14 . (5.17)
On the other hand, by Lemma 3.9, without loss of generality, we assume that N1 6
N3 6 N4 and obtain
G2 ≪ T
3/2+ε
(N1N2N3N4)3/4δ
×A−(N1, N2, N3, N4; 2δ)
≪ T
3/2+ε
(N1N2N3N4)3/4δ
(
δ1/4N
7/8
1 +N
1/2
1
)(
δ1/4N
7/8
3 +N
1/2
3
)(
δ1/2N
7/4
4 +N4
)
≪ T 3/2+ε(N1N3)−1/4N−1/24 δ−1
(
δ1/4N
3/8
1 + 1
)(
δ1/4N
3/8
3 + 1
)(
δ1/2N
3/4
4 + 1
)
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≪ T 3/2+ε(N1N3)−1/4N−1/24 δ−1
(
δ1/2(N1N3)
3/8 + δ1/4N
3/8
3 + 1
)(
δ1/2N
3/4
4 + 1
)
≪ T 3/2+ε(N1N3)1/8N−1/24 δ−1/2
+T 3/2+ε(N1N3)
−1/4N−1/24 δ
−1(δ1/4N3/83 + 1)(δ1/2N3/44 + 1)
≪ T 7/4+εN−1/44 + T 3/2+ε(N1N3)−1/4N−1/24 δ−1
(
δ3/4N
9/8
4 + 1
)
. (5.18)
From (5.17) and (5.18), we get
G2 ≪ T 2−1/8+ε + T 3/2+εδ−1 ·min
(
(N1N3)
1/4
N4
,
δ3/4N
9/8
4 + 1
(N1N3)1/4N
1/2
4
)
.
Case 1 If δ ≫ N−3/24 , then δ3/4N9/84 ≫ 1, we get (recall δ ≫ T−1/2)
G2 ≪ T 2−1/8+ε + T 3/2+εδ−1 ·min
(
(N1N3)
1/4
N4
,
δ3/4N
9/8
4
(N1N3)1/4N
1/2
4
)
≪ T 2−1/8+ε + T 3/2+εδ−1
(
(N1N3)
1/4
N4
)1/2(
δ3/4N
9/8
4
(N1N3)1/4N
1/2
4
)1/2
≪ T 2−1/8+ε + T 3/2+εδ−5/8N−3/164
≪ T 2−1/8+ε + T 3/2+εT 5/16N−3/164 ≪ T 2−1/8+ε. (5.19)
Case 2 If δ ≪ N−3/24 , then δ3/4N9/84 ≪ 1. By Lemma 3.6, we have
δ ≫ |η| ≫ (n1n2n3n4)−1/2max(n1, n2, n3, n4)−3/2 ≍ (N1N3)−1/2N−5/24 .
Therefore, we obtain (recall δ ≫ T−1/2)
G2 ≪ T 2−1/8+ε + T 3/2+εδ−1 ·min
(
(N1N3)
1/4
N4
,
1
(N1N3)1/4N
1/2
4
)
≪ T 2−1/8+ε + T 3/2+εδ−1
(
(N1N3)
1/4
N4
)1/4(
1
(N1N3)1/4N
1/2
4
)3/4
≪ T 2−1/8+ε + T 3/2+εδ−1(N1N3)−1/8N−5/84
≪ T 2−1/8+ε + T 3/2+εδ−1δ1/4
≪ T 2−1/8+ε + T 3/2+εT 3/8 ≪ T 2−1/8+ε. (5.20)
Combining (5.19) and (5.20), we get
G2 ≪ T 2−1/8+ε. (5.21)
For G3, by a splitting argument and Lemma 3.7 again, we get
G3 ≪ T
3/2+ε
(N1N2N3N4)3/4δ
×
∑
δ<|η|62δ
δ≫1
1
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≪ T
3/2+ε
(N1N2N3N4)3/4δ
· δN1/24 N1N2N3 ≪ T 3/2+ε(N1N3)1/4
≪ T 3/2+εy1/2 ≪ T 2−1/8+ε. (5.22)
Comnining (5.10), (5.11), (5.16), (5.21) and (5.22), we deduce that
Σ(1) ≪ T 2−1/8+ε. (5.23)
In the same way, by using Lemma 3.8 instead of Lemma 3.7, we can follow the above
arguments step by step and obtain
Σ(2) ≪ T 2−1/8+ε. (5.24)
It follows from (5.7), (5.8), (5.9), (5.23) and (5.24) that∫ T
T
2
S2(x)dx≪ T 2−1/8+ε. (5.25)
According to (5.4), (5.6) and (5.25), we conclude that∫ T
T
2
R
4
0dx =
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)∫ T
T
2
xdx+O(T 2−1/8+ε). (5.26)
From (4.11) of Liu [5], we know that∫ T
T
2
|R1 + R2|2dx≪ T 1/2y−1/2L 3. (5.27)
Also, by (4.14) of Liu [5], we have∫ T
T
2
|R1 + R2|8dx≪ T 3+ε. (5.28)
It follows from (5.27) and (5.28) and Cauchy’s inequality that∫ T
T
2
|R1 +R2|4dx =
∫ T
T
2
|R1 + R2|4/3|R1 + R2|8/3dx
≪
(∫ T
T
2
|R1 +R2|2dx
)2/3(∫ T
T
2
|R1 +R2|8dx
)1/3
≪(T 1/2y−1/2L 3)2/3(T 3+ε)1/3
≪T 4/3+εy− 13 ≪ T 13/12+ε. (5.29)
By (5.26), (5.29) and Ho¨lder’s inequality, we deduce that∫ T
T
2
|R0|3|R1 + R2|dx≪
(∫ T
T
2
R
4
0dx
)3/4(∫ T
T
2
|R1 + R2|4dx
)1/4
≪(T 2)3/4(T 13/12+ε)1/4 ≪ T 85/48+ε ≪ T 2−1/8+ε. (5.30)
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Combining (5.3), (5.26), (5.29) and (5.30), we obtain
∫ T
T
2
R
4dx =
1
32π4
C4
(
ℓ1
M1
,
ℓ2
M2
)∫ T
T
2
xdx+O(T 2−1/8+ε). (5.31)
This completes the proof of Proposition 5.1.
Proposition 5.2 For H ≫ T ε, we have∫ T
T
2
G
4dx≪ T 3/2H−1/4,
∫ T
T
2
|R|3|G |dx≪ T 2−1/8+ε,
∫ T
T
2
|R|3L 3dx≪ T 2−1/8+ε.
Proof. Recall that
G = G12(x;H) +G21(x;H).
From (4.3), we deduce that
∫ T
T
2
(
G12(x;H)
)4
dx≪
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
∫ T
T
2
min
(
1,
1
H
∥∥M1x
n1
− ℓ2M2
∥∥4
)
dx
≪
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
n1
M1
∫ M1T
n1
− ℓ2
M2
M1T
2n1
− ℓ2
M2
min
(
1,
1
H‖u‖4
)
du
≪ T
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
∫ 1
0
min
(
1,
1
H‖U‖4
)
du
≪ T
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
{∫ 1
2
0
+
∫ 1
1
2
}
min
(
1,
1
H‖U‖4
)
du
≪ T
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
∫ 1
2
0
min
(
1,
1
Hu4
)
du
≪ T
∑
n16
√
M1M2T
n1≡ℓ1(mod M1)
(∫ H− 14
0
1du+
∫ 1
2
H−
1
4
1
Hu4
du
)
≪ T 3/2H−1/4. (5.32)
19
Similarly, we also have ∫ T
T
2
(
G21(x;H)
)4
dx≪ T 3/2H−1/4. (5.33)
Therefore, from (5.32) and (5.33), we derive that
∫ T
T
2
G
4dx≪ T 3/2H−1/4. (5.34)
It follows from (5.31), (5.34) and Holder’s inequality that
∫ T
T
2
|R|3|G |dx≪
(∫ T
T
2
|R|4dx
)3/4(∫ T
T
2
|G |4dx
)1/4
≪ T 15/8H−1/16 ≪ T 2−1/8+ε, (5.35)
and∫ T
T
2
|R|3L 3dx≪
(∫ T
T
2
R
4dx
)3/4(∫ T
T
2
L
12dx
)1/4
≪ T 7/4L 3 ≪ T 2−1/8+ε. (5.36)
This completes the proof of Proposition 5.2.
From (5.2), Proposition 5.1 and Proposition 5.2, we get the fourth–power moment
of ∆(M1M2x; ℓ1,M1, ℓ2,M2).
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