Poisson convergence of eigenvalues of circulant type matrices by Bose, Arup et al.
POISSON CONVERGENCE OF EIGENVALUES OF CIRCULANT TYPE
MATRICES
ARUP BOSE*, RAJAT SUBHRA HAZRA, AND KOUSHIK SAHA**
Abstract. We consider the point processes based on the eigenvalues of the reverse circulant,
symmetric circulant and k-circulant matrices with i.i.d entries and show that they converge to a
Poisson random measures in vague topology. The joint convergence of upper ordered eigenvalues
and their spacings follow from this. We extend these results partially to the situation where the
entries are come from a two sided moving average process.
Keywords Large dimensional random matrix, eigenvalues, circulant matrix, symmetric circu-
lant matrix, reverse circulant matrix, k-circulant matrix, point process, Poisson random measure,
moving average process, spectral density, normal approximation.
AMS 2000 Subject Classication 15A52, 60G55, 60F99.
1. Introduction
There appears to have been only limited studies on the weak convergence of point process based
on the eigenvalues of random matrices. Soshnikov (2004) considers the point process based on the
positive eigenvalues of appropriately scaled Wigner matrix with heavy tailed entries fxijg satisfying
P(jxij j > x) = h(x)x  where h is slowly varying function at innity and 0 <  < 2. He showed
that it converges to an inhomogeneous Poisson random point process. A similar result was proved
for sample covariance matrices in Soshnikov (2006). These results were extended in Aunger, Ben
Arous and Peche (2008) to 2   < 4.
On the other hand, Bose, Hazra and Saha (2009) establish the distributional convergence of the
maximum of the eigenvalues of circulant, reverse circulant and symmetric circulant matrices. Same
result for k circulant matrix for n = k2 + 1 was derived in Bose, Mitra and Sen (2008). The main
tool for proving such a result was the strong approximation theorem by Einmahl (1989) for i.i.d
random vectors.
In this article, we deal with circulant type matrices with light tailed entries and consider the
point process based on the points (!k;
k bq
aq
) where k is k-th eigenvalue and !k = 2kn is the
Fourier frequency and aq; bq are appropriate scaling and centering constants appearing in the weak
convergence of the maximum. We show that the limit measure is Poisson. In particular this yields
the distributional convergence of any k-upper ordered eigenvalues of these matrices and also yields
the joint distributional convergence of any k spacings of the upper ordered eigenvalues. Then we
extend these results partially to two sided moving average process entries under certain restriction
on the process.
2. Results for i.i.d. inputs
2.1. Reverse circulant (RCn). This is a symmetric matrix where the (i; j)-th element of the
matrix is x(i+j 2)mod n. Let n;x(!0); n;x(!1); : : : ; n;x(!n 1) be the eigenvalues of n 1=2RCn.
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These eigenvalues are given by (see Bose and Mitra (2002)):
(1)
8<:
n;x(!0) = n 1=2
Pn 1
t=0 xt
n;x(!n=2) = n 1=2
Pn 1
t=0 ( 1)txt; if n is even
n;x(!k) =  n;x(!n k) =
p
In;x(!k); 1  k  [n 12 ]:
where
In;x(!k) =
1
n
j
n 1X
t=0
xte
 it!k j2 and !k = 2k
n
:
Note that fjn;x(!k)j2; 1  k < n=2g is the periodogram of fxig at the frequencies f!k = 2kn ; 1 
k < n=2g. This explains our notation of using !k as an argument of the eigenvalues n;x. Since the
eigenvalues occur in pairs with opposite signs (except for perhaps one eigenvalue), it suces for our
purposes to dene our point process based on the points (!k;
n;x(!k) bq
aq
) for k = 0; 1; 2; : : : ; [n=2]:
Let x() denote the point measure which gives unit mass to any set containing x. With q = [n2 ],
aq = 12pln q and bq =
p
ln q, dene
(2) n() =
qX
j=0
 
!j ;
n;x(!j) bq
aq
():
Let Mp([0; ] ( 1;1]) denote the set of all point measures on the set [0; ] ( 1;1] endowed
with topology of vague convergence. We then have the following Theorem.
Theorem 1. Let fxtg be i.i.d random variables with E[x0] = 0, E[x0]2 = 1 and E jx0js < 1 for
some s > 2: Then for the sequence of point processes n dened in (2), we have n
D! ; where 
is a Poisson process on [0; ] ( 1;1] with intensity measure  1dt e xdx and D! denotes the
convergence in distribution on the space Mp([0; ] ( 1;1]) relative to the vague topology.
The relation n
D!  immediately yields the joint weak convergence of a nite vector of k upper
ordered eigenvalues. To be precise, we introduce for every n the ordered version of the sample
n;x(!j); j = 0; 1; : : : ; n  1,
n;(q)      n;(2)  n;(1):
Let xk <    < x1 be any real numbers, and write Ni;n = n([0; ]  (xi;1)) for the number of
exceedances of xi by
n;x(!j) bq
aq
; j = 1; : : : ; q: Then
fn;(1)   bq
aq
 x1; : : : ;
n;(k)   bq
aq
 xkg = fN1;n = 0; N2;n  1; : : : ; Nk;n  k   1g:
Thus the joint limit distribution of the vector of the k upper ordered eigenvalues n;x(!j) as well
as their spacings can be derived from Theorem 1.
Corollary 0.1. Under the assumption of Theorem 1,
(i) for any real numbers xk <    < x2 < x1,
P

n;(1)   bq
aq
 x1;    ;
n;(k)   bq
aq
 xk

! P(Y(1)  x1;    ; Y(k)  xk);
where (Y(1);    ; Y(k)) has the density exp(  exp( xk)  (x1 +   + xk 1)).
(ii)

n;(i) n;(i 1)
aq

i=1;:::;k
D ! (i 1Ei)i=1;:::;k where fEig is an i.i.d standard exponential sequence.
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2.2. Symmetric circulant (SCn). It is symmetric version of the usual circulant matrix and (i; j)-
th element of the matrix is given by xn=2 jn=2 ji jjj.
Let n;x(!0); n;x(!1); : : : ; n;x(!n 1) be the eigenvalues of n 1=2SCn. These eigenvalues are
given by: (i) for n odd:
(3)
(
n;x(!0) = 1pn

x0 + 2
P[n=2]
j=1 xj

n;x(!k) = 1pn

x0 + 2
P[n=2]
j=1 xj cos(!kj)

; 1  k  [n=2]
(ii) for n even:
(4)
8<: n;x(!0) =
1p
n

x0 + 2
Pn
2
 1
j=1 xj + xn=2

n;x(!k) = 1pn

x0 + 2
Pn
2
 1
j=1 xj cos(!kj) + ( 1)kxn=2

; 1  k  n2
with n;x(!n k) = n;x(!k) in both cases.
Now dene a sequence of point processes based on the points (!j ;
n;x(!j) bq
aq
) for k = 0; 1; : : : ; q(=
[n=2]); where n;x are same as in (3). Note, we have not considered the eigenvalues n k for
k = 1; : : : ; [n2 ] to dene the point process since n;x(!n k) = n;x(!k) for k = 1; : : : ; [
n
2 ] and it does
not eect our goal of nding the limit distribution of upper order eigenvalues. Dene
(5) n() =
qX
j=0
 
!j ;
n;x(!j) bq
aq
()
where
(6) bn = cn + an ln 2; an = (2 log n) 1=2 and cn = (2 logn)1=2   log log n+ log 42(2 log n)1=2 :
Theorem 2. Let fxtg be i.i.d random variables with E[x0] = 0, E[x0]2 = 1 and E[x0]s < 1 for
some s > 2: Then for the sequence of point processes n dened in (5), we have n
D! ; where  is
a Poisson process on [0; ] ( 1;1] with intensity measure  1dt e xdx.
Note that a similar result as Corollary 0.1 holds in this case too.
2.3. k-circulant. For positive integers k and n, dene the n n square matrix
Ak;n =
26664
x0 x1 x2 : : : xn 2 xn 1
xn k xn k+1 x1 : : : xn k 2 xn k 1
xn 2k xn 2k+1 x0 : : : xn 2k 2 xn 2k 1
...
37775
nn
:
The rst row of Ak;n is (x0; x1; x2; :::; xn 1) and for 1  j < n  1, its (j +1)-th row is obtained by
giving its j-th row a right circular shift by k positions (equivalently, k mod n positions).
We consider k-circulant matrix only for n = k2+1. First we describe the eigenvalues of k-circulant
matrix. Let
(7)  = n := cos(2=n) + i sin(2=n); i2 =  1 and k(x) =
n 1X
l=0
xl
kl; 0  j < n:
For any positive integers k, n, let p1 < p2 < : : : < pc be all their common prime factors so that,
n = n0
cY
q=1
p
q
q and k = k0
cY
q=1
p
q
q :
Here q; q  1 and n0, k0, pq are pairwise relatively prime. For any positive integer s, let
Zs = f0; 1; 2; : : : ; s  1g: Dene the following sets
(8) S(x) = fxkb mod n0 : b  0g; 0  x < n0:
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Let gx = jS(x)j. Dene
(9) k;n0 := jfx 2 Zn0 : gx < g1gj :
We observe the following about the sets S(x).
(1) S(x) = fxkb mod n0 : 0  b < jS(x)jg.
(2) For x 6= u, either S(x) = S(u) or S(x)\S(u) = . As a consequence, the distinct sets from
the collection fS(x) : 0  x < n0g forms a partition of Zn0 .
We shall call fS(x)g the eigenvalue partition of f0; 1; 2; : : : ; n 1g and we will denote the partitioning
sets and their sizes by
(10) fP0;P1; : : : ;Pl 1g; and ni = jPij; 0  i < l:
Dene
yj :=
Y
t2Pj
ty; j = 0; 1; : : : ; l   1 where y = n=n0:
Then the characteristic polynomial of Ak;n (whence its eigenvalues follow) is given by
(11)  (Ak;n) = n n
0
` 1Y
j=0
(nj   yj) :
In the present case, by Lemma 7 of Bose, Mitra and Sen (2008), the eigenvalue partition of
f0; 1; 2; : : : ; n  1g contains exactly q = [n4 ] sets of size 4 and each set is self-conjugate. Moreover,
if k is even then there is only one more partition set containing only 0, and if k is odd then there
are two more partition sets containing only 0 and only n=2 respectively.
Now for the development of the point process we need a clear picture of the eigenvalue partition of
f0; 1; 2; : : : ; n  1g. For this we represent the set Zn = f0; 1; 2; : : : ; n  1g in the following form
(12) Zn = fak + b; 0  a  k   1; 1  b  kg [ f0g:
Then we can write S(x) dened in (8) as follows
S(ak + b) = fak + b; bk   a; n  ak   b; n  bk + ag; 0  a  k   1; 1  b  k:
Lemma 1. For n = k2 + 1,
(13) Zn =
[
0a[ k 2
2
];a+1bk a 1
S(ak + b)
[
S(0); if k is even
and
(14) Zn =
[
0a[ k 2
2
];a+1bk a 1
S(ak + b)
[
S(0)
[
S(n=2); if k is odd
where all S(ak + b) are mutually disjoint and hence form a (eigenvalue) partition of Zn:
Now we are ready to dene our point process based on the eigenvalues of the k-circulant matrix.
For our purpose we neglect f0; n=2g if n is even and f0g if n is odd. Denote
S = Zn   f0; n=2g; Tn = f(a; b) : 0  a  [k   22 ]; a+ 1  b  k   (a+ 1)g;
x;n(a; b) =
Y
t2S(ak+b)
t(x) and x(a; b) = (x;n(a; b))1=4:
Now dene a sequence of point process based on points f( ap
n
; bp
n
;
x(a;b) dq
cq
) : (a; b) 2 Tng. Dene
(15) n() =
X
(a;b)2Tn
  ap
n
; bp
n
;
x(a;b) dq
cq
()
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where q = q(n) = bn4 c and
(16) cn = (8 lnn) 1=2 and dn =
(lnn)1=2p
2

1 +
1
4
ln lnn
lnn

+
1
2(8 lnn)1=2
ln

2
:
Theorem 3. Let fxtg be i.i.d random variables with E[x0] = 0, E[x0]2 = 1 and E jx0js < 1 for
some s > 2: Then for the sequence of point processes n dened in (15), we have n
D! ; where 
is a Poisson process on [0; 1=2] [0; 1] [0;1] with intensity measure 4Ifst1 sge xdsdtdx.
A similar result as Corollary 0.1 holds in this case too.
3. Result for dependent input
Let fxn;n  0g be a two sided moving average process,
(17) xn =
1X
i= 1
ain i
where fan;n 2 Zg 2 l1, that is
P
n janj < 1, are nonrandom and fi; i 2 Zg are i.i.d. random
variables with E(i) = 0 and V (i) = 1. Let f(!); ! 2 [0; 2] be the spectral density of fxng. Note
that if fxng is i.i.d. with mean 0 and variance 2, then f  22 .
3.1. Reverse circulant (RCn). Now dene a sequence of point processes based on the points 
!k;
n;x(!k)p
2f(!k)
 bq
aq

for k = 1; 2; : : : ; q, where n;x(!k) are the eigenvalues of n 1=2RCn dened in (1).
Dene ~n;x(!k) =
n;x(!k)p
2f(!k)
and
(18) ~n() =
qX
j=1
 
!j ;
~n;x(!k) cq
aq
()
where aq = 12pln q and bq =
p
ln q.
Theorem 4. Let fxng be the two sided moving average process dened in (17) with E(0) = 0,
E(20) = 1 and E j0js <1 for some s > 2 and
(19)
1X
j= 1
jaj jjjj1=2 <1 and f(!) > 0 for all ! 2 [0; 2]:
Then for the sequence of point processes ~n dened in (18), we have ~n
D! ; where  is a Poisson
process on [0; ] ( 1;1] with intensity measure  1dt e xdx.
3.2. Symmetric circulant (SCn). Here we consider two sided moving average process dened in
(17) with an extra assumption that aj = a j for all j 2 N. Dene
(20) ~n() =
qX
j=0
 
!j ;
~n;x(!j) bq
aq
()
where q = q(n)  n2 , ~n;x(!j) =
n;x(!j)p
2f(!j)
and n;x(!j) are the eigenvalues of symmetric circulant
matrix given in (3) and aq; bq are as in (6).
Theorem 5. Let fxng be the two sided moving average process dened in (17) with aj = a j,
E(0) = 0, E(20) = 1 and E j0js <1 for some s > 2 and
(21)
1X
j= 1
jaj jjjj1=2 <1 and f(!) > 0 for all ! 2 [0; 2]:
Then for the sequence of point processes ~n dened in (20), we have ~n
D! ; where  is a Poisson
process on [0; ] ( 1;1] with intensity measure  1dt e xdx.
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3.3. k-circulant. First recall the eigenvalues of k-circulant matrix for n = k2 + 1 given in Section
(2.3) and dene following notation based on that
;n(a; b) =
Y
t2S(ak+b)
t(); (a; b) = (;n(a; b))1=4;
~x;n(a; b) =
Q
t2S(ak+b) t(x)
42f(!ak+b)f(!bk a)
and ~x(a; b) = (~x;n(a; b))1=4:
Now with dq; cq as in (16), dene our point process based on points f( apn ; bpn ;
~x(a;b) dq
cq
) : (a; b) 2
Tng as:
(22) ~n() =
qX
j=0
 
ap
n
; bp
n
;
~x(a;b) dq
cq
():
Theorem 6. Let fxng be the two sided moving average process dened in (17) with E(0) = 0,
E(20) = 1 and E j0js <1 for some s > 2 and
(23)
1X
j= 1
jaj jjjj1=2 <1 and f(!) > 0 for all ! 2 [0; 2]:
Then for the sequence of point processes ~n dened in (20), we have ~n
D! ; where  is a Poisson
process on [0; 1=2] [0; 1] [0;1] with intensity measure 4Ifst1 sge xdsdtdx.
4. Proofs of results
4.1. Proof of Theorem 1. Before going into the proof of Theorem 1 we state two results which
play a key role in the proof and which will also be used later. The proof of Lemma 2 is available in
Kallenberg (1983), Resnick (1987) and Embrechts, P., Kluppelberg, C. and Mikosch, T. (1997).
Lemma 2. Let (Nn) and N be point processes on a complete separable metric space E and N be a
simple point process. Let T be a basis of relatively compact open sets such that T is closed under
nite unions and intersections and for I 2 T , P[N(@I) = 0] = 1: If lim
n!1P[Nn(I) = 0] = P[N(I) =
0] and lim
n!1E[Nn(I)] = E[N(I)] <1 then Nn
D! N in Mp(E):
The following Lemma is from Davis and Mikosch (1999) which follows from strong approximation
results of Einmahl (1989). Denote the truncated and centered i.i.d random variables by
xt = xtI(jxtj < n1=s)  E[xtI(jxtj < n1=s]:
Lemma 3. For d  1, dene
(24) vd(t) = (cos(!i1t); sin(!i2t); :::; cos(!idt); sin(!idt))
0
where !i1 ; :::; !id are any distinct Fourier frequencies. Let fxtg be i.i.d random variables with
E[x0] = 0, E[x0]2 = 1 and E[x0]s <1 for some s > 2. Let ~pn be the density function of
21=2n 1=2
nX
t=1
(xt + nNt)vd(t);
where fNtg is a sequence of i.i.d N(0; 1) random variables, independent of fxtg and 2n = Var(xt)s2n.
If n 2c6 lnn < s2n  1 with c6 = 1=2   (1   )=s for arbitrarily small  > 0, then uniformly for
jxj3 = od(min (nc6 ; n1=2 1=s)),
~pn(x) = (1+2n)I2d(x)(1 + o(1)):
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Proof of Theorem 1. Step 1: We rst show that n
D!  where
n() =
qX
j=1
 
!j ;
n;x+nN
(!j) bq
aq
()
and n;x+nN (!k) are the eigenvalues of n 1=2RCn with entries fxt + nNtg with 2n = n c6 and
c6 is as in the Lemma 3. First note that if we dene the set
Adq = f(x1; y1; :::; xd; yd)0 :
q
x2i + y
2
i > 2zqg
where zq = aqx+ bq, it easily follows that
P (n;x+nN (!i1) > zq; :::; n;x+nN (!id) > zq) = P
 
21=2n 1=2
nX
t=1
(xt + nNt)vd(t) 2 Adq

=
Z
Adq
(1+2n)I2d(x)(1 + o(1))dx
= qd exp( dx)(1 + o(1))(25)
Since the limit process  is simple, to show n
D!  it suces to show that
(26) E n((a; b] (x; y])! E ((a; b] (x; y]) =
b  a

(e x   e y)
for all 0  a < b   and x < y and, for all k  1,
(27)
P(n((a1; b1]R1) = 0; : : : ; n((ak; bk]Rk) = 0)! P(((a1; b1]R1) = 0; : : : ; ((ak; bk]Rk) = 0);
where 0  a1 < b1 <    < ak < bk   and R1; : : : ; Rk are bounded Borel sets, each consisting of
a nite union of intervals on ( 1;1]. To prove (26), note that
E n((a; b] (x; y]) =
X
!j2(a;b]
P(aqx+ bq < n;x+nN (!j)  aqy + bq)
(by (25))  (b  a)n
2
q 1(e x   e y)! (b  a)

(e x   e y):
Now to prove (27), set nj := #fi : !i 2 (aj ; bj ]g  n(bj   aj). Then the complement of the event
in (27) is the union of m = n1 + : : :+ nk events, that is,
(28)
1 P(n((a1; b1]R1) = 0; : : : ; n((ak; bk]Rk) = 0) = P
 [kj=1[!i2(aj ;bj ]fn;x+nN (!i)  bqaq 2 Rjg:
Now for any choice of d distinct integers i1; : : : ; id 2 f1; : : : ; qg and integers j1; : : : ; jd 2 f1; : : : ; kg
we have from (25) that
(29) P
  \dr=1 fn;x+nN (!ir)  bqaq 2 Rjrg = q d
dY
r=1
(Rjr)(1 + o(1));
where  is the measure on ( 1;1] given by e xdx and the relation is uniform over all d-tuples
i1; : : : ; id. Using elementary counting argument and (29), the sum of the probabilities of all collec-
tions of d distinct sets from the m sets that comprise the union in (28) is given by
Sd =
X
(u1;:::;uk);u1++uk=d

n1
u1

  

nk
uk

q u1u1(R1)    q ukuk(Rk)(1 + o(1))
=
X
(u1;:::;uk);u1++uk=d
1
u1!u2!   uk!d ((b1   a1)(R1))
u1    ((bk   ak)(Rk))uk(1 + o(1))
! (d!) 1 1((b1   a1)(R1) +   + (bk   ak)(Rk))d:
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Now it follows that,
2sX
j=1
( 1)j 1Sj n!1 !
2sX
j=1
( 1)j 1
j!j
((b1   a1)(R1) + : : :+ (bk   ak)(Rk))j
s!1 ! 1  exp    kX
j=1
(bj   aj) 1(Rj)

;
which by Bonferroni inequality and (28), proves (27).
Step 2: It remains to transfer the convergence of n onto n. First dene the point process
n() =
qX
j=1
 
!j ;
n;x(!j) bq
aq
() and 0n() = qX
j=1
 
!j ;
n;x(!j) bq
aq
():
It then suces to show that (see Theorem 4.2 of Kallenberg)
(30) n   n P ! 0;
(31) n   0n P ! 0
and
(32) 0n   n P ! 0
Equivalently, that for any continuous function f on [0; ] ( 1;1] with compact support,
n(f)  n(f) P ! 0 ; n(f)  0n(f) P ! 0; and 0n(f)  n(f) P ! 0
where the notation (f) denotes
R
fd. Suppose the compact support of f is contained in the
set [0; ]  [K + 0;1) for some 0 > 0 and K 2 R. Since f is uniformly continuous , !() :=
supfjf(t; x)  f(t; y)j; t 2 [0; ]; jx  yj  g ! 0 as  ! 0.
On the set An = fmaxj=1;:::;q jn;x+N (!j)aq  
n;x(!j)
aq
j  g, we have for  < 0,
(33)
f(!j ; n;x+N (!j)  bq
aq
)  f(!j ; n;x(!j)  bq
aq
)
  ( !() if n;x+N (!j) bqaq > K
0 if n;x+N (!j) bqaq  K:
Also note
1
aq
max
1jq
jn;x+N (!j)  n;x(!j)j  1
aq
max
1jq
j np
n
nX
t=1
Nte
i!jtj
 n
aq
max
1jq
vuut 1
n
  nX
t=1
Nt cos
2kt
n
2 + 1
n
  nX
t=1
Nt sin
2kt
n
2
 n
aq
max
1jq
q
X21j +X
2
2j
where fX1j ; X2j ; 1  j  qg are i.i.d. N(0; 1). Now naq max1jq
q
X21j +X
2
2j = OP (n lnn).
Therefore limn!1 P(Acn) = 0. Now, for any  > 0, choose  suciently small that  < 0. Dene
Bn = fjn(f)  n(f)j > g. Then
lim sup
n!1
P(Bn)  lim sup
n!1
(P(Bn \An) + P(Acn))
 lim sup
n!1
P(!()n([0; ] [K;1)) > ) + lim sup
n!1
P(Acn)
 lim sup
n!1
E n([0; ] [K;1))!()=  e K!()=:
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Since !()! 0 as  ! 0, (30) follows.
The proof of (31) is essentially identical to the argument given for (30). For completeness we give
the details. Now dene Cn = fmax1jq jn;x(!j)aq  
n;x(!j)
aq
j < g. Again on the set Cn, we have
for  < 0
(34)
f(!j ; n;x(!j)  bq
aq
)  f(!j ; n;x(!j)  bq
aq
)
  ( !() if n;x(!j) bqaq > K
0 if n;x(!j) bqaq  K:
Now
1
aq
Efmax
1jq
jn;x(!j)  n;x(!j)jg  1
aq
Efmax
1jq
j 1p
n
nX
t=1
xtI(jxtj > n1=s)ei!jtjg

p
lnnp
n
Ef
nX
t=1
jxtjI(jxtj > n1=s)g

p
n lnnE jx1jI(jxtj > n1=s)
=
p
n lnn

n1=s P(jx1j > n1=s) +
Z 1
n1=s
P(X1 > x)dx


p
n lnn

n1=s
E jx1js
n
+
E jx1js
n1 1=s

 2 lnn
n1=2 1=s
E jx1js ! 0; as n!1:
Therefore P(Ccn) ! 0. Now for any  > 0, choose  suciently small that  < 0. Then by
intersecting the event fjn(f)  n(f)j > g with An and Acn, respectively and using (34) and (26),
(30) we obtain
lim sup
n!1
P(jn(f)  (f)j > )  lim sup
n!1
(P(!()n([0; ] [K;1)) > ) + P(Acn))
 lim sup
n!1
E n([0; ] [K;1))!()=  e K!()=:
Since !()! 0 as  ! 0, (31) follows.
Finally for any  > 0
P(j0n(f)  n(f)j > ) = P(jf(0;
n;x(!0)  bq
aq
)j > )
 P(n(!0)  bq
aq
 K) = P( 1p
n
n 1X
l=0
xl > Kaq + bq)! 0; as n!1:
Therefore n   0n P! 0: 
Proof of Corollary 0.1. The proof is similar to the proof of Theorem 4.2.8 of
Embrechts, P., Kluppelberg, C. and Mikosch, T. (1997). We just briey sketch the steps. We have
already seen that for nite k;
P(
n;(1)   bq
aq
 x1; : : : ;
n;(k)   bq
aq
 xk) = P(N1;n = 0; N2;n  1; : : : ; Nk;n  k   1)
! P(N1 = 0; N2  1;    ; Nk  k   1);
where Ni = ([0; ] (xi;1]): Let us denote Zi = ([0; ] (xi; xi 1]) with x0 =1. Now observe
that to calculate P(N1 = 0; N2  1;    ; Nk  k   1), it is enough to consider P(N1 = a1; N2 =
a1 + a2;    ; Nk = a1 +   + ak), where ai  0 and
P(N1 = a1; N2 = a1 + a2;    ; Nk = a1 +   + ak)
= P(Z1 = a1; Z2 = a2;    ; Zk = ak)
10 ARUP BOSE, R. S. HAZRA, AND K.SAHA
=
(e x1)a1
a1!
(e x2   e x1)a2
a2!
   (e
 xk   e xk 1)ak
ak!
e e
 xk :
This proves Part (i). Part (ii) is an easy consequence of Part (i). 
4.2. Proof of Theorem 2. The following lemma, similar to Lemma 3 is a strong approximation
result which we shall use in the proof of Theorem 2. Suppose vd(0) =
p
2(1; 1; :::; 1) and for
1  t  j, vd(t) are same as (24).
Lemma 4. Let n = 1 + 2j and 2j = (1 + 2j)
 c for some c > 0 and let fxtg be i.i.d mean zero
with Ex20 = 1 and Ejx0js < 1 for some s > 2: Suppose Nt's are i.i.d. N(0; 1) random variables
independent of fxtg and ~pj(x) is the density of
1p
1 + 2j
jX
t=0
(xt + jNt)vd(t):
Then for any measurable subset E of Rd, Z
E
~pj(x)dx 
Z
E
(1+2j )Id
(x)dx
  j Z
E
(1+2j )Id
(x)dx+O(exp( (1 + 2j)))
where j ! 0,  > 0 and the above holds uniformly over d-tupules 1  i1 < i2 < ::: < id < j.
Proof of Theorem 2. The idea of the proof is similar to proof of Theorem 1. So we mention only
the main steps and a few technical details. We rst establish convergence in distribution for the
point process based on the points (!j ;
0n;x+nN (!j) bq
aq
) for j = 1; 2; : : : ; q, where
0n;x+nN (!j) =
1p
n
p
2(x0 + nN0) + 2
[n=2]X
t=1
(xt + nNt) cos
2jt
n

; 0  j  [n=2]:
Dene
n() =
qX
j=1
 
!j ;
0
n;x+nN
(!j) bq
aq
():
Since the limit process  is simple, it suces to show (26) and (27) for above n. We can establish
them following arguments similar to those given in the proof of Theorem 1 and using Lemma 4.
Now dene the following point processes
0n() =
qX
j=1
 
!j ;
0n;x(!j) bq
aq
(); n() = qX
j=1
 
!j ;
n;x(!j) bq
aq
() and 0n() = qX
j=1
 
!j ;
n;x(!j) bq
aq
()
where
0n;x(!j) =
1p
n
p
2x0 + 2
[n=2]X
t=1
xt cos
2jt
n

; 0  j  [n=2];
and fn;x(!j)g are given in (3) with xt replaced by xt. As before it now suces to show that (see
Theorem 4.2 of Kallenberg)
(35) 0n   n P ! 0; n   0n P ! 0; n   0n P ! 0 and 0n   n P ! 0:
For the rst relation in (35) dene An = fmax1jq j0n;x(!j) n;x+N (!j)j  g and observe that
max
1jq
j0n;x(!j)  n;x+N (!j)j =
np
n
max
1jq
j
p
2N0 + 2
qX
t=1
Nt cos
2jt
n
j = Op(n lnn):
Hence P(Acn)! 0. The remaining argument is similar to the proof of (30). For the second relation
note that
P
 
max
1jq
jn;x(!j)  0n;x(!j)j > 
  P  (p2  1)jx0jp
n
> 
! 0:
Proof of the third and fourth relations are similar to the proofs of (31) and (32) in Theorem 1. 
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4.3. Proof of Theorem 3. We begin by proving the Lemma.
Proof of Lemma 1. First observe that S(0) = f0g and S(n=2) = fn=2g if k is odd and
#fx : x 2 S(ak + b); 0  a  [k   2
2
]; a+ 1  b  k   a  1g =

n  1 if k even
n  2 if k odd:
So if we can show that S(ak + b); 0  a  [k 22 ]; a + 1  b  k   a   1 are mutually disjoint then
we are done. We shall show S(a1k + b1) \ S(a2k + b2) =  for a1 6= a2 or b1 6= b2. We divide the
proof into four dierent cases.
Case (i) (a1 < a2; b1 > b2) Note that
a1 + 1 < a2 + 1  b2 < b1  k   (a1 + 1):
Since fS(x); 0  x  n 1g forms a partition of Zn, it is enough to show that a1k+b1 =2 S(a2k+b2).
As (a2   a1)k > k and (b1   b2) < k, we have a1k + b1 6= a2k + b2. Also (b2   a1)k  2k and
a2 + b1  [k 22 ] + k   (a1 + 1)  3k2 , therefore a1k + b1 6= b2k   a2. Note that
a1k + b1 + a2k + b2  (a1 + a2)k + 2k   2(a1 + 1)
 2[k   2
2
]k + 2k   2(a1 + 1)
 k2   2k + 2k   2(a1 + 1)
< k2 + 1 = n:
Therefore a1k + b1 6= n  (a2k + b2). Similarly,
a1k + b1 + b2k   a2  a1k + k   (a1 + 1) + (k   (a2 + 1))k   a2 < k2 + 1 = n
and therefore a1k + b1 6= n  (b2k   a2). Hence in this case S(a1k + b1) \ S(a2k + b2) = .
Case (ii) (a1 < a2; b1 < b2) In this case it is very easy to see that a1k + b1 =2 S(a2k + b2)
and hence S(a1k + b1) \ S(a2k + b2) = .
Case (iii) (a1 = a2; b1 < b2) Let a1 = a2 = a. Obviously ak + b1 6= ak + b2. Since 0  a  [k 22 ]
and a + 1  b1 < b2  k   (a + 1), we have (b2   a)k  2k > (a + b1). Hence ak + b1 6= b2k   a.
Also 2ak + b1 + b2  k(k   2) + 2k = k2 < n, so ak + b1 6= n  (ak + b2). Finally,
b1 + b2k + ak   a  [k   (a+ 1)](k + 1) + ak   a = k2   2a  1 < k2 + 1 = n;
implies ak + b1 6= n  (b2k   a). Hence ak + b1 =2 S(ak + b2) and S(a1k + b1) \ S(a2k + b2) = :
Case (iv) (a1 < a2; b1 = b2) In this case also it is very easy to show that S(a1k+b1)\S(a2k+b2) = :
This completes the proof. 
Proof of Theorem 3. Though the main idea of the proof is similar to the proof of Theorem 1, the
details are more complicated. We prove it in two steps.
Step 1: We rst establish convergence in distribution for the point process based on the points
f  ap
n
; bp
n
;
x+nN (a;b) dq
cq

: (a; b) 2 Tng where x+nN (a; b) is obtained from x(a; b) replacing fxig
by fxi + nNig. Dene
n() =
X
(a;b)2Tn
 
ap
n
; bp
n
;
x+nN
(a;b) dq
cq
():
Observe that rst two components of the limit is uniformly distributed over a triangle whose vertices
are (0; 0); (1=2; 1=2), (0; 1). Denote this triangle by 4. Since the limit process is simple it suces
to show that
(36) E n((a1; b1] (a2; b2] (x; y])! E ((a1; b1] (a2; b2] (x; y])
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for all 0  a1 < b1  1=2, 0  a2 < b2  1 and x < y, and for all l  1,
(37) P(n((a1; b1] (c1; d1]R1) = 0; : : : ; n((al; bl] (cl; dl]Rl) = 0)
 ! P(((a1; b1] (c1; d1]R1) = 0; : : : ; ((al; bl] (cl; dl]Rl) = 0);
where \li=1(ai; bi] (ci; di] =  and R1; : : : ; Rl are bounded Borel sets, each consisting of a nite
union of intervals on [0;1].
Proof of (36): We shall rst prove condition (36) for the following type of sets:
(i) (a1; b1] (a2; b2] lies entirely inside the trangle 4.
(ii) (a1; b1] (a1; b1] where 0  a1 < b1  1=2.
(iii) (a1; b1] (1  b1; 1  a1] where 0  a1 < b1  1=2.
(iv) (a1; b1] (a2; b2] lies entirely outside of the triangle 4.
Graphically the mentioned boxes are as in Figure 1.
0 1
1
Type(iii)
Type(i)
Type(ii)
Type(iv)
x-axis
y
-a
x
is
x-axis
y
-a
x
is
10
1
 I4I1
I2
I3

Figure 1 Figure 2
Figure 1 shows four types of basic sets and Figure 2 shows the decomposition of a rectangle in four types of sets.
Since any boxes in [0; 1=2][0; 1] can be expressed as disjoint union of these four kinds of sets (see
Figure 2), it is sucient to prove (36) and (37) for the above four kind of boxes only. Let Ii denote
i-th type of set. Enough to prove that for each i, as n!1, E n(Ii  (x; y])! E (Ii  (x; y]).
Proof of (36) for Type (i) sets:
E n((a1; b1] (a2; b2] (x; y]) = E
  X
(a;b)2Tn
 
ap
n
; bp
n
;
x+nN
(a;b) dq
cq
((a1; b1] (a2; b2] (x; y])
=
X
( ap
n
; bp
n
)2(a1;b1](a2;b2]
P
 x+nN (a; b)  dq
cq
) 2 (x; y]
 (b1   a1)(b2   a2)n1
q
(e x   e y)(1 + o(1))
! 4(b1   a1)(b2   a2)(e x   e y)
= E ((a1; b1] (a2; b2] (x; y]):
Proof of (36) for Type (ii) sets:
E n((a1; b1] (a1; b1] (x; y]) = E
  X
(a;b)2Tn
 
ap
n
; bp
n
;
x+nN
(a;b) dq
cq
((a1; b1] (a1; b1] (x; y])
=
X
( ap
n
; bp
n
)2(a1;b1](a1;b1]
P
 x+nN (a; b)  dq
cq
) 2 (x; y]
 1
2
(b1   a1)(b1   a1)n1
q
(e x   e y)(1 + o(1))
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! 1
2
(b1   a1)24(e x   e y)
= E ((a1; b1] (a1; b1] (x; y]):
Proof of (36) for Type (iii) sets is exactly similar as Type (ii) sets.
Proof of (36) for Type (iv) sets:
E n((a1; b1] (a2; b2] (x; y]) = E
  X
(a;b)2Tn
 
ap
n
; bp
n
;
x+nN
(a;b) dq
cq
((a1; b1] (a2; b2] (x; y])
=
X
( ap
n
; bp
n
)2(a1;b1](a2;b2]
P
 x+nN (a; b)  dq
cq
) 2 (x; y]
= 0 = E ((a1; b1] (a2; b2] (x; y]);
since f(a; b) 2 Tn : ( apn ; bpn) 2 (a1; b1] (a2; b2]g = . This completes the proof of (36).
Proof of (37): We prove (37) for four types of sets separately.
Proof of (37) for Type (i) sets: (ai; bi]  (ci; di] lies completely inside the triangle 4 for all
i = 1; 2; : : : ; l. Let
nj = #f(a; b) : ( ap
n
;
bp
n
) 2 (aj ; bj ] (cj ; dj ]g
 pn(bj   aj)
p
n(dj   cj) = n(bj   aj)(dj   cj):
Then the complement of the event in (37) is the union of m = n1 + : : :+ nl events, that is
1  P  n((a1; b1] (c1; d1]R1) = 0; : : : ; n((al; bl] (cl; dl]Rl) = 0
= P
  [lj=1 [( ap
n
; bp
n
)2(aj ;bj ](cj ;dj ]f
x+nN dq
cq
2 Rjg

:
Now following the argument to prove (27) given in Theorem 1, we get
P
 
n((a1; b1] (c1; d1]R1) = 0; : : : ; n((al; bl] (cl; dl]Rl) = 0

n!1 ! exp f 
lX
j=1
(bj   aj)(dj   cj)4(Rj)g
= P(((a1; b1] (c1; d1]R1) = 0; : : : ; ((al; bl] (cl; dl]Rl) = 0):
This proves (37) for Type (i) sets.
Proof of (37) for Type (ii) sets: Here ci = ai, di = bi and
nj = #f(a; b) : ( ap
n
;
bp
n
) 2 (aj ; bj ] (aj ; bj ]g
 1
2
p
n(bj   aj)
p
n(bj   aj) = n2 (bj   aj)
2:
Remaining part of the proof is as in the previous case. Finally we get
P
 
n((a1; b1] (a1; b1]R1) = 0; : : : ; n((al; bl] (al; bl]Rl) = 0

n!1 ! exp f 
lX
j=1
1
2
(bj   aj)24(Rj)g
= P(((a1; b1] (a1; b1]R1) = 0; : : : ; ((al; bl] (al; bl]Rl) = 0):
14 ARUP BOSE, R. S. HAZRA, AND K.SAHA
Proof of (37) for Type (iii) is same as Type (ii) sets.
Finally we prove it for Type (iv) sets. In this case (ai; bi] (ci; di]
T4 =  for all i = 1; : : : ; l. Note
that for all i, #f(a; b) 2 Tn : ( apn ; bpn) 2 (ai; bi] (ci; di]g = 0 and therefore
P
 
n((a1; b1] (c1; d1]R1) = 0; : : : ; n((al; bl] (cl; dl]Rl) = 0

= 1:
Also from intensity measure of ,
P(((a1; b1] (c1; d1]R1) = 0; : : : ; ((al; bl] (cl; dl]Rl) = 0) = 1:
Hence (37) is proved for all four types of sets separately.
Step 2: It remains to transfer the convergence of n onto n. First dene the following process
n() =
X
(a;b)2Tn
  ap
n
; bp
n
;
x(a;b) dq
cq
():
Then it suces to show that for any continuous function f on [0; 1=2] [0; 1] [0;1) with compact
support,
(38) n(f)  n(f) P ! 0 and n(f)  (f) P ! 0:
Suppose the compact support of f is contained in the set [0; 1=2][0; 1][K+0;1) for some 0 > 0
and K 2 R0. Since f is uniformly continuous, !() := supfjf(s; t; x)  f(s; t; y)j; s 2 [0; 1=2]; t 2
[0; 1]; jx   yj  g ! 0 as  ! 0. On the set An = fmax(a;b)2Tn jx+nN (a;b)cq  
x(a;b)
cq
j  g, we
have for  < 0,
(39)f( ap
n
;
bp
n
;
x+nN (a; b)  dq
cq
)  f( ap
n
;
bp
n
;
x(a; b)  dq
cq
)
  ( !() if n;x+N (!j) bqaq > K
0 if n;x+N (!j) bqaq  K:
Now if P(Acn)! 0, then using (39)
lim sup
n!1
P
 jn(f)  n(f)j >   !() 4e K ! 0; as  ! 0:
Now we show P(Acn)! 0. For any sequence of random variables (Xi)0i<n, dene
Mn(X) = max
1tn
n 1=2 n 1X
l=0
Xl exp(i2tl=n)
:
We can use the basic inequalitiesjz1z2j   jw1w2j  (jz1j+ jw2j)maxfjz1   w1j; jz2   w2jg;
and
jjw1j1=2   jw2j1=2j  jw1   w2j1=2; zi; wi 2 C; 1  i  2;
to obtain
max
a;b
x+nN (a; b)  x(a; b)  (Mn(x+ nN))1=2 + (Mn(x))1=2(Mn(nN))1=2
 2(Mn(x+ nN))1=2 + (Mn(nN))1=2(Mn(nN))1=2:
By Davis and Mikosch (1999), we have
M2n(nN) = Op(
2
n log n) and M
2
n(x+ nN) = Op(log n);
with 2n = n
 c. Therefore
max
a;b
1
cq
2x+nN (a; b)  2x(a; b) = Op((logn)n c=4):
Hence
P(Acn) = P
 
max
a;b
x+nN (a; b)
cq
  x(a; b)
cq
 > 
POISSON CONVERGENCE OF EIGENVALUES OF CIRCULANT TYPE MATRICES 15
= P
  nc=4
log n
max
a;b
1
cq
x+nN (a; b)  x(a; b) > nc=4log n ! 0 as n!1:
The proof of the other part of (38) is essentially identical with the conclusion of Lemma 8 of Bose,
Mitra and Sen (2008) playing the key role. 
4.4. Proofs for dependent inputs.
Proof of Theorem 4. First observe that min!2[0;2] f(!) >  > 0. We dene another sequence
of point process based on the points
 
!k;
n;(!k) bq
aq

for k = 1; 2; : : : ; q where n;x(!k) are the
eigenvalues of n 1=2RCn with xi replaced by i. Dene
(40) n() =
qX
j=1
 
!j ;
n;(!j) bq
aq
():
In Theorem 1, we have shown that n
D! , where  is a Poisson process on [0; ] ( 1;1] with
intensity measure  1dt e xdx. Now if we can show that ~n   n P! 0, then we will be through.
Equivalently, we have to show that for any continuous function g on E with compact support,
~n(g)  n(g) P! 0
as n ! 1. Suppose the compact support of g is contained in the set [0; ]  [K + 0;1) for
some 0 > 0 and K 2 R. Since g is uniformly continuous , !() := supfjg(t; x)   g(t; y)j; t 2
[0; 1]; jx   yj  g ! 0 as  ! 0. On the set An = fmaxj=1;:::;q j n;x(!j)
aq
p
2f(!j)
  n;(!j)aq j  g, we
have for  < 0,
(41)
g(!j ; ~n;x(!k)  bq
aq
)  g(!j ; n;(!j)  bq
aq
)
  ( !() if n;(!j) bqaq > K
0 if n;(!j) bqaq  K:
Observe
1
aq
max
1jq
j n;x(!j)p
2f(!j)
  n;(!j)j  1
aq
max
1jq
jn;x(!j) 
q
2f(!j)n;(!j)j
 1
aq
max
1jq
 1p
n
n 1X
l=0
xle
i!j l   (
1X
t= 1
ate
i!jt)
1p
n
n 1X
l=0
le
i!j l

and following the argument of Theorem 3 of Walker (1965) we can show that
max
1jq
j 1p
n
n 1X
l=0
xle
i!j l   (
1X
t= 1
ate
i!jt)
1p
n
n 1X
l=0
le
i!j lj = oP (n 1=4):
Therefore limn!1 P(Acn) = 0. Now, for any  > 0, choose  suciently small that  < 0. Then,
by intersecting the event fj~n(g)  n(g)j > g with An and Acn and using (41), we obtain
lim sup
n!1
P(j~n(g)  n(g)j > )  lim sup
n!1
(P(fj~n(g)  n(g)j > g \An) + P(Acn))
 lim sup
n!1
P(!()n([0; ] [K;1)) > ) + lim sup
n!1
P(Acn)
 lim sup
n!1
E n([0; ] [K;1))!()=  e K!()=:
Since !()! 0 as  ! 0, ~n   n P! 0. 
Proof of Theorem 5. The line of argument is similar as in Theorem 4. We omit the details but
mention that to show limn!1 P(Acn) = 0, we use the following fact from (3:8) of Bose, Hazra and
Saha (2009)
max
1k[n=2]
 kp
2f(!k)
  k;
 = op(n 1=4):
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
Proof of Theorem 6. First dene a point process based on f( ap
n
; bp
n
;
(a;b) dq
cq
) : (a; b) 2 Tng,
n() =
qX
j=0
  ap
n
; bp
n
;
(a;b) dq
cq
():
First note that in Theorem 3, we have shown that n
D! , where  is a Poisson process on [0; 1=2]
[0; 1] ( 1;1] with intensity measure 4Ifst1 sge xdsdtdx. Rest of the argument is similar to
the proof of Theorem 4. The additional point that needs to be noted is that P(max(a;b)2Tn
~x(a; b) 
(a; b)
 > )! 0 follows from the proof of Theorem 11 of Bose, Hazra and Saha (2009). 
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