The main objective of this work is to study generalized Browder's and Weyl's theorems for the multiplication operators L A and R B and for the elementary operator τ AB = L A R B .
Introduction
Let X and Y be two Banach spaces and consider two operators A ∈ B(X ) and B ∈ B(Y). Let L A ∈ B(B(X )) and R B ∈ B(B(Y)) be the left and right multiplication operators, respectively, and denote by τ AB = L A R B ∈ B(B(Y, X )) the elementary operator defined by A and B. The main objective of the present article is to study the generalized Browder's and Weyl's theorems for L A , R B and τ AB (concerning notation and the main concepts used in this work, see section 2).
In section three the (generalized) Browder's, the (generalized) a-Browder's, the Weyl's and the a-Weyl's theorems will be proved to hold for L A and R B . In addition, characterizations for L A and R B to satisfy generalized Weyl's and generalized a-Weyl's theorem will be presented. Furthermore, Browder's theorem will be characterized in terms of the B-Weyl spectrum of multiplication operators. Similar results will be proved for the a-Browder's theorem.
In section four the problem of transferring (generalized) Browder's and (generalized) aBrowder's theorem from A and B * to τ AB will be studied. Furthermore, when A and B * are isoloid operators for which generalized Weyl's (respectively generalized a-Weyl's) theorem holds, necessary and sufficient conditions for τ AB to satisfy generalized Weyl's (respectively generalized a-Weyl's) theorem will be given.
Notation and terminology
This article is concerned with the transmission of Weyl's and Browder's theorem from bounded and linear maps defined on Banach spaces to the multiplication and elementary operators induced by them. Weyl's theorem says that the complement in the spectrum of one kind of essential spectrum is one kind of point spectrum; note that this statement already breaks into two complementary parts. It is therefore necessary to briefly recall, on the one hand, the notion of Fredholm operators and some of its generalizations and, on the other, some subsets of the point spectrum. In first place some basic notation is introduced.
Unless otherwise stated, from now on X shall denote an infinite dimensional complex Banach space, B(X ) the algebra of all bounded linear maps defined on and with values in X and K(X ) the closed ideal of compact operators. Given A ∈ B(X ), N (A) and R(A) will stand for the null space and the range of A respectively. Recall that A ∈ B(X ) is said to be bounded below, if N (A) = 0 and R(A) is closed. Denote the approximate point spectrum of A by σ a (A) = {λ ∈ C : A − λ is not bounded below}, where A − λ stands for A − λI, I the identity map of B(X ). Let σ s (A) = {λ ∈ C : R(A − λ) = X } denote the sujectivity spectrum of A. Clearly, σ a (A) ∪ σ s (A) = σ(A), the spectrum of A.
Recall that A ∈ B(X ) is said to be a Fredholm operator if α(A) = dim N (A) and β(A) = dim X /R(A) are finite dimensional, in which case its index is given by ind(A) = α(A) − β(A).
If R(A) is closed and α(A) is finite (respectively β(A) is finite), then A ∈ B(X ) is said to be upper (respectively lower) semi-Fredholm, while if α(A) and β(A) are finite and equal, so that the index is zero, A is said to be Weyl operator. These classes of operators generate the Fredholm or essential spectrum and the upper semi-Fredholm, the lower semi-Fredholm and the Weyl spectra of A ∈ B(X ), which will be denoted by σ e (A), σ SF + (A), σ SF − (A) and σ w (A), respectively. It is worth noticing that σ w (A) = ∩{σ(A + K) : K ∈ K(X )} [1, Corollary 3.41]. On the other hand, Φ(A) and Φ + (A) will denote the complement in C of the Fredholm spectrum and of the upper semi-Fredholm spectrum of A, respectively.
In addition, the Weyl essential approximate point spectrum of A ∈ B(X ) is the set σ aw (A) = ∩{σ a (A+K) : K ∈ K(X )} = {λ ∈ σ a (A) : A−λ is not upper semi-Fredholm or 0 < ind(A − λ)}, see [19] .
In recent years there have been generalizations of the Fredholm concept. An operator A ∈ B(X ) will be said to be Berkani Fredholm or B-Fredholm, if there exists n ∈ N for which the range of R(A n ) is closed and the induced operator A n ∈ B(R(A n )) is Fredholm. In a similar way it is possible to define upper and lower Berkani Fredholm or B-Fredholm operators. Note that if for some n ∈ N, A n ∈ B(R(A n )) is Fredholm, then A m ∈ B(R(A m )) is Fredholm for all m ≥ n; moreover ind(A n ) = ind(A m ), for all m ≥ n. Therefore, it makes sense to define the index of A by ind(A) = ind(A n ). Recall that A is said to be Berkani Weyl or B-Weyl, if A is B-Fredholm and ind(A) = 0. Naturally, from these classes of operators, the B-Fredholm and the B-Weyl spectra of A ∈ B(X ) can be derived, which will be denoted by σ BF (A) and σ BW (A), respectively. In addition, set σ SBF − + (A) = {λ ∈ C : A − λ is not upper semi B-Fredholm or 0 < ind(A − λ)}, see [5] .
In order to state the (generalized) Weyl's theorem, some subsets of the point spectrum need to be recalled. First recall that if K ⊆ C, then iso K is the set of all isolated points of K and acc K = K\ iso K.
Let A ∈ B(X ) and denote by E(A) = {λ ∈ iso σ(A) : 0 < α(A − λ)} (respectively, by E 0 (A) = {λ ∈ E(A) : α(A − λ) < ∞}) the set of eigenvalues of A which are isolated in the spectrum of A (respectively, the eigenvalues of finite multiplicity isolated in σ(A)). Similarly, define E a (A) = {λ ∈ iso σ a (A) : 0 < α(A − λ)} (respectively E a 0 (A) = {λ ∈ E a (A) : α(A − λ) < ∞}) the set of eigenvalues of A which are isolated in σ a (A) (respectively, the eigenvalues of finite multiplicity isolated in σ a (A)).
Definition 2.1. Consider a Banach space X and A ∈ B(X ). Then it will be said that
For information on characterizations and connections amongst the notions recalled in Definition 2.1, see [5, 20, 14] .
On the other hand, recall that an operator T ∈ B(X ) is said to have SVEP, the singlevalued extension property, at a (complex) point λ 0 , if for every open disc D centered at λ 0 the only analytic function f : D −→ X satisfying (T − λ)f (λ) = 0 is the function f ≡ 0. We say that T has SVEP on a subset K of the complex plane if it has SVEP at every point of K. Trivially, every operator T has SVEP at points of the resolvent ρ(A) = C \ σ(T ). Also T has SVEP at points λ ∈ iso σ(T ) and λ ∈ iso σ a (T ). See [1, Chapter 2] for more information on operators with SVEP.
The following technical lemma will be used in the sequel, often without further reference.
It is immediate from the lemma that λ ∈ σ(S) \ σ ab (S) if and only if λ ∈ σ a (S) \ σ SF + (S) and S has SVEP at λ (cf. [19, Corollary 2.2]).
Operators L A and R A
In this section Weyl's and Browder's theorems for multiplication operators will be studied. First we recall Browder's theorem. To this end, several spectra and subsets of isolated points need to be considered.
The ascent (respectively descent) of A ∈ B(X ) is the smallest non-negative integer a
The operator A will be said to be Browder, if it is Fredholm and its ascent and descent are finite. Then, the Browder spectrum of A ∈ B(X ) is the set σ b (A) = {λ ∈ C : A − λ is not Browder}. It is well known that
It is also well known, [1, Theorem 3.48 
In addition, the Browder essential approximate point spectrum of A ∈ B(X ) is the set σ ab (A) = ∩{σ a (A + K) : AK = KA, K ∈ K(X )} = {λ ∈ σ a (A) : λ ∈ σ aw (A) or asc(A − λ) = ∞}, see [19] . It is clear that
Moreover, A is said to be a B-Browder operator, if there is some n ∈ N such that R(A n ) is closed, A n ∈ B(R(A n )) is Fredholm and asc(A n ) and dsc(A n ) are finite. As in section 2, the B-Browder spectrum of A ∈ B(X ) can be derived; this set will be denoted by σ BB (A), see [5] .
On the other hand, recall that a Banach space operator A ∈ B(X ) is said to be Drazin invertible, if there exists a necessarily unique B ∈ B(X ) and some m ∈ N such that
see for example [7, 11] . If DR(B(X )) = {A ∈ B(X ) : A is Drazin invertible}, then the Drazin spectrum of A ∈ B(X ) is the set σ DR (A) = {λ ∈ C : A − λ / ∈ DR(B(X )}, see [7] . Note, [4, Theorem 4.3] , that σ BW (A) = ∩{σ DR (A + F ) : F ∈ F (X )}, where F (X ) is the ideal of finite range operators defined on X . Evidently, σ BB (A) = σ DR (A). What is more, according to [3, Theorem 3 .2] and a duality argument,
Next denote by LD(X ) = {A ∈ B(X ) : a = asc(A) < ∞ and R(A a+1 ) is closed} the set of left Drazin invertible operators. Then, given A ∈ B(X ), the left Drazin spectrum of A is the set σ LD (A) = {λ ∈ C : A − λ / ∈ LD(X )}. Note that according to [5, Lemma 2.12] ,
Similarly, denote by RD(X ) = {A ∈ B(X ) : d = dsc(A) < ∞ and R(A d ) is closed} the set of right Drazin invertible operators. Then, given A ∈ B(X ), the right Drazin spectrum of A is the set σ RD (A) = {λ ∈ C : A − λ / ∈ RD(X )}. Concerning the left and the right Drazin spectra, see for example [18, 5, 3] .
Let A ∈ B(X ) and denote by Π(A) = {λ ∈ C : asc(A−λ) = dsc(A−λ) < ∞} (respectively Π 0 (A) = {λ ∈ Π(A) : α(A − λ) < ∞}) the set of poles of A (respectively the poles of finite rank of A). Similarly, denote by Π a (A) = {λ ∈ iso σ a (A) : a = asc(A − λ) < ∞ and R(A − λ) a+1 is closed} (respectively Π a 0 (A) = {λ ∈ Π a (A) : α(A − λ) < ∞}) the set of left poles of A (respectively, the left poles of finite rank of A). Definition 3.1. Consider a Banach space X and A ∈ B(X ). Then it will be said that
Note that necessary and sufficient for gBt (respectively a-gBt) to hold is that Bt (respectively a-Bt) holds, see [2, Theorem 2.1] (respectively [2, Theorem 2.3]). In addition, it is not difficult to prove that given A ∈ B(X ), X a Banach space, necessary and sufficient for A to satisfy Bt (respectively gBt) is the fact that A * ∈ B(X * ) satisfies Bt (respectively gBt), where X * stands for the dual space of X and A * for the adjoint of A.
Moreover In what follows multiplication operators will be studied.
Furthermore, each of the following is equivalent to Browder's theorem for A:
T ∈ B(X ), and since [16,
Since L A satisfies Browder's theorem, it also satisfies the generalized Browder's theorem ([2, Theorem 2.1]), which is equivalent to the first equality of (i), while the second is [7, Theorem 4(iv)], and now the first inclusion follows. The argument for (ii) is the same. Trivially, Weyl's theorem holds for all operators A ∈ B(X ) when X is finite dimensional. The following theorem says that this remains true for operators L A and R A for every A ∈ B(X ). In order to study the generalized Weyl's theorem (gW t), some preparation is needed.
Proof. In first place, it is clear the the isolated points of σ(A) and of σ(L A ) coincide. Let λ be an eigenvalue of A and consider v ∈ X such that (A − λ)(v) = 0 = v. Let H be a closed subspace of X such that H⊕ < v >= X , and construct P ∈ B(X ) such that P | H = 0 and
On the other hand, if there exists S ∈ B(X ), S = 0, such that (L A − λ)(S) = 0, then there is y ∈ X , y = 0, such that S(y) = 0 and (A − λ)(S(y)) = 0.
Concerning the last statement, using adjoint operators it is clear that E(R A ) ⊆ E(L A * ) = E(A * ). On the other hand, if λ ∈ E(A * ), then there is f ∈ X * , f = 0, such that f (A−λ) = 0. Let v ∈ X , v = 0, and define T ∈ B(X ) as follows: T (y) = f (y)v, y ∈ X . Then, T is a bounded and linear map, T = 0, and T ∈ N (R A−λ ). Since iso σ(A * ) = iso σ(R A ), E(R A ) = E(A * ). 
On the other hand, if the first statement holds, then (since gW t =⇒ W t =⇒ Bt, see [5] ) Browder's theorem holds for A. Therefore (according again to Theorem 3.2(iii), Lemma 3.4 and the fact that
Theorem 3.6. If A ∈ B(X ), then the following statements are equivalent.
(i) A * satisfies gW t. (ii) R A satisfies gW t and A satisfies Bt.
Proof. If A * satisfies gW t, then both A and A * satisfy Bt (in particular, see Theorem 3.2(iv)),
. Applying Lemma 3.4 and the identity σ(A * ) = σ(R A ), it follows that
On the other hand, if the second statement holds, then Theorem 3.2(iv) and the fact that both A and A * satisfy (Bt, hence equivalently) gBt imply that σ BW (R A ) = σ BW (A) = σ BW (A * ). Therefore, by Lemma 3.4 and the identity σ(A * ) = σ(R A ), A * satisfies gW t.
Next a-Weyl's and a-Browder's theorems will be studied. For a subset K of the set of complex numbers, let K * denote its complex conjugate. 
(iii) If X is an infinite dimensional complex Hilbert space, then a necessary and sufficient for A * to satisfy a-Bt is the fact that σ SBF
A similar argument proves that Proof. According to the proof of Theorem 3.7, it is enough to prove that E a 0 (L A ) = ∅ = E a 0 (R A ). However, these identities can be deduced from [17, Theorem 4] . (ii)The operator L A satisfies a-gW t and A satisfies a-Bt.
and it follows from the hypothesis "A satisfies a-Bt" (equivalently, A satisfies a-gBt ⇐⇒
A satisfies a-gW t. On the other hand, if the first statement holds, then A satisfies (a-Bt, equivalently) a-gBt, equivalently σ a (A) \ σ SBF − + (A) = Π a (A), and Π a (A) = E a (A). In view of the hypothesis Π a (A) = Π a (L A ), it now follows from Theorem 3.7(ii) that σ SBF
Remark 3.10. Note that if X is a Banach space and A ∈ B(X ), then L A satisfies a-gBt and the following implications hold:
(Here the final implication follows from [13, Lemma 3.1].) Thus σ SBF
Note also that if X is a Hilbert space, then (according to [10, Lemma] and [7, Theorem 9 
Theorem 3.11. Let X be an infinite dimensional complex Hilbert space and consider an operator A ∈ B(X ). Then, the following statements are equivalent. (i) a-gW t holds for A * .
(ii)The operator R A satisfies a-gW t and A * satisfies a-Bt.
Proof. If X is a complex Hilbert space, then E a (A * ) = (E a (R A )) * (see Lemma 3.4 and [10, Lemma] ). Recall also that σ a (A * ) = (σ a (R A )) * , A * satisfies a-gBt if and only if σ SBF
Thus (i) ⇐⇒ (ii). Evidently, iso σ(τ AB ) ⊆ iso σ(A)iso σ(B). A bit more work, [17, Theorem 4] , shows that the point spectrum σ p (τ AB ) of τ AB satisfies the inclusion σ p (A)σ p (B * ) ⊆ σ p (τ AB ). However, in order to compute some other spectra that will be relevant for the present article, some preliminary definitions should be recalled. 
The operator τ
is not bounded below} and
respectively, where
Concerning the properties of these joint spectra, see for example [8, 21, 6 ].
The following technical lemma, which will be useful in what follows, says that in considering points λ ∈ σ a (τ AB ) \ σ SF + (τ AB ), or λ ∈ σ(τ AB ) \ σ e (τ AB ), it will suffice to consider points λ = 0. 
Proof. Suppose to the contrary that 0 ∈ σ a (τ AB ) \ σ SF + (τ AB ). Then τ AB is upper semiFredholm, so that 0 < α(τ AB ) < ∞. If A and B * are injective, then τ AB is injective. Hence either 0 < α(A) or 0 < α(B * ). As in the proof of [17, Theorem 4] , let f ⊙ x ∈ B(Y, X ) denote the rank one operator (f ⊙ x)y = f (y)x induced by x ∈ X and f ∈ Y * . Note that
which implies that α(τ AB ) = ∞. This being a contradiction, we must conclude that 0
It is apparent from the argument above that 0 / ∈ σ(τ AB ) \ σ e (τ AB ).
Proposition 4.3. If A, B and τ AB are as above, then the following satements hold.
Proof. Concerning statement (i), recall that according to [6, Proposition 6.1(ii)],
However, according to [10, Lemma] and the spectral mapping theorem applied to the maps P 1 , P 2 : C 2 → C, the projections on the first and the second coordinate respectively, [21,
which, applying the spectral mapping theorem to the polynomial mapping P : C 2 → C, P (x, y) = xy, [21, Theorem 2.9], implies that σ a (τ AB ) = σ a (A)σ a (B * ). The remaining inclusion of the first statement is clear. To prove statement (ii), recall that according to [6, Proposition 6.2(ii)],
However, a direct calculation using the definition of V (A − µ, B − ν) : B(Y, X ) → B(Y, X ) × B(Y, X ) proves that the last inclusion is an equality, which, applying the spectral mapping theorem to the polynomial mapping P : C 2 → C, P (x, y) = xy, [8, Theorem 7] , implies statement (ii). Next we consider statement (iii). Let λ ∈ σ(τ AB ) \ σ b (τ AB ). Since σ b (τ AB ) = σ e (τ AB ) ∪ acc σ(τ AB ), λ ∈ iso σ(τ AB ) ⊆ iso σ(A)iso σ(B) and, according to [16, Corollary 3.4] , λ / ∈ σ e (τ AB ) = σ(A)σ e (B) ∪ σ e (A)σ(B). Therefore, there are µ and ν such that λ = µν, µ ∈ iso σ(A), ν ∈ iso σ(B), µ ∈ σ(A)\σ e (A) and ν ∈ σ(B)\σ e (B). In particular, µ ∈ σ(A)\σ b (A) and
On the other hand, if
), then, according to [16, Corollary 3.4] , λ / ∈ σ e (τ AB ), and for every µ ∈ σ(A) and ν ∈ σ(B) such that λ = µν, µ ∈ σ(A) \ σ b (A) and ν ∈ σ(B) \ σ b (B). However, since for the factorization of λ = µν with µ and ν as before, µ ∈ iso σ(A) and ν ∈ iso σ(B), λ = µν ∈ iso σ(τ AB ) [17, Theorem 6] .
To prove statement (iv), start by recalling that given an operator T defined on the Banach space X , a necessary and sufficient for λ ∈ σ a (T ) \ σ ab (T ) is that λ ∈ iso σ a (T ), λ / ∈ σ SF + (T ) and asc(T − λ) is finite [19, Corollary 2.2] .
Suppose that λ ∈ σ a (τ AB ) \ σ ab (τ AB ). Then statement (i) (together with [19, Corollary 2.2]) implies the existence of µ ∈ σ a (A) and ν ∈ σ a (B * ) such that λ = µν, µ ∈ iso σ a (A) and ν ∈ iso σ a (B * ). Since σ SF + (τ AB ) ⊆ σ ab (τ AB ), statement (ii) (together with [19, Corollary 2.2]) implies that µ ∈ σ a (A) \ σ SF + (A) and ν ∈ σ a (B * ) \ σ SF + (B * ). But then asc(A − µ) and asc(B * − ν) are finite (see Lemma 2.2). Hence µ ∈ σ a (A) \ σ ab (A) and ν ∈ σ a (B * ) \ σ ab (B * ).
On the other hand, consider λ ∈ σ a (τ AB ) \ (σ a (A)σ ab (B * ) ∪ σ ab (A)σ a (B * )). Then, according to statement (ii), λ / ∈ σ SF + (τ AB ) and for every µ ∈ σ a (A) and ν ∈ σ a (B * ) such that λ = µν, µ ∈ σ a (A) \ σ ab (A) and ν ∈ σ a (B * ) \ σ ab (B * ). In particular, µ ∈ iso σ a (A) and ν ∈ iso σ a (B * ). This, according to statement (i) and [17, Theorem 6] , implies that λ ∈ iso σ a (τ AB ). Additionally, see Lemma 2.2, asc(τ AB − λ) is finite. Consequently,
Before studying the generalized Browder's theorem for the operator τ AB , some results must be considered.
Then E is a finite set, see [16, 
), then, for every µ ∈ σ(A) and ν ∈ σ(B) such that µν = λ, µ ∈ Φ(A), ν ∈ Φ(B) and ind(A − µ) = ind(B − ν) = 0. Hence λ ∈ Φ(τ AB ) and ind(τ AB − λ) = 0, i.e., λ / ∈ σ w (τ AB ). Thus
The following lemma is the σ aw and σ ab analogue of this result.
Lemma 4.4. If A, B and τ AB are as above, then
Proof. The last equality was proved in Proposition 4.3 (iv). The middle inclusion is a straightforward consequence of the fact that σ aw (T ) ⊆ σ ab (T ) for every operator T . For the first inclusion, let λ / ∈ (σ a (A)σ aw (B * )∪σ aw (A)σ a (B * )). Then, for every µ j ∈ σ a (A) and ν j ∈ σ a (B * ) such that λ = µ j ν j , µ j ∈ Φ + (A) and ν j ∈ Φ + (B * ). Hence, according to Proposition 4.3(ii), λ / ∈ σ SF + (τ AB ). To complete the proof, it will be proved that ind(τ AB − λ) ≤ 0. Suppose to the contrary that ind(τ AB − λ) > 0 (i.e., α(τ AB − λ) > β(τ AB − λ)). Then λ / ∈ σ e (τ AB ), and so it follows from the above that
Since ind(A − µ j ) ≤ 0, ind(B − ν j ) ≥ 0 and both dim H 0 (A − µ j ) and dim H 0 (B − ν j ) are finite, ind(τ AB − λ) ≤ 0, a contradiction. Hence λ ∈ σ aw (τ AB ).
The following theorem gives necessary and sufficient conditions for τ AB to satisfy gBt (respectively, a-gBt), given that A and B * satisfy gBt (respectively, a-gBt).
Theorem 4.5. Let X an Y be two Banach spaces and consider A ∈ B(X ) and B ∈ B(Y).
(a). If A and B * satisfy gBt, then the following conditions are equivalent:
(iii) A has SVEP at points µ ∈ Φ(A) and B * has SVEP at points ν ∈ Φ(B) such that µν = λ / ∈ σ w (τ AB ).
(b). If A and B * satisfy a-gBt, then the following conditions are equivalent:
(III) A has SVEP at points µ ∈ Φ + (A) and B * has SVEP at points ν ∈ Φ + (B * ) such that µν = λ / ∈ σ aw (τ AB ).
Proof. Since an operator T satisfies gBt (respectively, a-gBt) if and only if T satisfies Bt (respectively, a-Bt), [2] , it would suffice to prove that (i)' τ AB satisfies Bt ⇐⇒ (ii) ⇐⇒ (iii) (resp., (I)' τ AB satisfies a-Bt ⇐⇒ (II) ⇐⇒ (III)).
(a). The equivalence (i)' ⇐⇒ (iii) is proved in [15, Theorem 2.1]; this leaves the equivalence (i)' ⇐⇒ (ii) to be proved. Since A and B * satisfy Bt, σ w (A) = σ b (A) and 
(II) =⇒ (III) =⇒ (I)'. For every factorisation λ = µν of λ / ∈ σ aw (τ AB ) = σ ab (τ AB ) such that µ ∈ σ a (A) and ν ∈ σ a (B * ), we have from (II) that µ ∈ Φ + (A) with asc(A − µ) < ∞ and ν ∈ Φ + (B * ) with asc(B * − ν) < ∞. Since finite ascent implies SVEP, (II) =⇒ (III) follows. Suppose now that (III) is satisfied. Let λ / ∈ σ aw (τ AB ). Then (0 =)λ ∈ Φ + (τ AB ) and ind(τ AB − λ) ≤ 0. Since, according to Proposition 4.3(ii), σ SF + (S) = σ a (A)σ SF + (B * ) ∪ σ SF + (A)σ a (B * ), it follows that, for every factorisation λ = µν of λ such that µ ∈ σ a (A) and ν ∈ σ a (B * ), µ ∈ Φ + (A) and ν ∈ Φ + (B * ). The SVEP hypothesis on A and B * now implies that asc(A − µ) and asc(B * − ν) are finite, and that µ ∈ iso σ a (A) and ν ∈ iso σ a (B * ); see Lemma 2.2. Consequently, µ / ∈ σ ab (A) and ν / ∈ σ ab (B * ). This, by Proposition 4.3(iv), implies that λ / ∈ σ ab (τ AB ), and so σ ab (τ AB ) ⊆ σ aw (τ AB ). Since the reverse inclusion σ aw (T ) ⊆ σ ab (T ) holds for every operator T , see Lemma 4.4, (I)' follows. 
An operator T is said to be polaroid if points λ ∈ iso σ(T ) are poles of the resolvent, see [12] . The following lemma proves that the polaroid property transfers from A and B to τ AB . Lemma 4.7. Let X and Y be Banach spaces, and consider A ∈ B(X ) and B ∈ B(Y) two polaroid operators. Then, τ AB ∈ B(Y, X ) is polaroid.
Proof. Observe that if iso σ(A) = iso σ(B) = ∅, then iso σ(τ AB ) = ∅. If one of the sets iso σ(A) or iso σ(B) is the empty set, say iso σ(B) = ∅, then iso σ(τ AB ) ⊆ {0}, 0 ∈ iso σ(A) and 0 / ∈ σ(B).
This, since τ AB has SVEP at 0, implies that asc(τ AB ) = dsc(τ AB ) = d [1, Theorem 3.81]. Assume now that neither of iso σ(A) and iso σ(B) is the empty set. Let µ ∈ σ(A) ∩ Π(A) and ν ∈ σ(B) ∩ Π(B). Let µν = λ,
where
An operator T is said to be isoloid (respectively, a-isoloid) if points λ ∈ iso σ(T ) (respectively, λ ∈ iso σ a (T )) are eigenvalues of T . The isoloid property transfers from A and B * to τ AB [17] . The following lemma says that the a-isoloid analogue of this result also holds.
Lemma 4.8. Let X and Y be two Banach spaces and consider A ∈ B(X ) and B ∈ B(Y). If A and B * are a-isoloid, then τ AB is a-isoloid.
Proof. Evidently, iso σ a (A) = σ a (B * ) = ∅ =⇒ iso σ a (τ AB ) = ∅. If one of iso σ a (A) and iso σ a (B * ) is the empty set, say iso σ a (B * ) = ∅, then 0 ∈ iso σ a (A) (=⇒ 0 ∈ σ p (A)), iso σ a (τ AB ) ⊆ {0} and 0 ∈ σ p (τ AB ). If neither of iso σ a (A) and iso σ a (B * ) is the empty set, then every λ ∈ iso σ a (τ AB ) has a factoristion λ = µν such that µ ∈ iso σ a (A) and ν ∈ iso σ a (B * ). A and B * being a-isoloid, it follows that µ ∈ σ p (A) and ν ∈ σ p (B * ). Since
Recall that an operator T satisfies the generalized Weyl's theorems (gW t) if and only if
Theorem 4.9. Let X and Y be two Banach spaces and consider A ∈ B(X ) and B ∈ B(Y). If A and B * are isoloid operators which satisfy gWt, then a necessary and sufficient condition for τ AB to satisfy gWt is either (i)
Proof. The hypothesis A and B * satisfy gWt implies that σ(A) \ σ BW (A) = Π(A) = E(A) and σ(B) \ σ BW (B) = Π(B) = E(B * ).
Assume to start with that (i) is satisfied. Let λ ∈ σ(τ AB ) \ σ BW (τ AB ). Then, for every factorisation λ = µν of λ such µ ∈ σ(A) and ν ∈ σ(B), µ / ∈ σ BW (A) and ν / ∈ σ BW (B) (= σ BW (B * )). Consequently, µ ∈ Π(A) and ν ∈ Π(B), and this (by Lemma 4.7) implies that λ ∈ Π(τ AB ). Thus
for every operator T , σ(τ AB ) \ σ BW (τ AB ) = Π(τ AB ), i.e. τ AB satisfies gBt. Observe that Π(τ AB ) ⊆ E(τ AB ). If λ ∈ E(τ AB ), then λ ∈ iso σ(τ AB ). Since for every factorisation λ = µν such that µ ∈ σ(A) and ν ∈ σ(B), µ ∈ iso σ(A) and ν ∈ iso σ(B), the isoloid hypothesis on A and B * implies that µ ∈ E(A) = Π(A) and ν ∈ E(B * ) = Π(B). (Observe that in the case in which λ = 0, and one of iso σ(A) and iso σ(B) is empty, then 0 ∈ Π(τ AB ).) This implies that λ ∈ Π(τ AB ). Hence E(τ AB ) = Π(τ AB ), and τ AB satisfies gWt. Conversely, suppose that τ AB satisfies gWt. Then (A)σ(B) ), then for every factorisation λ = µν such that µ ∈ σ(A) and ν ∈ σ(B), µ ∈ Π(A) and ν ∈ Π(B). Thus λ ∈ Π(τ AB ), which implies that
. For the reverse inclusion, let λ ∈ σ(τ AB ) \ σ BW (τ AB ). Then λ ∈ E(τ AB ), and it follows (see above) that for every factorisation λ = µν such that µ ∈ σ(A) and ν ∈ σ(B), µ ∈ Π(A) and ν ∈ Π(B). But
). To complete the proof we now consider (ii). Since gWt =⇒ gBt, see [5] , the necessity follows from Theorem 4.5. Again, Theorem 4.5 implies that if (ii) holds, then τ AB satisfies gBt. Now argue as above to prove that τ AB satisfies gWt.
We say that λ is an a-pole of an operator T , denoted λ ∈ Π a (T ), if λ ∈ iso σ a (T ) implies asc(T −λ) < ∞ and the range of T −λ is closed. The operator T is a-polaroid (respectively, left polaroid) if λ ∈ iso σ a (T ) implies λ ∈ Π a (T ) (respectively, λ ∈ iso σ a (T ) implies λ ∈ Π a (T )). Evidently, Π a (T ) = σ a (T ) \ σ ab (T ), and a-polaroid implies left polaroid (but not vice-versa). Also, letting Π ao (T ) denote finite multiplicity a-poles of T , τ AB satisfies a-Bt (hence, also a-gBt) if and only if σ a (τ AB ) \ σ aw (τ AB ) = Π ao (τ AB ) (equivalently, σ aw (τ AB ) = σ ab (τ AB )). It is not clear if the left polaroid (respectively, a-polaroid) property transfers from A and B * to τ AB , and we have not been successful in proving an a-gWt analogue of Theorem 4.9. The following theorem is but a partial analogue of Theorem 4.9.
Theorem 4.10. Let X and Y be two Banach spaces and consider A ∈ B(X ) and B ∈ B(Y). If A and B * are a-isoloid operators which satisfy a-gWt, then a necessary and sufficient condition for τ AB to satisfy a-gWt is that σ SBF (B * ) = Π a (B * ) = E a (B * ), and the hypothesis σ aw (τ AB ) = σ a (A)σ aw (B * ) ∪ σ aw (A)σ a (B * ) implies that τ AB satisfies a-gBt (i.e., σ a (τ AB ) \ σ SBF − + (τ AB ) = Π a (τ AB )); see Theorem 4.5(b). Evidently, Π a (τ AB ) ⊆ E a (τ AB ).
Sufficiency. We already know that τ AB satisfies a-gBt. Let λ ∈ E a (τ AB ). Then, for every factorisation λ = µν of λ such that µ ∈ σ a (A) and ν ∈ σ a (B * ), µ ∈ iso σ a (A) and ν ∈ iso σ a (B * ). The hypothesis A and B * are a-isoloid thus implies that µ ∈ E a (A) = Π a (A) and ν ∈ E a (B * ) = Π a (B * ). (If λ = 0, and one of iso σ a (A) and iso σ a (B * ) is empty, then 0 ∈ Π a (τ AB ).) Hence µ ∈ σ a (A)\σ SBF Consequently, E a (τ AB ) = Π a (τ AB ), and τ AB satisfies a-gWt.
Necessity. If τ AB satisfies a-gWt, then it satisfies a-gBt, and so (see Theorem 4.5(b)) σ aw (τ AB ) = σ a (A)σ aw (B * ) ∪ σ aw (A)σ a (B * ). Let λ ∈ E a (τ AB ) = σ a (τ AB ) \ σ SBF − + (τ AB ).
Then, for every factorisation λ = µν of λ such that µ ∈ σ a (A) and ν ∈ σ a (B * ), µ ∈ E a (A) = σ a (A) \ σ SBF (A)σ a (B * )), then, for every factorisation λ = µν of λ such that µ ∈ σ a (A) and ν ∈ σ a (B * ), µ ∈ Π a (A) = E a (A) and ν ∈ Π a (B * ) = E a (B * ). Thus λ ∈ E a (τ AB ) = σ a (τ AB ) \ It is apparent from the proof above that in Theorem 4.10 one may replace the condition σ aw (τ AB ) = σ a (A)σ aw (B * ) ∪ σ aw (A)σ a (B * ) by the condition that τ AB satisfies a-gBt.
