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The analysis of charge noise based on the Bloch–Redfield treatment of an ensemble of dissipative two-level
fluctuators generally results in a violation of the fluctuation–dissipation theorem. The standard Markov approx-
imation can be identified as the main origin of this failure. The resulting decoherence rates only involve the
bath response at the fluctuator frequency, and thus completely neglect the effects of frequency broadening. A
systematic and computationally convenient way to overcome this issue is to employ the spectator-qubit method:
by coupling an auxiliary qubit to the two-level fluctuator ensemble, an analytical approximation for S(ω) fully
consistent with the fluctuation–dissipation theorem can be obtained. We discuss the resulting characteristics of
the noise which exhibits distinct behavior over several frequency ranges, including a 1/f to 1/f2 crossover
with a T 3 temperature dependence of the crossover frequency.
I. INTRODUCTION
Random fluctuations of physical quantities in a qubit or its
surrounding environment lead to decoherence limiting qubit
performance. Common noise sources for superconducting
qubits arise from fluctuating background charge [1, 2], mag-
netic flux [3, 4], critical current [5], or quasiparticle poison-
ing [6]. In widely used circuits such as the transmon [7] and
fluxonium qubits [8], noise in different frequency ranges plays
distinct roles in limiting coherence times: while dephasing
rates are typically governed by low-frequency noise (e.g., 1/f
noise), relaxation processes are usually dominated by high-
frequency noise (e.g., Nyquist noise).
This situation is altered in recent proposals for a new gen-
eration of qubits with intrinsic protection against noise, such
as heavy fluxonium [9, 10], the 0–pi qubit [11–14], and the
current–mirror qubit [15, 16]. Qubits of this type are predicted
to exhibit remarkably long coherence times due to the expo-
nential suppression of transitions among the computational
qubit states, achieved by localizing wavefunctions in separate
regions of configuration space (disjoint support). Under these
circumstances, depolarization is dominated by excitation pro-
cesses producing leakage into higher qubit states beyond the
computational subspace. The transition rates for such excita-
tion processes, which involve energy transfer from the noise
source to the qubit, are proportional to the noise spectral den-
sity S(ω), evaluated at negative frequencies [17]. Thus, the
study of negative-frequency noise is crucial for understanding
the depolarization of qubits with intrinsic protection.
Here, we are particularly interested in the behavior of
charge noise. While the microscopic origin of this noise has
not been conclusively established [18], a number of theoreti-
cal studies have proceeded to consider an ensemble of two-
level fluctuators (TLFs) as the cause of charge noise [19–
22]. The predictions presented in these references for the
positive-frequency noise are consistent with a number of ex-
perimental observations [2, 23–27]. However, inspection of
the noise spectral density derived from Bloch–Redfield the-
ory reveals violations of the fluctuation–dissipation theorem
[28]. This theorem directly relates the negative-frequency part
of S(ω) to its positive-frequency counterpart, or equivalently,
the symmetrized spectral density to the imaginary part of a re-
sponse function. To overcome this issue, we abandon Bloch–
Redfield theory and instead extract S(ω) by computing the
depolarization rate of an auxiliary qubit weakly coupled to
the noise source. This spectator-qubit method was first intro-
duced in the context of noise studies for single-electron tran-
sistors [29, 30]. The results thus derived for the charge-noise
spectral density manifestly obey the fluctuation–dissipation
theorem.
The paper is organized as follows. We describe the model
of a single TLF weakly coupled to a thermal bath, and derive
the corresponding spectral density in Sec. II. We then show in
Sec. III that results obtained from the Bloch–Redfield theory
are inconsistent with the fluctuation–dissipation theorem. Our
main results addressing this issue are presented in Secs. IV
and V, where we derive noise spectral densities first for a sin-
gle TLF and then for an ensemble of TLFs. A crossover from
1/f to 1/f2 and further to Ohmic or white noise behavior is
predicted for positive frequencies, along with a correspond-
ing exponentially suppressed negative-frequency component.
We share our conclusions and outlook in Sec. VI, and provide
additional details in the subsequent appendices.
II. TWO-LEVEL FLUCTUATOR COUPLED TO A
THERMAL BATH
We start with a single TLF, and defer the case of an ensem-
ble of TLFs to Sec. V. The Hamiltonian of a TLF coupled to
a bosonic bath is
HˆTLF–bath = −1
2
(ε Σˆz + ∆ Σˆx) + Hˆdiss, (1)
where {Σˆi} is the set of Pauli operators associated with the
TLF. Here, we adopt the notation commonly used for tunnel-
ing among the two lowest levels in an asymmetric double-well
potential, with ∆ the tunneling amplitude, and ε the energy
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2asymmetry. In principle, the TLF couples to the environment
through both Σˆz and Σˆx. However, the coupling via Σˆx is ex-
pected to be much smaller compared to the longitudinal cou-
pling, and may be neglected [31–33]. This leads to the fol-
lowing Hamiltonian
Hˆdiss = Σˆz
∑
λ
(gλaˆλ + g
∗
λaˆ
†
λ) +
∑
λ
ωλaˆ
†
λaˆλ (2)
describing the bath and its coupling to the TLF. Here, the λth
mode of the bosonic bath has energy ωλ, and couples to the
TLF with coupling strength gλ, through the ladder operators
aˆλ, aˆ
†
λ. To characterize the effect of Hˆdiss, it is best to diago-
nalize the TLF Hamiltonian with the transformation
Σˆz = cos(θ) σˆz − sin(θ) σˆx, (3)
Σˆx = sin(θ) σˆz + cos(θ) σˆx. (4)
The Pauli operators {σˆi} refer to the eigenbasis of the TLF,
and θ is defined by tan(θ) = ∆/ε. The term proportional to
σˆz introduces pure dephasing of the TLF. Under certain con-
ditions discussed in Sec. V, pure dephasing is negligible com-
pared to T1-induced dephasing. As a result, Eq. (1) further
simplifies to
HˆTLF–bath = −1
2
ωtσˆz−∆
ωt
σˆx
∑
λ
(gλaˆλ+g
∗
λaˆ
†
λ)+
∑
λ
ωλaˆ
†
λaˆλ,
(5)
where ωt =
√
ε2 + ∆2 is the eigenenergy of the TLF.
Within the master-equation formalism, used in later sec-
tions, the strength of dissipation is governed by the bath cor-
relation function. In the Heisenberg picture, the bath operator
coupling to the TLF is given by
Bˆ(t) = −∆
ωt
∑
λ
(gλaˆλe
−iωλt + g∗λaˆ
†
λe
iωλt). (6)
In equilibrium, the correlation function is
〈Bˆ(t)Bˆ(0)〉 =∆
2
ω2t
∑
λ
|gλ|2
[
(nB(ωλ) + 1)e
−iωλt
+ nB(ωλ)e
iωλt
]
,
(7)
where nB(ω) = (eβω−1)−1 is the Bose–Einstein distribution.
Taking the Fourier transform of the correlation function, we
obtain
γ(ω) =
∫ +∞
−∞
dt eiωt〈Bˆ(t)Bˆ(0)〉
= 2pi
∆2
ω2t
∑
λ
|gλ|2
[
(nB(ωλ) + 1)δ(ω − ωλ) (8)
+ nB(ωλ)δ(ω + ωλ)
]
.
Using the definition of the bath spectral function J(ω) =∑
λ |gλ|2δ(ω − ωλ), the correlation function is
γ(ω) = 2pi
∆2
ω2t
{
J(ω)(nB(ω) + 1), ω ≥ 0
J(−ω)nB(−ω), ω < 0 . (9)
The positive- and negative-frequency components of the cor-
relation function can be interpreted as the golden-rule tran-
sition rates for the bath absorbing and emitting energy |ω|,
respectively. As expected, their magnitudes obey detailed bal-
ance
γ(−ω) = γ(ω)e−βω. (10)
Due to the coupling to the bath, a given TLF quantity Fˆ
will undergo fluctuations. These fluctuations may be charac-
terized by quoting the spectral density which is obtained as
the Fourier transform of the auto-correlation function,
s(ω) =
∫ +∞
−∞
dt eiωt
[〈Fˆ (t)Fˆ (0)〉 − 〈Fˆ 〉2]. (11)
Here, Fˆ (t) denotes the Heisenberg representation, and 〈· · · 〉
refers to the quantum-mechanical expectation value in thermal
equilibrium. We are interested in the fluctuations of the dipole
moment of the TLF, pΣˆz [34], which we will relate to charge
noise in Sec. V. Taking Fˆ to be Σˆz , the spectral density in
Eq. (11) can be rewritten as
s(ω) = cos2(θ)szz(ω) + sin
2(θ)sxx(ω), (12)
where
sαα(ω) =
∫ +∞
−∞
dt eiωt
[〈σˆα(t)σˆα(0)〉 − 〈σˆα〉2], (13)
with α = x, z. Note that the cross-correlations between σˆz
and σˆx vanish for the TLF–bath coupling given in Eq. (5).
III. RESULTS FROM BLOCH–REDFIELD THEORY
We first follow Refs. 19 and 21 to calculate the spectral
density of a TLF using Bloch–Redfield theory [35, 36]. The
evolution of the expectation values of {σˆi} is governed by
d
dt
〈σˆx(t)〉 = ωt〈σˆy(t)〉 − γ2〈σˆx(t)〉, (14)
d
dt
〈σˆy(t)〉 = −ωt〈σˆx(t)〉 − γ2〈σˆy(t)〉, (15)
d
dt
〈σˆz(t)〉 = −γ1
(〈σˆz(t)〉 − 〈σˆz〉eq), (16)
with γ1 = γ(ωt) + γ(−ωt) denoting the depolarization rate,
γ2 = [γ(ωt) + γ(−ωt)] /2 the dephasing rate, and 〈σˆz〉eq =
(γ↑ − γ↓)/(γ↑ + γ↓) the equilibrium polarization. For t > 0,
the solution to this system of differential equations is
〈σˆx(t)〉 = e−γ2t
[〈σˆy(0)〉 sin(ωtt) + 〈σˆx(0)〉 cos(ωtt)],
〈σy(t)〉 = e−γ2t
[〈σˆy(0)〉 cos(ωtt)− 〈σˆx(0)〉 sin(ωtt)],
〈σˆz(t)〉 = e−γ1t
(〈σˆz(0)〉 − 〈σˆz〉eq)+ 〈σˆz〉eq.
Employing the quantum regression theorem [37], we further
obtain the correlation functions
〈σˆx(t)σˆx(0)〉 = e−γ2t
[
cos(ωtt)− i〈σˆz〉eq sin(ωtt)
]
, (17)
〈σˆz(t)σˆz(0)〉 = e−γ1t(1− 〈σˆz〉2eq) + 〈σˆz〉2eq. (18)
3For the evaluation of the spectral density, all expectation val-
ues and correlators above should be evaluated with respect
to the equilibrium state. In this case, one finds 〈σˆx(0)〉 =
〈σˆy(0)〉 = 0, and 〈σˆz(0)〉 = 〈σˆz〉eq. The negative-time
counterparts to Eqs. (17) and (18), required for the calcula-
tion of the spectral density follow from 〈Aˆ1(−t)Aˆ2(0)〉 =
〈Aˆ1(t)Aˆ2(0)〉∗ [37]. The spectral density of a single TLF [19,
21] can now be obtained via the correlation functions, and us-
ing Eq. (13) along with a Fourier transform,
sBRxx(ω) =
1 + 〈σˆz〉eq
2
2γ2
(ω − ωt)2 + γ22
+
1− 〈σˆz〉eq
2
2γ2
(ω + ωt)2 + γ22
,
(19)
sBRzz (ω) = (1− 〈σˆz〉2eq)
2γ1
ω2 + γ21
. (20)
Here, the superscript BR refers to Bloch–Redfield theory.
The spectral density sBRzz (ω) is a Lorentzian centered at ω =
0 with linewidth γ1. By contrast, sBRxx(ω) is a sum of two
Lorentzians, centered at ω = ±ωt. The corresponding peak
amplitudes are given by (1±〈σˆz〉eq)/2. Although, the ratio of
the peak heights can be confirmed to satisfy detailed balance,
1 + 〈σˆz〉eq
1− 〈σˆz〉eq = e
βωt . (21)
the overall profiles of sBRxx(ω) and s
BR
zz (ω) actually violate the
fluctuation–dissipation theorem:
sBRαα(ω) + s
BR
αα(−ω) 6=
[
sBRαα(ω)− sBRαα(−ω)
]
coth(βω/2),
with α = x, z. In particular, the RHS of the above equa-
tion vanishes for sBRzz (ω). Since this asymmetric part of the
spectral density is directly related to the imaginary part of
a Kubo response function [17], the Bloch–Redfield method
fails to describe the response of the TLF correctly. The ori-
gin of this failure can be understood as follows. As a result
of the Markov approximation underlying the Bloch–Redfield
theory, the rates of the bath-induced TLF depolarization and
dephasing are determined exclusively by the bath correlation
function evaluated at the system frequency ±ωt. However,
due to the TLF–bath interaction, the system frequency is ac-
tually broadened which suggests that frequency components
of γ(ω) also in the vicinity of ±ωt may play a role. Including
these frequency components turns out to be crucial in order to
obtain a spectral density that obeys the fluctuation–dissipation
theorem. The spectator-qubit method employed in the fol-
lowing sections explicitly introduces the missing frequency
components, and thus succeeds in restoring the fluctuation–
dissipation theorem.
IV. SPECTATOR-QUBIT METHOD
A more suitable method for obtaining the quantum noise
spectral density consists of relating S(ω) to the dissipa-
tive dynamics of an auxiliary system weakly coupled to the
|0
|1
|e
|g
ωt
ωq
ensemble of TLFs
qubit
bath
noise source
FIG. 1. An ensemble of TLFs coupled to a bath. The ensemble and
bath jointly act as a noise source that can be probed by an auxiliary
qubit serving as a noise spectrometer.
noise source of interest. The simplest choice is a qubit act-
ing as a noise spectrometer. This description is of inter-
est as an experimental protocol, but is here employed exclu-
sively as a convenient tool for computing the spectral den-
sity [29, 30]. Since the qubit fulfills the passive role of probing
the noise source, we refer to this approach as the spectator-
qubit method. Within this approach, the TLF spectral den-
sity is derived from the depolarization rate of the spectator
qubit. Applying a Markov approximation to the enlarged sys-
tem of TLF and spectator qubit induces contributions from
a larger set of bath-correlator frequency components, which
are no longer limited to the TLF frequency. As discussed in
Sec. III, this enables us to steer clear of the issues plaguing the
Bloch–Redfield theory, and derive results manifestly obeying
the fluctuation–dissipation theorem. While the presence of the
spectator qubit is key to this method, we emphasize that the
resulting noise spectral density is a property of the TLF only,
and independent of the spectator qubit.
To implement the spectator-qubit method [Fig. 1], we cou-
ple a TLF operator φˆ(t) in the Heisenberg picture transversely
to the qubit, as described by the Hamiltonian
Hˆ = −1
2
ωqτˆz + κτˆxφˆ(t). (22)
Here, ωq is the qubit energy and {τˆi} is the set of qubit
Pauli operators. The coupling between the qubit and TLF is
parametrized by κ. The spectral density sφφ(ω) of the noise
can be extracted from the relaxation and excitation rates of the
qubit. For κ/ωq  1, Fermi’s golden rule yields
sφφ(+ωq) = κ
−2Γ↓, sφφ(−ωq) = κ−2Γ↑, (23)
where Γ↓ and Γ↑ are the qubit relaxation and excitation rates.
In particular, we are interested in the spectral densities szz(ω)
and sxx(ω), for φˆ = σˆz, σˆx [see Eq. (12)]. In the follow-
ing, we first calculate the qubit depolarization rate, and then
analyze the noise spectral density resulting from Eq. (23).
4A. Depolarization rate of a qubit coupled with a TLF
Depolarization of the qubit arises from coupling to the TLF.
The Hamiltonian for qubit, TLF and bath is HˆS + HˆI + HˆB,
where HˆS = −1
2
ωqτˆz+κτˆxφˆ− 1
2
ωtσˆz describes the combined
system of qubit and TLF, HˆB =
∑
λ ωλaˆ
†
λaˆλ captures the bath
modes, and HˆI = −∆ωt σˆx
∑
λ(gλaˆλ+g
∗
λaˆ
†
λ) denotes the TLF–
bath interaction. To model the depolarization dynamics of the
qubit, we derive a suitable master equation. While we largely
follow the standard derivation [37], there are several crucial
differences discussed in the following.1
a. Markov approximation in the Schro¨dinger picture.
The Markov approximation is commonly applied to convert
a time-nonlocal equation to a time-local one, where the den-
sity matrix at retarded time is replaced with that at the present
time [37]. This replacement is appropriate if the system dy-
namics is slow compared to the bath correlation time. It is
important to note that the dynamical time scales present in the
dynamics of the density matrix crucially depend on whether
we employ the Schro¨dinger or interaction picture. Here the
dynamics of interest is governed by the depolarization of the
qubit. While the Schro¨dinger picture directly reveals this pro-
cess, the interaction picture leads to a combination of depolar-
ization and fast oscillatory behavior (see Appendix A). There-
fore, in this specific case, we make the Markov approximation
in the Schro¨dinger picture instead of the interaction picture, as
usually done in the literature [37].
b. Avoiding the secular approximation. Usually, the
secular approximation is applied to reach a master equation
obeying Lindblad form. This neglects the contributions of
fast-rotating terms ∝ ei(ω−ω′)t, where ω 6= ω′ are eigenen-
ergy differences from the set {±ωq,±ωt,±ωt ± ωq}. In the
limit ωq → 0, the exponent vanishes for some choices of ω
and ω′, which invalidates the secular approximation [39, 40].
For that reason, we do not employ the secular approximation
here.
With the Markov approximation in the Schro¨dinger picture
and in the absence of the secular approximation, the master
equation takes the form of
d
dt
ρˆ(t) = − i[HˆS, ρˆ(t)]
+
∑
ij
1
2
γ(−εij)
(
Πˆiσˆxρˆ(t)Πˆj σˆx − σˆxΠˆiσˆxρˆ(t)Πˆj
+ σˆxΠˆj ρˆ(t)σˆxΠˆi − Πˆj ρˆ(t)σˆxΠˆiσˆx
)
. (24)
Here, ρˆ(t) is the system density matrix, Πˆi is a projector
onto the ith eigenstate of HˆS, εij is the energy difference
between the ith and jth eigenstates, and γ(ω) is the Fourier
transform of the bath correlation function defined in Eq. (8).
1The same approach applied to the problem of a single-electron transistor [30]
generates a spectral density that is identical to the result obtained by a much
more intricate calculation based on Keldysh diagrammatics [38].
Comparison of the master equation (24) with the Lindblad
master equation from Bloch–Redfield theory shows that the
spectator-qubit method indeed produces damping terms that
involve additional frequency components of the bath correla-
tion function, specifically γ(±ωt±ωq). To keep notation com-
pact, we introduce the following abbreviations for the rates:
γ(ωt) = γ↓, γ(−ωt) = γ↑,
γ(ωq) = γ
+, γ(−ωq) = γ−,
γ(ωt − ωq) = γ−↓ , γ(−ωt + ωq) = γ+↑ ,
γ(ωt + ωq) = γ
+
↓ , γ(−ωt − ωq) = γ−↑ .
(25)
Since we are only interested in the limit of weak coupling
between spectator qubit and TLF (i.e., κ → 0), we only need
to solve for the depolarization dynamics of the qubit perturba-
tively. We denote the quantum numbers of the qubit by {g, e},
and those of the TLF by {0, 1}. It is convenient to convert the
reduced density matrix of the combined system
ρˆ =
 ρee11 ρee10 ρeg11 ρeg10ρee01 ρee00 ρeg01 ρeg00ρge11 ρge10 ρgg11 ρgg10
ρge01 ρge00 ρgg01 ρgg00
 , (26)
into coherence vector form |ρ). In this way, the master equa-
tion can be written as
d
dt
|ρ) = Λ|ρ), (27)
where Λ is a 16 × 16 matrix. Treating the coupling between
qubit and TLF perturbatively, we expand the evolution matrix
in powers of κ,
Λ = Λ0 + κΛ1 + κ
2Λ2 +O(κ3). (28)
The dynamics of the uncoupled system is determined by Λ0,
which explicit form is given in Appendix B. The stationary
states of the system are given by the two zero modes of Λ0
ρˆg =
(
0 0
0 1
)
⊗
(
peq1 0
0 peq0
)
, (29)
ρˆe =
(
1 0
0 0
)
⊗
(
peq1 0
0 peq0
)
, (30)
which place the qubit in the ground or excited state. The TLF
occupies the equilibrium state, characterized by the probabil-
ities
peq0 =
γ↓
γ↑ + γ↓
, peq1 =
γ↑
γ↑ + γ↓
. (31)
Second-order perturbation theory in the qubit–TLF cou-
pling induces transitions between the two zero modes. To fa-
cilitate the degenerate-perturbative calculation, we define the
projector onto the degenerate subspace [41]
P =
|ρg)(φg|
(φg|ρg) +
|ρe)(φe|
(φe|ρe) . (32)
5Here (φg| and (φe| are the two left eigenvectors of Λ0 with
eigenvalue zero. We further construct the matrix
Λm = PΛ2P− PΛ1(1− P)Λ−10 (1− P)Λ1P. (33)
Then the relaxation and excitation rates can be obtained as
(see details in Appendix C)
Γ↓ = κ2(φg|Λm|ρe), Γ↑ = κ2(φe|Λm|ρg). (34)
Note that the matrix Λm depends on the TLF operator φˆ that
couples to the qubit [see Eq. (22)]. For the case φˆ = σˆz , the
transition rates are
Γz↑ = κ
2
4(peq1 γ
−
↓ + p
eq
0 γ
−
↑ )
ω2q + (γ
+
↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
, (35)
Γz↓ = κ
2
4(peq1 γ
+
↓ + p
eq
0 γ
+
↑ )
ω2q + (γ
+
↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
. (36)
For the case φˆ = σˆx, the transition rates are then
Γx↑ = κ
2 4ω
2
t γ
−
(ω2q − ω2t )2 + ω2q (γ+ + γ−)2
, (37)
Γx↓ = κ
2 4ω
2
t γ
+
(ω2q − ω2t )2 + ω2q (γ+ + γ−)2
. (38)
B. Noise spectral density of a single TLF
To obtain the noise spectral density of a single TLF,
we need to calculate szz(ω) and sxx(ω) respectively [see
Eq. (12)]. These spectral densities can be calculated from the
depolarization rates derived above, using Eq. (23).
1. Noise spectral density szz(ω) of a TLF
First, we calculate szz(ω). Employing Eq. (23), the values
of the spectral density at ±ωq are obtained from depolariza-
tion rates Eqs. (35) and (36)
szz(+ωq) =
4(peq1 γ
+
↓ + p
eq
0 γ
+
↑ )
ω2q + (γ
+
↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
, (39)
szz(−ωq) =
4(peq1 γ
−
↓ + p
eq
0 γ
−
↑ )
ω2q + (γ
+
↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
. (40)
By treating the qubit frequency ωq as a sweeping parameter,
all positive- and negative-frequency components of the noise
spectral density are obtained. Eqs. (39) and (40) can be further
combined into one compact expression valid for both positive
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FIG. 2. Comparison between noise spectral densities szz(ω) for
a single TLF, calculated in two different ways. The solid black
curve represents the results from the qubit-as-spectrometer approach.
For comparison, the dashed curve shows szz(ω) computed via the
Bloch–Redfield theory. The inset shows the asymmetric parts of the
spectral densities. [Parameters used: ωt/kBT = 1, J0∆2/ω2t =
0.05, and ωc/ωt = 4.]
and negative ω,2
szz(ω) =
4(peq1 γ
+
↓ + p
eq
0 γ
+
↑ )
ω2 + (γ+↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
. (41)
Recall that the rates γ±↑↓ depend on ω [see Eq. (25)] and
obey detailed balance [Eq. (10)]. As a result, we find that
szz(−ω) = szz(ω)e−βω , so there is no violation of the
fluctuation–dissipation theorem. To distinguish this spectral
density from sBRzz (ω) obtained in Sec. III, we refer to Eq. (41)
as sSQzz (ω) in the following, where the superscript SQ stands
for spectator-qubit method.
To evaluate and compare sSQzz (ω) and s
BR
zz (ω), the bath spec-
tral function J(ω) entering the rates γ±↑↓ must be specified.
Here, we consider an Ohmic spectral function with exponen-
tial cutoff,
J(ω) = J0 ω e
−ω2/ω2c , (42)
where J0 is a dimensionless constant characterizing the in-
teraction strength between the bath and the system. Fig. 2
shows a comparison of the resulting two spectral densities for
ωt/kBT = 1. While sBRzz (ω) has the shape of a symmetric
Lorentzian, sSQzz (ω) exhibits an asymmetric profile, consistent
with the requirement from the fluctuation–dissipation theo-
rem. Fig. 2 also plots the asymmetric-in-frequency part of
2The form of the obtained spectral density in Eq. (41) is analogous to szz(ω)
for a single-electron transistor [30, 38]. While the bath interacting with the
single-electron transistor is fermionic, the relevant excitations are electron–
hole pairs characterized by a Bose–Einstein distribution. It is thus plausible
that the two cases lead to similar expressions.
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FIG. 3. Noise spectral density sSQzz(ω) for a single TLF, evaluated
at different temperatures. While the low-frequency part is strongly
suppressed, the high-frequency part is insensitive to the lowering of
the temperature. This behavior can be explained by an analysis of the
underlying perturbative processes. The inset shows temperature de-
pendence of sBRzz (ω) obtained from the Bloch–Redfield theory. [Pa-
rameters used: J0∆2/ω2t = 0.05, and ωc/ωt = 4.]
the quantum noise spectral density. Using standard linear re-
sponse theory, this is equal to the negative imaginary part of
the Kubo susceptibility χzz[ω] (up to a factor 1/2), where
χzz(t) ≡ −iθ(t)〈[σˆz(t), σˆz(0)]〉. (43)
This susceptibility describes the linear response of 〈σˆz(t)〉 to a
time-varying perturbation that couples to σˆz . Thus, the quan-
tum part of our spectral density is directly related to the out-
of-phase response of our system to a time-varying perturba-
tion. This dissipative response is maximal when ω approxi-
mately matches the total TLF relaxation rate, a phenomenon
that is well known in other contexts (e.g., in the Zener model
of anelasticity [42]).
More significant deviations between sBRzz (ω) and s
SQ
zz (ω)
emerge when inspecting the behavior of the noise spectral
density at different temperatures, see Fig. 3. While sBRzz (ω) is
uniformly suppressed when lowering the temperature, sSQzz (ω)
shows a richer behavior as a function of temperature. Specif-
ically, we observe that all curves rapidly converge to a sin-
gle asymptote ∝ 1/ω in the high-frequency limit ω  ωt,
indicating a strong suppression of temperature dependence
in this regime. In the low-frequency region of the spectrum
(ω < ωt), decreasing the temperature strongly suppresses
the central peak, intermediately producing a double-peaked
shape before reducing again to a single peak located around
ω = 2ωt. In order to elucidate this temperature dependence,
we first introduce the perturbative processes induced by the
TLF–qubit coupling,3 and then analyze their frequency and
3Eq. (24) is not in the Lindblad form, which in principle disables the unrav-
elling of the master equation with quantum trajectory theory. However, the
notion of processes can still be established from the more complicated dia-
grammatic approach, see Ref. 38 for example.
temperature dependence.
The relevant set of perturbative processes depends crucially
on the nature of the coupling κAˆqubitBˆTLF. In the framework
of employing the spectator-qubit method, the qubit coupling
operator is fixed to Aˆqubit = τˆx, while the TLF operator is cho-
sen according to the noise spectral density of interest, namely
BˆTLF = σˆz for szz(ω) and BˆTLF = σˆx for sxx(ω). We first
focus on szz(ω), in which case the perturbative treatment of
the coupling results in four different processes involving ex-
citation and relaxation of TLF and/or qubit. The energy mis-
match between qubit and TLF is compensated by additional
energy emission or absorption due to the bath, leading to a to-
tal of six processes shown in Fig. 4.4 The positive-frequency
behavior of the noise spectral density [Fig. 3] is determined by
the processes II, III and VI (i.e., right column of Fig. 4) which
involve energy transfer from the qubit to the TLF. In the fol-
lowing, we study the frequency and temperature dependence
of those processes.
a. Frequency-dependent switching between processes.
Not all three processes are active for all positive frequencies.
While process VI leading to TLF relaxation occurs for all
positive frequencies, processes II and III causing TLF exci-
tation are mutually exclusive. Process II takes place whenever
ω = ωq < ωt, in which case qubit relaxation does not pro-
vide sufficient energy for exciting the TLF (red wiggly line in
II, Fig. 4), and the bath has to provide the required additional
energy ωt − ωq (blue dashed line in II). By contrast, process
III occurs in the opposite situation ω = ωq > ωt when qubit
relaxation leads to an energy excess that is absorbed by the
bath. (Similar threshold behavior is found in the context of
noise from a single-electron transistor [30, 38].)
b. Temperature dependence. The temperature depen-
dence of the rates for these processes differs characteristically.
Processes II and VI are both suppressed as temperature is low-
ered: II requires thermal emission from the bath and is ac-
companied by a thermal factor of nB(ωt − ωq); VI necessi-
tates initial population of the TLF which is associated with
a Boltzmann factor of e−ωt/kBT . On the other hand, process
III is only weakly dependent on temperature, since it neither
requires emission from the bath nor thermal excitation of the
TLF.
Considering both aspects of frequency-dependent switch-
ing and temperature dependence of processes and their asso-
ciated rates, one concludes the following. For low frequen-
cies ω < ωt, the two active processes II and VI both undergo
strong suppression with decreasing temperature, explaining
the suppression of the central peak in szz(ω < ωt) as temper-
ature is lowered. At higher frequencies ω > ωt and tempera-
tures kBT < ωt, process III dominates over VI. Together with
the weak temperature dependence of process III corroborates
the convergence of szz(ω > ωt) at different temperatures to a
common asymptote.
4Two of the eight possible combinations are ruled out by energy conservation.
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FIG. 4. Relevant leading-order processes contributing to the positive-frequency (right column) and negative-frequency (left column) noise
spectral density. Each process involves the transition of the TLF (|0〉 → |1〉 or |1〉 → |0〉), which is correlated with qubit absorption
(downward red wiggly arrow) or emission (upward red wiggly arrow). Note that the qubit frequency here resembles the external frequency
entering the bubble diagram, when calculated diagrammatically [38]. The bath provides (upward blue dashed arrow) or receives (downward
blue dashed arrow) the energy mismatch between the qubit and TLF.
2. Noise spectral density sxx(ω) of a TLF
The second contribution to the TLF noise spectral density
is given by sxx(ω). Following the same procedure as in the
previous subsection, but now employing Eqs. (37) and (38)
instead of Eqs. (35) and (36), we find that the noise spectral
density at positive and negative ω is given by
sxx(ω) =
4ω2t γ
+
(ω2 − ω2t )2 + ω2(γ+ + γ−)2
, (44)
where the rates γ± are ω-dependent. As one can verify, this
expression obeys the condition
sxx(−ω) = sxx(ω)e−βω (45)
dictated by the fluctuation–dissipation theorem. Again, to dis-
tinguish this spectral density from sBRxx(ω) in Sec. III, we refer
to Eq. (44) as sSQxx(ω) in the following. In Fig. 5, we show the
comparison between sSQxx(ω) and s
BR
xx(ω), using the same bath
spectral function as before [Eq. (42)]. While sBRxx(ω) consists
of two Lorentzians centered at±ωt, sSQxx(ω) exhibits additional
asymmetry in each of the two peaks, as required by Eq. (45).
The temperature dependence observed for sSQxx(ω) and s
BR
xx(ω)
[Fig. 6] differs qualitatively from that of szz(ω). The height of
the local maximum of sxx close to ω ≈ −ωt is exponentially
suppressed as temperature is lowered, according nB(ωt). At
the positive-frequency peak close to ω ≈ ωt, the opposite oc-
curs: here, the peak height instead increases as temperature is
lowered. This is similar to the Purcell effect [43] in the near-
resonant case, and can be interpreted in terms of the quantum
Zeno effect [44]: The reduced temperature lowers the decay
rate from the TLF to the bath, which results in an increase of
the hybridization between the TLF and qubit, and further leads
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FIG. 5. Comparison between noise spectral densities sxx(ω) for
a single TLF, calculated in two different ways. The solid black
curve represents the results from the qubit-as-spectrometer approach.
For comparison, the dashed curve shows sxx(ω) computed via
the Bloch–Redfield theory. [Parameters used: ωt/kBT = 1,
J0∆
2/ω2t = 0.05, and ωc/ωt = 4.]
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FIG. 6. Noise spectral density sSQxx(ω) for a single TLF, evaluated
at different temperatures. The negative peak is exponentially sup-
pressed as temperature is lowered. Away from the peak, the positive-
frequency spectral density is insensitive to the lowering of tempera-
ture. When close to the peak, sSQxx(ω) is enhanced due to the Zeno
effect. The inset shows temperature dependence of sBRxx(ω) obtained
from the Bloch–Redfield theory. [Parameters used: J0∆2/ω2t =
0.05, and ωc/ωt = 4.]
to an enhanced decay rate of the qubit. The tail of the peak
at ω > ωt shows only very weak temperature dependence,
for reasons analogous to those discussed for szz(ω). Namely,
based on the coupling κτˆxσˆx relevant for sxx(ω), one finds
only one perturbative process involving TLF dephasing and
simultaneous qubit relaxation. Since the emitted energy from
the qubit is absorbed by the bath, this process is relatively
temperature insensitive, thus explaining the weak temperature
dependence of sSQxx(ω).
3. Resulting noise spectral density of a single TLF
The full noise spectral density is now easily obtained as a
linear combination [Eq. (12)] of the longitudinal and trans-
verse contributions sSQzz (ω) and s
SQ
xx(ω),
s(ω) = cos2(θ)
4(peq1 γ
+
↓ + p
eq
0 γ
+
↑ )
ω2 + (γ+↓ + γ
−
↓ + γ
+
↑ + γ
−
↑ )2/4
+ sin2(θ)
4ω2t γ
+
(ω2 − ω2t )2 + ω2(γ+ + γ−)2
.
(46)
This quantity represents the noise from a single TLF. In or-
der to describe charge noise, we consider the combined noise
from an ensemble of TLFs with given probability distribu-
tions for the TLF parameters ε and ∆. (These, in turn affect
both θ = tan−1(∆/ε) and ωt =
√
∆2 + ε2 in the expres-
sion above.) The purpose of the next section is to compute the
charge noise S(ω) from an ensemble average of s(ω).
V. CHARGE-NOISE SPECTRAL DENSITY OF AN
ENSEMBLE OF TWO-LEVEL FLUCTUATORS
The combined effect of many TLFs can describe some of
the experimentally observed properties of charge noise, given
an appropriate choice of the underlying distributions for the
TLF parameters ε, ∆, and the nature of the TLF–bath cou-
pling strength. Borrowing from the approach in Ref. 33, we
model the TLF–bath interaction with the cubic spectral func-
tion typical of a phonon bath,
J(ω) = J0ω
3e−ω
2/2ω2D . (47)
Here, we take the coupling parameter J0 = 0.047 ps2 and the
Debye frequency ωD = 470 K, estimated for TLF–phonon in-
teraction in SiO2 [21]. The tunneling amplitude ∆ is directly
related to the tunnel matrix element δ via ∆ ∝ e−δ . Following
Ref. 27, we assume a uniform distribution of δ in the regime
of interest, resulting in a log-uniform distribution for ∆. Dis-
tributions used for the bias energy ε vary throughout the lit-
erature: A linear distribution [19] yields the Ohmic spectral
density observed for frequencies ω > kBT in Ref. 2. On the
other hand, a uniform distribution [21] is used to reproduce
the constant spectral density observed in Ref. 25 for frequen-
cies ω/2pi > 10 MHz. To account for both possibilities, we
consider the following normalized probability distribution of
TLF parameters,
P (ε,∆) = N (α)B(ε,∆)ε
α
∆
, (48)
where α ∈ {0, 1} describes the two possible distributions.
The boundary function B(ε,∆) equals unity for εm < ε < εM
and ∆m < ∆ < ∆M, and vanishes otherwise. The parame-
ter ranges εm/kB = 0, εM/kB = 4 K, ∆m/kB = 2µK, and
∆M/kB = 4 K are taken from Ref. 21, and the normalization
factor is given by
N (α)−1 =
(
εM + εm
2
)α
(εM − εm) ln
(
∆M
∆m
)
. (49)
The spectral density of an ensemble of TLFs is then obtained
through
S(ω) = NTLF
∫∫
R2
dεd∆P (ε,∆)s(ω), (50)
where s(ω) is the spectral density of a single TLF [Eq. (46)]
and NTLF is the number of TLFs. For instance, the sample in
Ref. 21 with dimensions 400× 40× 800 nm3 and a density of
states nTLF ≈ 1045 J−1m−3, contains NTLF ≈ 103 TLFs. The
presence of such TLFs induces fluctuating charges on metallic
surfaces that follows
Qˆ =
p
L
Σˆz, (51)
where L denotes a sample-dependent characteristic length
scale. As a result, S(ω) is related to charge noise via
SQ(ω)/e
2 = (p/eL)2S(ω), with p/eL ≈ 10−4 obtained from
parameters consistent with Ref. 21.
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FIG. 7. Charge-noise spectral density of an ensemble of TLFs
at 10 mK, with different distributions P (ε,∆) ∝ ε/∆ in (a) and
P (ε,∆) ∝ 1/∆ in (b). In each case, the spectral density is calcu-
lated in two ways. The solid black curve represents the results from
the spectator-qubit method. For comparison, the gray dashed curve
shows S(ω) computed via the Bloch–Redfield theory. Their differ-
ence is highlighted as the shaded region. The dashed lines help to
visualize the crossover from 1/f to 1/f2 in low frequency and the
Ohmic (a) or white noise (b) in high frequency. Normalized by the
number of TLFs, S(ω)/NTLF shown on the right vertical axis sup-
plements the extensive quantity SQ(ω)/e2.
In Fig. 7, we present plots of SQ(ω) for the two choices of
probability distributions (i.e., α = 0, 1), for a temperature of
10 mK. The results calculated via the Bloch–Redfield theory
are shown for comparison. In the following two subsections
we discuss the distinct properties for positive and negative fre-
quencies, respectively.
A. Noise spectral density at positive frequencies
The noise spectral density at positive frequencies exhibits
three regimes with qualitatively different characteristics, see
Fig. 7(a) and (b): (1) At low frequency, we observe a crossover
from 1/f to 1/f2 behavior. (2) At high frequency, an
Ohmic noise spectrum is obtained for the linear-ε probabil-
ity [Fig. 7(a)], whereas the spectrum becomes white for the
uniform-ε distribution [Fig. 7(b)]. (3) An intermediate region
exhibiting a local minimum in the noise spectral density con-
nects the low- and high-frequency parts. A comparison with
the calculation from Sec. III shows that the Bloch–Redfield
method works well in the low- and high-frequency regimes,
but leads to a significantly shallower local minimum in the
intermediate region (note the logarithmic scale).
To shed light on the crossover between 1/f and 1/f2
behavior, we approximate the integral in Eq. (50) semi-
analytically and estimate the crossover frequency ω∗. At low
frequencies, s(ω) is dominated by szz(ω), and it is appro-
priate to use the expression from Eq. (19), obtained via the
Bloch–Redfield theory, as an approximation
s(ω) ≈ cos2(θ)szz(ω) = cos2(θ)(1−〈σˆz〉2eq)
2γ1
ω2 + γ21
. (52)
Here, the depolarization rate is given by
γ1 = 2piJ0ωt∆
2 coth
(
ωt
2kBT
)
. (53)
The average over TLF parameters ε and ∆, required in Eq.
(50), can be converted to an average over γ1 and ωt, with un-
derlying joint distribution
P (γ1, ωt) ∝ ωt
2γ1
(
ωt
√
1− γ1/γM
)α−1
, (54)
and cutoffs inherited from ε and ∆, i.e., ωm =
√
∆2m + ε
2
m,
ωM =
√
∆2M + ε
2
M, γm(ωt) = 2piJ0ωt∆
2
m coth(ωt/2kBT ),
and γM(ωt) = 2piJ0ω3t coth(ωt/2kBT ). Taking the average
of s(ω) in Eq. (52) leads to (see details in Appendix D)
∫ ωM
ωm
dωt
∫ γM(ωt)
γm(ωt)
dγ1P (γ1, ωt)s(ω) ∝

ω−1, ω  ω∗
ω−2, ω  ω∗
,
with the crossover frequency
ω∗ ≈

93ζ(5)
2 ln(2)
(kBT )
3J0, P (ε,∆) ∝ ε/∆
pi4
3
(kBT )
3J0, P (ε,∆) ∝ 1/∆
. (55)
We compare this approximation with numerical results as fol-
lows. We obtain S(ω) via numerical integration of Eq. (50). A
straight line in the log–log scale is generated and extrapolated
to larger frequency, by connecting two points of S(ω) in the
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FIG. 8. Temperature dependence of the frequency where the
crossover between 1/f and 1/f2 occurs. Black circles and diamonds
are numerical results extracted from the calculations of SQ(ω), with
α = 1 and α = 0, respectively. The analytical expressions for the
crossover frequency are in excellent agreement with the data points
obtained from numerical calculation.
1/f regime. Likewise, another straight line connecting points
in the 1/f2 regime is produced and extrapolated to the lower
frequency. The intersection of the two lines is extracted as
the crossover frequency ω∗. The above process is repeated for
a range of temperature. The crossover frequencies obtained
in this way for the linear−ε and uniform−ε distributions are
shown in Fig. 8 as circles and diamonds, respectively. Our
analytical approximation for the crossover frequency is in ex-
cellent agreement with the numerical results.
In the low-frequency and high-frequency regimes, our re-
sults match the 1/f , Ohmic and white-noise behavior dis-
cussed in Refs. 19 and 21. However, the intermediate region
exhibiting a local minimum in the crossover from 1/f to white
noise was not captured in Ref. 21. This can be traced back
to the use of a fixed Lorentzian linewidth γ1/2 [rather than
an appropriate distribution in Eq. (54)] in the calculation of
sxx(ω) [21]. Our prediction of a crossover from 1/f to 1/f2
is consistent with experimental data by Ithier et al. [45], but
was not discussed in Refs. 19 and 21. A 1/f to 1/f2 crossover
was also mentioned in Ref. 46, albeit for a different model in-
cluding mean-field interactions among TLFs.
B. Noise spectral density at negative frequencies
Considering the noise spectral density obtained from the
spectator-qubit method at negative frequencies, we observe
that S(ω) is approximately symmetric for small |ω/kBT |, as
required by the fluctuation–dissipation theorem. In particu-
lar, the crossover from 1/f to 1/f2 is also visible on the
negative-frequency side. However, for negative frequencies of
large magnitude, |ω|  kBT , the spectral density is exponen-
tially suppressed relative to the counterpart on the positive-
frequency side, consistent with the fluctuation–dissipation
theorem. This exponential suppression, combined with the
non-monotonic behavior of S(ω) in the positive-frequency
range, is at the origin of the additional local maximum found
in the negative-frequency tail of S(ω).
Comparison of the noise spectral density obtained from the
spectator-qubit method with the one obtained via the Bloch–
Redfield theory shows qualitatively different behavior of the
negative-frequency tails. The latter noise spectral density does
not exhibit any local extrema for negative frequencies, and the
suppression of the negative-frequency tail is much weaker.
The latter is related to the aforementioned violation of the
fluctuation–dissipation theorem.
VI. CONCLUSIONS
In summary, we have identified violations of the
fluctuation–dissipation theorem in the conventional modeling
of charge noise, and traced this issue to the missing rele-
vant frequency components of the bath correlation function
in the Bloch–Redfield theory. By using the spectator-qubit
method (i.e., coupling an auxiliary qubit to the noise source),
we recover the relevant frequency components of the bath cor-
relation function, and derive a charge-noise spectral density
compatible with the fluctuation–dissipation theorem. Based
on this treatment, we find that S(ω) exhibits distinct behav-
ior across different frequency ranges: a crossover from 1/f
to 1/f2 at low frequencies, a local minimum at intermedi-
ate frequencies, and Ohmic or white noise behavior at high
frequencies. In line with the fluctuation–dissipation theo-
rem, the negative-frequency part of the spectrum mirrors its
positive-frequency counterpart with the necessary exponen-
tial suppression factor. Our results highlight that the simple
model of an ensemble of TLFs generates a noise spectral den-
sity with rich behavior in terms of frequency and temperature
dependence. For both we present concrete predictions that can
be tested in future experiments on charge noise.
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Appendix A: Markov approximation in the Schro¨dinger vs.
interaction picture
The Markov approximation is commonly applied to convert
a time-nonlocal master equation into a time-local one. The
former involves a time integral of the form
∫ t
0
ds F [ρˆ(s)]. As-
suming that the system density matrix ρˆ undergoes dynamics
that is slow compared to the fast equilibration of the bath, one
may approximate that integral by replacing ρˆ(s) → ρˆ(t), i.e.,
the system density matrix at the present time. This Markov
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approximation can be applied either within the Schro¨dinger
or the interaction picture, and each choice generally leads to
a different master equation and a corresponding system evo-
lution. Depending on the specific dynamics (e.g., oscillation
mode, relaxation mode, etc.), one choice may be more appro-
priate than the other. To illustrate this point, we discuss two
representative examples in the following.
1. Dephasing dynamics: Markov approximation in the
interaction picture
In the first case, we consider a two-level system coupled
longitudinally to a thermal bath. After performing the Markov
approximation in either of the two pictures, the evolution of
the density matrix in the Schro¨dinger picture follows
ρˆ(t) =
(
ρee(0) ρeg(0)e
−iω0t−γt
ρge(0)e
iω0t−γt ρgg(0)
)
. (A1)
Here, ω0 is the frequency of the two-level system, and γ de-
notes the dephasing rate. (We note that the value of γ will
generally depend on whether the Markov approximation is ap-
plied inside the Schro¨dinger picture or the interaction picture.)
Eq. (A1) describes dephasing dynamics, with diagonal ele-
ments remaining constant, but off-diagonal elements under-
going exponentially damped oscillations. When transformed
into the interaction picture (denoted by a tilde), the same evo-
lution takes on the form
˜ˆρ(t) =
(
ρee(0) ρeg(0)e
−γt
ρge(0)e
−γt ρgg(0)
)
. (A2)
As opposed to Eq. (A1), the interaction-picture evolution does
not show any oscillatory behavior for the off-diagonal ele-
ments. Given that γ  ω0, this implies that the dynamics
is significantly faster in the Schro¨dinger picture as compared
to the interaction picture. As a result, the evolution described
by Eq. (A2) is more suitable for the slow-dynamics assump-
tion that underlies the Markov approximation. Hence, in this
example, one should expect to obtain more accurate results
when employing the Markov approximation in the interaction
picture.
2. Relaxation dynamics: Markov approximation in the
Schro¨dinger picture
For the second example, we consider the setup described in
Sec. IV A, where a thermal bath is transversely coupled to a
TLF, which in turn couples to an auxiliary qubit. Here, we
are particularly interested in the relaxation dynamics of the
qubit. After performing the Markov approximation in either
of the two pictures, the reduced density matrix of the qubit
undergoes relaxation dynamics. In the Schro¨dinger picture
this takes the form
ρˆ(t) = ρˆeq +
(
a b
b∗ −a
)
e−γt, (A3)
where ρˆeq denotes the equilibrium density matrix, a and b are
constants forming a traceless coefficient matrix, and γ is the
relaxation rate. Transformed into interaction picture, the same
evolution is described by
˜ˆρ(t) = ρˆeq +
(
a b eiωqt
b∗ e−iωqt −a
)
e−γt, (A4)
where ωq is the qubit frequency. Contrasting the latter expres-
sion with Eq. (A3) reveals that the absence of oscillations in
the Schro¨dinger picture renders the dynamics slow compared
to the interaction picture. As a result, the Markov approxima-
tion is here more appropriate within the Schro¨dinger picture
for a more accurate description of the qubit’s relaxation dy-
namics.
Appendix B: Expression for the evolution superoperator Λ0
The evolution superoperator Λ0 [Eq. (28)] becomes block-
diagonal when expressed in the basis formed by the eigen-
states of the combined qubit–TLF system:
Λ0 = diag(M1, M1, M2 − iωq, M2 + iωq, M3 − iωtσz,
M3 − iωtσz, M4 − iωq − iωtσz, M4 + iωq − iωtσz),
with the definitions
M1 =
( −γ↑ γ↓
γ↑ −γ↓
)
,
M2 =
1
2
( −γ−↑ − γ+↑ −γ−↓ − γ+↓
−γ−↑ − γ+↑ −γ−↓ − γ+↓
)
,
M3 = −γ(0)
(
1 −1
−1 1
)
,
M4 = −γ
− + γ+
2
(
1 1
1 1
)
.
Appendix C: Derivation of qubit relaxation and excitation rates
in Eq. (34) from degenerate perturbation theory
Here we derive the qubit relaxation and excitation rates in-
duced by the coupling to the noise source (TLF and bath).
Treating the coupling between qubit and TLF perturbatively,
we expand the evolution matrix in Eq. (27) in powers of κ
Λ = Λ0 + κΛ1 + κ
2Λ2 +O(κ3). (C1)
When the coupling is absent (i.e., κ = 0), each of the two
eigenvectors of Λ0 with eigenvalue zero [Eqs. (29) and (30)]
is a product state with the TLF in equilibrium and the qubit
occupying either the ground or the excited state. In the pres-
ence of the coupling, the two-fold degeneracy is lifted, which
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TABLE I. Notation for eigenvalues and eigenvectors of Λ0.
eigenvalue
of Λ0
eigenvector
of Λ0
eigenvector
of Λ†0
degenerate
subspaces
D, B
complem.
subspaces
D, B
λα
λµ
χ(0)j
|ρα)
|ρµ)

∣∣%(0)j )
(φβ |
(φν |

(
ϕ
(0)
j
∣∣
results in one stationary state and one mode describing the
qubit depolarization. The relevant dynamics is governed by
d
dt
|ρ(t)) = Λ|ρ(t)). (C2)
In general, the solution to the above equation for an initial
state |ρ(0)) has the form of
|ρ(t)) =
∑
j
|%j)(ϕj |ρ(0))eχjt, (C3)
where |%j) and (ϕj | are the right and left eigenvectors of non-
Hermitian matrix Λ with eigenvalue χj . To extract the re-
laxation rate, we initialize the qubit in the excited state (with
TLF in equilibrium), and monitor the population increase of
the ground state
(φg|ρ(t)) =
∑
j
(φg|%j)(ϕj |ρe)eχjt. (C4)
In the following, we use index j = 0, 1 to denote the zero
mode and depolarization mode of Λ, which reduce to the two
zero modes of Λ0 as κ → 0. It is expected that the amplitude
(φg|%j)(ϕj |ρe) is of order κ0 for j = 0, 1, and of order κ2 for
j ≥ 2, respectively. Hence, Eq. (C4) can be approximated by
(φg|ρ(t)) ≈
∑
j=0,1
(φg|%j)(ϕj |ρe)eχjt. (C5)
Expanding this population for times t small compared to the
depolarization time |χ1|−1, we obtain
d
dt
(φg|ρ(t)) ≈ (φg|%1)(ϕ1|ρe)χ1. (C6)
Hence, we identify the relaxation rate as
Γ↓ ≈ (φg|%1)(ϕ1|ρe)χ1. (C7)
Similarly, the excitation rate is obtained by initializing the sys-
tem in a state with the qubit in the ground state,
Γ↑ ≈ (φe|%1)(ϕ1|ρg)χ1. (C8)
To further evaluate these expressions, it is necessary to diag-
onalize Λ in the degenerate subspace of Λ0. In the following,
we calculate the eigenvalues and eigenvectors of Λ up to sec-
ond order in κ using degenerate perturbation theory.
We start from the eigenvalue equation
Λ|%j) = χj |%j). (C9)
Similar to Eq. (C1), we expand eigenvectors and eigenvalues
of Λ up to second order in κ
χj =χ
(0)
j + κχ
(1)
j + κ
2χ
(2)
j +O(κ3), (C10)
|%j) = |%(0)j ) + κ|%(1)j ) + κ2|%(2)j ) +O(κ3), (C11)
where |%(0)j ) and χ(0)j are the eigenvectors and eigenvalues
of Λ0. For diagonalization in the degenerate subspace, it is
convenient to decompose the vector space V spanned by all
right eigenvectors of Λ0 into a direct sum of the degener-
ate subspace D and its complementary subspace D, such that
V = D ⊕ D. Similarly, we defineW = B ⊕ B as the vector
space spanned by left eigenvectors of Λ0, along with B the
degenerate subspace and its complementary subspace B. The
eigenvectors |%j) of Λ can thus be expanded in the eigenbasis
of Λ0 as follows
|%j) =
∑
α
cjα|ρα) +
∑
µ
djµ|ρµ) +O(κ3), (C12)
with |ρα) ∈ D, and |ρµ) ∈ D. In the following, we focus
on the eigenvectors which reduce to the two zero modes of
Λ0, i.e., we consider j = 0, 1. Comparing with Eq. (C11),
it follows that the coefficients cjα and djµ are of order κ0
and κ1, respectively.5 Substituting |%j) [Eq. (C12)] and χj
[Eq. (C10)] into the eigenvalue equation [Eq. (C9)], yields∑
α
cjα(−κχ(1)j − κ2χ(2)j + κΛ1 + κ2Λ2)|ρα)
+
∑
µ
djµ(λµ − κχ(1)j + κΛ1)|ρµ) +O(κ3) = 0,
(C13)
where λµ is the eigenvalue associated with |ρµ). Projecting
(C13) onto the states (φβ | ∈ B and (φν | ∈ B yields,
κ
∑
µ
djµ(φβ |Λ1|ρµ) + κ2
∑
α
cjα(φβ |Λ2|ρα)
= cjβ(κχ
(1)
j + κ
2χ
(2)
j ),
(C14)
κ
∑
α
cjα(φν |Λ1|ρα) + κ
∑
µ
djµ(φν |Λ1|ρµ)
= djν(−κχ(1)j − λν),
(C15)
which holds up to (and including) order κ2. Note that
the terms proportional (φβ |Λ1|ρα) vanish, since Λ1 is off-
diagonal in the qubit subspace. Moreover, Eq. (C14) shows
that χ(1)j is zero, by comparing orders of κ and recalling that
djµ ∼ O(κ). Since eigenvectors in the degenerate subspace
5For j 6= 0, 1, similar observation shows that cjα and djµ are of order κ1 and
κ0, respectively.
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are only associated with cjα, we proceed as follows. Solv-
ing Eq. (C15) for djµ results in an expression in terms of cjα
which can then be substituted into Eq. (C14). Since the term
∼ djµ in (C14) carries a factor of κ, it is sufficient to retain
only O(κ) terms for djµ which yields
djν = − κ
λν
∑
α
cjα(φν |Λ1|ρα). (C16)
Upon substitution back into Eq. (C14), we find
cjβχ
(2)
j =
∑
α
cjα(φβ |Λ2|ρα)
−
∑
α
cjα
∑
µ
λ
−1
µ (φβ |Λ1|ρµ)(φµ|Λ1|ρα).
Note that this is an eigenvalue equation for χ(2)j involving the
matrix Λm defined by
Λm = PΛ2P− PΛ1(1− P)Λ−10 (1− P)Λ1P, (C17)
where P is the projector onto the degenerate subspace
[Eq. (32)]. Thus, we obtain χ(2)j and {cjβ} by solving the
above eigenvalue equation. Since both χ(0)j and χ
(1)
j are
zero (j = 0, 1), κ2χ(2)j approximates the eigenvalue χj of
Λ up to O(κ2). Moreover, {cjβ} determines the approxi-
mate eigenvectors of Λ in the degenerate subspace of Λ0 [see
Eq. (C12)]. Plugging the approximate eigenvalue and eigen-
vector into Eqs. (C7) and (C8) yields the relaxation and exci-
tation rates. Note that a compact form of these rates can be
derived by employing the eigendecomposition of Λm
κ2Λm ≈ |%0)(ϕ0|χ0 + |%1)(ϕ1|χ1. (C18)
Using the fact that one eigenvalue of Λm is zero, yields
κ2(φe|Λm|ρg) ≈ (φe|%1)(ϕ1|ρg)χ1. (C19)
Therefore, the excitation and relaxation rates in Eqs. (C7) and
(C8) can be rewritten as
Γ↓ ≈ κ2(φg|Λm|ρe), Γ↑ ≈ κ2(φe|Λm|ρg). (C20)
Appendix D: Derivation of the crossover frequency in Eq. (55)
1. Case: linear distribution in ε
The low-frequency part of S(ω) is dominated by szz(ω),
and can be approximated by
S(ω) ≈
∫ ωM
ωm
dωt
∫ γM(ωt)
γm(ωt)
dγ1P (γ1, ωt)szz(ω) cos
2(θ).
The joint probability distribution is
P (γ1, ωt) = N1 ωt
2γ1
, (D1)
where N1 is a normalization factor. At low frequency, it is
appropriate to use the expression from Eq. (19) for szz(ω),
obtained via the Bloch–Redfield theory, as an approximation
szz(ω) ≈ (1− 〈σˆz〉2eq)
2γ1
ω2 + γ21
, (D2)
where 〈σˆz〉eq = tanh(ωt/2kBT ). After converting
cos2(θ) = 1− ∆
2
ω2t
= 1− γ1
γM
, (D3)
we obtain S(ω) as follows
S(ω) =
∫ ωM
ωm
dωt
∫ γM(ωt)
γm(ωt)
dγ1N1ωt
1− 〈σˆz〉2eq
ω2 + γ21
(
1− γ1
γM
)
=N1
∫ ωM
ωm
dωt ωt
{
1
ω
[
tan−1
(γM
ω
)
− tan−1
(γm
ω
)]
− 1
2γM
ln
(
γ2M + ω
2
γ2m + ω
2
)}
(1− 〈σˆz〉2eq).
For γm  ω  γM, the above expression simplifies to
S(ω) ≈ N1
∫ ωM
ωm
dωt ωt
1
ω
pi
2
(1− 〈σˆz〉2eq). (D4)
For ω  γM, we obtain
S(ω) ≈ N1
∫ ωM
ωm
dωt ωt
γM
2ω2
(1− 〈σˆz〉2eq). (D5)
Note that both γM and γm depends on ωt,
γm(ωt) = 2piJ0ωt∆
2
m coth
(
ωt
2kBT
)
, (D6)
γM(ωt) = 2piJ0ω
3
t coth
(
ωt
2kBT
)
. (D7)
In short the low-frequency part of S(ω) calculated using
linear-ε distribution can be approximated by
S(ω) ≈ N1
∫ ωM
ωm
dωt ωt(1−〈σˆz〉2eq)·

pi
2ω
, γm  ω  γM
γM
2ω2
, ω  γM
.
Now we evaluate the integration over ωt. When ω is sufficient
small such that the 1/f noise is dominant, the integral can be
approximated by
S(ω)1/f ≈N1
∫ ∞
0
dωt ωt
[
1− tanh2
(
ωt
2kBT
)]
pi
2ω
=N1 pi
2ω
(2kBT )
2 ln(2). (D8)
When ω is large enough such that the 1/f2 noise is dominant,
the integral can be approximated by
S(ω)1/f2 ≈N1
∫ ∞
0
dωt ωt
[
1− tanh2
(
ωt
2kBT
)]
γM
2ω2
=N1 2piJ0
ω2
(2kBT )
5 93
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ζ(5). (D9)
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The crossover frequency of S(ω)1/f and S(ω)1/f2 is then
identified as
ω∗ =
93ζ(5)
2 ln(2)
(kBT )
3J0. (D10)
2. Case : uniform distribution in ε
In this case, the joint probability distribution is
P (γ1, ωt) = N0 1
2γ1
(
1− γ1
γM
)−1/2
, (D11)
where N0 is the normalization factor. Similar argument leads
to the following approximated S(ω),
S(ω) ≈
∫ ωM
ωm
dωt
∫ γM(ωt)
γm(ωt)
dγ1N0
1− 〈σˆz〉2eq
ω2 + γ21
√
1− γ1
γM
=N0
∫ ωM
ωm
dωt (1− 〈σˆz〉2eq)
× 2
ω
Im
[√
1 +
iω
γM
tan−1
(√
γM − γm
γM + iω
)]
.
For γm  ω  γM, the above expression simplifies to
S(ω) ≈ N0
∫ ωM
ωm
dωt
1
ω
pi
2
(1− 〈σˆz〉2eq). (D12)
For ω  γM, we obtain
S(ω) ≈ N0
∫ ωM
ωm
dωt
2γM
3ω2
(1− 〈σˆz〉2eq). (D13)
In short the low-frequency part of S(ω) calculated using
constant-ε distribution can be approximated by
S(ω) ≈ N0
∫ ωM
ωm
dωt (1−〈σˆz〉2eq) ·

pi
2ω
, γm  ω  γM
2γM
3ω2
, ω  γM
.
Now we evaluate the integration over ωt. When ω is sufficient
small such that the 1/f noise is dominant, the integral can be
approximated by
S(ω)1/f ≈N0
∫ ∞
0
dωt
[
1− tanh2
(
ωt
2kBT
)]
pi
2ω
=N0 pi
2ω
2kBT. (D14)
When ω is large enough such that the 1/f2 noise is dominant,
the integral can be approximated by
S(ω)1/f2 ≈N0
∫ ∞
0
dωt
[
1− tanh2
(
ωt
2kBT
)]
2γM
3ω2
=N0 2piJ0
ω2
(2kBT )
4pi
4
96
. (D15)
The crossover frequency of S(ω)1/f and S(ω)1/f2 is then
identified as
ω∗ =
pi4
3
(kBT )
3J0. (D16)
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