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Re´sume´. Les gros codes de calcul sont souvent utilise´s en inge´nierie pour e´tudier des
syste`mes physiques. Cependant, les simulations peuvent parfois eˆtre couˆteuses en temps
de calcul. Dans ce cas, une approximation de la relation entre´e/sortie du code est souvent
faite a` l’aide d’un me´ta-mode`le. En fait, un code de calcul peut souvent eˆtre lance´ a`
diffe´rents niveaux de complexite´ et une hie´rarchie de niveaux de code peut donc eˆtre
obtenue. Il peut s’agir par exemple d’un mode`le e´le´ments finis ayant un maillage plus
ou moins fin. L’objectif de nos travaux est d’e´tudier l’utilisation de plusieurs niveaux de
code pour pre´dire la sortie d’un code couˆteux. Le me´ta-mode`le multi-niveaux pre´sente´
ici est un cas particulier du co-krigeage. Apre`s avoir de´taille´ le mode`le de co-krigeage
utilise´ et sa mise en place, nous concentrerons notre pre´sentation sur les strate´gies de
planification d’expe´riences se´quentielles. En effet, un avantage du co-krigeage est qu’il
fournit, au travers de la variance de co-krigeage, une estimation de l’erreur de mode`le
en chaque point de l’espace des parame`tres d’entre´e. Ainsi, pour ame´liorer la pre´cision
du me´ta-mode`le on peut enrichir se´quentiellement notre base d’apprentissage aux points
ou` la variance est la plus grande. Cependant, dans un cadre de multi-fide´lite´, il faut
e´galement choisir sur quel niveau de code on veut connaˆıtre la re´ponse. Nous pre´senterons
ici diffe´rentes strate´gies pour choisir ce niveau base´es sur un re´sultat original qui donne
la contribution de chaque code a` la variance de pre´diction du mode`le.
Mots-cle´s. co-krigeage, me´ta-mode´lisation multi-fide´lite´, plan d’expe´riences, strate´gie
se´quentielle.
Abstract.Large computer codes are widely used in engineering to study physical
systems. Nevertheless, simulations can sometimes be time-consuming. In this case, an
approximation of the code input/output relation is made using a metamodel. Actually, a
computer code can often be run at different levels of complexity and a hierarchy of levels
of code can hence be obtained. For example, it can be a finite element model with a more
or less fine mesh. The aim of our research is to study the use of several levels of a code to
predict the output of a costly computer code. The presented multi-stage metamodel is a
particular case of co-kriging which is a well-known geostatistical method. We first describe
the construction of the co-kriging model and we focus then on a sequential experimental
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design strategy. Indeed, one of the strengths of co-kriging is that it provides through
the predictive co-kriging variance an estimation of the model error at each point of the
input space parameter. Therefore, to improve the surrogate model we can sequentially
add points in the training set at locations where the predictive variances are the largest
ones. Nonetheless, in a multi-fidelity framework, we also have to choose which level of
code we have to run. We present here different strategies to choose this level. They are
based on an original result which gives the contribution of each code on the co-kriging
variance.
Keywords. surrogate models, co-kriging, multi-fidelity computer experiment, experi-
mental design, sequential strategy.
1 Introduction
Le krigeage est une classe particulie`re de me´ta-mode`le qui fait l’hypothe`se a priori
que la sortie que l’on essaye d’approcher est une re´alisation d’un processus Gaussien. On
se concentre ici sur ce mode`le et son extension pour les sorties a` re´ponses multiples. Le
lecteur pourra se re´fe´rer aux livres de Santner, Williams et Notz (2003) et Rasmussen et
Williams (2006) pour plus de de´tails sur le krigeage. Dans le cadre des simulateurs multi-
fide´lite´s, nous posse´dons un code qui peut eˆtre lance´ a` plusieurs niveaux de pre´cision.
Ces niveaux pouvant par exemple correspondre a` diffe´rentes tailles de mailles pour un
code e´le´ments finis. L’objectif de la me´ta-mode´lisation sera de construire une surface de
re´ponse du code en utilisant une ou plusieurs de ses versions de´grade´es.
Un premier me´ta-mode`le multi-niveaux a e´te´ mis en place par Kennedy et O’Hagan
(2000) en utilisant une relation autore´gressive d’ordre 1 entre deux niveaux successifs. Ce
mode`le est un cas particulier du co-krigeage qui est une me´thode commune´ment utilise´e
en ge´ostatistique. Ensuite, Qian et Wu (2008) ont propose´ une approche Baye´sienne du
mode`le sugge´re´ par Kennedy et O’Hagan (2000) et Forrester, Sobester et Keane (2007) ont
pre´sente´ l’utilisation du co-krigeage dans un cadre d’optimisation (base´e sur l’algorithme
EGO : Efficient Global Optimization). Enfin, certains points limitant de la me´thode ont
e´te´ re´solus dans le papier Le Gratiet (2011) qui pre´sente entre autres une proce´dure
d’estimation efficace des parame`tres, une re´duction de la complexite´ du mode`le et une
nouvelle approche Baye´sienne e´vitant une imple´mentation prohibitive. Dans les papiers
ci-dessus, diffe´rentes me´thodes de planification d’expe´riences ont e´te´ propose´es mais aucun
auteur ne s’est inte´resse´ a` la planification d’expe´riences se´quentielle. Pourtant la hie´rarchie
de codes disponible peut nous permettre de mettre en place des strate´gies inte´ressantes
de planification se´quentielle. La question sera la suivante : si nous voulons lancer une
simulation en un nouveau point, sur quel niveau de code allons-nous la lancer ? Il va donc
falloir trouver le meilleur compromis couˆt / pre´cision et nous allons pour cela utiliser un
re´sultat utile de´duit de Le Gratiet (2011).
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2 Construction du me´ta-mode`le multi-fide´lite´.
Nous pre´sentons ici une nouvelle mode´lisation multi-niveaux qui est e´quivalente a` celle
propose´e par Kennedy et O’Hagan (2000) et qui se construit de manie`re re´cursive.
2.1 Rappels des e´quations du mode`le AR(1) e´tendues au cas s
niveaux.
Supposons que nous ayons s niveaux de code mode´lise´s par des processus Gaussiens
(Zt(x))t=1,...,s, x ∈ Q, classe´s par ordre croissant de pre´cision et tels que :

Zt(x) = ρt−1(x)Zt−1(x) + δt(x)
Zt−1(x) ⊥ δt(x)
ρt−1(x) = g
T
t−1(x)βρt−1
(1)
ou` l’on de´finit ∀t = 2, . . . , s :
δt(x) ∼ PG(f
T
t (x)βt, σ
2
t rt(x, x
′)) (2)
et :
Z1(x) ∼ PG(f
T
1
(x)β1, σ
2
1
r1(x, x
′)) (3)
On fait donc ici l’hypothe`se a priori que les sorties des codes sont des re´alisations de
processus Gaussiens. Le me´ta-mode`le sera construit en conditionnant ces re´alisations par
les sorties connues des codes.
La mode`lisation pre´ce´dente issue de l’article de Kennedy et O’Hagan (2000) de´finit la
relation entre les niveaux de codes. Elle est de´duite de l’hypothe`se suivante : ∀x, si on
se donne la valeur de Zt−1(x), on ne peut rien apprendre de plus sur Zt(x) a` partir des
autres re´sultats Zt−1(x
′) pour x 6= x′.
Soit Z = (ZT
1
, . . . ,ZTs )
T le vecteur Gaussien contenant le valeurs des processus (Zt(x))t=1,...,s
aux points des plans d’expe´riences (Dt)t=1,...,s avec Ds ⊆ Ds−1 ⊆ · · · ⊆ D1. Si on note
β = (βT
1
, . . . , βTs )
T , βρ = (β
T
ρ1
, . . . , βTρs−1)
T , σ2 = (σ2
1
, . . . , σ2s) et z = (z
1, . . . , zs) les
re´ponses connues des codes, on a :
∀x ∈ Q [Zs(x)|Z = z, β, βρ, σ
2] ∼ N
(
mZs(x), s
2
Zs
(x)
)
ou` :
mZs(x) = h
′
s(x)
Tβ + ts(x)
TV −1s (z −Hsβ) (4)
et :
s2Zs(x) = σ
2
Zs
(x)− ts(x)
TV −1s ts(x) (5)
La moyenne de co-krigeage mZs(x) constituera le me´ta-mode`le sur le niveau le plus
pre´cis construit a` partir des re´ponses connues sur les s niveaux de code et la variance de
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co-krigeage s2Zs(x) donnera une estimation de l’erreur de mode`le.
La matrice Vs repre´sente la matrice de covariance du vecteur Gaussien Z, le vecteur
ts(x) est le vecteur de covariance entre Zs(x) et Z, Hsβ est la moyenne de Z, h′s(x)
Tβ
est la moyenne de Zs(x) et σ
2
Zs
(x) sa variance. Tous ces e´le´ments sont construits a` partir
du vecteur d’expe´riences au niveau t et de la covariance entre Zt(x) et Zt′(x
′) explicite´s
ci-dessous :
h′t(x)
T =
((
t−1∏
i=1
ρi(x)
)
fT
1
(x),
(
t−1∏
i=2
ρi(x)
)
fT
2
(x), . . . , ρt−1(x)f
T
t−1(x), f
T
t (x)
)
(6)
et pour t > t′ :
cov(Zt(x), Zt′(x
′)|σ2, β, βρ) =
(
t−1∏
i=t′
ρi(x)
)
cov(Zt′(x), Zt′(x
′)|σ2, β, βρ) (7)
avec :
cov(Zt(x), Zt(x
′)|σ2, β, βρ) =
t∑
j=1
σ2j
(
t−1∏
i=j
ρ2i (x)
)
rj(x, x
′) (8)
2.2 Ecriture re´cursive du mode`le AR(1)
Nous allons ici pre´senter une nouvelle mode´lisation multi-niveaux qui est en fait
e´quivalente a` la pre´ce´dente. Conside´rons la mode´lisation suivante pour t = 2, . . . , s :

Zt(x) = ρt−1(x)[Zt−1(x)|Zt−1 = z
t−1] + δt(x)
Zt−1(x) ⊥ δt(x)
ρt−1(x) = g
T
t−1(x)βρt−1
(9)
avec Ds ⊆ Ds−1 ⊆ · · · ⊆ D1. La seule diffe´rence avec la pre´ce´dente mode´lisation est
que l’on exprime Zt(x) (le processus Gaussien mode´lisant le code de niveau t) en fonction
du processus Zt−1(x) conditionne´ par ses re´ponses connues z
t−1 sur le plan Dt−1. Les
(δt(x))t=2,...,s sont de´finis comme pre´ce´demment et on a pour tout t = 2, . . . , s :[
Zt(x)|Zt = z
t
]
∼ N
(
µZt(x), s
2
Zt
(x)
)
(10)
ou` :
µZt(x) = ρt−1(x)µZt−1(x) + f
T
t (x)βt + r
T
t (x)R
−1
t
(
zt − ρt−1(Dt) zt−1(Dt)− Ftβt
)
(11)
et :
s2Zt(x) = ρ
2
t−1(x)s
2
Zt−1
(x) + σ2t
(
1− rTt (x)R
−1
t rt(x)
)
(12)
Le symbole  repre´sente le produit matriciel e´le´ment par e´le´ment. Rt est la matrice
de correlation de Dt avec le noyau rt(x, x
′) et rTt (x) est le vecteur de covariance entre x
et Dt avec ce meˆme noyau. On note ρt(Dt−1) le vecteur contenant les valeurs de ρt(x)
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pour x ∈ Dt−1, zt(Dt−1) celui contenant les sorties connues de Zt(x) sur Dt−1 et Ft est la
matrice d’expe´riences contenant les valeurs de ft(x)
T sur Dt.
La moyenne µZt(x) constitue le me´ta-mode`le sur le code de niveau t sachant les
re´ponses connues des t premiers niveaux de code et la variance s2Zt(x) repre´sente l’er-
reur de ce mode`le. La moyenne et la variance de co-krigeage sur le niveau t s’exprimant
a` partir de celles du niveau t − 1, on a bien une expression re´cursive du mode`le pro-
pose´ par [2]. La mode´lisation propose´e ici est puissante car elle montre que construire un
co-krigeage a` s niveaux est e´quivalent a` construire s krigeages inde´pendants.
3 Planification d’expe´riences se´quentielle pour le co-
krigeage
La mode´lisation re´cursive pre´sente´e pre´ce´demment va nous permettre de construire
une me´thode simple de planification d’expe´riences se´quentielle. Nous travaillerons sur un
des principaux crite`res de planification se´quentielle utilise´s dans le krigeage : le MSE
(Mean Squarred Error). La strate´gie consiste simplement a` trouver le point maximisant
la variance de pre´diction s’e´crivant :
s2Zt(x) = ρ
2
t−1(x)s
2
Zt−1
(x) + σ2t
(
1− rTt (x)R
−1
t rt(x)
)
∀t = 2, . . . , s
s2Z1(x) = σ
2
1
(
1− rT
1
(x)R−1
1
r1(x)
)
Soit x˜ = argmaxx s
2
Zs
(x). On a alors ∀t = 1, . . . , s :
s2Zt(x˜) = ρ
2
t−1(x˜)s
2
Zt−1
(x˜) + σ2t
(
1− rTt (x˜)R
−1
t rt(x˜)
)
Supposons que l’on de´cide de lancer le code t− 1 en x˜, on a alors s2Zt−1(x˜) = 0 et :
s2Zt(x˜) = σ
2
t
(
1− rTt (x˜)R
−1
t rt(x˜)
)
ρ2t−1(x˜)s
2
Zt−1
(x˜) repre´sente donc la part de la variance due au code de niveau t − 1 et
σ2t
(
1− rTt (x˜)R
−1
t rt(x˜)
)
repre´sente la part de la variance due au code de niveau t. Une
strate´gie naturelle de planification d’expe´riences est alors de trouver le point x˜ maximi-
sant la variance, de regarder la part de chaque niveau de code sur s2Zs(x˜) et de lancer une
simulation sur le niveau de code le plus inte´ressant (selon un crite`re couˆt/pre´cision qui
de´pendra du cas d’application).
Il est donc ne´cessaire de construire un crite`re qui nous permette de de´terminer quel
niveau de code est le plus inte´ressant. Nous illustrons dans ce re´sume´, une me´thode pour
choisir ce niveau dans le cas s = 2. On introduit pour cela la moyenne de la variance de
pre´diction (ou` µ(x) repre´sente la mesure de la loi des entre´es) :
imse =
∫
Q
s2Z2(x) dµ(x)
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Conside´rons x˜ = argmaxx s
2
Z2
(x), dans le cas a` 2 niveaux nous pouvons lancer soit
z1(x˜) soit z2(x˜). Supposons que l’on connaisse z1(x˜), on aura alors :
s2Z2(x˜) = σ
2
2
(
1− rT
2
(x˜)R−1
2
r2(x˜)
)
Si s2Z2(x˜) < imse cela signifie que l’erreur de mode`le en x˜ est infe´rieure a` l’erreur de
mode`le moyenne. Il n’est donc pas ne´cessaire de lancer le code de niveau 2 en ce point
car cela n’apportera pas en moyenne plus d’information qu’un autre point. En revanche,
si s2Z2(x˜) > imse, cela signifie que l’erreur de mode`le en x˜ est plus importante que l’erreur
moyenne et il sera donc avantageux de lancer le code de niveau 2 en ce point.
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