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Abstract: The problem of deriving spatial relationships 
between objects in general requires high lever' abstract 
representation, and it would pose diflculties e v e n j b  human 
observer. Based on a formalism for spatial layouts proposed 
earlier, we present methods for deducing spatial relations 
between objects by an active, sighted agent in a krrge-scale 
environment. The deduction of spatial relations ir: based on 
simple visual clues, and thus this technique is more feasible 
than schemes that rely on complex object recognition. 
1. Introduction 
One of the fundamental aspects of natural reasoning, 
perception and higher level cognition is spatial reasoning. It 
is an aspect of reasoning that we tend to take for granted in 
our day-to-day lives. Yet we use it, quite successfully, be it 
moving around a room, retrieving objects, crossing a street 
or driving. In some of those situations, especially in an 
unknown environment, we may resort to using a map or a 
floor plan. Such a map may contain abstract information, 
for example a street layout, with approximate locations of 
important structures, or it could be a detailed plan with exact 
measurements. Either way, a human can use such 
information to relate a map to the observed enviroinment and 
find hisher way to the desired location. 
One of the fundamental abilities of an autonomoue agent in 
an unstructured environment is the ability to posiition itself 
in the desired location, find its way around an environment, 
explore and construct its own map and follow a known map. 
Further, the agent should be able to reason about spatial 
locations and relationships between objects. 
In this paper we present a formalism for qualitative spatial 
reasoning based on active observation. The agent is assumed 
to be mobile and can navigate in a given direction. Further, 
the agent has a visual sensor that enables it to actively 
observe the scene. 
2. Background 
In this section we summarise a method for knowledge 
representation suitable for active map representation. It is 
based on simple visual clues that can be used for spatial 
reasoning 16,101. The representation of the spatiall region is 
produced by an active, sighted agent in a large-scale 
environment [8, 93. The general task of visual recognition 
is an enormous one and is beyond the scope of this paper. 
Instead, we consider the agent with a visual capability 
limited to the recognition of selected visual clues. Upright 
bounding regions of objects, or surfaces, are considered 
visual clues of importance. Thus, in this paper the term 
"surface" refers to upright surfaces, and not to the terrain the 
agent is following. The agent can: 
1) actively look in all directions 
2) segment a scene so as to extract surfaces 
3) extract common boundaries of selected surfaces. 
To represent both the direction of the agent's motion, and the 
direction in which the agent is looking, we consider the use 
of exact angles to be impractical. Instead, a fuzzy set 
representation is used. 
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Figure 1 Direction based on a compass 
In Figure 1, each sector represents an approximate direction. 
All directions are quantified in terms of these sectors in the 
remainder of this paper. The details of the representation of 
direction and the associated set membership functions are 
discussed in [ 121. 
The active map (either being constructed or being followed) 
is a directed graph representing both topographic and visual 
information. The nodes represent distinguishable spatio- 
temporal situations [ll,  121, and typical nodes are related to 
either a change in the motion trajectory or the appearance of 
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a new visual surface. The arcs in the directed graph indicate 
how aspects of the situation change, given the direction of 
motion. Details of how an active map can be generated are 
contained in [4]. To see how this applies to an actual 
object, consider a building (Figure 2). As the agent 
south and east-west axes, and to indicate the direction we 
will use two values: NS - to indicate a direction vector 
pointing north and EW to indicate the direction vector 
pointing east. Opposite directions will be indicated by using 
a ‘-’ sign before the direction value. 
circumvents ‘9 the agent Out a path in 2D* This 2D The start of a surface observed in the tracking is path can be described using the notation of an active map. 
For example, the trajectory from 1 to 3 is as described represented as 
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Figure 2 The active map for the trajectory 1-2-3. (the arcs are not labelled for simplicity) 
In this active map, at node 1, the agent can observe the 
surface d in a NE direction and surface a in the E direction. 
As the agent moves to node 2, only surface a can be 
observed in the N direction. Finally, at node 3, a appears in 
the W direction, and b appears in the NW direction. 
3. Observing spatial relations 
To reason with spatial objects, we have to determine where 
the boundaries of surfaces start and finish. Whilst the node 1 
in Figure 2 indicates that the agent has just started observing 
surface a, this cannot be considered to be the the start of the 
surface a. We propose the following definition for the start 
and finish of surfaces. When a new surface appears in the 
active map, the agent keeps a look out in four narrow areas 
aligned with the directional axes: north-south and east-west. 
These regions, shown in Figure 3, are termed trucking zones, 
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Figure 3 Tracking Zones 
As the agent passes the start of a surface, the surface appears 
in one of the tracking zones. The zones lie on the north- 
Similarly, once a surface has started, the agent can look out 
for the end of that surface, and this event is represented as 
E(surface)di,ction. Thus, the appearance and disappearance 
of a single surface, 
B(surface)ciirection E(surface)ciirection 
are used to represent an interval associated with a surface 
along the named direction. This interval represents both 
spatial distance between B and E as well as the temporal 
interval [2] representing the time taken by the observer in 
moving from B to E. 
3.1 Relationships between end-points of 
intervals 
Relationships, in two dimensions, between intervals (i.e. 
surfaces) can be determined by examining the relative 
positions of the begin- and end- points of the intervals [ 1,2]. 
In a given direction, the endpoint of an interval can be before 
the endpoint of another interval, or Alternatively, if the end 
points of two intervals appear in the NS and -NS tracking 
regions simultaneously (or equivalently in the EW and -EW 
tracking regions), the two events are said to coincide. Two 
end-points can also coincide if the agent observes two 
surfaces, such that the end of the first and the beginning of 
the second surface form one point. For any two end-points 
of surfaces si and s2, say B(s1) and B(s2), which we will 
refer to as events, there are six possible relationships: 
EB (s 1) before B(s2)I~s 
[B(si) before B(s~)]-Ns, 
14X 
[B(si) before B(s2)I~w 
[B(si) before B(S~)I-EW 
[B(s 1) coincides-with B(s2)l~S 
[B(sl) coincides-with B(s2)l~W 
More than one of these relations may be applicable at any 
point in time. It should be noted that whereas the before 
relations have symmetric counterparts in the opposite 
directions, the coincides-with is a symmetric operator, 
i.e. the statements: B(s1) coincides-with B(s2), and B(s2) 
coincides-with B(s1) are equivalent. An important aspect 
of these low-level relationships is that each one of them can 
be physically observed by an active agent. From the 
relationships between end-points of surfaces, more complex 
relations between the surfaces and the objects that they 
belong to, can be determined. 
Before we show the relations between surfaces, that can be 
deduced from the end-point relations, consider an arbitrary 
surface as shown in Figure 4. 
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Figure 4 Observational quadrants 
If the observer 
were to walk 
around the surface, 
starting from the 
top boundary of 
the region a1 in a 
clockwise 
direction, he would 
n o t i c e  t h e  
following sequence 
of eight events: 
B(s)-EW B(s)NS 
B(s)EW B(s)-NS 
E(s)EW E(s)-NS 
E(s)-EW %)NS 
The adjacent events demarcate eight areas that the agent can 
traverse. The areas a1 ...q are symmetric with respect to the 
areas b1 ... b4 respectively. The events B(s) are related to the 
areas ai and the events E(s) are related to the areas bi. 
If other surfaces were observed during the traversal around 
surface s, these events would be interspersed with the events 
related to s. To define the observable relations it is 
sufficient to consider a single surface, say q. which could be 
observed from different positions. The sequences of events 
that can be observed in the areas al...@, and bl ... b4 are 
listed in Table 1. 
Each of these sequences of three events consists of two 
events related to the surface being followed (s in this case), 
interspersed with an event related to another surface q. From 
these direct observations the agent can deduce the end-point 
relations. Table 2 lists the above sequences of events and 
the relationships that can be derived in the regions a1 ...aq. 
The relations for the regions b l  ... b4 can be obtained by 
swapping B(s) with E(s) and negating the direction. 
Cases 1-4 correspond to the observer in region a1 ... a4 
respectively, with an event related the surface q, observed 
during that traversal. The first end-point of a surface noticed 
is considered to be the beginning of a surface. The begin and 
end are labels, and are not associated with a specific 
direction, however, when trying to establish a relationship 
between two surfaces, it is important that the begin- and end- 
points are aligned, otherwise the relationships would be 
meaningless. 
Table 1 Sequences of events observable in different 
quadrants 
I4Y 
Table 2. Point-wise relations for quadrants a1 ... a4. 
Figure 5 Circumnavigating surface s, while observing surface q 
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Figure 6 Locations for observed events during traversal around two structures 
3.2 Example 
We will demonstrate the use of the above rules on an 
example of two surfaces shown in figure 5. The dotted line 
indicates the path taken by the agent (in the anti-clockwise 
direction) and the arrows indicate the events observed along 
the way. 
The sequence of observed events (starting at the bottom of 
the surface s, looking directly north) is as follows: 
B(s)Ns--B(s)-EW--B(q)EW--E(s)NS--[E(S)- 
EWJE(q)EWI--E(s)-NS--E(s)EW--B(S)-NS--B(s)~ 
The first event indicates that the agent starts in either the 
region a1 or a2. The next sequence B(s),EW--B(q)EW-- 
E(s)Ns, contains the events B(s).Ew-E(s)Ns and from 
Table 1 we can deduce that the observer moves into region 
b4. Since the agent is in region b4, the spatial relations for 
this region can be derived from case 4 of Table 2 by 
replacing B by E and negating the directions. Thus; we look 
for the sequence E(s)EW--B(q)EW--B(s)-NS and we can 
deduce 
IB(s) before B(OINS 
[B(@ before E(S)IEW 
Mq) before E(s)INs 
Further, we can infer that the events E(s)-EW/E(q)EW 
correspond to @(s) coincides-with E(q) ]~w.  These are 
the only relations that can be deduced in this example, as no 
other events involving the surface q were observed. 
3.3 Example 2 
Consider the events observed by an agent exploring the area 
with two structures as shown in Figure 6. Ealch circle 
indicates a position from which the agent observes the 
occurrence of some event, B(S)i or E(s)i, and this example 
illustrates different Occurrences of such events. 
The white circles indicate events noticeable from one 
position only and thus represent different viewing points of 
the same location whilst the agent is moving around one 
structure.. The circles are numbered with a location number, 
and thus circles with the same numbers are viewing points 
of the same location from different directions. For example 
there are three places from which the comer 1 can be 
observed (looking in the following directions: NS, EW, - 
NS) and this corner represents an end to one interval (4,l) 
and a beginning of another interval (1,2), given that the 
agent is Icircumnavigating in the clockwise direction. 
The black circles refer to events visible from two or more 
locations;, while circumnavigating different structures. 
The circles labelled with primed numbers are views, in the 
Same direction, of the same location, but at different distance 
(i.e. seen while traversing some other structure). Thus the 
agent traversing along the surface between location 2 and 4, 
will notice the event at the actual location 3', but that will 
be associated with the location 3, the agent's observation 
point. Later on, while traversing along the surface 5-3', the 
agent will notice again the location 3. These two 
observations refer to one actual location and this information 
can be used to make further deductions on the relationships 
between the observed events (or associated locations). 
Further, we note that while the agent can observe the relative 
positions of events at a distance, for example nodes 3' and 4' 
tell the agent that the comer of a distant structure is further 
north than the comer of the closer structure. The deduced 
relationships apply on the global map, and can be propagated 
across different (physical) structures. 
3.4 Hierarchy - the next level 
The agent exploring the area'and constructing the active map 
will visit every accessible object and try to circumnavigate it 
while adding funher details to the map. Any location related 
to an observed event, i.e. any of the B(surface) and E(surface) 
events, can be noticed from more than one location. Hence 
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Figure 7 Two cases where simultaneous events occur 
3.5 Relationships between surfaces 
such multiple events providing complementary descriptions 
of the same location, should be unified to extract all 
available information from these separate observations. For 
that purpose a higher level representation is extracted and 
linked lo the remainder of the active map. The details of h e  
active map as well as the construction process of it, are 
beyond the scope of this paper. 
From the relationships between the end-points of intervals, 
we can deduce relationships between the intervals 
themselves. These relationships are expressed along the two 
axes. Details of how the B and E events, and the operators 
before and coincides-with map onto intervals are contained 
in [7]. The relations are applied along each axis separately; 
and some results on propagation of spatial relationships in 
2D can be found in [lo, 131. 
4. Occlusion 
An important issue, relevant to spatial reasoning, is that the 
above representation allows for correct interpretations of 
multiple observations of the same physical location. An 
end-point of one surface can be visible from a number of 
different locations, and joining the relationships observed 
from all of these different locations, can help the agent to 
obtain a better understanding of the environment. 
There are two possible interpretations of an event a 
coincides-with b: that of two surfaces being adjacent, or 
that of one surface occluding the other. For example, in 
Figures 7a and 7b, such an event occurs at node 2. 
The method of circumnavigating an object enables the agent 
to resolve many issues about the occluded object. To be able 
to deduce whether or not c occludes a, it is necessary to use 
further information. The aspect of surface connectivity is an 
useful clue, and this information is contained in the active 
map. Theorem 1 describes the nodes in the active map from 
which connectivity of surfaces can be deduced. 
Theorem 1: Two surfaces A & B are connected, if the 
following sequence of nodes appears in the active map: 
a P Y 
0 
{(a or b), 1 {(a and b ) , I  {(a orb), 1 
Figure 8. Fragment of the active map. 
This theorem is based on the observation that when two 
surfaces are connected, if an observer moves around them, 
one surface will appear at first, followed by a period where 
both surfaces appear connected, and then the first surface 
Consider the case of an agent observing events in a 
configuration shown in Figure 7b. 
B(a)NS[E(a) coincides-with B(c)l NSE(C) NS B(b)-EwE(b)-EW 
B(d)-EW E(d)-EW 
The presence of the event @(a) coincides-with B(c)] NS 
signals to the agent that either (1) a and c are adjacent or (2) 
c is occluded by a. 
The surfaces observed by the agent are shown in the active 
map in Figure 7. Using theorem 1, we can conclude that 
whilst the events in Figure 7a signal that a and c may be 
connected, in Figure 7b, a & c cannot be connected or 
adjacent. Therefore, in Figure 7b, c is occluded by a in the 
NS direction. 
disappears. 
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5 Conclusion 
We have described means by which an agent can perform 
spatial reasoning using an active map. This approach is 
based on simple visual clues instead of high-level objects, 
whose recognition remains beyond current computer vision 
systems. The map constructed from simple observations 
contains various levels of information. The amount of 
knowledge obtained can depend on the accessibility of 
structures and the visual capability of the agent, however our 
aim is to maximise the information deduced from the 
available observations. From complementing information 
about spatial layout of individual surfaces and objects, higher 
level deductions can be made. These can be used for 
intelligent navigation, reasoning about visual phenomena 
like object occlusion as well as reasoning and planning [3]. 
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