This paper, which builds on recent work of Anselone and Ansorge, is concerned with the approximate solution of nonlinear equations involving noncompact operators. Roughly speaking, the concepts developed (such as "measure of d-noncompactness", "generalized noncompact convergence", etc.) play the same role for approximation problems as the theory of condensing operators for existence problems.
Introduction.
One of the fundamental concepts in nonlinear functional analysis is that of compactness. For example, the classical fixed point principles, degree theories, and bifurcation results are based on compactness arguments. Most of these results, however, involve nonconstructive existence proofs. The necessity of calculating (or at least approximating) solutions to integral or differential equations created a large literature on compact operator approximation. As an example, we mention the survey papers [3] and [4] , which are essentially self-contained, and provide a large amount of methods, results, and examples, and were actually the motivation for the present paper: In fact, despite the importance of compactness principles, from the viewpoint of applications it seems worthwhile to extend the theory of operator approximation to a larger class of mappings. One of the simplest such classes is that of condensing mappings, i.e. those which diminish some measure of noncompactness. (A good recent survey on condensing operators is [1], on their application to functional-differential equations is [2] .) It turns out that a suitable way of describing noncompact operator approximation is to introduce "^-condensing" mappings, i.e. those which diminish some measure of J-noncompactness (which means "lack of discrete compactness"). It is the purpose of this paper to develop this idea and to study its applicability to analytic problems, where noncompact operators occur.
It should be mentioned that there exists already some literature on noncompact approximation theory (e.g. on the links between condensing maps and Galerkin methods). In the present paper, however, we restrict ourselves to generalizing solely the concepts described in [4], but as systematically as possible. Unfortunately, this made it necessary to introduce a great number of numerical characteristics in § §2 and 3, all 13 describing the "lack of some regularity" (compactness, d-compactness, convergence etc.). At least in part these characteristics will be justified by a model example in §4; we request the reader's indulgence until then.
2. Discrete noncompactness of sets. Let X be a real Banach space with norm || ||. Let [x n ] N be any sequence of elements x n ^ X(N being an infinite index set of natural numbers). We will always distinguish between sequences [x n ] N Recall (see [4] ) that a sequence [S n 
(vii) α(λS) = |λ|α(S) for λjΞ R; (viii) a(coS) = α(S), where co denotes the closed convex hull.
After these preliminaries we are now in a position to introduce our measure of discrete noncompactness δ. Namely, for a given sequence It is not hard to give a direct proof of (2.7). Taking into account this fact, a suitable extension of (2.5) turns out to be the following: PROPOSITION On the other hand, we also have ε > α([*S w ]*) which implies α(Ω ε ([SJ*)) < 2ε. Thus,
Consequently, α(U w S n ) + ^([^J) < 3ε and we can take c = 1/3. D
The idea of measuring the "lack of ^-compactness" of a sequence is not new. For instance, in [16] a discrete noncompactness measure was introduced which in its simplest version has the form
and x <E X such that ||x, 2 -JC| | < ε for all n <Ξ ΛΓ"}.
We close this section by comparing our measure 8 with χ. PROPOSITION It is clear from the above result that χ and δ are not linearly equivalent. However, both are measures of d-noncompactness (in the sense that they are zero exactly on af-compact sequences), while δ seems to be "coarser" in some sense than χ (because of (iii)).
For any given sequence [x n ] N in Xwe have
(i)χ([x n ] N )<δ([x n ] N ); (ϋ) <*([*"]%) ^ c X(l χ n]N)f orsomec > 0; (iii) ω([x n ] N ) £ Cχ([x n ] N )forany C> 0. Proof, (i) If δ([x n ]) is infinite, the assertion is trivial. So, let ε > δ([x n ]) and take a > a([x n ]% ω > ω([x n ]) such that δ([xj) < a H-ω < ε. Hence
Discrete noncompactness of operators.
Let K and K n (n G TV) be (not necessarily linear) operators acting between two Banach spaces X and Y. Recall the following definitions (see e.g. [4] 
The following relation between these notions is shown in [4] :
is collectively compact if and only if [K n ] N is asymptotically compact and K n is compact for each n G TV. D
Let us now introduce some further parameters (for the definition of oi{ [K n ] N ) see also [10, 17] ):
Abounded}.
According to the above definitions, we have: 
Moreover, from Proposition 2.1 we can immediately deduce the following extension of Theorem 3.1:
holds, where ~ w defined as in Proposition 2.1. D
The notions of compact, collectively compact, and asymptotically compact operators can be characterized also in terms of sequences of elements in X (see [4] ). From this point of view, in our context we are led to PROPOSITION Proof. It suffices to observe that for any ε > 0,
Let [x n ] N be a bounded sequence in X, and let
and moreover, that
We will now introduce various types of convergence for operator sequences. Observe that K n -+ K implies the continuity of K\ furthermore, for continuous K n the continuous convergence K n -> K is equivalent to the pointwise convergence K n -+ K and to the equicontinuity of the family [K n ]. Moreover, for linear continuous K, K n from the Banach-Steinhaus theorem it follows that pointwise convergence implies equicontinuity, and hence pointwise and continuous convergence coincide. Furthermore, we will define two other types of convergence, generalizing those in We remark that, for λ = 0, our 0-cc and 0-ac convergences are nothing else but the cc and ac convergences introduced in [4] . Hence, the next proposition generalizes corresponding results in [4] . PROPOSITION 
The following relations hold:
(
Proof. To show (i), (ii) and (iii) it suffices to observe that, for any bounded subset S c X 9 we have and especially of Fix(K) = Fix(K, X). This will be carried out by means of the various kinds of convergence introduced above, more precisely by comparing the fixed point problem Kx = x with the exact problem K n x = x or with the approximate problem \\K n x n -x n \\ -> 0. Lemma 3.1 below will be used in proving our main results. LEMMA 
The following relations hold: (i) Ifa(K) < 1, then <x(Fix(K, S)) = 0 for any bounded S c X. (ii) Let [S n ] N be any sequence of subsets in X such that U n S n is bounded. Then [S n ]% Φ 0 if and only ifδ([S n ] N ) < oo. (iii) Let [S n ] N , [T n ] N be sequences of subsets in X. Let Δ(S,T) be the Hausdorff distance of S and Γ, i.e. the infimum of all ε > 0 such that S c Ω e (Γ) and T c Ω e (S). Then Δ(5 Π , T n ) -> 0 (n -> oo) implies δ([S n ] N ) = S([T n ] N ).
Proof. There exists λ > 0 such that a(K) < λ < 1. On the other hand, since Fix(#, S) = #(Fix(#, S)) 9 we have Moreover, for any ε > 0 there exists n F G N such that, for n > n ε , T n c ti F (S n ). Consequently, for n > max{« ω , n ε } 9 we have T n c Ω ω+ε ([ΓJ*), so co([ΓJ) < co + ε. Since this inequality holds for all ε > 0, we have also proved that ω
a{Fix(K, S)) = a(K(Fix(K, S))) < λa(Fix(K, S)).

To prove (ii), let r > 0 be such that a([S n ]*) < a(Ό n S n ) < r and let
([T n ]) < ω([S n ]). By symmetry we clearly obtain the converse. Consequently, δ([SJ) = δ([ΓJ) as claimed. D
We state now some existence and convergence results which contain, as particular cases, Theorems 3.7 and 3.8 of [4] . THEOREM N' Q N such that x n -» x (n e TV') . Therefore, ||£x -x|| < ||tfx -*"* J + \\K n x n -x n \\ + |k -*|| and the right-hand side converges to zero as n -> oo.
( H n x{s)= ί h n {s 9 t)x(t)dt 9 
Hx(s)= ί h(s 9 t)x(t)dt 9
(4.3) F n x{t)=f n {t 9 x(t)) 9 
Fx(t)=f(t 9 x(t)).
Obviously, all these operators act in the space X = C(Ω) of continuous functions on Ω. Together with the operator (4.1) (i.e. Kx = HFx) we consider the approximations (4.4) K n x{s) = H n F n x{s) = ί h n (s 9 t)f n (t 9 x(t)) dt. Q Roughly speaking, this shows that for a c-convergent sequence K n -> K the discrete noncompactness of [K n ] is essentially the noncompactness of K (and vice versa).
Clearly, a(K) < \\H\\a(F); but \\H\\ can be evaluated in terms of the kernel function Λ, and a(F) is exactly the minimal Lipschitz constant for the function/with respect to the second argument (see [5, Theorem 1] ).
(b) Consider now the same problem, but with /", f satisfying only a Caratheodory condition. More precisely, let F n and F map the space L p (Ώ) into the space L q (Ώ) (1 < q < p < oo), while H n and H vice versa. In this situation, K n ^> K means that convergence in the mean (to the power/?) of [x n ] N implies the same convergence of [H n F n x n ] N . Again, we are led to the estimate (4.6). While \\H\\ can be evaluated in terms of the kernel function h as before, the number a(F) is now given by
where c = sw£>t>o\\ a e\\q& Ap~q) < oo and/is supposed to satisfy a family of Lipschitz conditions
(c) Before considering the third variant of this example, we emphasize that all definitions and results obviously carry over to the case where the space X is a metric space rather than a Banach space. (In fact, all constructions in [4] are posed in metric space settings.) So, let X = S(Ώ) be the space of all (Lebesgue) measurable functions on Ω, equipped with the metric
convergence with respect to this metric coincides with convergence in measure. Given f n and / on Ω X R, it is known that (Lebesgue) measurability of these functions is neither sufficient ( [14] ) nor necessary ( [8] ) for the operators (4.3) to map the space X into itself. Apart from the classical Caratheodory condition, there are many other sufficient conditions guaranteeing F( X) c X (see e.g. [9] and the bibliography therein). Moreover, a condition on f n and / which ensures that x m -» x (in measure) implies F n x m -> Fx (in measure) can be found in [15] . Concerning (4.6) in the space X = S(Ω), this condition follows certainly from a Lipschitz condition for /, but this is far from being necessary. Actually, we do not know conditions on the functions / and h which are both necessary and sufficient for (4.6). It is a well-known fact that these conditions, however, are not sufficient for local solvability of (4.7), but there must be some compactness condition in addition. As a typical existence theorem we mention the following result (see [1, p. 229 ], see also [12] ): In recent years, this theorem has been weakened in different ways, often by constructing special new measures of noncompactness (for a sample result see [6] ). It is our purpose here to deduce (global) solvability by means of Theorem 3.2. Let Z = C([0, T\\ E) be the space of continuous abstract functions, with norm ||x|| = max o <,< Γ IMOII^-I n this space, the Arzela-Ascoli criterion reads as follows: A subset S Q Z is relatively compact if and only if it is equicontinuous and the sets S(t) = {x(t): x e S} are relatively compact for all t e [0, T]. Consequently (see [12] ), by
a(S) = max a E (S(t))
0<t<T a measure of noncompactness is given on the system of all equicontinuous subsets ScZ. Now define X to be the subset of all x e Z such that x(0) = JC 0 and \\x(t) -x o \\ E < R for t e [0, Γ]; then X is a bounded metric space with metric induced by the norm on Z. The initial value problem (4.7) is equivalent to the fixed point problem Kx = x, where
and, because of (4.8), K maps X into itself. Let h = T/n (n e N), and /, = vh (v = 0,1,...,«). As in [4] , define
Clearly K n x(0) = x 0 and K n { X) c Z since
Moreover, the continuity of / implies that K n -> ^Γ; the uniform continuity of/together with the inequality 
λ-cc
We will show that K n -> K with λ = Γ||γ||. Equivalently, we will prove that 
(t)eS(t)
there exists z y (0 such that \\f(t 9 x(t)) -Zj(t)\\ E < y(t)η.
Concluding remarks.
Apart from fixed point problems, inhomogeneous problems are also treated in [4] ; in this connection, the concept of regular operators and regular convergence plays an important role. In this final section, we shall briefly indicate a possible generalization. As a motivation for this generalization, we give a result on λ-r convergent operator sequences which contains in part Theorem 4.10 in [4] and plays the same role for inhomogeneous equations Ax = y as Theorem 3.3 for fixed point equations Kx = x. Moreover, given x e [SJ* and j£ Λ e S π such that *" -> x (Λ e #'), we havej^ = ^4 Λ x Λ -> Ax (n e #') which means Ax e [jj*.
• Regular convergence has applications to boundary value problems for nonlinear differential equations (see [4, Example 4.2] ). However, there seems to be another field of possible applications, namely nonlinear spectral theory. The reader can find some interesting topics on nonlinear spectral theory, for example, in [7] ; in this paper the number Some connections between nonlinear spectral theory and regular operator convergence will be discussed in a forthcoming paper.
Note added in proof. After submitting the present paper, the authors became acquainted with G. M. Vainikko's work on measures of discrete noncompactness (see [18] [19] [20] [21] and, in particular, [22] ). Our measure δ, however, is defined in another way, and has different properties. We thank Professor Vainikko for pointing our attention to the papers [18] [19] [20] [21] [22] .
