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This paper deals with the first boundary value problem for strongly ellip- 
tic differential-difference equations of order 2m in a bounded domain. 
Boundary value problems for elliptic differential-difference equations have 
important applications to the theory of elliptic problems with non-local 
boundary conditions of Bitsadze and Samaraskii type [2; 17-193 and to 
some problems of the theory of sandwich shells and plates [ 131. 
Section 1 deals with the properties of the difference operators. In Sec- 
tion 2 we obtain both the necessary and sufficient conditions of the strong 
ellipticity in the algebraic form. Section 3 considers the solvability and the 
spectrum of the first boundary value problem for the strongly elliptic dif- 
ferential-difference equations. It is known [ 18, 191 that in contradistinction 
to the elliptic differential equations the smoothness of the generalized 
solutions can be broken in the domain Q and is preserved only in some 
subdomains Qr c Q (ur Qr = Q). Section 5 deals with the smoothness of 
solutions in subdomains Qr. Section 6 considers the conditions of preser- 
vation of solution’s smoothness when passing the boundary of the 
neighboring subdomains. In Section 4 we investigate the set K playing an 
important role in a problem of the generalized solution’s smoothness. 
Some questions of this work were considered earlier for equations and 
systems of second order in the papers [7, 13, 181. The elliptic differential- 
difference quations in the space R” and in the half-space were considered 
in [15]. Elliptic boundary value problems with a finite group of transfor- 
mations of arguments were studied in the papers [ 1, 8, 141. Abstract non- 
local boundary value problems in Hilbert space were considered in [3]. 
Parabolic equations with delayed time argument were studied in 
[6, 10, 161. 
Further we consider differential operators in the space of distributions 
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o’(0). Let @(a) c O’(52) (k > 0) be a complex Sobolev space with inner 
product 
- D%(x) D%(x) dx, 
where D” = 0;’ *se 02, Dj= -i(a/i?x,), a = (al,..., a,). Let Z?(Q) be a 
closure of a set ta(sZ) in Hk(S2); ZZk(G?) is a space adjoint to @(9). 
Denote by 
j= 1 
the inner product in the space 
Hkq2)= fi Hk(Q), 
/=I 
where U= (ur ,..., uN), u= (ur ,..., u,)E@“‘(R). 
1. THE PROPERTIES OF DIFFERENCE OPERATORS 
Consider the properties of operator R, defined by the formula 
Ru(x) = c u,,(x) u(x + h), (1.1) 
where ah E C”(R”) are complex valued functions; the set T is finite and 
consists of the vectors h E R”, having integer coordinates; x = 
(x r ,..., x,) E R”. Consider the operators I,, P,, R,. Ia: L*(Q) -+ L,(R”), 
Zpu(x) =u(x) for XE Q, Z,u(x) =0 for XE R”\Q; P,: L,(R”) + L,(Q); 
Peu(x) = u(x) for XE Q; R, = P,RZ,. Throughout this paper, except 
where otherwise specified, we shall suppose that Q c R” is a bounded 
domain with the boundary f E C” or a rectangle. The case of the rec- 
tangular domain is very useful for the construction of the examples. 
A bounded self-adjoint operator A in Hilbert space H is said to be 
positive (positive definite) if (Au, u),>O for all 0 # UE H 
((Au, u)~ 2 c(u, u)~ for all u E H, where c > 0). 
LEMMA 1.1. I$= P,, P2,=Z,. 
LEMMA 1.2. Operators R: L,(R”) + L,(R”), Rp: L*(Q) -+ L2(Q) are 
bounded; R*u(x) = C hET a,(X-h) u(x-h); RQ= P,R*Z,. 
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LEMMA 1.3. Let R + R* be a positive operator; then R, + Rz is a positive 
operator. 
The proofs are evident. 
LEMMA 1.4. Operator R* + R with constant coefficients ah is positive if 
andonly ij”O<Re{C,,. a,, exp(i(h, t))} $ 0 for 5 E R”. 
Proof: By the Plancherel theorem 
s 
cc 
((R + R*) a, u)~ = 2Re Ru(x) U(x) dx 
-zc 
1 ah exp(i(k 4)) 
heT 
for all U(X) E L,(R”), where 
w,=(JT;I)rnJym 4x1 exp( - i(x, t)) dx 
is the Fourier transformation. Thus the necessity is evident. Since (p(t) = 
Re(C hE T ah exp(i(h, 5))) is an analytical function, mes( 4 E R”: 
(p(t) = 0} = 0. The sufficiency is proved. 
Let Ql be the open connected components of the set Q\(uhs,,,,(T+ h)), 
where A4 is the additive group generated by T. Let 9 be the set of all Q,. It 
is easy to see that (1) Q = ur Qr; (2) for every Q, and h E M: either there is 
Q, = Qr, + h, or Q,, + h E R”\Q. The set 93’ consists of the classes. Sub- 
domains Qr, and Q, belong to the same class if there is such h E M that 
Q, = Qr, + h. Obviously, the set of classes is finite or countable. We denote 
index r = (s, I), where s = 1, 2 ,... is the number of the class, and I= l,..., 
N= N(s) is the number of all elements in the sth class 
(N< ([diam Q] + 1)“). 
Let P,: L*(Q) + L2(U1 Q,,) be the orthogonal projection operator of 
b(Q) onto L2(U, QA where L2(UI Qsd = (4x1 E L*(Q): u(x)= 0 for 
XE Q\lJ,Qsl}. We denote f,, the boundary of subdomain QS,. Since mes 
r,, = 0, we have 
LAQ) = 0 ~52 (U P,,>. (1.2) 
s I 
The following assertion is evident. 
LEMMA 1.5. L,( U, Q,,) is an invariant subspace of the operator R,. 
ELLIPTIC DIFFERENTIAL-DIFFERENCE 335 
We introduce the isomorphism of Hilbert spaces US: L,( lJ, Q,,) + 
LF(Q,,) by the formula 
(U,u),(x) = 4x + k,) (x E es, 19 (1.3) 
where 1= l,..., N, h,, is such that Q,, + h,, = Q,, (A,, = 0). Operator R,, = 
U, R, U; l is the operator of multiplication by N x N dimensional matrix R, 
with the elements rii = r&x, S) (x E OS,) by the formula 
rii = Uh(X + h,i) (h = (h, + h,i E T), 
=o Chxj - hsi $ T). (1.4) 
Since Q is a bounded domain, by formula (1.4) the number of different 
matrices R, is finite, if coefficients ah are constant. Let N, denote this num- 
ber and let R,>, denote all different matrices R, (v = l,..., N,). 
8. LEMMA 1.6. Let the coefficients a,, of the operator R be constant. 
Then the spectrum of the operator R, is equal to the union of spectra of the 
matrices RSV (v = l,..., N, ). 
Proof. By Lemma 1.5, U, a(R,?) c o(Ro). Let I # lJy (R,rY); then 
A,=1 U,;‘(R,,-2E))’ U,,P,: L*(Q)--+L,(Q) 
is a bounded linear operator. By Lemma 1.5, P,R, = R, P,. Hence, it 
follows from (1.2) that 
A,(Ro-IE)=C U;‘(R,,-2E)-’ U,(R,-IE) P,=E. 
In the same way we have (Ro - AE) Aj, = E. Hence, operator R, - ;1E has 
a bounded inverse operator for A$ lJy o(RJ. 
From Lemma 1.6 we have 
LEMMA 1.7. A self-adjoint operator R, with constant coefficients ah is 
positive definite if and only if all matrices R,,, (v = l,..., N,) are positive 
definite. 
LEMMA 1.8. Let self-adjoint operator R, with constant coefficients a,, be 
positive. Then it is positive definite. 
EXAMPLE 1.1. In order to illustrate the methods of this section, we shall 
prove that operator R o : L*(Q) -+ L*(Q) is positive definite without using 
505/63/3-4 
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Lemma 1.7, where Q=(O,2)x(O,l), Ru(x)=2u(x)+u(x,+l,x,)+ 
U(X, - 1, x2). In fact 
’ ’ (Rpu, u)o = ss [2u(x)+u(x1 + 1, x2)] U(x) dx, dx, 0 0 
2 + ss ’ [24x) + 24(x1 - 1, x2)] G(x) dx, dx2 I 0 
+ [u(x) + 24x, + 1, x2)] ti(x, + 1, x,)} dx, dx,. 
Thus, since the minimal eigenvalue of matrix /I : i 11 is equal to 1, we have 
(R&4 u)o > II ; : { lu(x)l’+ 14x, + 1, x2)1*} dx, dx, = (u, ~10. 
LEMMA 1.9. 
u E l?(Q), then 
The operator R, maps k”(Q) into H”(Q) continuously. If 
(RQu),, = RQU.~ + Rigu, (1.5) 
where R,u(x) = C h E T ahr,(X) ub + h). 
The proof is evident. 
2. THE DEFINITION OF ELLIPTICITY 
We consider the equation 
with boundary conditions 
awx1= o 
av (x E f, p = 0 ,..., m - 1 ), 
(2.1) 
(2.2) 
where c1= (a1 ,..., G), P= (B,,...> P,); &,,= P,R,,d,; R,&) = 
c heTam&) u(x+h) are difference operators; aorSh E C’“(R”),feL,(Q) are 
complex valued functions; and v is the unit external normal vector to f. 
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DEFINITION 2.1. We say that Eq. (2.1) is strongly elliptic in the domain 
Q if for all UE km(Q) 
Re c Da&&k u > clI141K- c2114i$ (2.3) 
l4.lPI <m 0 
where cl, c,>O. 
DEFINITION 2.2. Let Eq. (2.1) be strongly elliptic. Then the boundary 
value problem (2.1) (2.2) is said to be the first boundary value problem. 
We define N(s) x N(s) dimensional matrices Z&(X) (x E Q,,) by formula 
(1.4) in which we have u,~,,(x + hSi) instead of coefficients ah(x + h,Yi). 
THEOREM 2.1. Let Eq. (2.1) be strongly elliptic. Then for all s= 1, 2,..., 
x E &, and 0 # 5 E R” the matrices 
,,,& (&s(x) + R$&)) t” +’ 
m 
are positive definite. 
Proof, For a given s in the integral inequality (2.3) we assume that 
u E c( U, Q,). Introducing the vector valued function 
v,= U,P,l&- (Q,,) = fi @(QsJ 
/=I 
(see (1.3)), we have 
From this it follows that the matrices 
are positive definite for all x E Q,, and 0 # 5 E R” (see [ 12, 211). Q.E.D. 
In order to formulate the sufficient conditions of strong ellipticity we 
shall introduce some auxiliary denotations. Let XE Q,, be an arbitrary 
point. Consider all points xi E Q such that xi - x E M. Since the domain Q 
is bounded, the set {xi} consists of the finite number of points Z= Z(s, x) 
(I> N). We shall number the points xi so that xi= x + hSi for i= l,..., N, 
x1 = x, where hSi satisfy the conditions QSi = Q,, + h,Yi. We introduce Ix Z 
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dimensional matrices B+(X) with the elements b,= b,(a, 8, s, x) by the 
formula 
6, = u,~,,(x~) (h=x’-X’E T), 
=o (xj- xi+ T). (2.4) 
Remark 2.1. If Z= N, then the matrix R,,(x) is equal to the matrix 
B,@,(x). If N < Z, then the matrix R+(x) is obtained from the matrix 
B,,,(x) by eliminating the last I- N columns and lines. 
EXAMPLE 2.1. Consider the difference operator 
Ru(x) = 2u(x) + u(xl + 1, x2) + u(xI - 1, x2) 
in the circle Q = {x E R*: (xl < 11. The set W consists of three classes of 
subdomains: (1) Q,, and Qi2 = Qi, + (LO), (2) Qzl, and Q3,, which are 
the open connected components of the set Q\{ Cr+ (l>O)l u 
[Z+(--l,O)]}, Let s=l. Obviously, R,(x)= 11: I/ for XEQ,,; 
B,(x) = R,(x) for XE Qi,, x # (- 1, 0), (0,O). If x = (- 1, 0), then 
2 1 0 
B,(x)= 1 2 1 . 
0 1 2 
We shall construct a special “partition of unity.“Suppose that {S,,(x)> 
cover the domain Q, where S&,*(x) are the open balls of a radius 6/2 with 
the centres in the points x E Q. For each x E Q we shall take 6 = 6(x) so 
that 6(x) < min{$, r, a}. Here, since Q is a bounded domain, r = r(x) = 
inf p(x+h, Q)>O (h: x+h$Q); the number a>0 does not depend on x 
and will be chosen later. Since & is compact, a finite collection of the balls 
Ss12(yj) (yje Q, j= l,..., J) covers Q. 
LEMMA 2.1. There exist the non-negative functions ‘pie Cm(Rn) 
(j= l,..., J) such that 
(1) ~,cpi(x)61for XER”; 
(2) ~,~j(x)=lfor xEQ; 
(3) qj(x)=cPj(x+h)for hEMi X, x+hEQ; 
(4) cPj(x)=o for x#Qj, where Qj=lJU,(S,(yj)+h) (REM: 
(SB(Y~) + h n @Z Izr). 
THEOREM 2.2. Let the matrices 
&3s(4 + %(x)) t” + p 
m 
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be positive definite for all s = 1, 2,...; x~&,~andQf~~R”. ThenEq.(2.1)& 
strongly elliptic. 
Proof. Suppose that u E cm(Q). For a given point y’ E Q there exists a 
subdomain Q,, such such that yie Q,/. Denote zi= yj- h,,; then zj~ Qsl. 
We introduce the vector valued functions WIG @‘~‘(S,(zj)) with coor- 
dinates 
W{(x) = (cpjU)(X + zji- z’) 6 E S&‘))> (2.5) 
where i= l,..., Z(s, zj), and the points zii are put in accordance with the 
point zi in the manner described before Remark 2.1. Let us note that in 
Ss(zi) the matrices B&x) may have the different order for the different 
points x (see Example 2.1). Therefore we also introduce the auxiliary 
Z(s, zj) x Z(s, z’) dimensional matrices B/;,Jx) (x E S,(z’)) with the elements 
bik = bik(u, P, j, s, X) 
b,, = aNph(x + zJi - zj) (h=z ik - zil E T), 
=o ( zjk - zii $ T). 
Obviously, B&(zj) = B+(zj). By the property (3) of Lemma 2.1 the 
operator of multiplication by the function ‘pi commutes with the operator 
R aPP. Hence , since 6 < Y, it follows from integrating by parts, Lemmas 1.2, 
and 2.1, and inequalities 
that 
dbllm-l ~c(Il~lI,+4%4l0), 
b, b, B q-“b: + q”b; (b,, &R’, q>O) 
(2.6) 
(2.7) 
D”R,,, D%, u 
0 
= Re C 1 (VjRw,,,D’u, cPjD’u)o 
1431Pl <m i 
>b+Re lDL, =;, = F ((&&) -B&&j)) D’W’, D”W’)o,, 
-k,(a)lluil,-~iull,~b-(E(a)+2ck,(a)q~’)llullb 
- kIta) cq2”- 11141& (2.8) 
where 
b = Re 1 1 (B&,,(zj) DBWi, D”Wj),,,. 
lal = 181 =m i 
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By the uniform continuity of the elements of the matrices B&(x) on the 
compact set E(U) -+O as a -+ 0. According to the assumptions of 
Theorem 2.2 we have 
for all 0 # < E R”, YE C’ and j= I,..., J, where (., .) is the inner product in 
the complex Z-dimensional space C’. Let the vector valued function Wj(x) 
be extended onto R” so that it vanishes in R”\S,(zi). Using Fourier trans- 
formation and Theorem 2 [20, p. 721 on the equivalent norms in @(Q), 
we obtain 
Thus it follows from (2.6)-(2.8) that 
Re 
( c 
D”R,,, D%, u 
IaLiBI s m 1 0 
2 C~~-~~~~--2(~,~~~+~,~~~~~q-1lll~ll~-~~,~~~+~,~~~~~~2”-‘Il~ll~, 
where ko,..., k5 > 0. Let a be such that 4&(a) <k,. Then we can choose q so 
that 8(k,(u) +k,(u)) cq-’ < k4. Thus we obtain the inequality (2.3). 
Q.E.D. 
Now we can formulate the following question: “Is there a necessary and 
sufficient condition of strong ellipticity in algebraic form?” It follows from 
Example 2.2 that for a number of domains necessary and sufficient con- 
ditions of strong ellipticity, formulated in Theorems 2.1 and 2.2, coincide. 
EXAMPLE 2.2. Consider Eq. (2.1) in the domain Q = (0, d) x G, where 
G = (0, d2) x . . . x (0, d,), 
Ra&)= f uor&(x) 4x1 + 4 X2,-, X,1, 
i= --m 
where d is non-integer, m = [d]. The set W consists of two classes of sub- 
domains Q,, = (I- 1, I-1+0)xG (Z=l,...,m+l) and Qz,= 
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(l-l+O,l)xG (I=1 ,..., m), where 19 = d- [d]. We denote h,,= 
(1 - 1,O ,..., 0) (1= l,..., m + 1 for s = 1, 1 = l,..., m for? = 2). It follows from 
formula (1.4) that the matrices R+(x) = (Ir& (x E Qi) have the elements 
rij=u.,B,jpi(xl + i- 1, x2 ,..., x,). Obviously, (m + 1) x (m + 1) dimensional 
matrices BaB1(x) coincide with the matrices R,pl(x) for O<x, d 8, while 
m x m dimensional matrices Bmp2(x) coincide with the matrices RaP2(x) for 
8 < x, < 1. Thus the necessary and sufficient conditions of strong ellipticity 
coincide. 
THEOREM 2.3. Suppose that there exists E > 0 such that the equation 
c Drn&,,DP4x) =f(x) (x E QE) (2.9) 
I~I~IPI <m 
is strongly elliptic in the domain QB = (x~ R”: p(x, Q) < E}. Then the 
matrix 
is positive definite for all s = 1, 2,... ; x E &, and 0 # < E R”. 
Proof For a given point y’ E Q there exists Q,, such that yie &,. 
Denote zj= yj- hs,E Qsl. We choose a <E in Lemma 2.1. Then sZjc Qs. 
Thus by assumption we have 
Re 
( 
c D”R,,,D% cp 3cMI~-c211cpll~. 
) 
(2.10) 
I%l,IPI G m 0 
for every cp E C?(!Zj). Let us introduce the Z-vector valued function Q(x) by 
the formula 
Qi(x) = cp(x + zii- zj) (x e Sd(zi), i = l,..., I(s, z”)). 
Then from (2.10) and the definition of the matrices B&(x) (see the proof of 
Theorem 2.2) we have 
Re c D”4$,(x)D”@, @ b~,Il~ll~,,-~~ll~ll~,, 
bl.lBI sm > OJ 
for all @E &‘(S,(zj)). Thus in the same way as in the proofs of 
Theorems 1 and 3 [21, pp. 621, 6301 we can show that the Hermitian part 
of the matrix C,,, = ,s, =m B&(x) Ya+ P is positive definite for all 0 # 5 E R” 
and x E S&j). Hence, since B&(zj) = B&z’), while the point zi may be 
chosen arbitrarity the Hermitian part of the matrix &l,,PI =m B,,(x) [‘+8 
is positive definite for all s = 1, 2,...; x E OS1 and 0 # 5 E R”. Q.E.D. 
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THEOREM 2.4. Suppose that a&x) = a,&x + g) for aN h E T, g E M, 
XE R”. Suppose also that there exists a jk’te set of the vectors with the 
integer coordinates T, and the numbers alh E R’ (I = l,..., n; h E T,) such that 
Re 1 c amah exp(@, 5)) 5”‘p> 2 f c a/h cos(k 5)) t:? 
lal.lPI=~ h6T /=l hsTl 
0 ,< c a/h cos(h, 5) f 0 (x E R”, 5 E R”). (2.11) 
hs T, 
Then Eq. (2.1) is strongly elliptic. 
Proof: We fix y’~e,, and zi=yj-h,lEQ,,. Denote 
R/aau(x) = c a,gh(zj) u(x + h). 
hcT 
From Lemma 2.1, the Leibniz formula and the commutativity of the 
operator of multiplication by the function qj and the operator R,,, we 
obtain 
D”R,,, D%, u 
0 
2 Re 1 C (RxppD’(Vju), D”(cp,u))o-ko(a)IIuII,- IIIuII, 
i l4.lBI =m 
~~-~z~~~ll~ll~-~~~~~ll~ll,-~ll~ll~ (ME@), (2.12) 
where 
Here according to the continuity and the periodicity of the coefficients 
aaph(x), k,(a) + 0 as a --) 0. Denote 
R[u(x) = 1 aJu(x + h) + u(x - h)]. 
he T, 
According to Lemma 1.1, the Plancherel theorem, the condition (2.1 I), 
Lemmas 1.4, 1.3, and 1.8 and the Leibniz rule we have 
i IalvlPI =nl 
=I/ 
j R” 
Re( c c a,,&‘)ew(i(h, 5))5”+“} 1~124 
IalJPI =m he T 
ELLIPTIC DIFFERENTIAL-DIFFERENCE 343 
j I=1 j I=1 
/=l 
Thus from the inequalities (2.6), (2.7), and (2.12) and from the theorem on 
the equivalent norms in am(Q) the inequality (2.3) follows. Q.E.D. 
We remark that the sufficient conditions of strong ellipticity of the form 
(2.11) are satisfied in a number of problems of elasticity theory in which 
the differential-difference equations arise (see [ 131). 
THEOREM 2.5. Under the hypotheses of Theorem 2.4, the matrix 
is positive definite for all s = 1, 2,... ; x E OS, and 0 # 5 E R”. 
Proof. It follows from the proof of Theorem 2.4 that its conclusion does 
not depend on the domain Q and is valid also for Eq. (2.9). From the 
strong ellipticity of Eq. (2.9) according to Theorem 2.3 we obtain the con- 
clusion of Theorem 2.5. 
3. THE SPECTRUM OF THE STRONGLY ELLIPTIC OPERATOR 
Let L be an operator in the space of distributions P(Q) given by 
D(L) = {u E k”(Q): Lu E Lz(Q)} 
and 
Lu = c D”R,pQDBu, UE D(L). 
1’4.181 i m 
In this section we suppose that differential-difference quations are 
strongly elliptic. We say that operator L is strongly elliptic if it corresponds 
to the strongly elliptic equation (2.1). 
DEFINITION 3.1. We say that the function u is a generalized solution of 
the boundary value problem (2.1), (2.2) if u E D(L) and Lu = f: 
We may also give another equivalent definition. 
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DEFINITION 3.2. We say that the function u is a generalized solution of 
the boundary value problem (2.1), (2.2) if u E I?(Q) and 
for all u E am(Q), where f~ L2( Q). 
Consider the operator i in the space of distributions II’(Q) given by 
D(t)= {uEI%~(Q):~uEL,(Q)} 
and 
tu= 1 D’R&, DBu, UE D(t). 
lal.lBI =sm 
Remark 3.1. Operators L and L are formally adjoint; i.e., (Lu, u)~ = 
(u, Lu),, for all u, UE cm(Q). 
Remark 3.2. According to the identity 
Re( Lu, u)~ = Re(&, u)~ (u E cm(Q), 
operator t is strongly elliptic. 
By Lemma 1.2, the Schwarz inequality and Definition 2.1 we have the 
following 
LEMMA 3.1. Let the strongly elliptic operator L be symmetric; i.e., 
(Lu, II),,= (u, Lu),for all u, UE C”(Q). Then in Am(Q) we can introduce the 
equivalent inner product by the formula 
(u, u)in = c (&&k D”u), +c(u, u),, (3.2) 
I4,lBI G m 
where c > 0 is sufficiently large. 
Using Lemmas 1.2, and 3.1 and Remarks 3.1, and 3.2, we can prove as 
usual (see [4, p. 1720; 11, p. 1811) the following theorems. 
THEOREM 3.1. The spectrum o(L) of strongly elliptic operator L consists 
of isolated eigenvalues of finite multiplicity and o(L) c { ,I E C: Re il > -c}, 
where c >O is sufficiently large. If 14 o(L), then the resolvent R(A., L): 
L2(Q) + L2(Q) is a compact operator. L* = L, L* = L. 
THEOREM 3.2. Let the strongly elliptic operator L be symmetric. Then 
operator L is self-adjoint. Eigenvalues 1, of the operator L are real and 
1, + 00 as s + 00. The set of eigenjiinctions u, of the operator L is an 
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orthonormal basis for Lz(Q), while the set of functions u,IJ;1, + c is an 
orthonormal basis for the space Z-?“(Q) with inner product by formula (3.2), 
where c > 0 is sufficiently large. 
DEFINITION 3.3. The closed operator A: L*(Q) -+ Lz(Q) is called the 
Fredholm operator if R(A) is closed in L,(Q) and dim N(A)= 
codim R(A) < co. 
THEOREM 3.3. The strongly elliptic operator L: L*(Q) + L2(Q) is a 
Fredholm operator. 
The proof follows from the compactness of resolvent R(A, L): 
L2(Q) -+ L*(Q) (I # o(L)), the equality LR(A, L) = E + %R(1, L) and 
Theorem 15.1 [9, p. 521. 
EXAMPLE 3.1. Consider the equation 
-dRau(x) =f(x) (xEQ) 
with the boundary conditions 
uIr=Oo, 
(3.3) 
(3.4) 
where Q = (0, 2) x (O,l), 
Ru(x) = 2u(x) + u(x1 + 1, x2) + u(x1- 1, x*). 
Let us prove that the boundary value problem (3.3), (3.4) has a unique 
generalized solution u E I-?‘(Q) for every f E L,(Q). The boundary value 
problem (3.3), (3.4) is equivalent to the integral identity 
According to the positive definiteness of the bounded self-adjoint operator 
R,: L*(Q) + Lz(Q) (see Example 1.1) and the theorem on the equivalent 
inner product in I?(Q), we can introduce the equivalent inner product 
given by 
(u, 0); = f (Roux,, ux,h 
i=l 
in I%‘(Q). Thus Eq. (3.3) is strongly elliptic. According to the Riesz 
theorem on the general form of the functional in Hilbert space, for every 
fe L,(Q) there exists a unique function FEZ?(Q) such that cpJu)= 
346 ALEXANDER SKUBACHEVSKII 
(f, u)~ = (F, u);. Hence, (u, u); = (F, u); for all v E B’(Q). Thus there exists a 
unique solution of the boundary value problem (3.3) (3.4), u = F. 
Remark 3.3. In the paper [17] the equation DReu=f(x) was con- 
sidered in the cylinder Q = (0, d) x G, where D was the elliptic differential 
operator of the second order with the smooth coefficients, aG E C2, while 
the operator RCO,d- E) X G was invertible for sufficiently small E 2 0 and had 
the shifts along xi. The connection of this problem with the Bitsadze, and 
Samarskii boundary value problem was found. Thus it was proved that 
DR, was a Fredholm operator, while if 0 did not belong to the spectrum of 
according to the Bitsadze and Samarskii problem, the operator DR, had 
the discrete spectrum. However, the spectrum o(DRe) may not be semi- 
bounded. 
4. THE SET K 
We introduce the set 
In this section we suppose that r~ C”. 
EXAMPLE 4.1. Suppose that the set T consists of one vector h E (LO), 
while Q = {x E R*: xl < 1). Then the set K consists of seven points (0, 0), 
J (k&O), C&t, IL J/2). 
Remark 4.1. In general mes, _ ,( K n ZJ # 0, where mes, _ ,(*) is an 
(n - 1)-dimensional Lebesgue measure. It is easy to construct such exam- 
ples using the idea of the construction of the Cantor set. 
One can prove the following 
LEMMA4.1. Us,,rs,=UhEM(r+h)n~. 
According to the assumptions on the boundary r, the definition of set K 
and Lemma 4.1 one can obtain the following statements. 
LEMMA 4.2. u (s,r) + (p,j) (Tnrs,nTPj)cK. 
LEMMA 4.3. Suppose that y E T,,\K. Then there exists 6 > 0 such that 
r,,n S&)E Cm, while T,,n S,(y) = rn S,(y), ify~ (r,,n r)\K. 
LEMMA 4.4. If y E (rn T,,)\K, then y n r,, = fzI for all (p, j) # (s, 1). If 
YE (Q n J’,,)\K, then there exists a unique subdomain Qpj such that 
Y E r,, n r,i. 
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5. THE SMOOTHNESS OF THE SOLUTIONS IN SUBDOMAINS Qs, 
In the following theorem there are no assumptions on the smoothness of 
the boundary r. 
THEOREM 5.1. Let the operator L be strongly elliptic, while f E LZ(Q) n 
H:,,(Qs,, (s = 1, L., . I= l,..., N(s)). Suppose that u is the generalized solution 
of the boundary value problem (2.1), (2.2). Then u E Hf,“,+ k(QS,) for all s, 1. 
Proof. Let s be a fixed number. In the integral identity (3.1) we suppose 
that v E @ (lJI Q,,), v(x) =0 for x$ Ur Q,,. By formulas (1.3), (1.4) it 
follows from (3.1) that 
1 1 
l4,lPI s; M QSI 
R,,~PW’,4, WU,v)) dx= I,, (U,P,f, Usv) dx. 
5 
Hence the vector valued function U,P,UE H”*“‘(Q$,) is the generalized 
solution of N partial differential equations 
By Theorem 2.1 the matrix &,,,,a, =m (R+(X) + R,*,,(x)) <Z+p is positive 
definite for x E Q,, and 0 # < E R”; i.e., the system of equations (5.1) is 
strongly elliptic. According to the theorem on the smoothness of 
generalized solutions [ 51, U, P,$u E Hf,“, + k.N( QSl ). Thus u E Hf,“, + “(Q,,) 
(I= l,..., N(s)). Q.E.D. 
In Theorem 5.2 we prove the smoothness of the generalized solutions in 
the neighborhoods of the boundaries of subdomains Q,, with the exception 
of the set K. The proof of the theorem is based on a well-known procedure 
of approximation of the differential operators by the difference operators 
[ 11, p. 2183. However, the elliptic differential-difference equations are non- 
local in contradistinction to the elliptic differential equations. Therefore, 
considering the solution’s smoothness in the neighborhood of point 
y s r\K, at the same time we must consider the respective neighborhoods 
of all points y + h E Q, where h E M (see the proof of Theorem 5.2, part 1). 
In the case where in some neighborhood of point y the boundary r has the 
form x, = 0, in the integral identity (3.1) the function v(x) is constructed 
with the help of a smooth function t(x), having the carrier in the denoted 
neighborhoods of the points y + h, and the difference operator 6:,, having 
a shift along the coordinate x, (1 < r < n - 1) (see the proof of Theorem 5.2, 
part 2). Then we obtain a priori estimates of the difference relations. 
Therefrom passing to the limit as t -P 0 we have the respective stimates for 
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the generalized derivatives of order m + 1 (see the proof of Theorem 5.2, 
part 3) and so on. 
THEOREM 5.2. Suppose that operator L is strongly elliptic, f E C”, 
fE LZ(Q) n Hk(Qs,) (s= 1, 2 ,..., I= l,..., N(s)). Let u be the generalized 
solution of the boundary value problem (2.1), (2.2). Then UE H2”+k(Q,l\K,) 
for each E > 0 (s = 1, 2 ,...; I = l,..., N(s)), where K,= {x~Q:p(x, K)<E}. 
Proof 1. By Theorem 5.1 it suffices to show that for the arbitrary given 
point y E Tpi\K there exists a ball S,(y) such that u E H2”+k(Qpi n S,(y)). 
Let h,, E M denote a vector such that Q,, = Q,, + h,/ (1= l,..., N = N(p)), 
hpl = 0. We introduce the points y’,..., y”’ so that y’ = y, y’= yi - h,, + h,, 
(1= l,..., N(p)). Without loss of generality we can assume that ~‘6 Q for I= 
1 ,.**, N,, y’~ r for I= No + l,..., N(p). Otherwise we can renumber the sub- 
domains of pth class. 
According to the construction y’ E (Q n T,,)\K (I= l,..., N,). Therefore 
by Lemma 4.4 there exists a unique subdomain Qti # Q,r such that y’ E r,. 
We introduce the points zr,..., Z~E Q such that z’=zj- h,+ h,,, zi=yl, 
whereh,,EM, Qqr=Q,,+hq,(I=l ,..., N= N(q)), h,, = 0. According to the 
construction Z/G T,,\K. Without loss of generality we can assume that 
yl= z’ (E= l,..., N,,) and Z/E r (1 = No + l,..., N(q)). Then by Lemma 4.4 
We consider the balls S4Jyk) (k = l,..., N(p)), &Jz’) (I= l,..., N(q)). By 
Lemma 4.3 we can choose 6 > 0 so small that 46 < mink,, min{p(yk, K), 
p(z’, K), t), the sets rpk n SJ yk), r,,n S&z’) are connected and belong 
to the class C” (k = l,..., N(p); I= l,..., N(p)). 
2. Suppose that u = @,, in Eq. (3.1), where v0 E k”(Q); c = Ck >, 
?(X - hp/c) + &>NJ(X - h,,); V E Cm@“), 0 < V(x) d 1, V(X) = 1 for 
ME&, v(x)=0 for x$Sza(yl). 
Then, using the Leibniz formula, we obtain 
f&t& + c (R,,, DBu) aZV D”v, dx. (5.2) 
a,lxY 
Here v = (v, ,...) v,); Qpr = Q,, n &(Y’), Q,, = Q,, n &dz’); aav = 
cd-“S(X), c,v are constants. In formula (5.2) and henceforth, we sum 
ELLIPTIC DIFFERENTIAL-DIFFERENCE 349 
over the indices c(, /I, v, 1, s such that Ial, IfiI dm; (VI 6m- 1; I= l,..., N(s); 
s = P, 4. 
We introduce the operator U,: L2(U i Q,[) + LF(Qsl) by the formula 
(1.3), where N = N(s), s = p, q. Since the operator of multiplication by the 
functions 5 and uav commutes with the operator U,, it follows from (5.2) 
that 
= (rlF,, VI+ c(a,,R,~,DpWs, Dye.) (5.3) 
%P.V 
where (., .) is the inner product in the complex N-dimensional space CN; 
W, = (U,P,u)(x), F, = (U,P,f)(x), q = (U,P,u,)(x) for x E a,. In formula 
(5.3) and henceforth, we integrate over the set Sz, = Sz,, Using the Leibniz 
formula again, we have 
where b,, = dppDBeec(x), dpp are constants. In formula (5.4) and hen- 
ceforth, we sum over ~1 such that IpL( d m - 1. 
Without loss of generality we assume that y’ = 0 and that the equation of 
the surface r,, n S,,(O) has the form x, = 0. Otherwise, we can obtain the 
plane boundary, introducing the new variables [4, p. 17341. Let @’ denote 
the space of vector valued functions V= (VP, V$) E H”,N(SZ,) x Hm,N(S2,) 
such that supp V, c 0s n S,,(O) and (SV)(x) E H”‘(Q), where (SV)(x) = 
V,,(x -h,,) for x E G,,, (SV)(x) = 0 for x 4 0, U, s2,, (I= l,..., N(s); s = p, q). 
Suppose that uO=SV’, P=S”,V’=(6:,Vj, 6’,Vi), where V’E&&, 
1 d r d n - 1, 0 < t < 6. The operator S;, is defined by the equations 
D(&,) = (W E L1;(Q2,): W(x) = 0 for x E a,\s,,(O)}, S;, W = 
-i( w;,- W)/( +t), where WY+, = W(x, ,..., x, + t ,..., x,). According to the 
construction u. E Am(Q). We- put e = 6’_, Vi in Eq. (5.4). Since the 
operators 6; and 6’, are formally adjoint, reducing similar terms, we have 
(5.5) 
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AvPs(x), B,,,(x) are N(s) x N(s) dimensional matrices with the infinitely dif- 
ferentiable elements, obtained by reducing similar terms in the 
corresponding integrals of Eq. (5.4). Since supp q c S,,(O), all elements of 
the matrices A&X), B,,,(x) vanish for x $ S,,(O). 
3. We shall prove that IV, E Hm+l-N(Qsl n S,,(O)) for a certain 
0 < b < 614 (s = p, q). 
(a) First we shall show that DaD,(~W,)~L~(Q,) for all (tl( <m, 
l<r<n-1, s=p,q. We put Vi = &,(qW,) (0 < t, < 6). Evidently, 
V’ E I%&. Using the identity 
from (5.5) we have 
I, + z* = zj + z, (5.6) 
where 
According to the Schwarz inequality and Theorem 4 [ll, p. 1211 on the 
approximation of the differential operators by the difference operators in 
the space L2(.) we obtain 
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We estimate from below the left hand side of Eq. (5.6). We put tl = t, i.e., 
V,: = S;(q W,). By Definition 2.1 and Theorem 4 [ 11, p. 1211 we have 
where VI = SV’, k, > 0. 
Since the elements of the matrix Rags(x) are continuous in 6,Y, it follows 
that 
1121 6 h(t) C II V: Iii&o (5.9) 
where k,(t)+0 as t-+0. Choosing to>0 so that 2k,(t)<c, for O<t<t,, 
we obtain from (5.6)-(5.9) 
Hence, by Theorem 4 [ll, p. 1211, D”D,(~W,)E Lf(sZ,) for all \cll <m, 
1 <r 6 n - 1, s =p, q, i.e., D’D, W, E LF(o,), where w, = QS, n S,(O). 
(b) Now we shall show that, for a certain 0 < b < d/4, D”D, W, E 
L2(Q,, n S,,(O)) for all Ial d m, s =p, q. Suppose that in Eq. (5.4), v = 
U,P,uO~ @“(We) is an arbitrary vector valued function. Then we obtain 
that vector valued function W, is a solution of differential equations 
1 D*R,,, DB W, = F, (5.10) 
%B 
in the space of distributions D’(o,). By what has been proved above, 
D”D, W,EL~(CII,) for all Ial <.m, 1 Gr <n- 1. Thus by (5.10) we obtain 
C 0;“’ W, E H’ - m,N(~,), where C,(x) = R&x) for a = b = (0 ,..., 0, m). 
Akording to Theorem 2.1 the matrix C,(x) + C,*(x) is positive definite for 
x E Q-,, ; hence there exists the inverse matrix C,‘(x) with the infinitely dif- 
ferentiable elements in Q,,. Thus DlmWs E H1-m,N(o,). Therefore by what 
has been proved above, D” W, E H’ -mm,N (0,) for all Ia( = 2m. By Lemma 16 
[4, p. 17261 we obtain that W,E H”+ l’N(Qsl n S,,(O)) for a certain 0 < 
b < a/4. If k = 0, m = 1, the theorem is proved. 
505/63/3-S 
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4. Suppose that 1 <k+m. Since DaD,(qW,)~L,N(!Z2,) (Ial urn, 
1 < r < n - l), we pass to the limit in formula (5.5) as t + 0. Then we use 
the Leibniz formula and put Vj = q16i, c!, where V2 E I$& (0 .c t < b, 
l<j<n-1); qlE@(Rn), O<q,(x)Gl, q,(x)=1 for xeSb(0), ql(x)=O 
for x# S,,(O). Thus instead of the identity (5.5) we obtain an identity the 
left-hand side of which contains the expression 
f: $ j (Wx,sD%h W.s), D?7) dx (5.11) 
and the right-hand side contains an expression which taken absolutely is 
bounded by a number 
+ ,lFsll&}(” II ?llt,~)“‘~ 
where all the integrals are taken over the set Qs, n S,,(O). Putting v;‘= 
Sj’, D,(ty, W,) (0 < t, < 6) in the same way as in part 3 of the proof we prove 
that W, E Hm+2,N(Q,, n S,,(O)), where 0 < c < b/4. Repeating this 
procedure m + k - 2 times, we obtain that W, E H2”+kTN( Q,, n S,(O)). Thus 
UE H2”+‘(Qpin S,(y)). Q.E.D. 
Remark 5.1. Theorem 5.2 is also true when the domain is rectanglular 
if instead of neighborhood of the set K we write the neighborhood of the 
set Ku& Here B=Qn(lJ he ,,,,(A + h)), A is the set of corner points of the 
rectangle Q. 
Remark 5.2. In the proof of Theorem 5.2 (part 1) it is possible that 
y’ E r,, n r,, for a certain 1 < 1 <N(p); i.e., the point y’ belongs to the 
boundaries of two different subdomains from the same class. This case 
holds, for example, for the domain Q = (0, 3) x (0, l), where the set 9 con- 
sists of one class of subdomains Q,,= (I- 1, I) x (0, 1) (I= 1, 2, 3). Then it 
is necessary to renumber these subdomains so that y’e I’,,,n r,, for all 
I= l,..., N,,; here the index q corresponds to the same class, which is renum- 
bered. 
The following example demonstrates that in general for E = 0 
Theorem 5.2 is not valid. In other words there exists a function u E D(L) 
such that u 4 H2(Q,,), where operator L = -AR, is strongly elliptic. 
EXAMPLE 5.1. Let Q = (-t, 1) x (0, 2). Consider the strongly elliptic 
operator L = -AR,, where 
Ru(x) = 2u(x) + u(xI + 1, x2 + 1) + U(X, - 1, x2 - 1). 
The set W consists of two classes, Q,, = (-t,O)x(O,4), Q,z=(f, 1)x(1,5) 
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and Q2i = Q\(Q,, u Q,,), while the set K consists of four points, (O,O), 
(1, l), (-4, $), (4, $). We introduce the function U(X) by the formula 
u(x) = 3 q(x) - + u*(x) (XE Q,I), 
u(x) = -f 24*(x1 - 1, x2 - 1) + f U*(X1 - 1, x* - 1) (XE Qd 
u(x) = 3 UI(X) + 4 24*(x1 - 1, x2 - 1) (,y~Qx), 
where the functions U, and u2 in polar coordinates have the form ui(~, cp) 
= t(r) r’ sin kcp, uZ(r, cp) = t(r) ri. sin A(3~/2 - cp); the function c(r) is in 
Cm(R1); O<l(r)<l; t(r)=1 for rd$; c(r)=0 for ~>-t; ni=2arccos$. 
Hence, 
&p(x) = u,(x) + 24*(x, - 1, x2 - 1). 
Since O<A< 1, it is easy to see that u~fi’(Q), LuEL,(Q), while u$ 
H2(Q2, n S,(O)) for every 6 > 0. 
6. THE SMMOOTHNESS OF THE SOLUTIONS ON THE BOUNDARY 
OF THE NEIGHBORING SUBDOMAINS 
In Example 6.1 we shall show that the generalized solution may not have 
the corresponding smoothness on the boundary of the neighboring sub- 
domains. This is connected with the fact that the differential-difference 
operators are non-local. The normal derivative of the solution of order 
k > m - 1 may have the discontinuity on the boundary of the neighboring 
subdomains. Hence, the generalized derivatives of order 2m may contain 
addenda having the form of d-function and its derivatives. However, as a 
result of the transformations by the difference operators the different shifts 
of the solution U(X) are summed. Thus the discontinuities will vanish and 
(k)(x) will belong to the Sobolev space Hk(Q). In this section we consider 
the necessary and sufficient conditions of the smoothness of the solutions 
on the boundary of the neighboring subdomains. 
Let the differential-difference operator L be strongly elliptic, while letting 
U(X) be the generalized solution of the boundary value problem (2.1), (2.2), 
where fE Hk(Q). We fix s = p and consider the point y’ E (Q n I’,,)\K. Let 
y’= y’ +&E r,;\K (I= l,..., N(p)). A s in the proof of Theorem 5.2 we 
assume that Y’EQ for I=1 ,..., No; y’~r for l=N,+l,..., N(p). We 
establish the conditions where for a given 1 < 1 d N, there exists a > 0 such 
that UEH*“+~(S,(~‘)) for all fcZ?‘(Q); i.e., the solution has a 
corresponding smoothness in the neighborhood of the point y’. 
By Lemma 4.4 there exists a unique subdomain Q,# Q,i such that 
y’~r~. We introduce the points zl,..., zNe 0 such that z’=zj--h,+h,,~ 
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T,,\K (l= l,..., N(q)), zi= y’. Without loss of generality we can assume that 
y’ = z’ (I = l,..., IV,), z1 f~ r ( 1 = No + l,..., N(p)). By Lemma 4.3 we can 
choose a > 0 so small that the sets rpk n S,( y”), rql n S,(z’) are connected 
and belong to the class C”, while a < mink,, min{p(yk, K), p(z’, K), &} 
(k= l,..., N(p); 1= l,..., N(q)). F or simplicity we assume that y’ = 0, p = 1, 
q = 2, while 
Qll n S,(O) = S,(O) n {XE R”: x, < 0}, 
rllnS,(0)=(x~R”:IxJ<a,x,=O). 
Using the identity (1.5) m times we can write the operator L = &,,a, Gm 
D”R,,,DB in the form L = Cl,, G2m D’R,,, where R,u(x) = 
Chs Taeh~(~ + h), al,, E C”(R”). Then for all w E Coo(S,(0)) 
I= c D=u,, (6.1) 
J’q < 2m 
where h(x) = (UJ,f),(x), Q(X) = (R,, ~,~,~h(x) for x E QJ, = Qsl n S,(O) 
(I= l,..., N,; s = 1, 2). By Theorem 5.2, U,~E H2m+k(~,). Therefore we can 
integrate by parts m times over the domain o, (s = 1, 2) the terms in the 
left-hand side of formula (6.1). Each time we shall integrate by parts the 
term so, D’-%,,fi dx with respect o x,, if a, - fl,,a 1, and with respect 
to xi (i#n, ai- pia 1) otherwise. Then we obtain 
+c c s 
D” - %I~,DP, dx, (6.2) 
s k--PI<rn,lBl<m WE 
where x’=(x~,...,x,-,); D;:=D”;‘~~~D~:\; y=ys=(x~rsl: x,=0}. On 
the other hand, using m times the definition of generalized erivative in the 
space D’(S,(O)), from (6.1) we have 
Da-%.,) @% dx = jsocof,G dx. (6.3) 
Since the function w(x) is arbitrary by formulas (6.1)-(6.3) it follows that 
)-c (-l)S+l(D~-JD;:~or,)(y,=O. (6.4) 
s OL 
In (6.4) we sum over a such that ]a] d 2m, j< u, (j= l,..., m) and over 
s = 1, 2. Since f, E Hk(S,(0)), formulas (6.4) are valid for j = -k + l,..., m. 
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Since h,, = h,/ (I = l,..., N,), by formula (1.4) No x No dimensional 
matrices, obtained from the matrices R,,(x) by eliminating the last N- N, 
lines and columns (N = N(s), s = 1,2), are equal. We denote this No x N,, 
dimensional matrix by B,(x), while B,(x) denotes the No x (N - N,) 
dimensional matrix obtained from the matrix R,,(x) by eliminating the first 
No columns and the last N - N, lines. We introduce No-vector valued 
functions P(x) = (( U,P,u),(x),..., (U,P,u),(x)) and (N- N,)-vector 
valued functions W”(x) = (( U,P,u),,+ 1(x),..., (U,P,u),(x)). Then formula 
(6.4) may be written in the form 
CC(-l)“+‘o~-jD”,:(B,V”)(, 
5 a 
=xX (- 1)” Dz-‘D;:(B,, IV’)\, (j= -k + l,..., m). (6.5) 
3 -7. 
Since u E Am(Q), it follows that 
D”,“V’(,=Dyq,, Dpq,=O (6.6) 
for 0 < ~1, < m - 1, s = 1, 2. Thus by the Leibniz formula and by formulas 
(6.6) the equalities (6.5) will have the form 
+CC(-l)“D~~“+‘D”,:(B,,~~)l, (j = O,..., m+k- l), 
s I 
(6.7) 
where A(x) = B,(x) for a = (O,..., 0,2m). In the first group of terms in the 
right-hand side we sum over Jtll Q 2m, 2m - j < a,, < 2m - 1; in the second 
group of terms we sum over \a\ < 2m, 2m - j < a,. 
Using the Leibniz formula and formula (6.6) we obtain from (6.7) for 
j=O 
C(-1)S+‘AD::VSI.,=C(-1)5Aoaso::WSIr, (6.8) 
s s 
where a = (O,..., 0, 2m), A,,,(x) = B,,(x). By Theorem 2.1 the matrix 
R,,(x) + RzJx) is positive definite for a = (O,..., 0, 2m), XE 0,. Thus the 
matrix A(x) + A*(x) is also positive definite. Hence, there exists the inverse 
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matrix A -l(x) with infinitely differentiable lements in O,s. Therefore from 
(6.8) we obtain 
(6.9) 
If, in the equality (6.7) for j = 1, we use the Leibniz formula and formulas 
(6.6), (6.9) and reduce similar terms, we have 
c(-l)‘+l AD::+lV”I,=CCA,,,D~~“+‘D”,: PI;,, (6.10) 
s .T I 
where A,,(x) are No x (N- N,) dimensional matrices with infinitely dif- 
ferentiable elements in W,. In (6.10) we sum over JCI( 6 2m, 2m - 1 6 CC,. 
In the same way, since det A(x) # 0, we obtain by induction 
A(x) Y’(x) = F’(x) (XEY), (6.11) 
where 
Yj=D::‘j(V’(x)- V2(x))I,, 
F’=~~A,,(x) D~~“‘+‘D”,:W(X)I~, 
s 9 
Ai,, are N, x (N- A’,) dimensional matrices with infinitely differentiable 
elements in Co,. Here we sum over c1 such that [LX/ <2m, 2m -j<a,, 
(j= O,..., m+k- 1). 
We denote the N, x (N, - 1) dimensional matrix, obtained from the 
matrix A(x) by eliminating the Ith column, by A,(x). 
THEOREM 6.1. Let operator L he strongly elliptic. Then for a given I 
(1 6 16 No) the generalized solution of the boundary value problem (2.1), 
(2.2), u(x), belongs to H2”‘+ k (S,( y’)) for all f E Hk(Q) if and only $ for 
every x E y each column of the matrices Ails(x) is expressed by the linear 
combination of the columns of matrix A,(x) (j=O,..., m + k- 1; lcrl <2m, 
2m-j<a,; s= 1,2). 
ProoJ: 1. Sufficiency. By Theorem 5.2 the solution of the boundary 
value problem (2.1), (2.2), u(x), belongs to H2m+k(SU( y’)) if and only if 
Y{(x)=0 (XEY) (6.12) 
for all j = 0, l,..., m + k - 1. By what has been proved above the solution of 
the boundary value problem (2.1), (2.2) satisfies Eqs. (6.11). We choose the 
arbitrary fixed j. Since det A(x) # 0 for all XE y, there exists a unique 
solution of the system (6.11), Y’(x). Suppose that every column of the 
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matrices A,,(x) is expressed by the linear combination of the columns of 
matrix A,(x) for all x E y. Then the matrix of N, + 1 (Eqs. (6.11), (6.12)) 
and the extended matrix have the same rank N,. Hence, the solution of 
system (6.11) Y’(x), also satisfies Eq. (6.12). Since j is arbitrary, 
u E HZ” + k(s,( y’)). 
2. Necessity. Suppose that for x =g E y, j= c, CI = /3, s = 1 the rth 
column A&(x) of the matrix A&x) is not expressed by the linear com- 
bination of the columns of matrix A,(x). Then we shall prove that there 
exists u E D(L) such that Lu E Hk( Q), while u $ H2” + ‘(S,( y’)). 
By the continuity of the matrices A(x), A,.,,(x) there exists E > 0 such 
that the column A&,(x) is not expressed by the linear combination of the 
columns of matrix A,(x) for all x E S,,(g) c S,(O). Denote 
W;(X)+-m+~ (x,-g,)fi’...(x ,,-, -g,~-,)~n-‘XIfn -“+‘i”(x) (XEO,): 
w;(x) = 0 for t#r (XEOI), 
w*(x) =o (x E 02), 
where t(x) = 1 for x E S,(g), t(x) = 0 for x 6 S,,(g), 4 E c’“(F). Therefore, 
since /?,--m+c>m (see (6.11)) D~;W’(X)I,,,=~=O forj=O,...,m- 1. 
Consider the system of equations (6.11) for each j = O,..., m + k - 1. There 
exists a unique solution of this system Y’(x)E c”.““(y). Evidently, there 
exists the vector valued function Z E C2m+k.N0(S,(0)) such that 
~,‘,z(xN.n4=o (j = O,..., m - 1 ), 
~::“Z(X)l.,“=,= Y’(x) (j = O,..., m+k- 1). 
Let 
u(x)=U:(x-h,,) for XEQ,,~S,(JJ’) (t=l,...,N(l)), 
u(x) = 0 for XEQ 
\i 
i.j(Ql,nS,W)) , 
f I 
where U’ = (Z, ,..., Z,,, Wt ,.,., Wh_ ,,,J. By the construction u E Am(Q), 
while according to (6.11), u E D(L) and Lu E Hk( Q). 
We prove that u $ H2m+ k(S,(y’)). By the definition of the functions 
W’(x), W*(x) the system (6.11) for j=c will have the form 
A(x) Y(x)=/?,!... ~,~,!(~,-m+c)!A~B~(~)+O(lx-gl) (6.13) 
for x E y n S,(g). If u E H*“’ + k( S,( y’)), then 
YC(x) = 0 (x E Y f-J S,(g)). (6.14) 
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By assumption A&,(X) is not expressed by the linear combination of the 
columns of matrix A,(x) for Ix -gj <E. Therefore for sufficiently small 
x-g (x E y) the matrix and the extended matrix of the system (6.13) (6.14) 
have the ranks N, and N, + 1, respectively. Thus the function U(X) does not 
satisfy Eq. (6.14). Q.E.D. 
Now we shall demonstrate an example in which the smoothness of the 
generalized solutions is disturbed on the boundary of the neighboring sub- 
domains. 
EXAMPLE 6.1. Consider the boundary value problem (3.3) (3.4). By 
Theorem 6 [18, p. 15981 for everyfE &(Q) the solution of (3.3), (3.4) is in 
H”(&), while RQu~ H'(Q), where QIl= (I- 1, I)x (0, l), I= 1, 2. We 
prove that for a certain f~ L2(Q) the solution of (3.3) (3.4) is u $ H’(Q). 
For this it is sufficient to construct a function UE I?‘(Q) such that 
u E H2(QIl) and 
R,u,,l,,=,-o=R,u,,l,,=,+o, (6.15) 
u,, lx, = I - 0 f %, Ix, = I + 0 (6.16) 
(see (6.4) (6.12)). The condition (6.15) may be written in the form 
24, I x, = 1 - 0 + u,, I x, = 2 ~ 0 = 2u.q Ix, = 1 + 0 + u,, I .Y, = 0 + 0. (6.17) 
We introduce the function l(x) E c'"(R'), t(x) = 1 for 1x1 <a, c(x) = 0 
for 1x1 > f. Consider the function u(x) defined by 
u(x)=~~(~,,x~-~)x~+~(x,-~,x~-~)(x~-~) for xeQ,,, 
u(x)=0 for xeQ12 
Evidently, u~fi’(Q), ueH2(Qu) and the conditions (6.16) (6.17) are 
satisfied. 
We now demonstrate an example in which the solutions have the 
corresponding smoothness in the whole domain Q. 
EXAMPLE 6.2. Consider the equation 
-(R,pu)x,,, - (R,,u),,., =.0x) (xEQ) (6.18) 
with boundary conditions 
ulr=O, (6.19) 
where Q=(O,2,~(0,2); f~:L,(e); R~u(x)=2u(x)+u(x,,x2+1)+ 
(x1,x2-1), R,u(x)=~u(x)+~(x, + 1,x2)+u(x,-1,x2) 
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It is easy to see that the self-adjoint operators R, are positive definite 
(see Example 1.1 ), while Eq. (6.18) is strongly elliptic. From this it follows 
that there exists a unique solution of the boundary value problem (6.18), 
(6.19) (see Example 3.1). It is easy to demonstrate that the hypotheses of 
Theorem 6.1 are satisfied for all neighboring subdomains Ql,, Qlk. 
Therefore for every E > 0, u E H2( Q\K,), where Qi 1 = (0, 1) x (0, 1 ), Qi2 = 
(1,2)x(0,1), Q13=(0,1)x(L2), Qi4=(L2)x(1,2); K={(i,j): i, 
j=o, 1,2}. 
We shall prove that u E H’(Q). Introduce the bounded operators L,,, L, : 
Hi(Q) = 8’(Q) n H*(Q) --) L2( Q) by formulas 
Lou= -2dU, 
L, u(x)= -u,,.q(x, > x2 + 1) - %&I + 1, x2) (XE Q,,L 
L, 0) = -~.~,.&1~ x2 + 1) - U.Qr2(xI - 1, x2) (x E Q,,), 
&u(x)= -~.r,.x,(xI~ x2- l)-UrZ.q(xI + 1, x2) be Qd 
L, 4x) = -ux&I~ x2 - 1) - U.q&I - 1, x2) (XE Qd 
It is well known that for every f E L,(Q) the equation L,u =f has a unique 
solution 
where 
U(X)= f XL ui,)o Uij(X)/n2(i2 +j*), (6.20) 
i,j= 1 
uii(x) = sin 7cix1 /2 sin rcjx,/2, 
while the series (6.20) converges in Hi(Q) and 
Ml; 6 dfll ~~cdll%r,lli+ lI~.q.Y21/;). 
Thus in the subspace Hi(Q) of the space H”(Q) we can introduce the 
equivalent norm 
Ilull ; = 1 II%,, 11; + II~,,,,II ;} I’*. 
BY (6.201, 4M; 6 llfllo. H ence, IIL<‘ll d $. On the other hand, introducing 
new variables, we have 
lL4;~2 J (b&,(x 
{ I~~2+~~12+I~x*x*~~1+~,~2~12~~~ 
+ ... + I ~I~~,x,~~,~~2-~~12+I~,,,,~x~-1,x2)12)dx 
= 2(1141;)*. 
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Here we integrate over the subdomains Q,,,..., Q,4, 
it follows that I/L1 I( <d. Hence, the operator 
respectively. From this 
Lo+L, =L@$L(pL,) 
has the bounded inverse operator (L, + ~5~))‘: &(Q) --t Hi(Q). 
Thus there exists a unique solution of the boundary value problem 
(6.18), (6.19) as well as of the equation (L,+ L,) u=f: Now it is sufficient 
to prove that every solution of the equation (L,, + L,) u =f is the solution 
of the boundary value problem (6.18), (6.19) at the same time. If the 
function U(X) belongs to H;(Q) and satisfies the equation (Lo + L,) u =f, 
then U(X) is a solution of Eq. (6.18) in the subdomains Q,i (i= I,..., 4). The 
function U(X) is a solution of Eq. (6.18) in the whole domain Q if and only 
if 
(~l,~),,/.~,=l~o=(~,,~).,,I.,=,+o~ 
(~*,~),~,l.~,=l~o=(~2,~).~,1.~~=1+0. 
The conditions (6.21) may be written in the form 
(6.21) 
(6.22) 
2~,,(~)I.~,=l~o+~.~,(x1,x2+ l)l,,=l-0 
= 2%,(X) I J, = I + 0 +~,,(x,,x2+l)/.r,=1+o (O<x,<l), (6.23) 
~~.~,~~~I.~,=I-o+~,,~~I,~2-~~l.r,=1~0 
= 2u.x,(x) lx, = 1 +o + u.yI(x,, x2 - 1) I y, =, to (1 <x2 < 2). (6.24) 
Since u E H2(Q), then u,, I .X, =, ~ o = a,, I~, =, + o (0 < x2 < 2). Hence, 
Eqs. (6.23), (6.24) are satisfied. In the same way we can prove the identity 
(6.22). Q.E.D. 
Roughly speaking the cause of the solution’s smoothness in the whole 
domain Q is the following: the shifts of the arguments and the differen- 
tiation were done over the different variables. 
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