ABSTRACT In this paper, we propose to employ compressive sensing (CS) in the domain decomposition method (DDM) to construct a new incident source with much fewer excitation wave to obtain the compressed-induced currents, which can then be recovered by orthogonal matching pursuit algorithm. The complexity of the computational electromagnetic (EM) model for solving the multiscale scattering problems is reduced significantly. Therefore, the received echo data can be much faster extracted from strong scattering centers of the target in EM environment, which can be utilized for ISAR imaging to achieve high resolution for moving targets. The new proposed CS-DDM algorithm requires much fewer sampling data to transmit, process, and storage, so that the accuracy and efficiency for ISAR imaging can be improved greatly, which can bring much benefit for the development of applications of security problems in smart campus.
I. INTRODUCTION
Nowadays, with the fast development of many advanced technologies, the construction of smart campus attracts much more attention, which could provide more intelligent service for managers, staffs and students. Except for the hardware devices setting and construction, data transmission, information processing and communication, and etc. are the important technological supports for smart campus systems. Among them, the security problem becomes more and more increasingly important for people since more public or private data are shared online, and more smart or intelligent devices are investigated for human or target monitoring. In particular, with the increase of various vehicles, such as unmanned aerial vehicle, etc., the target detection and identification of the unknown objects become a more and more important part for smart campus security [1] , [2] .
Radar Imaging plays an important role in the area of target detection and identification. Synthetic Aperture Radar (SAR) and Inverse synthetic aperture radar (ISAR) are the main two main classes of radar imaging [3] , [4] . Range-Doppler (RD) algorithm is traditionally used for ISAR imaging which can achieve high-resolution images of a moving target in range and cross-range directions [5] . A wideband signal can contribute high range resolution, and the multi-diversities of the viewing angles can bring high cross-range resolution depending on a long available coherent processing interval (CPI) and intrinsic characteristics of motion. It is well known that ISAR imaging is very sensitive to the strong scattering centers in surrounding electromagnetic (EM) environment and can reconstruct the outline of the targets in many cases [6] , which makes ISAR imaging mainly be used for multiscale large size moving objects in high frequency where the difficulty of data transmission and process can be overcome. However, ISAR imaging usually uses statistic models which is much different from the real scenarios to simulate the radar echo data for imaging, so that the inaccuracy or errors cannot be avoided.
Fortunately, along with the improvement of computational EM (CEM), the received echo data can be simulated by modeling with CEM methods, which is much closer to real environment so that the accuracy of ISAR imaging could be improved greatly. As known, the two main classes of CEM are based on integral equation (IE) and differential equation (DE) respectively. In DE-based methods, Finite-Difference TimeDomain (FDTD) and Finite Element Method (FEM) are common [7] - [9] . Gu and Zhang [10] designed FDTD in ISAR imaging system with the super-resolution methods, Multiple Signal Classification (MUISC) and Estimation Signal Parameters via Rotational Invariance Techniques (ESPRIT), which successfully realized to image for complex targets successfully. It solved the problem that ISAR imaging cannot work for details of the target with ideal statistic models.
In recent years, some researchers pay attention to ISAR imaging with IE-based methods. As for IE-based CEM methods, method of moment (MOM) is widely used because of its high accuracy [11] . However, since it needs to solve the full-rank matrix equation, the computational complexity is huge, which brings big troubles in data transmission, real-time processing and storage for ISAM imaging. Many fast methods were proposed based on MOM, such as fast multipole method (FMM), multilevel fast multipole method (MLFMA), adaptive integral method (AIM), domain decomposition method (DDM), and so on [12] - [14] . As followed up, Liu. W. etc. utilized multilevel fast multipole method (MLFMA) for ISAR imaging by FFT and NUFFT. It demonstrated the validity of the fast frequency domain CEM method for ISAR imaging with high accuracy and efficiency in [15] . Motivated by trying to solve ISAR imaging for multiscale large objects, DDM which has shown its high ability for complex large targets [14] is taken into consideration for fast scattering center extraction for ISAR imaging. However, it makes difficult that the very high complexity of DDM computing and processing huge data for imaging of the multiscale large target in high frequency. Meanwhile, mass data storage is another hard problem to solve in the real application.
Thanks to the compressive sensing (CS) theory proposed in 2006 by Cande's [16] , [17] , which requires far fewer sampling data as the conventional Shannon's sampling theorem which requests that the sampling rate of data must be more than twice of the maximum frequency of the signal. CS theory brings the revolution of the data acquisition by combining the processes of data compression and sampling and changes the traditional data acquisition into information acquisition which can reduce the heavy cost of data sampling, transmission, processing, and storage [18] . CS technique becomes popular in information engineering and data processing areas. The reliability, robustness, efficiency and accuracy of CS motivate its popularity in more and more areas. In particular, inverse problems attract more CS related researches in the development of applications of EM [19] or radar imaging area [20] , [21] , and so on.
In 2011, M. S. Chen, et al, proposed to use the CS concept for solving the wide-angle monostatic scattering problems based on MOM by constructing a new incident source of the excitation wave from different directions over a wide incident angle at a fixed frequency [22] - [27] . It solves the surface integral equation by much less complexity. Moreover, the impact of the basis functions is discussed for CS-based MOM in [23] and Cao et al. [24] extended the CS-based MOM technique for solving 3D EM scattering problems which showed the ability of recovering induced current with high accuracy and efficiency. Hou et al. [27] compared the performance of CS-based MOM with different recovery algorithms. MLFMA is also applied with CS for ISAR imaging in [28] . The results showed the CS based MLFMA could be utilized for ISAR imaging validly with lower complexity. Qi et al. [29] proposed CS with physical optics (PO), a frequency method of CEM, for EM scattering and ISAR imaging of the targets under complex EM environment.
In this paper, we propose a CS-based DDM (CS-DDM) method for implementation of fast scattering centers extraction to get the received echo data aiming at ISAR imaging for multiscale large size targets with higher accuracy but much reduced complexity. Firstly, we apply the concept of CS theory in DDM to compress the number of excitation waves to calculate the impendence matrix equation, and then the induced currents are recovered by the orthogonal matching pursuit (OMP) algorithm [30] with less sampled data. Then the received radar echo data by the recovered data from the proposed CS-DDM is utilized for ISAR imaging. The contribution of our paper is that we not only demonstrate the validity of CS technique with the popular DDM in CEM area but also the complexity reduction while maintaining the accuracy of data recovery. The results of ISAR imaging have shown the feasibility and efficiency of imaging with the CS-based DDM method. It will also contribute to lowering the hard requirements for data transmission, processing and storage in the applications of CEM-ISAR imaging areas.
The remaining part of the paper is organized as follows: Section II details the related works, and then derives of the proposed the CS-DDM method. Section III introduces the data model of the proposed method for ISAR imaging. Numerical examples are given out in Section IV and computational complexity is analyzed in Section V. Finally, conclusion and future research are discussed in Section VI.
II. CS-DDM A. DDM
The basic concept of DDM is to divide the computational domain into smaller subdomains and then they are solved individually and the interactions between the sub-domains are communicated through a proper transmission condition (TC) [15] . At first, let us assume a perfect electrical conductor (PEC) in free space to illustrate the construction of Surface IE-DDM (SIE-DDM). The object occupies a smooth domain which is decomposed into Q non-overlapping subdomains
And we define the boundary of i as ∂ i and ij = ∂ i ∩ ∂ j andn i denotes the outward unit normal of i . Then, the tangential trace and twisted tangential trace operators on the surface boundary ∂ i are introduced as
The PEC object is illuminated by the time harmonic electric and magnetic fields E i , H i . The time convention is assumed to be e jwt and the scatter field in the free space is defined as E s , H s . Their relationship satisfies the following boundary value problem (BVP) as shown in (4-8)
where k 0 is the wavenumber and j ji denotes the (scaled) electric current on the interface ij . (5) and (6) are established by the PEC boundary conditions. And the continuities of tangential fields on the interface are enforced by the Robin TC through (7) . The last equation is the well-known Silvermuller radiation condition. Next, for the decomposed subdomains, the SIE-DDM formulation can be constructed by the combined field integral operator (CFIO):
where the operator C in the above equation is defined as a linear combination of electric field integral equation (EFIE) L and magnetic field integral equation (MFIE) K, called combined field integral equation (CFIE).
Here L and K can be further written as
For the sake of lucidity, we consider the case the number of decomposed subdomains Q = 2, then the discrete system can be cast as a matrix equation
Where
Where, Z i is the impedance matrix of CFIE for subdomain i , Z matrix denotes mutual impedance matrix. b stands for the coefficients of the basis functions. v stands for the plane wave excitation. It should be noted that D ij is a sparse mortar matrix related to the Robin transmission condition.
B. CS
As introduced, CS can be employed to throw redundant information to recover the signal through inverse transform. The CS paradigm relies on three key factors: sparsity, which stands for the useful information of the signal, incoherence, which implies the sensing waveforms can represent the useful information of the signal, and recovery algorithm, which uses computational ability to reconstruct the signal from the much fewer samples [17] . Sparsity means the signal should be sparse or has sparse representation on some proper basis, then the signal can be represented by lower dimensional projection on the transformed domain with incoherent measurement matrix, which can greatly reduce the difficulty of signal acquisition.
Assuming that an N -dimensional signal x ∈ s N is an N × 1 column vector whose sparsity is L, which means that there are L largest nonzero coefficients notes as a i . The transform matrix is = ϕ 1 , ϕ 2 , . . . ϕ N , and ϕ i is the basis column vector corresponding to the a i coefficient. () T denotes the transpose operation. Then x can be shown as:
For signal acquisition of CS, the measurement matrix G M * N must be designed as incoherent with the transform basis matrix. Therefore, the measured value can be reduced into low dimensions L ∼ M , M should be set as
Then, the signal can be expressed as:
As mentioned above, G M ×N is the recovery matrix which should be incoherent with the basis matrix which means that it should satisfy the restricted isometry property (RIP) [27] . There is constant 0 < δ < 1, for all L -sparse signal x ∈ s N , the condition in (20) is true:
where . l p being the l P -norm. Y is the measured values of x in lower dimensional domain. In order to recover x with high probability while M is much fewer than N , we need to solve a convex problem as the l 1 norm minimization in (21) .
The signal can be estimated aŝ
The signal processes are compared between the traditional way and the CS-based ways are shown in Fig.1 . 
C. CS-DDM
We propose to utilize CS technique with SIE-DDM for the monostatic EM scattering problem over a wide angle. While the frequency is fixed, the target is illuminated by multiple incident angles, the integral matrix equation can be expressed in (23) .
In matrix form, (23) can be rewritten as:
Where the f 0 is the fixed frequency, Z(f 0 ) is the impendence matrix and only related to the incident frequency. V is the excitation vector consisted of v j corresponding to the incident angle θ i at the fixed incident frequency f 0 . The current coefficients x j to be solved consist of the vector X. According to CS theory, we reconstruct the incident waves as a new incident source adding from different angles.
In which g i is the coefficient of each incident wave. As mentioned above, Z is only related to the incident angle at the fixed frequency, so the induced current can be viewed as the sum of the induced current invoked by each incident wave from each angle separately.
Therefore, CS technique can be employed to reduce the incidence from the original N times to M times through the measurement matrix G based on some proper basis matrix.
The recovered signal can be attained by
Through (28), we can see CS theory combines the compressing and measuring processes together, and then recon-
N ) measurements by the measurement matrix which is usually set as Gauss random matrix and satisfies the RIP condition. Although the new constructed incident waves much fewer than the original ones can reduce the computational complexity, the usually used full-rank measurement matrix will induce the computation in recovery process increased greatly. He et al. built a measurement matrix in [28] shown as in Equation (29), which only has the non-zero elements on the diagonal lines of each submatrix in G M ×N (29) , as shown at the bottom of the next page. It not only satisfies RIP condition but also avoid the recycling computation for each incidence, so that the times for multiplication can reduce from N into M times. As a result, the recovery of reconstruction is accelerated greatly with the simplified estimation signal.
III. IMAGING WITH CS-DDM
As followed, we try to apply the received echo data obtained by the proposed CS-DDM method to ISAR imaging. In ISAR imaging, the distance between the target and the radar is very far, so it can be classified as the far field problem. Therefore, the front of propagation wave is approximated as a plane wave, and there is an obvious relationship between the phase of the echo signal and its position of the target. The motion relationship can be divided into rotational and translational motions. Many studies gave out the compensation methods for translational motion to avoid image deformation, then the ISAR imaging can be considered as turntable imaging only with rotational motion.
A. ISAR SIGNAL MODEL
Assuming that the radar target after motion compensation rotates within 2-D plane on the turntable [2] , as shown in Fig.2 . The angel θ (t) of the rotation at the observed duration is very small. The distance from the center of rotation to the radar is R 0 , the distance from the observed point P(x, y) to the radar is R θ (t) , and O is the geometrical center. At the time t = 0, the observed point P (x, y) can be expressed as In the far field problem, the radar is very far from the target size, R θ (t) can be approximated in (25) .
When the transmitted signal is e j2πft , the distribution of the target is g(x, y), the received data is given by where f is the frequency and c is the light velocity. Applying FFT transform to Equation (33), we can get the received signal in the frequency domain.
c (R 0 +y cos θ −x sin θ ) dxdy (34)
B. ISAR IMAING WITH CS-DDM
Usually, the radar targets are in the EM environment. so that the target can be viewed as scattering centers and their interactions with different coefficients. The echo signal from this kind radar target can be consisted of the total of the scattered signals with different coefficients from each scattering center. Therefore, when the signal bandwidth is narrow, there are P scattering centers at the frequency f and with the backscattering coefficient σ p for the p th scattering center at the angle θ .
When the frequency of a group of impulses is f i (i = 0, 1, . . . , I − 1) and the incident angles θ n step from 1 to N , the X (θ, f ) can described as in matrix
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Inversely, the distribution function of the scattering center g(x, y) is retrieved by IFFT for ISAR imaging as in (37).
c (R 0 +y cos θ−x sin θ) dxdy (37)
Based on the CS-DDM method, the received data have been sampled and compressed firstly. The result from Equation (23) are applied to simulate the radar-cross section (RCS) values that could be used for ISAR imaging for (37). The of signal process of the proposed method for ISAR imaging is outlined in Fig.3 . 
IV. NUMERICAL EXAMPLES
We use some general models to validate the accuracy and efficiency of the proposed CS-DDM method. In our experiments, all numerical examples are simulated in Windows environment, the CPU is Inter Core I5-3320, the time frequency is 2.60GHz, and the total internal memory is 16GB. For CS technique, DCT is set as the basis matrix , the recovery algorithm is OMP algorithm and the measurement matrix is chosen as in Equation (30) . The recovery error is defined as the relative root-mean-square error (RSME) in (38).
A. PEC CUBE Let us consider a PEC cube with the side length of 3.0m in Fig.4 at the frequency of 0.3GHz. The incident angle steps from 0 • to 180
• at an interval of 1 • , and CFIE is chosen with the scaling factor 0.5. The sparsity of the currents and RCS data are shown in Fig.5 and Fig.6 , respectively. In Fig.5, (a) and (b) give out the projection of the real and image parts of the current corresponding to the i th Rao-Wilton-Glisson (RWG) basis function separately.
The RCS data by the DDM and CS-DDM methods is given out in Fig.7 and Fig.8 with the number of measurement M = 50 and 90. Respectively. Obviously, it validates the signal can be recovered by the CS-DDM method accurately and efficiently.
B. PLANE MODEL
A plane model shown in Fig.9 is simulated by the CS-DDM method for ISAR imaging. The width of the frequency is from 9.2G-11.09GHz. The length of the plane body is 0.825m, the main wing is 0.6m and the side wing is 0.3m. The number of the frequencies is 64 with the step 0.3GHz. The 64 incident angles steps from 8 • to −8
• of the plane head at an interval of 0.25
• , and CFIE is chosen with the scaling factor 0.5. We use the RCS data obtained by DDM and CS-DDM from scattering centers extraction for ISAR imaging and the results are shown in Fig 10 and Fig.11 with M = 24, 32, 38, 44 in (a), (b), (c), (d), respectively. Obviously, the proposed CS-DDM makes ISAR imaging accurately while using less measurement number.
V. COMPLEXITY ANALYSIS
As mentioned above, CS-based technique can reduce the computational complexity significantly because it samples much fewer data to recovery the original signal. In the case of the CS-DDM method, it only attempts to solve an underdetermined matrix equation with fewer excitation wave instead of constructing and solving a full-rank matrix equation as the conventional DDM does. The traditional DDM requires an operation of O (pN 2 logN ) , where p is the number of the iteration for matrix computation. As for the CS-DDM with OMP recovery algorithm, its complexity mainly comes from two parts: the first part is to compute the M measurement values need O(pMN logN ) operations and the second part is to reconstruct the signal with the complexity of O(nLMN ). Therefore, we can get the improved efficiency of the CS-DDM compared with the conventional DDM as follows
Generally, M N and L p, so the reduced complexity of the CS-DDM method is obvious as follows:
VI. CONCLUSION
In our work, the CS-DDM method is proposed for fast scatter ISAR imaging, and then we use OMP algorithm to recovery the induced currents for ISAR imaging. Numerical simulations illuminate the accuracy of the proposed CS-DDM and its validity for ISAR imaging. Complexity analysis shows significant improvement of computational efficiency more that 50% according to the number of measurement and the number of the incident angles, which benefits for data transmission, procession and storage in the application of CEM and Imaging greatly. However, because of the special characteristics of EM, more and more researches should be conducted. One a hand, the proper basis matrix should be found to improve the sparsity of the signal. On the other hand, the recovery algorithm limited by the complex RIP should also be explored such as Bayesian CS (BCS) strategies in [31] and [32] to develop the computational efficiency so that CS can contribute to much more applications in CEM areas, such as inverse scattering, array diagnosis, direction of arrival, EM imaging and so on. He has authored or co-authored over 300 technical papers. His current research interests include integral equation methods in computational electromagnetics, electromagnetic scattering, and radiation. He is a member of the Applied Computational Electromagnetics Society. 
