Current English-Korean machine translation system cannot provide practical translation quality mainly due to the difficulties in long sentence parsing. Long sentences generally include commas, resulting in lots of different possible sentence structures. It is very difficult to accurately parse the long sentences that have commas. The roles of the commas in constructing sentences have to be identified and then the syntactic analysis should be performed according to the roles of the commas for accurate parsing of the long sentences. This paper presents the analysis results of the comma usages and the comma processing methods for each comma usage. And it also proposes the comma usage classification method using machine learning technique. In experiment, some improved translation results, by identifying comma usage and processing the commas, are also presented.
INTRODUCTION
Current English-Korean machine translation system generates relatively correct generation for short sentences. But it is not useful to use the system for the sentences over 20 words, which generally appear, because the system generates unnatural translations which are difficult to understand the meanings. In order to achieve the practical performance, which means the English-Korean machine translation system can be used in daily life, the system should be able to correctly parse the long sentences, which helps the system generate natural and understandable translation results.
The recent advances of neural machine translation (NMT) provide understandable translation in English to Korean translation. But NMT system is not appropriate for specific organizations to use for their own purposes. It is difficult for them to refine and improve the NMT system for their special usages. The rule-based MT system in this paper may contribute to the organizations that need their own MT system. Therefore, the rule-based MT system needs to achieve the performance comparable to NMT system. The solution to the problem in this paper will help improve the translation quality of the rule-based MT system.
Long English sentences generally include commas. Long sentence parsing is very difficult problem in statistical machine translation as well as in rule-based machine translation (Cettolo and Federico, 2006) . In (Badr et al., 2008 , Kim, 2013 , intra-sentence segmentation method is applied to achieve faster and more correct translation. But the long sentences frequently appear with commas, so the analysis the comma usage and the processing with the identified comma useage is essential for correct parsing and translation. In (Jin et al., 2006) , they present the segmentation method of Chinese sentences, in which they use the results of the comma classification.
We should identify the role of the comma before parsing in order to generate accurate syntactic structures and translation for the long sentences with commas. We consider the role of the commas as separation and list. The commas for separation split the sentence into sub-sentences such as preposition phrases, subordinate clauses, modifier phrases, and so on. The comma for list enumerates words and phrases for connecting them with coordinates conjunctions. This paper proposes the comma usage classification methods using support vector machine. Also we present the comma usages and the method with which we should process the commas before parsing.
In section 2, we show the comma usages in constructing sentences. The comma role classification method is explained in section 3. Section 4 describes the comma processing methods and the experimental results are shown in section 5. Section 6 concludes the paper with presenting further works.
COMMA USAGES
Commas are frequently used in constructing long sentences, and they help the reader understand the meaning of the sentence. In (Darling) , they explain how to use commas in writing sentences in view of linguistics. In (Bayraktar et al., 1998 , Srikumar et al., 2008 , Arivazhagan et al., 2016 , they show various comma usages and emphasize the importance of identifying the roles of the commas for accurately understanding the meaning of the sentences. In Table  1 , we show the roles of the commas by analysing the comma usages in the sentences.
In row 6, "parenthetical elements", can be removed without changing the meaning of the sentence and be considered as "added information," and "interrupter" means inserted words, phrases, or clauses that block the logical flow of the sentence.
In view of English-Korean machine translation, we can classify the comma usage in Table 1 as follows: Usage 1, 2, and 7 are related to commas connecting sentence elements and usage 3, 4, 5, 6 and 8 are for the commas that plays the role of separating the sentence elements. The comma for the usage 9 is regarded as doing the role of building special patterns. Therefore, we can consider the problem of comma role identification as the two-class classification problem: connection vs. separation. 
Separation of parenthetical elements
(1) appositive -Robert Frost, perhaps America's most beloved poet, died when he was 88.
(2) interjection -There are, of course, many points of view that we must consider before voting.
(3) interrupter -The new bacteria recipients of the genes began producing pertussis toxin which, because of the mutant virulence gene, was no longer toxic.
7
Connection of adjectives modifying same noun It was a long, noisy, and nauseating flight. 8 Separation of quoted sentences "We can't see into the future," said the President, "but we have to prepare for it nonetheless." 9 Geographical names, Date
The wedding date was set for August 5, 2000. The conference was originally set for Geneva, Switzerland.
COMMA ROLE CLASSIFICATION METHOD
This section explains the comma role classification method. The target roles of commas are separation (usage 3, 4, 5, 6, 8) and connection (usage 1, 2, 7) as described in section 2. The detailed role classification requires more elaborate features, so we leave the problem as a future work. We choose simple and fast machine learning method, Support Vector Machine, for classifying commas into separation role commas and connection role commas. The problem is twoclass classification, the number of features is 12, and we have small size training data. SVM shows good performance under these circumstances, so we adopt SVM as classification algorithm. We choose 12 features for classifying comma roles as shown in Table 2 . The features are the number of words, part-of-speech (POS), the number of commas, the ordinal number of the comma in the sentence, word forms such as past/present participle, and the existence of coordinate conjunctions. For example, a sentence, "My frequent uses of the Internet is sending e-mail, surfing the Web, and using chat room", has two commas. [My frequent uses of the Internet is sending e-mail] is the left side of the first comma, [surfing the Web] is the right side. Also [surfing the Web] is the left side of the second comma, and [and using chat room] is the right side. As a result, the features for the first comma are as follows: l_length=9, r_length=3, l_first_POS=ADJ, l_last_POS=NOUN, r_first_POS=VERB, c_count=2, c_ord=1, c_count_ord=21, r_first_coordConj=0, r_first_pastp=0, r_first_three_presp=1, r_coordConj_exist=0. They are represented as integer values as follows: 9, 3, 1, 3, 4, 2, 1, 21, 0, 0, 1, 0. In the same manner, features for the second comma as follows: 3, 4, 4, 3, 8, 2, 2, 22, 1, 0, 1, 1. These are the input for SVM training and test. Figure 1 shows the translation process of the English-Korean machine translation system in this paper. The system uses sentence segmentation method for efficient analysis. An input sentence is segmented at the comma positions in the 1 st segmentation. Among the resulting segments, long segments (currently longer than 15 words) are again split in the 2 nd segmentation step. In parsing step, each segment is parsed and the resulting structures are combine in parse tree combination step to generate the final sentence structure. In order to generate accurate translation, 1 st segmentation and parse tree combination steps are performed differently according to the identified role of the commas. This section describes the comma processing methods according to the roles of the commas. The comma role classification step, explained in section 3, lies between lexical analysis and 1 st segmentation as shown in Figure 1 .
COMMA PROCESSING METHOD
In Table 1 , we classify comma uses into 3 types: connection, separation, and special pattern. Table 3 , 4 and 5 present the comma processing methods for each type respectively. Commas with connection role (usage 1, 7) can be rewritten to "and". As a result, the elements separated by commas are analysed together instead of being treated independently. The elements now are not segmented in 1 st segmentation step. For the usage 2, the input sentence is split into two translation units. The translation process (from 1 st segmentation to parse tree combination steps) performs on each translation unit. In this case two translation process generate two translations for each translation unit. The resulting translations are simply merged into the final translation.
Sentences with commas with separation role (usage 3, 4, 5, 6) can be analysed step-by-step as shown in Figure 1 . In case of interrupter in usage 6, the interrupter should be relocated by rewriting. This paper classifies the roles of comma into connection and separation, thus the sub-case identification after the role classification is not addressed in this paper. For the usage 8 separating quoted sentences, the input sentence is split into independent translation units by commas and translation process performs on each translation unit.
Special patterns (date, geographical names, …) including commas (usage 9) are recognized as one unit in the pre-processing step (Kim, 2011) . Figure 1 .
(usage8) ① We can't see into the future.
② said the President.
③ but we have to prepare for it nonetheless. 
EXPERIMENTS
In this section, we present the statistics of the commas in the sentences extracted from "Daily Joongang English News." And, we show the comma role classification performance using the SVM method. Table 6 shows the statistics for commas shown in sentences of the news articles. We collect statistics from 1,686 sentences in economy part, 1,751 sentences in science/technology part, and 1,871 sentences in industry part. The number of words in total is 111,304. Among 5,308 (total # of sentences), 3,422 sentences (about 65%, total # of sentences including commas) include commas. About 92% sentences among them (sentences including commas) include up to 3 commas. Therefore, we collect training data from those sentences for classifying comma roles. Among 5,308 sentences, 5,048 sentences (about 95%) have 0 ~ 3 commas, so translation accuracy for practical sentences (generally frequently appears) can be improved apparently through identifying comma roles in those sentences. In Table 6 , 'E', 'I', and 'S-T' mean economy, industry, and science-technology domain, respectively. '5+' means 5 or more commas. And 'Dist 1 ' and 'Dist 2 ' are calculated as follows: Table 7 shows the comma usage distribution in 313 sentences from Table 6 . The separation usage (3, 4, 5, 6, and 8) takes about 85%. This can be the baseline accuracy of the SVM classification below.
We construct training and test data for SVM for classifying comma roles from the sentences in "Daily Joongang English News." The target sentences include 1, 2 or 3 commas. The training data consists of 900 sentences in which 477 sentences include 1 Table 6 . Also we have 90 test sentences (48, 31, and 11 sentences including 1, 2 and 3 commas, respectively). We assume there is no ill-used commas in the training and test data. So commas in the data fall in one of the categories (separation and connection) Table 8 shows the SVM classification accuracies using several kernels function such as linear, polynomial, RBF, and sigmoid. Table 8 shows that simple linear kernel function suffices for the comma role classification problem with very fast training time and relatively good test accuracy.
Some translation results, with the help of the proposed comma processing method, are given with the old results in Table 9 . In the comparisons of translation results, phrases with italicized and underlined are the improved part with the help of the comma role classification and the corresponding comma processing methods. In the first sentence in Table 9 , meaningless target word "그런데" is removed to be more natural translation. In the second sentence, the translation of the phrase "because of the mutant virulence" is placed on the head of the translation, which is better in understanding the meaning. Also, the translation of the clause "when he was 88" locates on the proper position in translation. 
CONCLUSIONS
We say that the proper comma processing is required for improving translation quality in rule-based English-Korean machine translation. For the purpose, we analysis the comma usages and the roles of the commas, and then propose the classification method for comma roles and the comma processing methods according to the identified comma roles. We show 9 types of comma usages and classify the roles into connection, separation and forming special patterns. The SVM classification method shows better accuracy than the baseline accuracy predicting all commas as a separation role.
We need to develop the analysis algorithm according to the identified comma roles as explained in Table 3 , 4 and 5. The sophisticated classification method for identifying the exact comma usage rather than connection and separation will be the future work. The study will contribute to accurate analysis of long sentences including commas, thus translation quality for rule-based English-Korean machine translation can reach the practical usage.
