The gradient flow of the Möbius energy near local minimizers by Blatt, Simon
Calc. Var. (2012) 43:403–439
DOI 10.1007/s00526-011-0416-9 Calculus of Variations
The gradient flow of the Möbius energy near
local minimizers
Simon Blatt
Received: 15 April 2010 / Accepted: 15 March 2011 / Published online: 2 April 2011
© Springer-Verlag 2011
Abstract In this article we show that for initial data close to local minimizers of the Möbius
energy the gradient flow exists for all time and converges smoothly to a local minimizer after
suitable reparametrizations. To prove this, we show that the heat flow of the Möbius energy
possesses a quasilinear structure which allows us to derive new short-time existence results for
this evolution equation and a Łojasiewicz-Simon gradient inequality for the Möbius energy.
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1 Introduction
The search for nice representatives of a given knot class led to the invention of a variety of
new energies which are subsumed under the term knot energies. These new energies were
needed basically due to the fact that other well known candidates like the elastic energy
cannot be minimized within a given knot class [14] or at least their gradient flow can leave
the given knot class (which can be seen for the elastic energy along the lines in [3]).
This article deals with the gradient flow of the Möbius energy proposed by Jun O’Hara
in [12]. For curves γ : R/Z → Rn this energy is defined as
E(γ ) :=
∫∫
(R/Z)2
(
1
|γ (u) − γ (v)|2 −
1
dγ (u, v)2
)
|γ ′(u)| |γ ′(v)|dudv,
where dγ (u, v) denotes the distance of the points γ (u) and γ (v) along the curve γ. E is
called Möbius energy due to the fact that it is invariant under Möbius transformations.
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Freedman et al. showed in [6] that the differential of the Möbius energy can be repre-
sented as
E ′(γ )h =
∫
R/Z
〈Hγ (u), h(u)〉 · |γ ′(u)|du
for all imbedded regular curves γ ∈ H3(R/Z, Rn) and h ∈ H3(R/Z, Rn), where
Hγ (u)=2 lim
ε↘0
∫
R/Z
|v − u| ≥ ε
(
2
P⊥
γ ′(u)(γ (v)−γ (u))
|γ (v)−γ (u)|2 −
1
|γ ′(u)|
d
du
(
γ ′(u)
|γ ′(u)|
)) |γ ′(v)|dv
|γ (v)−γ (u)|2
and P⊥
γ ′(u)(w) := w −
〈
w,
γ ′(u)
|γ ′(u)|
〉
γ ′(u)
|γ ′(u)| for all w ∈ Rn (for a rigorous argument for the fact
that this is the L2- gradient of E see [13, Chapter 1])
In this paper we will investigate time dependent families of curves γ (t) which move in
the direction of −Hγ (t), i.e. for which
∂tγ = −Hγ, (1.1)
or whose normal velocity is given −Hγ , i.e. for which
∂⊥t γ = −Hγ. (1.2)
where ∂⊥t γ = P⊥γ ′∂tγ .
The key to the results in this article is the observation that the evolution Eq. 1.1 can be
written in a quasilinear form. To formulate this result let Cαi,r for α ≥ 1 denote the set of all
embedded and regular curves in Cα and
Qγ (u) := lim
ε↘0
∫
Iε
(
2
γ (u + w) − γ (u) − wγ ′(u)
|w|2 − γ
′′(u)
)
dw
|w|2 ,
for Iε := [−1/2, 1/2]\[−ε, ε]. The functional Q is well-defined for f ∈ C3+α(R/Z) for
α > 0. Note that Cαi,r is an open subset of Cα,∀ ∝ ≥1.
Theorem 1.1 (Quasilinear structure) There is a mapping
F ∈
⋂
α>β>0
Cω(C2+αi,r (R/Z, R
n), Cβ(R/Z, Rn))
such that
Hγ = 2|γ ′|3 P
⊥
γ ′ Qγ + Fγ
For all γ ∈ H3(R/Z, Rn).1
Here, Cω stands for real analytic mappings.
In [9], He calculated the linearization of H around curves parametrized by arc-length
and found that
∇h H(γ ) = 2π3 (−	)
3/2h + L˜γ (h)
1 In fact, one can even exchange Q by 13π (−	)3/2 using [9, Lemma 2.3] and regularity results for pseudo-
differential operators. We do not prove this here, since we do not need it, but this relation is the motivation for
many manipulations we make.
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where L˜ is a differential operator of order ≤2 and 	 = ∂2
∂x2
. Unfortunately, in He’s cal-
culations the symbol of the operator L˜ depends on the third derivatives of γ and thus he
could show short time existence only for smooth initial data using the Nash-Moser implicit
function theorem.
The structure in Theorem 1.1 enables us to show the following short time existence
result which contains smoothing effects for C2+α initial data. To state it, let hk+α(R/Z) for
k ∈ N, α ∈ (0, 1) denote the little Hölder spaces, i.e. the closure of C∞(R/Z) under ‖·‖Ck+α ,
and let hk+αi,r (R/Z, Rn) denote the set of all injective and regular curves in hk+α(R/Z, Rn).
Given a curve γ ∈ C1i,r (R/Z, Rn), let hk+α(R/Z, Rn)⊥γ denote the space of all vector fields
in hk+α(R/Z, Rn) that are normal to γ .
Theorem 1.2 (Short time existence) For every α > 0, α /∈ N there is a strictly positive,
upper continuous function r : h2+α(R/Z, Rn) → (0,∞) with the following property:
Let γ0 ∈ C∞i,r (R/Z, Rn). Then for every
N0 ∈ Vr (γ0) :=
{
f ∈ (h2+α (R/Z, Rn))⊥γ0 : ‖ f ‖C1 ≤ r (γ0)
}
there is a constant T = T (N0) > 0 and a neighborhood of U ⊂ Vr (γ0) of N0 such
that for every N˜0 ∈ U there is a unique solution NN˜0 ∈ C([0, T ), h2+α(R/Z)⊥γ0) ∩
C1((0, T ), C∞(R/Z)⊥γ0) of{
∂⊥t (γ0 + N ) = −H(γ0 + N ) t ∈ [0, T ],
N (0) = N˜0. (1.3)
Furthermore, the flow (N˜0, t) → NN˜0(t) is in C1((U × (0, T )), C∞(R/Z)).
As for every γ ∈ h2+αi,r (R/Z, Rn) there is a γ0 ∈ C∞i,r (R/Z, Rn), N ∈ Vr (γ0) and a diffe-
omorphism ψ ∈ C2+α(R/Z, R/Z) such that γ ◦ψ = γ0 + N , (cf. Lemma 3.1), Theorem 1.2
gives us a solution to the gradient flow for every initial data in h2+αi,r (R/Z, Rn) (cf. Corol-
lary 3.2 for a precise statement). Due to the uniqueness mentioned in this result, it makes
even sense to speak of maximal solution of (1.1) in the sense that the time of existence is
maximal. Such a maximal solution is unique up to reparametrizations.
Using the analyticity of the term F in Theorem 1.1, we will then derive the following
Łojasiewicz-Simon gradient estimate for the Möbius energy
Lemma 1.3 (Łojasiewicz-Simon gradient estimate) Let γM ∈ C∞i,r (R/Z, Rn) be a station-
ary point of the Möbius energy. Then there are constants θ ∈ [0, 1/2], σ, c > 0, such that
every γ ∈ H3i,r (R/Z, Rn) with ‖γ − γM‖H3 ≤ σ satisfies
|E(γ ) − E(γM )|1−θ ≤ c ·
⎛
⎜⎝
∫
R/Z
|(Hγ )(x)|2|γ ′(x)|dx
⎞
⎟⎠1/2.
Combining Theorem 1.2 with Lemma 1.3, we get the main result of this article - long time
existence for (1.1) near local minimizers
Theorem 1.4 (Long time existence) Let γM ∈ C∞(R/Z, Rn) be a local minimizer of the
Möbius energy in Ck(R/Z, Rn) for some k ∈ N0, i.e. let there be a neighborhood U of γM
in Ck(R/Z, Rn) such that
E(γ ) ≥ E(γM ), ∀γ ∈ U.
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Then for every β > 0 there is a neighborhood V of γM in C2+β(R/Z, Rn) such that for all
γ0 ∈ V the heat flow (1.1) with initial data γ0 exists for all times and converges after suitable
reparametrizations to a stationary point γ∞ satisfying
E(γ∞) = E(γM ).
In [6], Freedman, He, and Wang showed that there are in fact minimizers of the Möbius
energy in all prime knot classes. As He showed that all these minimizers are smooth (cf. [9]),
the above theorem tells us that the gradient flow converges to such a minimizer if we start
near to one.
Please note, that the precise value of constants in the proofs may change from line to line
and that the summation convention is used in this article.
2 Quasilinear structure
The proof of Theorem 1.1 basically relies on Taylor approximation and estimates for the mul-
tilinear Hilbert transform which can be found in the appendix (Lemma A.5). Furthermore,
it uses the relation of H to the operator H˜ we will introduce now.
Using Iε = [−1/2, 1/2]/[−ε, ε] we can write
Hγ (u)
=2 lim
ε↘0
∫
Iε
(
2
P⊥
γ ′(u)(γ (u + w)−γ (u))
|γ (u + w)−γ (u)|2 −
1
|γ ′(u)|
d
du
(
γ ′(u)
|γ ′(u)|
)) |γ ′(u + w)|dw
|γ (u + w)−γ (u)|2 .
Setting
(H˜γ )(u)
:= 2 lim
ε↘0
∫
Iε
(
2
γ (u + w) − γ (u) − wγ ′(u)
|γ (u + w) − γ (u)|2 −
γ ′′(u)
|γ ′(u)|2
) |γ ′(u + w)|dw
|γ (u + w) − γ (u)|2 ,
one easily sees that
H(γ ) = P⊥γ ′ H˜(γ ). (2.1)
The first step in the proof of Theorem 1.1 is to show that the difference between H˜γ and
2
|γ ′|3 Qγ —which is well-defined for γ ∈ C3+α(R/Z, Rn), α > 0—can be extended to an
analytic operator from C2+α to Cβ for all α > β.
Lemma 2.1 There is a map F˜ ∈ ⋂α>β>0 Cω(C2+αi,r (R/Z, Rn), Cβ(R/Z, Rn)) such that
H˜γ = 2|γ ′(u)|3 Qγ + F˜(γ ) ∀γ ∈ H
3
i,r (R/Z, R
n).
123
The gradient flow of the Möbius energy 407
Proof We have
1
2
H˜γ (u) − 1|γ ′(u)|3 Qγ (u)
ε↘0←−− 2
∫
Iε
(
1
|γ (u + w) − γ (u)|2 −
1
|γ ′(u)|2w2
)(
γ (u + w) − γ (u) − wγ ′(u))
× |γ
′(u + w)|
|γ (u + w) − γ (u)|2 dw +
∫
Iε
(
2
γ (u + w) − γ (u) − wγ ′(u)
|γ ′(u)|2w2 −
γ ′′(u)
|γ ′(u)|2
)
×
(
1
|γ (u + w) − γ (u)|2 −
1
|γ ′(u)|2w2
)
|γ ′(u + w)|dw
+
∫
Iε
(
2
γ (u + w) − γ (u) − wγ ′(u)
|γ ′(u)|2w2 −
γ ′′(u)
|γ ′(u)|2
) |γ ′(u + w)| − |γ ′(u)|
|γ ′(u)|2w2 dw.
Let us denote the first integral on the right hand side of the last equation by I1(γ ; ε), the
second integral by I2(γ ; ε), and last one by I3(γ ; ε).
We define
(αwγ )(u) :=
1∫
0
(1 − t)γ ′′(u + tw)dt,
(βwγ )(u) :=
1∫
0
(1 − t)(γ ′′(u + tw) − γ ′′(u))dt = (αwγ )(u) − γ ′′(u)
(δwγ )(u) :=
1∫
0
〈
γ ′′(u + tw, γ
′(u + tw)
|γ ′(u + tw)|
〉
dt
w(Xwγ )(u) := 1 − |γ (u + w) − γ (u)|
2
w2|γ ′(u)|2
(X˜wγ (u)) := |γ (u + w) − γ (u)|
2
w2|γ ′(u)|2
for regular injective curves γ ∈ C2+αi,r (R/Z, Rn) and w ∈ [−1/2, 1/2]. Taylor approximation
of γ yields
|γ (u + w) − γ (u)|2 =
∣∣∣∣∣∣wγ
′(u) + w2
1∫
0
(1 − t)γ ′′(u + tw)dt
∣∣∣∣∣∣
2
= w2γ ′(u)2 + 2w3γ ′(u)
1∫
0
(1 − t)γ ′′(u + tw)dt
+w4
⎛
⎝
1∫
0
(1 − t)γ ′′(u + tw)dt
⎞
⎠2
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=w2γ ′(u)2
(
1+ 2w|γ ′(u)|2 γ
′(u) · (αwγ )(u)+ w
2
|γ ′(u)|2 · (αwγ )(u)
2
)
.
= w2γ ′(u)2(1 − w(Xwγ )(u)). (2.2)
We will also need this in the version
(X˜wγ )(u) = 1 − w(Xwγ )(u)) = 1 + 2w|γ ′(u)|2 γ
′(u) · (αwγ )(u)
+ w
2
|γ ′(u)|2 · (αwγ )(u)
2. (2.3)
Using
(1 − x)−1 = 1 + x + x
2
1 − x ,
we get
1
|γ (u + w)−γ (u)|2 =
1
|γ ′(u)|2 w2 +
1
|γ ′(u)|2
(
(Xwγ )(u)
w
+ (Xwγ )(u)
2
1 − w(Xwγ )(u)
)
(2.4)
for all w > 0 as the injectivity of the curve γ implies
(X˜wγ )(u) := 1 − wX (γ ; u, w) = |γ (u + w) − γ (u)|
2
w2|γ ′(u)|2 > 0.
Together with
γ (u + w) − γ (u) − wγ ′(u) = w2
1∫
0
(1 − t)γ ′′(u + tw)dt =w2(αwγ )(u),
2
γ (u+w)−γ (u) − wγ ′(u)
w2
− γ ′′(u)=
1∫
0
(1 − t) (γ ′′(u + tw)−γ ′′(u))dt =(βwγ )(u),
and
∣∣γ ′(u + w)∣∣ − ∣∣γ ′(u)∣∣ = w
1∫
0
〈
γ ′(u + tw)
|γ ′(u + tw)| , γ
′′(u + tw)
〉
dt =: w(δwγ )(u),
we get
I1(γ ; ε) = 2|γ ′(u)|4
∫
Iε
(
(Xwγ )(u))
w
+ (Xwγ )(u)
2
1 − w(Xwγ )(u)
)
(αwγ )(u)
×
(
1 + w(Xwγ )(u) + w
2(Xwγ )(u)
1 − w(Xwγ )(u)
)
|γ ′(u + w)|dw,
I2(γ ; ε) = 2|γ ′(u)|4
∫
Iε
(βwγ )(u)
(
(Xwγ )(u)
w
+ (Xwγ )(u)
2
1 − w(Xwγ )(u)
)
|γ ′(u + w)|dw
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and
I3(γ ; ε) = 2|γ ′(u)|4
∫
Iε
(βwγ )(u)
w
(
1 + w(Xwγ )(u) + w
2(Xwγ )(u)2
1 − w(Xwγ )(u)
)
(δwγ )(u)dw.
After factoring out these expressions using Eq. 2.3 and |γ ′(u + w)| = wδwγ (u) + |γ ′(u)|,
Lemma 2.2 together with Lemma A.2 tell us that these integrals define analytic operators
from C2+α(R/Z, Rn) to Cβ(R/Z, Rn) for all α > β. unionsq
Lemma 2.2 Let l1, l2, l3, l4 ∈ N0 and M : (Rn)l2 → Rk be a l2-linear mapping. Then
(T γ )(u) := lim
ε↘0
∫
Iε
wl1−1 M((αwγ )(u), . . . , (αwγ )(u))((δwγ )(u))l3
(1 − w(Xwγ )(u))l4 dw
defines an analytic map in Cω(C2+αi,r (R/Z, Rn), Cβ(R/Z), Rk) for all α > β > 0.
Proof We will use the shorthand M(v) for M(v, . . . , v).
Step 1: The non-singular case l1 > 0
Let γ0 be fixed. For w ∈ [−1/2, 1/2] we define the function Tw : C2,αi,r (R/Z, Rn) →
Cα(R/Z, R) by
Twγ (u) := wl1−1 M(αwγ (u))(δwγ (u))
l3
(X˜wγ (u))l4
for all u ∈ R/Z.
Since the function αw is linear, we get a C < ∞ such that
‖Dαw(γ )‖L(C2+α,Cα) = ‖αw‖L(C2+α,Cα) ≤ C ∀w ∈ [−1/2, 1/2],
Dmα = 0 ∀m ≥ 2. (2.5)
We write δw as
δwγ (u) =
1∫
0
δ˜tw(u)dt
where δ˜w˜(u) :=
〈
γ ′′(u + w˜), γ ′(u+w˜)|γ ′(u+w˜)|
〉
. Using Lemma A.3, Lemma A.2, and writing δ˜0γ =
g(γ ′, γ ′′) where
g1 : Rn × Rn → R
g1(x, y) :=
〈
x,
y
|y|
〉
is analytic away from {0} × Rn , we get that δ0 is analytic on the set C2,αi,r (R/Z, Rn). Hence,
there is an open neighborhood U of γ0 and a constant C < ∞ such that
‖Dm δ˜tw(γ )‖L(Cα+2,Cα) = ‖Dm δ˜0(γ )‖L(Cα+2,Cα) ≤ Cmm! ∀γ ∈ U, t ∈ [0, 1].
Applying Lemma A.3, we get
‖Dmδw(γ )‖L(Cα+2,Cα) = ‖Dmδ0(γ )‖L(Cα+2,Cα) ≤ Cmm! ∀γ ∈ U. (2.6)
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To get an estimate for X˜w we first observe that
(X˜wγ )(u) =
(∫ 1
0 γ
′(u + tw)dt
)
2
|γ ′(u)|2 = g2((Xˆwγ )(u), γ
′(u))
where g2(x, y) := |x |2|y|2 and (Xˆwγ )(u) :=
∫ 1
0 γ
′(u + tw)dt . Since Xˆw is linear from Cα+1
to Cα and with operator norm bounded by 1, we get using Lemma A.2 again that there is a
neighborhood U ′ ⊂ U of γ0 and a constant C < ∞ such that
‖Dm Xw(γ )‖L(Cα+2,Cα) ≤ Cmm! (2.7)
for all γ ∈ U ′
Using that x → x−l4 is analytic on (0,∞) and that there is an open neighborhood U ′′ ⊂ U ′
such that 0 < infγ∈U ′′,u∈R/Z(X˜wγ )(u)) and supγ∈U ′′,u∈R/Z(Xwγ )(u)) < ∞, we see that
there is a constant C < ∞ such that
‖Dm((X˜w)−l4)(γ )‖L(Cα+2,Cα) ≤ Cmm! ∀γ ∈ U ′′. (2.8)
Combining Eqs. 2.5, 2.6, and 2.8 with Lemma A.2, we get
‖Dm Tw(γ )‖L(Cα+2,Cα) ≤ m3Cmm! ∀γ ∈ U ′′
and hence by Lemma A.3 T is analytic on U ′′ from C2+α to Cα.
Step 2: The singular case l1 = 0
Using the Taylor expansion
(1 − x)−l4 = 1 + l4x + l4(l4 + 1)x2
1∫
0
(1 − t)(1 − t x)−l4−2dt
for x = wXw(γ )(u), we get
Tw(γ )u = w−1 M(αwγ (u))(δwγ (u))l3
⎛
⎝1 + l4wXw(γ )(u) + l4(l4 + 1)w2 Xw(γ )(u)2
×
1∫
0
(1 − t)(1 − twXw(γ )(u))−l4−2dt
⎞
⎠
= (T 1wγ )(u) + (T 2wγ )(u) + (T 3wγ )(u),
where
T 1wγ (u) := w−1 M(αwγ (u))(δwγ (u))l3
T 2wγ (u) := l4 M(αwγ (u))(δwγ (u))l3 Xw(γ )(u)
T 3wγ (u) := l4(l4 + 1)wM(αwγ (u))(δwγ (u))l3 Xw(γ )(u)2
×
1∫
0
(1 − t)(1 − twXw(γ )(u))−l4−2dt.
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Plugging in the definition of αw and δw and interchanging the order of integration we get∫
Iε
T 1w =
∫
[0,1]l2
∫
[0,1]l3
1
w
(
2l2+1
i=1 (1 − ti ))
×
∫
Iε
M(γ ′′(u + t1w), . . . , γ ′′(u + tl2w))
×
(

l3
i=1
〈
γ ′′(u + siw), γ
′(u + siw)
|γ ′(u + siw)|
〉)
dwdsl3 dtl2
=
∫
[0,1]l2
∫
[0,1]l3
∫
Iε
(T˜γ,u)(w, t1, . . . tl2 , s1, sl3)dwdsl3 dt2l2+1
where
(T˜γ,u)(w, t1, . . . tl2 , s1, sl3)
:= 1
w
(
l2
i=1(1−ti ))
(
M(γ ′′(u + t1w), . . . , γ ′′(u+tl2w))l3i=1
×
〈
γ ′′(u+siw), γ
′(u+siw)
|γ ′(u+siw)|
〉
− M (γ ′′(u))〈γ ′′(u), γ ′(u)|γ ′(u)| 〉
l3
)
.
Form the Hölder regularity of γ we deduce that T˜γ,u is integrable and hence
lim
ε↘0
∫
Iε
T 1wγ (u)dw
=
∫
[0,1]l2
∫
[0,1]l3
⎛
⎜⎝lim
ε↘0
∫
Iε
(T˜γ,u)(w, t1, . . . tl2 , s1, sl3)dw
⎞
⎟⎠dsl3 dt2l2+1.
Applying Lemma A.6 for the inner integral and then Lemma A.3, we get (T 1γ )(u) =
limε↓0
∫
Iε T
1
w(γ )(u)dw is analytic from C2+α to Cβ for all α > β > 0.
Step 1 implies that the term (T 2γ )(u) := limε↘0
∫
Iε (Twγ )(u)dw is an analytic operator
from C2+α to Cα for all α > 0.
The term T 3w can be written using Eq. 2.3 as a sum of expressions of the form
cw
1∫
0
(1 − t) M(αwγ (u))δ
l˜3
w
(1 − twXw)l˜4
dt =: c
1∫
0
(1 − t)It,wdt
where l˜2 ∈ N. Since Xw is analytic and
inf
{
1 − tw(Xwγ )(u) : γ ∈ U ′′, w ∈ [−1/2, 1/2], u ∈ R/Z, t ∈ [0, 1]
}
> 0,
there is a constant C such that
‖Dm It,w‖L(C2+α,Cα ≤ Cmm! ∀t ∈ [0, 1], w ∈ R/Z.
Using Lemma A.3 twice, we get that T 3 is analytic from C2+αi,r to Cα . This finishes the proof
of the statement for Tw. unionsq
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Proof of Theorem 1.1 From Lemma 2.1 we get an F˜ ∈ ⋂α>β>0 Cw(C2+α, Cβ) such that
for all γ ∈ H3i,r (R/Z, Rn)
H˜(γ ) = 1|γ ′|3 Q(γ ) + F˜(γ ).
Hence,
H(γ ) = P⊥γ ′ (H˜(γ )) =
1
|γ ′|3 P
⊥
γ ′ Q(γ ) + F(γ ),
where
F(γ ) = P⊥γ ′ F˜(γ ) = F˜(γ ) −
〈
F˜(γ ),
γ ′
|γ ′|
〉
γ ′
|γ ′| .
From F˜ ∈ ⋂α>β>0 Cw(C2+α, Cβ) we hence deduce that F ∈ ⋂α>β>0 Cw(C2+α, Cβ). unionsq
3 Short time existence
In this section we derive short time existence results for the gradient flow of the Möbius
energy. For this we will work with families of curves that are normal graphs over a fixed
smooth curve. We show that for initial data γ0 that can be written as this fixed smooth ref-
erence curve plus a vector field that belongs to a certain open neighborhood around 0 in the
space of h2+α vector fields, there is a family γ1 of curves with normal velocity −H(γt ) and
converging to γ0 in h2,α as t ↘ 0.
To describe these neighborhoods, note that there is a strictly positive, lower semi-
continuous function r : C2i,r (R/Z, Rn) → (0,∞) such that
γ + {N ∈ C2+α(R/Z, Rn)⊥γ0 : ‖N‖C1 < r(γ )} ⊂ C2+αi,r (R/Z, Rn)
for all γ ∈ C2+αi,r (R/Z, Rn) and
r(γ ) ≤ 1/2 inf
x∈R/Z |γ
′(x)|. (3.1)
Here, Cα(R/Z, Rn)⊥γ denotes the space of all vector fields N ∈ Cα(R/Z, Rn) which are
normal to γ , i.e. for which 〈γ ′(u), N (u)〉 = 0 for all u ∈ R/Z. Letting
Vr (γ ) := {N ∈ h2+α(R/Z, Rn)⊥γ : ‖N‖C1 < r(γ )}
we have for all γ ∈ h2,αi,r (R/Z, Rn)
γ + Vr (γ ) ⊂ h2,αi,r (R/Z, Rn). (3.2)
Let N ∈ Vr (γ ). Equation 3.1 guarantues that P⊥(γ+N )′(u) is an isomorphism from the
normal space along γ at u to the normal space along γ + N . Otherwise there would be
a v = 0 in the normal space of γ at u such that
0 = P⊥(γ+N )′(u)(v) = v −
〈
v,
(γ + N )′(u)
|(γ + N )′(u)|
〉
(γ + N )′(u)
|(γ + N )′(u)|
which would contradict∣∣∣∣v −
〈
v,
(γ + N )′(u)
|(γ + N )′(u)|
〉
(γ + N )′(u)
|(γ + N )′(u)|
∣∣∣∣ ≥ |v| −
∣∣∣∣〈v, N
′(u)
|(γ + N )′(u)| |
∣∣∣∣ ≥ |v|/2 > 0.
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For γ ∈ C1((0, T ), C1i,r (R/Z, Rn)) we denote by
∂⊥t γ = P⊥γ ′ (∂tγ )
the normal velocity of the family of curves.
We prove the following strengthened version of the short time existence result mentioned
in the introduction
Theorem 1.2 (Short time existence for normal graphs) Let γ0 ∈ C∞(R/Z, Rn) be an embed-
ded regular curve and α > 0, α /∈ N. Then for every N0 ∈ Vr (γ0) there is a constant
T = T (N0) > 0 and a neighborhood of U ⊂ Vr of N0 such that for every N˜0 ∈ U there is
a unique solution NN˜0 ∈ C([0, T ), h2+α(R/Z)⊥γ0) ∩ C1((0, T ), C∞(R/Z)⊥γ0) of{(
∂⊥t (γ0 + N
)= −H(γ0 + N ) t ∈ [0, T ],
N (0) = N˜0. (3.3)
Furthermore, the flow (N˜0, t) → NN˜0(t) is in C1((U × (0, T )), C∞(R/Z)).
The proof of Theorem 1.2 consists of two steps. First we show that (3.3) can be trans-
formed into an abstract quasilinear system of parabolic type. The second step is to establish
short time existence results for the resulting equation.
The second step can be done using general results about analytic semigroups, regularity
of pseudo-differential operators with rough symbols [4], and the short time existence results
for quasilinear equations in [2] or [1]. Furthermore, we need continuous dependence of the
solution on the data and smoothing effects in order to derive the long time existence results
in Sect. 5.
For the convenience of the reader, we go a different way here and present a self-contained
proof of the short time existence that only relies on a characterization of the little Hölder
spaces as trace spaces. In Subsect. 3.1, we deduce a maximal regularity result for solutions of
linear equations of type ∂t u + a(t)Qu + b(t)u = f in little Hölder spaces using heat kernel
estimates. Following ideas from [2], we then prove short time existence and differentiable
dependence on the data for the quasilinear equation.
The following lemma (the proof of which we postpone till the end of the section), will
allow us to solve the gradient flow for all initial data in h2,αi,r (R/Z, Rn).
Lemma 3.1 Let r : h2,αi,r (R/Z, Rn) → (0,∞) be a lower semi-continuous function. Then for
every γ˜ ∈ h2+αi,r (R/Z, Rn) there is a γ ∈ C∞i,r (R/Z, Rn), N ∈ Vr (γ ) and a diffeomorphism
ψ ∈ C2+α(R/Z, R/Z) such that γ˜ ◦ ψ = γ + N
Combining Theorem 1.2 with Lemma 3.1 we immediately get
Corollary 3.2 (Short time existence) Let γ0 ∈ h2+αi,r (R/Z, Rn), α > 0, α /∈ N. Then there is
a constant T > 0 and a reparametrization φ ∈ C2+α(R/Z, R/Z) such that there is a solution
γ ∈ C([0, T ), h2+αi,r (R/Z, Rn)) ∩ C1((0, T ), C∞(R/Z, Rn)) of the initial value problem{
∂⊥t γ = −H(γ ) ∀t ∈ [0, T ],
γ (0) = γ0 ◦ φ.
This solution is unique in the sense that for each other solution
γ˜ ∈ C([0, T˜ ), h2+αi,r (R/Z, Rn)) ∩ C1((0, T˜ ), C∞(R/Z, Rn))
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and each time t ∈ (0, min(T, T˜ )] there is a smooth diffeomorphism φt ∈ C∞(R/Z, R/Z)
such that
γ (t, ·) = γ˜ (t, φt (·)).
3.1 The linear equation
In this subsection we derive a priori estimates and existence results for linear equations of
the type {
∂t u + aQu + bu = f in R/Z × (0, T )
u(0) = u0
where a(t) ∈ hα(R/Z, (0,∞)), b(t) ∈ L(hα(R/Z, Rn), Cα(R/Z, Rn)).
We will use the trace method of the theory of real interpolation theory (cf. [11, Sect. 1.2.2]).
For the precise statements, we need for θ ∈ (0, 1), α > 0, and T > 0 the space
X θ,αT :=
{
g ∈ C((0, T ), hα+3(R/Z, Rn)) ∩ C1((0, T ), hα(R/Z, Rn) :
sup
t∈(0,T )
t1−θ
(‖∂t g(t)‖Cα + ‖g(t)‖C3+α )< ∞
}
equipped with the norm
‖g‖Xθ,αT := supt∈(0,T ) t
1−θ (‖∂t g(t)‖Cα + ‖g(t)‖C3+α )
and the space
Y θ,αT :=
{
g ∈ C((0, T ), hα(R/Z, Rn)) : sup
t∈(0,T )
t1−θ‖g(t)‖Cα < ∞
}
equipped with the norm
‖g‖Y θ,αT := supt∈(0,T ) t
1−θ‖g(t)‖Cα .
Note that X θ,αT ⊂ Cθ ((0, T ), Cα(R/Z, Rn)). From the trace method in the theory of inter-
polation spaces (cf. [11, Sect. 1.2.2]), it is well known that for all u ∈ X θ,αT the pointwise
limit u(0) of u(t) for t → 0 satisfies u(0) ∈ hα+3θ (R/Z, Rn) and
‖u(0)‖Cα+3θ ≤ C‖u‖X Tθ,α (3.4)
if α + 3θ /∈ N .
The aim of this subsection is to prove that for
a ∈ C1([0, T ], hα(R/Z, Rn)), b ∈ C0((0, T ), L(hα(R/Z, Rn), hα(R/Z, Rn))
with supt∈[0,T ] t1−θ‖b(t)‖L(hα,hα) < ∞ the map
J : u → (u(0), ∂t u + aQu + bu)
is an isomorphism between X θ,αT and hα+3θ (R/Z, Rn) × Y θ,αT . That J is a bounded linear
operator follows from Eq. 3.4. That it is onto will be shown using a priori estimates together
with the method of continuity.
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To derive these estimates, we will freeze the coefficients and use a priori estimates for
∂t u + λ(−	)3/2u = f on R where λ > 0 is a constant. We will use the formula
(−	)3/2u = 3
π
lim
ε↘0
∫
w ∈ R
|w| > ε|
(
2
u(x + w) − u(x) − wu′(x)
|w|2 − u
′′(x)
)
dw
|w|2 (3.5)
observed by He in [8] for u ∈ H3(R, Rn). Using the Taylor expansion
u(x + w) = γ (x) + wu′(x) + 1
2
w2u′′′(x) + 1
2
1∫
0
(1 − t)2u′′′(x + tw)dt
and the Hilbert transform H, one can derive this formula for u ∈ C3,α(R) with compact
support spt u calculating
(−	)3/2u = H(u′′′)(x)
= 3
π
1∫
0
(1 − t)2
∫
w∈R
1
w
(
u′′′(x + tw) − u′′′(x))dwdt
= 3
π
∫
w∈R
1
w
1∫
0
(1 − t)2(u′′′(x + tw) − u′′′(x))dtdw
= 3
π
lim
ε↘0
∫
w ∈ R
|w| > ε
1
w
1∫
0
(1 − t)2u′′′(x + tw)dtdw
= 3
π
lim
ε↘0
∫
w ∈ R
|w| > ε
(
2
u(x + w) − u(x) − wu′(x)
|w|2 − u
′′(x)
)
dw
|w|2 .
Using the boundedness of the Hilbert transform, we furthermore deduce that the operator
(−	)3/2 is bounded from C3+α0 (R, Rn) to Cα(R, Rn).
Let us consider the heat kernel of the equation ∂t u + (−	)3/2u = 0 which is given by
Gt (x) := 12π
∫
R
e2π ikx e−t |2πk|3 dk. (3.6)
for all t > 0 and x ∈ R.
Note that since k → e−t |2πk|3 is a Schwartz function, its inverse Fourier transform Gt is
a Schwartz function as well. Furthermore, one easily sees using the Fourier transformation
that
∂t Gt + (−	)3/2Gt = 0 on R ∀t > 0. (3.7)
The most important property for us is the scaling
Gt (x) = t−1/3G1(t−1/3x), (3.8)
from which we deduce
∂kx Gt (x) = t−(1+k)/3(∂kx G1)(t−1/3x) (3.9)
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and hence
‖∂kx Gt‖L1(R) ≤ Ckt−k/3‖∂kx G1‖L1(R) ≤ Ckt−k/3. (3.10)
Combining these relations with standard interpolation techniques, we get the following
estimates for the heat kernel
Lemma 3.3 (heat kernel estimates) For all 0 ≤ α1 ≤ α2, and T > 0 there is a constant
C = C(α1, α2, T ) < ∞ such that
‖Gt ∗ f ‖Cα2 ≤ Ct−(α2−α1)/3‖ f ‖Cα1 ∀ f ∈ Cα1(R, Rn), t ∈ (0, T ].
Proof Let ki ∈ N0 and α˜i ∈ [0, 1) be such that αi = ki + α˜i for i = 1, 2.
For l > m and α ∈ (0, 1), we deduce from ∫
R
∂ l−mx Gt (y)dy = 0 and that G1 is a Schwartz
function
|∂ lx (Gt ∗ f )(x)| =
∣∣∣∣∣∣
∫
R
∂ l−mx Gt (y)(∂mx f (x − y) − ∂mx f (x))dy
∣∣∣∣∣∣
(3.9)≤
∫
R
t−(1+l−m)/3|(∂ l−mx G1)(y/t1/3)| · |(∂mx f (x − y) − ∂mx f (x))|dy
z=y/t1/3≤
∫
R
t−(l−m)/3|(∂ l−mx G1)(z)| · |∂mx f (x − t1/3z) − ∂mx f (x))|dz
≤ t−(l−(m+α))/3 hölα(∂mx f )
∫
R
|(∂ l−mx G1)(z)||z|αdz
≤ C(l, m, α)t−(l−(m+α))/3 hölα(∂mx f ).
For all l ≥ m, α ∈ (0, 1) we have
hölα(∂ lx (Gt ∗ f )) ≤ C(l − m)t l−m hölα(∂mx f )
as for all x1, x2 ∈ R
|∂ lx (Gt ∗ f )(x1)−∂ lx (Gt ∗ f )(x2)| =
∣∣∣∣∣∣
∫
R
∂ l−mx Gt (y)(∂mx f (x1−y)−∂mx f (x2 − y))dy
∣∣∣∣∣∣
≤ ‖∂ l−mx Gt‖L1 hölα(∂mx f )|x1 − x2|α
(3.10)≤ C(l − m)t−((l−m))/3 hölα(∂mx f )|x1 − x2|α.
In a similar way we obtain for all l ≥ m
‖∂ lx (Gt ∗ f )‖L∞ ≤ C(l − m)t−(l−m)/3‖∂mx f ‖L∞ .
Combining these three estimates, we get
‖Gt ∗ f ‖Ck2+α˜1 ≤ Ct−(k2−k1)/3‖ f ‖Ck1+α˜1 , (3.11)
‖Gt ∗ f ‖Ck2+1 ≤ Ct−((k2+1)−(k1+α˜1)/3‖ f ‖Ck1+α˜1 , (3.12)
and if k2 > k1
‖Gt ∗ f ‖Ck2 ≤ Ct−(k2−(k1+α˜1))/3‖ f ‖Ck1+α˜1 (3.13)
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Furthermore, we will use that for 0 ≤ α ≤ β ≤ γ ≤ 1, α = γ , and f ∈ Cα we have the
interpolation inequality
‖ f ‖Cβ ≤ 2‖ f ‖
β−α
γ−α
Cγ ‖ f ‖
γ−β
γ−α
Cα . (3.14)
which can in the case of α > 0 be obtained from
| f (x1) − f (x2)| ≤ | f (x1) − f (x2)|
β−α
γ−α | f (x1) − f (x2)|
γ−β
γ−α
≤ (hölγ ( f )|x1 − x2|γ )
β−α
γ−α (hölα( f )|x1 − x2|α)
γ−β
γ−α
and in the case that α = 0 from
| f (x1) − f (x2)| ≤ | f (x1) − f (x2)|
β
γ | f (x1) − f (x2)|
γ−β
γ
≤ (hölγ ( f )|x1 − x2|γ )
β
γ (2‖ f ‖L∞)
γ−β
γ .
For α˜2 ≥ α˜1 we get
‖Gt ∗ f ‖Ck2+α˜2 ≤ C
(
‖∂k2x (Gt ∗ f )‖C α˜2 + ‖Gt ∗ f ‖L∞
)
(3.14)≤ C(‖∂k2x (Gt ∗ f )‖
1−α˜2
1−α˜1
C α˜1 ‖∂k2+1x (Gt ∗ f )‖
α˜2−α˜1
1−α˜1
C0 + ‖ f ‖L∞)
(3.11)&(3.12)≤ C(t−(α2−α1)/3 + 1)‖ f ‖Cα1 .
For α˜1 > α˜2 and hence k1 < k2, we obtain
‖Gt ∗ f ‖Ck2+α˜2 ≤ C
(
‖∂k2x (Gt ∗ f )‖C α˜2 + ‖Gt ∗ f )|L∞
)
(3.14)≤ C(‖∂k2x (Gt ∗ f )‖
α˜2
α˜1
C α˜1 ‖∂
k2
x (Gt ∗ f )‖
α˜1−α˜2
α˜1
C0 + ‖Gt ∗ f ‖L∞)
(3.11)&(3.13)≤ C(t−(α2−α1)/3 + 1)‖ f ‖Cα1 .
unionsq
To derive a representation formula for the solution of ∂t u + (−	)3/2u = f , we need
Lemma 3.4 For all t we have ∫
R
Gt (x)dx = 1.
Furthermore, for all f ∈ hα(R, Rn), α /∈ N we have
Gt ∗ f t↓0−−→ f in hα(R, Rn).
Proof For g ∈ L2(R) let gˆ denote the Fourier transform of g.
For t > 0 and f ∈ L2(R) we obtain from Lebesgue’s theorem of dominated convergence
(Gt ∗ f )∧ = e−t |2π ·|3 fˆ t↓0−−→ fˆ in L2.
Hence, Plancherel’s formula shows
Gt ∗ f → f in L2.
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Setting f = χ[−1,1] and observing
lim
t↘0(Gt ∗ f )(x) = limt↘0
∫
[t−1/3(x−1),t1/3(x+1)]
G1dy =
∫
R
G1dy, ∀x ∈ (−1, 1),
we deduce that ∫
R
G1dy = 1.
To prove the second part, let f ∈ hα(R, Rn). From convergence results for smoothing
kernels we get for all f˜ ∈ C∞(R)
lim sup
t↓0
‖ f − Gt ∗ f ‖Cα ≤ lim sup
t↓0
‖( f − f˜ ) − Gt ∗ ( f − f˜ )‖Cα + ‖ f˜ − Gt ∗ f˜ ‖Cα
= lim sup
t↓0
‖( f − f˜ ) − Gt ∗ ( f − f˜ )‖Cα
Lemma 3.3≤ C‖( f − f˜ )‖Cα .
Since hα(R, Rn) is the closure of C∞(R, Rn) under ‖ · ‖Cα , this proves the statement. unionsq
Linking the heat kernel Gt to the evolution equation ∂t + λ(−	)3/2 = f for constant
λ > 0 we derive the following a priori estimates
Lemma 3.5 (Maximal regularity for constant coefficients) For all α > 0, θ ∈ (0, 1) with
α + 3θ /∈ N, and 0 < T < ∞, λ > 0 there is a constant C = C(α, θ, T, λ) such that the
following holds:
Let u ∈ C1((0, T ), hα(R/Z, Rn))∩C0((0, T ), h3+α(R/Z, Rn))∩C0([0, T ), hα+3θ (R/Z,
R
n)) such that u(t) has compact support for all t ∈ (0, T ). Then
sup
t∈(0,T ]
t1−θ
(‖∂t u‖Cα + ‖u‖C3+α )
≤ C
(
sup
t∈(0,T ]
t1−θ‖∂t u + λ(−	)3/2)u‖Cα + ‖u(0)‖hα+3θ
)
(3.15)
Proof Setting u˜(t, x) := u(t, λ1/3x) and observing that ∂t u˜(x, t) + (−	)3/2u˜(x, t) =
∂t u(t, λ1/3x) + λ(−	)3/2u(t, λ1/3x), one sees that it is enough to prove the lemma for
λ = 1
To this end, we first show that u can be written as
u(t, ·) =
t∫
0
Gt−s ∗ f (s, ·)ds + Gt ∗ u(0) (3.16)
where f = ∂t u + (−	)3/2u. For fixed t > 0 we decompose the integral in Eq. 3.16 into
Iε :=
t∫
t−ε
Gt−s ∗ f (s, ·)dxds
and
Jε :=
t−ε∫
0
Gt−s ∗ f (s, ·)dxds
123
The gradient flow of the Möbius energy 419
and see
‖Iε‖L∞ Lemma 3.3≤ Cε sup
s∈(t−ε,t)
‖ f (s, ·)‖L∞ ε↓0−−→ 0.
As our assumptions imply that u(t) ∈ H3(R, Rn), we get comparing the Fourier transform
of both sides
(
Gt−s ∗ ((−	)3/2u(s, ·))
)
(x) = (((−	)3/2Gt−s) ∗ u(s, ·))(x). (3.17)
We get using partial integration in time and Eq. 3.17
Jε =
t−ε∫
0
Gt−s ∗ ∂t u(s, ·)ds +
t−ε∫
0
Gt−s ∗ (−	)3/2u(s, ·)ds
= Gε ∗ u(t − ε, ·) − Gt ∗ u(0, ·) +
t−ε∫
0
(∂s(Gt−s) + (−	)3/2Gt−s) ∗ uds
(3.7)= Gε ∗ u(t − ε, ·) − Gt ∗ u(0, ·) Lemma 3.4−−−−−−−→ u(t, ·) − Gt ∗ u(0, ·).
in Cα as ε ↘ 0. This proves Eq. 3.16.
From Lemma 3.3 we get
‖Gt ∗ u0‖C3+α ≤ Ctθ−1‖u0‖Cα+3θ (3.18)
We decompose v(t) := ∫ t0 Gt−s ∗ f (s, ·)ds = v1(t) + v2(t) where
v1(t) = Gt/2 ∗ v(t/2) v2(t) =
t∫
s=t/2
Gt−s ∗ f (s, ·)ds.
Then the definition of ‖ · ‖Y α,θT and the estimates for the heat kernel in Lemma 3.3 lead to
‖v1(t)‖C3+α ≤ C(t/2)−1‖ f ‖Y α,θT
t/2∫
0
sθ−1ds ≤ C(t/2)θ−1‖ f ‖Y α,θT . (3.19)
For ξ > 0 and η ∈ (0, 1) we get
‖ξ1−η(Gξ ∗ v2(t))‖C6+α−3η =
∥∥∥∥∥∥∥
ξ1−η
t∫
t/2
(Gt−s+ξ ∗ f )ds
∥∥∥∥∥∥∥
C6+α−3η
Lemma 3.3≤ Cξ1−η
t∫
t/2
(t − s + ξ)−2+ηsθ−1ds‖ f ‖Y α,θT
≤ C(t/2)θ−1‖ f ‖Y α,θT
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and
‖ξ1−η d
dξ
(Gξ ∗ v2)‖C3+α−3η =
∥∥∥∥∥∥∥
ξ1−η
t∫
t/2
(∂t Gt−s+ξ ∗ f
∥∥∥∥∥∥∥
C3+α−3η
≤ Cξ1−η
t∫
t/2
(t − s + ξ)−2+ηsθ−1ds‖ f ‖Y α,θT
≤ C(t/2)θ−1‖ f ‖Y α,θT
as
ξ1−η
t∫
t
2
(t − s + ξ)−2+ηds = ξ
1−η
1 − η (ξ
η−1 − ( t
2
+ ξ)η−1) ≤ 1
1 − η .
Hence, by the estimate (3.4)
‖v2(t)‖C3+α
≤ C sup
ξ∈(0,T/2)
‖ξ1−η (‖(Gξ ∗ v2(t))‖C6+α−3η‖ + ‖∂ξ (Gξ ∗ v2(t))‖C3+α−3η)
≤ Ctθ−1‖ f ‖Y α,θT . (3.20)
From (3.16), (3.18), (3.19), and (3.20) we obtain the desired estimate for ‖u‖C3+α .
The estimate for ∂t u then follows from ∂t u = f − (−	)3/2u and the triangle inequality.
unionsq
Lemma 3.6 (Maximal regularity) For all , T > 0, n ∈ N, and α > 0, θ ∈ (0, 1) with
α + 3θ /∈ N there is a constant C = C(, α, θ, n, T ),< ∞ such that the following holds:
For all a ∈ C1([0, T ], hα(R/Z, [1/,∞))), b ∈ C0((0, T ), L(hα(R/Z, Rn), hα(R/Z,
R
n))) with ‖a‖C1([0,T ],Cα)+t1−θ‖b(t)‖L(hα,hα) ≤  and all u ∈ C1((0, T ), hα(R/Z, Rn))∩
C0((0, T ), h3+α) ∩ C0([0, T ], hα+3θ ) we have
sup
t∈[0,T ]
t1−θ
{‖∂t u(t)‖Cα + ‖u(t)‖C3+α}
≤ C
(
sup
t∈[0,T ]
t1−θ‖∂t u(t) + a(t)Qu(t) + b(t)u(t)‖Cα + ‖u(0)‖hα+3θ
)
.
Proof Note that it is enough to prove the statement for small T . Let us fix T0 > 0 and assume
that T ≤ T0. Furthermore, we use the embedding hα(R/Z, Rn) → hα(R, Rn) and extend
the definition of Q to functions f defined on R by setting
Q f (x) := lim
ε↘0
∫
[−1/2,1/2]−[ε,ε]
(
2
f (u + w) − f (u) − w f ′(u)
w2
− f ′′(x)
)
dw
w2
.
Step 1: α ∈ (0, 1) and b = 0
Let φ,ψ ∈ C∞(R) be two cutoff functions satisfying
χB1/2(0) ≤ φ ≤ χB1(0)
χB2(0) ≤ ψ ≤ χB4(0).
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and φr (x) := φ(x/r), ψr (x) = ψ(x/r). We set
f = ∂t u + aQu.
Then for r < 1/8 we set a0 = a(0, 0) and calculate
∂t (uφr ) + π3 a(0)(−	R)
3/2(uφr ) = (∂t u + aQu)φr − a(Q(u)φr − Q(uφr ))
−(a−a(0))Q(uφr )−a0(Q(uφr )− π3 (−	R)
3/2(uφr )
= f φr − f1 − f2 − f3
where
f1 := a(Q(u)φr − Q(uφr ))
f2 := (a − a(0))Q(uφr )
f3 := a0(Q(uφr ) − π3 (−	R)
3/2(uφr )
From Lemma 3.5 we get
t1−θ (‖∂t u(t)φr‖Cα + ‖u(t)φr‖C3+α )
≤ C
(
sup
s∈[0,T ]
s1−θ (‖ f (s)φr‖Cα + ‖ f1(s)‖Cα + ‖ f2(s)‖Cα + ‖ f3(s)‖Cα )
+‖u(0)‖Cα+3θ .
)
Using Lemma A.8, we get
‖ f1(s)‖Cα ≤ C‖u(s)‖C2+α‖φr‖C3+α .
Using |a(x, t) − a0| ≤ (|x |α + T ), we derive
‖ f2‖Cα ≤ ‖ψr (a − a(0))Q(uφr )‖Cα + ‖(ψr − 1)(a − a(0))Q(uφr )‖Cα
≤ C1((2r)α˜ + T )‖uφr‖C3+α + ‖(ψr − 1)(a − a(0))Q(uφr )‖Cα
where C1 does not depend on r or T . Since spt 1 − ψr ⊂ R − B4r (0) and spt φr ⊂ Br (0),
we see that
(ψr − 1)(a − a(0))Q(uφr )(x)
= (ψr (x) − 1)(a(x) − a(0))
∫
[−1/2,1/2]−[−r,r ]
u(x + w)φr (x + r)
w2
dw
and hence
‖(ψr − 1)(a − a(0))Q(uφr )‖Cα ≤ C(,ψ, φ, r)‖u‖Cα .
This leads to
‖ f2(s)‖Cα ≤ C1((2r)α˜ + T )‖u(s)φr‖C3+α + C‖u(s)‖Cα .
Furthermore,
‖ f3‖Cα ≤ C(, φ, r)‖u‖C2+α
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as for v ∈ C3+α(R) with compact support we have
Q(v) − π
3
(−	R)3/2(v) = −
∫
R−[−1/2,1/2]
(
2
v(u + w) − v(u)
w2
− v′′(u)
)
dw
w2
and hence
‖Q(v) − 1
6
(−	R)3/2(v)‖Cα ≤ (4‖v‖Cα + ‖v‖C2+α ) · 2
∞∫
1
2
1
w2
dw ≤ 24‖v‖C2+α .
Summing up, we thus get
sup
t∈(0,T ]
t1−θ (‖∂t (uφr )(t)‖Cα + ‖u(t)φr‖C3+α ) ≤ C1((2r)α˜ + T ) sup
s∈(0,T ]
s1−θ‖uφr‖C3+α
+C(φ, ψ, r,))
(
sup
s∈(0,T ]
(s1−θ‖ f (s)‖Cα + s1−θ‖u(s)‖C3) + ‖u0‖Cα+3θ
)
where C1 does not depend on r . Choosing r and T small enough and absorbing the first term
on the right hand side leads to
sup
t∈(0,T ]
t1−θ
(
‖∂t u‖Cα(Br/2(0)) + ‖u‖C3+α(Br/2(0))
)
≤ C(φ, ψ, r,))
(
sup
s∈(0,T ]
(s1−θ‖ f (s)‖Cα + s1−θ‖u(s)‖C3) + ‖u(0)‖Cα+3θ
)
.
Of course, the same inequality holds for all balls of radius r/4. Thus, covering [0, 1] with
balls of radius r/4 we obtain
sup
t∈(0,T ]
t1−θ
(‖∂t u(t)‖Cα + ‖u(t)‖C3+α )
≤ C
(
sup
s∈(0,T ]
(s1−θ‖ f (s)‖Cα + s1−θ‖u(s)‖C3) + ‖u(0)‖Cα+3θ
)
.
Using the interpolation inequality for Hölder spaces
‖u‖C3 ≤ ε‖u‖C3+α + C(ε)‖u‖Cα
and absorbing, this leads to
sup
t∈(0,T ]
t1−θ
(‖∂t u(t)‖Cα + ‖u(t)‖C3+α )
≤ C
(
sup
s∈(0,T ]
(
s1−θ‖ f (s)‖Cα + ‖u(s)‖Cα
)+ ‖u(0)‖Cα+3θ
)
.
123
The gradient flow of the Möbius energy 423
Since
‖u(s)‖Cα ≤
s∫
0
‖∂t u(τ )‖Cα dτ + ‖u(0)‖Cα+3θ
≤
T∫
0
τ θ−1dτ sup
τ∈[0,T ]
τ 1−θ‖∂t u(τ )‖Cα + ‖u(0)‖Cα+3θ
≤ 1
θ
T θ sup
τ∈(0,T ]
τ 1−θ‖∂t u(τ )‖Cα + ‖u(0)‖Cα+3θ .
we can absorb the first term for T > 0 small enough to obtain
sup
s∈(0,T )
s1−θ
(‖∂t u(s)‖Cα + ‖u(s)‖C3+α )
≤ C())
((
sup
s∈[0,T ]
s1−θ‖ f ‖Cα
)
+ ‖u(0)‖Cα+3θ
)
.
Step 2: General α but b = 0
Let k ∈ N0, α˜ ∈ (0, 1) and let the lemma be true for α = k + α˜. We deduce the statement
for α = k + 1 + α˜.
From ∂t u + aQu = f we deduce that
∂t (∂x u) + aQ∂x u = ∂x f − (∂x a)Qu
and we obtain applying the induction hypothesis
‖∂x u‖Xk+α,θT ≤ C
(
‖∂x f ‖Y k+α˜,θT + ‖(∂x a)Qu‖Y k+α˜,θT + ‖∂x u(0)‖Cα+3θ
)
≤ C
(
‖ f ‖Y k+1+α˜,θT + ‖u‖Xk+α˜,θT + ‖∂x u(0)‖Cα+3θ
)
≤ C
(
‖ f ‖Y k+1+α˜,θT + ‖∂x u(0)‖Cα+3θ
)
.
Step 3: General α and b
From Step 2 we get
‖u‖Xα,θT ≤ C
(
‖ f ‖Y α,θT + ‖((t, x) → b(t)(u(t))(x))‖Y α,θT + ‖u0‖Cα+3θ
)
.
As
‖((t, x) → b(t)(u(t))(x))‖Y α,θT = sups∈(0,T ] t
1−θ‖b(t)(u(t))‖Cα ≤  sup
s∈(0,T ]
‖u(s)‖Cα
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and
‖u(s)‖Cα ≤
s∫
0
‖∂t u(τ )‖Cα dτ + ‖u0‖Cα+3θ
≤
T∫
0
τ θ−1dτ sup
τ∈[0,T ]
τ 1−θ‖∂t u(τ )‖Cα + ‖u(0)‖Cα+3θ
≤ 1
θ
T θ sup
τ∈(0,T ]
τ 1−θ‖∂t u(τ )‖Cα + ‖u(0)‖Cα+3θ ,
we get absorbing the first term for T > 0 small enough
‖u‖Xα,θT ≤ C
(
‖ f ‖Y α,θT + ‖u0‖Cα+3θ
)
.
unionsq
Lemma 3.7 For all T > 0, α > 0, θ ∈ (0, 1) with α + 3θ /∈ N, a and b as in Lemma 3.6,
the map J : u → (u(0), ∂t u + aQu + bu) defines an isomorphism between X θ,αT and
hβ(R/Z, Rn) × Y θ,αT .
Proof The only thing left to show is that this map is onto. To prove this, we use the method
of continuity on the family of operators Jτ : u → (u(0), ∂t u + ((1−τ)λQu +τ(aQu +bu).
In view of Lemma 5.2 in [7], the only thing to show is that J0 is onto. For u0, f in C∞ a
smooth solution of the equation{
∂t u + λQu = f ∀t ∈ (0, T ]
u(0) = u0
is given by
u(t, x) =
∑
k∈Z
uˆ0(k)e−tλλk |2πk|
3
e2π ikx +
t∫
0
∑
k∈Z
( f (s))∧(k)e−(t−s)λλk |2πk|3 ds
where
λk := 23
πk∫
0
1
t
(
1 − 1
kπ
)
3 sin(t)dt = π
3
+ O(1
k
).
This follows from the fact that for f ∈ H3(R/Z, Rn) we have by [9, Lemma 2.3]
Q( f )∧(k) = λk |2πk|3 fˆ (k).
Let now u0 ∈ hα+3θ (R/Z, Rn) and f ∈ Y α,θT . We set fk(t) := f (t + 1/k) and observe that
fk → f in C0((0, T ], hα(R/Z, Rn)).
Since fk ∈ C0([0, T − 1/k], hα(R/Z, Rn)) we can find functions fn,k ∈ C∞([0, T −
1/k]×R/Z, Rn) such that fn,k → fn in C0([0, T − 1/k], Cα) for n → ∞ and smooth u(k)0
converging to u0 in hα+3θ . Let un,k ∈ C∞ be the solution of{
∂t un,k + Qun,k = fn,k
un,k(0) = u(k)0 .
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Using the a priori estimate of Lemma 3.6, one deduces that the sequence {un,k}n∈N is a
Cauchy sequence in Xα,θT−ε for every ε > 0. The limit un solves the equation{
∂t un + Qun = fn
un(0) = u0.
Using the a priori estimates again, one sees that {un}n∈N is bounded in Xα,θT−ε . Since Xα,θT−ε
embeds continuously into Cθ/2([0, T − ε], hα+3/2θ ) and C1−η([δ, T − ε], hα+3η) for all
η ∈ (0, 1), ε, δ > 0, we can assume after going to a subsequence that there is a u∞ ∈ Xα,θT
such that
un → u∞ in C0((0, T − ε), C3+β)
for 0 ≤ β < α, ε > 0 and
u∞(0) = u0.
Hence we get
∂t un = fn − λQun → f + λQu∞ in C0((0, T − ε), C3+β)
for all ε > 0 which implies that u∞ solves{
∂t u∞ + λQu∞ = f
u∞(0) = u0.
unionsq
3.2 The quasilinear equation
Proposition 3.8 (Short time existence) Let 0 < α, 0 < θ < σ < 1, α, α + 3θ, α +
3θ /∈ N0,U ⊂ Cα+3θ (R/Z, Rn) be open and let a ∈ C1(U, Cα(R/Z, (0,∞))), f ∈
C1(U, Cα(R/Z, Rn)).
Then for every u0 ∈ hα+3σ (R/Z, Rn) there is a constant T > 0 and a unique u ∈
C0([0, T ), hα+3σ (R/Z, Rn)) ∩ C1((0, T ), h3+α(R/Z, Rn)) such that{
∂t u + a(u)Q(u) = f (u)
u(0) = u0.
Proof Let us first prove the existence. We set X˜α,θT := {w ∈ Xα,θT : w(0) = u0}. For
w ∈ X˜α,θT (R/Z, Rn) let w denote the solution of the problem{
∂t u + A0u = B(w)w + f (w)
u(0) = u0
where A0 = a(u0)Q and B(w) = (a(u0) − a(w))Q.
Let v be the solution of {
∂t u˜ + a(u0)Q(u˜) = f (u0)
u˜(0) = u0
and Br (v) := {w ∈ X˜α,θT : ‖w − v‖Xα,θT ≤ r}. We will show that  defines a contraction onBr (v) if r, T > 0 are small enough.
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Since a ∈ C1(U, hα(R/Z, Rn)), we get ‖B(z)‖L(Cα+3,Cα) ≤ C‖z − u‖Cα+3θ for all
z ∈ Cα+3θ .
Let w1, w2 ∈ Br (v), r ≤ 1. Using that the space Xα,σT embeds continuously into
Cσ−θ ([0, T ], Cα+3θ (R/Z, Rn)) and w1(0) = w2(0) = v(0) = u0 we get
‖w2(t) − u0‖Cα+3θ ≤ Ctσ−θ‖w2‖Xα,σT ≤ Ct
σ−θ (‖v‖Xα,σT + r), (3.21)
‖w1(t) − w2(t)‖Cα+3θ ≤ Ctσ−θ‖w1 − w2‖Xα,σT . (3.22)
We estimate using Lemma 3.6
‖w1 − w2‖Xα,σT ≤ C‖B(w1)w1 − B(w2)w2‖Y α,θT + C‖ f w1 − f w2‖Y α,σT .
and
t1−σ ‖ f (w1(t)) − f (w2(t))‖Cα ≤ Ct1−σ ‖w1(t) − w2(t)‖Cα+3θ
(3.22)≤ CT 1−θ‖w1 − w2‖Xα,σT .
Furthermore,
‖B(w1)w1 − B(w2)w2‖Y α,σT
≤ ‖(B(w1) − B(w2))w1‖Y α,σT + ‖B(w2)(w1 − w2)‖Y α,σT
≤ C sup
t∈(0,T ]
t1−σ
(‖w1(t) − w2(t)‖Cα+3θ ‖w1(t)‖C3+α
+‖w2(t) − u0‖Cα+3θ ‖w1(t) − w2(t)‖C3+α
)
(3.22)&(3.21)≤ C sup
t∈(0,T ]
(
tσ−θ‖w1 − w2‖Xα,θT ‖w1‖Xα,σT
+tσ−θ (‖v‖Xα,σT + r)t
1−σ ‖w1(t) − w2(t)‖C3+α
)
C(T σ−θ (‖v‖Xα,σT + r)‖w1 − w2‖Xα,σT .
and thus
‖(w1) − (w2)‖Y α,θT ≤ C(T
1−σ + T σ−θ (‖v‖Xα,σT + r))‖w1 − w2‖Y α,θT
and hence  is a contraction on Br (v), if T and r are small enough.
Similarly, we deduce from the definition of v that
‖(w) − v‖Xα,σT ≤ C‖B(w)w‖Y α,σT + ‖ f (w) − f (u0)‖Y α,σT
≤ CT σ−θ‖w‖Xα,σT ‖w − v‖Xα,θT + T
1−θ‖w − v‖Xα,σT + ‖v − u0‖Cα+3
< ‖w − v‖Xα,σT
if T and r are small enough. Then φ(Br (v)) ⊂ φ(Br (v)). Hence, Banach’s fixed point
theorem tell us that there is a unique u ∈ Br (v) with ∂t u + a(u)Q(u)u = f (u).
For the uniqueness statement, we only have to show that every solution is in Y α,θT . But
this follows from Lemma 3.6. unionsq
Proposition 3.9 (Dependence on the data) Let a, b be as in Proposition 3.8 and u ∈ Y θ,αT
be a solution of the quasilinear equation{
∂t u + a(u)Q(u) = 0
u(0) = u0.
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Then there is a neighborhood U of u0 in hα+3θ such that for all x ∈ U there is a solution
ux of {
∂t u + a(u)Qu = 0
u(0) = x
Furthermore, the map
U → Y θ,αT
x → ux
is C1.
Proof We define  : hα+3θ (R/Z, Rn) × Xα,θT → Y α,θT by
(x, u) := (u(0) − x, ∂t u + a(u)Qu)
Then the Fréchet derivative of φ with respect to u reads
∂φ(x, u)
∂u
(h) = (h, ∂t h + a(u)Qh + a′(u)hQu).
Setting a(t) = a(u(t)) and b(t)(h) = a′(u)hQu, Lemma 3.6 tells us that this is an isomor-
phism between X θ,αT and hβ × Y θ,αT . Hence, the statement of the lemma follows from the
implicit function theorem on Banach spaces. unionsq
3.3 Proof of Theorem 1.2 and Lemma 3.1
Finally, we are in a position to prove Theorem 1.2
Proof of Theorem 1.2 Since the normal bundle of a curve is trivial, we can find smooth nor-
mal vector fields ν1, . . . , νn−1 ∈ C∞(R/Z, Rn) such that for each of u ∈ R/Z the vectors
ν1(u), . . . , νn−1(u) form an orthonormal basis of the space of all normal vectors to γ0 at u.
Let V˜r (γ ) := {(φ1, . . . , φn−1 ∈ h2+α(R/Z, Rn−1) : ∑n−1i=1 φiνi ∈ Vr (γ )}.
Now let α − 1 < β < α, β /∈ N. If we have Nt = ∑n−1i=0 φit νi , (φ1,t , . . . φn−1,t ) ∈ V˜r (γ ),
then (3.3) reads
(
∂tφi,t
)(
P⊥γ ′(u)νr
)
= − 2|γ ′|3 P
⊥
γ ′
(Q (γ0 + φi,tνi ))+ F(γ0 + φi,tνi )
= − 2|γ ′|3
(Qφi,t)P⊥γ ′νi − F(γ0 + φi,tνi )
− 2|γ ′|3 P
⊥
γ ′
(Q (φi,tνi )− (Qφi,t)νi + Qγ0)
−F(γ0 + φi,tνi )
= − 2|γ ′|3
(Qφi,t)P⊥γ ′νi + F˜γ0(φt )
where
F˜γ0(φt ) = −F(γ0 + φr,tνr ) −
2
|γ ′|3 P
⊥
γ ′
(Q (φr,tνr )− (Qφr,t)νr + Qγ0)
+ 2|γ ′|3
((Qφi,t)P⊥γ ′νi − P⊥γ ′
(Qφi,tνi )
)
.
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Using Lemma A.8 one sees that F˜ ∈ Cw(C2+α, Cβ).
Since (3.1) implies that {P⊥
γ ′νr : r = 1, . . . , n − 1} is a basis of the normal space of the
curve γ at the point u, the map A : Rn−1 → (γ ′(u))⊥, (x1, . . . , xn−1) → xi P⊥γ ′(u)νi is
invertible as long as ‖γ ′ − γ ′0‖L∞ < 1.
Hence, we derive
∂tφt = 2|γ ′|3 Qφt + A
−1 (F˜(φt )
)
where A−1(F˜(φt )) ∈ Cω(h2+α, hβ). Now the statement follows easily from Proposition 3.8
and Proposition 3.9 and a standard bootstrapping argument..
To be more precise, one gets immediately form the short time existence result that for
every φ0 ∈ h2+α there is a solution in φ ∈ C0([0, T ), h2+α) ∩ C1((0, T ), h3+β)) for all
max{0, α − 1} < β < α, α /∈ N and the C1 dependence on the data. Bootstrapping, we get
φt ∈ C0((0, T ), C∞) and the corresponding C1 dependence on the data. unionsq
We conclude this section proving Lemma 3.1
Proof of Lemma 3.1 Let γ˜ ∈ h2+αi,r (R/Z, Rn) and let us set γε := φε ∗ γ˜ where φε(x) =
ε−1φ(x/ε) is a smooth smoothing kernel. Since h2+αi,r (R/Z, Rn) is an open subset of
h2+α(R/Z, Rn) and (ε → γε) ∈ C0([0,∞), h2+α(R/Z, Rn), we get γε ∈ h2+αi,r (R/Z, Rn)
for ε small enough.
Furthermore, it can be deduced from γε ∈ C0([0,∞), h2+α(R/Z, Rn)), that there is an
open neighborhood U of the set γ (R/Z) and an ε0 > 0 such that the nearest neighborhood
retract rε : U → Z/R onto γε is defined on U simultaneously for all ε < ε0. Note, that these
retracts rε are smooth as the curves γε are smooth.
We set ψε(x) := rε(γ (x)) and Nε(x) = γε(ψ−1ε (x)) − γ0(x) and want to show that
γ := γε, N := Nε , and ψ := ψε satisfy the statement of the lemma if ε is small enough.
Using the fact that (ε → rε) ∈ C((0, ε0), C1,α(U, R/Z)) and making U smaller if neces-
sary, we get that ε → ψε belongs to C0((0, ε0), C1+α(R/Z, Rn)) and ψ0 = idR/Z. Hence,
ψε is a C1+α diffeomorphism for ε > 0 small enough as the subset of diffeomorphism is
open in C1+α . From ψε(x) := rε(γ (x)) we deduce that ψε is in fact a C2+α diffeomorphism,
as rε is smooth.
Furthermore, as
Nε = γε ◦ ψ−1ε − γ0 ∈ C0([0,∞), C1+α(R/Z, Rn))
and N0 = 0 we get
‖Nε‖C1 ε↘0−−→ 0.
Since r is lower semicontinuous and r(γ0) > 0, we hence get ‖Nε(x)‖C1 < r(γε) for small
ε. As Nε ∈ h2,α we deduce that Nε ∈ Vr (γε) if ε is small enough. unionsq
4 The Łojasiewicz-Simon gradient estimate
Proof of Lemma 1.3 We can assume without loss of generality that γM is parametrized by
arc-length and that the length of the curve is 1.
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Let H3(R/Z, Rn)⊥γM denote the space of all vector fields N ∈ H3(R/Z, Rn) which are
orthogonal to γM . We first show that the functional
E˜ : H3(R/Z, Rn)⊥γM → R
N → E(φ + N )
satisfies a Łojasiewicz-Simon gradient estimate using [5, Corollary 3.11].
To prove that the derivative E˜ ′′(0) defines a Fredholm operator from H3(R/Z, Rn)⊥γM to
L2(R/Z, Rn)⊥γM ⊂ (H3(R/Z, Rn))′, we calculate using |γ ′M | = 1
E˜ ′′(0)(h1, h2)
= lim
t→0
∫
R/Z
〈H(γM + th1), h2〉 |γM d ′ + th′1|dw −
∫
R/Z
〈H(γM ), h2〉 |γ ′M |dw
t
= 〈∇h1 HγM , h2〉L2 + 〈L1h1, h2〉L2
where L1h1 = HγM ·
〈
γ ′M , h′1
〉
is a differential operator of order 1 in h1.
So we have to show that Pγ ′M (∇H(γM )) is a Fredholm operator from H3(R/Z, Rn)⊥γM
to l2(R/Z, Rn)⊥γM . We know from Theorem 1.1 that
Hγ = 2|γ ′|3 P
⊥
γ ′ (Qγ ) + F(γ )
where F ∈ Cω(C2+α, Cβ) for all α > β > 0. Thus
P⊥
γ ′M
(∇h H(γ ′M )) =
2
|γ ′|3 (P
⊥
γ ′M
(Qh) + F˜γM (h)) (4.1)
where
F˜γM (h) = −
6
|γ ′M |5
〈
γ ′M , h′
〉
P⊥
γ ′M
(QγM ) + P⊥γ ′M
(
∇h F(γM ) + (∇h P⊥γ ′M )(QγM )
)
∈ Cω(C2+α, Cβ).
Now let νi be a smooth functions such that ν1(u), . . . , νn−1(u) is an orthonormal basis of
the normal space on γ at u. Then each φ ∈ Hs(R/Z, Rn)⊥ can be written in the form
φ = φiνi
where φi := 〈φ, νi 〉 ∈ Hs(R/Z). We calculate
P⊥
γ ′M
(Qφ)= P⊥
γ ′M
(Qφiνi )= Qφr
(
P⊥
γ ′M
νi
)
+ P⊥
γ ′M
(Q(φiνi ) − (Qφr )νr )
= Qφiνi + F3(φ) (4.2)
where F3 ∈ Cω(C2+α, Cβ) by Lemma A.8. From [9, Lemma 2.3] we know that
Q − 3
π
(−	)3/2 is a bounded linear operator from H2 to L2. Combining this with the fact
that (−	)3/2 is a Fredholm operator of index zero from H3(R/Z, Rn) to L2(R/ZRn), we
get that the operator
A : H3(R/Z, Rn)⊥γM → L2(R/Z, Rn)⊥γM
φ → Qφiνi
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is Fredholm of order 0. As the Eqs. 4.2 and 4.1 tell us that P⊥
γ ′M
(∇H(γM )) is a compact
perturbation of A, this is a Fredholm operator as well. Hence, E ′′ is a Fredholm operator
from H3(R/Z, Rn)⊥γM to L
2(R/Z, Rn)⊥γM of index 0.
That H is an analytic operator from (H3)⊥γM to (L
2)⊥γM can be seen from Lemma 2.1,
using the fact that H3(R/Z, Rn) embeds into C2+α for every α ∈ (0, 1/2) and Cβ embeds
into L2.
Now, [5, Corollary 3.11] tells us that
|E(γM + N ) − E(γM )|1−θ ≤ c ·
⎛
⎜⎝
∫
R/Z
|H(γM + N )(x)|2dxq
⎞
⎟⎠1/2
for all φ ∈ H3(R/Z, Rn)⊥ with ‖φ‖H3 ≤ σ˜ .2
To prove the full estimate, note that since γM is C∞ Lemma A.9 tells us how to write
nearby curves as normal graphs. More precisely, there is a σ > 0 such that for all γ ∈
H3(R/Z) with ‖γ − γM‖H3 ≤ σ we have |γ ′(x)| ≥ c0 > 0 and there is a reparametrization
ψ ∈ H3(R/Z, R/Z) and a φ ∈ H3(R/Z, Rn)⊥ such that
γ ◦ ψ = γM + φ
and
‖φ‖H3 ≤ C · ‖γ − γM‖H3 .
Assuming σ < 1/2 we furthermore have
1/2 < |γ ′|
and hence
(E(γ ) − E(γM ))1−θ =
(
E(γM + Nγ ) − E(γM )
)1−θ
≤ c ·
⎛
⎜⎝
∫
R/Z
|H(γM + Nγ )(x)|2dx
⎞
⎟⎠1/2
≤ 2c ·
∫
R/Z
|H(γM + Nγ )(x)|2|γ ′(x)|dx .
unionsq
5 Long time existence results
In this section we will prove the following more general version of Theorem 1.4
Theorem 5.1 (Long time existence) Let γM ∈ C∞(R/Z, Rn) be a stationary point of
the Möbius energy and let k ∈ N, δ > 0 and α > 0. Then there is a constant ε > 0
2 We apply [5, Corollary 3.11], for W = (L2(R/Z, Rn)⊥γM ⊂ (H3(R/Z, Rn)⊥)′ and let P denote the
orthogonal projection onto ker(E ′′(φ))
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such that the following is true: Suppose that (γt )t∈[0,T ) is a maximal solution of the gradient
flow for the Möbius energy with smooth initial data satisfying
‖γ0 − γM‖C2+α ≤ ε
for an α > 0 and
E(γt ) ≥ E(γM )
whenever there is a diffeomorphism φt : R/Z → R/Z such that ‖γt ◦φt − γM‖Ck ≤ δ. Then
the flow (γt )t exists for all times and converges, after suitable reparametrizations, smoothly
to a stationary point γ∞ satisfying
E(γ∞) = E(γM ).
This theorem will follow easily from the following long time existence result for normal
graphs over a stationary point of the Möbius energy
Theorem 5.2 (Long time existence for normal graphs) Let γM ∈ C∞(R/Z, Rn) be a sta-
tionary point of the Möbius energy and let k ∈ N, δ > 0 and α > 0. Then there is a constant
ε > 0 such that the following is true:
Suppose that N ∈ C([0, T ), h2+α(R/Z, Rn)⊥γM ) ∩ C([0, T ), C∞(R/Z, Rn)⊥γM ) is a max-
imal solution of the equation
∂⊥t (γM + Nt ) = H(γM + Nt )
with
‖N (0)‖C2+α ≤ ε
and
E(γt ) ≥ E(γM )
whenever ‖N (t)‖Ck ≤ δ.
Then T = ∞ and N (t) converges smoothly to a N∞ ∈ C∞(R/Z, Rn)⊥γM satisfying
E(γ∞) = E(γM ).
Furthermore γM + N∞ is a stationary point of the Möbius energy.
Proof From Theorem 1.2 we see that we can exchange the condition ‖N (0)‖C2+α ≤ ε
by the stronger condition ‖N (0)‖C3+α ≤ ε. Using the smoothing properties again, we can
furthermore exchange the property
E(γt ) ≥ E(γM )
whenever ‖N (t)‖Ck ≤ δ by
E(γt ) ≥ E(γM )
whenever ‖N (t)‖C2+α ≤ δ.
Theorem 1.2 tells us that there is a δ such that every maximal solution of the gradient flow
of the Möbius energy for normal graphs N ∈ C([0, Tmax ), h2+α)∩ C∞((0.Tmax ), C∞) that
satisfies
‖N (t)‖C3 ≤ δ ∀t ∈ [0, T )
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exists for all time, i.e. Tmax = ∞.
Making δ > 0 smaller if necessary, we can use Lemma 2.1 and a short calculation to get
constants θ ∈ [0, 1/2], c > 0 such that for every N ∈ H3(R/Z, Rn)⊥γM with ‖N‖C3 ≤ σ we
have
|E(γM + N ) − E(γM )|1−θ ≤ c ·
⎛
⎜⎝
∫
R/Z
|H(γ + N )|2|γ ′ + N ′|
⎞
⎟⎠1/2, (5.1)
‖P⊥
γ ′M+N ′ − P
⊥
γ ′M
‖ ≤ 1/2 (5.2)
and
|γ ′M + N ′| ≥
1
2
inf |γ ′M | > 0. (5.3)
Now let N ∈ C([0, Tmax ), h2+α(R/Z, Rn)⊥γM ) ∩ C((0, Tmax ), C∞(R/Z, Rn)⊥γM ) be a
maximal solution of the equation
∂⊥t (γM + Nt ) = H(γM + Nt )
with
‖N (0)‖C3+α ≤ ε
and
E(γt ) ≥ E(γM )
whenever ‖N (t)‖Ck ≤ δ.
Let us assume that ε < δ/2 and that there is a smallest t0 ∈ (0, T ) such that
‖N (t)‖C3 ≥ δ.
We will derive a contradiction, if ε is small enough, which implies that ‖Nt‖C3 ≤ δ,∀t ∈
[0, Tmax ). By our choice of δ this implies that the solution exists for all time.
By making ε > 0 smaller if necessary and using the smoothing from Theorem 1.2 we can
furthermore achieve that there are constants C = C(γM ) such that
‖N (t)‖C3+α ≤ C ∀t ∈ [0, t0). (5.4)
For γ˜t := γM + N and t ∈ (0, t0) we calculate
d
dt
E(γ˜t ) = −
∫
R/Z
〈∂⊥t γ˜t , H(γ˜t )〉|γ˜ ′t |
= −
∫
R/Z
|∂⊥t γ˜t |2|γ˜ ′t |
= −
∫
R/Z
|H γ˜t |2|γ˜ ′t |
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and hence
− d
dt
(E(γ˜t ) − E(γM ))θ = −θ (E(γ˜t ) − E(γM )θ−1 ddt E(γ˜t )
≥ θ
σ
⎛
⎜⎝
∫
R/Z
|∂⊥t γ˜t |2|γ˜ ′t |
⎞
⎟⎠1/2
≥ c
⎛
⎜⎝
∫
R/Z
|∂t γ˜t |2
⎞
⎟⎠1/2.
Integrating the above inequality over (0, t) yields
‖γ˜t − γM‖L2 ≤ ‖γ˜0 − γ˜t‖L2 + C (E(γ˜0) − E(γM ))θ
≤ C‖γ˜0 − γM‖θC2 .
Using the interpolation inequality
‖ f ‖C3 ≤ ‖ f ‖(1−β)C3+α ‖ f ‖
β
L2
where β = α
α+7/2 we get for t ∈ [0, t0]
‖γ˜t − γM‖C3(R/Z,Rn) ≤ C‖γ˜t − γM‖1−βC3+α(R/Z,Rn)‖γ˜t − γM‖
β
L2 ≤ C‖γ˜0 − γM‖
θβ
C2
≤ Cεθβ < δ/2
if ε > 0 is small enough, which leads to a contradiction to the definition of t0. This proves
the long time existence.
Since
∂t γ˜ ∈ L1([0,∞), L2)
we get that there is a γ∞ ∈ L2(R/Z, Rn) such that
γ˜t → γ∞.
From Theorem 1.2 we get supt ‖γ˜t‖Cl < ∞ for all l ∈ N and hence this convergence is even
smooth and δE(γ∞) = 0. Using the Łojasievicz-Simon gradient inequality again we get
(E(γ∞) − E(γM ))1−θ ≤ c
⎛
⎜⎝
∫
R/Z
|Hγ∞|2|γ ′∞|
⎞
⎟⎠1/2 = 0
and hence E(γ∞) = E(γM ). unionsq
Proof of Theorem 5.1 Due to Lemma A.9 for all γ ∈ C2+α(R/Z, Rn) with ‖γ −γM‖C2+α ≤
ε there is a diffeomorphism φγ and a vector field Nγ ∈ C2+α(R/Z, Rn) normal to γM such
that
γ ◦ φγ = γM + Nγ (5.5)
and
‖Nγ ‖C2+α ≤ C‖γ − γM‖C2+α (5.6)
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if ε > 0 is small enough.
For γ ∈ C2+α with
‖γ − γM‖C2+α ≤ ε
let (Nt )t∈[0,T˜ ) be the maximal solution of{
∂⊥t (γM + Nt ) = H(γM + Nt )
N0 = Nγ .
Then T˜ ≤ T and for all t ∈ [0, T˜ ) there are diffeomorphisms φt such that γt = (γM +
Nt )(φt ). Hence Nt satisfies all the assumptions of Theorem 5.1 if ε is small enough and thus
∞ = T˜ . Form T˜ ≤ T we deduce T = ∞. unionsq
A Appendix
A.1 Analytic functions on banach spaces
We briefly prove some lemmata about analytic functions on Banach spaces. A thorough
discussion of this subject can be found in [10, Chapter 3, Sect. 3].
Definition A.1 (Analytic operator) Let (X, ‖ · ‖X ), (Y, ‖ · ‖Y ) be real Banach spaces. A
function f ∈ C∞(A, Y ), A ⊂ X open, is called real analytic, if for every a ∈ A there is a
open neighborhood U of a in X and a constant C < ∞ such that∥∥Dm f (x)∥∥ ≤ Cmm! ∀m ∈ N, x ∈ U.
In this context ‖ · ‖ stands for the operator norm. The next lemmata show how to construct
analytic functions:
Lemma A.2 Let g : U → Rk be a real analytic function, U ⊂ Rn be an open subset, and
let V ⊂ Ck,α(R/Z, Rn) be an open subset such that im( f ) ⊂ U for all f ∈ V . Then
T : V → Ck,α(R/Z, Rl)
x → g ◦ x
defines a real analytic function.
Proof Let f0 ∈ V . Since im f0 is a compact subset of the open set U there is an ε > 0 such
that Kε := ⋃y∈im f0 Bε(y) ⊂ U .
Since g is real analytic and Kε ⊂ U is compact, there is a constant C ≤ ∞ such that
‖Dm g(y)‖ ≤ Cmm!, ∀m ∈ N, y ∈ Kε.
As
Dm T (y)(h1, . . . , hm) = Dm g(y)(h1, . . . , hm)
(can easily be deduced from the Taylor expansion of g) and since Cα(R/Z) is a Banach
algebra, we get
‖Dm T ( f )‖ ≤ (k + 1)Cm+k+1(m + k + 1)! ≤ C˜mm!
for all f ∈ Bε( f0) = {y ∈ Cα : ‖y‖Cα ≤ ε} where we put C˜ := supm∈N0(
(k+1)Cm+k+1(m+k+1!)
m!
)
1/m
. unionsq
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Lemma A.3 Let (X, ‖·‖X ) and (Y, ‖·‖Y ) be Banach spaces and assume that Tt ∈ Cω(X, Y )
for t ∈ I is such that the functions t → Tt are measurable and for all a ∈ X there is a
neighborhood U of a in X such that
∫
I
(
sup
y∈U
‖Dm Tt (y)‖
)
dt ≤ Cmm!. (A.1)
Then the mapping T : X → Y defined by
T x =
∫
I
Tt xdt
is real analytic.
Proof We want to show that
Dm T x(h1, . . . , hm) =
∫
I
Dm Tt x(h1, . . . , hm)dt.
from which we get that T ∈ Cω(X, Y ) using the estimates (A.1). In fact this follows from
well known facts about differentiation of parameter dependent integrals. unionsq
Remark A.4 In the case that Y = Ck,α(R/Z, Rn) it is well known, that
(T x)(u) =
∫
I
(Tt )x(u)dt
i.e. the value of function T x given by the Bochner integral at the point u is equal to the
Lebesque integral of the functions Tt (u) evaluated at the point u.
A.2 Estimates for the multilinear Hilbert transform
Lemma A.5 For 1 ≥ α > β > 0, n, m ∈ N, and ti ∈ (0, 1) the singular integral
T (γ1, . . . γm)(u) := lim
ε↘0
∫
Iε
1
w
m∏
i=1
γi (u + tiw)dw
defines a bounded multilinear operator from Cα(R/Z, Rn) to Cβ(R/Z, R).
Proof For u, v ∈ R/Z and a ∈ (0, 12 ) we get
|T (γ1, . . . , γm)(u) − T (γ1, . . . , γm)(v)|
≤
∫
1/2≥|w|≥a
1
w
∣∣∣∣∣
m∏
i=1
γi (u + tiw) −
m∏
i=1
γi (v + tiw)
∣∣∣∣∣ dw
+
∫
a≥|w|
1
w
∣∣∣∣∣
m∏
i=1
γi (u + tiw) −
m∏
i=1
γi (u)
∣∣∣∣∣ dw
+
∫
a≥|w|
1
w
∣∣∣∣∣
m∏
i=1
γi (v + tiw) −
m∏
i=1
γi (v)
∣∣∣∣∣ dw
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Since |ti | ≤ 1 we get∣∣∣∣∣
m∏
i=1
γi (u + tiw) −
m∏
i=1
γi (u)
∣∣∣∣∣ ≤ m
m∏
i=0
‖γi‖Cα(R/Z,Rn)|w|α
and hence, using the Hölder-continuity of the γi ,
|T (γ1, . . . , γm)(u) − T (γ1, . . . , γm)(v)|
≤ m
m∏
i=0
‖γi‖Cα(R/Z,Rn)
⎛
⎜⎝
∫
1≥|w|≥a
1
w
|u − v|α dw + 2
∫
|w|≤a
1
w1−α
dw
⎞
⎟⎠
≤ m
m∏
i=0
‖γi‖Cα(R/Z,Rn)
(−2 log(a) |u − v|α dw + 4αaα).
Choosing a = |u − v| we get
|T (γ1, . . . , γm)(u) − T (γ1, . . . , γm)(v)|
≤ m
m∏
i=0
‖γi‖Cα(R/Z,Rn)(−2 log |u − v| + 4α)|u − v|α
≤ C
m∏
i=0
‖γi‖Cα(R/Z,Rn)|u − v|β
where C = m supx∈[0,1](−2 log x+4α)xα−β < ∞. unionsq
Lemma A.6 For arbitrary α > β > 0, n, m ∈ N, and ti ∈ (0, 1) the singular integral
T (γ1, . . . γm)(u) := lim
ε↘0
∫
Iε
1
w
m∏
i=1
γi (u + tiw)dw
defines a bounded multilinear operator from Cα(R/Z, R) to Cβ(R/Z, R).
Proof First let us note that it is enough to prove the statement for α = α˜+n, β = β˜ +n, n ∈
N0, 1 ≥ α˜ > β˜ > 0 and we will use induction on n to prove this statement. For n = 0
the claim is the content of Lemma A.5. Let (τh f )(x) := f (x + h). Using the relation
τh(T (γ1, . . . , γm)) = T (τh(γ1) . . . τh(γm)) and the multilinearity of T , the difference quo-
tient can be written as
τh(T (γ1, . . . , γm) − T (γ1, . . . , γm))
h
= T (τn(γ1), . . . , τh(γm)) − T (γ1, . . . , γm))
h
m∑
i=1
T (γ1, . . . , (τh(γi ) − γi )/h, . . . , τh(γm)).
Now let α˜β ′ > β. Since
(τh(γi ) − γi )/h h→0−−−→ γ ′ in Cβ
(τh(γi )
h→0−−−→ γ in Cβ
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and T a bounded linear operator form Cβ ′ to Cβ , we get that
τh(T (γ1, . . . , γm) − T (γ1, . . . , γm))
h
h→0−−−→
m∑
i=1
T
(
γ1, . . . , γ
′
i , . . . , γm
)
in C β˜ . Hence, T is a bounded multilinear map from Ct+α˜ to C1+β˜ . Using induction, one
gets the full statement. unionsq
Remark A.7 Let us state a simple extension of Lemma A.6. Given a multilinear form M :Rn×
· · · × Rn → Rk, α > β > 0, m ∈ N, and ti ∈ (0, 1) the singular integral
T (γ1, . . . γm)(u) := lim
ε↘0
∫
Iε
1
w
M(γ1(u + t1w), . . . , γm(u + tmw)))dw
defines a bounded multilinear operator from Cα(R/Z, R) to Cβ(R/Z, Rn). This can be
deduced plugging
M(γ1(u + t1w), . . . , γm(u + tmw))) =
n∑
j1,..., jm=1
M(ei1 , . . . , e jm )
m
i=1
〈
γ j (u + tiw), e ji
〉
into the definition of T , where e1, . . . en is the standard basis of Rn , and applying Lemma A.6
to all the coordinates of the resulting summands.
A.3 Facts about the functional Q
In this section we prove a commutator inequality that serves us as a substitute for the Leibniz
rule for Q.
Lemma A.8 (Leibniz rule for Q) For f, g ∈ Cα+3(R/Z, Rn) and α > β we have
‖Q( f g) − Q( f )g‖Cβ ≤ C(α, β)‖ f ‖Cα+2‖g‖Cα+3 .
Proof We have
(Q( f g) − Q( f )g)(u)
=
∫
[−1/2,1/2]
{
2
f (u + w)g(u + w) − f (u)g(u) − w( f ′(u)g(u) − f (u)g′(u))
w2
−( f ′′(u) + 2g′(u) f ′(u) + f (u)g′′(u))
}
dw
w2
−
∫
[−1/2,1/2]
{
2
f (u + w)g(u) − f (u)g(u) − w f ′(u)g(u)
w2
− f ′′(u)g(u)
}
dw
w2
=
∫
[−1/2,1/2]
{
2
( f (u + w) − f (u))(g(u + w) − g(u))
w2
− 2 f ′(u)g′(u)
+ f (u)
(
2
g(u + w) − g(u) − wg′(u)
w2
− g′′(u)
)}
dw
w2
= 2
∫
[−1/2,1/2]
{
( f (u + w) − f (u))(g(u + w) − g(u))
w2
− f ′(u)g′(u)
}
+( f Q(g))(u).
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Taylor expansion yields
f (u + w) − f (u)
w
= f ′(u) + w
1∫
0
(1 − t) f ′′(u + tw)dt
g(u + w) − g(u)
w
= g′(u) + w
1∫
0
(1 − t)g′′(u + tw)dt
and hence the first term in Eq. A.2 can be written as
2
∫
[−1/2,1/2]
{
( f (u + w) − f (u))(g(u + w) − g(u))
w2
− f ′(u)g′(u)
}
= 2 f ′(u)
∫
[−1/2,1/2]
∫ 1
0 (1 − t)g′′(u + tw)dt
w
dw
+2g′(u)
∫
[−1/2,1/2]
∫ 1
0 (1 − t) f ′′(u + tw)dt
w
dw
+2
∫
[−1/2,1/2]
∫
[0,1]
∫
[0,1]
(1 − t)(1 − s)g′′(u + tw) f ′′(u + sw)dtdsdw.
Using the boundedness of the Hilbert transform to estimate the first two terms, we get
‖Q( f g) − Q( f )g − gQ( f )‖Cα ≤ C
(‖ f ′‖Cα‖g′′‖Cα + ‖g′‖Cα‖ f ′′‖Cα )
and hence
‖Q( f g) − Q( f )g − gQ( f )‖Cα ≤ ‖ f ‖Cα+2‖g‖Cα+3 .
unionsq
A.4 Normal graphs
The following lemma is used in the proofs of Lemma 1.3 and Theorem 5.1.
Lemma A.9 Let γ0 ∈ C∞i,r (R/Z, Rn). Then for every α ≥ 1 there is an ε > 0 such that for
all γ ∈ Cα(R/Z) with
‖γ − γ0‖Cα ≤ ε,
there is a reparametrization φ and a function N ∈ Cα(R/Z, Rn) normal to γ0 such that
γ ◦ φ = γ0 + N
and
‖N‖ ≤ C‖γ − γ0‖Cα .
Proof Let U be an open neighborhood of γ0 such that there is a nearest point retract rU , i.e.
a Cα function rU : U → R/Z such that
γ ◦ rU ◦ γ = γ
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and
|g(rU (p)) − p| = inf
x∈R/Z |γ (x) − p|.
We then set
ψγ (x) = rU (γ (x))
and deduce, since ψγ0 = id and the space of diffeomorphism is open in Cα , that ψγ is a
diffeomorphism if ε small enough. Furthermore, let us note that γ → ψγ is smooth from
Cα(R/R) to Cα(R/Z, R/Z). We set
φγ = ψ−1γ
and
Nγ (x) = γ ◦ ψ−1 − γ0.
The claim now follows from the fact that γ → Nγ is a smooth function with Nγ0 = 0. unionsq
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