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Liouville-type theorems for the fourth order nonlinear
elliptic equation∗
Liang-Gen Hu†
Department of Mathematics, Ningbo University, 315211, P.R. China
Abstract: In this paper, we are concerned with Liouville-type theorems for the
nonlinear elliptic equation
∆2u = |x|a|u|p−1u in Ω,
where a ≥ 0, p > 1 and Ω ⊂ Rn is an unbounded domain of Rn, n ≥ 5. We prove
Liouville-type theorems for solutions belonging to one of the following classes: sta-
ble solutions and finite Morse index solutions (whether positive or sign-changing).
Our proof is based on a combination of the Pohozaev-type identity, monotonicity
formula of solutions and a blowing down sequence, which is used to obtain sharper
results.
Keywords: Liouville-type theorem; stable or finite Morse index solutions; mono-
tonicity formula; blowing down sequence
1 Introduction
The paper is devoted to the study of the following nonlinear fourth order elliptic
equation
∆2u = |x|a|u|p−1u in Ω (1.1)
where a ≥ 0, p > 1 and Ω ⊂ Rn is an unbounded domain of Rn, n ≥ 5. We are interested
in the Liouville-type theorems—i.e., the nonexistence of the solution u which is stable
or finite Morse index, and the underlying domain Ω is an arbitrarily unbounded domain
of Rn.
The idea of using the Morse index of a solution of a semilinear elliptic equation
was first explored by Bahri and Lions [1] to obtain further qualitative properties of the
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solution. In 2007, Farina [6] made significant progress, and considered the Lane-Emden
equation
−∆u = |u|p−1u in Ω, (1.2)
on bounded and unbounded domains of Ω ⊂ Rn, with n ≥ 2 and p > 1. Farina
completely classified finite Morse index solutions (positive or sign-changing) in his sem-
inal paper [6]. His proof makes a delicate application of the classical Moser iteration
method. There exist many excellent papers to use the generalization of Moser’s itera-
tion technique to discuss the harmonic and fourth-order elliptic equation. We refer to
[3, 9, 16–18] and the reference therein.
However, the classical Moser’s iterative technique may fail to obtain the similarly
complete classification for the biharmonic equation
∆2u = |u|p−1u in Ω ⊂ Rn. (1.3)
Recently, Da´vila, Dupaigne, Wang and Wei [4] have derived a monotonicity formula for
solutions of (1.3) to reduce the nonexistence of nontrivial entire solutions for the problem
(1.3), to that of nontrivial homogeneous solutions, and gave a complete classification of
stable solutions and those of finite Morse index solutions. We note that Pacard [10, 11]
studied the partial regularity results for stationary weak solution of −∆u = up by the
use of monotonicity formula.
Let us recall that for the Liouville-type theorems and properties of the subcritical
case has been extensively studied by many authors. Gidas and Spruck have been
investigated the optimal Liouville-type theorems in the celebrated paper [7]. Thus, the
equation (1.2) has no positive solution if and only if
p <
n+ 2
n− 2 (= +∞, if n ≤ 2).
The supercritical case p >
n+ 2
n− 2 is much less complete understood. Bidaut-Ve´ron
and Ve´ron [2] proved the asymptotic behavior of positive solution of (1.2) by the use of
the Bochner-Lichnerowicz-Weitzenbo¨ck formula in Rn.
On the other hand, that the understanding of the case a 6= 0 is less complete and is
more delicate to handle than the case a = 0. In [7], Gidas and Spruck concluded that
for a ≤ −2, the equation
−∆u = |x|aup, in Ω (1.4)
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has no positive solution in any domain Ω containing the origin. Recently, Dancer, Du
and Guo [3] have researched the asymptotical behavior of stable and finite Morse index
solutions of (1.4), where a > −2 and p < p(a−) (p(0)), a− = min{0, a}.
The case a > 0 seems some difficult. Since the classical techniques and many
properties may fail to deal with the corresponding equations. In 2012, Phan and Souplet
[12] used the delicate method in [15] to prove that if n ≥ 2, a > 0, 1 < p < n+ 2 + 2a
n− 2
and n = 3, then the equation (1.4) has no positive bounded solution in Ω = Rn.
Meanwhile, adopting the similar method, Fazly and Ghoussoub proved the following
result:
Theorem A. ([5, Theorem 3]) Let n ≥ 5, a ≥ 0 and p > 1. Then for any Sobolev
subcritical exponent, i.e.,
1 < p <
n+ 4 + 2a
n− 4 ,
the equation (1.1) has no positive solution with finite Morse index.
Inspired by the ideas in [4, 10], our purpose in this paper is to prove the Liouville-
type theorems in the class of stable solution and finite Morse index solution. Thus for
any fixed a ≥ 0 and n ≥ 3, we get
Theorem 1.1. If u is a smooth stable solution of (1.1) in Rn and 1 < p < pa(n), then
u ≡ 0.
Theorem 1.2. Let u be a smooth solution to (1.1) with finite Morse index.
• If p ∈ (1, pa(n)), p 6= n+ 4 + 2a
n− 4 , then u ≡ 0.
• If p = n+ 4 + 2a
n− 4 , then u has finite energy, i.e.,∫
Rn
(∆u)2 =
∫
Rn
|x|α|u|p+1 < +∞.
Here the representation of pa(n) in Theorem 1.1 and 1.2 is given by (2.1) below.
Remark 1.1. (1) Let us note that for any fixed a ≥ 0 and n+ 4 + 4a
n− 4 < p < pa(n),
we adopt a new method—a combination of monotonicity formula and blowing down
sequence— to deal with the case and get Liouville-type theorem.
(2) For the subcritical and critical cases, the proof is based on the combination of
the Pohozaev identity with some integral and pointwise estimates obtained by the
doubling lemma in [13, Lemma 5.1].
3
(3) In contrast with the results of [5], our result is extended to the larger interval
(1, pa(n)) and the proof of method is different and independent interesting. For
equation (1.1), we do not impose any sign condition for u and extra restrictions
on n, a and p.
To describe our results more accurately, we need to make precise several terminolo-
gies.
• Definition. We recall that a critical point u ∈ C2(Ω) of the energy functions
L(u) =
∫
Ω
1
2
|∆u|2dx− 1
p+ 1
∫
Ω
|x|a|u|p+1dx
is said to be
(i) a stable solution of (1.1), if for any ψ ∈ C40 (Ω), we have
Luu(ψ) :=
∫
Ω
|∆ψ|2dx− p
∫
Ω
|x|a|u|p−1ψ2dx ≥ 0.
(ii) a solution u of (1.1) with a Morse index equal to l ≥ 0, if l is the maximal
dimension of a subspaceXl of C
1
0 (Ω) such that Luu(ψ) < 0 for all ψ ∈ Xl\{0}.
Therefore, u is stable if and only if its Morse index is equal to zero.
(iii) a stable solution u of (1.1) outside a compact set Γ ⊂ Ω, if Luu(ψ) ≥ 0 for
any ψ ∈ C10 (Ω\Γ). It follows that any finite Morse index solution u is stable
outside some compact set Γ ⊂ Ω.
• Notation. Here and in the following, we use Br(x) to denote the open ball on Rn
central at x with radius r. we also write Br = Br(0). C denotes various irrelevant
positive constants.
The organization of rest of the paper is as follows. In section 2, we construct a
monotonicity formula which is a crucial tool to handle the supercritical case, and derive
various integral estimates. Then we prove Liouville-type theorem for stable solutions
of (1.1), this is Theorem 1.1 in Section 3. To prove the result, we first obtain the
nonexistence of homogeneous, stable solution of (1.1) in Rn\{0}, where p belongs to(
n+ 4 + 2a
n− 4 , pa(n)
)
(the representation of pa(n) in the below (2.1)). Secondly, we
obtain some estimates of solutions, and show that the limit of blowing down sequence
u∞(x) = lim
τ→∞
τ
4+a
p−1u(τx) satisfies E(r; 0, u) ≡ const. Here, we use the monotonicity
formula of Theorem 2.1. In Section 4, we study Liouville-type theorem of finite Morse
index solutions by the use of the Pohozaev-type identity, monotonicity formula and
blowing down sequence.
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2 A Monotonicity formula and some estimates
In this section, we construct a monotonicity formula which play an important role
in dealing with the supercritical case, and obtain various integral estimates of stable
solutions.
To explore the main results in this paper, we need to define a critical power of (1.1).
For any fixed a ≥ 0 and n ≥ 5, we define the functions by
g(p) : = p
(
4 + a
p− 1 + 2
)(
n− 4− 4 + a
p− 1
)
+ p
4 + a
p− 1
(
n− 2− 4 + a
p− 1
)
,
f(p) : = p
4 + a
p− 1
(
4 + a
p− 1 + 2
)(
n− 4− 4 + a
p− 1
)(
n− 2− 4 + a
p− 1
)
.
A direct computation finds
g
(
n+ 4 + 2a
n− 4
)
=
n+ 4 + 2a
n− 4 ×
n(n− 4)
2
>
n(n− 4)
2
,
f
(
n+ 4 + 2a
n− 4
)
=
n+ 4 + 2a
n− 4 ×
n2(n− 4)2
16
>
n2(n− 4)2
16
.
and differentiating the function f(p) in p, we get
f ′(p) =2p
(4 + a)2
(p − 1)3
(
4 + a
p− 1 + 2
)[
n− 3− 4 + a
p − 1
]
− 4 + a
(p − 1)2
(
6 + a+
8 + 2a
p− 1
)(
n− 4− 4 + a
p− 1
)(
n− 2− 4 + a
p − 1
)
.
It is easy to check that
f ′
(
n+ 4 + 2a
n− 4
)
=
n2(n − 4)2
16
> 0.
Let n(a) be the integer part of the largest real root of the algebra equation
x3 − 4x2 − 32(a+ 4)x+ 64a+ 256 = 0,
and p(n, a) be the largest real root of the algebra equation[
n4 − 8n3 − 16(2a + 7)n2 + 192(a + 4)n − 256(a + 4)
]
x4
− 4
[
n4 + 8n3 + 4
(
a2 + 2a− 4)n2 − 8(5a2 + 22a+ 8)n+ 16(5a2 + 28a+ 32)]x3
+ 2
[
3n4 − 24n3 + 16(a2 + 5a+ 7)n2 + 16(a3 + 2a2 − 14a− 24)n− 64(a3 + 7a2 + 14a+ 8)]x2
− 4
[
n4 − 8n3 + 4(a2 + 6a+ 12)n2 + 8(a3 + 7a2 + 14a+ 8)n+ 4a(a3 + 8a2 + 20a+ 16)]x
+ n4 − 8n3 + 16n2 = 0.
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For any fixed a ≥ 0 and n ≥ 5, we define
pa(n) =

+∞, if n ≤ n(a),
p(n, a), if n ≥ n(a) + 1.
(2.1)
Therefore, we find
f(p) >
n2(n− 4)2
16
,
for any
n+ 4 + 2a
n− 4 < p < pa(n).
In particular, if a = 0, then p0(n) in (2.1) is the fourth order Joseph-Lundgren
exponent which is computed by Gazzola and Grunau [8].
Furthermore, using the inequality x + y ≥ 2√xy, for all x, y ≥ 0, and combining
with the definition of the functions g(p) and f(p), we obtain
g(p) >
n(n− 4)
2
,
for any
n+ 4 + 2a
n− 4 < p < pa(n).
For any given x ∈ Ω, let 0 < r < R and Br(x) ⊂ BR(x) ⊂ Ω, we choose u ∈W 4,2loc (Ω)
and |x|a|u|p+1 ∈ L1loc(Ω) and define
E(r;x, u) :=r
4(p+1)+2a
p−1
−n
∫
Br(x)
1
2
(∆u)2 − 1
p+ 1
|x|a|u|p+1
+
4 + a
2(p − 1)
(
n− 2− 4 + a
p− 1
)
d
dr
(
r
8+2a
p−1
+1−n
∫
∂Br(x)
u2
)
+
4 + a
2(p − 1)
(
n− 2− 4 + a
p− 1
)
d
dr
(
r
8+2a
p−1
+2−n
∫
∂Br(x)
u2
)
+
r3
2
d
dr
[
r
8+2a
p−1
+1−n
∫
∂Br(x)
(
4 + a
p− 1r
−1u+
∂u
∂r
)2]
+
1
2
d
dr
[
r
8+2a
p−1
+4−n
∫
∂Br(x)
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)]
+
1
2
r
8+2a
p−1
+3−n
∫
∂Br(x)
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)
. (2.2)
Then, we can investigate a monotonicity formula.
Theorem 2.1. Suppose that n ≥ 5, a ≥ 0 and p > n+ 4 + 2a
n− 4 , u ∈ W
4,2
loc (Ω) and
|x|a|u|p+1 ∈ L1loc(Ω) is a weak solution of (1.1). Then E(r;x, u) is non-decreasing in
r ∈ (0, R). Furthermore, we have
d
dr
E(r; 0, u) ≥ c(n, p, a)r−n+2+ 8+2ap−1
∫
∂Br
(
4 + a
p− 1r
−1u+
∂u
∂r
)2
dS, (2.3)
where the constant c(n, p, a) > 0 is only relevant to n, p and a.
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Proof. We follow the lines of analysis process in [4] to prove the conclusion. From the
variational of the equation (1.1), we define the rescaled energy function
Eˆ(τ) := τ
4(p+1)+2a
p−1
−n
∫
Bτ
1
2
(∆u)2 − 1
p+ 1
|x|a|u|p+1. (2.4)
Denote
v := ∆u
and
uτ (x) := τ
4+a
p−1u(τx), vτ (x) := τ
4+a
p−1
+2
v(τx).
It is easy to check that
vτ = ∆uτ and ∆vτ = |x|a|uτ (x)|p−1u(τx),
and taking the derivative of the first equality in τ to get
dvτ
dτ
= ∆
duτ
dτ
.
We observe that differentiation in τ exchanges with differentiation and integration in x.
Rescaling in (2.4) to yield
Eˆ(τ) =
∫
B1
1
2
(vτ )2 − 1
p+ 1
|x|a|uτ |p+1.
Differentiating the function Eˆ(τ) in τ , we obtain
dEˆ(τ)
dτ
=
∫
B1
vτ
dvτ
dτ
− |x|a|uτ |p−1uτ du
τ
dτ
=
∫
B1
vτ∆
duτ
dτ
−∆vτ du
τ
dτ
=
∫
∂B1
vτ
∂
∂r
duτ
dτ
− ∂v
τ
∂r
duτ
dτ
. (2.5)
In the following, all derivations of uτ in the r = |x| variable will be expressed by the
derivations in the τ variable.
From the definition of uτ and vτ , differentiating in τ implies
duτ
dτ
(x) =
1
τ
[
4 + a
p− 1u
τ (x) + r
∂uτ
∂r
(x)
]
(2.6)
and
dvτ
dτ
(x) =
1
τ
[
2(p+ 1) + a
p− 1 v
τ (x) + r
∂vτ
∂r
(x)
]
.
In (2.6), differentiating in τ once again yields
τ
d2uτ
dτ2
+
duτ
dτ
=
4 + a
p − 1
duτ
dτ
+ r
∂
∂r
duτ
dτ
.
7
So we get
r
∂
∂r
duτ
dτ
= τ
d2uτ
dτ2
+
p− 5− a
p− 1
duτ
dτ
,
r
∂vτ
∂r
= τ
dvτ
dτ
− 2(p + 1) + a
p− 1 v
τ .
Inserting the above two equalities into (2.5), we find
dEˆ
dτ
=
∫
∂B1
vτ
(
τ
d2uτ
dτ2
+
p− 5− a
p− 1
duτ
dτ
)
− du
τ
dτ
(
τ
dvτ
dτ
− 2(p + 1) + a
p− 1 v
τ
)
=
∫
∂B1
τvτ
d2uτ
dτ2
+ 3vτ
duτ
dτ
− τ du
τ
dτ
dvτ
dτ
. (2.7)
Now, we need to represent the function vτ by the use of a combination of uτ and
the derivation of uτ in τ . Taking derivative of (2.6) in r, we obtain on ∂B1
∂2uτ
∂r2
=τ
∂
∂r
duτ
dτ
− p+ 3 + a
p− 1
∂uτ
∂r
=τ2
d2uτ
dτ2
+
p− 5− a
p− 1 τ
duτ
dτ
− p+ 3 + a
p− 1
(
τ
duτ
dτ
− 4 + a
p− 1u
τ
)
=τ2
d2uτ
dτ2
− 8 + 2a
p− 1 τ
duτ
dτ
+
(4 + a)(p + 3 + a)
(p− 1)2 u
τ .
Using spherical coordinates to write uτ (x) = uτ (r, θ) with r = |x| and θ = x|x| ∈ S
n−1,
then on ∂B1, we get
vτ =
∂2uτ
∂r2
+
n− 1
r
∂uτ
∂r
+
1
r2
∆θu
τ
=τ2
d2uτ
dτ2
+
[
n− 1− 8 + 2a
p− 1
]
τ
duτ
dτ
(2.8)
+
4 + a
p− 1
[
4 + a
p− 1 − n+ 2
]
uτ +∆θu
τ
=τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ +∆θu
τ , (2.9)
where ∆θ is the Laplace-Beltrami operator on ∂B1 and ∇θ (see section 3) is the tan-
gential derivative on ∂B1, and
ρ := n− 1− 8 + 2a
p− 1 , γ :=
4 + a
p− 1
(
4 + a
p− 1 − n+ 2
)
.
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Substituting (2.8) into (2.7), we have
d
dτ
Eˆ(τ) =
∫
∂B1
τ
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
d2uτ
dτ2
+ 3
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
duτ
dτ
− τ du
τ
dτ
d
dτ
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
+
∫
∂B1
τ∆θu
τ d
2uτ
dτ2
+ 3∆θu
τ du
τ
dτ
− τ du
τ
dτ
∆θ
duτ
dτ
=:T1 + T2. (2.10)
The calculation for T1 is processed as follows
T1 =
∫
∂B1
τ
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
d2uτ
dτ2
+ 3
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
duτ
dτ
− τ du
τ
dτ
d
dτ
(
τ2
d2uτ
dτ2
+ ρτ
duτ
dτ
+ γuτ
)
=
∫
∂B1
τ3
(
d2uτ
dτ2
)2
+ τ2
d2uτ
dτ2
duτ
dτ
+ γτuτ
d2uτ
dτ2
+ 3γuτ
duτ
dτ
+ (2ρ− γ)τ
(
duτ
dτ
)2
− τ3 du
τ
dτ
d3uτ
dτ3
=
∫
∂B1
2τ3
(
d2uτ
dτ2
)2
+ 4τ2
d2uτ
dτ2
duτ
dτ
+ 2(ρ− γ)τ
(
duτ
dτ
)2
+
γ
2
d2
dτ2
[
τ (uτ )2
]
− 1
2
d
dτ
[
τ3
d
dτ
(
duτ
dτ
)2]
+
γ
2
d(uτ )2
dτ
≥
∫
∂B1
γ
2
d2
dτ2
[
τ (uτ )2
]
− 1
2
d
dτ
[
τ3
d
dτ
(
duτ
dτ
)2]
+
γ
2
d(uτ )2
dτ
. (2.11)
Here choosing p >
n+ 4 + 2a
n− 4 , it implies that
ρ− γ =
(
n− 1− 8 + 2a
p− 1
)
− 4 + a
p− 1
(
4 + a
p− 1 − n+ 2
)
> 1
and
2τ3
(
d2uτ
dτ2
)2
+ 4τ2
d2uτ
dτ2
duτ
dτ
+ 2(ρ− γ)τ
(
duτ
dτ
)2
= 2τ
(
τ
d2uτ
dτ2
+
duτ
dτ
)2
+ 2(ρ− γ − 1)τ
(
duτ
dτ
)2
≥ 0. (2.12)
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Integrating by parts on ∂B1, we get
T2 =
∫
∂B1
−τ∇θuτ∇θ d
2uτ
dτ2
− 3∇θuτ∇θ du
τ
dτ
+ τ
∣∣∣∣∇θ duτdτ
∣∣∣∣2
=− τ
2
d2
dτ2
∫
∂B1
|∇θuτ |2 − 3
2
d
dτ
∫
∂B1
|∇θuτ |2 + 2τ
∫
∂B1
∣∣∣∣∇θ duτdτ
∣∣∣∣2
=− 1
2
d2
dτ2
(
τ
∫
∂B1
|∇θuτ |2
)
− 1
2
d
dτ
∫
∂B1
|∇θuτ |2 + 2τ
∫
∂B1
∣∣∣∣∇θ duτdτ
∣∣∣∣2
≥− 1
2
d2
dτ2
(
τ
∫
∂B1
|∇θuτ |2
)
− 1
2
d
dτ
∫
∂B1
|∇θuτ |2 . (2.13)
On the other hand, we observe that all terms in (2.11) and (2.13) by the use of the
rescaling can be expressed as follows:∫
∂B1
d
dτ
(uτ )2 =
d
dτ
(
τ
8+2a
p−1
+1−n
∫
∂Bτ
u2
)
,∫
∂B1
d2
dτ2
[
τ(uτ )2
]
=
d2
dτ2
(
τ
8+2a
p−1
+2−n
∫
∂Bτ
u2
)
,
∫
∂B1
d
dτ
[
τ3
d
dτ
(
duτ
dτ
)2]
=
d
dτ
[
τ3
d
dτ
(
τ
8+2a
p−1
+1−n
∫
∂Bτ
(
4 + a
p − 1τ
−1u+
∂u
∂r
)2)]
,
d2
dτ2
(
τ
∫
∂B1
|∇θuτ |2
)
=
d2
dτ2
[
τ
8+2a
p−1
+4−n
∫
∂Bτ
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)]
,
d
dτ
(∫
∂B1
|∇θuτ |2
)
=
d
dτ
[
τ
8+2a
p−1
+3−n
∫
∂Bτ
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)]
.
Combining with (2.10)-(2.13), we obtain
dEˆ(τ)
dτ
≥ γ
2
d
dτ
(
τ
8+2a
p−1
+1−n
∫
∂Bτ
u2
)
+
γ
2
d2
dτ2
(
τ
8+2a
p−1
+2−n
∫
∂Bτ
u2
)
− 1
2
d
dτ
[
τ3
d
dτ
(
τ
8+2a
p−1
+1−n
∫
∂Bτ
(
4 + a
p− 1τ
−1u+
∂u
∂r
)2)]
− 1
2
d
dτ
[
τ
8+2a
p−1
+3−n
∫
∂Bτ
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)]
− 1
2
d2
dτ2
[
τ
8+2a
p−1
+4−n
∫
∂Bτ
(
|∇u|2 −
∣∣∣∣∂u∂r
∣∣∣∣2
)]
.
Therefore, combining the inequality with (2.2) and (2.4), we get the inequality (2.3).
From the properties of integration, we conclude that E(r;x, u) is nonindecreasing in
r ∈ (0, R).
Remark 2.1. From (2.11)-(2.13), it implies that we can take
c(n, p, a) = 2(ρ− γ − 1).
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In particular, if p =
n+ 4 + 2a
n− 4 , then c(n, p, a) =
n2 − 4n+ 8
2
> 0. Therefore, Theorem
2.1 also holds for p =
n+ 4 + 2a
n− 4 .
Corollary 2.1. If the hypotheses of Theorem 2.1 hold and E(σ; 0, u) ≡ const, for all
σ ∈ (0, R), then u is homogeneous in BR\{0}, i.e.,
u(τx) = τ−
4+a
p−1u(x), ∀τ ∈ (0, 1], x ∈ BR\{0}. (2.14)
Proof. Taking arbitrarily r1, r2 ∈ (0, R) with r1 < r2, we obtain from Theorem 2.1 that
0 = E(r2; 0, u) − E(r1; 0, u)
=
∫ r2
r1
d
dσ
E(σ; 0, u)dσ
≥ c(n, p, a)
∫
Br2\Br1
(
4+a
p−1σ
−1u+ ∂u∂σ
)2
|x|n−2− 8+2ap−1
dx.
This implies
4 + a
p− 1σ
−1u+
∂u
∂σ
= 0, a.e. in BR\{0}.
Hence for any fixed x ∈ BR\{0}, we have
d
dτ
(
τ
4+a
p−1u(τx)
)
≡ 0,∀τ ∈ (0, 1].
Obviously, the equality (2.14) holds.
The following basic integral estimates for solutions (whether positive or sign-changing)
of (1.1) follows from the rescaled test function method.
Lemma 2.1. ([18, Lemma 2.3]) For any ζ ∈ C4(Rn) and η ∈ C∞0 (Rn), we have the
following identities∫
Rn
(∆2ζ)ζη2dx =
∫
Rn
[∆(ζη)]2dx+
∫
Rn
[−4(∇ζ · ∇η)2 + 2ζ∆ζ|∇η|2] dx
+
∫
Rn
ζ2
[
2∇(∆η) · ∇η + (∆η)2] dx (2.15)
and
2
∫
Rn
|∇ζ|2|∇η|2dx =
∫
Rn
[
2ζ(−∆ζ)|∇η|2 + ζ2∆(|∇η|2)] dx. (2.16)
Lemma 2.2. Let u ∈ C4(Rn) be a stable solution of (1.1). Then for large enough m,
we get that for all ψ ∈ C40 (Rn) with 0 ≤ ψ ≤ 1∫
Rn
(|∆u|2 + |x|a|u|p+1)ψ2m ≤ C ∫
Rn
|x|− 2ap−1 |G(ψm)| p+1p−1 ,
11
where G(ψm) = |∇ψ|4 + ψ2(2−m)
[
|∇(∆ψm) · ∇ψm|+ |∆ψm|2 + |∆|∇ψm|2|
]
.
Furthermore, we find∫
BR(x)
(|∆u|2+ |x|a|u|p+1) ≤ CR−4
∫
B2R(x)\BR(x)
u2+CR−2
∫
B2R(x)\BR(x)
|u∆u| (2.17)
and ∫
BR(x)
(|∆u|2 + |x|a|u|p+1) ≤ CRn−
4(p+1)+2a
p−1 (2.18)
for all BR(x). Here the constant C does not depend on R and u.
Proof. Since u is a stable solution of (1.1), we choose arbitrarily ζ ∈ C40 (Rn) and find∫
Rn
|x|a|u|p−1uζ =
∫
Rn
∆u∆ζ (2.19)
and
p
∫
Rn
|x|a|u|p−1ζ2 ≤
∫
Rn
|∆ζ|2. (2.20)
Testing (2.19) on ζ = uψ2 for ψ ∈ C40 (Rn), we obtain∫
Rn
|x|a|u|p+1ψ2 =
∫
Rn
∆u∆(uψ2).
Testing (2.20) on ζ = uψ to yield
p
∫
Rn
|x|a|u|p+1ψ2 ≤
∫
Rn
[∆(uψ)]2.
Combining the above two results with (2.15), we get
(p − 1)
∫
Rn
|x|a|u|p+1ψ2 ≤
∫
Rn
[
4(∇u · ∇ψ)2 − 2u∆u|∇ψ|2] dx
+
∫
Rn
u2
[
2|∇(∆ψ) · ∇ψ|+ |∆ψ|2] dx.
Again a direct application of the identity (2.16) leads to∫
Rn
|x|a|u|p+1ψ2dx ≤ C
∫
Rn
|uv||∇ψ|2dx
+ C
∫
Rn
u2
[|∇(∆ψ) · ∇ψ|+ |∆ψ|2 + |∆(|∇ψ|2)|] dx. (2.21)
Since ∆(uψ) = vψ + 2∇u · ∇ψ + u∆ψ, we obtain∫
Rn
v2ψ2dx ≤ C
∫
Rn
|uv||∇ψ|2dx
+ C
∫
Rn
u2
[|∇(∆ψ) · ∇ψ|+ |∆ψ|2 + |∆|∇ψ|2|] dx. (2.22)
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We take a cut-off function ψ ∈ C∞0 (B2R(x)) such that ψ ≡ 1 in BR(x) and for k ≤ 3,
|∇kψ| ≤ C
Rk
. Combining (2.21) with (2.22), we get∫
BR(x)
(v2 + |x|a|u|p+1)dx ≤ CR−4
∫
B2R(x)\BR(x)
u2 + CR−2
∫
B2R(x)\BR(x)
|uv|.
Noting that the constant C does not depend on R and u.
Next, the functions ψ in (2.21) and (2.22) are replaced by ψm, where m is a large
integer. Then∫
Rn
[|x|a|u|p+1 + v2]ψ2mdx ≤ C ∫
Rn
|uv|ψ2(m−1)|∇ψ|2
+ C
∫
Rn
u2
[|∇(∆ψm) · ∇ψm|+ |∆ψm|2 + |∆|∇ψm|2|] dx.
A simple application of Young’s inequality yields∫
Rn
|uv|ψ2(m−1)|∇ψ|2 ≤ 1
2C
∫
Rn
v2ψ2m + C
∫
Rn
u2ψ2(m−2)|∇ψ|4.
Therefore we get∫
Rn
|x|a|u|p+1ψ2m + v2ψ2mdx ≤ C
∫
Rn
u2ψ2(m−2)G(ψm), (2.23)
where G(ψm) = |∇ψ|4 + ψ2(2−m) [|∇(∆ψm) · ∇ψm|+ |∆ψm|2 + |∆|∇ψm|2|]. Utilizing
Ho¨lder’s inequality to find∫
Rn
u2ψ2(m−2)G(ψm) =
∫
Rn
|x| 2ap+1u2ψ2(m−2)|x|− 2ap+1G(ψm)
≤
(∫
Rn
|x|a|u|p+1ψ(m−2)(p+1)
) 2
p+1
(∫
Rn
|x|− 2ap−1G(ψm) p+1p−1
) p−1
p+1
.
Choosing m large enough such that (m − 2)(p + 1) ≥ 2m, and combining with (2.23),
we get ∫
Rn
(|∆u|2 + |x|a|u|p+1)ψ2mdx ≤ C
∫
Rn
|x|− 2ap+1G(ψm) p+1p−1 ,
where the constant C only depends on n, p, a, m and ψ. In the above inequality, we
take a cut-off function ψ ∈ C∞0 (B2R(x)) such that ψ ≡ 1 in BR(x) and |∇iψ| ≤
C
Ri
for
i = 1, 2, 3 once again. Then∫
BR(x)
(|∆u|2 + |x|a|u|p+1)dx ≤ C
∫
B2R(x)\BR(x)
|x|− 2ap−1R−4 p+1p−1 dx
≤ CRn−
4(p+1)+2a
p−1 .
The proof is completed.
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3 Proof of Theorem 1.1.
We first obtain a nonexistence result for homogeneous stable solution of (1.1).
Theorem 3.1. For any p ∈
(
n+ 4 + 2a
n− 4 , pa(n)
)
, assume that u ∈ W 2,2loc (Rn\{0}) is
a homogeneous, stable solution of (1.1), and |x|a|u|p+1 ∈ L1loc(Rn\{0}), where pa(n) is
given by (2.1). Then u ≡ 0.
Proof. From the conditions of Theorem, we can assume that there exists a w ∈W 2,2(Sn−1)
such that in polar coordinates
u(r, θ) = r−
4+a
p−1w(θ).
Since u ∈ W 2,2(B2\B1) and |x|a|u|p+1 ∈ L1(B2\B1), it implies that w ∈ W 2,2(Sn−1) ∩
Lp+1(Sn−1). A straightforward calculation of (1.1) to get
∆2θw − ℓ1∆θw + ℓ2w = |w|p−1w, (3.1)
where
ℓ1 =
(
4 + a
p− 1 + 2
)(
n− 4− 4 + a
p − 1
)
+
4 + a
p− 1
(
n− 2− 4 + a
p− 1
)
,
ℓ2 =
4 + a
p− 1
(
4 + a
p− 1 + 2
)(
n− 4− 4 + a
p− 1
)(
n− 2− 4 + a
p− 1
)
.
From w ∈W 2,2(Sn−1), multiplying (3.1) by w and integrating by parts imply∫
Sn−1
|∆θw|2 + ℓ1|∇θw|2 + ℓ2w2 =
∫
Sn−1
|w|p+1. (3.2)
On the other hand, for any ǫ > 0, we choose an ζǫ ∈ C∞0
((
ǫ
2 ,
2
ǫ
))
such that ζǫ ≡ 1
in
(
ǫ, 1ǫ
)
and
r|ζ ′ǫ(r)|+ r2|ζ ′′ǫ (r)| ≤ C
for all r > 0. Since u is a stable solution, we can choose a test function r−
n−4
2 w(θ)ζǫ(r)
and get
p
∫
Rn
|x|a|u|p−1
(
r−
n−4
2 w(θ)ζǫ(r)
)2
dx ≤
∫
Rn
∣∣∣∆(r−n−42 w(θ)ζǫ(r))∣∣∣2 dx.
A simple calculation implies
∆
(
r−
n−4
2 w(θ)ζǫ(r)
)
=− n(n− 4)
4
r−
n
2 ζǫ(r)w(θ) + r
−n
2 ζǫ(r)∆θw(θ)
+ 3r−
n
2
+1ζ ′ǫ(r)w(θ) + r
−n
2
+2ζ ′′ǫ (r)w(θ).
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and
p
∫ ∞
0
∫
Sn−1
ra|u|p−1
(
r−
n−4
2 w(θ)ζǫ(r)
)2
rn−1drdθ
=p
(∫
Sn−1
|w|p+1dθ
)(∫ ∞
0
r−1ζ2ǫ (r)dr
)
≤
(∫
Sn−1
(
|∆θw|2 + n(n− 4)
2
|∇θw|2 + n
2(n − 4)2
16
w2
)
dθ
)(∫ ∞
0
r−1ζ2ǫ (r)dr
)
+O
{(∫ ∞
0
[
r|ζ ′ǫ(r)|2 + r3ζ ′′ǫ (r)2 + |ζ ′ǫ(r)|ζǫ(r) + rζǫ(r)|ζ ′′ǫ (r)|
]
dr
)
×
∫
Sn−1
[
w(θ)2 + |∇θw(θ)|2
]
dθ
}
.
(3.3)
From the definition of ζǫ, one can easily estimate that∫ ∞
0
r−1ζ2ǫ (r)dr ≥
∫ 1
ǫ
ǫ
r−1dr ≥ | ln ǫ|
and ∫ ∞
0
[
rζ ′ǫ(r)
2 + r3ζ ′′ǫ (r)
2 + |ζ ′ǫ(r)|ζǫ(r) + rζǫ(r)|ζ ′′ǫ (r)|
]
dr ≤ C.
Letting ǫ→ 0, it implies from (3.3) that
p
∫
Sn−1
|w|p+1dθ ≤
∫
Sn−1
(
|∆θw|2 + n(n− 4)
2
|∇θw|2 + n
2(n− 4)2
16
w2
)
dθ. (3.4)
Now, combining (3.2) with (3.4), we obtain∫
Sn−1
(p − 1)|∆θw|2 +
(
pℓ1 − n(n− 4)
2
)
|∇θw|2 +
(
pℓ2 − n
2(n− 4)2
16
)
w2 ≤ 0.
Since
n+ 4 + 2a
n− 4 < p < pa(n), we get from the definition of pa(n) that
pℓ1 − n(n− 4)
2
> 0 and pℓ2 − n
2(n− 4)2
16
> 0.
Therefore we have
w ≡ 0.
Thus u ≡ 0.
Remark 3.1. One can easily check that
us(r) = ℓ
1
p−1
2 r
− 4+a
p−1
is a singular solution of (1.1) in Rn\{0}, where
β =
4 + a
p− 1 , ℓ2 = β(β + 2)(β + 4− n)(β + 2− n).
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Using the well-known Hardy-Rellich inequality [14] with the best constant∫
Rn
|∆ψ|2dx ≥ n
2(n− 4)2
16
∫
Rn
ψ2
|x|4 dx, ∀ψ ∈ H
2(Rn),
we conclude that the singular solution us is stable in R
n\{0} if and only if
pℓ2 ≤ n
2(n− 4)2
16
.
In what follows, we assume that u is a smooth stable solution of (1.1) in Rn and
n+ 4 + 2a
n− 4 < p < pa(n). Then we obtain the following three lemmas which play an
important role in dealing with the supercritical case.
For all τ > 0, we define blowing down sequences
uτ (x) := τ
4+a
p−1u(τx), vτ (x) := τ
4+a
p−1
+2
v(τx).
It is easy to check that uτ is also a smooth stable solution of (1.1) and for all ball
Br(x) ⊂ Rn, the following estimate holds∫
Br(x)
[
(vτ )2 + |x|a|uτ |p+1] dx
=
∫
Br(x)
[
τ
8+2a
p−1
+4
v(τx)2 + |x|aτ 4+ap−1 (p+1)|u(τx)|p+1
]
dx
= τ
4(p+1)+2a
p−1
−n
∫
Bτr(x)
[
v(x)2 + |x|a|u(x)|p+1] dx
≤ Cτ
4(p+1)+2a
p−1
−n(τr)n−
4(p+1)+2a
p−1 by (2.18)
= Cr
n− 4(p+1)+2a
p−1 .
Moreover, using Ho¨lder’s inequality to lead to
∫
Br(x)
(uτ )2dx ≤
(∫
Br(x)
|x|a|(uτ )|p+1dx
) 2
p+1
(∫
Br(x)
(
|x|− 2ap+1
) p+1
p−1
dx
) p−1
p+1
≤Crn− 8+2ap−1 .
We note that uτ are uniformly bounded in Lp+1loc (R
n). From elliptic regularity theory,
it implies that uτ are also uniformly bounded in W 2,2loc (R
n). Hence, we can suppose that
uτ → u∞ weakly in W 2,2loc (Rn) ∩ Lp+1loc (Rn) (if necessary, we can extract a subsequence).
Utilizing standard embeddings, we get uτ → u∞ strongly inW 1,2loc (Rn). Then for any ball
BR(0), applying interpolation between L
q spaces and noting the above two inequalities,
for any q ∈ (1, p + 1), we get
‖uτ − u∞‖Lq(BR(0)) ≤ ‖uτ − u∞‖µL1(BR(0))‖u
τ − u∞‖1−µ
Lp+1(BR(0))
→ 0, (3.5)
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as τ → +∞, where µ ∈ (0, 1) satisfying 1
q
= µ+
1− µ
p+ 1
. That is, uτ → u∞ in Lqloc(Rn)
for any q ∈ (1, p + 1).
Since uτ is a smooth stable solution of (1.1), we get that for any ζ ∈ C∞0 (Rn)∫
Rn
∆u∞∆ζ − |x|a|u∞|p−1u∞ζ = lim
τ→∞
∫
Rn
∆uτ∆ζ − |x|a|uτ |p−1uτ ζ,∫
Rn
(∆ζ)2 − p|x|a|u∞|p−1ζ2 = lim
τ→∞
∫
Rn
(∆ζ)2 − p|x|a|uτ |p−1ζ2 ≥ 0.
Thus u∞ ∈W 2,2loc (Rn) ∩ Lp+1loc (Rn) is a stable solution of (1.1) in Rn.
Lemma 3.1. lim
r→+∞
E(r; 0, u) < +∞.
Proof. From Theorem 2.1, we see that E(r; 0, u) is non-decreasing in r. Properties of
the integral yields
E(r; 0, u) ≤ 1
r
∫ 2r
r
E(σ; 0, u)dσ ≤ 1
r2
∫ 2r
r
∫ t+r
t
E(σ; 0, u)dσdt.
From (2.18). we have
1
r2
∫ 2r
r
∫ t+r
t
(
σ
4(p+1)+2a
p−1
−n
∫
Bσ
1
2
(∆u)2 − 1
p+ 1
|x|a|u|p+1
)
dσdt
≤ C
r2
∫ 2r
r
∫ t+r
t
σ
4(p+1)+2a
p−1
−n
σ
n−
4(p+1)+2a
p−1 dσdt
≤ C.
A simple application of Ho¨lder’s inequality and (2.18) to get
1
r2
∫ 2r
r
∫ t+r
t
(
σ
8+2a
p−1
+1−n
∫
∂Br
u2
)
dσdt
=
1
r2
∫ 2r
r
∫ t+r
t
σ
8+2a
p−1
+1−n
∫
∂Bσ
σ
− 2a
p+1 · σ 2ap+1u2dσdt
≤ 1
r2
∫ 2r
r
(∫
Bt+r\Bt
(
|x| 8+2ap−1 +1−n− 2ap+1
) p+1
p−1
) p−1
p+1 (∫
B3r
|x|a|u|p+1
) 2
p+1
≤ C
r2
∫ 2r
r
(
|x| 8+2ap−1 +1−n− 2ap+1+n p−1p+1
)
r
2
p+1
[
n−
4(p+1)+2a
p−1
]
≤ C.
Again applying Ho¨lder’s inequality, we find∫
Br
|∇u|2 ≤Cr2
∫
Br
|∆u|2 + Cr−2
∫
Br
u2
≤Cr2
∫
Br
|∆u|2 + Cr−2
(∫
Br
|x|− 2ap−1
) p−1
p+1
(∫
Br
|x|a|u|p+1
) 2
p+1
≤Crn− 8+2ap−1 −2.
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Then from the above inequality, it implies that
1
r2
∫ 2r
r
∫ t+r
t
d
dσ
(
σ
8+2a
p−1
+4−n
∫
∂Bσ
|∇u|2
)
dσdt
=
1
r2
∫ 2r
r
{
(t+ r)
8+2a
p−1
+4−n
∫
∂Bt+r
|∇u|2 − t 8+2ap−1 +4−n
∫
∂Bt
|∇u|2
}
≤ C
r2
∫
B3r\Br
|x| 8+2ap−1 +4−n|∇u|2
≤ C
and
1
r2
∫ 2r
r
∫ t+r
t
σ3
2
d
dσ
[
σ
8+2a
p−1
+1−n
∫
∂Bσ
(4 + a
p− 1σ
−1u+
∂u
∂r
)2]
dσdt
=
1
2r2
∫ 2r
r
{
(t+ r)
8+2a
p−1
+4−n
∫
∂Bt+r
(4 + a
p− 1(t+ r)
−1u+
∂u
∂r
)2
− t 8+2ap−1 +4−n
∫
∂Br
(4 + a
p− 1 t
−1u+
∂u
∂r
)2}
− 3
2r2
∫ 2r
r
∫ t+r
t
σ
8+2a
p−1
+3−n
∫
∂Bσ
(
4 + a
p− 1σ
−1u+
∂u
∂r
)2
dσdt
≤C
r2
∫
B3r\Br
|x| 8+2ap−1 +2−n
(
u2 + |x|2
(
∂u
∂r
)2)
≤C.
Similarly, we can discuss the boundedness of the remaining terms in E(r; 0, u) and
obtain the desired result.
Lemma 3.2. u∞ is homogeneous.
Proof. From the monotonicity of E(r; 0, u) and Lemma 3.1, it implies that for any
0 < r1 < r2 < +∞,
lim
τ→∞
[E(τr2; 0, u) −E(τr1; 0, u)] = 0.
Then applying Corollary 2.1 and the scaling invariance of E, we get
0 = lim
τ→∞
[E(r2; 0, u
τ )− E(r1; 0, uτ )]
= lim
τ→∞
∫ r2
r1
d
dσ
E (σ; 0, uτ ) dσ
≥ lim
τ→∞
c(n, p, a)
∫
Br2\Br1
(
4+a
p−1σ
−1uτ +
∂uτ
∂σ
)2
|x|n−2− 8+2ap−1
dx
= c(n, p, a)
∫
Br2\Br1
(
4+a
p−1σ
−1u∞ +
∂u∞
∂σ
)2
|x|n−2− 8+2ap−1
dx,
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where σ = |x|. Therefore, we obtain
4 + a
p− 1σ
−1u∞ +
∂u∞
∂σ
= 0, a.e.
A simple computation finds
u∞(x) = |x|− 4+ap−1u∞
(
x
|x|
)
, x ∈ Rn\{0},
i.e., u∞ is homogeneous.
Lemma 3.3. lim
r→∞
E(r; 0, u) = 0.
Proof. From Lemma 3.2, it implies that u∞ is a homogeneous, stable solution of (1.1).
Therefore, from Theorem 3.1, we have
u∞ ≡ 0.
Combining with (3.5), we find that
lim
τ→+∞
uτ = 0, stongly in L2(B5(0))
implies
lim
τ→+∞
∫
B5(0)
(uτ )2 = 0.
Combining with the uniformly bounded of vτ in L2(B5(0)), we get
lim
τ→∞
∫
B5(0)
|uτvτ | ≤ lim
τ→∞
(∫
B5(0)
(uτ )2
) 1
2
(∫
B5(0)
(vτ )2
) 1
2
= 0.
Then, it implies from (2.17) that
lim
τ→+∞
∫
B1(0)
(∆uτ )2 + |x|a|uτ |p+1 ≤ C lim
τ→+∞
∫
B5(0)
(uτ )2 + |uτvτ | = 0. (3.6)
Applying the interior Lp-estimates yields
lim
τ→+∞
∫
B2(0)
∑
k≤2
|∇kuτ | = 0.
Then, we obtain∫ 2
1
∞∑
i=1
∫
∂Br
∑
k≤2
|∇kuτi |2dr ≤
∞∑
i=1
∫
B2r\Br
∑
k≤2
|∇kuτi |2 ≤ 1.
Therefore, there exists a ι ∈ (1, 2) such that
lim
τ→∞
‖uτ‖W 2,2(∂Bι) = 0.
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Combining with (3.6) and the scaling invariance of E(r; 0, u), we get
lim
i→∞
E(τiι; 0, u) = lim
i→∞
E(ι; 0, uτi ) = 0.
Again since τiι→ +∞ and E(r; 0, u) is non-decreasing in r, we have
lim
r→∞
E(r; 0, u) = 0.
The proof is completed.
Proof of Theorem 1.1 We divide the proof into three cases.
Case I. The subcritical 1 < p <
n+ 4 + 2a
n− 4 .
Since p <
n+ 4 + 2a
n− 4 implies n <
4(p + 1) + 2a
p− 1 , and combining with (2.18), we find∫
BR(x)
(|∆u|2 + |x|a|u|p+1) dx ≤ CRn− 4(p+1)+2ap−1 → 0, as R→ +∞.
Consequently, we obtain
u ≡ 0.
Case II. The critical p =
n+ 4 + 2a
n− 4 .
Utilizing the inequality (2.18) once again to find∫
Rn
(
v2 + |x|a|u|p+1) dx < +∞.
Then, it implies that
lim
R→+∞
∫
B2R(x)\BR(x)
(
v2 + |x|a|u|p+1) dx = 0.
From (2.17), a direct application of Ho¨lder’s inequality leads to∫
BR(x)
(
v2 + |x|a|u|p+1) dx ≤ CR−4 ∫
B2R(x)\BR(x)
u2dx+ CR−2
∫
B2R(x)\BR(x)
|uv|dx
≤CR−4
(∫
B2R(x)\BR(x)
|x|a|u|p+1dx
) 2
p+1
(∫
B2R(x)\BR(x)
|x|− 2ap−1dx
) p−1
p+1
+ CKR−2
(∫
B2R(x)\BR(x)
|x|a|u|p+1dx
) 1
p+1
(∫
B2R(x)\BR(x)
|x|− 2ap−1dx
) p−1
2(p+1)
≤CR
(
n−
4(p+1)+2a
p−1
dx
)
p−1
p+1
(∫
B2R(x)\BR(x)
|x|a|u|p+1dx
) 2
p+1
+ CKR
(
n−
4(p+1)+2a
p−1
dx
)
p−1
2(p+1)
(∫
B2R(x)\BR(x)
|x|a|u|p+1dx
) 1
p+1
,
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where K =
(∫
B2R(x)\BR(x)
v2dx
) 1
2
. Since p =
n+ 4 + 2a
n− 4 , the right side of the above
inequality tends to 0 as R→ +∞. So we get
u ≡ 0.
Case III. The supercritical
n+ 4 + 2a
n− 4 < p < pa(n).
The smoothness of u implies that
lim
r→0
E(r; 0, u) = 0.
From the monotonicity of E(r; 0, u) and Lemma 3.3, it implies that
E(r; 0, u) = 0, for all r > 0.
Then, from Corollary 2.1, u is homogeneous. Therefore from Theorem 3.1, we obtain
u ≡ 0. 
4 Proof of Theorem 1.2.
In this section, we study the finite Morse index solutions of (1.1) by the use of the
Pohozaev-type identity, monotonicity formula and blowing down sequence.
A basic ingredient of the proof of the subcritical case in Theorem 1.2 is the following
Pohozaev-type identity.
Lemma 4.1. we have the equality∫
BR
(
n− 4
2
|∆u|2 − n+ a
p+ 1
|x|a|u|p+1
)
dx
=
∫
∂BR
(
R
2
(∆u)2 − 1
p+ 1
R1+a|u|p+1 +R∂u
∂r
∂∆u
∂r
−∆u∂(x · ∇u)
∂r
)
dS. (4.1)
Applying the doubling lemma in [13, Lemma 5.1], we get the following estimates.
Lemma 4.2. Let u be a finite Morse index solution of (1.1). Then there exist constants
C and R∗ such that
|u(x)| ≤ C|x|− 4+ap−1 , for all x ∈ BcR∗ , (4.2)
and ∑
k≤3
|x| 4+ap−1+k|∇ku(x)| ≤ C, for all x ∈ Bc3R∗ (4.3)
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Proof. The inequality (4.2) can be deduced as in [4, Lemma 5.1].
Next, we only prove the inequality (4.3). Take arbitrarily x˜ with |x˜| > 3R∗ and
τ =
|x˜|
2
, and denote
ω(x) := τ
4+a
p−1u(x˜+ τx).
From (4.2), it implies that for any x ∈ B1(0)
|ω(x)| ≤ Cτ 4+ap−1 (|x˜+ τx|)− 4+ap−1 ≤ C1.
Then we get from the standard elliptic estimates that
∑
k≤3
|∇kω(0)| ≤ C2.
Noting that ∇kω(x) = τ 4+ap−1+k∇ku(x˜+ τx). Therefore we conclude that
∑
k≤3
|x| 4+ap−1+k|∇ku(x)| ≤ C2,
for all x ∈ B3R∗(0)c.
Proof of Theorem 1.2. The proof consists of three cases.
Case I. The subcritical 1 < p <
n+ 4 + 2a
n− 4 .
From (4.2) and (4.3), we get the estimate of the right side in (4.1),∫
∂BR
R
2
(∆u)2 +
R1+a
p+ 1
|u|p+1 +R∂u
∂r
∂∆u
∂r
+
∣∣∣∣∆u∂(x · ∇u)∂r
∣∣∣∣→ 0, as R→ +∞.
On the other hand, since u is stable outside a compact set Ω ⊂ Rn, we can take a
test function ζR ∈ C40 (Rn\Ω) for R > R∗ + 4 and Ω ⊂ BR∗ ,
ζR(x) =

0, if |x| < R∗ + 1 or |x| > 2R,
1, if R∗ + 2 < |x| < R.
which satisfies 0 ≤ ζR ≤ 1, ‖∇iζR‖L∞(B2R\BR) ≤
C
Ri
and ‖∇iζR‖L∞(BR∗+2\BR∗+1) ≤
CR∗ , for i = 1, 2, 3, 4. Then from Lemma 2.2, we have∫
R∗+2<|x|<R
(|∆u|2 + |x|a|u|p+1) dx ≤ CR∗ + CRn− 4(p+1)+2ap−1 .
Again since n <
4(p + 1) + 2a
p− 1 , we obtain∫
Rn
[
(∆u)2 + |x|a|u|p+1] dx < +∞.
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Taking limit in (4.1), we obtain∫
Rn
[
n− 4
2
|∆u|2 − n+ a
p+ 1
|x|a|u|p+1
]
dx = 0. (4.4)
Now, we claim that ∫
Rn
|∆u|2dx =
∫
Rn
|x|a|u|p+1dx. (4.5)
Indeed, multiply the equation (1.1) with uζR for ζR ∈ C40 (B2R) which satisfies
0 ≤ ζR ≤ 1, ‖∇iζR‖L∞ ≤ C
Ri
, for i = 1, 2, 3, 4, and
ζR(x) =

1, if |x| < R,
0, if |x| > 2R.
A simple computation implies∫
BR
(|x|a|u|p+1 − (∆u)2) ζRdx = ∫
BR
(u∆u∆ζR + 2∆u∇u · ∇ζR) dx := S1(R) + S2(R).
We may use Ho¨lder’s inequality in S1(R) and S2(R) to obtain
|S1(R)| ≤R−2
∫
BR
|∆u|
(
|x| ap+1 |u|
)
|x|− ap+1
≤R−2
(∫
B2R
(∆u)2
) 1
2
(∫
B2R
|x|a|u|p+1
) 1
p+1
(∫
B2R
|x|− 2ap−1
) p−1
2(p+1)
≤CR
n(p−1)
2(p+1)
− a
p+1
−2
(∫
B2R
(∆u)2
) 1
2
(∫
B2R
|x|a|u|p+1
) 1
p+1
≤CR
p−1
2(p+1)
(
n−
4(p+1)+2a
p−1
)
and
|S2(R)| =
∫
B2R
|∆u| · |∇u| · |∇ζR| ≤
(∫
B2R
(∆u)2
) 1
2
(∫
B2R
|∇u|2|∇ζR|2
)1
2
=
(∫
B2R
(∆u)2dx
) 1
2
(∫
B2R
u(−∆u)|∇ζR|2 + 1
2
∫
B2R
u2∆(|∇ζR|2)
) 1
2
≤C
(∫
B2R
(∆u)2dx
) 1
2
(∫
B2R
|u||∆u||∇ζR|2
) 1
2
+ C
(∫
B2R
(∆u)2dx
) 1
2
(∫
B2R
|x|a|u|p+1
) 1
p+1
(∫
B2R
|x|− 2ap−1
) p−1
2(p+1)
≤CR
[
n− 4(p+1)+2a
p−1
]
p−1
2(p+1) .
In the above, we use the results in (2.16), (4.2) and (4.3). Since n <
4(p + 1) + 2a
p− 1 , we
get
lim
R→+∞
S1(R) = 0 and lim
R→∞
S2(R) = 0.
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Thus, the claim (4.5) holds.
Combining (4.4) with (4.5), this leads to(
n− 4
2
− n+ a
p+ 1
)∫
Rn
|u|p+1dx = 0.
Thus we get that
u ≡ 0.
Case II. The critical n =
4(p+ 1) + 2a
p− 1 .
Since u is stable outside BR∗ , we adopt the similar argument as in the subcritical
case and find ∫
BR\B3R∗
[
(∆u)2 + |x|α|u|p+1] dx ≤ C, for R > 3R∗
and ∫
Rn
[
(∆u)2 + |x|α|u|p+1] dx < +∞.
The elliptic regularity theory implies
lim
R→∞
∫
B2R\BR
R−1|∇u|+R−2|u| = 0.
Therefore, it is easy to verify that∫
Rn
(∆u)2 − |x|α|u|p+1 = 0.
Case III. The supercritical
n+ 4 + 2a
n− 4 < p < pa(n).
Claim I. There exists a constant C such that for all r > 3R∗, E(r; 0, u) ≤ C.
Indeed, applying the inequality (4.2) and (4.3), we obtain
E(r; 0, u) ≤Cr
4(p+1)+2a
p−1
−n
∫
Br
(∆u)2 + |x|a|u|p+1
+ Cr
8+2a
p−1
+1−n
∫
∂Br
u2 + Cr
8+2a
p−1
+3−n
∫
∂Br
|∇u|2
+ Cr
8+2a
p−1
+2−n
∫
∂Br
|u||∇u|+ Cr 8+2ap−1 +4−n
∫
∂Br
|∇u||∇2u|
≤C,
for all r > 3R∗, where C does not depend on r.
24
Now, we can apply Theorem 2.1 to get
d
dr
E(r; 0, u) ≥c(n, p, a)r−n+2+ 8+2ap−1
∫
∂Br
(
4 + a
p− 1r
−1u+
∂u
∂r
)2
=c(n, p, a)
∫
∂Br
(
4+a
p−1r
−1u+ ∂u∂r
)2
r
n−2− 8+2a
p−1
.
Integrating the above inequality from 3R∗ to +∞ in both sides and combining with
Claim I, we find ∫
Bc
3R∗
(
4+a
p−1σ
−1u+ ∂u∂σ
)2
|x|n−2− 8+2ap−1
< +∞. (4.6)
Claim II. lim
r→+∞
E(r; 0, u) = 0.
Indeed, for τ > 0, we define a blowing down sequence
uτ (x) := τ
4+a
p−1u(τx).
It implies from Lemma 4.2 that uτ is uniformly bounded in C5
(
Br(0)\B1/r(0)
)
for
any fixed r > 1, and uτ is stable outside Br/τ (0). Then there exists a function u
∞ in
C4 (Rn\{0}) such that u∞ is a stable solution of (1.1) in Rn\{0}. For any r > 1, we get
from (4.6) that
∫
Br\B1/r
(
4+a
p−1σ
−1u∞ + ∂u
∞
∂σ
)2
|x|n−2− 8+2ap−1
= lim
τ→∞
∫
Br\B1/r
(
4+a
p−1σ
−1uτ + ∂u
τ
∂σ
)2
|x|n−2− 8+2ap−1
= lim
τ→∞
∫
Bτr\Bτ/r
(
4+a
p−1σ
−1u+ ∂u∂σ
)2
|x|n−2− 8+2ap−1
= 0.
From Corollary 2.1, we conclude that u∞ is a homogeneous, stable solution of (1.1).
Then we get from Theorem 3.1 that
u∞ ≡ 0.
Consequently, from the definition of the blowing down sequence uτ (x) and the argument
as in (4.3), we get
lim
|x|→∞
|x| 4+ap−1 |u(x)| = 0,
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and
lim
|x|→∞
∑
k≤4
|x| 4+ap−1+k|∇ku(x)| = 0.
For any ǫ > 0 and R0 > 0, we find∑
k≤4
|x| 4+ap−1+k|∇ku(x)| ≤ ǫ
for all |x| > R0. Then for r≫ R0, we have
E(r; 0, u) ≤Cr
4(p+1)+2a
p−1
−n
{∫
BR0 (0)∪[Br(0)\BR0 (0)]
[
(∆u)2 + |x|a|u|p+1]}
+ Cǫr
8+2a
p−1
+1−n
∫
∂Br(0)
|x|− 8+2ap−1
≤C(R0)
(
r
4(p+1)+2a
p−1
−n + ǫ
)
.
From the inequality n >
4(p + 1) + 2a
p− 1 and the arbitrary of ǫ, we conclude that Claim
II holds.
From the smoothness of u, it is easy to see that
lim
r→0
E(r; 0, u) = 0.
Hence, from Claim II and the monotonicity of E, we get
u ≡ 0. 
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