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Abstract
A mixed hypergraph H is a triple (V; C; D) where V is its vertex set and C and D are families
of subsets of V (C-edges and D-edges). The degree of a vertex is the number of edges in which
it is contained. A vertex coloring of H is proper if each C-edge contains two vertices with the
same color and each D-edge contains two vertices with di:erent colors. The feasible set of H
is the set of all k’s such that there exists a proper coloring using exactly k colors. The lower
(upper) chromatic number of H is the minimum (maximum) number in the feasible set.
We restrict our attention to mixed hypergraphs with maximum degree two; those with maxi-
mum degree three are not simpler than general ones. Mixed hypergraphs with maximum degree
two were suggested as an interesting subclass of mixed hypergraphs in Voloshin (Austral. J.
Combin. 11 (1995) 25–45). We prove that feasible sets of mixed hypergraphs with maximum
degree two are intervals. We present a linear time algorithm for determining the lower chromatic
number, a linear 53 -approximation algorithm and a polynomial
3
2 -approximation algorithm for the
upper chromatic number. We prove that there is no PTAS for the upper chromatic number unless
P = NP.
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1. Introduction
Coloring problems are one of the most studied combinatorial problems. Mixed hy-
pergraphs have been recently introduced by Voloshin [16,17]. Mixed hypergraphs gen-
eralize and unify both the concept of coloring and cocoloring of hypergraphs. Besides
their theoretical interest as a general model of some previously studied problems on
coloring block designs [2,3,6,12,13,14], list-coloring problems and others [11], their in-
tensively studied subclass called mixed hypertrees [9,10] found application in biology
for modeling relations between hereditary properties of species (see [17]). We study in
this paper mixed hypergraphs such that each of their vertices is contained in a bounded
number of edges, i.e. the maximum vertex degree is bounded.
A hypergraph is a pair (V; E) where E is a family of subsets of V of size at least 2;
the members of V are called vertices and the members of E are called edges. A mixed
hypergraph is a triple (V; C; D) where C and D are families of subsets of V ; the
members of C are called C-edges and the members of D are called D-edges. A proper
k-coloring c of G is a mapping c : V →{1; : : : ; k} such that each D-edge contains two
vertices with Di:erent colors and each C-edge contains two vertices with a Common
color. The coloring c is a strict k-coloring if it uses all k colors. The number of edges
which contain a vertex v is called the degree of v; an edge which is both a C-edge
and a D-edge is counted twice. A mixed hypergraph is colorable i: it has a proper
coloring.
The feasible set F(G) of a mixed hypergraph G is the set of all k’s such that
there exists a strict k-coloring of G. The (lower) chromatic number (G) of G is the
minimum number in F(G) and the upper chromatic number M(G) of G is the maximum
number in F(G). The feasible set of G is gap free (unbroken) i: F(G)= [(G); M(G)];
we write [a; b] for all the integers between a and b (inclusively). If the feasible set
of G contains a gap, we say it is broken. An example of a mixed hypergraph with a
broken feasible set was Nrst given in [7]. On the other hand, it was proved in [10]
that feasible sets of mixed hypertrees, special class of mixed hypergraphs mentioned
earlier, are gap free.
We state basic properties of mixed hypergraphs with bounded vertex degree in
Section 2. We note that mixed hypergraphs with maximum vertex degree three (or
more) are not interesting from the algorithmic point of view (Observation 1). Thus,
we restrict our attention to those with maximum degree two. We discover their nice
correspondence with mixed multigraphs (Observation 2). A mixed multigraph is a
multigraph with three types of vertices: C-vertices, D-vertices and O-vertices. We
color its edges and we demand that each C-vertex is adjacent to two edges with a
Common color and each D-vertex is adjacent to two edges with Di:erent colors; we
demand nothing on edges adjacent to O-vertices. We further introduce some deNnitions
related to mixed multigraphs in Section 2 and we give two basic algorithms for them
in Lemma 1 and Observation 3. Then, we work with mixed multigraphs instead of
mixed hypergraphs with maximum vertex degree two in the rest of the paper.
We deal with feasible sets and lower chromatic numbers in Section 3. We prove
that the feasible set of a mixed multigraph is always an interval in Theorem 3. We
present a linear time algorithm for deciding colorability of mixed multigraphs and for
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computing the lower chromatic number and an almost linear time algorithm for Nnding
a coloring using the lower chromatic number of colors in Theorem 5. The algorithm is
based on a very easy characterization of possible values of the lower chromatic number
of Lemma 4.
Computing the upper chromatic number of a mixed multigraph is more interesting.
We Nrst prove that it is enough to restrict our attention only to mixed multigraphs
consisting only of C-vertices in Theorem 9 and in its Corollary 11 in Section 4. Then,
we relate the upper chromatic number of such mixed multigraphs to its structure in
Theorem 13. We namely prove that M(G)=m − n + (G) where m is the number of
edges, n the number of vertices of G and (G) the maximum size of a cycle packing
in G. A cycle packing of a multigraph is a set of vertex disjoint cycles (in the case
of multigraphs we also allow cycles consisting of two parallel edges); the size of a
cycle packing is the number of cycles it contains. A k-cycle packing is a cycle packing
containing only cycles of size k, i.e. cycles with k vertices.
We say that the algorithm for a maximization problem with an optimal solution of
size OPT is a -approximation algorithm if it Nnds a solution of size at least OPT=.
We use the theorems proven in Section 4 to Nnd a linear 53 -approximation algorithm and
a polynomial 32 -approximation algorithm for the upper chromatic number in Section 5
(Theorems 14 and 15). We further prove in Section 6 that there is 0¿0 such that
the existence of the (1 + 0)-approximation algorithm for the upper chromatic number
of mixed multigraphs would imply P=NP (Theorem 20), i.e. there is no polynomial
time approximation scheme (PTAS) for this problem unless P=NP.
2. Mixed hypergraphs with bounded degree
We Nrst realize that restricting to mixed hypergraphs with maximum vertex degree
three is not interesting from the algorithmic point of view. Let H be any mixed hyper-
graph with n vertices v1; : : : ; vn and m edges E1; : : : ; Em. We create the following mixed
hypergraph H ′ with nm vertices vij where 16i6n and 16j6m. We create C-edges
{vij; vij+1} for 16i6n and 16j6m−1; these C-edges assure that the vertices vij and
vij′ are colored with the same color for all j = j′. We create new edges E′k such that
E′k = {vik |vi∈Ek} and we assign the same type to E′k as Ek has. It is clear that proper
colorings of the constructed mixed hypergraph one-to-one correspond to the proper
colorings of the original one and, moreover, its maximum degree is at most three; thus
we conclude:
Observation 1. For each mixed hypergraph H , one can construct in linear time a
mixed hypergraph with maximum degree three whose proper colorings one-to-one
correspond to the proper colorings of H .
Thus, we restrict our attention to mixed hypergraphs with maximum vertex degree
two (those ones with maximum vertex degree one are trivial and those ones with
maximum vertex degree three are not less general than all mixed hypergraphs). Let
H be a mixed hypergraph with maximum degree two. We create a multigraph G as
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follows. Each edge of H corresponds to a vertex of G; two vertices of G are joined by
as many edges as they share vertices in H and these edges correspond to the shared
vertices. A vertex of H contained only in one (no) edge of H is represented by an
edge of G whose one end-vertex (both of them) does not correspond to an edge of H .
G contains vertices of three types: C-vertices, D-vertices and other vertices which we
call O-vertices. We color edges of G and we demand that there are two edges with
the same color incident to each C-vertex and two edges with di:erent colors incident
to each D-vertex. This allows us to introduce the notion of mixed multigraphs which
contain C- and D-vertices (all these special vertices must have degree at least two) and
their edges are to be colored as described above. Since we want to color the edges,
we demand w.l.o.g. that each vertex of a mixed multigraph has degree at least one.
This implies that the number of vertices is at most twice the number of edges. All
the deNnitions for mixed hypergraphs translate to mixed multigraphs. We conclude this
paragraph with the following observation:
Observation 2. For each mixed hypergraph H with maximum degree two, there is a
mixed multigraph G whose proper edge-colorings one-to-one correspond to the proper
vertex-colorings of H . On the other hand, for each mixed multigraph G, there is a
mixed hypergraph H with maximum degree two, such that their proper colorings are
also in one-to-one correspondence.
We introduce several deNnitions related to mixed multigraphs. A mixed multigraph
is reduced if it does not contain a C-vertex of degree two (C-vertices or D-vertices
of degree one are forbidden due to the deNnition). We prove later in Theorem 5 that
each reduced mixed multigraph is colorable. Let G be a mixed multigraph and let c be
a proper coloring of G. The edges colored with the same color form a color-subgraph
of G. If it is a path=cycle, we call it a color-path=color-cycle. The length of a color-
path=cycle is the number of vertices it contains. We say that a C-vertex v is overloaded
if it is adjacent to at least two pairs of edges colored with the same color, i.e. it is
properly colored at least “twice”. We say that a color of an edge is unique if there
exists only one edge colored with this color.
We are ready to state and prove a useful lemma about reducing mixed
multigraphs:
Lemma 1. There is a linear time algorithm which for a given mixed multigraph with
maximum degree two either outputs that it is uncolorable or =nds a reduced one
whose colorings one-to-one correspond to the colorings of the original one.
Proof. Let G be the given mixed multigraph. For each C-vertex of G of degree two,
we contract the two edges adjacent to it. Note that this operation does not produce
new C-vertices of degree two. If we obtain a loop at an O-vertex v, we replace it
with an edge between v and a new O-vertex. If we obtain a loop at a C-vertex v,
we replace it with an edge between v and a new O-vertex and we change v to an
O-vertex. If we obtain a loop at a D-vertex v, we replace it with an edge between
v and a new O-vertex. It is clear that the proper colorings of the obtained mixed
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multigraph one-to-one correspond to the proper colorings of the original one. In par-
ticular, if the obtained graph contains a C-vertex or a D-vertex of degree one, then it
(and thus the original one) is uncolorable. Otherwise the obtained mixed multigraph is
reduced.
We introduce the operation SPLIT (v; E) on a mixed multigraph G where v is a
vertex of G and E is a set of edges adjacent to v (if v is a C-vertex or a D-vertex,
then the size of E has to be at least two). Let Ev be the set of all the edges adjacent to
v and Ev\E= {e1; : : : ; ek}. This operation modiNes the mixed multigraph G as follows.
It replaces each edge ei = uiv of Ev\E by a new edge uivi where the vertices vi,
16i6k, are new (mutually di:erent) O-vertices of G. The operation SPLIT (v; E) can
be performed in time linear in the degree of the vertex v for a suitable representation
of G. This operation strengthens the conditions on a proper coloring of G, since after
it the edges which assure that v is properly colored have to be among E (instead of
among Ev). Thus, we conclude this section with the following observation:
Observation 3. Let G be a mixed multigraph, let v be one of its vertices and let
E be a set of some edges adjacent to v. Let G′ be the mixed multigraph obtained
from G by performing the operation SPLIT (v; E). Then F(G′)⊆F(G). The mixed
multigraph G′ can be algorithmically obtained from G in time linear in the degree
of v in G.
3. Lower chromatic number and feasible sets
Lemma 2. Let G be a mixed multigraph and let c be a proper coloring of it using
k¿4 colors. Then there is a proper coloring using k − 1 colors.
Proof. Let us assume w.l.o.g. that c uses colors 1; : : : ; k. We Nrst perform for each
C-vertex v of G which is adjacent to at least two edges e1 and e2 colored with the
color k the operation SPLIT (v; {e1; e2}). The coloring c is clearly a proper coloring
of the obtained mixed multigraph. Next, we reduce the obtained mixed multigraph (cf.
Lemma 1). Let G′ be the obtained reduced mixed multigraph and c′ its coloring using
k colors corresponding to the coloring c. Since F(G′)⊆F(G) due to Observation 3, it
is enough to construct a strict (k − 1)-coloring of G′.
Let e1; : : : ; el be all the edges of G′ colored by c′ with the color k. Note that no two
edges of e1; : : : ; el are adjacent to the same C-vertex of G′. We recolor these edges
one by one with colors di:erent from the color k. We distinguish three cases:
• If none of the end-vertices of ei is a D-vertex, then we can assign to ei any color,
e.g. the color 1.
• One of the end-vertices of ei is a D-vertex. We color ei as follows. Let c0 be a
color of another edge adjacent to the D-vertex; we color ei with a color di:erent
from c0.
• Both the end-vertices of ei are D-vertices. Let c1 be a color used to color another
edge adjacent to one of its end-vertices and c2 be a color used to color another edge
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adjacent to its other end-vertex. We color ei with a color di:erent from both c1 and
c2 (recall that k − 1¿3).
This construction gives a proper coloring of G′ using exactly k − 1 colors.
The immediate corollary of this lemma is the following theorem:
Theorem 3. The feasible set of any mixed multigraph G is gap free. If G is colorable,
then [3; M(G)]⊆F(G). Moreover, the chromatic number of G is at most 3.
Proof. If G is not colorable or (G)= 1 (and thus G contains no D-vertices), then
its feasible set is clearly gap free. In other cases, it holds that F(G)= [2; M(G)] or
F(G)= [3; M(G)] due to Lemma 2 applied sequentially for colorings using M(G); M(G)−
1; : : : ; 4 colors.
The operation SPLIT allows us to obtain from a mixed multigraph, another mixed
multigraph such that each of its colorings corresponds to a coloring of the original
one (but not vice versa). The following lemma allows us to obtain simple mixed
multigraphs through a sequence of operations SPLIT :
Lemma 4. There is an algorithm with running time O(m(m; n)) which, given a mixed
multigraph G, outputs a mixed multigraph G′ with maximum degree two which is
obtained from G through a sequence of operations SPLIT and whose each cycle
corresponds to a cycle of G consisting of only vertices of degree two (n is the number
of vertices of G and m is the number of edges of G). The function (x; y) is the inverse
of Ackermann’s function.
Proof. We say that two edges are linked i: there is a path containing both of them
such that all its internal vertices have degree two in G. Let us note the following easy
facts:
• The relation being linked is an equivalence relation.
• No three edges adjacent to the same vertex are mutually linked.
• The operation SPLIT (v; {e1; e2}) produces a new cycle of vertices of degree two i:
e1 and e2 are linked.
Our algorithm will maintain a disjoint Nnd union (DFU) data structure of Tarjan ana-
lyzed in [15] to represent the relation of being linked between the edges (see also [4]).
It performs an operation SPLIT (v; {e1; e2}) for each vertex v of degree at least three
and for two non-linked edges e1 and e2 adjacent to it (which surely exist). The result-
ing mixed multigraph clearly satisNes the conditions of the lemma. The time necessary
for performing the operations SPLIT is majorized by the sum of the degrees of the
vertices of the original mixed multigraph (see Observation 3) and the time necessary
for maintaining DFU is majorized by O(m(m; n)) (see [4,15]). The running time of
the algorithm is at most that claimed in the statement since n∈O(m).
Theorem 5. There exist the following two algorithms for a mixed multigraph G with
n vertices and m edges:
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• An algorithm running in time O(m) to determine (G).
• An algorithm running in time O(m(m; n)) to =nd a coloring using (G) colors.
Moreover, each reduced mixed multigraph is colorable and it has a proper 2-coloring
i@ it does not contain an odd cycle of D-vertices of degree two.
Proof. Both the algorithms of the theorem reduce the given mixed multigraph Nrst;
this can be done in time O(n + m)=O(m). We prove the statement that a reduced
mixed multigraph can be 2-colored i: it does not contain an odd cycle of D-vertices
of degree two. If it contains such a cycle, it cannot be 2-colored. Let us prove the
opposite. Perform the algorithm described in Lemma 4. The obtained mixed multigraph
contains only paths and cycles and if the original one does not contain an odd cycle
of D-vertices of degree two, then neither does the resulting one. Moreover, none of its
cycles contains a C-vertex, since the original one is reduced (and thus not containing
any C-vertices of degree two). The obtained mixed multigraph can be clearly colored
by two colors if it does not contain an odd cycle consisting of D-vertices of degree two
and by three colors otherwise. The proof suggests both the algorithms described in the
theorem. The algorithm for determining (G) reduces G and then it takes its subgraph
induced by D-vertices of degree two and checks whether it is bipartite. The algorithm
for Nnding the coloring additionally performs the algorithm described in Lemma 4 and
Nnds a two- or three-coloring of the obtained mixed multigraph which can clearly be
done in linear time.
4. Upper chromatic number
The following statements give some information about the structure of colorings
using the maximal possible number of colors:
Lemma 6. If c is a proper coloring of a mixed multigraph G using k colors and if
there exists a vertex adjacent to three or more edges colored by c with the same
color, then there exists a proper coloring c′ using k + 1 colors.
Proof. Let C0 be a color-subgraph containing a vertex of degree at least three and let
c0 be the color to which C0 corresponds. We distinguish two cases:
• C0 contains a cycle with a vertex of degree at least three: Let C′ be a cycle which
C0 contains; let c′ be the coloring obtained from c by recoloring the edges contained
in C′ with a new color. We claim that c′ is a proper coloring. It is clear that all the
D-vertices are colored properly; let v be a C-vertex. If v is not colored properly, it
has to be adjacent to exactly two edges colored by c with the color c0 (otherwise it
would be still properly colored)—but either both these edges are recolored (if they
are in C′) or both of them keep the color c0 and thus v is colored properly.
• C0 does not contain a cycle with a vertex of degree at least three: Let v be a
vertex of degree at least three in C0. Since v is not contained in any cycle of C0,
it is an articulation vertex with respect to C0. Let C′ be one of the components of
C0\v. Let c′ be the coloring obtained from c by recoloring the edges of C′ and the
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edge joining C′ to v with a new color. We claim that c′ is a proper coloring. The
only a:ected vertex through this procedure is v (since the edges colored with c0
incident to other vertices were either all recolored or none of them was recolored).
But v still is adjacent to at least two vertices colored with c0 and thus v is colored
properly.
Lemma 7. If c is a proper coloring of a mixed multigraph G using M(G) colors,
then no vertex of G is incident to three or more edges colored with the same color;
the color-subgraphs are only color-paths and color-cycles. Moreover, no color-path
contains an overloaded vertex and each color-cycle contains at most one overloaded
vertex.
Proof. All the vertices of the color subgraphs have degrees at most two due to
Lemma 6. If there is a disconnected color subgraph, recoloring its components with
mutually di:erent colors gives a proper coloring using more colors. Thus any color
subgraph is connected and its vertices have degrees at most two, i.e. it is a color-path
or a color-cycle.
If a color-path contains an overloaded vertex v, we can recolor one of its two parts
determined by v with a completely new color without violating the coloring conditions.
If a color-cycle contains two overloaded vertices v and w, we can recolor one of its
two parts determined by v and w with a completely new color without violating the
coloring conditions. The only C-vertices a:ected by these changes are the vertices v and
w (in case of the color-path only v) which are also after the recoloring colored properly
since they were originally overloaded. Both the recolorings increase the number of used
colors and thus no color-path can contain an overloaded vertex and no color-cycle can
contain two overloaded vertices in coloring using M(G) colors.
Lemma 8. Let G be a mixed multigraph. Let G′ be the mixed multigraph obtained
from G by turning all the D-vertices into O-vertices. Then M(G)= M(G′).
Proof. We assume w.l.o.g. that G is reduced (and thus G′ is reduced). It is clear
that M(G)6 M(G′) since any proper coloring of G is a proper coloring of G′. We
prove the opposite inequality. Let c′ be any coloring of G′ using M(G′) such that it
colors unproperly the least number of D-vertices of G. If c′ is not a proper coloring
of G, then there exists a D-vertex u of G which is not colored properly. The degree
of u has to be two, since any vertex is adjacent to at most two edges colored by
the same color in any coloring using the maximum number of colors (cf. Lemma 6)
and thus if the degree of the D-vertex u is strictly greater than two, it is colored
properly. Let v1; : : : ; vk be the other vertices contained in the color subgraph together
with u. Due to maximality of the number of colors used by c′, this color subgraph is
a cycle (otherwise recoloring the edges of one of the parts of the path determined by
u by a completely new color yields a proper coloring) and it contains only C-vertices
(otherwise recoloring the part of it between that vertex and u would yield a proper
coloring). We assume w.l.o.g. that this color-subgraph is a cycle u; v1; : : : ; vk . Since G′
is reduced, v1 is adjacent to an edge colored with a color di:erent from the color of
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the edge uv1; let this edge be the edge v1w. If we recolor the edge uv1 with the color
of edge v1w, we get a proper coloring of G′ using M(G′) colors which colors more
D-vertices of G properly—this is a contradiction to the choice of c′. Thus c′ has to
be a proper coloring and M(G)= M(G′).
Theorem 9. There is a linear time algorithm which for a given mixed multigraph G
outputs a mixed multigraph G′ and the number k¿0 such that the following hold:
• G′ contains neither O-vertices nor D-vertices.
• M(G′)= M(G)− k.
• The number of vertices of G′ is at most the number of C-vertices of G and the
number of edges of G′ is at most the number of edges of G.
Proof. We Nrst turn all the D-vertices to O-vertices; this does not a:ect the up-
per chromatic number due to Lemma 8. We remove all the edges connecting two
O-vertices and we remove all the isolated vertices; this decreases the upper chromatic
number exactly by the number of the removed edges. We further assume that each
O-vertex has degree exactly one (splitting O-vertices does not a:ect the upper chro-
matic number—this does not a:ect the statement of the theorem on the number of
vertices of G′ since all the O-vertices are to be removed). If there is a C-vertex u
adjacent to at most one other C-vertex, we proceed as follows. We remove all the
edges leading from u to O-vertices (together with these vertices) and we turn u into
an O-vertex. If we removed k edges from G in this step, its upper chromatic number
decreased exactly by k − 1. If u becomes an isolated vertex, we remove it from G.
We repeat this procedure several times till we get a mixed multigraph such that each
of its C-vertex is adjacent to at least two other C-vertices.
We obtained a mixed multigraph whose all the O-vertices have degree exactly one
and all the C-vertices are adjacent to at least two other C-vertices. We remove all the
edges between the O-vertices and C-vertices together with all the O-vertices. We claim
that the upper chromatic number is decreased exactly by the number of the removed
edges. In order to prove this, we prove that there exists a coloring using exactly M(G)
colors such that the colors of the edges between O-vertices and C-vertices are unique.
Let c be the coloring of G using M(G) colors such that the number of edges with
unique colors adjacent to O-vertices is maximum. If all the colors of these edges are
unique, then the claim is proved. On the other hand, let uv be an edge whose color
is not unique. Let w1 and w2 be some of those at least two C-vertices adjacent to v.
If the edges vw1 and vw2 are colored by the same color, then recoloring uv with a
new color yields a proper coloring using more colors—a contradiction. Thus, they are
colored with di:erent colors. If we recolor all the edges colored with the same color
as vw2 with the color of the edge vw1 and we color the edge uv with a new color,
we get a proper coloring using M(G) colors with more edges adjacent to O-vertices
colored with unique colors—a contradiction. This completes the proof of the claim and
thus of the theorem.
It is clear that the running time of the algorithm is O(n + m)=O(m) where n is
the number of the vertices and m is the number of the edges of the original mixed
multigraph.
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Before stating a corollary of Theorem 9, we state the following easy inequality which
we also use several times later:
Claim 10. Let 0¡a6A and 06x. Then (A+ x)=(a+ x)6A=a.
The immediate corollary of Theorem 9 is the following:
Corollary 11. There exists a -approximation algorithm for the upper chromatic
number of general mixed multigraphs running in time O(m + t(n; m)) i@ there ex-
ists a -approximation algorithm for the upper chromatic number of reduced mixed
multigraphs with only C-vertices running in time O(m+ t(n; m)).
There exists a PTAS for the upper chromatic number of general mixed multigraphs
i@ there exists a PTAS for the upper chromatic of mixed multigraphs with only
C-vertices.
Proof. It is enough to prove the statement of the Nrst paragraph. The existence of the
approximation algorithm for general mixed multigraphs implies the existence for the
restricted ones. Let us prove the opposite. Let G be a given mixed multigraph, let G′
be the one obtained by the algorithm of Theorem 9 and let k be the di:erence between
M(G) and M(G′) computed by the algorithm. We use the approximation algorithm for
mixed multigraphs with only C-vertices to Nnd a coloring using SOL colors and we
extend it to the coloring of the original one using SOL+k colors. We want to estimate
the following ratio (we use Claim 10).
M(G)
SOL+ k
=
M(G′) + k
SOL+ k
6
M(G′)
SOL
6 :
The running time of the described algorithm is majorized by the time needed by the
approximation algorithm since the preprocessing requires only linear time.
Lemma 12. Let G be a mixed multigraph only with C-vertices. Let n be the number
of its vertices, m the number of its edges and  its cycle packing number. Then there
is a linear time algorithm which outputs, given a cycle packing of size , a proper
coloring using at least m− n+  colors.
Proof. Let us consider a Nxed cycle packing ( of size  of G. Let us deNne an
auxiliary graph Ge whose vertices are the edges of G. Ge contains exactly one edge
for each vertex v of G as follows:
• If the vertex v is contained in a cycle C of ( and if e1 and e2 are the edges of C
adjacent to v, then the vertices corresponding to e1 and e2 are joined by an edge in
Ge.
• If the vertex v is not contained in a cycle of (, then we join arbitrarily two edges
e1 and e2 adjacent to v by an edge in Ge.
The graph Ge contains exactly n edges and  disjoint cycles corresponding to the cycles
of (. Since Ge contains m vertices, it consists of at least m− n+  components. We
color the edges corresponding to the vertices of the same component of Ge by the same
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color and the edges corresponding to the vertices of di:erent components by di:erent
colors. This coloring of the edges of G uses at least m − n +  colors. Each vertex
is clearly adjacent to at least two edges of the same color due to the construction of
Ge, since for each vertex v of G there is a pair of vertices of Ge joined by an edge
corresponding to a pair of edges adjacent to the vertex v.
The algorithm promised in the statement of the theorem simply constructs the aux-
iliary graph Ge and then it identiNes its components and colors the edges of G as
described in the end of the previous paragraph.
Theorem 13. Let G be a mixed multigraph only with C-vertices. Let n be the number
of its vertices, m the number of its edges, M its upper chromatic number and  its
cycle packing number. Then
M = m− n+ :
Proof. The upper chromatic number is at least m − n +  due to Lemma 12. We
prove the opposite inequality. Let c be a proper coloring of G using M(G) colors.
This coloring looks as described in Lemma 7. Let pi be the number of color-paths of
length i, let ci be the number of color-cycles of length i without an overloaded vertex,
let coi be the number of color-cycles of length i with an overloaded vertex and let o
be the number of overloaded vertices. The following equality holds since each vertex
is an inner vertex of a color-path or a color-cycle and each of the vertices, except
for the overloaded ones, is an inner vertex of exactly one of the color-paths or the
color-cycles:
n =
∑
i
(i − 2)pi +
∑
i
ici +
∑
i
(i − 1)coi + o:
On the other hand, the number of the colors is
M(G) =
∑
i
pi +
∑
i
ci +
∑
i
coi
and the number of the edges of G is
m =
∑
i
(i − 1)pi +
∑
i
i(ci + coi ):
If we combine the preceeding three equalities, we immediately get
M(G)− m+ n =∑
i
ci + o:
Thus in order to Nnish the proof of the theorem, it is enough to Nnd a cycle packing
of size
∑
i ci + o. We can create this cycle packing by taking each cycle which does
not contain an overloaded vertex and by taking for each overloaded vertex one of the
cycles which contain it.
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5. Approximation algorithms
We use the relation between cycle packings and colorings of mixed multigraphs
consisting only of C-vertices described in the previous section to design approximation
algorithms for the upper chromatic number.
Theorem 14. There is a linear time 53 -approximation algorithm for the upper chro-
matic number of mixed multigraphs.
Proof. It is enough to Nnd a linear time 53 -approximation algorithm for the upper
chromatic number of reduced mixed multigraphs consisting only of C-vertices due to
Corollary 11. Let ( be a Nxed cycle packing of maximum size. We take a given
multigraph G and we construct in a greedy fashion a 2-cycle packing. Then we use
the obtained cycle packing to construct a proper coloring as described in Lemma 12.
Let n be the number of vertices, m the number of edges, ′2 the size of the obtained
2-cycle packing,  the size of ( and 2 the number of 2-cycles of (. Since G is
reduced and it contains only C-vertices, its minimum degree is three and thus m¿3n=2.
The 2-cycle packing obtained in a greedy fashion is at least half of the maximum
2-cycle packing and thus ′2¿2=2. The − 2 cycles of ( consisting of at least three
vertices, can consist of at most n−22 vertices not contained in the 2-cycles of (; thus
−26(n− 22)=3. We want to estimate the following ratio (the last two inequalities
hold due to Claim 10 and due to the earlier mentioned inequality m¿3n=2):
m− n+ 
m− n+ ′2
=
m− n+ 2 + ( − 2)
m− n+ ′2
6
m− n+ 2 + (n− 22)=3
m− n+ 2=2
=
m− 2n=3 + 2=3
m− n+ 2=2 6
m− 2n=3
m− n 6
3n=2− 2n=3
n=2
=
5
3
:
Thus, the just described algorithm is a 53 -approximation algorithm.
Theorem 15. There is a 32 -approximation algorithm for the upper chromatic number
of mixed multigraphs with running time O(n3 +m) where n is the number of vertices
and m is the number of edges.
Proof. It is enough to Nnd a 32 -approximation algorithm for the upper chromatic number
of reduced mixed multigraphs consisting only of C-vertices due to Corollary 11. We
take a given multigraph, we construct an optimal 2-cycle packing using a matching
algorithm (this can be done in time O(n3) using any matching algorithm, see e.g. [5])
and we extend it in a greedy fashion by some triangles (this step also requires time
O(n3) since we try all the possible O(n3) triangles). Then we use the obtained cycle
packing to construct a proper coloring as described in Lemma 12. Let ( be a Nxed
optimal cycle packing and (′ the obtained one. Let ′ be the size of (′, ′2 the number
of its 2-cycles and ′3 the number of its 3-cycles (
′= ′2 + 
′
3). Further, let  be the
size of (, 2 the number of its 2-cycles and 3 the number of its 3-cycles. Since G is
reduced and it contains only C-vertices, its minimum degree is three and thus m¿3n=2.
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Since the 2-cycles of (′ form a maximum 2-cycle packing, it holds that ′2¿2. The
size of the 3-cycle packing obtained in a greedy fashion is at least one third of the
size of the optimal 3-cycle packing of G\V2 where V2 is the set of vertices contained
in 2-cycles of (′; thus, ′3¿(3− 2′2)=3 (′3¿0 of course). The − 2− 3 cycles of
(, consisting of at least four vertices can consist of at most n− 22− 33 vertices not
contained in the 2- and 3-cycles of ( and thus  − 2 − 36(n− 22 − 33)=4.
We want to estimate the following ratio:
m− n+ 
m− n+ ′ =
m− n+ 2 + 3 + ( − 2 − 3)
m− n+ ′2 + ′3
6
3n=2− n+ 2 + 3 + (n− 22 − 33)=4
n=2 + ′2 + 3=3− 2′2=3
6
3n=4 + 2=2 + 3=4
n=2 + ′2=3 + 3=3
6
3n=4 + 2=2 + 3=4
n=2 + 2=3 + 3=3
=
3=4(n+ 22=3 + 23=3)− 3=4
1=2(n+ 22=3 + 23=3)
6
3=4
1=2
=
3
2
:
Thus the just described algorithm is a 32 -approximation algorithm.
6. Non-existence of PTAS
The following theorem was proved in [1] which is a stronger version of a similar
theorem proven in [8]:
Theorem 16. Determining the independence number of graphs with maximum degree
three is MAX SNP-complete problem.
We Nrst prove that if there is PTAS for a certain restriction of the problem of
Theorem 16, then there is a PTAS also for the original problem:
Lemma 17. There is PTAS for independence number of graphs with maximum degree
three i@ there is PTAS for independence number of graphs with maximum degree
three such that the distance between any two of its vertices of degree three is at
least 3.
Proof. Let us assume that there is a -approximation algorithm for the restricted prob-
lem. We assume w.l.o.g. that 6 1312 . We show how it can be turned into an approxi-
mation algorithm for the general problem.
Consider the following algorithm. Let G be a given graph of maximum degree three,
let n be the number of its vertices and m be the number of its edges. Let G′ be a
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graph obtained from G by subdividing each edge of G by two vertices. Note that
′=  + m where ′ is the independence number of G′ and  of G. Let SOL′ be the
size of the solution produced by the -approximation algorithm for G′ and let A be
the output independent set. We assume that A contains for each edge exactly one of
the two vertices which subdivide it (otherwise we can either improve the solution or
we can exchange one of the end vertices of the original edge with a vertex of its
subdivision). The set A restricted to the vertices of G forms an independent set of size
SOL= SOL′ −m. We estimate the approximation ratio of the just described algorithm:

SOL
=
′ − m
SOL′ − m 6
′ − m
′= − m = 1 +
( − 1)′
′ − m = 1 +
( − 1)(+ m)
− ( − 1)m :
The independence number of G is at least n=4 and the number of edges of G is at
most 3n=2 since G has maximum degree three. If we plug these inequalities to the
previous expression, we get (the last inequality is due to Claim 10)
(G)
SOL
6 1 +
( − 1)(+ m)
− ( − 1)m 6 1 +
( − 1)(+ 3n=2)
− 1=12(3n=2)
6 1 +
( − 1)(n=4 + 3n=2)
n=4− n=8 = 1 + 14( − 1):
We conclude that if there is a -approximation algorithm for the restricted version of
the problem (for ¡ 1312 ), then there is also a (1 + 14(− 1))-approximation algorithm
for the general problem (since lim→1 1 + 14( − 1)=1). This immediately implies
the statement of the lemma.
We relate the independent set problem to the cycle packing problem in the next
lemma:
Lemma 18. If there is PTAS for the cycle packing number of a graph with maximum
degree four such that its cycle packing number is at least 112 of the number of its
vertices, then there is PTAS for the independence number of a graph with maximum
degree three such that the distance between any two of its vertices of degree three is
at least 3.
Proof. Let G be a given graph with maximum degree three such that the distance
between any two of its vertices of degree three is at least 3. We Nrst construct a graph
G′ from G in such a way that we add to each vertex 0, 1 or 2 half-edges in order to
get a cubic graph; a half-edge is an edge such that one of its ends is not considered to
be a vertex of the graph. We further construct the line graph G′′ of G′, i.e. the graph
whose vertices correspond to the edges and half-edges of G′ and two of its vertices
are joined by an edge i: the corresponding (half-)edges are adjacent in G′. It is a
trivial fact that the independence number of G is equal to the triangle packing number
of G′′ (there is actually one-to-one correspondence between the independent sets of G
and triangle packings of G′′). If n is the number of vertices of G, then G′′ consists of
at most 3n vertices and its triangle packing number is at least n=4.
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We prove that each cycle packing of G′′ can be turned to a triangle packing of
G′′ of the same size; this completes the proof of the lemma. Each cycle of length 4
or more of G′′ has to contain a vertex corresponding to an edge e= uv joining two
vertices of degree two. This cycle can be exchanged for a triangle corresponding to
(half-)edges incident to u (or to v). Thus it is possible to construct a triangle packing
of the same size for each cycle packing.
Lemma 19. If there is PTAS for the upper chromatic number of mixed multigraphs,
then there is PTAS for the cycle packing number of graphs with maximum degree
four such that the cycle packing number of them is at least 112 of the number of the
vertices.
Proof. Let us assume that there is a -approximation algorithm for the coloring prob-
lem for 6 2524 . Let G be a graph in which we want to Nnd a cycle packing. Let G
′ be
a mixed multigraph obtained from G by turning all its vertices into C-vertices. If the
approximation algorithm Nnds a coloring of G′ using k colors, we can turn it into a
cycle packing of size k + n−m where n is the number of vertices of G and m is the
number of its edges (cf. Theorem 13). Let  be the size of the optimal cycle packing
(and thus M=m− n+ ). We want to estimate the following ratio:

k + n− m 6

M= + n− m =

 + ( − 1)(n− m) = 1 +
( − 1)( − n+ m)
 + ( − 1)(n− m) :
We consider that the maximum degree of G is four (thus m62n), the minimum degree
is two (thus m¿n) and the cycle packing number is between n=12 and n=2:

k + n− m 6 1 +
( − 1)( − n+ m)
 − ( − 1)(m− n) 6 1 +
( − 1)(n=2− n+ 2n)
 − ( − 1)n
6 1 +
( − 1)3n=2
n=12− n=2461 + 36( − 1):
We conclude that if there is a -approximation algorithm for the upper chromatic
number (for 6 2524 ), there is also a (1+ 36(− 1))-approximation algorithm for cycle
packing for the class of graphs described in the lemma.
The immediate corollary of Theorem 16 and Lemmas 17–19 is the following:
Theorem 20. It is MAX SNP-hard to determine the upper chromatic number of a
given mixed multigraph. There is no PTAS for this problem unless P=NP.
Theorem 20 states that there is 0¿0 such that the existence of a (1 + 0)-
approximation algorithm for determining the upper chromatic number would imply
that P=NP. On the other hand, Theorem 15 provides an approximation algorithm
with performance ratio 32 .
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