Abstract: In the paper we give an analogue of the Filippov Lemma for the second order differential inclusions
Introduction
The theory of ordinary differential operators D has been developed for many years and most of the facts are already discovered. However, the properties of the solution sets of differential inclusions
in many situations yet have to be examined. Recently, we observe an increase of interest in this field, especially in the field of ordinary differential inclusions of higher order. In particular, there have been examined boundary value problems for evolution inclusions [18] , for differential inclusions of the Sturm-Liouville type [3] , Schrödinger type inclusions [4, 5] and -th order inclusions of the form ( ) − λ ∈ F ( ) [9] .
In all results concerning the existence and properties of solution sets to differential inclusions ∈ F ( ) with the Lipschitz continuous right-hand side the crucial role play analogues of the Filippov Lemma, see cf. [1, 2, 6-8, 10-13, 15-17, 19-21] . In this paper the attention is focused on the differential inclusions
where F : [0 1] × R ; R is a multifunction and D = − A 2 is a matrix differential operator with a nondegenerated matrix A ∈ R × . For (2) we impose initial conditions
By a solution to this differential inclusions we mean a function ∈ W 2 1 [0 1] satisfying (2) and (3). Our considerations are quite standard and elementary and the methods used are based on the differential equation, see [14] ,
where ∈ L 1 ([0 1] R ). We present them in Section 2, while in Section 3 we formulate and demonstrate an analogue of the Filippov Lemma for the IVP (2)-(3). We illustrate the main result with an example. 
An IVP for matrix second order ODE
with the norm
For a given function ∈ L 1 ([0 1] R ) and a nonsingular matrix A ∈ R × we shall consider the differential equation
with initial conditions (3) . By its solution we mean a function ∈ V satisfying (4) almost everywhere (a.e.) in [0 1] and fulfilling (3) . Let us observe first that the solution of (4) in convolution form looks like 
where
Since sinh( ) ≥ 0, the operator R is positive; i.e. for ≥ 0, R ≥ 0. As a conclusion of the latter we obtain the following property:
Lemma 2.1.
( * sinh ( * ) ( )) is absolutely and uniformly convergent and for
we have a uniform estimate
Proof. Denote for each = 1 2 the -th partial sum by
Then we have
In other words,
Therefore, for each = 1 2 we have
Letting → ∞, we obtain the required estimate.
We shall apply Lemma 2.1 to our considerations in the next section. But before we do that, let us recall that by norm A of the matrix A = [ ] ∈ R × we mean the number
We shall need the following pointwise inequalities:
which hold for all ≥ 0. Moreover, for any ∈ L 1 ([0 1] R ) and for all ∈ [0 1] we have the inequality 
A Filippov type lemma
Consider an IVP problem 
Proof. We begin with an observation that for any ∈ V the multivalued mapping → F ( ( )) is measurable with compact values and integrably bounded by α(
The measurability of → F ( ( )) is obvious. Therefore the Castaing Theorem, see [12, (9) a.e. 
Now the relation (9) yields
We now may pick up 2 
and observe that for all ∈ [0 1],
The latter together with (9) yields
Continuing this procedure by mathematical induction we find for = 1 2 3 sequences
and therefore by (9) ,
By Lemma 2.1 we have the estimate
Thus is continuous and hence integrable. Moreover, for = 0 1 2 and = 1 2 we have
Hence and each F ( ·) is Lipschitz continuous then is a solution of (1). We shall check that it is the required one. Indeed, taking = 0 in (11)&(12) and passing to the limit with → ∞ a.e. in [0 1] we obtain
Hence, by (10), a.e. in [0 1] we have the estimate
what ends the proof.
Let us illustrate the above result by the following example.
Example 3.2.
Denote by R ( 4 ) what is true. Note that in the iteration procedure described in the proof of Theorem 3.1 we have a lot of freedom. So, it is not obvious that the indicated solution is unique.
