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ABSTRACT
In this paper we investigate the level of hydrostatic equilibrium (HE) in the intra-cluster medium of simu-
lated galaxy clusters, extracted from state-of-the-art cosmological hydrodynamical simulations performed with
the Smoothed-Particle-Hydrodynamic code GADGET-3. These simulations include several physical processes,
among which stellar and AGN feedback, and have been performed with an improved version of the code that
allows for a better description of hydrodynamical instabilities and gas mixing processes. Evaluating the radial
balance between the gravitational and hydrodynamical forces, via the gas accelerations generated, we effectively
examine the level of HE in every object of the sample, its dependence on the radial distance from the center and on
the classification of the cluster in terms of either cool-coreness or dynamical state. We find an average deviation of
10–20% out to the virial radius, with no evident distinction between cool-core and non-cool-core clusters. Instead,
we observe a clear separation between regular and disturbed systems, with a more significant deviation from HE
for the disturbed objects. The investigation of the bias between the hydrostatic estimate and the total gravitating
mass indicates that, on average, this traces very well the deviation from HE, even though individual cases show
a more complex picture. Typically, in the radial ranges where mass bias and deviation from HE are substantially
different, the gas is characterized by a significant amount of random motions (& 30 per cent), relative to thermal
ones. As a general result, the HE-deviation and mass bias, at given interesting distance from the cluster center, are
not very sensitive to the temperature inhomogeneities in the gas.
Subject headings: galaxies: clusters: general — galaxies: clusters: intracluster medium — methods: numerical
1. INTRODUCTION
As fair samples of the Universe, galaxy clusters are domi-
nated in mass, ∼ 80 per cent, by dark matter (DM) but also
comprise a significant amount of baryonic visible matter, in the
form of galaxies and hot plasma (∼ 5 and∼ 15 per cent in mass,
respectively). In the accepted scenario of hierarchical structure
formation, clusters grow via smooth accretion processes as well
as through merger events (see Kravtsov & Borgani 2012, for a
review). According to this theoretical framework, the hot intra-
cluster medium (ICM) is assumed to collapse within the cluster
DM halo, get shock heated during the assembly process, and fi-
nally settle with temperatures of order 107–108 K, reflecting the
depth of the potential well (∼ 1014–1015 M). The dynamics of
the intra-cluster gas can be described by the Euler equation:
dv
dt
= −∇Φ− 1
ρ
∇P . (1)
Here, P is the total gas pressure, Φ is the cluster potential and
dv
dt
=
∂v
∂t
+ (v ·∇)v (2)
is the Lagrangian derivative of the velocity or the sum of the
acceleration and the inertia terms, respectively the first and sec-
ond term on the l.h.s. of Eq. 2. The condition of hydrostatic
equilibrium (HE) is represented by
dv
dt
= 0 . (3)
This assumption implies that the net Lagrangian three-
dimensional acceleration of the gas, resulting from the sum of
hydrodynamical and gravitational forces, is null. With our nu-
merical study, we intend to investigate whether the condition
expressed by Eq. (3), and so the balance between hydrodynam-
ical and gravitational forces is reliable in cosmological simula-
tions of galaxy clusters, when evaluated at typical, interesting
distances from the cluster center. In fact, the assumption of HE
is key ingredient behind one of the most diffuse methods em-
ployed to measure the galaxy cluster mass, which is the crucial
property to characterize a cluster for astrophysical as well as
cosmological purposes.
Specifically, the reconstruction of the so-called hydrostatic
mass from X-ray observations of the ICM thermal properties
can be derived from Eq. (3) re-formulated as
0 = −∇Φ− 1
ρ
∇P ,
along with the additional assumptions of spherical symmetry
and of a purely thermal pressure support of the gas (P = Pth).
Under these conditions, and further assuming the equation of
state of an ideal gas to hold for the ICM, one can derive the total
mass from the profiles of gas density (ρ) and temperature (T ):
MHE(< r) = −
kBT (r)r
µGmp
[
d logρ(r)
d logr
+
d logT (r)
d logr
]
, (4)
where kB is the Boltzmann constant, µ the mean molecular
weight, G is the gravitational constant, and mp the proton mass.
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For regular virialized galaxy clusters the above assumptions
are a reasonable representation of the gas state. However, if any
of the hypotheses done are not satisfied, the hydrostatic mass
might provide a biased estimate of the true gravitating mass.
Observationally, the particular composition of galaxy clus-
ters allows us to observe them in many different wavelengths
other than X-rays, such as optical or millimetric bands, provid-
ing independent methods to reconstruct their intrinsic structure
and total mass (see e.g. Mahdavi et al. 2008, 2013; von der Lin-
den et al. 2014; Sereno & Ettori 2015; Applegate et al. 2015;
Simet et al. 2015; Smith et al. 2016). Some of these approaches,
such as the one based on optical observations of the weak lens-
ing effect, are less sensitive to the complex non-gravitational
processes that characterise the gas and have been commonly
used for comparisons to X-ray mass estimates (e.g. Donahue
et al. 2014). A mismatch between optical and X-ray mass mea-
surements has been often interpreted as lack of HE. Nonethe-
less, it is important to notice that the violation of any of the
assumptions behind Eq. (4) can lead to a bias in the mass esti-
mate, even in the presence of a perfect balance between gravity
and pressure.
To this end, numerical studies based on state-of-the-art cos-
mological hydrodynamical simulations of galaxy clusters of-
fer an optimal way of tackling the problem. Several groups
have explored the hydrodynamical stability of simulated clus-
ters, computing the thermal and non-thermal components de-
rived from Eqs. (1) and (2) that contribute to the total support
against the cluster gravitational potential and, if neglected, in-
duce the hydrostatic mass bias. In fact, hydrodynamical simu-
lations show that a non-negligible fraction of the ICM pressure
support is due to turbulent and bulk gas motions, and this should
be taken into account for the mass estimation based on hydro-
static equilibrium (Rasia et al. 2004; Lau et al. 2009; Fang et al.
2009; Vazza et al. 2009; Biffi et al. 2011; Suto et al. 2013; Lau
et al. 2013; Gaspari & Churazov 2013; Gaspari et al. 2014; Nel-
son et al. 2014). Previous attempts to specifically identify the
principal sources of bias led however to different conclusions,
mainly because of differences in the terminology, computa-
tional method or interpretation of the mass terms involved (Suto
et al. 2013; Lau et al. 2013; Shi et al. 2015). In Fang et al.
(2009) the major source of additional pressure support against
gravity has been ascribed to gas rotational patterns, especially
in the center of relaxed systems, whilst in Lau et al. (2009)
the authors found a significantly higher contribution to the to-
tal pressure support coming from random motions. More re-
cently, numerical investigations by Suto et al. (2013) and Nel-
son et al. (2014) additionally explored the possibility of a non-
steady state of the gas, i.e. ∂v/∂t 6= 0, in Eq. (2), and assessed
the importance of accounting for gas acceleration as well. The
common finding of numerical works is that, even for very reg-
ular clusters, the hydrostatic mass overall underestimates the
true gravitating mass by a typical factor of 10–20 per cent (see
e.g. Rasia et al. 2004, 2006; Jeltema et al. 2008; Piffaretti &
Valdarnini 2008; Meneghetti et al. 2010; Nelson et al. 2012).
Independently of this, also the presence of gas temperature in-
homogeneities can cause an additional bias in the temperature
estimate from current X-ray telescopes, thus originating a total
difference between X-ray derived and true masses of up to 30
per cent (e.g., Rasia et al. 2014).
Even if challenging, the detection of gas turbulent and bulk
motions will substantially improve with observations from
next-generation X-ray calorimeters, on board satellites such as
ASTRO-H1 or Athena2. Their unprecedented level of energy
resolution will eventually allow us to put tighter constraints on
the ICM motions, measuring gas velocities from the broaden-
ing and center shifts of heavy-ions emission lines in the X-ray
spectra down to few hundreds km/s (Biffi et al. 2013; Nandra
et al. 2013; Ettori et al. 2013).
Nonetheless, it is very difficult to measure corrections for the
mass bias and generally deviations from HE of the gas on a sin-
gle cluster base at intermediate-high redshift, where the spatial
precision is more limited, and a statistical approach is therefore
preferable. In fact, a thorough investigation of the origin of HE
violation for individual cases can only be pursued via numerical
simulations, which grant access to the full three-dimensional
thermal and velocity structure of clusters and to their dynam-
ical history. Complementary to this, simulations can also be
exploited to provide general predictions for cluster populations
selected on the base of common thermal or dynamical proper-
ties, more similarly to the observational approach. Even though
gas motions might be constrained in the next future, it remains
extremely challenging to observationally distinguish among the
intrinsic deviation from the assumption of the steady state and
other sources of mass bias (e.g., sphericity and non-thermal
pressure). Certainly, the general relation between the common
definition of hydrostatic mass bias and deviation from HE by
means of numerical studies is worth of further investigation.
Here, instead of focusing on the various terms that origi-
nate the mass bias, we rather aim at taking a step back with
respect to the previous numerical studies and explore, from a
more elementary perspective, the primary assumption of the
hydrostatic equilibrium expressed by Eq. (3) and intended as
balance of gravitational and hydrodynamical force. Despite the
fact that the mass bias is the observable quantity, our numeri-
cal approach represents a unique chance to quantify the intrin-
sic deviation from hydrostatic equilibrium, and consequently
its connection to the mass bias, its dependence on the cluster
thermo-dynamical properties and its relation to the level of ran-
dom and bulk motions in the gas. Specifically, we propose to
investigate the level of hydrostatic equilibrium of the ICM in
simulated clusters, expressed by the condition (3), by exploring
the three-dimensional gas acceleration field.
The use of state-of-the-art cosmological hydrodynamical
simulations of galaxy clusters allow us to directly evaluate (i)
the balance between hydrodynamical and gravitational forces
through the comparison of the accelerations derived from the
two terms, (ii) the dependence on the distance from the clus-
ter center, and (iii) the possible connections to the thermo-
dynamical state of the system.
This paper is organized as follows: we present the simula-
tions of galaxy clusters used for the present study in Section 2,
while in Section 3 describe the method to evaluate the level
of HE in the simulated clusters and we clarify the terminology
used. Out results are presented in Section 4, where we discuss
the relation between the level of HE and the cluster dynamical
and thermal structure, as well as its relation with mass-
and temperature-bias. Finally, we draw our conclusions in
Section 5.
2. THE SIMULATED DATA-SET
The data set used in this work is constituted by a sample of
29 simulated clusters analyzed at z = 0. Among them, 24 are
1 http://astro-h.isas.jaxa.jp/en/.
2 http://www.the-athena-x-ray-observatory.eu/.
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massive systems with M200 > 8 · 1014h−1M and 5 are smaller
objects with M200 in the range 1–4 · 1014h−1M (Planelles
et al. 2014). These clusters have been selected as the most
massive haloes residing at the centre of 29 Lagrangian
regions, re-simulated from zoomed initial conditions (the
same of Bonafede et al. 2011), with the Tree-PM Smoothed-
Particle-Hydrodynamics (SPH) code GADGET-3 (Springel
2005). The simulations assume a ΛCDM cosmological
model with Ωm = 0.24, Ωb = 0.04, H0 = 72kms−1 Mpc−1,
ns = 0.96, and σ8 = 0.8. The mass resolution of this
set is mDM = 8.47 × 108 M for the DM particles, and
mgas = 1.53× 108 M for the initial gas particle mass. The
Plummer-equivalent softening length for the computation of
the gravitational force is  = 3.75h−1 kpc for DM and gas
particles,  = 2h−1 kpc for star and black hole particles at z = 0.
The version of the code used here includes the improved ver-
sion of the hydrodynamical scheme described in Beck et al.
(2016), that largely improves the SPH capability to follow gas-
dynamical instabilities and mixing processes, and prevents par-
ticle clumping. In particular, these new developments include a
higher-order interpolation kernel as well as time-dependent for-
mulations for artificial viscosity and artificial thermal diffusion.
More details on the hydrodynamical method as well as a large
set of standard tests are presented in Beck et al. (2016).
The physical processes treated in the simulations com-
prise metallicity-dependent radiative cooling, time-dependent
UV background, star formation from a multi-phase inter-
stellar medium (Springel & Hernquist 2003), metal enrichment
from supernovae (SN) II, SN Ia and asymptotic-giant-branch
stars (Tornatore et al. 2004, 2007), SN-driven kinetic feedback
in the form of galactic winds (with 350kms−1 velocity), and
the novel model for AGN thermal feedback, presented in Stein-
born et al. (2015), in which cold and hot gas accretion onto
black holes (BHs) is treated separately. In particular, we con-
sider here only the cold-phase accretion, assuming αcold = 100
as boost factor of the Bondi rate for the Eddington-limited gas
accretion onto the BH (see also Gaspari et al. 2015).
For this paper, we employ a set of simulations in which all
the above physical processes are included. This allows us to
reproduce the ICM as realistically as possible. This new set of
simulations has been recently presented in Rasia et al. (2015),
where it was shown how it was possible for the first time to
recover the observed coexistence of cool-core (CC) and non-
cool-core (NCC) clusters (Rasia et al. 2015). More results on
the simulations will also be presented in forthcoming papers
(Murante et al., in prep.; Planelles et al., in prep.).
3. CHARACTERIZING THE DEVIATION FROM HE
With the use of hydrodynamical simulations it is possible to
trace directly the 3D structure of the gas acceleration field. In
particular, from the GADGET code we obtain the value of the
gas total acceleration (dv/dt, Eq. (2)) for each gas particle in
the simulation output, explicitly separated in its gravitational
and hydrodynamical components.
In order to satisfy hydro-static equilibrium, the two acceler-
ation components must balance:
HE : 0 =
dv
dt
= a = ag +ah. (5)
In general, the equilibrium in Eq. (5) should be evaluated
separately for each component of the acceleration vector. How-
ever, in case of astronomical objects such as galaxy clusters or
stars, the condition has to hold radially. For this reason, we con-
sider only the radial component of the accelerations ag and ah,
indicated as Gr and Hr, respectively, that we averaged within
spherical shells.
3.1. Method
We investigate deviations from HE by studying the deviation
from −1 of the ratio, Gr/Hr, between the radial components of
gravitational and hydrodynamical accelerations.
To compute radial profiles of the Gr/Hr term, two alternative
approaches have been be used:
(i) evaluating the Gr/Hr ratio particle by particle and then
averaging over the spherical shell;
(ii) building the profiles of the two accelerations separately
and then computing the ratio of the Gr radial profile to the
Hr radial profile.
Methods (i) and (ii) are equivalent in the ideal case of a spher-
ical gas distribution in HE and without in-homogeneities (see
appendix A).
We note that all the calculations have been done by subtract-
ing a bulk gravitational acceleration, which in principle can be
non negligible. This is calculated as a mass-weighted mean
value within R200, considering all the particle species (i.e. DM,
gas and stars). The mean value of the hydrodynamical com-
ponent is not accounted for because is typically very low. We
verified that for all the 29 main haloes in the sample, both ac-
celeration components are indeed very low.
The gas particles used for the calculation are those in hot
phase. Namely, we remove from the computation the cold gas
(T < 3 ·104 K), and the multi-phase gas particles which have a
cold mass fraction greater than 10 per cent.
Given the purposes of our investigation, we do not remove
any substructure.
3.2. Terminology
We summarize here the meaning of the quantities and as-
sumptions employed.
(a) Acceleration term: this is the total derivative dv/dt in
Eq. (1), which contains both the pure acceleration term
∂v/∂t and the inertia term (v ·∇)v; as previously explained
we will refer to this term in the form of Gr/Hr, assuming
spherical symmetry and considering the radial component
of the acceleration only.
(b) HE: from Eq. (5), HE is quantified by Gr/Hr = −1, with the
underlying assumption of spherical symmetry;
(c) Deviation from HE:
δHE = Gr/Hr +1;
(d) MHE: this indicates the hydrostatic mass and implies the
assumptions of HE, spherical symmetry, and purely ther-
mal nature of the pressure.
(e) Hydrostatic-mass bias:
bM = (MHE −Mtrue)/Mtrue ,
where Mtrue is the total gravitating mass of the system,
computed summing up all the particle masses (within the
considered radius).
It is important to notice that (b) and (d) are derived from the
left- and right-hand-side terms of Eq. (1) but do not share the
same assumptions, as purely thermal pressure is assumed only
when MHE is calculated.
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FIG. 1.— Radial profiles of the Gr/Hr ratio for one simulated cluster (D8) of the sample. Left: mean (black crosses) and median (orange, solid line) profiles
calculated from the particle-by-particle values of Gr/Hr; right: mean (black, dashed line) and median (orange, solid line) Gr/Hr profiles calculated from the radial
profiles of the two separate components Gr and Hr .
4. RESULTS
4.1. Application to simulated galaxy clusters
By applying the method described in the previous section to
simulated galaxy clusters, we can gain a deeper understanding
of the intrinsic state of the ICM, in the presence of several as-
trophysical phenomena, such as star formation, feedback pro-
cesses, and accretion of substructures. Moreover, we can ex-
plore the validity of the HE assumption and its influence on the
median behaviour in different population of clusters.
For the purpose of showing how complex is the level of HE
deviation at different radii, we start by considering one single
object shown in Figure 1.
We notice the evident difference between the methods (i)
and (ii) described in Section 3. In particular, both the mean
(black, dashed curve) and median profiles (orange, solid curve)
are smoother when we measure the ratio of the two profiles (see
right panel in Figure 1).
The different picture drawn from the particle-based approach
(left panel in Figure 1) can be ascribed to the inhomogeneous
distribution of the gas accelerations and to the large spread of
the hydrodynamical acceleration values, which is considerably
broader than the gravitational one. Furthermore, the kernels
used to smooth the hydrodynamical and gravitational forces are
different. Therefore, the accelerations are evaluated at two un-
equal scales. Furthermore, numerical terms (e.g. artificial vis-
cosity and diffusion) intervene in the SPH implementation of
the Euler equation, so that Eq. (1) is not satisfied in its theoret-
ical formulation on a particle base. In the following we use the
second approach where we compute the two Gr andHr compo-
nents separately and subsequently we calculate the ratio Gr/Hr
from their profiles.
The cluster shown in Figure 1 represents a rather extreme
case, with deviations up to ∼ 50 per cent or more, already out-
side the inner region (> 0.1Rvir), indicating a non-negligible
violation of the HE assumption and possible biases in the HE-
derived mass estimate.
In general, among the 29 clusters of the sample, the individ-
ual profiles show significant variations and a close inspection
to the distribution of each cluster substructures, merging and
thermal history would be necessary to understand the detailed
features of the Gr/Hr profiles.
4.2. On the relation to the hydrostatic mass bias
For each cluster in the sample we calculate the hydrostatic
mass as in Eq. (4). For the purpose of our theoretical investiga-
tion, we do not apply any substructure removal from the ICM.
In principle, the hydrostatic mass bias, bM (definition (e), in
section 3), does quantify the deviation from HE as long as the
additional hypotheses on which the hydrostatic mass relies are
valid. Therefore, it is interesting to compare the radial profiles
of Gr/Hr and mass bias.
In order to explore the origin of the differences between mass
bias and deviation from HE, it is also useful to investigate possi-
ble connections to the level of non-thermal motions of the gas,
which are typically not accounted for in the usual hydrostatic
mass estimate.
In Figure 2 we present, for three clusters of the sample, the
separate profiles of the two accelerations (left panels), the direct
comparison of mass bias and deviation from HE (central pan-
els), and the ratio σ2r /σ
2
therm,1D (right panels), where σ
2
r is the ve-
locity dispersion of the gas in the radial direction and σ2therm,1D
is the expected one-dimensional thermal velocity dispersion,3
The thermal velocity dispersion, instead, is calculated as
σ2therm =
3kBTmw
µmp
,
where Tmw is the mass weighted temperature in the shell and for
a single dimension σ2therm,1D = σ
2
therm/3. in the same radial bin.
The last quantity represents the excess of the velocity dispersion
produced by bulk and random motions over that produced by
thermal motions.
The top- and bottom-row panels represent the opposite
cases where the profiles of bM and δHE either trace each other
in a very good way (as for D5) or show a significant off-set
(D8). In the first case, the mass bias more directly reflects
the level of deviation from HE, suggesting that the additional
assumption of purely thermal pressure support — included in
MHE, but not involved in δHE — does not play a significant role.
This is in fact supported by the low amount of non-thermal
motions, with respect to thermal ones, shown in the right panel.
Viceversa for D8, we notice a systematic difference between
bM and δHE, with the latter much more significant than the
mass bias, throughout the whole radial range. The origin of
the significant deviation from HE on the radial direction is
due to the systematic unbalance between the two forces, as
visible from the separate Gr and Hr profiles in the left panel.
The mismatch between bM and δHE is strongly connected
with the behavior of the σ2r /σ
2
therm,1D ratio, which significantly
3 Here, σ2r is computed as the dispersion on the radial component of the gas
velocities with respect to the mean value, in each radial shell.
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FIG. 2.— Three different clusters (D5, D24 and D8) in the sample, chose to represent two extreme cases and an intermediate one w.r.t. the comparison between
the deviation from HE, traced by δHE = Gr/Hr +1, and mass bias bM . From left to right we show the radial profiles of: the gravitational (Gr , changed in sign; black
solid line) and hydrodynamical (Hr; orange dashed line) accelerations (radial components); mass bias (bM ; black line) and deviation from HE (δHE; orange thick
line); amount of non-thermal motions along the radial direction, with respect to thermal ones.
increases from 0.4 in the center4 out to more than one towards
the virial radius, indicating that outside ∼ 0.7Rvir macroscopic
non-thermal motions actually start to be dominant.
The halo presented in the middle row of Figure 2 (D24) rep-
resents instead an intermediate case where, despite the low-
level deviation from Gr/Hr = −1 (δHE, mostly around 10 per
cent out to the virial radius), the mass bias profile does show a
different trend, especially towards the outer regions. The mod-
ulus of Gr/Hr decreases with increasing radius, indicating that
Hr dominates over Gr,5 whereas the mass bias suggests the op-
posite unbalance between the hydrodynamical and the gravita-
tional forces: bM < 0, indeed, indicates that the thermal pres-
sure support under-estimates the gravitating mass.
The trend shown by the three examples in Figure 2 is in fact
present in the entire sample, with large deviations from HE
generally associated to substantial non-thermal motions of the
4 Here and throughout the paper, the cluster center corresponds to the position
of the DM particle having the minimum value of the potential.
5 As visible from the two acceleration profiles in the left panels, the sign of Gr
is negative, while the sign of Hr is positive.
gas. Furthermore, we notice that the profiles of Gr and Hr (left
panels) indicate that the gravitational component is typically
smoother than the hydrodynamical one and that haloes with
large deviations from HE also show a large offset of Hr with
respect to Gr, with the latter generally dominating in modulus.
In general, the origin of deviations from HE and its relation to
the mass bias can significantly vary from cluster to cluster, re-
quiring a dedicated investigation of the particular cluster prop-
erties. Nonetheless, from the analysis of all the 29 clusters, we
can conclude that large differences between bM and δHE typi-
cally correspond to σ2r & 0.3σ2therm,1D, as observed for example
in the extreme case of cluster D8, where σ2r /σ
2
therm,1D is larger
than 40 per cent from the center out to the virial radius.
From a more quantitative perspective, we provide a measure
of the typical difference between the two radial profiles of bM
and δHE as the median value of the absolute difference among
the two, i.e.
ξ = Median(|bM − δHE|), (6)
considering the radial range up to R500. The motivation to con-
sider the region enclosed by R500 is that this is an optimal region
6 V. Biffi et al.
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FIG. 3.— Left: relation between the median difference between the profiles of mass bias and deviation from HE (quantified by ξ; see Eq. (6)), and the median
value of the σ2r /σ
2
therm,1D ratio, within R500, for the 29 clusters in the sample. The horizontal line marks the threshold used to identify the subsample of clusters
with large(small) differences between the bM and δHE profiles, i.e. with ξ > 0.1(< 0.1). The symobls and colors refer to the two classifications used to subdivide
the sample, as specified in the following Section 4.4. Right: median radial profile of the σ2r /σ
2
therm,1D ratio, distinguishing between two classes of clusters, i.e. those
with ξ < 0.1 (blue solid line) and ξ > 0.1 (red dot-dashed line), within R500. Shaded areas mark the median absolute deviation in each radial bin. From left to right,
vertical lines mark median values of R2500, R500 and R200, respectively.
targeted also by observational analyses, while outer portions of
the cluster regions are generally more difficult to characterize.
Furthermore, the amount of non-thermal motions in the radial
direction generally increases towards the outskirts, where merg-
ing and accretion processes play a more significant role, for all
the clusters. Also, the use of the median deviation allows us to
estimate the typical difference between the two profiles, with-
out being biased by large differences restricted to few radial
bins. As visible from the left panel in Figure 3, it is possible
to identify a subsample of clusters for which the median differ-
ence between the bM and δHE radial profiles, ξ, and the median
value of σ2r /σ
2
therm,1D, are both very low within R500. From this
figure, we use the threshold ξ = 0.1 to separate these systems
from those with larger values of both the indicators. The me-
dian radial profile of σ2r /σ
2
therm,1D for these two subsamples of
clusters is shown in the r.h.s. panel of Figure 3, where the red,
dot-dashed curve represents the subsample with typically dif-
ferent bM and δHE profiles, while the blue, solid line indicates
those with more similar ones (ξ < 0.1). The comparison of the
two profiles confirms that larger differences between the bM and
δHE profiles (red curve) correspond to larger (> 30%) amount
of non-thermal over thermal motions (in the radial direction),
despite the larger dispersion6 in the subsample that only com-
prises 9 systems out of 29. We additionally note that the sys-
tematic offset visible out to R500, that is in the region where the
classification criteria are defined (Figure 3, left panel), is still
present almost out to R200 (∼ 0.7Rvir). Both subsamples, in-
stead, behave more similarly in the outermost region, where in
fact the σ2r /σ
2
therm,1D ratio increases for both classes.
As displayed by Figure 9 below, a similar behaviour is recog-
nised when the subsample is instead divided in regular and
disturbed systems, with the second class typically showing a
higher profile of the non-thermal to thermal motion ratio.
4.3. Average deviation from HE
Overall, our results confirm that not only the hydrostatic
mass bias, but also the level of deviation from the static assump-
6 Here and throughout the paper, we quantify the scatter around the median
profile through the median absolute deviation, defined as
M.A.D. = Median(xi −Median(xi)),
with xi representing the values of the individual profiles in every radial bin.
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FIG. 4.— Median radial profile (black solid curve) of the ratio between the
radial components of gravitational and hydrodynamical acceleration, for the
main haloes in the 29 re-simulated regions. The light-grey lines in the back-
ground represent the individual Gr/Hr profiles of all the 29 haloes. From left
to right, vertical lines mark median values of R2500, R500 and R200, respec-
tively. We indicate with the shaded area the median absolute deviation from
the the median profile.
tion, δHE, is in fact very different from cluster to cluster and at
different radii within the single object. This is consistent with
the findings obtained in similar works based on AMR simula-
tions (e.g. Shi et al. 2015; Nelson et al. 2014; Lau et al. 2013).
A possible way to investigate the problem is to consider sam-
ples of clusters and stack the individual profiles to infer an av-
erage behaviour. In this way, the effects due to asphericity of
the individual clusters are alleviated and the importance of the
assumption of spherical symmetry is less significant.
The stack analysis is shown in Figure 4, where we display the
individual profiles (grey curves) and the median one (black).
The shaded area indicates the dispersion of the distribution in
each radial bin around the median value, and is computed as
the median absolute deviation. As pointed out, the background
individual profiles show very different features and the overall
dispersion increases with the radius. In the outskirts, where the
gas acceleration field is more sensitive to substructure infalling
onto the main halo, the spread is larger. Nevertheless, the
median profile indicates that the typical deviation of Gr/Hr
from −1 is ∼ 10 per cent, reaching ∼ 20 per cent at most.
Similarly, we can construct the median profile of the mass
bias for the 29 haloes in the sample, as shown in Figure 5.
Without distinguishing the dynamical state of clusters, from the
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FIG. 5.— Median radial profile of the mass bias bM , with MHE calculated for
both T = Tmw (black solid line) and T = Tsl (black dashed line). Only for the
first case (T = Tmw), we also report the individual mass-bias profiles of the 29
clusters (light-grey curves) and the median absolute deviation from the median
profile (shaded area). From left to right, vertical lines mark median values of
R2500, R500 and R200, respectively.
comparison between Figures 4 and 5 we see that the two me-
dian profiles of acceleration term and hydrostatic mass bias are
quite similar out to ∼ 0.7Rvir (roughly ∼ R200). This suggests
that the negative mass bias does trace — on average — the vi-
olation of HE, i.e. the equilibrium is not static and the (total)
acceleration term is non zero.
The computation of the hydrostatic mass as in Eq. (4) from
X-ray data can include an additional bias due to the under-
estimate of the X-ray temperature with respect to the dynamical
temperature. A good approximation for the temperature mea-
sured by Chandra and XMM-Newton telescopes is provided by
the so-called spectroscopic-like temperature Tsl (Mazzotta et al.
2004), which is commonly used in numerical simulations and
it is defined as
Tsl =
ΣiwiTi
Σiwi
with wi = miρiT
−3/4
i . (7)
In Eq. (7) mi,ρi,Ti indicate the mass, density and temperature
of the single gas element in the simulation.7 It has been shown
in previous works (e.g. Biffi et al. 2014) that due to the pres-
ence of inhomogeneities in the X-ray emitting gas there is a
systematic difference between the spectroscopic-like estimate
and the mass-weighted temperature (Tmw) that would introduce
an additional bias in MHE (e.g. Rasia et al. 2014). The origin of
such bias is however independent of the assumptions of HE or
purely thermal pressure support, and only depends of the degree
of thermal complexity of the ICM.
When the spectroscopic-like temperature Tsl is adopted, in-
stead of Tmw, we observe the additional bias (black dashed
curve in Figure 5) due to the different temperature estimation.
In this case the average bias ranges from ∼ 15 per cent to ∼ 25
per cent within R200, while it is more significant in the cluster
outer regions, increasing up to 50 per cent.
Focusing on the outskirts, the trend of the average mass bias
profile is different from the Gr/Hr one. Given the likely pres-
ence of infalling substructures, the hydrostatic estimate is on
average significantly lower than the true mass, although the de-
viation from HE (quantified via Gr/Hr) is typically closer to
zero. This suggests that at such large radii the origin of the mass
bias is mostly related to the additional assumption of the purely
thermal nature of the ICM pressure, involved in the computa-
tion of MHE , rather than to a pure violation of the static state
7 To calculate the spectroscopic-like temperature all particles with temperature
below 0.3 keV have been discarded.
dv/dt = 0. Nevertheless, we remind that Gr/Hr ∼ −1 only as-
serts the equilibrium in the radial direction, and differences in
the anisotropy of the two acceleration components can also play
a role, especially in the outskirts.
4.4. Distinguishing among cluster populations
We proceed to evaluate the median mass bias and the δHE
profiles for subsamples defined on the basis of either their
thermal or dynamical processes. In particular, we consider
here two classifications: (a) one linked to the cool-coreness
of the object and (b) the other to its global dynamical state.
These two classifications are typical ways of distinguishing
regular/disturbed clusters in observational (method a) and
numerical (method b) studies.
Cool-coreness. The classification (a) is based on the core
thermal properties of the clusters, and specifically on the cen-
tral entropy value. In more detail, we define the cluster as cool
core (CC) if
CC :
{
K0 < 60keV/cm2
σ < 0.55
(8)
and non cool core (NCC) otherwise (see Rasia et al. 2015, for
more details on this classification). In Eq. (8) K0 is the cen-
tral entropy derived from the fit of the cluster entropy pro-
file, and σ is the pseudo-entropy, defined as σ = (TIN/TOUT) ∗
(EMIN/EMOUT)−1/3, with the temperature (T) and Emission
Measure (EM) computed within the “IN” and “OUT” regions,
corresponding to R < 0.05R180 and 0.05R180 < R < 0.2R180,
respectively (see, e.g., Rossetti et al. 2011).
With this method we classify 11 clusters out of 29 as CC, and
the remaining 18 haloes as NCC.
Dynamical state. The method (b), instead, combines two
criteria commonly used in numerical simulations to classify
a cluster as dynamically regular or disturbed: the center shift
(δr), defined as the spatial separation between the position of
the minimum of the potential and the center of mass, and the
fraction of mass associated to substructures ( fsub). In our work,
we define regular clusters those for which
δr = ||xmin −xcm||/R200 < 0.07
fsub =
Mtot,sub
Mtot
< 0.1
, (9)
where xmin and xcm are, respectively, the position of the mini-
mum of the potential and the center of mass, Mtot is the total
mass and Mtot,sub is the total mass in substructures. For values
of δr and fsub above those thresholds the clusters are classi-
fied as disturbed. Similar conditions are adopted in Neto et al.
(2007) and Meneghetti et al. (2014). Those systems for which
the two criteria in (9) are not simultaneously satisfied are classi-
fied as intermediate systems. This second classification defines
the state of the cluster on more global scales, with the quantities
above calculated for each cluster within R200.
With this method we split the sample of 29 clusters into 6
regular and 8 disturbed systems, and 15 intermediate cases.
4.4.1. The ratio Gr/Hr
In the two panels of Figure 6 we show that the median profile
of Gr/Hr depends on the classification assumed.
When the sample is divided into CC and NCC clusters, as in
the upper panel of Figure 6, there is no significant difference
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FIG. 6.— Median radial profile of Gr/Hr , as in Figure 4, distinguishing
among different cluster populations. Shaded areas represent the median ab-
solute deviation in each radial bin (w.r.t. the median value). Upper panel:
CC/NCC (blue solid/red dot-dashed line); lower panel: regular/disturbed (blue
solid/red dot-dashed line) clusters; intermediate systems are marked by the thin
black line and, for simplicity, no dispersion is marked. From left to right, ver-
tical lines mark median values of R2500, R500 and R200, respectively.
in the Gr/Hr profile of the two populations, especially consid-
ering the dispersion around the median values. Overall, both
behaviours are very similar to the median profile constructed
from the whole sample (Figure 4).
A different picture emerges when the selection is made on
the global dynamical properties. In this case (lower panel of
Figure 6) the two populations show a clearer sistematic offset,
especially outside R2500, with the largest departure in the region
outside R200 (∼ 0.7–0.9Rvir). We find that the median profile
of regular clusters is systematically higher and closer to the HE
value of −1. On the contrary disturbed clusters show a larger
(> 20 per cent) deviation from HE throughout the radial range.
We notice that this difference is not due to the presence of an
intemediate class in the dynamical classification, which has no
analogue in the CC-NCC one. In fact, by restricting the NCC
subsample to the most extreme cases and thus introducing an
intermediate class of objects, a similar separation to that ob-
served between regular and disturbed clusters is still not found.
It is important to note that our sample of disturbed clusters
are likely to be more strongly affected by merging events and
accretion of infalling substructures, as confirmed also by their
clumpiness profiles, presented by Planelles et al. (in prep.).
This should also reflect into a more significant difference in
the (an)isotropy of the gravitational and hydrodynamical accel-
eration fields, likely to be enhanced at larger distances from the
cluster center where the mass assembly is still ongoing.
In fact, we see from Figure 7 (bottom panel) that the grav-
itational acceleration is generally almost radial from the cen-
CC-NCC
0.0 0.2 0.4 0.6 0.8 1.0
r/Rvir
0.4
0.6
0.8
1.0
a r
/|a|
dyn
0.0 0.2 0.4 0.6 0.8 1.0
r/Rvir
0.4
0.6
0.8
1.0
a r
/|a|
FIG. 7.— Median radial profile of the ratio between the radial component
of the acceleration and the modulus of the total acceleration vector. This ratio
quantifies the anisotropy of the — gravitational and hydrodynamical (thin and
thick lines, respectively) — acceleration field: ar/|a| = 1 → purely radial,
ar/|a| = 1/
√
3→ isotropic (both marked by blue solid lines), and ar/|a| = 0→
purely tangential. Shaded areas represent the median absolute deviation from
the median value in each radial bin. Upper panel: CC/NCC (blue solid/red
dot-dashed line); lower panel: regular/disturbed (blue solid/red dot-dashed
line) clusters; intermediate systems are marked by the thin black line and, for
simplicity, no dispersion is marked. From left to right, vertical lines mark
median values of R2500, R500 and R200, respectively.
ter out to the outskirts (typically Gr/|ag| ∼ 0.9), while the hy-
drodynamical acceleration shows a radial component which de-
creases with radius (from ∼ 0.7 to ∼ 0.5, going from the cen-
ter to R200) and is almost isotropic in the intermediate region
comprised between R500 and R200. This is more evident for dis-
turbed clusters, for which the profile of Hr/|ah| is systemati-
cally lower, namely less radial, than for regular systems. This
off-set is mirrored by the one in the Gr/Hr profiles.
Instead, the same is not observed when the dinstiction be-
tween CC and NCC systems is adopted, as shown in the upper
panel of Figure 7. In this case, the profiles of the two pop-
ulations behave in a very similar way, for both the accelera-
tion components.
4.4.2. Hydrostatic mass bias
Using the same selection criteria to investigate the mass bias
we obtain the results presented in Figure 8 (upper and lower
panel, respectively). Here we only show the results for MHE
computed using the mass-weighted temperature, altough we
verified that using the spectroscopic-like estimate we obtain
very similar profiles, with the only difference of an overall more
significant bias (as seen from Figure 5) and a larger scatter, es-
pecially outside R200.
We note that the hydrostatic mass bias behaves differently
from the acceleration term with respect to the classification
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FIG. 8.— Median radial profile of the mass bias, as in Figure 5, distin-
guishing among different cluster populations. Upper panel: CC/NCC (blue
solid/red dot-dashed line); lower panel: regular/disturbed (blue solid/red dot-
dashed line) clusters; intermediate systems are marked by the thin black line
and, for simplicity, no dispersion is marked. The hydrostatic mass, MHE, is
calculated using Tmw. Shaded areas represent the median absolute deviation
from the median value, in each radial bin. From left to right, vertical lines
mark median values of R2500, R500 and R200, respectively.
adopted: no sistematic distinction between regular and dis-
turbed clusters is evident, except for the outermost region
(> 0.7Rvir). Instead, a separation, albeit relatively mild, is
found between CC and NCC out to ∼ R2500, where there
is an offset between their median profiles and the shaded
areas marking the dispersion around the median values barely
touch each other. In that inner region of the radial profile,
the CC population presents almost zero mass bias while the
NCC subsample is characterised by a mass bias of roughly
10–15 per cent. This is mainly due to the different thermo-
dynamical properties of the two classes in the innermost
region, where CC clusters are typically characterized by a
higher thermal pressure support with respect to NCC systems
(see Planelles et al., in prep.), despite the similar shape of their
potential well. This then reflects in a better match between the
hydrostatic mass and total gravitating mass.
Interestingly, the comparison between the lower panels of
Figures 8 and 6 indicates that the hydrostatic mass bias of dis-
turbed systems is on average . 25 per cent (with peaks around
25–30 per cent) despite the larger deviation from −1 of Gr/Hr
(mostly δHE > 20 per cent, up to 50 per cent). The origin
of a deviation from zero acceleration (on the radial direction)
that is larger than the violation of the balance between gravita-
tional and thermal pressure forces, must be related to gas non-
thermalized motions, that are not accounted for in our compu-
tation of ∇P (where P = Pth ∝ ρT ).
CC-NCC
0.0 0.2 0.4 0.6 0.8 1.0
r/Rvir
0.0
0.2
0.4
0.6
0.8
1.0
1.2
σ
2 r
/σ
2 t
he
rm
,1
D
dyn
0.0 0.2 0.4 0.6 0.8 1.0
r/Rvir
0.0
0.2
0.4
0.6
0.8
1.0
1.2
σ
2 r
/σ
2 t
he
rm
,1
D
FIG. 9.— Median radial profile of σ2r /σ
2
therm,1D, distinguishing among dif-
ferent cluster populations. Upper panel: CC/NCC (blue solid/red dot-dashed
line); lower panel: regular/disturbed (blue solid/red dot-dashed line) clusters;
intermediate systems are marked by the thin black line and, for simplicity, no
dispersion is marked. Shaded areas represent the median absolute deviation
from the median value, in each radial bin. From left to right, vertical lines
mark median values of R2500, R500 and R200, respectively.
From Figures 6 and 7 (and Figure 9 below) we conclude that
the radial properties of the ICM acceleration field, and thus
the level of HE, are not very sensitive to the cool-coreness of
the system, but rather depend on its global dynamical state,
whereas the mass bias is more closely related to the cool-
coreness, and so to thermal properties, especially in the central
regions (see Figure 8).
Differences between the Gr/Hr and mass bias radial profiles
can also be related to the presence of non-thermal, bulk and
random, motions in the gas, as discussed in Section 4.2. Here,
we present median stacked profiles of σ2r /σ
2
therm,1D for the sub-
samples defined on the basis of the cluster cool-coreness or dy-
namical classification, in analogy to Figures 6 and 8. From
Figure 9, we infer that CC and NCC (upper panel) behave in
a very similar way, with a similar amount of non-thermal mo-
tions increasing towards larger distances from the center. On
the contrary, disturbed systems clearly differentiate from dy-
namically regular ones (lower panel) for the presence of a more
substantial amount of radial non-thermal motions with respect
to thermal ones already in the innermost region and out to the
virial radius (systematically higher values of σ2r /σ
2
therm,1D). So
the conclusion is that mass bias and HE-violations are two dif-
ferent things, the first more related to cool-coreness, the second
more related to the dynamical state of the cluster.
In addition to their radial dependence, it is useful to evaluate
the relation between mass bias and deviation from HE at inter-
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FIG. 10.— Relation between mass bias (bM) and deviation from HE (δHE), calculated at R2500 (left), R500 (middle) and R200 (right). In each panel median values
of the distributions are indicated by the dotted lines.
∆ = 2500 ∆ = 500 ∆ = 200
bM
all −0.091±0.016 −0.123±0.015 −0.120±0.024
CC −0.001±0.027 −0.132±0.017 −0.140±0.020
NCC −0.123±0.011 −0.119±0.021 −0.102±0.036
regular −0.118±0.015 −0.095±0.031 −0.065±0.080
disturbed −0.080±0.035 −0.148±0.060 −0.162±0.024
δHE
all −0.148±0.022 −0.148±0.016 −0.173±0.039
CC −0.017±0.046 −0.168±0.049 −0.175±0.055
NCC −0.157±0.019 −0.132±0.024 −0.101±0.057
regular −0.178±0.024 −0.096±0.027 −0.010±0.081
disturbed −0.247±0.047 −0.287±0.080 −0.281±0.044
TABLE 1
MEDIAN VALUES AND ERRORS OF THE MASS BIAS (TOP, bM ) AND DEVIATION FROM HE (BOTTOM, δHE) REPORTED IN FIG. 10,
CALULATED AT R2500 , R500 AND R200 AND FOR THE VARIOUS SUBSAMPLES CONSIDERED.
esting distances from the cluster center, such as R2500, R500 and
R200 (see Fig. 10). Despite a larger scatter in the outskirts, the
two quantities closely trace each other, as indicated by the Pear-
son correlation coefficient for the three relations: 0.73, 0.72,
0.69, for R2500, R500 and R200, respectively. The significance of
this result is confirmed by corresponding p-values of the cor-
relation coefficients of 8.1 · 10−6, 1.1 · 10−5 and 3.3 · 10−5. In
particular, this result is stronger for the subsample of regular
systems, for which the correlation coefficients range from 0.88
at R2500 to 0.86 at R200 (with p-values of order of 0.02–0.03).
Then, mass bias and violation of HE are correlated with each
other despite reflecting different aspects of clusters. The out-
liers of this correlation tend to be disturbed clusters and typ-
ically reside in the upper envelope of the relation (higher bM
and lower δHE than expected from the linear correlation).
In Table 1 we report the median values, with 1-σ errors, of
the bM and δHE distributions shown in Fig. 10. We note that
these results correspond to single radial bins (at R2500, R500
and R200, respectively) in the profiles discussed in the previous
sections.
4.5. Correlation with temperature bias
For the purpose of our investigation, it is finally important to
explore the thermal structure of the ICM and the presence of
temperature inhomogeneities, which might affect both the level
of hydrostatic equilibrium and the bias on the hydrostatic mass
therefrom derived.
Numerically, this can be evaluated by comparing the mass-
weighted and spectroscopic-like estimates of temperature, Tmw
and Tsl, where the former is a more dynamical measurement
while the latter is more sensitive to the multi-phase nature of
the gas.
One common way of evaluating this is to calculate the
so-called temperature bias, defined as
bT = (Tsl −Tmw)/Tmw . (10)
In Figure 11 we report the radial profile of the temperature
bias for the 29 haloes (left panel, top), for which we also
show the median profiles for the CC and NCC populations,
separately (left panel, bottom). On average, bT is always
negative out to the virial radius, indicating that, locally, the
spectroscopic-like temperature typically under-estimates the
dynamical measurement (Tmw), at all distances from the
cluster center. Nevertheless, the average bias is found to be
quite small, indicating a relatively homogeneous temperature
structure for both categories, out to ∼ R500 (i.e. ∼ 0.4Rvir),
with bT . 10 per cent. This can be explained by the improved
gas mixing that characterises these new simulation runs, which
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FIG. 11.— Left: radial profile of the temperature bias bT = (Tsl − Tmw)/Tmw, for the 29 main haloes of this work (top panel). In the bottom panel the median
profiles for CC and NCC are shown. Colors refer to CC (blue) and NCC (red) clusters, as in the legend. Right: temperature bias as a function of Tmw, for the
average temperatures within R500, for the 29 haloes; color code marks the CC/NCC (blue/red) classification while symbols distinguish among regular, disturbed and
intermediate systems.
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FIG. 12.— Dependence of mass bias (bM ; upper panels) and deviation from HE (δHE; lower panels) on the temperature bias (bT ), calculated at R2500 (left), R500
(middle) and R200 (right). In each panel median values of the distributions are indicated by the dotted lines.
allows the gas stripped from the substructures to efficiently mix
and better thermalize with the surrounding ambient ICM. In the
innermost cluster region the difference between CC and NCC
temperature profiles, decreasing in the first case and flattening
or even rising in the other, is not caught by the temperature
bias profile. The reason for this is that the region sampled by
each central radial bin is not extended enough to capture the
central temperature gradient typical of CC. In the outer part of
the profile, enclosed between R500 and R200, the bias remains
relatively low for CC systems, whereas the mismatch between
Tsl and Tmw increases for NCC. Towards the virial radius, the
bias significantly increases for both classes.
In the right-hand-side panel of Figure 11 we report the di-
rect comparison of the global estimates of Tmw and Tsl, for the
region enclosed by R500, by showing the temperature bias as
a function, e.g., of Tmw. Considering the large variety of dy-
namical states among the clusters in the sample, we observe on
average a very good agreement between the two values, with
Tsl typically underestimating Tmw by only few percents (within
R500, the median value of the bias is ∼ 5). From this relation
we also note that there is no evidence for a dependence of the
temperature bias on the global dynamical temperature of the
systems. In fact, given the well-defined relation between tem-
perature and mass for the clusters analysed (see Truong et al., in
preparation), we also verified that there is no clear dependence
of the temperature bias on the total cluster mass.
Hydrostatic equilibrium is however a local condition and ul-
timately depends on the local thermodynamical properties of
the ICM. Thus, it is interesting to evaluate the relation between
deviation from HE, mass bias and temperature bias, as in Fig-
ure 12, via the dependence of bM and δHE (in the upper and
lower panels, respectively) on the bT , at interesting distances
from the cluster center, i.e. R2500, R500 and R200.
Marking the clusters with different symbols and colors, de-
pending on their cool-coreness or dynamical classification, we
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mainly note a difference between regular and disturbed systems
(filled and empty symbols in the Figure), especially in terms of
scatter, which is significantly larger for the disturbed ones. This
is particularly evident for the values corresponding to R500 and
R200, where there is a more clear separation between the two
dynamical classes, especially in terms of temperature bias.
Overall, we conclude from Figure 12 that the local level of
HE and mass bias are not significantly affected by the local in-
homogeneities in the ICM temperature structure. This is quan-
tified by very low values of the Pearson correlation coefficients
of the bM-bT and δHE-bT relations, which only reach a maxi-
mum of ∼ 0.3 for R500 and is very poorly constrained (p-values
> 0.1). Only the CC subsample shows evidences for a signifi-
cant correlation between δHE and temperature bias, especially in
the outskirts — with a Pearson correlation coefficient(p-value)
of ∼ 0.68(0.02) at R500 and ∼ 0.66(0.03) at R200.
5. DISCUSSION AND CONCLUSION
The violation of hydrostatic equilibrium in galaxy clusters
has been widely studied from the numerical point of view, in
order to trace its origin and the connection to the bias in the
mass reconstruction based on the HE hypothesis.
Here, we explored the violation of HE in the ICM by study-
ing the balance between gravitational and hydrodynamical ac-
celeration, on the radial direction. This allowed us to investigate
the level of deviation from HE per se, i.e. separately from the
mass bias, which additionally implies the assumption of purely
thermal pressure support (with Pth ∝ ρT ).
In the following we summarize our main findings.
• Corrections for HE-violation based on the acceleration
term for individual clusters are not really achievable.
The differences from case to case, and depending on the
distance from the cluster center, make the prediction of a
single correction term very challenging, even by means
of numerical simulations. This is noticeable from the
significant scatter in the radial profiles of Gr/Hr.
• The classification of relaxed and un-relaxed clusters can
be misleading, especially when simulations and obser-
vations are compared: depending on which cluster prop-
erties are used to define the level of regularity, the dif-
ferences among the populations range from substantial
to negligible. Caution is necessary when numerical re-
sults, e.g. scaling relations, are compared to observed
ones, and vice versa.
• The acceleration term, quantified via the Gr/Hr ratio,
shows a systematic difference between the median ra-
dial profile of dynamically regular clusters and that of
disturbed ones, with the latter showing a larger devia-
tion from HE (δHE > 20 per cent), i.e. from dv/dt = 0
(on the radial direction). This is especially significant in
the outskirts (δHE ∼ 50 per cent).
Instead, we find no clear dependence of the Gr/Hr pro-
file on the system cool-coreness, from comparing CC
and NCC median profiles.
• On the contrary, when the hydrostatic mass bias is
concerned, CC and NCC clusters behave differently,
especially in the inner region (. R2500), whereas no
siginificant distinction is observed between the mass
bias of regular and disturbed clusters, given the large
dispersion.
• Typically, we find that the clusters for which the radial
profile of mass bias and deviation from HE (δHE) poorly
trace each other present a significant amount of non-
thermal (bulk and random) gas motions with respect
to thermal ones, in the radial direction, quantified by
σ2r /σ
2
therm,1D > 0.3 already in the innermost regions.
• We find also a clear correlation between values of the
hydrostatic mass bias and the deviation from HE com-
puted at R2500, R500 and R200, with the main outliers in
this picture represented by dynamically disturbed sys-
tems. From this we conclude that the local deviation
from HE is of order 15–20 per cent (increasing towards
the outskirts), and it is generally well traced by the local
mass bias (of order 10–15 per cent).
• The temperature structure of the clusters in the sample
appears to be relatively regular, with a temperature bias
lower than what previously found in SPH simulations.
In fact we find that Tsl typically underestimates Tmw by
few percents in the innermost region, increasing up to
∼ 15–20 per cent towards the outskirts.
• On average, we find no strong correlation between the
local dishomogeneity in the thermal structure (quanti-
fied by the temperature bias) and the local deviation
from HE or mass bias.
Simulations are extremely powerful for in-depth studies like
the one presented in our analysis, since the HE validity in the
ICM of clusters can be explored in full detail cluster by cluster.
In particular, we have shown different levels of deviation from
HE and of hydrostatic mass bias for various cluster populations,
classified on the basis of their global dynamical state — as of-
ten done in simulations — and core thermal properties — as
typically done in observations. This was possible by employ-
ing state-of-the-art cosmological simulations that include the
description of several hydrodynamical processes taking place
in galaxy clusters and, most importantly, that were able to gen-
erate the observed co-existence of cool-core and non-cool-core
systems with thermo- and chemo-dynamical properties in good
agreement with observations (Rasia et al. 2015). We have
shown that CC and dynamically-regular clusters are very dif-
ferent populations in terms of HE-deviation and mass bias, and
similarly NCC clusters clearly differ from disturbed systems in
the same respect.
Nevertheless, such numerical studies also remark the intrin-
sic difficulty of predicting from simulations an accurate correc-
tion to X-ray based (or more in general to hydrostatic) masses
on a cluster-by-cluster basis. Still, the virtue of simulations is
that they allow us to calibrate such a correction in a statistical
sense, through the calibration of scaling relations between true
masses and hydrostatic masses. Clearly, the reliability of these
corrections, in view of their application to precision cosmology
with clusters, depends on the degree of realism of the simula-
tions. In this respect, additional forces, not treated in our work,
should also be taken into consideration in cluster simulations,
such as magnetic field and cosmic ray pressure, which alter
the momentum of the intra-cluster gas in real clusters and can
contribute to the support against the gravitational force.
From the observational side, up-coming (ASTRO-H) and
future (e.g. Athena) X-ray missions, thanks to their high-
resolution spectrometry capabilities, will help to better char-
acterize the various terms of pressure support against gravity in
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clusters. This will be achieved via measurements of the gas ve-
locities from non-thermal broadening and center-shifts of spec-
tral emission lines from heavy ions, e.g. Iron. Even though the
chance to measure gas accelerations still remains remote, if not
impossible, future X-ray observations will likely permit to re-
duce and control the effect due to the assumption of HE and to
obtain more accurate mass estimates, especially from spatially-
resolved observations.
Additionally, given the distinct level of deviation from HE
depending on the cluster dynamical state, rather than on their
cool-coreness, the possibility to observationally constrain the
amount of non-thermal motions in the ICM could provide a
new, complementary way of classifying cluster populations.
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APPENDIX
THE HYDROSTATIC SPHERE TEST
In order to test the approach used in this work, we set up a
sphere in hydrostatic equilibrium as a study case and apply the
analysis of the acceleration components presented above.
The hydrostatic sphere is set up with a total virial mass of
4 ·1014 h−1 M, resolved with 369300 DM particles and 403508
gas particles. The mass resolution is mDM = 3.1 · 109 M and
mgas = 6.2 · 108 M, for DM and gas respectively. The simu-
lation of the hydrostatic sphere has been performed with the
same version of the code used for the other haloes analysed
in this work, but including only non-radiative hydrodynamics.
It has been evolved for a large enough number of dynamical
time-steps till an ideal configuration of hydrostatic equilibrium
is reached.
As visible from the Gr (changed in sign) and Hr profiles
in Figure A13 (upper panel), the HE configuration shows very
good balance between the two components out to very large
radii, with their ratio showing almost perfect balance in the
central region (δHE . 5%), and presenting deviations from HE
smaller than 10% roughly out to R200 (∼ 1200kpc, i.e. 0.8Rmax
in the Figure). In fact, from the inspection of the Gr/Hr pro-
file at different time-steps, till the final configuration shown in
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FIG. A13.— Hydrostatic sphere. Top panel: radial profiles of the Gr
(changed in sign, for visualization and comparison purposes) and Hr compo-
nents, as in the legend. Bottom panel: radial profile of the (mean and median)
Gr/Hr profile, both from the particle-based calculation (black trinagles and
solid line) and from the two separate components profiles (orange squares and
dot-dashed line). In both panels, symbols and lines indicate mean and median
values, respectively.
Figure A13 (lower panel), we observe a clear trend of the pro-
file to set towards the -1 reference line, with the radial range
in which the equilibrium condition is satisfied extending out-
wards. Given this, we expect that a perfect HE profile would
be reached after an ideally large number of dynamical times.
From the comparison with the various profiles obtained for the
cosmological cases, presented in the previous sections, we esti-
mate this effect not to cause any bias to the conclusions drawn
from our study.
This study case is used to confirm that the HE, on the radial
direction, corresponds indeed to Gr/Hr ∼ −1, i.e. to the balance
of the radial components of gravitational and hydrodynamical
accelerations.
From the comparison in the Figure between the profiles of
Gr,Hr and Gr/Hr, we additionally tested that:
(i) the particle-based approach and the use of the separate
profiles of Gr and Hr converge to the same result for an
ideal hydrostatic gas distribution (perfect overlap between
symbols (mean values) and lines (median values) in the
lower panel);
(ii) mean and median values within the radial bins provide
exactly the same result (perfect overlap between curves
and symbols), given the absence of gas inhomogeneities.
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