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Abstract
Health-care Associated Infection is a major concern with 1 in 11 patients affected each year.
There is evidence that some pathogens may be transported by an airborne route, and hence fluid
modelling tools, such as Computational Fluid Dynamics (CFD), are increasingly used to aid
understanding of the transport mechanisms of infection. These models tend to only consider
respiratory infections that are released from a single point, such as a person coughing. However
there is substantial evidence that certain pathogens, such as MRS A, may be released from the
skin during regular routine activities (e.g. undressing, walking).
An observational and air sampling study carried out on a respiratory ward found that certain
activities correlated to greatly increased numbers of large particles (> 5J!m), and bioaerosols.
The increased concentrations of bioaerosols also corresponded to sampling of potentially
pathogenic Staphylococcus aureus. It is therefore necessary to be able to represent these releases
ofbioaerosols within CFD models used in design and risk assessment.
Bioaerosol transport is modelled in CFD simulations usmg passive scalar transport and
Lagrangian particle tracking models with the DRW model to simulate turbulent diffusion. These
are validated for the first time using spatial variation of airborne and deposited bioaerosols
generated under controlled conditions. Simpler multi-zone models are compared to CFD and
found to perform well at simulating the bioaerosol decay within large spaces that can be
assumed to be well mixed, however they are not refined enough to simulate the detail required
to study the transfer of infection between individual patients.
A zonal source model is introduced and validated with the aim of representing the time average
dispersion from a transient source in a steady state model. This enables the dispersion of
bioaerosols from activities occurring in hospital wards to be represented within CFD models.
The zonal source model is shown to give a good representation of the average dispersion and
total deposition of a transient source, whereas a point source is not. Point sources produce
different dispersion patterns to zonal sources and so it is recommended that both are used to
simulate bioaerosols produced due to activities or respiratory diseases. Point sources are found
to be highly sensitive to the injection position, whereas the zonal source is found to produce
relatively similar patterns of dispersion for varying size definitions.
CFD is a useful tool for studying pathogen transport in indoor spaces, and when doing so it is
recommended that the potential bioaerosol release from the skin is considered which can be
taken into account within a steady state model using a zonal source model.
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This research has arisen from a need to use computer modelling techniques in order to
understand the airborne pathway of disease in indoor environments and assess the
efficacy of various engineering interventions. Of particular interest is the spread of
disease within health care facilities. Although direct contact transmission is thought to
be the most significant route of infection within these environments (Pratt et al., 2007),
spread through the air is also important (Beggs, 2003). Coughing is an obvious method
for the airborne dispersal of bacteria and viruses, however, as detailed more extensively
in Chapter 2, the release of bacteria laden skin particles during activity also adds to the
airborne micro-flora within a space. Although this increases the risk of transmission it is
rarely considered when evaluating infection outbreaks.
The use of modelling techniques to simulate infection risk in hospital situations has
been increasing in recent years and Computational Fluid Dynamics (CFD) is one
technique that is receiving much attention. However the CFD modelling work to date
has focused on transmission of respiratory infections, and the risks due to the movement
of bacteria laden skin particles through the air has received little attention. This research
seeks to develop a method of realistically modelling this type of spread through
introducing the concept of zonal sources based on the location and type of activity
within a hospital ward. In this chapter a brief overview of the problem of health-care
associated infections (HAl) and the routes of transmission of disease is presented, along
with current application of CFD modelling in hospital settings and its future potential.
This provides an introduction to a more detailed overview of these topics presented in
Chapters 2 and 3. The main aims and objectives of the thesis are presented here along
2with an overview of the research methodology. The layout of the thesis is described,
indicating how each chapter relates to the main objectives.
1.1 Background
1.1.1 Health-care Associated Infection
Despite their intention of curing disease, hospitals provide an ideal situation for the
dissemination and acquisition of disease due to the close confinement of immuno-
compromised people and those suffering from infectious disease (Parker, 1972,
Weinstein, 1998). In England there are at least 100,000 HAls each year which relates to
1 in 11 people acquiring an infection from their stay in hospital (National Audit Office,
2000). The same problem is evident across the world with the rates of infection varying
across USA, Australasia and Europe of between 4 and 10% of the patients using the
health care facility (Chief Medical Officer, 2003). In England and Wales these
infections cost the NHS in the order of £1000 million a year (National Audit Office,
2000). As well as the increased cost to the NHS (a patient with an HAl costs the NHS
2.9 times more than a non-infected patient in England (Plowman et aI., 1999», HAl's
result in longer stays in hospital for the patient, added distress, and sometimes
permanent disabilities or even death. As multi-drug resistant bacteria are continually
emerging, the potential severity and costs from HAl increase. In particular the Chief
Medical Officer has highlighted the risk from Methicillin Resistant Staphylococcus
aureus (MRSA), Vancomycin resistant enterococci and penicillin resistant
Streptococcus pneumonia (Chief Medical Officer, 2003). Since the advent of
compulsory reporting in 2001 there were large increases in MRSA infections up to
2004. In 2004 the government pledged to halve MRSA infections by 2008 and steady
decreases in this time indicate this target may be met (Department of Health, 2008).
However despite this there is still a large variation in infection rates between different
health care trusts (Health Protection Agency, 2007b) and in 2006 MRSA was still
responsible for a third of surgical site infections (Health Protection Agency, 2006). Due
to the scale of the problem HAl's are receiving considerable attention in the media and
from the government. In 'Getting Ahead of the Curve' the Chief Medical Officer (2002)
highlighted the problem as being among the key priorities in dealing with infectious
diseases. In order to help combat the problem mandatory surveillance systems have
been introduced for some major pathogens such as MRSA and Clostridium difficile as
3well as specifically those infections occumng at surgical sites (Health Protection
Agency, 2006). Various guidelines have been written and in 2003 a performance
indicator in respect to HAls was introduced (Chief Medical Officer, 2003). Recently in
2006 a code of practice was introduced that aims to provide a framework for hospitals
to keep the risk of infection as low as possible (Department of Health, 2006). This is a
case of reducing the risk; health care related infections will not be eliminated, but it has
been estimated that at least 20% of these infections could be avoided (Harbarth et al.,
2003).
In order to succeed in reducing the occurrence of hospital infections it is essential that
transmission mechanisms need to be properly understood. For instance, one purpose of
the surveillance systems mentioned above is to provide evidence for the efficacy of any
interventions introduced. The transmission of infection can occur in a number of ways
but these can be separated into three main groups:
o Contact
o Pure Airborne
o Droplet
o Airborne Component
Contact spread refers to those infections that are transmitted through physical contact.
An important aspect in breaking chains of infections is a high degree of hand
cleanliness when dealing with patients (Fendler et al., 2002, Larson, 1988). As well as
the hands of the health-care workers (HCWs), infection by contact may occur due to the
use of medical devices such as catheters, intravenous feeding lines, and respiratory aids
(Pratt et al., 2007). These infections may originate from the patient's own skin, with
bacteria being transferred to the blood stream as insertions are made. These bacteria
may be a part ofthe natural flora of the patient's skin, or may have been acquired during
their stay in hospital. Surgical procedures may also lead to the transfer of infection due
to unsterilised equipment, contaminated HCWs skin and clothes, and again from the
patients own skin (Chief Medical Officer, 2003).
It is well known that airborne transmission is the route of infection for certain diseases.
The airborne route is the primary transmission mechanism for Tuberculosis, and if a
4patient is suspected of having multi drug resistant TB they should be isolated in a
negative pressure ventilated room to reduce the transmission risk (Joint Tuberculosis
Committee of the British Thoracic Society, 2000). Measles is another disease that is
well known for being airborne (Riley et al., 1978). These two diseases are generally
spread through respiratory aerosols. When an infected individual coughs or sneezes
hundreds of droplets are ejected from the mouth. These droplets will contain moisture
and bacteria and on dispersal into the air will evaporate rapidly to become droplet
nuclei, smaller than 1JIm in diameter, that remain suspended in the air for many hours
(Wells, 1955). These can then be inhaled by a susceptible host and the infection is
transferred.
Not all particles released into the air evaporate to such a small size. These larger
particles will have a greater mass, and hence the gravitational pull acting upon them will
overcome that from the air current, resulting in their deposition onto surfaces. These
particles may be inhaled by a susceptible host in the short period they are airborne and
this is known as droplet transmission. Alternatively once they have deposited on
surfaces it is possible for the infectious particles to be picked up on the hands ofHCWs,
or patients, and the infection may be passed on through the contact route. In this
situation the transmission has an airborne component. Some bacteria are very hardy and
may survive for long periods in the environment providing reservoirs of contamination
(Hota, 2004). These particles may be large droplets emitted in a cough that do not
evaporate so quickly and fall to surface. Vomiting and diarrhoea are also responsible for
aerosolising particles that may then deposit out of the air stream onto surfaces. Another
source of airborne bacteria is the skin, which constantly releases bacteria into the
environment through the natural skin shedding process (Noble, 1975). As detailed in
Chapter 2, a number of researchers have published evidence that certain routine
activities that may occur in hospital wards, including walking, dressing and bedmaking,
can cause large numbers of particles (mostly skin) to be dispersed into the environment,
which may carry with them bacteria potentially capable of spreading disease. (Speers et
al., 1965, Noble, 1975, Duguid and Wallace, 1948, May and Pomeroy, 1973, Hare and
Thomas, 1956). The majority of these studies into the effect of activity on dispersal
occurred in the 1950s and 1960s, more recently increases in the level of MRSA in the
air was found during periods of bedmaking (Shiomori et al., 2002).
5Within a busy hospital ward the level, type and location of activity varies significantly
through the day with the result that any dispersion of bacteria related to the activities
may vary significantly in time and space. Chapter 4 details hospital based observation
and sampling studies carried out on a respiratory ward which provides strong evidence
of this. Itwas found that activity may be responsible for the release of a large number of
particles (Roberts et al., 2006), with the particle size distribution and bioaerosol
concentration dependant on the type and level of activity. The majority of these are
likely to be skin particles and may be larger than the respiratory aerosols expelled
during coughing, with approximate sizes between 5 and 20p-m diameter (Chapter 2). As
such they are more likely to drop out of air streams onto surfaces and so knowledge of
the behaviour of these particles; if they do land, how far they travel and is there a
preferential landing place, may affect the design of the space and the appropriateness of
interventions. Developing reliable tools to properly evaluate design implications is
major driver for this thesis, with the majority of the work focusing on computational
fluid dynamics (CFD) modelling techniques; a method capable of modelling transported
particles dispersed from activity, and as such, could be highly informative about these
transport mechanisms.
1.1.2 Application of Computational Fluid Dynamics in Hospital Situations
Computational Fluid Dynamics (CFD) is an increasingly popular tool for detailed
modelling of the movement of air in indoor environments. The technique, described in
detail in Chapter 5, involves the numerical solution of the continuity, momentum and
energy equations that govern fluid flow by dividing the domain of interest into discrete
volumes using a mesh or grid. With a well chosen mesh and numerical schemes, the
method is capable of accurately predicting flow characteristics, such as velocity,
pressure and temperature, without excessive computational requirements. The basic
technique can be extended to analyse the spread of contaminants transported by an air
flow using either simple passive scalar transport, or by including a second discrete
phase using a Lagrangian approach.
In operating theatres it has long been recognised that clean air IS essential for
maintaining a sterile operation site. As such CFD has been used extensively to study the
effects of different ventilation regimes (Tinker and Roberts, 1998, Chow and Yang,
2004, Colquhoun and Partridge, 2003), in particular the local flow around and over the
6operating table with the aim of keeping airborne contamination away from open wound
sites. Isolation room design can also be optimised by the use of CFD (Kao and Yang,
2006) and to study the effect of local exhaust systems for a single bed within a ward
(Chau et al., 2006). As outlined in more detail in Chapter 3, there has recently been a
move to use CFD to model whole wards and to study how the bulk air flow, as well as
detailed local patterns, affect the airborne transport of infectious material. Respiratory
infections including Severe Acute Respiratory Syndrome (SARS) (Wong et al., 2004,
Li et al., 2005, Chau et al., 2006) and Tuberculosis (Noakes et al., 2006b) have been the
primary focus of these studies. In these models, because the infectious agents are
accepted as respiratory pathogens being transported by a direct airborne route, the
dispersal considered is primarily from the mouth of bed bound patients. For this reason
the source of bioaerosols is assumed to be from a directed point source; a suitable
approximation as the mouth is relatively very small in comparison to the room. Most
attempts at simulating a hospital ward do not account for the many transient influences,
preferring to consider a steady state or 'freeze frame', representative situation. Since it
is futile to attempt to model the infinite number of possible events that may occur it is
an average situation that is usually simulated. Combining this with the increase in
complexity and time to simulate a transient model, the use of a steady state model is
understandable. Despite this there is an interest in the effect of movement on airflow
patterns and the dispersal of bioaerosols (Mattsson and Sandberg, 1996, Matsumoto and
Ohba, 2004, Bjorn and Nielsen, 2002). Recently, the idea of expressing the effects of
movement on the airflow within a steady state model was broached by Brohus (2006).
This incorporated a turbulent kinetic energy source to simulate the influence of
movement on the air flow, enabling some of the influences from movement to be
approximated within a steady state model.
Despite the potential for pathogens to be released from the skin into the air through
general ward activity, the use of CFD to model the spread of particles in this manner has
not previously been considered. CFD modelling is increasingly being used to evaluate
wider hospital environments than just the fixed local flow around an operating table. As
the results from these studies are starting to influence the design of the environment and
even the infection control procedures, a method of easily incorporating the time and
spatial variation of airborne dispersal of infectious material due to activity is necessary.
The ability to accurately include such an activity related source term of infection in a
7CFD model would lead to better representation of the real situation, a greater
understanding of the potential spread of disease within the ward environment and better
assessment of risk and control strategies.
1.2 Aims and Objectives
This thesis aims to overcome some of the limitations of current CFD models of ward
spaces by developing and validating a new method to better represent the dispersion of
infectious particles generated by different types, levels and locations of activity in a
hospital environment. It is proposed that typical bioaerosol generating activities within
hospital wards occur in specific zones, rather than in exact locations. These zones can
then be defined in CFD models as sources of bioaerosols that represent the release that
occurs due to the activity within that zone. This method will enable a good
representation of bioaerosol production due to activity within the ward to be easily
included into a steady state model by distributing a contamination source over the likely
volume in which it may be generated. It is intended that the resulting environmental
contamination will yield a time averaged representation of the actual transient
contamination due to the movement of a real source within the defined zone.
With the increase in computational power it is now possible to model this as a transient
situation. However this is still a very time consuming process to set up the model,
incorporate all the transient sources required, and then to obtain the solution. More
importantly although this may yield realistic results for the defined inputs, the result
will only be correct for that one situation. Transient modelling of a hospital ward
involves unnecessary effort to obtain what is likely to be a falsely, and misleadingly
accurate solution, that is actually only correct for one situation and not for real life.
Since it would be impossible to model all the possible combinations of activities
occurring throughout space and time for a hospital ward that changes continuously
throughout a day, and from day to day, creating transient simulations is impractical as a
method to obtain information about general ward situations for design or risk
assessment purposes. However by creating a zone defined by the level and spatial
footprint of an activity, dispersal related to that activity can be approximated for a
typical day, or a high risk situation within a steady-state model. The creation and
8solution of this model will involve significantly less time and effort, and the simple
results from a frozen point in time convey the average behaviour of the scenario.
1.2.1 Concept of the Zonal Source
As stated the zonal source aims to represent the time averaged dispersal that would
occur when bioaerosols are generated during activities. This methodology of source
definition may then be used in a steady state model in order to represent the release of
bioaerosols whose source position varies spatially over time. An example of a zonal
based activity source is given in Figure 1-1, where a ward is shown with a possible
zonal source to represent release of bioaerosols during bedmaking. This encompasses
the zone around the bed where potentially pathogenic micro-organisms are ejected into
the air due to movement of the sheets. The right hand picture shows an equivalent point
source that may be used to simulate a cough. This is positioned where the mouth is
assumed to be, and bioaerosols are released from a single position, usually with a single
direction into space.
Figure 1-1: Views of a hospital ward showing (left) a zonal source for bedmaking and
(right) a point source to represent a cough.
The development of this zonal source requires types of activity that can be represented
in this way to be identified. This is carried out in detail through the literature review in
Chapter 2 as well as through an observational and sampling study on a hospital ward
described in Chapter 4, with potential activities including bedmaking or
undressing/cleaning of the patient. In all these situations a static point source is clearly
not representative of the whole contaminant dispersal and the zoning method should
provide the ability to represent more realistic behaviour.
9Once the zonal source is defined it is expected that it can be used in models of hospital
wards or side rooms, possibly that incorporate various engineering infection control
interventions, in order to assess the level of risk to the patients and HCWs. This may
also be used in conjunction with a point source in order that both respiratory and
activity sources of bioaerosols are considered when studying the risk of infection
transfer within the space.
The overall aim of this thesis is therefore to develop and validate this zonal source
model, establish the limitations of the model and identify when and where it should be
used.
1.2.2 Objectives
In order to achieve this aim of developing and validating a zonal source model the
following four major objectives were identified as being crucial to the successful
development and completion of the research:
1. To assess the effect of typical hospital activities on the airborne
concentrations of bioaerosols.
This background study is carried out in order to assess the requirements of the
modelling technique to be developed and involves:
o Literature review to evaluate the state-of-the art in modelling airborne
contaminants and problem of HAl and airborne dispersal of bacteria due
to activity.
o Observations and air sampling studies on a hospital ward to assess
bioaerosol concentrations within the air due to different activities.
2. To validate the use of CFD modelling techniques as a method for simulating
the airborne dispersal and deposition of bioaerosols
o Literature review assessing the current status of techniques to model the
transport ofbioaerosols within CFD and their limitations.
o Validation of the modelling techniques chosen through comparison with
bioaerosol experiments for both airborne dispersal patterns and
deposition.
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3. To develop and validate the zonal source model
o Numerical validation comparing the dispersal in a transient simulation
from a moving source to steady state simulations with fixed point and
zonal sources. Carried out using both passive scalar transport and
discrete phase models to include size and mass of particles.
4. To assess the sensitivity of the model and demonstrate the application and
limitations within hospital environments
The use of a zonal model will be demonstrated by assessing risk in several
situations
o A hypothetical side room will be set up and risk to a HCW will be
analysed considering both respiratory (point) and activity (zonal)
sources. This model will be used to assess the sensitivity of both the
zonal and point source to size and location respectively.
o Both sources will also be used in a four bed ward environment. This will
assess the risk an infected patient would have on fellow patients and
HCWs. Also the risk a colonised HCW would have on the patients.
o The zonal source is applied within a simple pressure driven zonal model
for a ward environment and compared to equivalent CFD simulations.
1.3 Research Methodology.
The main emphasis of this thesis is on developing and evaluating numerical modelling
techniques, with a particular focus on computational fluid dynamics (CFD). As outlined
in Chapter 3, CFD is a useful tool for studying the transport of contaminants in fluids as
such it is capable of simulating the movement of particles which could be biologically
active throughout a room space. Instead of having to sample at discrete locations, as in
experimental studies, entire particle paths, contours of contamination levels and flow
patterns can be visualised and values at any point extracted. Whereas in an experimental
study the number of sampling points is limited by equipment, and in a hospital ward the
disruption to staff and patients, CFD is only limited by the computational requirements
of the model and the availability of problem definition data for input. CFD also enables
the user to study dispersal of potentially harmful pathogens without the health risks. For
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this study it is useful to compare different types of bioaerosol source with exactly the
same air flow pattern, by using the same solution of air flow for each. In order to
simulate the dispersal of bioaerosols the position, size and velocity of the source needs
to be realistically represented. If particles are being modelled then the mass flow rate,
size and number of particles also needs to be considered. The purpose of the zonal
model is to define these boundaries for a bioaerosol source due to activities.
The validation aspects of this study will not aim to produce a representation of reality,
but to provide a framework to validate a zonal source against a time dependant
simulation of a moving source. As such the main validation uses numerical methods
comparing steady state and transient simulations and carrying out sensitivity analysis on
the bioaerosol source definitions. The zonal source is also demonstrated within a
pressure driven zonal model. This is a much simpler method of solving contaminant
transport within indoor airflow but gives much coarser results. However this is
particularly useful tool for evaluating a large series of interconnected zones, and so the
use of the zonal source within this model is compared to CFD to assess its applicability.
Experimental sampling in a hospital environment IS used in order to assess the
importance of different activities on the airborne microbial content. This study is useful
to highlight the various activities that have the greatest influence on the airborne micro-
flora levels within a ward. Hence, the study will directly influence the activities that the
zonal model will be used to represent, and the areas over which they occur. By
recording activities within the space whilst collecting air samples, activity may be
related to increases in airborne micro-flora through statistical correlation techniques.
Since only a single sampling location is used, due to equipment requirements and the
necessity to avoid obstruction to staff, this is purely a study on the overall effect of
activity rather than detailed dispersion patterns.
Controlled experiments in a bioaerosol test chamber environment are also used in order
to validate the CFD models for studying bioaerosol dispersion. By studying bioaerosol
dispersal characteristics within a controlled test environment, the source type and
location is known and the number of external influences on the dispersal reduced. This
study uses several sampling points within the space to evaluate patterns of airborne
dispersal and spatial variation in deposition of bioaerosols, within the space. One
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advantage of controlled testing for this study is that a steady state air flow could be set
up, enabling several successive samples to be taken from a space in which the
contaminant distribution should remain steady throughout the experiment.
1.4 Layout of thesis
Following the introduction, this thesis begins by providing a more in depth explanation
into the background of the study in Chapter 2. This chapter presents the literature
review outlined in Objective 1. Initially the problem of airborne disease, particularly in
hospitals is highlighted, concentrating on Staphylococcus aureus and MRSA. The
various mechanisms for the spread of disease, either by contact, air, or a combination is
discussed. Particular attention is paid to work discussing the dispersal of bacteria,
mainly Staphylococcus aureus from activities. Chapter 3 consists of the second part of
the literature review concentrating on the methods of modelling the spread of disease.
This considers the use of epidemiological models, analytical ventilation models and
multi-zone models to assess the efficacy of a ventilation system to remove airborne
contaminants. Computational Fluid Dynamics is the main tool used for modelling
disease in this thesis, therefore a large section of this chapter is dedicated to the
application of CFD in modelling airflows and the spread of contaminants in rooms.
Chapter 4 concludes Objective 1, presenting the observational and sampling study on a
hospital ward. A detailed description of the bioaerosol sampling methods is presented
followed by the study methodology. The resulting data are analysed by correlating
fluctuations of sampled bioaerosols and particles to specific observed activities.
Chapter 5 presents the governing equations of fluid flow and an overview of the CFD
modelling technique. Initially generic aspects of CFD modelling are discussed, followed
by model specific description focussing on the test chamber model used to validate the
zonal source method in Chapter 6. Experimental validation of the bioaerosol transport
models is presented. The bioaerosol test facility and experimental methods are described
and results compared to those from CFD simulations to achieve Objective 2.
Objective 3 is carried out in Chapter 6. The zonal source method is introduced and
validated numerically. The dispersion patterns from the steady state zonal source
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models are compared to that from a transient simulation with a bioaerosol source that
moves through the space.
Chapter 7 uses a model of a single-occupancy side room to assess the sensitivity of the
zonal source to the zone size definition and contrasts this to the sensitivity of a point
source to the specified location. A pressure driven zonal model is compared to a CFD
model of a four-bed hospital bay, to evaluate the relative benefits and draw backs of
each model for simulating bioaerosol transport. This CFD model is then used with point
and zonal sources to assess relative risks to both patients and HCW s from respiratory
and activity based sources.
The final chapter, Chapter 8, presents the general conclusions from the study and
potential areas for further work.
14
Chapter 2
The Release of Bioaerosols in Health Care Settings
2.1 Health-care Associated Infection 15
2.2 Mechanisms of Spread 19
2.3 Bioaerosol Sources 23
2.4 Particle Transport 31
2.5 Summary 36
The following chapter introduces the problem of health-care associated infection (HAl)
and the specific issues, and micro-organisms related to this thesis. After a discussion of
different mechanisms for the transfer of infection the chapter focuses on the release of
bioaerosols from the skin and discusses particle transport considering the size range of
interest for HAl's. This chapter forms the background to determine the types of
activities to be observed in the sampling study presented in Chapter 4. The data
presented here also informed the definition of injection properties for the bioaerosols in
the CFD models described in the later chapters.
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2.1 Health-care Associated Infection
Health-care associated infection (HAl) is a major problem with 2-3 million people in
Europe affected annually (Pittet et al., 2005). The problem is a complicated one with
many factors contributing including high bed occupancy, high patient to staff ratio,
increased numbers of vulnerable patients, invasive techniques, dirty environments, poor
hygiene practices, and excessive use of antibiotics (Chief Medical Officer, 2003). Not
all of these infections are preventable but it is estimated that 15-30% may be. Even
reducing infections by 15% would free up 546,000 bed-days annually in England and
Wales and save the NHS £140 million. The cost of infection is not just on the NHS, but
also the individual. It is estimated that the personal cost to the patient is 3.2 times more
if they acquire an infection, not to mention the added distress to both themselves and
their family (Plowman et al., 2001). This cost will vary between patients, for example
the acquisition of an infection may result in a longer stay on a general ward, or in
intensive care, the costs of which will widely differ (Nettleman, 2003).
The emergence of multi-drug resistance micro-organisms adds further complexities to
identifying and treating the infection, and as large numbers of pathogens become
resistant to drugs there are fewer therapeutic treatments available (Hartstein et al.,
2004). The increase in Clostridium difficile associated disease, has recently led to
policies being put in place to prevent the over prescription of antimicrobials. This is
now a requirement in law, as part of The Health Act 2006: Code of Practice for the
Prevention and Control of Nosocomial Infections (Department of Health, 2006,
Department of Health, 2007a). The development of multi-drug resistance is not just of
concern in the acquisition of disease within healthcare settings; the resistant micro-
organisms may then be transferred out into the community. This has been seen with the
Methicillin Resistant Staphylococcus aureus (MSRA) bacteria, that has been found to
cause infections in those that have not frequented a hospital, and in some cases is
becoming part of a persons natural skin flora (Baba et al., 2002).
Although there are many micro-organisms that are responsible for HAl infection, and
have the potential to be disseminated through the air, of particular interest in this thesis
is the bacterium S. aureus. This is known to colonise the skin, from which it can
contaminate the environment due to natural skin shedding, including airborne dispersion
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associated with bedmaking (Shiomori et al., 2002) and other nursmg activities
(Hambraeus, 1973). This bacterium when it develops resistance to the drug Methicillin,
becomes the pathogen well known in the media as MRSA.
Methicillin is a form of penicillin that is resistant to Penicillinase, an enzyme created by
bacteria to destroy penicillin (Prescott et al., 2005). The introduction of Methicillin, in
1961, was a hopeful advancement, as resistance to penicillin had been increasing since
Penicillinase was discovered to be synthesised by Staphylococcus aureus in 1944
(Kirkby, 1944). Unfortunately within a year an infection of S. aureus was found to be
resistant to this drug, resulting in the emergence of Methicillin Resistant S. aureus
(MRSA). Another antibiotic, Vancomycin, was introduced previous to Methicillin, yet
resistance was slower to occur, taking 40 years until the first case was reported
(Chambers, 2001). Resistance has since been reported on a number of occasions and
there are now increasing concerns about the increase in Vancomycin resistant strains of
MRS A (Tenover, 2006).
Mandatory reporting of MRSA associated bacteraemia has been in place in the UK
since 2001, since surveillance of diseases is necessary in order to understand the
effectiveness of control measures. Data from this reporting is shown in Figure 2-1. In
2006 the initial decrease was not deemed sufficient to tell if this was a permanent trend
(Health Protection Agency, 2006). More recently the Department of Health (2008) are
more positive and consider the results a promising sign that the targets of a 50%
decrease on 2004 infections may be met. However there are significant variations in
infection rates between different healthcare trusts indicating there is still potential for
further reduction (Department of Health, 2007b). Control of MRSA in the Netherlands
has been much more successful. By a method of 'Search and Destroy' infected patients
are quickly identified and removed from shared wards, preventing the spread of
infection to others. This method has proved successful due to the ability to isolate
patients in single rooms, and the employment of a high number of health-care workers
(HCWs) to enable this strategy (Chief Medical Officer, 2003). In the UK there are a
large number of ongoing building projects in the health care sector, and although it is
recognised now that infection control needs to be considered at the design stage
(Stockley et al., 2005) most guidelines still concentrate on operating theatres and
isolation rooms (Beggs et al., 2007). These spaces are high risk so it is understandable
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to have specific guidance for them. However infection control is important throughout
the entire hospital and should be considered at the design stage for all areas. Research
into the effect of the environment within hospitals is vital to ensure appropriate
decisions are taken at this early stage, and modelling techniques such as those discussed
in Chapter 3 provide useful tools for research in this area. First evidence for airborne
transmission of Staphylococci and MRSA through the air is presented along with detail
of different sources of bacteria and Staphylococci within hospitals, and the dynamics of
the particles released.
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Figure 2-1:Numbers of MRSA Bacteraemias reported in England per 6 months (Health
Protection Agency, 2008).
2.1.1 Airborne Transmission
There is much debate about the importance of airborne transmission for HAls. This is
partially because the level of importance of the spread of airborne infection is difficult
to derive as the bacterial population in the air is never stable (Walter and Kundsin,
1973) and is difficult to sample. With gram negative bacteria it has been shown that a
large number of viable micro-organisms are non-culturable and so air sampling may
only produce colonies from 0.1-1% of that present (Heidelberg et al., 1997). In addition
where transmission is only assisted by an airborne route (section 2.2.4), the additional
factor of an intermediate object makes the distinction between contact and airborne
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more difficult to ascertain. It has been estimated that the airborne route of infection is
responsible for between 10 and 20% of HAIs (Brachman, 1970) and although it is
difficult to substantiate this figure, there is clear evidence of airborne related
transmission for numerous hospital outbreaks. In terms of S. aureus the airborne route
of infection has been implicated in several situations including: within a nursery ward
(Mortimer et al., 1966), in an intensive therapy unit due to extracted particles from a
side room returning in through the ventilation system (Cotterill et al., 1996) and in a
burns unit (Farrington et al., 1990). The ventilation system has twice been reported to
sustain outbreaks of MRSA. Kumari et al (1998) found that when a supply system shut
down, once a day, the negative pressure sucked air, and pathogenic material into the
grilles, only to be redistributed when the system was restarted. The opposite has also
been shown, when an extract system was shut down once a week and particles
harbouring MRSA in the ducts were deposited on patients beneath (Wagenvoort et al.,
1993).
For infection to spread a source reservoir IS necessary from which bacteria can be
released. This reservoir can be in the environment or it can be a human host. S. aureus
has the ability to colonise healthy individuals, and indeed it is thought that around 60%
of the population will be carriers of S. aureus at some time in their life (Kluytmans et
al., 1997) and 10 to 20% of individuals are constantly colonised (Lowy, 1998). It has
been shown that those who are not colonised can become rapidly so on admission to
hospital (Shooter et al., 1958, Williams et al., 1959). Although colonisation may occur
without causing harm it has been shown that those who are colonised are more likely to
self-infect, and to suffer from wound infections (Williams et al., 1962). Once colonised,
the bacteria may penetrate deep into the skin, where sterilisation cannot occur, risking
endogenous infection if the skin needs to be punctured for a medical intervention
(Kluytmans et al., 1997). This colonisation may occur due to an airborne source
(Williams, 1966). Colonisation of a person with S. aureus usually occurs initially in the
nasal passages, this then may spread to the skin, from which airborne dissemination
may occur due to the natural shedding of skin particles (White, 1961). Skin is also shed
into a patients bedding from which it may be released into the air due to the process of
bedmaking, essential in the cleaning regime (Noble, 1962, Shooter et al., 1958).
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Under normal conditions Staphylococci is released into the surroundings from the skin,
and not from the nose, despite high nasal colonisation (Duguid and Wallace, 1948).
However it seems that when a colonised person is also infected with a upper respiratory
tract infection there can be a large increase in the amount of dispersion, with this person
being referred to as a 'Cloud Adult'. Since many healthcare workers are shown to be
colonised with S. aureus they have the potential to become 'Cloud Adults' and disperse
large amounts of pathogens if also infected with Rhinovirus (Sheretz et al., 1996, Voss,
2004). This term originates from Eichenwald (1960) who advocated considering
airborne dissemination in the design of nurseries due to the potential of 'Cloud babies'
to cause outbreaks of Staphylococci disease.
Except for the phenomenon of 'cloud adults', the mam source of Staphylococci
dissemination into the environment is from the skin. The dispersion of skin, and thereby
S. aureus and MRSA is discussed in further detail in section 2.3.2, following a review
of the main methods of disease transfer in healthcare environments.
2.2 Mechanisms of Spread
In order to understand how the airborne transport of pathogenic particles affects the
spread of infection an understanding of each distinct route of infection transmission is
necessary. For this reason the following sections detail the different types of spread,
using the terminology of the Centers for Disease Control and Prevention (CDC) (Siegel
et al., 2007) for clarity. These are:
• Contact
• Droplet
• Airborne
• Airborne Assisted
2.2.1 Contact
Contact spread, is considered to be the main route of spread for most HAIs. Contact
spread can occur when a HCW attends to a second patient and, due to clothing
contamination or failure to disinfect the hands, passes on a micro-organism from a
previous patient. This spread of infection may also occur due to contamination of
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equipment. It is also possible for the HCW to be colonised with a bacteria that they pass
directly to the patient (Archibald and Hierholzer, 2004).
The role of hand washing in the reduction of infection has long been accepted. In
several studies over the last century it has been shown to reduce the transfer of infection
(Larson, 1988). Although most studies, and media attention, focuses on the hand
hygiene of healthcare workers, it may also be the case that contamination of patients
own hands through touching HCW hands, uniforms or the general environment are
responsible for their own infection (Banfield and Kerr, 2005).
Contact Spread may also occur due to an intermediate reservoir of infection. For
example hand washing may take place correctly but as a HCW closes the curtains
around a patient's bed they pick up micro-organisms from the curtains, which may then
be transferred to the patient. As discussed later in this thesis this existence of a reservoir
may be due to the airborne transport of bioaerosols.
2.2.2 Droplet
According to the CDC, droplet transmission is a type of contact transmission although it
does involve the transport of infectious particles through the air, albeit over a short
distance. The CDC guidelines (Siegel et al., 2007) state that "droplet transmission
occurs when infectious material is ejected into the air from the respiratory tract to be
deposited into the respiratory tract of another person within a short distance". This
short distance is generally thought to be less than three feet, but following the 2002-03
SARS outbreak it is now acknowledged to depend on a variety of factors including the
droplet release velocity and the environmental conditions. As such the three foot
distance is now referred to as a 'typical' distance. The CDC guidelines are set in place
in order to define different pathogens as having droplet or airborne spreading
characteristics. By assigning these definitions to different infections suitable precautions
can be defined to protect HCWs and other patients. For example infections known to be
transmitted by the droplet route can be protected against by using facial protection when
close to the patient but use of negative pressure rooms, or local extract is not considered
necessary. Droplets are generally thought to consist of particles >5JLm diameter,
whereas airborne spread is in the range from 1-5JLm(Siegel et al., 2007).
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The boundaries between Droplet and Airborne can become blurred. Infections that are
spread by droplets may become airborne under certain influences. For example SARS is
usually spread through droplet transmission and the use of nebulisers thought to
aggravate this (Lee et al., 2003). However a CFD study of one outbreak where
nebulisers were used suggested airborne transmission and so the use of nebulisers may
have resulted in the airborne dissemination throughout the ward (Li et al., 2005). In fact
the potential for nebulisers to increase the chance of spreading infection led to their use
being banned on SARS patients within Hong Kong Hospitals. Airborne dissemination
was also implicated in the Arnoy gardens outbreak where faulty seals on the drains
meant bioaerosols generated within the soil stacks were sucked back into the bathroom
and out through the ventilation extract, to then return into other apartments in that
building, and adjacent ones, spreading the infection (Yu et al., 2004). In this instance,
and possibly in the previous one, airborne spread was enabled through the presence of
mechanical intervention, either through nebulisers or flushing, and a pathogen that is
not naturally airborne becomes so. These examples highlight the dangers of considering
diseases spread by the droplet route never to spread beyond the designated 3 foot
droplet boundary.
2.2.3 Airborne
According to the CDC (Siegel et al., 2007) Airborne diseases are described as those that
result in the transport of small particles in the air over long distances, usually meaning
the ability to pass through separate rooms. The particles should then be inhaled by
another individual and infection will occur. Mycobacterium tuberculosis (TB) is one
pathogen that that has long been acknowledged to be spread by the airborne route (Riley
et al., 1962). TB is a major health risk with a third of the world population infected
(DeAngelis and Flanagin, 2005), and is becoming an increasing concern with anti-
tuberculosis drug resistance found to be a world wide problem (Pablos-Medez et al.,
1994-1998). Measles (rnbeola virus) is another disease known to be spread through the
air, and one index case within a densely occupied environment such as a school can lead
to a large outbreak (Riley et al., 1978). In order to contain airborne diseases the use of
local air extract systems is needed to control the transport of the pathogen and remove it
from the space, the CDC recommends an air change rate of 6-12 ac.h" for TB wards
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(CDC, 2005). This has a greater cost than the use of face masks to control droplet
spread, hence the desire to have separate definitions (Siegel et al., 2007).
2.2.4 Airborne Assisted
From an engineer's, and flow modeller's point of view, and for the purpose of this
thesis, if a pathogen is transported through the air, however short the distance, it can be
considered to be affected by the air flow. For this reason in this thesis the term airborne
assisted is used to refer to both droplet and airborne particles, the transport of which
will be affected by the environment. Airborne assisted spread may lead to the deposition
of infective material into the respiratory tract, or onto a surface where it may be picked
up on hands, leading to contact transmission.
2.2.5 Environmental Reservoirs of Infection
In order for a pathogen that has dropped from the air stream onto a surface to
subsequently cause infection it needs to have the ability to survive in those conditions.
Staphylococci and MRSA have been shown to survive from just a few days to several
months on typical hospital surfaces (Dietze et al., 2001, Neely and Maley, 2000). Even
after standard cleaning (French et al., 2004, Rutala et al., 1983) and supposed
decontamination (Blythe et al., 1998) MRSA has been found in the environment. Even
if cleaning is successful, floors have been shown to rapidly re-acquire bacteria after
cleaning (Ayliffe et al., 1967). Curtains have been shown to harbour bacteria (Das et al.,
2002) including MRSA during an outbreak (Palmer, 1999). The presence of pathogens
on surfaces may occur from hand contact but surface contamination has been shown to
be reduced by the use of portable air cleaning devices (portable unit with HEPA filters)
within side rooms (Boswell and Fox, 2006), indicating that transport through the air is
an important factor.
Whether pathogens surviving in the environment, and subsequent hand contamination is
responsible for further infections is hard to prove, as in any study of hospital outbreaks
the possibility of contact is always present (Hota, 2004). The need for a clean
environment is however intuitive, and well documented (Pratt et al., 2007) and cleaning
protocols and monitoring is advised (Chief Medical Officer, 2003). Micro-organisms in
the environment have been shown to lead to the contamination of HCWs hands or
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gloves (Ayliffe et al., 1967, Bhalla et al., 2004, Boyce et al., 1997). Although there is a
lack of direct proof, indirect evidence points towards secondary infections occurring due
to environmental contamination (Talon, 1999) and completely removing MRSA from
the environment has been shown to control an outbreak (Rampling et al., 2001).
2.3 Bioaerosol Sources
An aerosol is defined as particles dispersed in a gas (for example air) and as such a
bioaerosol is one where the particles are of a biological origin, and could therefore
contain pathogenic material. It is commonly stated that the aerodynamic diameters of
these particles will range from 0.5 to > 1OOpm (Hinds, 1982).
Different sources of bioaerosols will generate particles in different ways, and this will
lead to different sizes and shapes of the particles. Bacteria can be between l-J Oam in
size but will be released into the air within droplets, or on a flake of skin squame or
cloth fibres, the size of which may be larger. In tum these differences will affect the
transport of the bioaerosols through the air and their deposition, or extraction from the
space (Morawska, 2006). Within a hospital the production of bioaerosols can be caused
by natural activities - coughing, sneezing, vomiting, diarrhoea or friction from physical
activities; or induced from the use of medical equipment. Tang et al (2006) conducted a
review and found that tracheostomies and bronchoscopies, and the use of oxygen masks
or nebulisers can generate infectious aerosols. Faeces may also become aerosolised
from flushing toilets (Morawska, 2006).
Bioaerosols responsible for HAIs may also originate from non-human sources, for
example Aspergillus fumigatus, a fungi that is common in the outdoor environment, can
be introduced via air ducts and during building work (Morris et al., 2000) and
Legionella pheumophila may be aerosolised from air conditioning systems that
incorporate water cooled condensers or from shower heads (Prescott et al., 2005).
Kumari et al (1998) found the presence of Staphylococci sp. on ventilation grilles
during an outbreak. Other non-human sources of bacteria within hospitals may originate
from taps or showers, flushing toilets and wet cleaning of indoor surfaces (Cole and
Cook, 1998, Morawska, 2006).
24
In order to use CFD models of the environment to study the transport of infectious
particles, the properties and method of particle release needs to be defined. In the
following section studies documenting the production of bioaerosols from humans due
to respiratory and physical activity are reviewed. This will be used directly to inform
the inputs for bioaerosol sources within the CFD models developed in later chapters of
this thesis.
2.3.1 Respiratory Droplets
Respiratory droplets may be created in the respiratory tract due to the passage of high
speed air, up to 50m.s-\ during talking, coughing and sneezing. Secretions that are
present in the mucous surface are entrained into the air flow, they become detached and
coil up to form a droplet that is then expelled through either the mouth or the nose
(Clark and Cox, 1973). As well as the respiratory tract, the creation of bioaerosols can
occur at the front of the mouth, due to obstruction by teeth, tongue and tonsils, and in
the nasal passages (Morawska, 2006). Due to the difference in speed of the air flow
created by talking, coughing and sneezing, different sizes and quantities of droplets may
be produced by the different actions. They may also produce the droplets from different
parts of the respiratory tract that expel disparate bacteria (Hamburger and Robertson,
1948).
Table 2-1: Falling distance and time before evaporation of a range of droplet
diameters (water droplets in unsaturated, still air at 22°c (Wells 1955)).
Diameter of Droplets Evaporation time Distance droplet will fall
(urn) (seconds) before evaporation (m)
200 5.2 6.61
100 1.3 0.43
50 0.31 0.026
25 0.08 0.0016
12 0.02 0.000085
These micro-organism containing droplets are small with a high surface to volume ratio,
and as such evaporate quickly to become what is known as droplet nuclei. The
evaporation time for water droplets was quantified by Wells (1955), along with the
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distance the droplet would fall before it evaporated. Wells' data is reproduced in Table
2-1. It can be seen that even for a droplet as large as 100JLm evaporation to a much
smaller droplet nuclei only takes t.3 seconds, a very short period of time.
A few authors have attempted to quantify the size, mass and speed of bioaerosols
generated from coughing. However due to different methodologies the results vary,
sometimes quite widely. Even using the same methodology the results differ from
person to person, as individual physiology and health will affect droplet production.
Since under most common conditions droplets evaporate very quickly once released
into the air, it follows that the time period between release and measurement will also
directly impact the size determined. Due to the rapid decrease in diameter, ranges in
diameters of droplets have been found to be between 0.6JLm to over t400JLm with the
most common diameters below 200JLm (Nicas et al., 2005) depending on the
measurement technique employed. At the lower end Xie et al (2007b) found the
majority of bioaerosols were 25JLm to 300JLm, by calculating diameters from droplets
that impacted on the sides of a chamber that a subject coughed into. However
experiments using an optical particle detector found 80-90% of particles produced from
breathing or coughing were smaller than 1JLm (Papinieni and Rosenthal, 1997). This
difference is unsurprising since in the latter any large droplets are likely to have
deposited or evaporated (Table 2-1) before the measurements were taken and only those
small enough to remain suspended in the air are counted.
Due to the large range of droplet sizes it is useful to consider them in different ranges,
rather than individual sizes. Tang et al (2006) recommended classifying bioaerosols into
three size ranges: <10JLm as droplet nuclei, <60JLm as small droplets and >60JLm as large
droplets. With these definitions the droplet nuclei and the small droplets (which would
evaporate quickly to form droplet nuclei) are responsible for the long range
transmission through the air, whereas the large droplets are more likely to deposit out of
the air streams, or become inhaled by a person situated nearby before they evaporate
completely, and so are only capable of short range transmission. This 'short range' may
be up to 2m (Xie et al., 2007a), which concurs with the CDC's definition of droplet
transmission (Siegel et al .. 2007). The mass of particles measured also depends on the
experimental methods although there does appear to be a gender difference, with
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average masses typically between 4.05-6.7mg for males, and 2.4-3.4mg for females
(Xie et al., 2007b, Zhu et al., 2006).
The speed that particles are released during coughing usually varies between 6 and
22m.s-l, most commonly 10m.s-I(Zhu et al., 2006). Sneezing releases more saliva than
coughing, as the process of sneezing expels saliva from the mouth instead of the back of
the throat as in coughing and at a speed of up to 100m.s-1 (Wells, 1955). Although
talking produces much less bioaerosols than either coughing or sneezing, extensive
talking can still double the amount of bacteria dispersed (Sheretz et al., 1996).
2.3.2 Bioaerosol production from physical activity
Physical characteristics of Skin Particles
Release of bacteria due to physical activity generally occurs on skin squame, although it
may also occur on clothes fibres. The human body replaces a layer of skin, on average,
every four days. Skin diseases may result in increased shedding, and although this
promotes the shedding of very large particles, there is evidence it also increases the
dispersal of smaller particles (Noble and Davies, 1965). Davies and Noble (1962)
studied surface dust within hospital wards microscopically, and took air samples. They
found that the majority of both were composed of similar flake like particles that
resembled skin squame. The particles were compared with known skin squame by
staining, confirming this similarity further. The size range of the airborne particles were
found by sampling with a cascade impactor. The size of particles carrying bacteria has
been measured by Noble (1963) using an air sampler that separated samples into
different size ranges in different environments. Controlled experiments within chambers
have been used to assess the size distribution of particles released from people during
dressing (Noble and Davies, 1965) and exercising (Mackintosh et al., 1978). The results
from these studies are given in Table 2-2. The first three studies determined particle
sizes using impactor samplers (described in section 4.1.1) to segregate the particles into
different size groups. The diameters are therefore determined from their behaviour in air
rather than measurements of dimensions and so should be considered as
aerodynamically equivalent diameters (see section 4.1.1). However in the study by
Mackintosh et al (1978) the particles were measured using photomicrographs and so
these results can be considered actual dimensions.
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Other authors have also studied the size distribution of particles during activity. Friberg
et al (1996) showed, using a laser particle counter, that there was an increase in particles
greater than 0.3JLm during a mock-up I of a surgery. The particles were measured in five
increments up to particles sized> 1OJLmdiameter, and although there was an increase in
all particles the increase was greater for the largest size range. Shiomori et al (2002)
found that 80% of particles released during bedmaking were greater than 5f..tm.Outside
of the hospital environment higher particle counts have also been found in office staff
rooms during periods of activity in the breaks and during cleaning compared to quiet
parts of the day (Micallef et al., 1998). A mock up of an office found that the
fluctuation of airborne bacteria during the sampling period correlated well with the
production of particles greater than 7.5JLm (Tham and Zuraimi, 2005).
Table 2-2: Equivalent Aerodynamic Diameters of Skin Squame from literature.
Reference Place Range (/Lm) Average (/Lm)
(Noble, 1962) Hospital Ward 8
(Noble et al., 1963)t Offices 4 - 22 11.1
Hospitals wards 4-20 13.9
(Noble and Davies, 1965) Chamber 12-22 16
Normal people
Chamber 10-20 13
Skin diseases
(Mackintosh et al., 1978)* During exercise 5 -50 Surface 34x44
Between 3-5JLm thick
*Actual dimensions (Range is smallest minimum dimension to largest maximum)
t Range = interquartile range, not full range
I The mock up consisted of 30minutes of oral and physical movements of six individuals that
would typical occur during a 2 hour major orthopaedic surgery, with sampling instruments in
place of the patient.
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Noble (1962) showed that Staphylococcus aureus was capable of rapidly contaminating
the environment. During this study a single patient with a distinctive form of
Staphylococcus aureus was observed. Before entry to the ward the type of
Staphylococcus aureus the patient was colonised with was not present elsewhere. Upon
arrival the patient contaminated the bedding with more than 700 colonies within two
hours. Only five hours after arrival the contamination had spread to the curtains
surrounding the bed. Two days into the patients stay 14 beds within the 22 bed ward had
been contaminated. A week into the stay this had risen to 20 beds, 28 of 30 curtains and
all the window ledges and sinks. Activities such as walking (Bethune et al., 1965,
Cleyton et al., 1968, Duguid and Wallace, 1948, Hill et al., 1974, May and Pomeroy,
1973, Speers et al., 1965, Speers et al., 1966), undressing and dressing (Duguid and
Wallace, 1948, Hambraeus, 1973, Noble and Davies, 1965), and moving patients
(Bethune et al., 1965) have been shown to increase the level of bacteria in the air. This
bacterium has also been shown to settle out of the air after activity such as walking on
the spot (Hare and Ridely, 1958, Hare and Thomas, 1956, Seiple et al., 1967).
There is a large amount of variability in the values recorded as each experiment was
carried out differently, using different types of chamber, sampling methods and culture
agar. Studies also considered different types of people including healthy people and
those with skin diseases, or gender differences. Many of these studies were interested in
the effect of different clothing types so these may also have an effect on the levels of
airborne micro-organisms released. Details of the individual studies are not given here
except where necessary for explaining differences in results.
Walking
Figure 2-2 shows the range of colony forming units per metre cubed (cfu.m") sampled
from the air with the subject walking on the spot. The work by Duguid and Wallace
(1948) gives particularly high values compared to the other studies, but in this study
activity was carried out in an unventilated chamber for 10 minutes, whereas the activity
was only carried out for 0.5-2 minutes in the other studies. Considering the variability
within the experiment conducted by Speers et al (1965) is over a 1000 cfu.m', the
variability between different studies is minimal, and all show an increase during
walking in comparison to background count.
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8edmaking
For many years bedmaking has been thought to contribute to the airborne micro-flora.
Davies and Noble (1962) took both measurements of skin particles and the total viable
count of bacteria in the air, and the two sets of samples followed the same pattern
throughout a period of bedmaking. Peaks and troughs occurred at the same time, as has
been reproduced in Figure 2-3, increasing at 12 and 30 minutes when bed disturbance
occurred. A similar pattern was also found by Noble (1962). An increase in
Staphylococci during bedmaking has also been shown by Noble (1962) and Walter
(1959), the data for which is presented in Figure 2-4. There is a large variation between
the values for those classified as dispersers and normal patients. However all values are
higher than at rest, with a minimum threefold increase for normal patients. More
recently air sampling showed values of airborne MRS A to be up to 26 times that during
the resting period during bedmaking. These did not reduce to the background level for
30 minutes after the activity (Shiomori et al., 2002).
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Undressing and Washing
The work by Duguid and Wallace (1948) (results shown in Figure 2-2) also sampled the
air whilst the subject undressed. This showed an even greater increase in cfus sampled
than vigorously walking, to almost double that produced when vigorously marking time.
As with the results for bedmaking and walking the amount of bacteria dispersed
depends on the type of patient, with values between 1836 cfu.m-3 for normal females, up
to 32843 cfu.m' for patients with skin diseases (Noble and Davies, 1965). A mock up of
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nursing procedures that included washing, bedmaking and tidying, showed an increase
in S. aureus in the air from a background count of 0.4 per rrr' to 4.2 per nr' (Hambraeus,
1973).
Curtains
Curtains have been found to become contaminated with bacteria such as Acinetobacter
spp. (Das et al., 2002) and Staphylococcus aureus (Noble, 1962). Noble found that on
36 out of 41 occasions the disturbance of curtains corresponded to an increase III
airborne micro-flora and on 26 of these occasions of Staphylococcus aureus.
The discussion above demonstrates that there are many studies into the release of
bacteria and particles from humans during activity. However there is no comprehensive
study of the microbial flora in the air on a general ward, and how general nursing
activities during the day effect it. The majority of the studies described were carried out
in controlled environments. Some have studied air in hospitals but these are either for
short periods (Noble, 1962, Davies and Noble, 1962), or are only concerned with side
rooms and individual patients (Shiomori et al., 2002, Walter et al., 1958). Greene et al
(1962) considered the airborne micro-flora in several areas of two hospitals. This study
included the comparison of activity in an operating theatre to the airborne count, and the
use of a laundry chute. Nevertheless the majority of the study was concerned with
comparing different areas within a hospital, and the airborne contamination between the
two institutions, and not the variation of airborne micro-flora within a general ward.
Also in the 40 years since Greene's work the way hospitals are run has evolved and
medical interventions have advanced, which is likely to change how, where and when
bioaerosols are released into the space. This leaves a large gap in knowledge that could
impact on the way ward spaces are designed for better infection control. Except for the
study by Shiomori et al these were carried out pre-genotyping and so relating the
sampled bacteria to the source (e.g. an infected patient) was more difficult and
uncertain.
2.4 Particle Transport
Within CFD models, as will be discussed later, it is possible to model a pollutant as a
passive scalar that follows the air flow, or as particles that possess size and mass. In
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order to choose the most efficient modelling technique it is necessary to have an
understanding of the passage of particles through the air. The following section
discusses the physical laws that control the transport of particles of a size relevant to
this study. From the previous review (2.3) it was seen that airborne bacteria are
generally associated with particle diameters between lum for droplet nuclei and up to
50llm maximum diameter for bacteria carried on a flake of skin squame. Therefore the
remainder of this study will focus on airborne particles in this size range.
Once any particle is released into the air its motion will be affected by gravity,
resistance from the fluid, electrostatic effects, thermal gradients and turbulent diffusion,
and Brownian motion for those smaller than O.lllm (Cox, 1987). Firstly only the motion
of a particle due to gravity and the resistance from the fluid is considered. The following
is an outline of the laws of fluid resistance and a discussion of settling velocities of
various sized spheres. A more complete derivation can be found in Hinds (1982).
As a particle falls through a still fluid, such as air, it will displace that fluid from its
path. It follows that a particle must exert a force in order to accelerate this mass of fluid
out of its path. If the particle is a sphere then it will push aside a cylindrical column of
air the same diameter, d, as the sphere. If the sphere is falling at v ms' and the density
of the fluid is Pf, then it follows that the mass of fluid moved is PI 7T d?» . Since the
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acceleration of the fluid will be proportional to the velocity of the particle, then the
force the sphere imparts on the fluid, and consequently the resistance force acting on the
sphere is:
2-1
Equation 2-1 is the general form of Newton's equation of fluid resistance. The co-
efficient C in the above equation was assumed to be constant by Newton, and is
acceptably so when the Reynolds number Re> 1000. At these higher Reynolds numbers
the inertial forces are dominant and the viscous forces can be neglected. However for
lower values of Re the viscosity of the fluid becomes increasingly important in
calculating the resistance it imparts. At the other extreme to Newton's law the inertial
forces become negligible when Re <1. In this region Stokes' Law is used. Stokes' law
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solves the general equation of fluid motion, the Navier-Stokes equations by making the
following assumptions.
• The inertial forces are negligible
• The fluid is incompressible
• The influence of walls or other particles is negligible and therefore not within 10
diameters of the particle
• Velocity is constant
• The particle is a rigid sphere
• Fluid velocity at the particles surface is zero.
The first assumption is the most important; by removing the inertial effects the Navier-
Stokes equations can be reduced to only the pressure and viscosity terms enabling them
to be solved for a velocity distribution around the sphere. From this velocity the normal
and tangential forces on the sphere can be found and integrated over the whole sphere.
Summing these forces due to pressure and friction gives the drag on the particle FD:
2-2
Where 11 is the viscosity of the fluid. Comparing this to the equation 2-1 the resistance
force changes from being proportional to v2d2 in Newton's region, to being proportional
vd in Stokes' region. In the transition zone, where 1<Re<l 000 the resistance
relationship will vary between these values.
Stokes' law (equation 2.2) is valid for spheres of diameters 1.5J1mto 75J1m. The reason
for the lower limit is that as the diameter decreases, it approaches the mean free path of
air. When this occurs the assumption of zero velocity at the particles surface becomes
invalid and the particle 'slips' between the gas molecules, enabling the particle to move
faster than would be predicted with equation 2-2. To enable the equation for drag to be
used a correction for this slip is applied, known as the Cunningham Slip Correction
factor, Cc, applied as in equation 2-3.
2-3
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The value for Cc, at 20°C and 1atm, is 1.11 (Hinds, 1982) for a spherical particle with
diameter 1.51lm and the value decreases with increasing diameter. It can be seen from
this that for particles> 1.51lm there will be an error of about 10% decreasing for larger
particles if slip is ignored, hence for submicron particles the slip cannot be ignored.
Having defined a method of calculating the drag force on a particle then the settling
velocity in still air can be determined by equating the drag force to the force due to
gravity FD =mg. Still considering a spherical particle with density Pp and rearranging
for the velocity this becomes:
2-4
Transport of spherical particles in an air current
The research in this thesis studies the transport of particles in indoor environments
where air currents will be present. The transport of the particles will depend on the
velocity of the air and the settling velocity of the particle. The following considers the
relative horizontal distance spherical particles may be transported in a typical indoor
environment in the size range relative to this study.
Spherical particles of diameters sized 1JLm, 51lm, 101lm, and 20llm, density of 1000
kg.m", viscosity of 1.8 x 10-5 Pa.s, and with a Cunningham slip correction taken from
Hinds (1982) were considered. Applying these values to equation 2-4 the settling
velocity of each particle diameter was found. This was treated as the vertical velocity
vector, whilst a horizontal velocity of 0.06m.s-1 was applied giving the solution of
particle tracks as shown in Figure 2-5. This current is taken as a typical low flow that
has been measured within an office environment (Sekhar and Willem, 2004). The
largest sphere shown here with a diameter of 20llm drops 2m in less than 2.5minutes,
whereas the IJLmparticle is still airborne after four hours.
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before landing from a height of 2m
The results are presented in Figure 2-5 where the x-axis is the distance travelled
horizontally, whilst the y-axis is the vertical distance. This considers that the particles
are released 2m above the floor. As can be seen the low settling velocity of the smaller
particles enables them to travel very long distances before being deposited from the air
stream. It may be possible with a well designed ventilation systems that these may be
removed from the ward, however it could also mean that they travel long distances to
different bays contaminating surfaces, or become inhaled to cause infection.
Particle Shape
The particles considered here are assumed to be spherical, however as has been
discussed a large proportion of S. aureus is released on skin squame that is more likely
to be flake like in shape. This will affect the motion of the particle and shape factors
may be applied to the above equations to allow for this. However shape factors merely
alter the equation by considering a spherical particle of equivalent diameter that would
have the same particle relaxation time as the required shape. Since the diameters
considered here correspond to those found from experimental techniques that size the
particles due to their aerodynamic behaviour (2.3.2) it is reasonable to assume spherical
particles from these sizes.
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2.5 Summary
It is clear that HAIs present a large problem in both the UK, and the rest of the world.
The ability of bacteria to travel on air currents and become deposited on surfaces, or
become inhaled by susceptible individuals means there is the potential for engineering
interventions to be able to go some way towards controlling the problem.
Staphylococcus aureus and the resistant version MRSA has been identified as being
carried on skin particles with dimensions between 3-50JLm, or aerodynamic diameters
between 4 and 22JLm, which are released during bedmaking, walking, undressing,
curtain movement and wound dressing. Respiratory diseases will be released on
droplets from the mouth, nose and respiratory tract that evaporate quickly to be between
<1-10JLm. The larger particles will drop out of the air stream quickly whilst the smaller
droplets will stay airborne for many hours. This data will be considered in the definition
of the particles injected in the zonal source representing the generation of bioaerosols
due to activity.
Several specific nursing activities have been identified as causing bioaerosol release,
however it was noted that there have been no comprehensive field studies relating daily
routines on a hospital ward with the levels of airborne micro-flora. It is important to be
able to assess those activities that produce the most bioaerosols and the locations within
the ward that they occur in order to use this information within a CFD model. As well
as highlighting the lack of a current comprehensive study of the airborne micro-flora
within hospitals the literature review in this chapter will aid the design of such a study,
and identifies those activities that should be quantified.
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The following chapter presents a background to methods of modelling the transfer of
infection. The majority of work presented in this thesis uses Computational Fluid
Dynamics (CFD) as a tool to understand the transport ofbioaerosols. However there are
many other tools that may be used to understand the spread of infectious disease and it
is therefore necessary to present a background to the different types of methods used by
both engineers and epidemiologists. Importantly this chapter presents the current state
of the art in terms of using CFD to research the design of hospital wards; this highlights
why it is felt necessary to develop the zonal model which is described in more detail in
Chapter 6. The detail of modelling bioaerosol transport and the background equations
used in CFD will be presented in Chapter 5 alongside the test chamber model developed
in this study.
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3.1 Mathematical Modelling of the Spread of Disease.
In order to control the outbreak of disease, either health-care associated or otherwise,
understanding of the transmission process is an important part of implementing any
control procedures. Modelling techniques can be a highly useful method to aid this
understanding. There are many different factors that affect the spread of infections;
including the micro-organism responsible, its virulence and ability to survive in the
environment, the design of the environment, temperature and humidity, along with any
ventilation that may remove the micro-organism or air cleaning mechanisms such as
UV. Finally the host themselves and their susceptibility to the particular micro-
organism will also control the probability of an infection occurring. Patients in hospitals
are often imrnuno-compromised due to illness or treatment, dramatically increasing
their likelihood of succumbing to an infection.
There are several modelling techniques that can be used to provide insight into the
various factors involved in disease transmission either individually or collectively. The
traditional models are commonly referred to as epidemiological models, and consider
the epidemic potential of an outbreak due to simplified contact between infectious and
susceptible people in a community. An alternative approach although not widely
adopted is to model directly the movement of infectious particles in the space using
fluid modelling techniques (Noakes et al., 2006b) and to infer contagious contact due to
the transport of these between one person and another. These infectious particles may be
bacteria, fungi and viruses, referred to in their general form when aerosolised as
bioaerosols. It is necessary to present here the fundamental equations on which the
traditional methods are based to enable understanding of the concepts used to
understand epidemics and to carry out infection simulations.
3.1.1 SIR and SIS Epidemic Models
Epidemiological modelling of diseases in populations is a widely used tool to determine
the extent of an infection in a population or the likelihood of an epidemic occurring and
whether the outbreak is self limiting. It can be used to predict how an epidemic will
progress and the impact it will have on a population including the effects of
interventions.
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Two classic epidemic models are the SIR and the SIS models, both of which consider
the dynamics of Susceptible, S and Infective, I people. The SIS model, considers the
case where a person may go from susceptible to infective and directly back to
susceptible on recovery, whereas in the SIR model an infective person then becomes
Removed, R, through isolation, immunity or death. For a closed population of size N,
the basic equations for the progression between each state for the SIR model are as
follows:
dS =-fiIS
dt
dI = fiIS- yI
dt
dR =yI
dt
N=S+I+R
3-1
Here {3 is the infectious contact rate, and 'Y is the recovery rate. The important parameter
in these equations is the reproductive ratio:
R = fiN
o
Y
3-2
Ro< 1 indicates that the disease will die out, whereas a value of R> 1 will lead to an
epidemic. This ratio can be used to assess the effect of an intervention on the
progression of a disease through a population and is commonly used when considering
vaccination. In a SIR model this is used by reclassifying a number of susceptible cases
as removed due to immunity, carried out by reducing the value of S and by increasing
the value R in equation 3-1. Using equations 3-1 and 3-2 the reproductive ratio can be
found, which will inform whether the disease is likely to die out (Britton, 2003).
3.1.2 Wells Riley Model
The SIR/SIS epidemiological models described above can explain how an infection
spreads through a population, but in this basic form there is no provision for the effect
of the environment. Wells (1955) was among the first to describe the effect of the
indoor environment on the spread of airborne infections using mathematical models.
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Wells introduced the concept of a quanta of infection. This is a unit that encompasses
the infectiousness of a disease, the susceptibility of uninfected people and the quantity
of contagious material present in the air. If each person in the room inhales a quanta of
infection then 63.2% (equal to I-lie) of them will become infected. The law of mass
action, which is commonly used in chemistry to express how a reaction is effected by
the quantity of reactants (Daley and Gani, 1999), can be used to express the number of
new infections C, that will occur in relation to the dilution of infectious particles, r, and
the number of infectors, I, or susceptibles in the space, S such that:
C=rIS 3-3
r = pqt IQ 3-4
The dilution of infectious particles, r, includes; the quanta of infective material
produced per infector per hour q, quanta.h", the pulmonary ventilation of the
susceptibles p, m3 .h-I, and the volume flow rate of clean air into the space Q, m3 .h-I •
With a constant number of susceptibles and infectors in the space, and assuming there is
a constant production of quanta, the increase in numbers of infection will be
proportional to the inverse of the ventilation rate (Wells, 1955). So instead of simply
relating the infection rate to the amount of contact between susceptibles and infectors,
the effect of the ventilation regime has been included.
The law of mass action IS valid if the infectious material is evenly distributed
throughout the room. However quanta is likely to exist in very low concentrations, and
to be randomly distributed throughout the internal space. Riley (1978) adapted the law
of mass action to this case by introducing a probability of infection:
1 -Irp= -e 3-5
Summing the probability of infection for all susceptibles, enables the number of new
infection cases to be predicted. This expression is known as the Wells-Riley model:
3-6
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The Wells-Riley equation has been used in many instances, particularly in studying the
outbreak of measles (Riley et al., 1978) and looking at ventilation efficiency in
preventing the spread ofTB (Nardell et al., 1991).
Returning to the SIR equation, for airborne diseases the effect of ventilation will affect
the contact rate {3 between infectors and susceptibles. Therefore examining equations 3-
1, it is possible to simply include the effect of ventilation using this factor. Noakes et al
(2006a) compared equation 3-1 with the time derivative of the Wells-Riley Equation:
dS =rIS
dt
3-7
From equation 3-1 and 3-7 it is clear that the value {3 is equal to r in the Wells-Riley
equation. The definition of r is given in equation 3-4 and includes the volume flow rate
of clean air into the room. Therefore simply replacing {3 with r allows the model to be
used to study the effect of ventilation rates on the number of susceptibles and infectors,
and thus enabling the reproductive number to be discovered.
3.1.3 Multi-Zone Models.
The Wells-Riley equation above depends on the room air being well mixed. In a room
with perfect mixing the steady state contaminant concentration, C, is simply a function
of contaminant generation rate, q, and the ventilation rate, Q.
C=!L
Q
3-8
Since the air flow in rooms rarely reaches perfect rmxmg this description of
contamination concentration may be inadequate in certain ventilation regimes in which
strong short circuiting in the flow occurs. One possible method to take this into account
is to include a mixing factor on the ventilation rate, but this will still be describing a
well mixed room however one with an adjusted ventilation rate that may result in
underestimating the risk in certain areas. To improve on the assumption of the room air
being well mixed, multi-zone models may be used. The simplest of these is the two-
zone model which may be used to assess higher concentrations near a source, or to
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include the effect of short circuiting as illustrated in Figure 3-1 (Nicas, 1996). These
models may then be extended and used to compare contaminant removal efficiency with
different ventilation regimes (inflow and outflow positions) (Brouns and Waters, 1991),
or to apply DV irradiation to the upper zone (Noakes et al., 2004a).
Q ---§1}-----n~---
<>q
Q Q
Figure 3-1 Example of two-zone models accounting for a) short circuiting ventilation
b) high contaminant levels at source, Q is the flow rate into, and out of whole room, Air
exchange between zones {3 , with a contaminant release q (Nicas, 1996).
Extending this concept the airflow through entire buildings may be modelled by
classifying each room as a separate zone and assuming each of these to be well mixed.
In order to obtain more detail in one critical area, e.g. where a contaminant is released,
any zone may be broken up into smaller "sub-zones" (Ren and Stewart, 2005).
Improved accuracy can further be achieved by using CFD techniques to model areas
that cannot be assumed to be well mixed. An example of this is modelling the
contaminant release point where there are naturally very high gradients, and coupling
this to a multi-zone model for the remainder of the building (Wang and Chen, 2007).
The simulation techniques described above are all deterministic in nature, and therefore
do not account for any variability in the concentration of the contaminant across a zone.
It is possible to account for this using probabilistic methods in the process. The benefit
of this is that the results can provide a range of bioaerosol concentrations defined by the
probability of that risk occurring. This technique may be very useful when defining the
risk to HCWs from patients, or workers from occupational exposures (Nicas, 2000).
The short computing time with multi-zone airflow models compared to CFD means that
a whole year can be modelled dynamically. The comfort levels within the space, and
energy consumption over a year can then assessed with the different outdoor conditions
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that will occur. However for contaminant distribution within a space a shorter timescale
is generally of interest. For this study it is the distribution of bioaerosols within a single
bay of a hospital ward that is of interest and so multi-zone models are less likely to give
the level of spatial detail required due to the high pollutant gradients near a source of
infection (Richmond-Bryant et al., 2006). As such CFD is the chosen method of
computing the contaminant transport in the majority of the work presented here.
3.2 Computational Fluid Dynamics
CFD modelling involves dividing a flow domain into discrete cells or elements, then
finding a numerical solution to the momentum, energy, turbulence and transport
equations that govern the fluid flow, heat transfer and movement of contaminants in
each cell (see Chapter 5). The converged numerical solution yields values for a range of
variables throughout the flow domain, including velocities, pressures, temperatures and
contaminant distributions. It is a useful tool for studying indoor air, along with a large
number of other fluid applications and as such is useful for determining the transport of
bioaerosols within an indoor space (Versteeg and Malalasekera, 1995). This is
particularly useful as the measurements of bioaerosols within a space would not be
possible in reality to the same level of detail as is possible through the use of CFD.
Considering hazardous material such as infectious particles information can be found
from CFD that may be dangerous to study in real life situations. (Etheridge and
Sandberg, 1996).
CFD is not always the appropriate tool. Within research it can depend on the level of
information required from a study, and also the level of assumptions and simplifications
that are necessary, that decides the type of modelling that is required. As noted earlier,
CFD can be used alongside other methods. When linked with zonal models the pollutant
transport throughout a whole ward can be modelled relatively simply but with the
required definition in the source region. Because CFD is not always the desired method
of modelling contaminant transport in Chapter 7 the zonal source is applied to a
pressure driven multi-zone model in order to examine the ability of this method to
provide the required information for risk evaluation.
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3.2.1 CFD modelling of bioaerosols
Since it is possible to study airflow in spaces under a variety of conditions, it is possible
to consider the movement of contaminants along these air flows. Although the particles
of interest within this research are bioaerosols, the computational methods of tracking
particles will be the same as for most inert particles. There are numerous particle
sources in indoor environments for which research has been carried out using CFD
analysis. These include combustion due to cooking, smoking, car exhaust fumes
entering the building, or chemical release from cleaning materials (Nazaroff, 2004,
Holmberg and Li, 1998). The problem of particle levels within homes is of particular
interest within large and congested cities in Asia, as such numerical studies published in
recent years on the transport of various sized particles sometimes focus on this aspect
(Chang et al., 2006, Chang et al., 2007). The definitions of these different sources
mainly impact the size of particles considered, however it may also affect the decision
to include evaporation and chemical reactions in the transport equations.
There are several methods for monitoring the transport of pollutants within CFD. The
three main methods are:
• Passive Scalar
• Particle tracking with a Euler-Lagrangian approach
• Multi-phase models with a Euler-Euler approach
The simplest method is the use of a passive scalar, this can be introduced into the flow
at any point in the domain. By assuming the mass of the particle is negligible it will not
affect the air flow pattern, therefore the air flow in the room can be established and the
bioaerosol transport solved from the converged air flow solution. The scalar is
transported simply by convection due to the flow field, and diffusing according to the
defined diffusivity as set by the user, and so is popular for modelling contaminant
dispersal in room air (Li et al., 2005, Noakes et al., 2006b, Sekhar and Willem, 2004). It
may be used for modelling respiratory sized aerosols as the smaller particles produced
evaporate quickly to droplet nuclei (section 2.3.1), that will then follow the path of the
air (Wells, 1955). In many CFD packages user defined functions (UDFs) can be
included to incorporate decay of a biological species, for example through natural death
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or an engineering intervention such as filtration or DV irradiation (Noakes et al.,
2004b).
For larger particles where mass and size play an important role in the transport
dynamics a Lagrangian approach may be more appropriate. The path of the particles
through the continuous phase is calculated from the forces acting on them. The effect of
evaporation on the particle, collisions between particles, and the heat and mass transfer
between the continuous and discrete phase can be modelled (Fluent Inc, 2005). This is
useful when studying in more detail the air concentrations allowing for the effect of
deposition as well as extraction from the space. The particles can be tracked from
source to sink thereby allowing more detail to be studied than would be possible with
experimental methods (Zhang and Chen, 2006). The effect of different ventilation
systems for studying contaminant removal efficiency can be assessed allowing for the
size of the particles, which is particularly important with slow moving flows such as
displacement ventilation and large particles (Chang et al., 2007, Zhao et al., 2004b,
Chau et al., 2006), as well as studying the transport between different rooms (Lu and
Howarth, 1996).
The final method is a multi phase simulation. In this technique the conservation
equations governing fluid flow are derived for each phase. Volume fractions are used to
describe the quantity of either the fluid, or the bioaerosol phase. Due to the significantly
greater number of equations needed this model is more computational intensive and is
therefore only used when other methods are unsuitable.
CFD analysis has been shown to be a useful tool in hospital design as highlighted in a
review by Chow and Yang (2004) considering the ventilation design of operating
theatres. Ventilation in operating theatres is present to protect both the staff and the
patient from pathogens. CFD modelling provides a method of designing aspects such as
air flow rate and extract hood size to provide the optimal protection possible and
enables many different designs to be experimented with, and the most effective designs
to be highlighted.
Recently the published use of CFD within hospitals has been extended to multi-bed
wards with studies relating to the 2002-03 SARS outbreaks. One model by Li et al
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(2005) of a hospital ward included fours bays and the corridor, and used a passive tracer
to model the spread of bioaerosols. The simulated contagion dispersal was very similar
to the infection pattern in the ward, with decreasing risk with distance from the source
patient. Wong et al (2004) also modelled this ward including the effect of evaporation
on the transport of the infectious particles. CFD and multi-zone modelling was also
used to simulate the spread of infectious material in the Amoy Gardens Complex from
the index patients flat to others both within the same building and nearby blocks. In this
simulation the spread of infectious material compared well with the pattern of infection
among residents (Yu et al., 2004). In all these cases CFD was used successfully to
inform discussion on the transmission mechanisms of a novel disease. By aiding
understanding in this way suitable interventions can be assessed.
CFD is also a useful tool for studying the effect of different ventilation regimes within
isolation rooms (Walker et al., 2007). This has been used to assess the effect of local
exhaust ventilation for reducing the risk to the HCW and the ward as a whole (Chau et
al., 2006). The results of this study showed that using the local extract resulted in
infectious particles not being transported into the HCW's breathing zone. It also showed
that the suspension time of the particles could be greatly reduced, thereby reducing the
amount oftime the particles are airborne and capable of being inhaled. CFD was used to
assess the effect of interventions in a space in a TB ward in Peru (Noakes et al., 2006b).
This study modelled the ward with five different cases, each with a different level of
complexity and cost for the various interventions. By carrying out these models the risk
of infection spreading to HCWs and other patients were evaluated for each design. This
enabled the various engineering interventions to be recommended based on cost and
efficiency. The effect of different ventilation designs on the transport of particles using
a Lagrangian approach has been studied, both in relation to isolation rooms within
healthcare facilities (Cheong and Phua, 2006, Kao and Yang, 2006) and more general
layouts (Chao and Wan, 2006, Yang et al., 2004, Zhao et al., 2004b, Zhao et al.,
2004a).
3.2.2 Bioaerosol Sources with CFD
Studies with similar aims to those described above have been carried out considering
different ventilation techniques within isolation rooms and exposure of patients and
HCWs to pathogenic material, however, as they consider respiratory diseases, they
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consider the release ofbioaerosols to occur from a single point source (Wan et al., 2007,
Gao and Niu, 2006, Bjorn and Nielsen, 2002, Shih et ai., 2007). The purpose of the
room, and specified ventilation system may be to isolate a person with an infectious
respiratory disease such as TB (2.2.3), in which case the definition of a point source and
release ofbioaerosols from the mouth is suitable. However it may also be the case that a
side room is used to isolate a patient colonised with MRS A, in which case the release
may not be from the single point but from the patients skin (section 2.1.1), and this
designation of the point source may be unsuitable.
CFD based research into contaminant transport within operating theatres has considered
the dispersal of bacteria from sites other than the nose and mouth. As well as the
surgical site being considered as a source (Buchanan and Dunn-Rankin, 1998), the
ability of people to disperse bacteria from the skin has been recognised in some CFD
models of operating theatres (Brohus et al., 2006, Chow and Yang, 2003). Noting that
the staff will disperse bacteria from their skin as they work over a patient Chow and
Yang (2003) expressed the release from a plane rather than a point source. However
they did not carry out any analysis as to the effect of making this decision on potential
contaminant distributions within the space. Brohus (2006) considered that the dispersal
of bacteria would be from the patients and staffs skin, yet despite including momentum
sources across the space to represent movement, described below, the release of bacteria
was consigned to the still persons surface.
As discussed in Chapter 2 the aerodynamic diameters of particles released from the skin
are in the range of 4-22JLm. Zhao et al (2008) found at even high air change rates
(10ac.h-1 and 20ac.h-l) the transport of particles size 10JLm was inadequately represented
using a passive scalar. Even for particles sized 2JLm the rate of deposition can be
equivalent to that removed by typical indoor ventilation making it necessary to include
this factor in the transport analysis (Fisk, 2008). For these larger particles Lagrangian
particle tracking may perform better, as it includes the size and mass of the particle in
the trajectory calculations and the same study by Zhao et al found that this method
performed generally well. A more detailed discussion of the validation of Lagrangian
particle tracking is given in section 5.3.2.
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3.2.3 Dynamic Simulation of People within CFD Models
CFD models are generally representative situations that highly idealise the indoor space.
However real indoor areas are used by people, who will affect the airflow in that space
in transient and complicated ways. The effect of human motion on airflow is difficult to
calculate, more so considering how these movements will differ from day to day. This
can introduce mixing and promote the motion of infectious material into new areas
(Tang et al., 2006). Different levels of movement will also have varying effects on the
air field in the room. For instance if an individual makes a single pass through the room
they will create horizontal air movements, with very few turbulent vortices being
created. However when the body moves back and forth repeatedly newly created
vortices will interact with those created previously, resulting in higher velocities and
turbulence within the room (Mattsson and Sandberg, 1996). It is important to be aware
of this as the change in air pattern may affect the ventilation efficiency. This is
particularly important in displacement ventilation systems were thermal stratification of
the air is the design intent. Moving objects in this situation may break this thermal
stratification and return polluted air to lower regions rather than letting it move upwards
and become extracted from the space (Matsumoto and Ohba, 2004, Bjorn and Nielsen,
2002).
Most of the work described above on isolation rooms, operating theatres or hospital
wards, makes the large assumption that the occupants are standing still. These models
are generally steady state models, and as such are a simple snapshot of time. The
solution then gives an indication of the risk factors within the room only for this
representative situation. In reality indoor spaces are occupied by people who move and
have an effect on the air flow, and contaminant distribution, as well as potentially
dispersing contaminants as they move. Sekhar and Willem (2004) found that a
simulation of a large office space underestimated the velocities of the air. It was
suggested that this could be partially explained by the lack of occupant movement in the
model, that would potentially increase air velocities.
Direct method of representing movement in CFD models
It is possible with the computer power available nowadays to incorporate the movement
of people dynamically within that space. Shih et al (2007) simulated an isolation room
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using CFD and studied the effect of a person walking and the door opening and closing.
They showed that a person moving up and down next to a bed has no effect on the
dispersion of the contaminant source, when the ventilation regime involves a local
extract with ventilation rate of 12 ac.h". This simulation required significantly increased
complexity with the use of dynamic meshes necessary to model the movement of an
object within a room, but actually results in little new information. Although movement
is incorporated it is only in a narrow area away from the bed. In practice a HCW would
attend to the patient and this movement, close to the bed may result in dispersion of the
bacteria away from the extracted air stream, and towards the HCW.
Brohus et al (2006) highlights the problems with these 'direct' methods that exactly
model the movement of people dynamically within the space. To solve the discretised
equations, the flow domain is divided up by the computational mesh. When an object is
present in the space the computational mesh is removed from this volume (as the fluid
will flow around it, not through it) and boundary conditions are applied around the
interface. As an object travels through a space the location of the interface between the
object and the fluid will also move. In order to include the moving object one of two
methods is generally used; interface-tracking, or interface-capturing techniques.
Interface-tracking is so named because the mesh 'tracks' the interface as it moves
through space. The mesh therefore changes when the object moves resulting in frequent
remeshing. As a new mesh is having to be created throughout the calculation process,
depending on the complexity, this may be computationally very expensive. Due to the
constant remeshing this method will take significantly longer to run, than a fixed mesh
model. Mazumdar and Chen (2007) simplified a dynamic mesh by only remeshing the
'aisle' the person moved through, yet it still took two and a half weeks to solve 15
seconds of real time.
Interface-capturing does not involve remeshing, but uses a fixed mesh and computes the
location of the interface through the use of an interface function. Although this reduces
the required computer power it has not been shown to accurately represent the interface
(Tezduyar, 2006). Brohus commented on how important the boundary layer was to the
flow around the human body when considering the persons exposure. With the
interface-capturing technique this would not be resolved adequately. With the interface
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tracking techniques the frequent remeshing may require a coarser than desirable mesh to
be used, this again would diminish the accuracy of the solution at the boundary.
Personal exposure and problems with boundary layers are not just an issue concerned
with inhaling bacteria, but also the deposition of bacteria onto a persons skin or
clothing. The same problems would provide great uncertainties when modelling this
phenomena.
Indirect Method of representing movement in CFD models
Brohus et al (2006) recognised the need to represent movement within hospital spaces,
moreover this study also recognised the necessity to be able to represent movement
within a simple steady state model. In his study a model of an operating theatre was
created. In the steady state model the effect of movement was included by adding
sources of momentum to a number of zones that the person passes through. The layout
of these are shown in Figure 3-2, in plan; the zones themselves are slightly shorter than
the computer simulated person. The layout of the zones and intensities were found by
trial and error, comparing the CFD model with smoke visualisations and measurements
in a real operating theatre. A second indirect way of accounting for movement was also
used. This used a volumetric source around the zone where small movements take place
over the operating table and added a source of turbulent kinetic energy to this zone. This
method was aiming to model the average influence of movement on the air field,
whereas the momentum sources aimed to model a worst case scenario. The momentum
source was used to simulate the effect of a nurse moving into the clean zone around the
operating table, and to find how contaminants were dragged by this airflow. Turbulent
kinetic energy sources were used to simulate the average effect from the small
movements that take place from the surgeons arms above the operating table. Both these
simulations were not intended to provide accurate quantitative data, but to provide good
qualitative data to enhance knowledge of air flow fields within operating rooms.
Once a method of representing movement is developed this can be incorporated into
many models at the design stage of building hospitals. If a quick and simple method is
found this can be used to assess different design approaches, to gain an idea of the risk
to patients and HCWs, and highlight any benefits, or dangerous situations. It would
have to be recognised that this will not be an accurate model of the airflow, and
contaminant distribution in the space but a tool to give an approximate idea of the
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mechanisms of contaminant transport which is useful for companng different
interventions, or to highlight areas that may require more study.
o Computer simulated person
Momentum
indicated
momentum
sources, arrows
direction of
Figure 3-2 Schematic representation of the position and direction of momentum sources
as shown inBrohus et al (2006)
The method described above is an interesting option for expressing the effect of motion
on the airflow. However methods to express the release of bacteria due to movement
have not been broached previously. A reasonable definition of a bioaerosol source is
likely to be necessary to solve the subsequent transport through the space.
As argued by Brohus both modelling the movement directly in the flow domain, or
using indirect representations of movement require assumptions to be made.
Uncertainties will exist in both simulations, yet the indirect method is simpler and
quicker to produce. Being simpler to produce it is also less prone to inaccuracies due to
the user.
As the industry use of CFD becomes more common, the graphical user interface
becomes simpler to understand and the software easier to use. Hence, it is increasingly
possible to use CFD to inform designs with little validation of the results, other than
personal judgement. In these instances, complicated mesh generation, or transient
simulations will create more factors that may incorporate potential errors, which will be
undesirable to the user. Results will be needed in a short time scale, in order to compare
potential designs. In this situation a simple way of representing bacterial sources from
activity and other moving phenomena within the model that is simple to run is
beneficial.
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3.3 Summary
Despite the interest in expressing movement within CFD models and the use of CFD to
describe healthcare settings, there is a deficit of work that studies the release of
contaminants from the human skin during activity, as opposed to that from respiratory
diseases. The studies discussed in this chapter that have considered the release from the
skin have either only considered the release from the body surface of a still object
within the space, or did not analyse the effect of changing their source type to a plane,
as opposed to a point source. It was also noted that this release from the skin was only
represented in models of operating theatres and not general wards or isolation rooms.
From Chapter 2 it is clear that the release of bacteria from general nursing activity is an
important factor in the microbial levels of hospital air and this should therefore be
represented when considering the effect of ventilation regimes and other interventions.
However, as has been discussed, there is always an element of error within CFD and a
simple model to express this release would be beneficial, both since it is quicker and
easier but it also avoids giving the impression of accuracy when many assumptions are
still being made, as may occur using time dependant models.
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The literature discussed in Chapter 2 provided evidence that activities such as
bedmaking and walking can result in the dispersal ofbioaerosols, including MRSA, into
the air in a hospital. In order to further understand how activities may affect the bio-
burden of hospital air, and therefore potentially the transfer of infection, an air sampling
and observational study was carried out on a four-bed bay on the respiratory ward at St
James's University Hospital, Leeds. The zonal source modelling methodology that is
introduced and validated in Chapter 6 is developed on the basis that activities can
significantly affect the bio-burden of hospital air. It is therefore necessary to first study
how the dispersal outlined in the literature review affects the hospital ward environment
and to understand where the 'zones' of dispersal may occur.
This chapter commences with a description of different bioaerosol sampling methods
and the justification for the chosen methods used in this study. This section is also
relevant to the experimental work carried out to validate the CFD models, described in
Chapter 5.
Following this introduction to the general sampling and analysis methods, the specific
methodology carried out in the observational and air sampling study is presented. The
statistical methods used in both this study, and in the CFD validation are then described
in detail followed by the results and discussion. These results are used to inform the
modelling carried out in Chapter 7, where the zonal source model developed in Chapter
6 is applied in simulations of hospital wards.
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The work presented in this Chapter is based on two observational studies. The first was
published as Roberts et al (2006) and carried out jointly with the lead author as outlined
at the beginning of this thesis. However all the statistical analysis presented here, except
that comparing similarities between the fluctuations of different sizes of particles, has
been carried out independently and subsequent to that publication.
4.1 Sampling Equipment and Methodology
This section describes different methods for sampling bioaerosols, explains the
particular choices of equipment for this study and outlines the sampling and culturing
methodologies used to quantify bioaerosols and particles in the hospital ward air.
4.1.1 Bioaerosol Sampling
Many different air samplers are available that are designed to quantify the number of
viable micro-organisms within an air sample. No air sampler will perfectly sample the
total number of micro-organisms in the air, and the relative positive and negative
aspects of each need to be taken into account when choosing the best sampler for the
study (Griffiths and Stewart, 1999).
The sampling efficiency of a device can be split into two distinct parts, the physical
efficiency, and the bio-efficiency. The physical efficiency incorporates the ability to
collect the particle from the air, into the device, and to store it. The bio-efficiency
relates to the difficulties in maintaining a micro-organism's viability during the
sampling process and to create growth from this sample. Unfortunately increasing one
of these factors often results in a decrease in the other. For example improving the
physical efficiency, by drawing in air at a greater rate, often results in reduced bio-
efficiency due to increased shear forces which may damage, kill, or render the micro-
organism unculturable (Cox, 1987).
Impactor Samplers
Impactor samplers work on the principle of a particle deviating from an airstream that
changes direction, due to the particle momentum. A jet of air, as shown in Figure 4-1,
changes direction due to the presence of a plate that forces it around a 900 bend. The
momentum of the particles entrained in the air flow results in them travelling across air
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streams due to their mass, velocity and the drag force acting on them due to the
changing air current. The particle trajectory will therefore be as shown in the figure, and
if the particle deviates sufficiently it will be collected on the plate. This can be used to
collect viable particles by using an agar plate to provide suitable conditions for colony
growth.
It therefore follows that the efficiency of the sampler will depend on the density and
volume of the particle. The sampling efficiency can be quantified for different particles
that are defined by their behaviour in the air using the aerodynamic diameter. This is the
diameter ofa spherical particle of unit density (Lg.cm", equivalent to 1000kg.m-3) that
has the same aerodynamic properties as the particle of interest. Using this definition the
sampling efficiency, E, can be shown to be a function of the aerodynamic diameter of
the particle and the velocity of air through the sampler nozzle. The sampling efficiency
can be estimated using (Hinds, 1982):
E = 1r.U(P.d2.C]
2.r 18.1]
4-1
Where U is the velocity through the nozzle and r is the radius of curvature of the
streamline; which may be assumed to be the same as the nozzle radius in this instance. p
is the density of the particle, (taken as 1000 kg.m" for this study as the micro-organisms
were suspended in distilled water), d is the diameter of the particles and 1] is the
viscosity of the room air, taken as 1.8xlO-5 kg.rnl.s'. The most common method for
describing a sampling efficiency is to quote the particle diameter at which a 50%
collection efficiency is achieved; the D50 particle size.
Since the D50 particle size of an impactor will vary according to the jet velocity and the
distance x (Figure 4-1) to the surface of the plate, a sampler may be designed to sample
for a specific size range. Cascade samplers use different sized nozzles, and therefore
different velocities to sample for different particle sizes on separate plates.
The sampler nozzle shown in Figure 4-1 may be created by either a long slit or a series
of holes to form a "sieve" impactor. Most of the air sampling reviewed in section 2.3.2
used a slit sampler. However the sieve impactors provide many more individual jets,
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and therefore deposition sites, improving the quantification of airborne bioaerosols.
More than one micro-organism may land on a individual site, however standard
methods exist to account for this (e.g. positive hole correction - see below).
Sampler nozzle
/~
Agar Plate
Figure 4-1: Diagram indicating how particles deviate from the air flow to become
impacted on the plate within impactor samplers.
Andersen Sampler
The Andersen sampler IS a multi-level impactor. It was developed after it was
recognised that the human respiratory tract consecutively filtered out particles with
decreasing size, preventing them reaching the lungs. Hence, to understand whether
sampled micro-organisms had the potential to reach the lungs or where in the bronchial
tract they would become trapped, a method of separating viable particles into size
groups as they are sampled was devised (Andersen, 1958).
As shown in Figure 4-2 the Andersen Sampler (We stech Ltd, UK) used in this study is
split into 6 sections, or stages. Each section contains an agar plate and the sections are
separated by a metal 'sieve' plates, each with 400 holes. The plate at the top of the
sampler has the largest diameter holes, with the diameter progressively decreasing down
the sampler. As the hole size decreases the velocity of the air jet passing though them
increases enabling increasingly smaller particles to gain sufficient momentum to leave
the air stream. Consequently it successively samples particles in decreasing size from
the air. A photograph of the sampler with the stages separated is shown in Figure 4-3.
Table 4-1 shows both the Dso as described by Martinez et al (2004) and the size range
found by Andersen (1958) sampling spherical wax particles if the sampler is run at
28 l.min-'. There are differences in the values because Andersen quotes the size range
for 95% of the particles collected and not the Dso size.
Air enters sampler Metal 'sieve'
plate separates the
sections
~~33ES3i=±2a~~~Agar
Plate
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Figure 4-2: Schematic of the Figure 4-3: Photograph of Andersen
Andersen sampler in section. Red Sampler showing how the levels stack
arrows indicate air flow. together
Table 4-1: Size ranges of particles sampled on each level of the Andersen Sampler,
theoretical Dso and experimentally collected spherical wax particles.
(Martinez et al., 2004) (Andersen, 1958)
Stage Hole Diameter Dso Spherical wax particles
(inches/mm) (fLm) 95% collected (urn)
1 0.0405/1.028 7.0 >8.2
2 0.03110.787 4.7 5.0-1004
3 0.028/0.711 3.3 3.0-6.0
4 0.021/0.533 2.1 2.0-3.5
5 0.0135/0.343 1.1 1.0-2.0
6 0.01/0.254 0.65 1.0
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MicroBio Air Sampler
Single stage samplers work on the same impaction principle but with only one sampling
stage. The MicroBio MB2 (F.D.Parrett Ltd, UK) is an example of this type of sampler
and is shown in Figure 4-4. This type of sampler is much smaller than the Andersen
sampler and has an inbuilt pump. Despite the obvious 'front' to the sampler Griffiths
and Stewart (1999) have shown that the orientation of the sampler does not have a
significant impact on the collection of micro-organisms. They also found that it has a
similar performance to a cyclone sampler and the Andersen sampler at 70 % Relative
Humidity. The Dso for this sampler is l.Sum, similar to stage 4 and 5 on the Andersen
sampler. A comparison during this study found similar counts for the MicroBio MB2
and stage 5 of the Andersen sampler for concurrent indoor sampling during a period
with no significant activity. The MicroBio samples at 100 l.min" through 220 holes
1mm in diameter.
Figure 4-4: Photograph of MicroBio MB2 Air Sampler, showing the sieve head (left)
and the positioning of the Agar plate (right)
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Positive hole correction
Samples taken with the Andersen Sampler, or the MicroBio, may result in more than
one colony forming particle impacting through the same hole. As the colonies grow
they will overlap and appear as one single colony when counting. The greater the
number of micro-organisms sampled the greater the likelihood of this occurring. In
order to allow for this error positive hole correction is applied to the results (Macher,
1989). This adjustment takes into account the fact that when a larger number of viable
micro-organisms are collected they become less likely to enter the sampler through
empty holes. Therefore the correction scales up the count to include the probability of
more than more viable micro-organism being sampled from different holes. The level of
scaling up increases the higher the value sampled. Positive hole correction is applied
using the following formula:
P = N[_!_+_l_+_l_+ ...+__ l__ ]
r N N-l N-2 N-r+l
4-2
Where P, is the corrected value, r is the number of colonies counted, and N is the
number of holes in the plate.
Cyclone Samplers
Cyclone samples also work by creating a situation whereby a particle leaves the
sampled air stream due to their own momentum. Instead of impacting these particles on
an agar plate, Cyclone samplers inject air tangentially into a sampling cylinder, forcing
the air to spiral down into a collection vessel containing liquid for bioaerosol sampling,
returning up the centre and exiting from the top. The momentum of the particles causes
them to deposit from the spiralling air stream into the liquid. Centrifugal samplers also
operate on a similar principle but impact the particles onto an agar strip, or other
medium on the inner wall of the cylinder. The advantage of the cyclone sampler is that
the biological particles are sampled directly into a liquid, which may help to maintain
viability for later culturing. By swirling the particles into a liquid any clumps of more
than one viable micro-organism may be broken up, thereby increasing the count of
viable particles. This may be a positive outcome as it will be a more realistic measure of
the total count of micro-organisms in the air, however it may over estimate the number
60
of viable particles capable of causing disease (Cox, 1987, Crook, 1995). The Burkard
sampler is a cyclone sampler which samples into a small Eppendorf tube that is usually
filled with 1ml Ringers solution (Oxoid, UK) (Figure 4-5). This enables the viable
particles to be stored during the sampling period, and then spread onto a series of
individual agar plates after the sampling period. Typically O.1ml of the liquid is plated
out onto the surface of an agar plate. This has the added advantage that it is possible to
plate the solution onto several different media in order to determine the presence of
specific micro-organism species. Sampling into a liquid, as opposed to directly onto a
hard agar surface may mean the bioaerosol has a greater chance of survival due to less
stress on the particle.
Figure 4-5: Burkard Cyclone Sampler indicating where the air enters the sampler and
the positioning of the ependorftube for sample collection
These samplers operate at a much lower flow rate, 16.6 l.min" for the Burkard cyclone
sampler. This again increases the chances of the particles remaining viable due to the
lower shear stresses in the fluid from the lower velocity, however it reduces the total
number of particles which can be collected from the air within a given time period. In
order to sample the same volume of air as the MicroBio MB2 it would need to be
operated for just over six times the sampling period. Not only is the sampling time
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increased but the volume of the collection liquid can be significantly reduced during the
extended sampling period due to evaporation.
4.1.2 Chosen Sampling Methodology
The MicroBio MB2 was used for the bioaerosol sampling in this study. This sampler
has similar characteristics to the Anderson sampler, however importantly it uses a much
smaller pump, and is therefore much quieter. This is an important consideration
particularly when sampling around sensitive people within a hospital ward.
The initial intention was to use the Burkard Cyclone sampler in order to be able to plate
the sampled micro-organisms onto a variety of media to gain an understanding of the
concentration fluctuations of different species. However due to the lower flow rate, as
mentioned above, it was found necessary to sample air for four hours in order to sample
a reasonable quantity of bacteria for this purpose. Sampling for this period of time made
it impossible to characterise changes in bacterial concentrations during different
activities, and therefore made the cyclone unsuitable for this study.
The mam bacterial pathogen of interest due to skin squame release was the
Staphylococci species, and more specifically Staphylococcus aureus (Chapter 2).
Therefore for part of the study in addition to sampling and enumerating for a Total
Viable Count (TVC) of micro-organisms in the air a second MicroBio was used to
sample and enumerate for Staphylococci.
Culture Media
TVC enables an overall picture of the general bioaerosol concentration in the air to be
obtained. This will include pathogenic and non-pathogenic micro-organisms and will
not select for or differentiate micro-organisms. Tryptone Soya Agar (TSA) (Oxoid,
UK), a general purpose media was used to sample for the bioaerosol TVe. This is made
from Tryptone, Peptone, Glucose, Sodium Chloride and Dipotassium phosphate
(Prescott et al., 2005).
Mannitol Salt Agar (MSA) (Oxoid, UK), a selective and differential medium, was
chosen to selectively sample for Staphylococci and to differentiate S. aureus. This agar
contains a high salt content to inhibit most bacteria except Staphylococci. Phenol red is
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included in the agar; this is an indicator that is red above pH 7.4 and yellow below pH
6.8. S. aureus ferments mannitol creating acidic by-products and thereby lowering the
pH. This turns the agar yellow enabling the species to be identified and counted.
For all cases agar plates from the sampler were incubated for 24 hours at 37°C. After
this time visible colonies had grown up on the agar. On the TSA all visible colonies
regardless of colour or morphology were counted and the number of colony forming
units (cfu) sampled from the air was determined, On the MSA plate all visible colonies
were counted to find the number of Staphylococci spp. In both cases positive hole
correction was applied and the corrected counts recorded.
Although the high salt content in this agar should inhibit most bacteria other than
Staphylococcus, Bacillus has been documented to grow on it (Han et al., 2007) and
some other halophillic species may also survive. Bacillus is often clearly identified on
observation of the colonies, as it has a very distinctive appearance. However this was
not deemed vigorous enough and therefore, each visually different colony on all the
plates was tested using gram staining (Prescott et al., 2005), in order to ascertain the
construction of the cell wall. Staphylococcus and Baccilus are both gram positive
having a thick peptidoglycan layer in their cell wall. This traps the purple crystal violet
stain, holding it through decolourisation with ethanol, enabling identification. The
stained samples were then viewed using a light micro-scope at 1000x magnification to
view whether the bacterium was cocci, (Staphylococci), or bacilli (Bacillus). All
colonies, except those originally thought to be Bacillus, were found to be gram positive
cocci. When a bacterium was grown on MSA, tested gram positive, and visually
identified as being cocci it was deemed sufficient to identify it as Staphylococcus spp.
The organisms grown on MSA and thought to be S. aureus due to yellow growth, and
the change of colour in the agar from red to yellow were checked using the Staphylase
test (Oxoid, UK). S. aureus is differentiated by the presence of coagulase and this tests
for the presence of coagulase (otherwise known as the clumping factor) using
fibrinogen-sensitised sheep red blood cells. By mixing a small colony sample into a
drop of the Staphylase test aggluniation occurs for coagulase positive bacteria, but none
will occur for coagulase negative bacteria (e.g. S. epidermis). Those colonies showing
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yellow growth, a colour change in the agar and a positive response to the Staphylase test
were recorded as S. aureus.
Figure 4-6 shows a typical air sample onto MSA taken during a busy period on the
study bay and the range of colonies that can be observed growing on the media. As can
be seen there are several colonies that could be characterised as showing 'yellow'
growth. Therefore in order to determine which were S. aureus a sample of all colonies
that were cream, yellow, or orange, were tested for the presence of coagulase. As only
one visually different type of colony tested positive this could be taken as being S.
aureus. All colonies then suspected of being S. aureus were tested and found positive
for the presence of coagulase.
Figure 4-6: Typical air sample taken during a busy period during Study 2 onto MSA.
4.1.3 Inert Particle Sampling
In addition to sampling for micro-organisms, the number of airborne particles over S
size ranges were also quantified. The size ranges considered were O.3-0.Sj.tm, O.5-1j.tm,
1-3j.tm, 3-Sj.tm, »Susi; These dimensions are assumed to be the particles aerodynamic
diameter. Sampling was carried out using a Kanomax 3886 Laser particle counter
(Optical Sciences Ltd, UK), shown in Figure 4-7 which has a flow rate of 2.83 l.min".
With this sampler the particles are directed to pass through a beam of light, created by a
laser diode. The particles are assigned a size based on the intensity of the light scattered
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by them. As only particles greater than O.3pm are counted, the Mie theory is used to
relate the intensity of light to the diameter (Mitchell, 1995b). The Mie theory specifies
that the relationship of the scattered light intensity 1(0) is proportional to the distance, R
, in direction 0 from the particle and the particle diameter along with the wavelength of
light 'A.
4-3
The diameter, d is incorporated into the Mie intensity parameters if and i2. these are also
based on the 0 and the refractive index, m, of the particles relative to the fluid. Since the
refractive index is included in the sizing theory the particle counters need to be
calibrated to a specific refractive index, therefore there may be errors in the calculated
sizes due to the material that makes up the particle varying from that used in the
calibration. There is a particular problem when sampling black particles (such as carbon
dust) which absorb the light, but this is not an issue in this study. However this
highlights the importance of understanding what environment the particle counter is
designed for and hence the particle counter used in this study is one specified for use in
indoor air quality assessments.
The particle counter needs to measure a single particle at a time. Should more than one
particle enter the laser beam at the same time coincidence errors will occur, this will
oversize the particle and underestimate the number of particles present. This will occur
at times of high concentrations and at such concentrations the particle counter indicates
there may be errors. When this occurred in this study the results were discounted.
The scattering of the light by irregularly shaped particles and hence the sizing of such
particles can be highly dependant on the rotation of the particle in respect to the light
source. This is an issue with all particle counters and is difficult to resolve. However the
number of particles summed every 5 minutes is in the region of I x 105 for the largest
particles and so the effect of some particles being sized incorrectly is not considered to
have a great effect on the overall results.
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Figure 4-7: Photograph of Kanomax 3886 Laser Particle Counter
4.2 Observational and Sampling Study Objectives
Two studies were carried out on a respiratory ward at St. James University Hospital
Leeds in December 2004 and August 2007. Both involved air sampling to quantify inert
particle and bioaerosol concentrations, along with observations carried out to record all
the activities taking place within a single four-bed bay. The aim of these studies was to
address the following three objectives:
1. To determine whether there are significant similarities in activity and airborne
contamination between days, and establish whether a 'typical' day can be
described.
2. To evaluate the typical size of particles likely to be carrying micro-organisms
within a hospital ward.
3. To identify the important activities for releasing micro-organisms into the air
and the spatial zones in which they occur. This would highlight those activities
that may require definition as a zonal source within a CFD model of a hospital
ward, and would enable definition of the location of that zone.
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4.3 Observational Study Methodology
4.3.1 Definition of Activities
Before describing the main study methodology this section first defines the activities
that were monitored during the studies. The term "activities" in the context of the
studies refers to a range of factors as detailed below.
o People - The number of people in the bay was used as a marker for general
activity. This is a very simplistic approach which assumes that since people are
needed to be present in the bay to perform activities then the more people
present the more activity is occurring. When counting the number of people
within the bay only staff were considered; this included healthcare workers
(HCWs) and housekeeping staff. Visitors to the bay were not considered under
this activity.
o Washing - The majority of patients within this bay were either washed by a HCW,
or washed themselves, in the bay and this usually occurred behind closed
curtains. Since dressing and undressing has been associated with large
bioaerosol concentrations (section 2.3.2) and since this is necessary to carry out
washing it was recorded as a specific activity that may contribute to the airborne
micro-flora.
o Bedmaking - This has also been shown to disperse bacteria into the air by several
authors (section 2.3.2). As patients shed skin particles into the bed clothing,
when the sheets are disturbed during bedmaking the particles are released into
the air. Since new bedding should be clean and mattresses are vinyl covered,
only the stripping of beds was recorded, not the process of making up the new
bed.
o Commode - Depending upon the health of the patients the commode was
sometimes used within the hospital bay. When this occurred it was noted as it is
a potential source of faecal related micro-organisms.
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o Curtains - The activities of washing, bedmaking, commode use, and also moving
a patient out of their bed, all usually occurred behind closed curtains. Hence the
movement of curtains was chosen as a general marker for this group of different
types of activities. Curtains are also known to become contaminated by micro-
organisms (Das et al., 2002) which may be released into the air with vigorous
movements.
o Specialist Equipment - As this study was carried out on a respiratory ward the
patients used various pieces of respiratory equipment. In these studies Non-
invasive Ventilators (NIV), Oxygen and Nebulisers were used. NIV provided
ventilation aid to the patients either through a whole face mask or nasal plugs.
The oxygen tended to be given to the patient through nasal plugs but
occasionally from face masks. The nebulisers covered the patients mouth and
nose and nebulised drugs to open the airways of the patients. The mask has holes
in the side and when in use small particles were visibly emitted into the air. The
use of the NIV and nebulisers were recorded as an activity since it was
hypothesised that they may be responsible for increasing airborne micro-flora.
o Visitors - Since visitors to patients tended to sit when they visited and did not
make any vigorous movements it was thought that they would not be responsible
for releasing large number of bioaerosols or particles. However visiting time
does equate to an increase in people in the bay which may lead to increased
bioaerosol counts so this was considered.
4.3.2 Overview
Both the studies were carried out over eight hour periods with sampling at regular
intervals and monitoring of all activities as explained above. Ethical approval was
acquired for the study from Leeds Teaching Hospitals NHS Trust. The two studies are
detailed below and both were carried out in a four-bed bay on the same respiratory
support ward. A schematic of the ward is shown in Figure 4-8. The ward was supplied
with natural ventilation from opening windows assisted by mechanical extracts
provided in the corridors. The windows were opened on occasion during both studies
and this was noted and accounted for when it occurred
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Study 1
The initial scoping study was carried out in December 2004 over a period of two days.
On the first day sampling was carried out in a high dependency bay (HD), and the
second day in a separate non-HD bay. Due to the more dependant nature of the patients
on the HD bay there was greater activity in this area and hence the two sites could be
compared as a busy and a quiet bay. The layout of each bay was identical and the
location of the two bays within the ward is shown in Figure 4-8.
During this study sampling was carried out between 09:00 and 17:00 hours on both
days. The MicroBio MB2 (section 4.2.1) was used to sample the air for a Total Viable
Count (TVC) (section 4.2.2) onto TSA in order to quantify the total bioaerosol level in
the space. The particle counter was used to sample for particles (both viable and inert)
in five size ranges as described above (section 4.2.3). The location of the MicroBio and
the particle counter within the bay is shown in Figure 4-8 as the sampling position. For
this study the MicroBio sampled consecutively three times every 30 minutes in order to
provide three repeated measurements, and the particle counter summed the number of
particles over 5 minute intervals continuously. This is shown in Table 4-2
Observations were carried out to record when the specified activities described above
were carried out as well as noting the number of people passing through the doorway
(both in and out). The temperature and humidity were checked once every hour at the
bay entrance in order to see if there were any changes in the environmental conditions
that may have affected the airborne count of particles or micro-organisms.
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Figure 4-8: Layout of Ward for observational study. Study 1 used both bays, whereas
Study 2 only sampled in the HD bay.
Table 4-2: Showing the different sampling methods used on each day of the
observational study
Study N° & Bay Particle MicroBio with MicroBio with
Dates Sampled Counter TSA MSA
q- Dec Summed0 HDBay ./ ./ 3 consecutive0 16th over everyN 5 minutes 5 min...-
>.. Dec Non-HD
samples every
'"0 ./ ./ 30 mins;:j.... 17th BayC/.l
Aug ./ih
Aug ./s"
t"-
AUR ./ ./0 14t
0
N Aug Non-HDN ./ ./ 5 min sample
>-. 21st Bay
'"0 every 15mins
E Aug ./ ./ and in periodsC/.l 22nd
AUR
of high
5 min sample./ ./ activity ./
28t every 15mins-
and in periodsAug ./ ./ ./
29th of high activity
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Study 2
The second study was carried out in August 2007. The period of study was extended
from 2 to 7 days to collect more data. The methodology was also refined from the
previous study in a number of ways as follows:
1. Sampling was carried out on the HDU bay only for all study days. This was to
prevent excessive interference from other particulate sources, mainly the
kitchen, within the ward. The HDU bay is located opposite the kitchen and so
particle results from this bay and the second bay sampled may have differed due
to their location. However the activities within the kitchen should follow a
regular pattern and so the effect on an individual bay, if there is one, that has a
constant proximity to the source can be negated. Therefore instead of having a
busy and quiet day across two bays, two days of the week were chosen using the
same bay with different rotas and hence levels of activities, Tuesdays were
chosen as the busy days, and Wednesdays as the quiet days.
2. The sampling and observations took place between 08:00 and 16:00 as the initial
study highlighted that by 09:00 most activity had begun in the bay, and that the
levels of activity tailed off into the afternoon
3. The results of the Study 1 showed that over the 15 minute period in which the
three consecutive bioaerosol samples were taken there were noteworthy
differences in activity levels that appeared to translate into microbial and
particulate counts. Therefore in the second study the bioaerosol samples were
taken once every 15 minutes and more frequently when a large amount of
activity was occurring. In the initial assessment of the results each sample was
treated as an individual case instead of as a replicate, as had been the intention
with the 15 minute sampling periods in Study 1. This thereby increased the
sampling frequency to at least once every 15 minutes, and enabled the mean for
30 minutes to be taken from samples spaced apart rather than clustered at one
end of the period.
4. The number of people present in the bay were counted every minute, rather than
just as they passed the doorway. This reduced the chance of errors, as if one
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person was missed leaving the bay in the initial method this could impact the
count for the remainder of the day.
5. On the final two days of Study 2 two MicroBio samplers were used in tandem to
sample specifically for the presence of S. aureus as well the bioaerosol TVC.
The first two days of this study were used to assess the practicality of utilising a
Burkard Cyclone Sampler (section 4.2.1) for this study. Unfortunately it was found to
collect an inadequately small number ofbioaerosols and so was not used on subsequent
study days. However the results from observations and particle counts on these two
days are still considered in section 4.5.4. Table 4-2 shows the relative sampling times
and methods for each day of the two studies.
4.3.3 Statistical Methodology
The objectives stated at the beginning of this chapter all involve the correlation of
different variables. Objective 1 requires measured data on each day to be related to each
other day to see how strong the similarities are in activity and airborne contamination
between days. Objective 2 requires particle production to be related to bioaerosol
production, and Objective 3 requires that the relationship between activities and
bioaerosol production is considered. The latter involves the analysis of a larger quantity
of data than the other two objectives since there are many activities and fluctuations to
take into consideration. Various activities have been outlined as possibly contributing to
the airborne micro-flora. In order to initially test the bioaerosol release from these
activities graphs were plotted in order to view, over time, the variation in bioaerosol and
particle concentrations, alongside the occurrence of activities. The relationships
considered in the three objectives were then analysed using bi-variate correlation with
the objective of establishing where significant relationships exist.
In order to analyse data with a Pearson's correlation test, the standard parametric
correlation test for two variables, the data should be normally distributed. Therefore the
distribution of each variable was checked for normality using the One-Sample
Kolmogorov-Smirnov tests, a goodness of fit test that compares the distribution of the
variables with a normal distribution (Hinton, 2004). The results were also visualised
using histograms. It was found through this that normality could not be assumed in
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either of the studies using correlation analysis in this thesis (both this data and m
Chapter 5), and so the following method was adopted.
Data that is not normally distributed may be analysed using the Spearman's correlation
test. This is a non-parametric test that does not use the real values of the variables at
each point, but instead uses ranks. Ranks are calculated for each variable by giving the
lowest measurement a value of 1 and moving up through the values increasing the rank
each time. Where there are several scores with the same value these will be given the
same rank which is calculated as:
k r+(r+l)+ .... +(r+s-l)ran = -____:_-~--__:__--_:_ 4-4
s
Where s is the number of original values and r is the rank the first data point with the
value would have received. As well as being suitable for use with non-normal data this
method reduces the effect of outliers, useful in this study as a high peak in
bioaerosols/particles corresponding to an activity can skew the results and falsely
provide strong correlations, or equally a lack of correlation. The results from this
correlation are Spearman's Rho, a value between -1 and 1 that indicates the strength of a
relationship and whether it is positive or negative. This is quoted along with the
significance level; the smaller the significance level the higher the probability that the
two variables are related linearly. The number of cases is also shown with the results as
a small number may result in a falsely significant correlation due to the impact of a
single point.
During the study it was found that several activities occurred at the same time on the
bay, and therefore in order to correlate the results it was necessary to control for certain
values. This was done using partial correlation on some specific occasions in this study
in order to improve the understanding of the results. However this method uses
Pearson's correlation and since normality cannot be assumed for this data the results
should be treated with caution. Because of this issue each partial test was related to a
similar test using Spearman's Rho and plotted on graphs to confirm the findings.
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Quantifying the Observations
In order to carry out the statistical analysis described above, it was necessary to assign
numerical values to each variable, including the activities, and ensure they corresponded
in time. The variables were treated differently in the two studies, due to the refinement
in the methodology carried out for Study 2. These are described below.
Study 1
During this study the particle counter was used to sum particles over 5 minute intervals,
while the MicroBio sampler was used to take three 5 minute replicate samples every 30
minutes (Table 4-2). The results were therefore compared over 30 minute intervals. The
activities were quantified in this time by assigning each occurrence with a value of 1,
multiplying this by the number of minutes over which it occurs and summing all
activities of the same type occurring at the same time. For example if two HeWs are in
the bay for 15 minutes the value for the activity 'people' would be 30. The totals of each
activity category were summed up over each 30 minute interval. The 5 minute samples
for the particle counts were also summed in this time. The bioaerosol data was based on
results from the MicroBio over the final 15 minutes of this half hour, and was the
average of the three values.
Study 2
After the method of analysing the results was defined for Study 2 the frequency of
sampling with the MicroBio was changed (Table 4-2). In this study the activities and
particle counts were still summed over 30 minute intervals. The average of the
bioaerosol samples in this period were found from one taken at 10 minutes and 25
minutes. When more samples are taken, such as periods of high activity the average of
all samples taken in the period were considered.
4.4 Results and Discussion
In this section results and discussion are presented in three sections corresponding to the
three main objectives outlined in section 4.3. The main analysis methods for these three
aspects are described below:
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1) A description of the day's activities and the mam changes in particulate and
bioaerosol count are described with diagrams of the fluctuations. Correlation is
then attempted between the days to see how similar they are in respect to the
particle and bioaerosol counts.
2) Correlations are drawn between the fluctuation in each size range of particles and
bioaerosol counts in the air in order to establish what size of particle within the
bay are most likely to be carrying micro-organisms.
3) Correlations between activities and bioaerosols are carried out in order to identify
the activities that have the greatest effect on the bioaerosol count within the bay
and the zones in which they occur.
Following this a general discussion concludes the section.
4.4.1 Objective 1: Daily Patterns of Activity and Airborne Contamination
OD a Ward
To determine whether there are significant similarities in activity and
airborne contamination between days, and establishing whether a 'typical'
day can be described.
A description of the general daily routine in the bay is presented followed by the
findings for each separate study. The fluctuations of particle and bioaerosols sampled
throughout the day are only shown for one study for succinctness. Study 2 is chosen
because it provided more data than other days and it refers to a single bay only.
Overview of Observations
On all the days during both studies the morning tended to be the busiest period. At this
time the patients were woken, given breakfast and the ward round took place, when
patients were examined by doctors. The number of HeWs involved in the ward round
varied between 2 and 8. Washing took place at this time, and often bedmaking was
carried out during the same period although this varied. The washing was either
independent, or with the aid of a nurse, the time taken varied according to this
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dependence. The literature reviewed in section 2.3.2 showed that activities typical of
those occurring in the morning period can generate large amounts ofbioaerosols.
Meal times and visiting hours caused little disturbance in comparison. Meal times
usually involved a single member of staff entering the bay to deliver meals. At visiting
times there could be 1-8 extra people in the bay, but generally visitors remained seated
and there was little increase in activity.
Study 1
The first study took place on two different bays: one a HD bay, the other a non-HD bay.
Table 4-3 gives a general outline of the timing of activities on these days. On the HD
bay the patients required the use of NW, and these were used throughout the day by
several of the patients. Except for a short period over lunch at least one NIV was in
operation throughout the day. During the lunch period nebulisers were usually used. In
the non-BD bay NN were not used and there was a greater use of nebulisers
particularly between 12:30 and 14:30. On both days the floor was mopped and the
surfaces cleaned, bedmaking took place in both the morning and in the afternoon in the
BD-Bay.
Table 4-3: Typical time line for observational Study 1 for both the busy (HD) and quiet
(non-BD Bay).
0 I~ 0 0 I~ 0 I~ I~ I~0 ~ 0 00) ,... N .;,r0 ,... ,... -e--
Busy
Hew Activity Mopping Visiting
NIV [Nebuliser NIV
Quiet
HeW IMopping Hew Visitinq
Nebuliserl [Nebuliser
Study 2
The high level of activity from HeWs in the morning also occurred in this study and is
shown on the time line in Table 4-4. There was a noticeable decrease in the frequency
of NIV and nebuliser use compared to Study 1. The table also shows the occurrence of
cleaning in the afternoons of the quiet days. This reduced visitor hours as the ward was
closed until 16:00, although there were still occasional visitors coming onto the bay
during the day. On the three occasions observed here the cleaning began in the sampled
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bay at approximately 13:30 (+1- 20mins). In order to clean the bay any unoccupied beds
(e.g. empty beds or a patient sitting in their chair) were removed and placed in the
corridor. Wet mopping was then carried out, followed by polishing.
Table 4-4: Typical time line for observational Study 2 for both the busy and quiet days.
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
Qj m 0 ..- N (tj .;,j. 10 <D
0 0 ..... ..... ..... ..... ..... ..... .....
Busy HCW Activity Visiting
Quiet HCW Activity Cleaning Visiting
Quantitative Results
This section presents quantitative results from Study 2. The number of people in the bay
(summed as explained in section 4.4.1) is shown as fluctuations in 15 minute intervals
in Figure 4-9. Data is shown for three weeks with sampling carried out on Tuesdays and
Wednesdays, to study busy and quiet days. Blue and red lines are used on the chart to
distinguish between the busy and quiet days respectively. The peaks of activity occurred
at similar times on all days but the recorded values are higher on the busy days. The
peak then drops more quickly, whereas on quiet days the lower value is extended for a
longer period.
The fluctuation of airborne micro-organisms in terms of Tye is shown in Figure 4-10
for the 5 days of Study 2. Figure 4-11 shows the measured daily fluctuation of particles
with diameter> 51lm, while Figure 4-12 shows the daily fluctuation for particles in the
range 0.3-0.5J.tm, illustrating the smallest and largest particles sampled. Figures 4-10
and 4-11 show that both the large particles and the Tye peak in the morning for the
busy days. However the quiet days have higher values of 5J.tmparticles in the afternoon
when cleaning of the bay occurs. The 0.3-0.5Ilm particles generally follow a cyclic
pattern with a peak in the morning and a second peak in the afternoon.
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Discussion
The studies presented above only considered one ward, so conclusions about the
activities of a typical day can only be drawn for this single ward and not the entire
hospital. The observations carried out in both studies indicated that for general
activities, such as ward round and patient washing, there was a daily pattern to the
activities as shown in Figure 4-9. The similarities are greater when the days are split
into busy and quiet days. Segregating the results into busy and quiet days shows how the
periods of high activity are condensed into shorter time frames on busy days, whereas
the peak on the quiet days is lower but is spread over a longer time period. This was
confirmed by the observations which noted that on the busy days more HCWs
participated in the ward rounds and that the nursing activity was condensed into a
shorter time frame. This meant that activities such as bedmaking and patient washing
would occur at the same time for multiple patients.
There are also differences between each type of day for the TVC and the large particles.
The peaks of bioaerosols and particles in the morning are higher for the busy days,
whereas the smaller particles have a similar cyclic pattern for all days.
Although there are similarities between the days there is a large amount of variance.
The variance in the results meant that considering that summed values in 15, 30 and 60
minute intervals there were few significant correlations between the days. This is
understandable viewing the difference in peak values and spread in Figures 4-9 to 4-12.
The patients in the bay also changed during the three weeks of the study, and since the
activities are due to human behaviour there will always be variance in the result.
Although statistically significant correlations cannot be drawn there are general patterns
that are repeated on several days and are evident in the figures.
4.4.2 Objective 2: Sizing of particles carrying Micro-organisms
To evaluate the typical size of particles likely to be carrying micro-
organisms within a hospital ward.
To efficiently carry out the correlations both in this section and in section 4.5.3 it is
necessary to define particular particle and microbial data for analysis, rather than
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carrying out the entire analysis on all particle ranges and bioaerosols sampled during the
studies. In order to decide which data are most suitable the following section first
compares all the particle ranges sampled to find the cut-off diameter where behaviour
differs between the measured data sets. Correlations are also carried out with the
microbial data to determine whether the fluctuation of the TVC will adequately
represent the release of Staphylococci and Staphylococci aureus. Following this
preliminary analysis the particle data are correlated to the production of bioaerosols to
assess which size of particles are most likely to carry the majority of micro-organisms
within the hospital bay.
Comparing fluctuations of each particle size range
As described in section 4.2.3 the particles were sized in five different ranges. If different
sources of particle generation produced different sized particles at un-coordinated times
then the sampled data should reveal variation between the particle sizes. This section
considers the relationship of each size range to each other, to see how each differs in its
fluctuations over time. By comparing each size range, and grouping those that behave
similarly, a selection of representative particle sizes can be used in the following
analysis, rather than carrying out correlations on each size range sampled. It is also
useful to understand which particle sizes relate to different release mechanisms. To
understand where this difference occurs correlation coefficients were found between
each particle size range. These correlation coefficients are shown in Table 4-5 and Table
4-6 for Study 1 and 2 respectively, along with the significance of the correlation and the
number of samples. Underlined values are significant to at least the 0.05 level. For this
analysis, since only the particle data was considered, the 5 minute particle summations
were used thereby providing a greater number samples on which to apply the statistical
methods.
From this analysis it is likely that particles with a characteristic diameter greater than
5/l.IDare generally generated from a different source than those with a smaller diameter.
The results in Table 4-5 and 4-6 show that the 1-3J1.mrange has a high significant
positive correlation coefficient with both particles down to O.3J1.m and up to 5J1.m. The
sampled data in the 1-3J1.m size range can therefore be used to describe the general
behaviour of particles between 0.3 and 5J1.m with reasonable accuracy. The correlation
to the smallest particles between 0.3 and 0.5J1.m was low compared to the other ranges
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and therefore some of the analysis was also carried out using this size range. However
this did not yield any extra information and is therefore not presented.
There is significant positive correlation between particles in the >5/lm size range and 3-
5/lm range. However the correlation to 1-3/lm particles is very low and there is no
significant correlation below this size. Therefore this size range is treated separately.
For the remainder of the analysis only the behaviour of the particles sized l-Jum and
>5pm will be used in the analysis as it is felt that these adequately represent all the size
ranges sampled.
Table 4-5: Study 1: Comparison of particle concentration fluctuations between
different size ranges using Spearman's Rho correlation coefficients (those
significant at the 0.05 level are underlined).
Characteristic Particle 0.3-0.5 0.5-1 1-3 3-5 >5Diameter (am)
r 0.991
0.5- Sig (2-tailed) 0.01
1
No. of Samples 192
r 0.983
1-3 Sig C2-tailed) 0.01 0.01
No. of Samples 192 192
r 0.909 0.918
3-5 Sig C2-tailed) 0.01 0.01 0.01
No. of Samples 192 192 192
r 0.209 0.203 0.206
>5 Sig (2-tailed) 0.01 0.01 0.01 0.01
No. of Samples 192 192 192 192
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Table 4-6: Study 2: Comparison of particle concentration fluctuations between
different size ranges using Spearman's Rho correlation coefficients (those
significant at the 0.05 level are underlined).
Characteristic Particle 0.3-0.5 0.5-1 1-3 3-5 >5
Diameter (#tID)
r 0.806
0.5- Sig (2-tailed) 0.01
1
No. of Samples 601
r 0.676
1-3 Sig (2-tailed) 0.01 0.01
No. of Samples 601 601
r 0.414 0.689
3-5 Sig (2-tailed) 0.01 0.01
No. of Samples 601 601 601
r -0.065 0.177 0.289
>5 Sig (2-tailed) 0.111 0.01 0.01 0.01
No. of Samples 601 601 601 601
Relationship between selective and non selective bioaerosol sampling.
On the final two days of Study 2 selective agar was used to sample for Staphylococcus
spp., particularly S. aureus, as described in section 4.2.2. Analysis was therefore carried
out to determine whether there were relationships between the microbial counts sampled
on selective media and the TVC samples taken using a general purpose media.
The correlation between TVC and Staphylococci or S. aureus is positive with r=0.770;
p<O.Ol; n=31 and r=0.535; p<O.Ol; n=31 respectively. The correlation between TVC
and Staphylococcus spp. is significant to the 0.01 level with a high positive correlation
coefficient. The total number of bacteria colonies grown on mannitol salt agar were of a
similar magnitude to that on the general agar so this seems a reasonable result. However
the number of S. aureus colonies collected in each sample was approximately 100 times
lower than the TVC or all Staphylococcal spp, with 1 or 2 colonies counted as opposed
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to hundreds. Since only a few S. aureus colonies were sampled the correlation to the
others is likely to be low as there is a large difference in numbers from the presence of
only one extra colony. Although the correlation is not as strong as with the
Staphylococci spp. Figure 4-13 shows the larger values of S. aureus tend to occur
around similar times to sampling a high TVC. As such the values of TVC are used in
the later analysis as a good indicator of Staphylococci spp. The difference in the
quantity of S. aureus and general bacteria sampled from the air is similar to other
studies discussed in section 2.3.2 particularly Bethune et al (1965) and Hambraeus
(1973).
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Showing how the higher values of TVC correspond to sampling S. aureus.
Defining size ranges for bioaerosol release.
The two particle size groups, 1-3urn and >5j..1.m,were correlated against the TVC for all
the study days. This was carried out in an attempt to ascertain the size of particles most
likely to be responsible for the transport of bacteria within general hospital wards. Since
there were differences in the levels of activity and the production of particles and
bioaerosols on the days labelled busy and quiet the following analysis is split between
these types of day, and the two studies.
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Table 4-7: Correlation Coefficients (Spearmann's Rho) between fluctuations of
TVC and particle sizes »Sust: and 1-3/lm (those significant to 0.05 level are
underlined).
Characteristic Study 1 2
Particle Day Type Busy Quiet Busy QuietDiameter
BD Non-BD Tues Weds
5p.m r 0.725 0.214 0.771 0.450
Sig (2-tailed) 0.02 0.443 0.01 0.011
No. of 15 15 35 31
Samples
1-3 p.m r 0.536 0.207 0.139 0.347
Sig (2-tailed) 0.04 0.459 0.426 0.056
No. of 15 15 35 31
Samples
As can be seen in Table 4-7 there are high correlation coefficients between 5urn
particles and sampled micro-organisms during the busy days. The correlation coefficient
is less on quieter days of Study 2 and there is no significant correlation on the quiet day
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Overall the presence of people in the bay is a good indication for activity, and there was
generally an increase in airborne micro-organisms and particles greater than 5J.lm at
times during periods when more hospital staff were present. However other factors can
contribute to the fluctuations, such as windows being opened and venting particles from
the bay.
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Washing
Observations of patients washing were only carried out in Study 2 therefore only these
results are shown in Table 4-8. The analysis indicates that on the busy days the
correlation between washing and TVC or >5Jlm particles is very strong. On the quiet
days the correlation of washing to TVC is significant to the 0.1 level, however similarly
to the analysis with people, this is not reflected in the particle data (See Appendix
Figure AI-2 and AI-3).
Wednesday 29th August is not included in the results in Table 4-8 as the window in the
bay was opened at 10:30 coinciding with the start of washing. Partial correlation
controlling for the window being opened was carried out giving r = 0.471, df = 12 ,
P < 0.1 for TVC and washing and for Staphylococci the correlation improves to give
r = 0.574, df= 12, P < 0.05. The production of particles sized 5Jlm or greater does not
correlate well due to the occurrence of cleaning in the afternoon.
As a result of the lower concentrations of TVC on the quiet days the correlation with
washing on the busy days was found individually to ensure one day was not skewing the
results. Similar results were found for both days suggesting that this was not the case.
Since washing occurred at a similar time to peaks in the number of people in the bay
partial correlation was carried out for people controlling for washing and vice versa.
Even when controlling for the number of people, washing correlates to the TVC with a
coefficient FO.672, df=32, p<O.OI, and to >5Jlm particles with r=0.780, df=32, p<O.OI
for busy days. However when controlling for washing and correlating people to TVC
the correlation coefficient drops to F-0.1232, df=32, p<0.48 which is not considered to
be significant. Correlation between people and large particles is still significant with
coefficient of F0.428, df=32, p<O.OI showing that the specific activity of washing may
release more bioaerosols than just considering the general activity of people. Section
2.3.2 presented studies that found undressing and dressing resulted in a large production
of micro-organisms. It follows that washing is then also likely to be responsible for
releasing bacteria into the air in large quantities as this may incorporate undressing and
towelling, both of which can cause friction across the skin releasing particles into the
air. It has also been shown that the human body releases more bacteria after showering
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as the skin flakes lose their natural oils and dry out (Speers et al., 1965); this may also
be the case after washing.
These results suggest that it is not simply the presence of people in the bay that results
in high particle and bioaerosol counts, but that the specific activities they carry out have
a strong influence on the airborne micro-flora. The difference in the correlation
coefficients when applying partial correlation to compare people and TVC emphasises
this. Although this suggests that washing is responsible for a large release of micro-
organisms several other activities occurred during the same period, such as commode
use and bedmaking.
Commode Use
As with washing, the use of the commode was only recorded in Study 2 and so only
these results are shown in Table 4-8. The individual days are shown separately as
Tuesday 21 sI August correlates very poorly and since the commode was used during a
period when the window was open on Wednesday 29th August then partial correlation is
carried out using the window as a control.
The use of the commode tends to occur at a time when there is a peak in TVC, and
significant positive correlation is found on the days 14th, 28th and 29th August between
the commode use and the TVC. On the zs" and 29th of August the use of the commode
also gives a high correlation to the sampled S. aureus with r= 0.720; p< 0.01; n=12 and
r=0.727; p<0.3; n=16 respectively. However the weak correlations between commode
use and particle counts show there is little indication that commode use is responsible
for the release of a particular size range of particles.
On 21st August there is no significant correlation between commode use and bioaerosol
counts. It is possible that the effect of the commode on the airborne micro-flora varied
between each patient and instance. Also the time the curtains were kept closed after use
may have affected the quantity sampled as the curtains remained closed for longer on
the 21SI August. Although the correlation analysis does not show any significant
correlation on the 21 st the occurrence of commode use is generally followed by an
increase in the TVC sampled, although the increase may be very small and it does not
occur immediately (Appendix 1. Figure Al-4 and Al-5).
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Bedmaking
Bedmaking does appear to correspond to peaks in bioaerosols as can be seen in the
figures in the Appendix (Figure AI-6), although the correlation is not significant to
p<0.05 on most days they are close to p<O.I. Data from Wednesday 29th is again not
shown here as there was only one occurrence of bedmaking on this day and this took
place during a period when the window was open. Data from Tuesday 14th is also not
included as there was a very small number of samples. Correlations with the TVC
bioaerosol data are considered reasonable as they are all close to the 0.1 significance
level, although this is higher than usually considered as a significant result. This is also
the case for most of the correlations with the >5JLm particle data, however like the other
activities presented so far there is no significant correlation with the 1-3urn particles.
Due to the low occurrence of bedmaking there are not many occasions to correlate
values over and there are difficulties in carrying out reasonable statistical analysis.
However this is worth considering as an important activity as it has been shown on
other occasions to be responsible for the release of airborne bacteria (Noble, 1962,
Shiomori et al., 2002, Walter et al., 1958) and there are further indications from the
results presented in this thesis that it is responsible for the generation of bioaerosols as
part of the morning activities within the bay (Appendix 1. Figure A1-6 and A 1-7). On
Tuesday 28th August there is a clear significant correlation to the sampling of S. aureus
with a r = 0.6; p< 0.05; n=13.
Curtains
The activities, washing, bedmaking, and commode use all took place behind closed
curtains. Curtain movement gives significant positive correlation to TVC as shown in
Table 4-8. Also as part of the ward round when patients were being examined and if a
patient was moved out of the bed the curtains were closed. As such the movement of
curtains tended to indicate the occurrence of an activity. Since curtains may become
contaminated with micro-flora (Das et al., 2002) it was desirable to see if any of the
observed increase in TVC was due to the activities or the movement of the curtains.
During a quiet period the curtains were vigorously moved by opening and closing them
3 times in the 5 minute sampling period to see if this contributed to the airborne micro-
flora. This did not seem to have a noticeable affect on the levels although swabs from
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the curtains onto TSA showed them to be colonised with bacteria. However a previous
study by Noble (1962) noticed that disturbance of curtains did release bioaerosols, this
however may be due to the possible difference in curtain material between the two
studies. Also the difference in the two studies may be related to the background count at
the time the disturbance takes place.
A further possibility is that the curtains would 'contain' the effects of the activity until
they were opened at which point the bacteria could be released into the wider bay
environment. The data presented here sometimes showed an increase in both TVC and
particles after opening, but also on other occasions did not. As the length of time after
the activity before the curtains were opened would vary, and there are other factors
within the bay affecting the airborne count there was not enough data to either support,
or reject this hypothesis.
Nebulisers and Ventilators
Since visible particles were released into the air when a nebuliser was in use it was of
concern that these may carry micro-organisms as the particles impact with the skin and
mouth of the patient before being released into the air. The results in Table 4-8 show
insignificant correlations between TVC and the use of nebulisers, indicating they are
unlikely to be responsible for increasing the airborne micro-flora. However they do
appear to increase the levels of particles in the air that are in the 0.3-3J1m size ranges.
The production of viable particles from the use of nebulisers may be an issue for
specific infections, as they were banned from use in Hong Kong hospitals in 2003 for
patients with SARS as they were thought to be responsible for aggravating the spread of
the infection (Li et al., 2005). However in this case, on a general hospital ward, they do
not appear to increase the bacterial bio-burden of the air.
NIV was only used intermittently, and as such correlations with use could only be
carried out on one day of the study where the data was sufficient (Study 1, busy day).
The ventilator seems to have no effect on either the micro-organisms in the air or larger
particles, but there are very strong negative correlations to particles within the size
range 0.3-3JLm. Since these particles may be small enough to follow the air flow the
ventilators may pull in these particles and they are either filtered out by the device or
inhaled by the patients. The lack of correlation with the larger particles indicates that the
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ability of the ventilator to draw in particles from the surrounding air is not extended to
the larger particles. These correlations were only found for one day as on the other day
(Study 2, 22nd August) that the ventilators were in use they were on for the whole day.
Comparing the particle counts from this day to the other days in the study there does not
appear to be fewer smaller particles in the air.
In Study 2 on the 22nd August 2007 a ventilator was in use all day. The results for the
correlations to particle size differ on this day to the results from the other days. The
correlation between TVC production and particles 5p..m characteristic diameter is not
statistically significant, whereas the correlation to the smaller particles in the range 0.3-
0.5p..m is significant with r=0.764; p<O.O1; n= 16. This is echoed in Study 1 where the
ventilator is used intermittently and although the correlation to particles> 5p..m is much
higher than the 22nd August the correlation to the smaller particles is much improved
with significant correlation to 1-3p..m particles (Table 4-7) and nearly significant
correlation to 0.3-0.5p..m particles with r=0.500; p< 0.06; n=15. The average value of
bioaerosols, or smaller particles sampled from the air on these days did not increase.
Although the number of smaller particles and TVC did not appear to increase when the
ventilator was in operation, it seems that there may be greater carriage of the
bioaerosols on smaller particles. Although this data is limited and therefore the carriage
on smaller particles could be coincidental this may have implications on the transfer of
infection; the smaller the particle size the further it may be travel down the respiratory
tract and thereby cause infection.
Cleaning
Cleaning occurred on the Wednesdays in Study 2 for the whole ward, and the dust
thrown up during polishing was visible at times. Table 4-8 shows the correlation
coefficients for this activity. Mopping and polishing were not considered separately in
these coefficients as they occur so close in time it would not be possible to make any
sensible conclusions as to which was affecting the counts (Appendix Figure A 1-8).
There was significant correlation with the particle data greater than 5/lm but not for
smaller particles or the TVC bioaerosol samples.
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Visitors
As can be seen in Figure 4-17 visitors came to the bay in the afternoon, when the
concentration of bioaerosols were generally decreasing. The lack of effect that visitors
have on the production ofbioaerosols may be due to their lack of activity. Although the
number of people in the bay increased visitors tended to remain sedentary and during
this time there was less health care related activity.
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Figure 4-17: The fluctuations in TVC compared to the number of visitors for Study 2
on busy days
4.4.4 General Discussion
Although some days show very strong correlations for specific activities, this does not
occur over all the days sampled. The results show that the correlations of bioaerosols to
particles, number of people or washing is not as strong on quiet days. A simple reason
could be the smaller fluctuations resulting in correlations that are not as clear. For
example, washing on busy days always occurred within a short time frame whereas on
the quiet days it was spread out over a longer period, hence the sharp peaks in both
activity and particle production are not present. Three of the quiet days also have other
individual reasons for poor correlations; these are described below.
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Study 1: Quiet Day (17th December 2004)
This day of Study 1 shows no significant correlation between bioaerosols and people or
bedmaking, although there is significant correlation between >5J.tm particles and the
number of people in the bay. There is also no significant correlation between the
bioaerosols data and any of the particle ranges. On this day the average concentration of
TVC at 13:30 is much higher than the rest of the day at 885cfu.m3; this occurred much
later than the peak values on other days and occurred when a patient situated near the
sampler was shaving. Removing this sample from the analysis, the TVC and particles
>5J.tm peak in the morning, fluctuating in a similar manner (Appendix 1. Figure AI-9)
Study 2: Quiet Day (22od August 2007)
As mentioned previously, on the quiet days of Study 2 cleaning occurred in the
afternoon affecting the correlations between 5J.tm particles to either the bioaerosol
concentration or activities, as cleaning produced a large number of particles but few
bioaerosols. The effect of cleaning may not just have affected the afternoon period as
cleaning was carried out on the rest of the ward during the whole day. Particles may
have been transported to the sampled bay, and affected the results, without an activity
being observed. Even considering this the correlation to any activities on this particular
day is very poor. The ventilator was in use all day and this may have affected the burden
of the air. The peak value on this day for bioaerosols does occur during the busy period
of the morning, as occurs on the other days. However a much higher concentration was
sampled than during the rest of the day (Appendix 1. Figure A1-10) and so this will
skew the data when attempting to draw correlations.
Study 2: Quiet Day (29od August 2007)
On the zs" August there is a lack of correlation between TVC and large particles due to
cleaning. The window in the bay was open between 10:00 and 13:30; the time the
highest production of particles and bioaerosols would be expected. Instead of the
expected increase, as the window is opened the quantity of both decrease, and the
expected effect of activity is not shown.
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Study 2: Preliminary particle and activity data
On the ih and 8th of August a study was carried out measuring particle concentrations,
but the TVC was not quantified. This data has not been included in the analysis above
where the focus has been on bioaerosols. However the data provides some interesting
results in regard to the particle data. On the ih August there was a very large peak at
9:30am for particles> 51lm (Appendix Figure AI-II), this is almost ten times higher
than any other day from both studies. At this time there were also high counts for the
other particles, but of the same order of magnitude as was found in the other studies.
There was no error registered in the particle counter at this time.
From observations in the bay there did not appear to be anything special about this day,
or time. In the morning there were typical nursing activities. Patient A was washed, the
bed made and patient D was washing themselves. At 09:21, just as the increase begins,
both sets of curtains were opened. The peak on the 8th occurs at 9:45, this is not as large,
but is greater than on any other sampling days (Appendix 1. Figure Al-12). At this time
the curtains at D were opened, after washing, only on the side facing the sampler. At
patient A nurses moved through the curtains whilst washing was being carried out. Also
at this time patient B, near the sampler was spraying an aerosol behind curtains.
These high peaks occurred during the morning when nursing activities such as washing,
commode use and bedmaking took place, however they give much greater quantities of
particles than on other days. Noble (1975) noted that some patients were capable of
dispersing much larger quantities of S. aureus. Unfortunately no samples of bacteria
were taken on these days but it is possible that a single patient may also be responsible
for greater release of particles either due to natural shedding, or a specific disease. No
other observations were made of activities at this time that may have affected the
airborne micro-flora so significantly. Although only particle data, these counts highlight
how much the level of airborne contamination within a hospital bay may vary from day
to day. A previous study on the same ward also found large variations in the data for
specific bioaerosols (Thornton et al., 2004).
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4.5 Summary
Objective 1
Generally the days specified as busy and quiet followed a similar pattern for level of
activity, which was correspondingly reflected in the levels of particles and bioaerosols
sampled. Although visually the fluctuations were similar with 30 minute intervals
significant correlations between the different days could not be drawn. The different
types of days resulted in different quantities of release of particleslbioaerosols and the
occurrence of different activities (cleaning). Specific factors such as use of medical
equipment and the opening of the windows can result in large variations away from the
typical pattern.
Objective 2
The behaviour of all particles sampled could be represented in analysis by only using
data in the 1-31Lmand > 5ILm particle size ranges. In addition the microbial samples
taken on general purpose media to give a TVC correlated well with samples taken on
selective media to identify Staphylococcus spp.
The sampled bioaerosols generally correlated very well to the collection of particles
greater than 5ILm in diameter but not with smaller particles. However when NIV was in
use in the bay significant correlation with the smaller sized particles was found.
Objective 3
The number of hospital staff within a bay can be used as an indicator to quantify the
activity level, as the important activities take place when they are in the bay. The total
number of people within the bay should not be used as this would also include visitors
who do not have a significant effect on the airborne micro-flora or particle
concentrations.
Although number of people is a good indicator for activity, and the presence of staff
within the bay relates to an increase in particles and bioaerosols, the generation of both
depends on specific activities occuring. Washing, commode use and bedmaking occur at
similar times when higher concentrations of bioaerosols and particles > 5ILm are
sampled. These all occur near to the patients beds, usually with the curtains closed.
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Although cleaning, via floor polishing and mopping, is shown to increase the numbers
of large particles in the air it does not appear to contribute to the level of micro-
organisms in the air.
101
Chapter 5
CFD Methods and Test Chamber Model Validation
5.1 Governing Equations of Fluid Flow 102
5.2 Test Chamber Air Flow Model 108
5.3 Modelling Pathogen Transport 117
5.4 Experimental Methods 128
5.5 Results and Discussion: Experimental Validation 136
5.6 Summary 149
This chapter describes the CFD methodology used to develop and validate the zonal
source concept to be described in Chapter 6. Following a general description of the CFD
process, a model of the airflow in a mechanically ventilated chamber is presented. The
geometry and boundary conditions are based on the climatically controlled bioaerosol
test chamber at the University of Leeds, which is used in the experimental validation of
the model. The two methods used to model the injection and transportation of
bioaerosols in the space are described in detail. These methods are then applied to the
airflow model of the test chamber. Experiments carried out within the test chamber to
validate both the methods are described. The results from these are then compared to
those from the CFD models to assess the ability of the methods to model bioaerosol
transport to reasonable reflect reality. This completes the first part of the second
objective stated in the introduction to this thesis; to validate the ability of the chosen
methods to simulate bioaerosol transport and deposition within CFD model.
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5.1 Governing Equations of Fluid Flow
This section provides an overview of the CFD methodology used in this study. As the
study is carried out using a commercial CFD code and the CFD process is well
documented elsewhere only a brief description of the governing equations and
numerical methods are given here. The reader is referred to other texts such as Versteeg
and Malalasekera (1995), for further details.
Airflow in a room is governed by the conservation laws of physics. In order to describe
the behaviour of a fluid a small fluid element is considered. Any changes in mass,
momentum and energy must be due to flow across the surfaces of the element, or
sources within the element to obey the three conservation laws:
o Conservation of Mass: The continuity equation.
o Conservation of Momentum: Newton's Second Law.
o Conservation of Energy: The first Law of Thermodynamics.
Conservation of Mass
Conservation of mass, also known as the continuity equation, expresses that any
increase of mass in a fluid element is equal to the rate of flow of mass in to that fluid
element. Figure 5.1 illustrates this mass flow into and out of a fluid element. For
incompressible flow the density of the fluid will remain constant and any change in
mass within a fluid element is due to the mass flow rate across the elements face. The
continuity equation for incompressible flow can therefore be written as:
5-1
In vector notation:
div(u) = 0 5-2
Where u is the vector value of velocity (u, w, z).
0' + a(0') ..lay
ay 2
pu _ a(pu) . _!_ax
ax 2
z
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Figure 5-1: Mass flow rate through a fluid element
Conservation of Momentum
The equation for the conservation of momentum, Newton's second law, states that the
rate of increase of momentum of a particle equals the sum of forces acting on that
particle. This law relates equally to fluid particles as it does solids.
For the purposes of demonstration the x component of the momentum equation is given
(equation 5-3). Similar equations can be derived for the y and z direction. Equation 5-3
is derived from Newton's second law. The left hand side of the equation expresses the
increase in momentum on the fluid particle; the rate of change of velocity u, with time t
multiplied by the density p of the fluid.
On the right hand side of the equation the forces that act on the fluid particle are
summed up. These forces are split into surface and body forces. Gravity is treated as a
body force, included as a source term SMy in the y momentum equation. The surface
forces comprise of pressure forces p acting normal to surface, and viscous stress
components that are split into the normal stresses, xx and the shear stresses 'yx and, zr
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that act across the surface. These are illustrated in Figure 5-2. The subscripts refer, in
order, to the direction normal to the surface affected (x.y.z) and the direction in which
the force acts, x.
5-3
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Figure 5-2: Forces acting on a fluid particle in the x-direction.
In order to use equation 5-3 a suitable model needs to be applied for the viscous stress
components. Applying Newton's Law of viscosity, that viscous stresses are proportional
to the rate of deformation and equation 5-3 can be re-written:
5-4
Where Jl is the dynamic viscosity. This is known as the Navier-Stokes equation, and
similar equations can be derived for the y and z direction.
Conservation of Energy
The energy equation is derived from the first law of thermodynamics. This states that
the rate of increase of energy on a fluid particle is equal to the net rate of heat added and
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the net rate of work done on that particle. Replacing the VISCOUS stresses usmg
Newton's law of viscosity, as was carried out for momentum in equation 5-4, the energy
equation becomes:
pDi =_p div u+div(k grad T)+<D+SE
Dt
5-5
Where i is the internal energy, p pressure and u the velocity vector. The heat flux into
the fluid particle is expressed with divik gr ad T). Where T is the temperature and k
is the thermal conductivity. The term <I> is the dissipation function which includes the
effects of viscous stresses changing mechanical work into internal energy. Finally SE is a
source term.
5.1.1 Finite Volume method
The Finite Volume Method is the basis of most commercial CFD packages, including
Fluent used in this study. Originally designed as a special finite difference formulation,
the method discretises the integral equations of the conservation laws (equations 5-2, 5-
4, and 5-5 ) directly in physical space. The calculation domain is divided into a grid, or
mesh, with each point on this grid surrounded by a control volume, Figure 5-3. The
differential equations for fluid flow are then integrated over each control volume
(Versteeg and Malalasekera, 1995). Using this method the discretised equations adhere
to the conservation principles for each control volume, and therefore the entire domain.
These principles will be satisfied with any size of mesh (Patanker, 1980), although it is
still necessary to use a mesh fine enough to capture all the physics of the flow. This use
of cell volume rather than grid intersections to numerically discretise the equations
enables unstructured grids to be easily used and therefore allows greater flexibility with
complex and varying geometry (Fluent Inc, 2005, Versteeg and Malalasekera, 1995).
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Figure 5-3: Computational mesh for a two dimensional structured grid. Showing the
computational node and the control volume that would surround it. The cell face, or
boundary of the volume is required to consider the transport of properties into and out
of the cell.
In the finite volume method the equations of flow are integrated over the control
volume surrounding the computational node. Using Gauss' divergence theorem the
integration of the convective flux and the diffusive flux are rewritten as integrals over
the bounding surface. This is demonstrated using the general transport equation,
equation 5-6. This states that the increase of the value of the transported property ¢
over time plus the decrease due to convective transport of ¢ out of the space is equal to
the increase of ¢ due to diffusion, where ris the diffusivity and any sources S¢J'
ap¢ + div(p¢u) = div(r grad¢) + S¢Jat 5-6
Integrating this over the control volume (CV) shown in Figure 5-3 gives equation 5-7
J a(p¢) dV + Jdiv(p¢u)dV = J div(grad¢)dV + JS¢JdV
cv at cv cv cv
5-7
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The convective term, div(p¢g), and the diffusive term, div(f'grad¢), need to be
considered as they pass into, or out of, the control volume across the cell face shown in
Figure 5-3 with area A. By applying the divergence theorem to equation 5-7 the rate of
increase or decrease due to diffusive and convective flux along the normal vector n
across the boundaries of the volume is given:
f a(p¢) dV + In.(p¢U)dA = fn.(f'grad¢)dA + JS;dV
cv at A A cv
5-8
5.1.2 Discretisation
Since all the flow information is stored at the central node of the cell, a method is
needed to find the values of the flow variables at the cell face. Diffusive transport alone
results in the movement of properties in all directions and so it is reasonable to assume
the value at each face of the cell will be equivalent to the difference between the nodes
to each side. For diffusion a central differencing method may be applied; this finds the
value at the interface between two cells by using the weighted average of the values at
the adjacent nodes, in Figure 5-3 for face e the nodes P and E would be averaged.
However, for convection the direction of flow is important, and needs to be taken into
account when approximating the cell face values. The simplest scheme, upwind
differencing, uses the value from the upstream cell to approximate the value at the cell
face. For instance in Figure 5-3 if the flow was travelling from west to east then the
value at the west cell face of the control volume w would be taken as the value at the
node W, and at the face e, the value from P would be taken.
Since only the node upstream is used this scheme is only of first order accuracy. It
assumes that the entire cell volume is well mixed with the same value of the transported
property and is therefore prone to false numerical diffusion. This occurs when the
convective flow moves diagonally with respect to the grid lines. In a situation with no
diffusion there should be no movement of the transported scalars normal to the flow.
However with a coarse grid and a first order upwinding differencing scheme diffusion
will occur due to the gradient of that property in the direction of the gridlines, even
though the gradient is zero in the direction of the convection. As the value at the cell
face will be taken as that at the upstream node. which is half the cell length away, with a
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coarse mesh this can cause significant false diffusion. Using a finer mesh reduces this
error, however it is also necessary to use higher order discretisation methods, usually
second order upwinding. The more accurate second order scheme used in this study
evaluates the value of the transported property at the face using not only the value at the
upstream node but also using more neighbouring points, by incorporating the gradient
through the upstream cell. Discussion of the mesh used in this study, and the
explanation of the choice, are given in section 5.2.7 after a description of the general
model geometry and boundary conditions.
5.2 Test Chamber Air Flow Model
This section describes the CFD model developed to simulate the airflow in a ventilated
test chamber. The airflow solutions from this model are then used in the experimental
validation of the CFD method, and the numerical validation of the zonal source method
in the following chapter.
5.2.1 CFD Process
The commercial CFD package Fluent 6.2 (Ansys Inc.) is used to carry out the modelling
in this study. This is a robust code that has been used widely in industry and academia
for a diverse range of fluid flow problems. This includes research into contaminant
transport within indoor air flows by several authors (e.g. Beggs et al., 2007, Chau et al.,
2006, Khan et al., 2006, Lee et al., 2002, Noakes et al,. 2006b , Richmond-Bryant et al.,
2006). The software incorporates a method of enabling user defined functions (UDFs)
where external subroutines can be used to define model specific physics or control the
solution process and outputs. This feature was essential to this study and has been used
widely in order to specify inlet boundary condition profiles, sources over spatial zones,
transient sources and particle injection positions as well as to output data in the required
form.
To carry out the simulation of airflow usmg CFD incorporates three stages: pre-
processing, numerical solution and post-processing of the results. Pre-processing
involves defining the geometry of the flow domain and the mesh that specifies node
points for the fluid, the physical and chemical properties of the fluid and the boundary
conditions. The solver performs the numerical solution, in the case of Fluent using a
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finite volume method. In the post-processor, visualisation software is available which
includes the ability to create vector and contour plots of variables, trace particle paths
through the flow, as well as extracting values at any point within the flow domain.
5.2.2 Model Overview
The geometry of the chamber was defined as shown in Figure 5-4. Two different
ventilation regimes were simulated, indicated by Inlet/Outlet A and Inlet/Outlet B in the
figure. There are no heat sources in the actual room and the simulated flow is therefore
treated as isothermal. In all cases the airflow in the chamber was assumed to be steady-
state at a constant air change rate with boundary conditions as described in section
5.2.3.
2.26m
3.35m
8InletB OutletB~
\
Inlet A
Point source location for
grid dependency (2.13,
1.15, l.675)
4.26m
Figure 5-4: Geometry of the chamber created in the CFD model and equivalent to the
bioaerosol test chamber used for the validation experiments.
5.2.3 Boundary Conditions
For both ventilation regimes there was a single supply air inlet and extract as shown in
Figure 5-4. Ventilation regime A has a low level wall mounted air supply inlet with an
identical high level wall mounted extract on the opposite wall of the chamber. This is
the same ventilation regime used in the experiments described in section 5-4. In order to
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describe the air entering the space through the louvered diffuser in the real room a series
of parabolic velocity profiles were defined across the inlet boundary (Noakes et al.,
2006c). This provides a more realistic inlet velocity boundary than defining only a
single value (Lee et al., 2002). To represent the actual diffuser the velocity profile was
angled downwards at 45° and injected along 13 lines evenly-spaced vertically across the
inlet area. This was implemented using a UDF within Fluent.
For ventilation regime B a four-way ceiling supply diffuser was simulated by defining
the velocity around the sides of a shallow box that projects into the room. Air was
injected into the space at a constant velocity of 0.45m.s-1 at 15° to the horizontal from
all 4 sides of the box. This is a simpler method than defining the exact velocity
information at the grille and has been shown to give similar results in the occupied zone
(Srebic and Chen, 2002).
The supply velocities in both ventilation regimes were calculated to be representative of
an air change rate of 6ac.h-l. The extract boundaries in both cases were defined as
constant pressure extracts with a value of 0 Pa. The walls were set to a no slip condition.
5.2.4 Turbulence
Most room airflow is turbulent in nature, and this needed to be accounted for within the
CFD model. However the effects of turbulence in modelling the flow can be highly
complex. The smallest turbulent eddies may be as small as l Oum, and a suitable grid for
solving these would be unfeasibly small due to the large amount of computation
required. For engineering applications the detail of individual eddies are not required,
and considering the assumptions that are made about the general situation, modelling
this detail would be unnecessary. Therefore instead of exactly simulating these effects,
engineering approximations may be used and the affect of these turbulent fluctuations
on the mean flow calculated. The velocity at any point in space and time u is made up of
the mean u and the unsteady fluctuations u '; u = Ii+ u'. Applying this averaging to
the Navier-Stokes equations gives the Reynolds-averaged Navier-Stokes equations
(RANS) (Ferziger and Peric, 2002).
The most popular turbulence model for room air flow is the RANS k-€ model (Sorensen
and Nielsen, 2003). This is a two equation model in which the diffusion coefficient due
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to turbulence is calculated independently for each cell using the values for turbulent
kinetic energy, k and its dissipation rate, f. It is simple to use requiring only inputs for k
and f at the inlets which can be found from the turbulence intensity and the
characteristic length of the inlet.
Although the k-e model is valid for the bulk flow in the room, near the wall the model
needs to take into account both the viscous sub-layer and the transition layer where the
flow progresses towards fully turbulent. Standard wall functions provide a method of
bridging the gap between the wall and the fully turbulent region. However this requires
that the first node near the boundary is placed within the fully developed turbulent
region. This was not achievable with the mesh required with this model and so
enhanced wall treatment was applied instead. With this method the domain is split into a
turbulent region and viscosity affected near wall region, a blending function is then used
to merge the regions across the transition zone.
Turbulence is of interest in a vast number of fluid dynamics applications, not only room
air flow, and there has been a great deal of research on improving these turbulent
models. For room air flow the Renormalised Group (RNG) k-e model is growing in
popularity as it has been shown in certain situations to provide better accuracy than the
standard k-s model (Chen, 1995) however the increase in accuracy is not great and the
standard model has been shown to be robust over many different room air applications
by several authors (Versteeg and Malalasekera, 1995, Awbi, 1989).
There is also growing interest in the use of Large Eddy Simulation (LES) within indoor
air simulations, as this enables the effect of large turbulent eddies to be directly
modelled in space. These models provide much greater detail of the turbulence, as they
do not average all the turbulent effects but use filters to separate out the large and small
eddies. The large eddies are then solved directly, and a sub-grid scale model is used
only for the smaller turbulent eddies. Although this is much more feasible to carry out
than a direct numerical simulation of the turbulence it still requires a fine enough grid to
be used to capture the large eddies, and is computationally much more expensive than
using a RANS model. For the calculation of the bulk air flow it is not recommended
(Sorensen and Nielsen, 2003) but interest is growing in its use when particle tracking is
to be carried out (Bouilly et al., 2005, Chang et al., 2006, Tian et al., 2006). This
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interest is due to the effect turbulent diffusion has on the transport of small particles,
which is discussed further in section 5.3.2.
Although the use of LES and RNG models show prormsmg results, both are still
relatively new and have not been validated over a large number of different ventilation
regimes. As the standard RANS k- E model has been shown to be robust over many
different room air applications it is chosen for this study (Versteeg and Malalasekera,
1995). Also since the aim of this model is to produce a simple method of representing
dispersal of activity it is more appropriate to use the traditional simple turbulence model
than an LES model, that would result in the need for a finer grid and more computation
time.
5.2.5 Solution Controls
The second order upwind discretisation scheme was used for the momentum,
turbulence, and scalar transport equations and pressure velocity coupling was carried
out using the SIMPLE (Semi-implicit Method for Pressure-Linked Equations) method.
In this algorithm an initial guess of the pressure field is used to find a solution to the
momentum equations. Continuity will not be satisfied as values at this stage have just
been guessed. By substituting for the correction of velocity and pressure into the
continuity equation a pressure correction equation is derived. This equation is used to
find the corrected pressure field and hence the velocity fields. An iterative process, as
shown in Figure 5-5 is then followed until the value of pressure correction is
sufficiently small.
5.2.6 Convergence criteria
In this study the iterative solution process was carried out using a segregated solver that
treats the equations sequentially. Global residuals were monitored at each iteration in
order to monitor the convergence of the solution. In all cases the solution was taken to
be converged when the residuals showed no visible decrease for between 200-300
iterations and the residuals of all equations were less than 10-3. The solution
convergence was then checked by monitoring the mass flux within the space and
ensuring a difference of less than 0.01% across the whole domain.
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Initialise Solution
Solve U, V, W Momentum
Solve for Mass Conservation using the Pressure
Correction Equation.
Update Values of Pressure and Velocities
Solve Turbulence Kinetic Energy and Eddy
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Figure 5-5: Solution Process using SIMPLE algorithm and Segregated Solver,
including the solution of bioaerosol transport as carried out in this study. Adapted from
Fluent Inc (2005),
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5.2.7 Computational Mesh
In order to define a suitable mesh for the model a grid dependency study was carried out
to ensure the solution will not significantly change by further refinement of the grid.
Three grids were considered as given in Table 5-1. These grids were created in the
Gambit automatic meshing tool using a "tet/hybrid" scheme. This generates a mesh
composed mainly of tetrahedral elements, but with other shapes used when required.
This method was chosen due to the asymmetrical location of inlet and outlet A that
would have made the use of a hexahedral mesh prohibitively fine.
Table 5-1: Grid dependency for test chamber model using ventilation regime A. Table
shows the 3 mesh sizes and results for the average scalar concentration and iteration time.
Parameter Mesh a Mesh b Meshc
Number of Cells 313,892 648,857 1,436,352
Volume Average Scalar 6.72 6.86 6.83Concentration. (quantity.m -3)
Average Iteration Time 06 10 23(Seconds)
To enable a comparison between grids that was relevant to the zonal source model
developed in chapter 6, a point source scalar was defined positioned as shown in Figure
5-4. This released a passive scalar contaminant into the space at a concentration of 500
per m-3 using the methodology described in section 5.3.1.
The computational time per iteration approximately doubled with a doubling of cell
numbers within the space. Since an average of 4000 iterations were required to achieve
a converged airflow for each model the difference in time between grids for the whole
model to run is significant. As shown in Table 5-1, the variation in average scalar
concentration in the space is very small between all three meshes. Figure 5-6 shows
plumes of equivalent scalar concentration for each grid size. With further refinement of
the grid the scalar concentration remains higher over a greater distance from the source,
seen by the lengthening plume. However the overall behaviour is very similar,
particularly for meshes b, and c. Considering all these factors, a global grid size
between 300,000 and 600,000 cells was chosen with additional cell refinement at the
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boundaries where there are high gradients in the properties of the flow. This boundary
layer was four cells deep, with the first cell centroid being 5mm from the boundary wall
and a ratio between cells of 1.2. Large changes in cell size will result in larger
truncation errors when obtaining the discrete approximations to the equations of flow
and a ratio of 1.2 is the recommended limit between adjacent cells (Fluent Inc, 2005).
This boundary layer also enables a hexahedral grid to be used close to the boundary
where there are high gradients.
The quality of the grid was checked using the skewness and the aspect ratio of the cells.
The skewness of the cells is found using equiangle skew (QEAS), that relates the internal
angles of the element (Minimum angle 8min: Maximum angle 8max) to that of an
equilateral cell (600 for tetrahedral cells) using equation 5-9 below.
{
Bmax - 60 60 - Bmin }Q = max ----"-=;;_;__- --==-
EAS 120' 60 5-9
This value is between 0 and 1, where 0 is a equilateral cell, and I is a very thin sliver of
a cell. In practical terms some cells in the mesh will be highly skewed, therefore some
judgement is needed to chose an adequate mesh. The mesh may be assumed adequate if
the majority of the cells have low values of equi-angle skew, and the maximum value is
less than 0.9. For this model the highest value of equi-angle skew was 0.83, and 99% of
the cells have a value less than 0.68, which is considered reasonable (Fluent Inc, 200 I).
The second quality check, the aspect ratio, is a measure of the stretching of the cell.
This is found by using a ratio of the circumferences of spheres that would enclose (R) or
fit into (r) the cell with equation 5.10 for tetrahedral elements.
5-10
The aspect ratio should be no greater than 5: 1 for most of the domain but, again, it is
important to have the majority of cells with a good aspect ratio. In this model the worst
cell has a ratio of 4.3: 1 but 99% of cells have ratios below 2.4.
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a) - 300 000 cells
b) - 600 000 cells
c) -1400 000 cells
Figure 5-6: Plumes of scalar concentration >35(volume.m-3) for the 3 mesh sizes used
to assess grid dependency. Using ventilation regime A
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The final meshes have approximately 850,000 cells for ventilation regime A and
450,000 cells for ventilation regime B. The difference in the mesh sizes was largely due
to the ability of Gambit to create a mesh of acceptable quality with the desired boundary
layer near to the inlet and extract in the comers in ventilation regime A. This led to a
finer mesh than necessary across most of the domain for ventilation regime A, however
a coarser mesh was of an unacceptable quality.
5.3 Modelling Pathogen Transport
Two methods of modelling the airborne transport of bioaerosols were used in this thesis;
the Euler-Euler approach of injecting a passive scalar into the domain that follows the
bulk air movement, and an Euler-Lagrangian method that solves the transport of a
particle through the domain by considering momentum, drag and gravity forces. Both
methods are used in this and the following two chapters to simulate steady-state and
transient release ofbioaerosols from a range of source locations.
In both cases a steady-state airflow solution was found separately prior to solving for
the bioaerosol transport (Figure 5-5). This method was adopted for practical
considerations. The airflow simulation took significantly longer to solve than the
bioaerosol transport as six equations were solved at each iteration (three momentum
equations, continuity, turbulence kinetic energy and dissipation rate) instead of a single
transport equation or set of particle tracks. Since the same airflow was used for the
point, zonal and transient source in two orientations within the room, this reduced the
number of airflow runs from six to one. As each solution of airflow took between 12
and 24 hours and the steady-state scalar a matter of minutes, this saved a significant
amount of computational time.
Lagrangian particle tracking was also carried out using the previously solved bulk air
movement. This was possible as the transport of the particles was modelled using one-
way coupling; the air flow impacts the particle transport, but the particles do not affect
the air flow. This is a reasonable assumption at the low particle volume fractions used in
this study and for room air in general. For all the models in this thesis the particle
volume fraction is <10-8, much less than would be considered to affect turbulence
production in the air (Elghobashi, 1994) , as shown in Figure 5-7.
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Figure 5-7: Effect of particle volume fraction on the production of turbulence as
presented by Elghobashi, 1994.
5.3.1 Passive Scalar transport
Theory
Passive scalar transport may be used to simulate the distribution of airborne
contaminants when it can be assumed that the particles are small enough to remain
airborne for long periods of time and the influence of the particle mass is minimal. This
is a valid assumption for many bioaerosol particles, particularly respiratory particles
which are expelled through coughing and rapidly evaporate to droplet nuclei with a
diameter of 1-2~.I.m(Wells, 1955). Skin particles have a larger range in size, with a
typical average diameter of 14J1m (Noble et al., 1963). Although this is larger than
would be usually acceptable for treatment as a passive scalar as an initial case it was
assumed the all the particles moved with the air flow to enable development and
validation of the zonal source methodology
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The transport of a scalar is solved using equation 5-11 :
a¢> +div(¢>u)-div(rgrad¢»= 0at 5-11
Here ¢> is the concentration of micro-organisms per unit volume (quantity.m"); u is the
velocity vector (u,v,w) of the air (m.s"); and F is the diffusivity (m2.s-I). The diffusivity
in this case was set to 10-7 rrr's", a sensitivity study showed that reducing this had
negligible effects on the results. A second order upwinding discretisation scheme was
used for solving the scalar transport.
Validation
The use of the passive scalar method has been validated with experiments using tracer
gases. Scalars have shown good results when comparing ventilation efficiencies for
various schemes (Chung and Hsu, 2001). More importantly measurements at several
points within rooms have been compared with simulations, with readings taken at 6-30
points in the space showing reasonable results (Huang et al., 2004, Khan et al., 2006).
Simulations have been shown to over estimate the values very close to the source,
where there are high gradients in concentration, however, despite the errors in the
values, the location of these points correspond well, and further from the source the
results show good correlation (Zhang et al., 2007). Validation against a controlled
bioaerosol source has not, to the authors knowledge, been carried out prior to the work
presented in this thesis.
5.3.2 Lagrangian Particle Tracking
Theory
Lagrangian particle tracking is carried out using the Discrete Phase Model (DPM)
available in Fluent. This method is suitable for modelling the behaviour of larger
particles, and in this study is used to model the distribution of pathogens carried on skin
squame or dust particles. The DPM uses a Lagrangian approach to the track the path of
a number of individually defined particles through the continuous phase. The particle
trajectory is computed and hence path lines can be visualised, and importantly for this
study, the end point of the trajectory determined. This will indicate whether a particle is
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extracted from the space by the airflow or deposited on a surface. This type of model is
suitable only for cases where there is a definite start and end point, and the particles are
heavily diluted in the air with a volume fraction less than 12% (Fluent Inc, 2005). The
boundaries in the space are labelled as either trap, reflect, or escape. When the particle
reaches the boundary then the state of the particle is changed depending on this
specification.
The trajectory of a particle is found considering the change in particle velocity due to
the particles inertia, gravity, and drag forces (equation 5-12).
5-12
The first term on the right hand side FD(U-Up) is the drag force per unit of particle mass
where U is velocity, the subscript p refers the particles; non-subscripted terms refer to
the air. The second term represents the gravitational force where p is the density and g
the gravitational acceleration. F, is used to incorporate any additional forces and is not
used for those forces considered in this study.
FD may vary depending on the drag law that is most appropriate. This study uses the
spherical drag law in which FD is defined as:
5-13
Where JL is the molecular viscosity of the fluid, Pp is the density of the particle, and dp
the diameter of the particle. Re is the Reynolds number and CD is the drag co-efficient.
For spherical particles, as assumed in this study, CD is
a a
CD=a+-2 +~Re Re-
5-14
The values of a. a2 and a3 vary with the Reynolds number and are given in Morsi and
Alexander (1972).
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The Lagrangian approach is by its nature time dependant. The particles are tracked as
they move through the domain and hence a specific number of time steps need to be
applied to ensure the entire required trajectory is simulated. The solved trajectory of the
particle is sensitive to the chosen time step as this will affect the distance the particle
will travel before a new solution is found for the velocity. The time step for the
Lagrangian particle tracking is defined with a step length factor A using:
Ilt*
Ilt=-
A
5-15
Where Ilt is the time step and Ilt* is the estimated time it will take for the particle to
traverse the current cell. The step length factor is set to 5 in order to ensure that the
particle motion is solved at least three times in one cell as recommended (Fluent Inc,
2005).
Validation
The use of this Lagrangian method to simulate particle transport has been shown to
adequately represent particle mass concentrations within room air, provided a large
enough number of particles are injected (Chang et al., 2007, Lu and Howarth, 1996,
Zhao et al., 2004b). Zhang and Chen (2006) compared particle concentrations at several
positions within a room with a simulation and found generally good correlations for
particles sized 0.3, 0.7 and 4.5JLm. Similar to the passive scalar studies the discrepancies
occurred near to the source positions. In this case there were fluctuations in the
experimental methods due to the particle generator so this may be due to errors in the
experimental work. The validation of Lagrangian methods for deposition within indoor
spaces is not well documented despite the method being used to quantify this effect in
many publications (Wan et al., 2007, Lu and Howarth, 1996). The reason for this may
be due to the difficulties in carrying out experimental studies. Studies on particle
deposition are either conducted over long periods of time, in order to sample
sufficiently to be able to reliably detect and count them, or determined using an indirect
method. The latter calculates deposition from the reduction in airborne counts corrected
for a known extraction (Thatcher and Layton, 1994). Leduc and Fredriksson (2006)
attempted to validate the Lagrangian particle tracking method by simulating a particle
sampler that differentiates between sizes (similar in design to the Anderson Sampler
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section 4.2.1) The two dimensional simulation of deposition on each level was
compared to experimentally collected particles onto each impaction stage. The results
showed that for 3JLm particles and above the standard k-€ turbulence model gives
acceptable results with an error of around 10%. However for experimental sized
particles of 2.4JLm the error was 15%, and for IJLmparticles the error was 80%. Below
IJLm particles the deposition error was greater than 100%. A second simulation with the
RNG turbulence model did show better results with a 22% error for IJLm particles and
similar results to the k-e model for particles 3JLm diameter and greater. A similar
comparison between the k-e and RNG turbulence models was carried out in this study
for the test chamber model described in section 5.2.2. An airflow solution was
calculated for both the standard k-€ and RNG model and six thousand particles were
injected from a point in the centre of the chamber as described in section 5.3.4. The
fraction either deposited on horizontal and vertical surfaces, or extracted, was then
found. This showed only very small differences between the two turbulence models,
even for IJLm particles, as shown in Figure 5-8. Since the equivalent aerodynamic
diameters found for skin squame in section 2.3.2 ranged between 4 and 22 J,tm (section
2.3.2) the turbulence model is unlikely to have any significant impact on simulated
deposition patterns. However it should be noted that once the particles considered are
1JLm or less then severe errors in the deposition may be incurred. This error is likely to
be due to the turbulent dispersion of the particles which will now be discussed in more
detail.
123
1pm 5pm 10pm
Deposited Wall. Deposited Floor 0 Extracted I
Figure 5-8: Comparison of deposited and extracted fractions using the standard (left)
and RNG (right) k-e turbulence model.
Turbulent Dispersion
It is necessary to include the effects of turbulent dispersion when tracking particles
through the domain as this can have a significant influence on the transport (Richmond-
Bryant et al., 2006). The use of the k-s turbulence model means these randomly
fluctuating turbulent eddies within a room are not simulated. It is therefore necessary to
model the effects of turbulent dispersion separately. In order to include this, a discrete
random walk model (DRW) is used. This specifies that the instantaneous fluid velocity,
u in equation 5-12, is expressed as:
u = u+u' 5-16
where u' is the fluctuating component due to turbulence. This is assumed to follow a
Gaussian distribution and can therefore be expressed using the kinetic energy of
turbulence k and a randomly generated number r as:
5-17
The velocity fluctuation is assumed to be isotropic in this instance. In the region near
the wall this can result in a much higher velocity normal to the wall. Due to the higher
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velocities acting on the particle this can over predict the particle deposition for small
particles, usually around 111m or less (Lai and Chen, 2006). The problem of over
deposition is being improved with research being carried out into functions to reduce
the magnitude of the normal velocity fluctuation to the wall. By reducing the normal
velocity to the boundary the deposition is significantly reduced for particles with
diameter 111m and less (Lai and Chen, 2007).
The effect of turbulence on the particle diffusion is one reason there is increased interest
in the use of Large Eddy Simulation (LES) turbulence models within room air flow
despite the greater computational cost. Tian, Tu et al (2006) found that aLES
turbulence model gave different results for the numbers of particles remaining
suspended in the air over time when compared to RANS models. The difference though
was very small compared to the total number of particles injected. No details were given
for the total deposition.
Lai and Chen (2006) have shown that the solution for particle tracking is much more
mesh dependant than the airflow when solving the transport of particles with diameter
111m or less. Decreasing the nearest centroid distance to the wall from 5mm to lrnm
changes the deposition of 111m particles from 48% to 11% of the total injected, despite
the air flow solution being independent of mesh size. However, as the inertial forces
become more dominant than the turbulent diffusion this is not so important. For Tus»
particles and the same grid the difference is only 3%, which would be an acceptable
error (Lai and Chen, 2006). Even for particles as small as 1.51lm Wan and Chao (2007)
showed that the DRW model gives good representation of the vertical and horizontal
distribution of particles in the air. It seems reasonable then to use this model as although
deposition may be increased the model should provide a reasonable representation of
the spatial positions. Due to the size range considered when modelling the dispersion of
skin squame using Lagrangian particle tracking with DRW for turbulent dispersion
should give reasonable results, however the problems with over deposition should be
considered, particularly if the model is extended to cover smaller particle sizes.
There is very little work attempting to validate numerical studies to bioaerosol
deposition available in the open literature. Rui et al (2008) simulated an operating room,
modelling the particle dispersion with the DRW model, they attempted to validate the
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particle transport with results from bacteria deposition. The simulation corresponded
very poorly to the results, however the bacteria deposition was found from
measurements during a knee replacement surgery, and not from a controlled
experiment, as such there was a large amount of movement within the field study that
was not represented in the simulation. It was therefore necessary to test the
reasonableness of the Lagrangian particle tracking in simulating bioaerosol transport
through controlled experiments, in order to compare equivalent situations. This is
presented in section 5.5.
5.3.3 Transient simulation of Moving Bioaerosol sources.
To carry out the validation of the bioaerosol zonal source method (Chapter 6) it was
necessary to consider bioaerosol sources that move spatially over a period of time. As
illustrated in Figure 5-5 both scalar transport or discrete phase models can be carried out
with a transient source. For both steady state and transient simulations the discretisation
through space is carried out in the same way. The only difference between the two states
is the addition, or removal, of the term for discretisation over time.
Scalar Source Time Stepping
The time integration for the transient bioaerosol source was carried out using the first
order implicit method. This method requires that a set of simultaneous equations for the
whole domain is solved at each time step, since for the calculation at a single node the
values at the surrounding nodes at that time are used. In order to ensure that the time
step was sufficiently small to avoid false approximations, a series of simulations using
progressively smaller time steps were carried out. The scalar source was injected into
the test chamber airflow model. The source was defined to move across the chamber
along the line x=2.l3, y= 1.15 for the entire width of the room in the z direction (Figure
5-4) at a speed of 1.2xlO-3m.s-1• The simulation was carried out for 2800 seconds,
enough time for the source to traverse the entire space. The results were used to
determine the correlation coefficients (section 4.4.2) between scalar contours on a plane
at y = I.15m using I s time steps and either lOs or lOOs time steps. These are shown in
Table 5-2. It was decided to use a l Os time step for subsequent transient simulations as
this provided a reasonable solution even in the first lOOs.
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Table 5-2 : Time step dependency for the test chamber
model. Spearman's Rho correlation coefficient to a Is
time step. All values significant to 0.05 level.
Time lOs lOOs
100 0.646 0.498
200 0.919 0.835
300 0.973 0.909
Lagrangian Time Stepping
With Lagrangian particle tracking all solutions were carried out transiently in order to
solve the entire trajectory of the individual particles through the space. This method is
described in section 5.3.2. For the transient source a transient method for injecting the
particle was also required. This was set to 1s, during the period the bioaerosols are
released, increasing to 100s after. The use of two time steps meant a courser one could
be used for the greater part of the solution process, but there was adequate refinement
during the injection.
5.3.4 Source Definition for Experimental Validation
The bioaerosol sources were defined to represent the equivalent sources within the test
chamber experiments which are described in the next section.
Passive Scalar definition for experimental validation
CFD simulations using a passive scalar to represent the distribution of bioaerosols were
carried out with two different source volumes to compare with experimental results.
Within a CFD model a scalar may be injected into a space using a UDF which defines
the scalar source over a small volume. The definition is "small volume" rather than
point as the source must be defined to cover a least one computational cell. In addition
the bioaerosol injection in the experiments was from the surface of a pipe, and not an
individual point. In order to emit the scalar into the air flow of the room a small
momentum source of 0.1 N.m·3 was added in the y and x direction, to represent how the
bioaerosols are dispersed in the experiment (section 5.4). The location of the source in
the CFD simulations was equivalent to that in the experiments. A 10cm cube with the
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centre at coordinates (2.13, 1.15, 1.675) was defined to represent the small volume
release at the centre of the room in the experiments. A linear source was defined with a
dimension of IDem in the x and y direction with the centre at x=2.13 and y= 1.1. In the
z direction the source spans from 0.42 to 1.725m (co-ordinate system and dimensions of
chamber shown in Figure 5-4) and represents experimental injection ofbioaerosols from
a series of holes located along the length of a pipe.
Lagrangian Particle Tracking definition for experimental validation
This part of the validation study is of particular importance as Lagrangian particle
tracking, and the DRW model are not well validated in the literature (5.3.2). This is
particularly the case when attempting to represent the transport ofbioaerosols.
The CFD simulations involving particle tracking injected the particles from a single
point. The validation of the Lagrangian particle tracking model was carried out
assuming a central point source, and the particles were therefore injected at co-ordinates
(2.13, 1.15, 1.675). The diameters of the particles used in the CFD model were taken
from the manufacturers literature for the nebuliser (BGI Collison Nebuliser, 2007)
(5.4.2), and converted to equivalent particle numbers which are shown in Table 5-3. A
density of 1000 kg.m" was assumed. The mass flow rate for each particle was set to
5xlO-13 kg.s", a sensitivity study showed that with mass flows below 10-9 kg.s' there is
a negligible effect with a change in the value, therefore it was deemed adequate to set
each particle range to the same mass flow rate.
Table 5-3: Quantities ofpartic1es injected in each of the 7 size
ranges for experimental validation of Lagrangian particle
tracking model
Size Range (p.m) Number of Particles
0.78-1.4 1200
1-4-2 7000
2-3 1400
3-4 1000
4-4.5 300
4.5-9 200
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Three CFD simulations were carried out. The first did not take into account the effects
of turbulent dispersion and the second used the DRW model to simulate these effects
(section 5.3.2), both using a steady state airflow simulation. The third simulation used
the DRW model and a transient air flow simulation to see if this would affect the
results. The transient model used a fairly coarse time step of lOOs in order to simulate
the whole experiment. The simulation started at the equivalent of 00: I0 (hours:seconds)
in the experiment, when the nebuliser was turned on, the injection was stopped at the
equivalent of 01 :30 and the simulation halted at 3:00. Details of the experiment are
given in 5.4.
5.4 Experimental Methods
The following section describes the experimental methods carried out to in order to
assess the reasonableness of the CFD model. The experiments were carried out in a test
chamber with equivalent geometry to that described previously in section 5.2.2. using
ventilation regime A. Bioaerosols were injected into the chamber and the concentrations
in the air measured at 12 positions. Firstly the test chamber will be described in more
detail along with the method for bioaerosol generation. The particular sampling
methods used in this experiment are then presented before the general methodology is
outlined. Two methods are presented, one to validate the passive scalar transport model,
and a separate experiment used to validate the Lagrangian particle tracking.
5.4.1 Test Chamber
All the experiments were carried out in a climatically controlled aerobiological test
chamber at The University of Leeds (see photographs in Figure 5-9 and a schematic
Figure 5-4). This is a hermetically sealed 32.25m3 (3.35 x 4.26 x 2.26m) room with a
controlled, HEPA filtered mechanical ventilation system. The ventilation was controlled
to keep a steady ventilation rate together with close control of both the temperature and
relative humidity throughout the experiments. The only potential heat sources within the
space were the lights which were maintained switched off during experimental
procedures. The bioaerosols were created externally using a nebuliser, and injected into
the chamber through a 34mm diameter pipe and released through 2mm diameter holes
spaced equally around the circumference. Two different sized sources were used; a
centrally located source consisting of 3 parallel sets of 4 holes at 90° to each other
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spaced 1cm apart along the length of the pipe, and a linear source. The linear source was
created by repeating the central source 6 times at a spacing of 20cm between centres. A
separate anteroom provides controlled access to the chamber and houses sampling and
monitoring equipment.
A
C
B
D
Figure 5-9: Photographs of the test chamber showing the exterior and the interior (A-
D). The interior images are for camera positions A,B,C,D as labelled and shown in
Figure 5-12
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5.4.2 Bioaerosol Generation
In order to generate bioaerosols within the test chamber a solution containing the pure
bacterial culture and distilled water was aerosolised into the room. This was achieved
using a six jet Collinson Nebuliser (CN 25, BGI Inc, USA) (Figure 5-11) connected to
the inlet port of the chamber. The nebuliser had its own air pump, pressure regulator and
flow meter and was operated at a flow rate of 12 I.min-1 with the pressure maintained at
20 psi (139kPa). The air pump (B100DE, Charles Austen) pumps air through a HEPA
filter, to ensure sterility into the liquid suspension, and results in liquid being sucked up
into the nozzle and sprayed out of the six holes into the vessel. Approximately 99% of
this hits the wall and returns to the liquid. This process is shown in Figure 5-10. A very
small portion of the smallest droplets created remain suspended and are ejected from the
nebuliser due to the higher pressure in the vessel. This enables a fine spray to be created
with size distributions showing that 90% of the mass released having diameters below
4JLm and 60% with diameters smaller than 2JLm (May, 1973). Evaporation of the
bioaerosols means that the measured size distribution will vary depending on the time
after release that they are determined. Data from the manufacturer indicates that the
mass median diameter (MMD) is 2.5JLm with a geometric standard deviation of 1.8
(BGI Collison Nebuliser, 2007).
The bioaerosols were created using a pure culture of Serratia marcescens (ATCC 274).
This is a non-fastidious micro-organism that grows easily on general purpose media,
poses minimal risk to healthy humans and the incubated colonies tum pink after 2-3
hours in the light at room temperature, enabling any contamination from other sources
to stand out. It performs comparably to other vegetative cells in terms of numbers
sampled from the air in controlled tests (Rosebury, 1947).
The Serratia marcescens was grown up for 24-48 hours in nutrient broth at 37°C after
which the concentration was approximately 1 xl09 per ml. A 2ml aliquot of the pure
culture was aseptically removed and suspended in 100ml of sterile distilled water in the
pre-autoc1aved nebuliser. Sterile distilled water was the preferred suspension medium
since it did not produce foaming of the suspension during nebulisation. The nebuliser
was sterilised by autoc1aving between experimental runs.
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Figure 5-10: Simple schematic of the Figure 5-11: Photograph of the Collison
nebuliser. Air travelling down the tube Nebuliser
forces the solution up into the nebuliser
head creating an aerosol.
5.4.3 Bioaerosol Sampler
A description of the different bioaerosol sampling techniques was given in Chapter 4.
The Andersen sampler was used for all the bioaerosol sampling in the test chamber
experiments. The MMD of bioaerosols created in the experiments is 2.5J.tm (5.4.2) and
these will evaporate in the room air, so it is important to have a high sampling
efficiency at small particle sizes. Sampling from the test chamber with the Andersen
Sampler has shown that bioaerosols are sampled in large numbers on the lower two
stages. It was therefore more appropriate to use this sampler with higher efficiencies for
the smaller sizes. Since previous sampling studies have shown the lower stages to be the
only ones with significant colony growth only these were used in this study.
Since the micro-organism being sampled was a pure culture introduced artificially into
the space, no speciation was required and samples could be cultured on one general
purpose media. This overrides one of the main benefits of using the Burkard sampler
which is that a single sample can be plated onto a variety of selective media. Using the
Andersen sampler removes the chance of potential false counts due to contamination
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during plating up, or agglomeration or break up of particles within the liquid as can
occur with the Burkard sampler. Positive hole correction can be applied to reduce the
errors from multiple impaction at one location.
5.4.4 Agar and culturing methods
In order to sample viable micro-organisms they must be captured and maintained alive
in a situation suitable for growth. The Andersen sampler requires 90 mm diameter agar
plates filled with a media suitable for growth of the required micro-organism. Since
Serratia marcescens grows easily on general purpose media Nutrient agar (Oxoid, UK)
was used which contains peptone, beef extract and agar. This media was developed over
a century ago and is still widely used today (Prescott et al., 2005). The agar was
prepared according to the manufacturers instructions, autoclaved at 121°C before being
allowed to cool slightly and poured into the sterile Petri dishes. After pouring the plates
were left to cool and solidify before being refrigerated until required.
After sampling the agar plates were incubated for 24 hours at 37°C after which time
visible colonies had grown up. After incubation the number of colonies on each of the
plates was counted and subjected to positive hole correction in order to account for
multiple impaction (4.2.1). The corrected counts for each pair of plates (stages 5 and 6)
were added together to give a total count and multiplied by the volumetric sample rate
and sample time to give a count per m3 of test chamber air.
5.4.5 Validation Methodology
Experiments to Compare with Passive Scalar Transport Simulations
The experiments were carried out at two chamber ventilation rates; 6 and 12 ac.h" In
both cases bioaerosols were injected through the central source as described above
(5.4.1) with co-ordinates: 2.13, 1.15, 1.675. Experiments conducted at 6 ac.h-I also
considered the linear source that spanned from z= 0.42 to 1.725m in the z direction
(Figure 5-12). The bioaerosol concentration in the room was determined at 12 points by
drawing air out through 5mm diameter pipes and into the Anderson sampler located in
the anteroom. The locations of the sampling positions are shown in Figure 5-12. The
experiments were carried out with the room in steady-state by maintaining a constant
airflow rate and a constant injection ofbioaerosols.
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Figure 5-12: a) Plan view of the test chamber showing sampling positions and the
central nebuliser position b) Camera locations for photographs in Figure 5-9 (A,B,C,D)
and the smoke images in Figure 5-18 (Sa)
At each ventilation rate the room was allowed to stabilise for one hour after switching
on the nebuliser in order to ensure steady state was reached, as the air filling the volume
of the room should have been replaced at least six times. This condition was then
maintained for the duration of the sampling period.
Each sample was taken over a 2 minute period, at a sampler flow rate of 22 l.min",
Between samples the room air was left for 10 minutes, equivalent to 1 air change, in
order for the bioaerosol concentrations to return to the steady state concentrations. The
order in which the samples were taken was varied for each run. For each experimental
run four repeated samples were taken at each point and three runs were carried out for
each of the three regimes. Therefore each position was sampled 12 times.
The sampling pipes were arranged such that it was necessary to bend them in two
positions in order to reach the Andersen sampler. There was concern that this would
result in the bioaerosols impacting on the pipe walls around the bends and lead to
sampling losses. However the bioaerosols are sufficiently small to deviate only
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minimally from the air stream due to their own momentum at a bend. To ensure this was
the case the particle relaxation time for a 21lm diameter spherical particle was found.
This is the length of time for a particle to 'relax' to equilibrium after the forces acting
upon it change. Therefore this is the length of time for which the particle will deviate
from the air current. The equation to calculate the relaxation time (r ) is given in
equation 5-18 below (Hinds, 1982). For a 21lm particle this results in 1.4 xlO-5 seconds.
5-18
Here d is the diameter of the particle, p is the density of the particle, Il the viscosity of
the air, Cc the Cunningham correction factor (taken as 1.1).
If the velocity of the particle is due to the volume flow rate through the sampler then the
particle will only travel 0.25mm before rejoining the air stream and therefore losses
inside the pipe should be minimal.
Flow visualisation
In order to obtain some qualitative results to compare to simulated bioaerosol transport
within the test chamber, flow visualisation was carried out by injecting smoke at the
central source location. The smoke was generated using a smoke canister (Orange-9 Hi
Viz Orange Smoke Cannisters, Hayes UK) located within a 60 litre container. Once the
canister was lit, the smoke entered the chamber through the same port and tube as the
bioaerosols, entering the chamber at the central source location. Initially to start the
flow of smoke into the chamber a pump was used to pass 1 l.min-1 of air over the
container into the chamber. Once the smoke had started flowing into the chamber the
pump was switched off. A video camera was set to record the movement of smoke in
the test chamber. A still from this is shown in the results (Figure 5-18). The flow
visualisation test was carried out at an airflow set up with ventilation regime A at
6ac.h-1•
Experiments to Compare with Lagrangian Particle Tracking
Experiments in the test chamber to compare with Lagrangian particle tracking
simulation were conducted at an air change rate of 3 ac.h". This air change rate is lower
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than previous studies and was chosen in order to reduce the bioaerosol deposition rate
due to turbulent dispersion (Lu et al., 1996). This would minimise the risk of the agar
plates being overloaded with micro-organisms, affecting the ability to quantify the
deposition spatially. In order to quantify the level of deposition 21 agar plates
containing nutrient agar were spaced out over the floor of the test chamber as shown in
Figure 5-13.
z
Figure 5-13: Positions on floor where particles are collected for validation of
Lagrangian particle tracking model. The areas indicated are those used in the CFD post-
processing, each with an area of 0.5 x 0.5 m. The experimental plates are placed at the
centroid of each square.
The lids were removed from these agar plates starting at the far comer and moving
towards the door, in order to reduce contamination from particles off the skin. Once all
the lids had been removed and the chamber vacated and sealed a pure culture of S.
aureus was nebulised into the chamber using the same method as described above
(5.4.2), and injected from the central point source (5.4.4). It was envisaged that the
Lagrangian particle tracking could be used to simulate bioaerosols released from the
skin depositing on surfaces within a ward. Since the pathogen of interest in these
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situation is S. aureus (Chapter 2) this was chosen for these experiments. Air samples
were taken every 20 minutes, as this was equivalent to one complete air change in the
chamber. The first sample was taken before the nebuliser was activated in order to
determine the background count due to the presence of the person removing the plate
lids. The nebuliser was then operated continuously for 80 minutes. After this time the
nebuliser was switched off and the chamber airflow was maintained at 3ac.h-1 for a
further 90 minutes to reduce the airborne concentration of S. aureus and thereby ensure
a very low risk from airborne pathogens when entering the chamber. The agar plates
were then incubated for 24 hours at 37°C and the colonies counted.
5.5 Results and Discussion: Experimental Validation
Firstly the airflow results from the CFD model of the test chamber using two different
ventilation regimes are shown. Following this the results from the passive scalar
transport model is presented along with the comparisons to the experimental results.
Finally a similar comparison is given for the Lagrangian particle tracking. Results from
smoke tests are also presented to qualitatively visualise the results.
5.5.1 Airflow Results
The two different ventilation layouts used in the CFD model result in quite different
velocity profiles within the space as shown by the velocity vectors on perpendicular
planes through the centre of the room in Figure 5-14. These planes show clearly the
difference in air flow patterns, with regime A showing the circling airflow in the y-z
plane. The x-y plane also indicates this recirculation in the flow is towards the inlet side
of the chamber. Regime B has two areas of recirculation on the two sides of the room,
and a more direct flow from inlet to extract. As a result of these differences, the two
cases provide two distinct ventilation profiles for validating the zonal source method in
Chapter 6. Since the air change rate is the same in both models the maximum velocity
within the space is the same, 0.6 m.s', with the volume average velocities being
0.05 m.s-1 and 0.03 m.s-1 for regime A and B respectively. Although the patterns differ
quite considerably the velocities are of similar magnitude.
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(a) Regime A: x-y plane
(c) Regime B: x-y plane
5xlO m.s
(b) Regime A: y-z plane
(d) Regime B: y-z plane
5 x 10-1m.s-I
Figure 5-14: Velocity profiles for ventilation regimes A (a, b) and B (c,d) of the test
chamber model on central planes in the x-y or y-z direction.
5.5.2 Experimental Validation of Passive Scalar Transport
Inorder to validate the CFD test chamber model, and to ensure the results were realistic,
bioaerosol transport simulations were compared against experimental results for three
scenanos:
• Point source bioaerosol injection with ventilation rate of 6 ac.h'
• Point source bioaerosol injection with ventilation rate of 12 ac.h'
• Linear source bioaerosol injection with ventilation rate of 6 ac.h"
The results from these comparisons are shown in Figures 5-15 and 5-16. Figure 5-15
shows the contour plots of bioaerosol concentration for both the CFD simulation (on a
plane y= 1.1Sm) and the experiment. The experimental values were interpolated at 10
points between each sampled position assuming zero at the walls and a linear variation
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in concentration. Figure 5-16, shows the point experimental values with the relevant
error bars plotted across the room on lines between positions 1 and 10, 2 and 11, and 3
and 12 (see Figure 5-12). On the same graph the simulated results on a line spanning
from wall to wall from x=O.Oto x=4.26 at a height of 1.15m are plotted at z=0.67, 1.67,
and 2.67m, which would cross through the represented experimental points.
Normalised values are used in order to compare the results at each point. For the
simulations the results are normalised based on the arithmetic mean of all three lines.
Normalisation of the experimental results is treated differently as they consist of three
runs with differing nebuliser concentrations. For each experiment, which sampled each
point four times, the average concentration is found, and this is used to normalise the
results at each point, resulting in three normalised values for each position. The value
plotted on Figure 5-16 is then the arithmetic mean of these three values.
The contour plots show that in both the simulations and the experiment the bioaerosols
are entrained towards the inlet air stream and that the entrainment increases with air
change rate. With both the central source at 12 ac.h" and the linear source at 6 ac.h'
there is a much greater pull towards the inlet, than the central source at 6 ac.h". This is
shown in both the experimental and CFD results. With the linear source this is due to
the different air currents near the wall away from the centre of the room. Figure 5-16 is
much clearer for direct comparisons. There is generally a good representation of the
bioaerosol transport by the CFD modeL The results suggest that the model possibly over
estimates the concentration at the source as has been found previously (Zhang et al.,
2007), but since no measurements could be taken precisely at the source this is not
confirmed.
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Figure 5-15: Contours of experimental bioaerosol concentrations (a) and the CFD
simulated passive scalar (b) plotted at y = 1.15m for central source (i) at 6ac.h-1 (ii) at
12 ac.h" and (iii) linear source at 6 ac.h'.
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Figure 5-16 Normalised concentrations on lines (i) z=0.67m, (ii) z=I.67m and (iii)
z=2.67m for CFD simulations and at points on this line for experimental results, shown
for (a) 6 ac.h-l (b) 12 ac.h-l and (c) linear source at 6 ac.h-l. The positions of the
experimental samples are plotted relative to the x axis.
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Figure 5-16 cont. Normalised concentrations on lines (i) z=O.67m, (ii) z=1.67m and
(iii) z=2.67m for CFD simulations and at points on this line for experimental results
shown for (a) 6 ac.h-1 (b) 12 ac.h-1 and (c) linear source at 6 ac.h-l. The positions of
the experimental samples are plotted relative to the x axis.
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Close to the source there is a very large variation In sampled values from the
experimental results. It is possible this is due to an unstable generation of bioaerosols
from the nebuliser, or local variation in the room air flow. At 6 ac.h' this variation was
significant on both sides of the source (positions 5 and 8 in Figure 5-12). It was
desirable to establish if these points varied consistently with each other, or if an increase
at one position meant a decrease at the other, possibly indicating that the transport of the
bioaerosols had a time dependent nature. In order to study this two Andersen samplers
were used in an experiment to sample positions 5 and 8 simultaneously, following the
same method as described in 5.4. The results are shown in Figure 5-17. With the
exception of one sampling time the bioaerosol concentrations were similar at both
positions. It is therefore likely that the large variation near the source is due to an
unsteady generation ofbioaerosols, rather than a time dependant airflow.
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Figure 5-17: Experimental bioaerosol concentration (cfu.m -3) at position 5 and position
8, sampled concurrently
It was of concern that over the course of an experiment the bioaerosol suspension in the
nebuliser would become more concentrated and so the concentration injected into the
room air would not remain at steady state over the entire experiment. The concentration
in the nebuliser was determined before and after each experiment, and although there
were variations in the counts these were all of similar magnitude. In order to reduce the
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effect this may have on the results the samples at each position were carried out in a
different order each time.
An attempt was made to repeat these experiments usmg CO2 as a tracer. It was
considered that this may provide more stable results, as this would eliminate any errors
due to the death, or loss of viability of the bioaerosols. However it was found that C02
diffused too quickly within the space to measure any reasonable patterns of dispersion
that could relate to a bioaerosol distribution. The aim of this study was to validate the
transport of bioaerosols in the CFD model, and since the dispersion patterns shown in
the bioaerosol experiment were not shown in the CO2 experiment due to this rapid
diffusion it seemed more appropriate to use bioaerosols to validate the CFD model.
a)
b)
D
D
Figure 5-18: Comparison of CFD simulations with a smoke tracer. a) Smoke released
from centre source, with camera position Sa shown in Figure 5-12, b) simulated CFD
scalar plume from the same view point.
Flow Visualisation
The entrainment of the contaminant towards the air supply inlet that was shown in the
CFD simulations, was also seen with the smoke tests. The smoke particles drop
downwards immediately on injection into the room, which does not occur with the CFD
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Figure 5-19: Total air count in cfu.m" within test chamber during deposition
experiment. Indicating time that the nebuliser is switched on and off.
II
IIIIV"c1itIl.....' ... I":i kill~I .'.w ._:
r ..•.•..¥
r!y4.··.J-f,
~~'\f;
a) b)
0.08
0.00 c)
0.70
0.00
Figure 5-20: Plots of deposition for a) experimental, b) DRW particle tracking c) Bulk
flow particle tracking. The values shown in the keys are the fraction of particles in that
location with respect to the total floor deposition. c) uses a different key from a) and b)
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Figure 5-21: Particle tracks of 91lm particle released from central point source without
considering turbulent dispersion.
Table 5-4: Validation of Lagrangian particle tracking model using total deposition.
Table shows percentage of airborne bioaerosol count deposited on the floor
compared with the percentage of injected particles for the three CFD models.
Experimental Bulk Flow DRW Time
dependent
(DRW)
Percentage deposited 9.1 0.4 14.2 13.6
Table 5-4 compares the total deposited fraction in the experiments with that in the three
different CFD models, time dependant with DRW and steady-state with DRW and
without. Including the turbulent dispersion appears to give much more realistic results.
Although the DRW model does over estimate the deposition, it is of the same order of
magnitude as found experimentally, whereas the simulation without turbulent dispersion
yields values an order of magnitude lower than the experiments. Without considering
turbulent dispersion the majority of the predicted deposition is in one position, as there
is no stochastic nature to the transport and all particles of the same size and mass follow
the same trajectory. The tracks for the largest size, 91Lm, are shown in Figure 5-21. The
results of the experimental study in Figure 5-20 show that it is highly unrealistic that
deposition should occur in one small location. Neglecting turbulent dispersion has the
effect of creating a much clearer cut off diameter between the number of particles being
extracted, and those that become deposited. Accounting for turbulent dispersion results
in a greater number of particles that are deposited and a large range of particle sizes that
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are both extracted and deposited In varying quantities. This appears to be more
representative of a real situation.
The CFD model created is expected to differ from the experiment since evaporation is
not included, and the particles are assumed to be the same diameter throughout their
transport. As the experimental method nebulises a liquid suspension made with distilled
water, this will evaporate and the sizes of the particles in the air, after a few minutes,
may be smaller than those defined in the simulation. The need for a person to be present
in the room to remove the plate lids in the experiment also differs from the CFD
simulation. However any release from a person is negligible as can be seen by the
difference in airborne concentrations shown in Figure 5-16. At the beginning of the
experiment there is a count of 60 x 103 cfu in the room before the nebuliser is switched
on which rises 10 fold during the experiment. The use of plastic Petri dishes may also
affect the count due to the build up of electrostatic charge on the plate. This may either
attract more particles to the plate because of the surrounding plastic, or more particles
may land on the exterior plastic part of the plate. The bioaerosols were injected into the
space using a plastic pipe, which may also attract particles to it, thereby preventing them
from depositing on the floor (Andersen, 1958). In addition all particles hitting the floor
in the CFD model are counted whereas in the experiment only those that deposit and
remain viable are counted. However since the airborne concentration was used to
express the results as a deposited fraction this should reduce this error.
Despite the many assumptions necessary In the CFD model the DRW model is
considered to give a very good overall comparison with total deposition and reasonable
results for the deposition pattern, with a greater number deposited near the inlet end of
the room than the extract side. The main cause for concern is near to the inlet where the
CFD model predicts much higher deposition rate than is found experimentally. This
may be due to the high turbulence as the air enters the space and an over estimate of the
velocity component acting normal to the floor resulting in higher deposition than reality
(section 5.3.2). Problems with simulating dispersion due to turbulence with the DRW
model near to inlets has also been found by Zhao et al (2008). Since the problem of
over deposition is recognised and there is current work to improve this (Lai and Chen,
2007) it was considered that the results from this current study demonstrate that the
techniques are satisfactory to use for demonstrating and validating the zonal source.
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5.6 Summary
The general equations of fluid flow used within CFD are presented, along with a
discussion of the discretisation methods used in Fluent. The test chamber model used to
validate the zonal source (Chapter 6) is described. The fundamentals of passive scalar
transport and Lagrangian particle tracking have been described.
Through measurements of the spatial vanance In bioaerosol concentration and
qualitative visualisation using smoke tests the passive scalar transport model was found
to give reasonable results to represent bioaerosol transport. Validation of the Lagrangian
particle tracking showed that it was necessary to consider the effects of turbulent
dispersion on the particle behaviour. The DRW model was found to give generally
reasonable results of spatial variation in deposition, although possibly overestimating
deposited values near the inlet. This type of validation of bioaerosol deposition in
controlled conditions has not previously been published and shows very positive results.
Overall both models were deemed to be of sufficient quality for use in validating the
zonal source presented in the following chapter.
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Chapter 6
Development and Validation of a Zonal Source Model
6.1 Objectives of the Zonal Source Model.. 151
6.2 Modelling Bioaerosol Sources 152
6.3 Results and Discussion: Numerical Validation 158
6.4 Summary 171
This chapter outlines the development and validation of a zonal source method for
developing CFD models of pathogen release in a hospital ward due to activities. The
chapter begins by explaining the rational for the method and the aims of the validation
study. This is followed by a description of how the separate bioaerosol sources were set
up in the study and how the results are then compared for three sources; a point source,
a zonal source and a transient source. Following this validation study, Chapter 7 applies
the methodology to a side room and a multi-bed hospital ward in order to demonstrate
the application and evaluate the sensitivity of the model and to compare CFD
simulations to other modelling techniques.
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6.1 Objectives of the Zonal Source Model
Through the literature review in Chapter 2 and the observational study described in
Chapter 4 it is clear that general nursing activities, such as washing patients, can be
responsible for the release of bioaerosols, and that this significantly contributes to the
concentration of micro-organisms in the air of a hospital ward. Since it was found that
some of these bacteria are potentially pathogenic S. aureus it is possible that the
bioaerosols released in this manner may lead to further infection. However as discussed
in Chapter 3 this type of release from activities is rarely represented in CFD models
when considering the efficiency of ventilation. Although some researchers are presently
attempting to represent movement of people in some detail within CFD, intensity and
pattern of this movement will vary day to day. As such it may give an unrealistic sense
of reality to create transient models including the release from movement. Also steady
state models are often more convenient to set up and post process the results to enable
comparison of different engineering interventions. As such it was deemed necessary to
develop a method of representing the transient dispersal due to activities within a steady
state model framework.
The zonal source was developed for this purpose and is presented in this chapter. It is
hypothesised that a zonal bioaerosol source, within a steady state model, that
encompasses the entire region bioaerosols are released from during an activity can
reasonably represent the time averaged release of bioaerosols from said activity. For
instance an activity such as bedmaking may release bioaerosols from across the entire
top of the bed when contaminated sheets are removed. To model this as a point source
seems unrealistic; however the variation in release across the bed top will vary spatially
and in intensity on each occasion bedmaking takes place. It is unfeasible to represent all
the possible variations of release in a CFD model. Using a zonal source encompassing
the region in which this activity takes place, as illustrated in Figure 1.1 enables the
release to be simplified. The simplicity of the source conveys the assumptions made and
the model may be able to achieve it's objective of providing a reasonable representation
of a transient release. This is a similar concept to that used by Brohus (2006) who
represents the increase in turbulence created by movement in a steady state model as
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discussed in section 3.2.3. If this model is found to be suitable for simulating release of
bioaerosols from activity it would enable these to be represented simply in a steady state
model. The risk associated with these sources can then be considered when using CFD
to more realistically research hospital ward design which may include transport of
airborne contamination.
The aim of this chapter is to use numerical methods to validate whether a CFD model
using a zonal source can reasonably represent the time averaged release from activity
within the same spatial region. The zonal source model provides a simpler alternative to
carrying out transient models, providing a more general view of the average behaviour
rather than occasion specific results. To achieve this, the dispersion results from a CFD
model using a zonal source were compared to the time averaged dispersion results from
a transient model with a source that moves through the space. The transient model was
also compared to a central point source in order to establish if this method, typically
used to represent a respiratory disease, was adequate to also represent the release from
activity.
The numerical models used in this chapter were based on the converged airflow for the
test chamber model developed in Chapter 5 and the bioaerosol transport models
validated in the same chapter.
6.2 Modelling Bioaerosol Sources
The zonal source intends to encompass the spatial region in which an activity occurs. In
order to carry out validation of this a zonal source was set up that encompasses the
whole region a transient point source passes through as it moves across the room. The
time averaged dispersion from this transient source as it moves through the space was
compared to that from a zonal source and a point source. The point source in this case
was situated at the centre of the zone.
Figure 6-1 illustrates these three sources. Figure 6-1 a) shows a transient source. This is
a point source that traverses once across the room and is created by defining a new
source location at each time step. The zonal source is shown in Figure 6-1 b) and is
defined by a volume that encompasses the entire zone traversed by the transient source.
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Figure 6-1 c) shows the point source located in the centre of the room. All three sources
were applied in simulations for the two ventilation regimes developed in Chapter 5. The
zonal and transient source simulations were carried out for two source orientations i) the
x-x source which spans the room in the x direction and ii) z-z source which spans in the
z direction.
There were differences in the injection properties for the scalar and Lagrangian methods
and so these are described separately below.
c)i c)ii
Figure 6-1: The geometry of the three sources a) transient b) zonal and c) point, for the
i) x-x source and ii) z-z source. The number of positions shown for the transient source
is not representative of the number of steps and is merely used for illustrative purposes.
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6.2.1 Source Definition
Passive Scalar
The source was injected into the space as described in Section 5.3.4 although in this
case the momentum source of 0.1 N.m-3 was applied to all six sides of the volume. The
locations of the three sources are given in Table 6-1. The time stepping of the transient
source has been described in section 5.3.3. The Point and Zonal source were set up to
release the same overall quantity as the transient source injects per time step.
Lagrangian Particle Tracking
The injection points for the Lagrangian particle tracking model were defined at the
centroids of the volumes given in Table 6-1 for the simulations with a point source. The
zonal and transient sources were defined by a line that spanned through the centre of the
zone described in Table 6-1. Both the zonal and the transient sources spanned the entire
length of the room from x=O to x=4.26m and z=O to z=3.35m for the x-x and z-z
sources respectively. In all cases particles were modelled as spherical objects with a
density of 1000 kg.m" injected with a velocity of 0.1 m.s". This small initial velocity
was applied only to allow the particles into the room, and would have little effect on the
overall behaviour as the small size of the particles means they have a very short
relaxation time (section 5.4.5), and therefore only accelerate for a short period before
they reach equilibrium with gravity and drag forces (Hinds, 1982). The definition of the
particle diameters and respective mass flow rates are given in Table 6-2. A hundred
particles were injected per times step, and the total number of particles injected for the
transient source was injected with the Point and Zonal Sources. The value was chosen
after carrying out a sensitivity study using 100, 1000, and 10,000 5Jlm particles injected
from a point source.
The zonal and point source solutions were run for 1.5 x 106 steps (see section 5.3.2),
which ensured less than 10% of the particles remained suspended in the air. The
simulations with a transient source injected particles at a new position along the zonal
injection line every second, moving with a speed of 0.05m.s-l. After the final injection
the model was run for a further 18000 seconds.
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Table 6-1: Location and geometry of bioaerosol sources for zonal source validation
using the passive scalar model. This method requires the use of small volumes rather
than single points or lines. The positions for Lagrangian particle tracking are at the
centre of these volumes as either a point (point and transient) or a line (zonai).
x-x source
Dimension (m) Point Source Zonal Transient Source
Source
Minimum x value 2.08 0.33 Moving from 0.33 to 3.83
Maximum x value 2.18 3.93 Moving from 0.43 to 3.93
Minimum y value 1.1 1.1 1.1
Maximum y value 1.2 1.2 1.2
Minimum z value 1.625 1.625 1.625
Maximum z value 1.725 1.725 1.725
z-z source
Dimension (m) Point Source Zonal Transient Source
Source
Minimum x value 2.08 2.08 2.08
Maximum x value 2.18 2.18 2.18
Minimum y value 1.1 1.1 1.1
Maximum y value 1.2 1.2 1.2
Minimum z value 1.625 0.42 Moving from 0.42 to 2.83
Maximum z value 1.725 2.93 Moving from 0.52 to 2.93
Table 6-2: Mass Flow rate associated with each particle
diameter used to inject particles in the Lagrangian particle
tracking model.
Particle Diameter: (/Lm) Mass Flow Rate: (kg.s")
1 lx 10-1'
5 6 xiO-1J
10 5 xl0-12
20 4 xlO-11
30 1 xl0-1U
40 3 xlO-1U
50 6 xl0-IU
156
The model describing particle impaction on a surface defines the particle state as either
reflected, trapped, or escaped. For this study particles were assumed to be "trapped"
when they collided with the wall, ceiling or floor, and were designated as "escaped" at
the outlet. The inlet was set to reflect; however the designation of this makes negligible
difference to the results as the momentum of the inlet flow prevents the particles
impacting on it. A UDF was used at the boundaries to terminate the particles transport
and count the number depositing in each floor zone.
As stated above, all particles were assumed to be spherical in shape, while (as stated in
2.3.2) a skin squame is flake like in appearance. It was assumed here that the shape of
the particles has little effect on their transport and since most of the studies described in
section 2.3.2. found sizes based on the aerodynamic behaviour of particles, the values
used in the CFD model are an equivalent description of particle size to these. The
chosen particle diameters (Table 6-2) reflect those found in indoor air from the literature
reviewed, however larger particles (30-50J.l.m)were also considered in order to study
their possible behaviour. Neither coagulation nor evaporation of the particles were
modelled.
Figure 6-2 illustrates a plume of particles injected for ventilation regime A (section 4.2)
and source z-z defined in Table 6-1. The image for the transient source (a) displays the
situation just after the last particle has been injected, at 67 seconds, while the point (b)
and zonal (c) sources show the situation after tracking the particles for 200 seconds. The
difference in time is used for clarity. Only a representative number of particles are
plotted.
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Figure 6-2: Visual representation of the injection of particles from a) transient source,
b) zonal source, c) point source. The length of time (s) since the particle is injected is
shown on the colour scale in seconds. The transient source is shown after 67 seconds,
the point and zonal source are shown after 200 seconds for clarity
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6.3 Results and Discussion: Numerical Validation
6.3.1 Numerical Validation using Passive Scalar Transport
The results from the three CFD simulations were used to compare the time averaged
dispersion pattern of bioaerosols from a transient source to the dispersion from steady
state zonal and point sources. The following results were used to carry out this
companson
• Spatial variations ofbioaerosol concentration modelled as a scalar on x-z planes at
y=l.lSm (height of injection) and y=1.60m (approximate breathing zone) (Figure
6-3; Table 6-3).
• Volume averaged bioaerosol concentration in the domain (Table 6-4).
• Maximum bioaerosol concentration on the plane at height y=1.ISm (Figure 6-S).
In order to determine the spatial variations in bioaerosol concentrations for comparison,
the values at every node on the two horizontal planes were exported for simulations
with each of the three sources; zonal, transient and point. Comparison of bioaerosol
dispersion between two simulations was quantified by applying bivariate correlation to
the two sets of variables. Comparisons were made between the transient source and the
zonal source, and the transient source and the point source. The ability of either the
point or zonal source to represent the transient source was then studied by comparing
concentration distributions using scatter plots (Figure 6-3) and quantified using the non-
parametric correlation test Spearmann's Rho (Table 6-3) as the data did not follow a
normal distribution (see Section 4.4.1).
Since the aim of the zonal source is to provide a time averaged representation of the
bioaerosol release from a transient source it is necessary to compare steady state results
with time dependent results. The zonal source and the point source are steady state
models and so the values at each node were simply exported once the solution was
converged. For simulations with the transient source the values on the output plane vary
as the time progresses. The transient simulations were run for the entire time it took for
the source to traverse the space, which was 3600 and 2600 seconds for the x-x and z-z
sources respectively. The bioaerosol concentrations on the plane were exported every
100 seconds, over the entire run, and the average at each point in the space found. The
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volume averaged bioaerosol concentration was also output every lOOs, and the average
and the maximum value for this found over the simulation time. This is shown along
with the results for the point and zonal source simulations in Table 6-4. The maximum
concentration is found from all the exported data for the plane y= 1.15m.
Spatial Variations in Bioaerosol Concentration
Figure 6-3 shows scatter plots for ventilation regime A that compare the time averaged
scalar dispersion patterns from the transient source with the dispersion patterns from the
steady state release from either a point or a zonal source. Each graph shows the time
averaged concentration at each node on the plane from the transient source plotted on
the y axis, and for exactly the same position in the computational grid, the value
extracted from the model using a point or zonal source plotted on the x axis. The scales
on both the y and x axes are equal. The plots comparing the zonal source to the transient
source have a very small amount of spread, being very close to line at almost 45
degrees. This demonstrates that the values at each position are very similar for both
models. However the graphs showing the point source in relation to the transient source
have a much shallower gradient correlation line which indicates that the concentrations
at each point are much higher with the point source than the averaged transient source.
More importantly there is also a much greater spread away from the line, indicating that
as well as the values being different the variation between different points, and the
pattern of dispersal in the space also varies.
Table 6-3 gives the correlation coefficients generated from these scatter plots for
ventilation regime A and the equivalent for ventilation regime B. These values show
how well the two variables can be represented by a straight line on the graph, and,
equivalently, how well they represent each other. This is not affected by the slope of the
line but by the spread of the values away from a straight line result. Values close to I
indicate that the solution is close to linear, and therefore the spatial variation in
concentration is similar for both models. The comparison with the zonal source all have
values ofO.94 or greater showing the two solutions have very similar dispersal patterns;
they are close to I and therefore close to a linear relationship. However for the point
source the difference between the spatial dispersion for the two models is shown by the
varying correlation coefficients, dropping lower than 0.5.
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Figure 6-3 Scatter plots comparing the variation in bioaerosol concentration for
ventilation regime A, with (a) x-x source and (b) z-z source, on planes (i) y=1.15m, (ii)
y=1.60m. Each point represents one position in space with the value on the y axis being
the transient solution and the x axis being from either the zonal or the point source. The
values are bioaerosol concentration x 103 (cfu.m").
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Table 6-3: Comparison of concentration contours between Transient source and
Zonal or Point source models using Spearmann's Rho correlation coefficients. The
number of nodes used in the calculation is shown in the table. and all values are
significant to less than 0.05 level. The values for ventilation regime A are illustrated
on scatter plots in Figure 6-3.
Number Zonal and Point and
of Nodes Transient TransientSource Source
Spearmann's Spearmann's
Rho Rho
Ventilation Regime A
z-z Source Y=1.15m 13405 0.97 0.75
Y=1.60m 10688 0.98 0.81
x-x Source Y=1.15m 13800 0.96 0.54
Y=I.60m 10690 0.94 0.67
Ventilation Regime B
z-z Source Y=1.15m 11180 0.97 0.67
Y=1.60m 9111 0.97 0.65
x-x Source Y=l.15m 11800 0.99 0.55
Y=1.60m 9111 0.99 0.45
Table 6-4: Volume averaged bioaerosol concentrations (cfu.m')
from simulations of each source definition for all cases in the test
chamber model.
Point Zone Transient
Ventilation Regime A
z-z Source 12497 13104 Ave 9304
Max 12463
x-x Source 11736 12399 Ave 9840
Max 11664
Ventilation Regime B
z-z Source 2488 5884 Ave 9840
Max 11664
x-x Source 2468 13201 Ave 9222
Max 13929
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These results show clearly that the dispersion from a zonal source provides a much
improved representation of the time averaged dispersion from a transient source than a
central point source is able to. The correlation with the zonal source has consistently
high values; whereas the ability of the point source to represent the transient source
varies greatly, depending on the source location and the ventilation regime. Contours of
bioaerosol concentrations on a plane y= I.I5m for the point and zonal source
simulations are shown in Figure 6-4 for regime B in which the point source shows the
worst comparison with the transient source. The colours represent equivalent
concentrations on each image and it can be seen that this is not just variation close to the
source due to the different source geometry but also that the values across the whole
plane vary greatly between the two sources. From these images it seems that there is
much greater mixing with the zonal source, but that bioaerosols from a central point
source are extracted more efficiently from the space.
a) b)
Figure 6-4: Contours of Passive Scalar Transport with ventilation regime B source x-x
from a) point source and b) zonal source. The red shows areas of high concentration,
and the dark blue the lowest.
Volume Averaged Bioaerosol Concentration
Table 6-4 shows the volume averaged concentration of bioaerosols within the space for
simulations with all three sources. For the models using the transient source, both the
volume averaged concentration over time and the maximum value is given. Table 6-4
shows that the volume averaged concentration within the space is similar for all sources
with ventilation regime A, however the simulation using the zonal source still provides
a better representation of that from the transient source. In regime B the resulting
concentrations from the point source are much lower than those with the other two
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sources. It seems in this case the ventilation extract directly pulls a large amount of the
bioaerosols from the room. However with a transient source there is greater dispersion
of bioaerosols as they are not all injected in an ideal position to be drawn into the
extract, and this behaviour is reflected by using the zonal source. For ventilation regime
B the central point source provides a very poor representation of the transient source,
both in terms of the dispersion pattern (Table 6-3) and the volume averaged bioaerosol
concentration (Table 6-4). When there is improved mixing in the room air the point
source is better at representing this transient source.
Maximum Bioaerosol Concentration
Despite its ability to better represent the dispersion pattern of a time averaged transient
source, the zonal source greatly under estimates the maximum value at any point, as
shown in Figure 6-5. This may be due to bioaerosols getting caught in areas of
recirculation and building up over time with the transient source. The point source
provides a higher maximum concentration; however this is still smaller than that found
with the transient source, particularly with regime B. Even though the point source does
provide a better value for the maximum value of bioaerosol concentration, it does not
provide a reasonable representation of the dispersal and therefore the location of that
value. The point source will also only give a reasonable value for the maximum if it is
positioned in the correct place. In many cases the absolute maximum value of
bioaerosol concentration in the room does not necessarily need to be known, and
relative differences between cases are sufficient. If different ventilation regimes are
being compared then an increase or decrease in concentration will still be shown, and
the local extraction of the source, or level of mixing in the space will be demonstrated
with reasonable accuracy using a zonal source to represent a transient source, and with
considerably less resources than a full transient simulation.
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Figure 6-5: Maximum value ofbioaerosol concentration (cfu.m") on plane y=1.35 for
a) regime A, b) regime B; z-z source (i) and x-x source (ii)
6.3.2 Numerical Validation using Lagrangian Particle Tracking
Lagrangian particle tracking was used to assess the ability of a zonal source to represent
the spatial deposition that would occur from a transient source. This study differs from
that in the previous section in that it considers the total deposition over time, rather than
the average dispersal. The total number of particles deposited or extracted from the
room for the three different sources were the parameters of interest, along with the
locations of deposited particles.
Validation of the zonal source was carried out by considering:
• The total floor deposition from simulations using each source (Table 6-5) .
• Correlations between the particle deposition over 12 zones on the floor for
simulations of each source (Table 6-6, Figure 6-7 and 6-8).
The method to correlate the deposition patterns is similar to that used to compare the
dispersion on individual planes in the room in the passive scalar experiments. However
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the exact locations where the particles land is not used, and instead a series of 12 areas
(shown in Figure 6-6) are defined on the floor and the quantity of particles landing in
each area is summed. Areas were used instead of exact points because the DRW
Lagrangian model is stochastic in nature, and hence even with the same model the exact
deposition locations would vary for each run. Since the same number of particles were
injected in each simulation the total deposition from the steady state point and zonal
source are compared to the total deposited from the transient source. Once the
summations for each area were completed the correlation coefficients were found by
plotting the values in each area from the transient source simulation results against the
results from the equivalent area in the point or zonal model.
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Figure 6-6: Definition of floor zones used in the Lagrangian particle tracking model to
compare deposition patterns from the three different sources.
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Total Floor Deposition
Table 6-5 gives the summation ofbioaerosols that deposited on the floor as a percentage
of the number injected for each of the three sources. The values are similar for the
majority of the cases, however, with ventilation regime B and the x-x source the results
from the point source indicate much less deposition than either the transient or the zonal
source. The results from the zonal and point source are also lower than the transient
source for both cases in ventilation regime B. This is the same regime that gave the
greatest differences in the passive scalar study.
The total number of particles deposited for regime B is much greater with the transient
source than for either of the other two sources. This is not the case with regime A where
the total deposited is comparable between all three sources (Table 6-5). This may be due
to better mixing by regime A. That there are differences between the particles behaviour
in the two regimes is to be expected as different ventilation regimes have been shown to
have a large influence on the quantity of particles deposited or extracted (Zhao et al.,
2004b).
Table 6-5: Deposition of particles from simulations of each source
definition within the test chamber model. Shown as a percentage of
the injected quantity.
Zonal Transient Point
Regime A
Source x-x 54 54 56
Source z-z 70 69 71
RegimeB
Source x-x 67 94 55
Source z-z 59 68 56
Correlation of Deposition Patterns
Table 6-6 shows the Spearmann' s Rho correlation coefficients between the total
deposited values in each area for simulations using the transient source against those
using the point or zonal source, using the same technique as in section 6.3.1. The results
are segregated by size of particle studied. For the particles < 20jLm the correlation
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coefficients are generally quite high, greater than 0.8, including comparisons between
the transient and the point source models. The exception is with the correlations
between the models using the transient and point source with ventilation regime 8 and
the z-z source. This is the ceiling ventilation regime, which also saw the lowest
correlation with the point source in the passive scalar results. For the larger particles the
distinction between the ability of a point and zonal source to represent a transient source
becomes more apparent with much lower correlations between the transient and the
point source models.
Overall these results show the point source performed much better at representing the
deposition associated with a transient source than was seen with the passive scalar
model. This is likely to be due to the length of time the particles are airborne before
deposition, allowing them to mix with the room air and become more evenly distributed
through turbulent diffusion. For very large particles, 40J,tm and 50J,tm diameter, the time
spent suspended in the air is much shorter. The definition of the source therefore
becomes much more important as the correlation coefficients between the point source
model and transient source model decrease. As with the passive scalar simulations, with
ventilation regime 8 the ability of the point source to represent the transient source is
particularly poor for the z-z source. However the zonal source model always performs
as well as the point source or better. For the majority of cases the comparison of the
zonal source model to the transient source results is reasonable with most correlation
coefficients over 0.69.
In order to visualise the meaning of these correlation coefficients the deposition patterns
for ventilation regime 8 are shown in Figures 6-7 and 6-8. These illustrate the
differences between using the point source and using the zonal and transient sources.
The plots are created by taking the number of particles deposited in each zone and
distributing them evenly throughout that zone on a grid of 0.5 x 0.5m. This was then
interpolated onto a 0.1 x 0.1m grid assuming a linear variation to create smooth
contours. Although for the z-z source (Figure 6-7) the number of smaller particles
deposited is much greater with the transient source, the predicted patterns of deposition
are similar to the zonal source. The deposition from both the zonal and transient source
is greater towards the side of the room where the ventilation supply inlet is located,
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whereas with a point source the overall deposition IS much less with the lowest
deposition towards the supply inlet.
In the deposition simulations, some of the particles landing on the ground may have
been in the air for a long period of time. This may explain why at low particle diameters
the difference in deposition when simulating the three different sources is not as
pronounced as occurs in the airborne dispersion patterns predicted by the scalar
transport model. When there is good mixing of the room air the location of the source is
not of such importance as the bioaerosols will become well distributed throughout the
space. However it is clear that for certain cases, such as with ventilation regime B,
specification of the source is very important in order to represent the correct bioaerosol
transport. Since the ability of a point source to represent a transient source within a
certain ventilation regime will not be known until a simulation has been carried out it is
important to choose the method of representing bioaerosol sources correctly.
Table 6-6: Comparison of particle deposition positions for simulations with each
source definition. Table shows Spearmann's Rho correlation coefficient between
the transient source and either the zone or point source as specified. This is shown
for 7 particle sizes, the two ventilation regimes and two source locations. All values
are significant to 0.05 level except where highlighted. Each correlation coefficient
is calculated from 12 values for each source.
Regime A RegimeB
z-z Source x-x Source z-z Source x-x Source
Zone Point Zone Point Zone Point Zone Point
l)lm 0.85 0.95 0.83 0.80 0.95 0.93 0.88 0.75
5)lm 0.95 0.89 0.91 0.89 0.69 0.10 0.89 0.79
10 urn 0.97 0.97 0.99 0.99 0.92 0.014 0.93 0.90
20 urn 0.91 0.88 0.98 0.90 0.81 0.021 0.89 0.92
30 urn 0.94 0.74 0.98 0.94 0.99 0.55 0.98 0.73
40 urn 0.92 0.62 0.97 0.62 0.91 0.45 0.56* 0.58
50 urn 0.94 0.67 0.95 0.51 0.70 0.58 0.97 0.46
*Not significant
a)i
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Figure 6-7: Floor deposition patterns for ventilation regime B, source z-z for particles
size a) Sus»; b) 1Oil-m c) 20ll-m and d) SOil-mand for transient (i), zonal (ii) and point (iii)
sources. Dark red indicates high deposition through to low deposition shown by dark
blue.
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Figure 6-8: Floor deposition patterns for ventilation regime B, source x-x for particles
size a) 5jlm, b) l Oum c) 20jlm and d)50jlm and for transient (i), zonal (ii) and point (iii)
sources. Dark red indicates high deposition through to low deposition shown by dark
blue.
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6.4 Summary
This chapter used numerical techniques to compare the time averaged dispersion
patterns from a transient source to those from a zonal and point source. This showed
that the zonal source provided good representation of the time average behaviour of a
transient source moving at a constant speed, both in contours of concentrations (using a
passive scalar model) and deposited particles (using Lagrangian particle tracking). The
airborne concentration distribution was more sensitive than floor deposition to the
source specification. Where the mixing of the air is improved, the definition of the
source has less effect on the deposition positions of particles smaller than 30JLm.
However, in certain airflow regimes, the point source was found to perform very poorly,
whereas the zonal source always showed reasonable results. Since the ability of the
point source to represent the transient source would not be known until a simulation is
carried out it is better to use a zonal source to represent the dispersion from a spatially
variant transient source.
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The hospital observation and sampling study (Chapter 4) and the literature review
(Chapter 2) highlighted a number of activities that may not be well represented by a
point source within CFD models. The previous chapter introduced the zonal source
model and validated the concept of defining a spatial zone in a steady state model to
represent the time averaged behaviour from a transient source. This chapter draws on
the findings of Chapters 2 and 4, to demonstrate the zonal source method, (validated in
Chapter 6,) within CFD models of a single occupancy hospital side room and a four-bed
bay on a ward. The side room model is used to carry out a sensitivity study on the size
of the zonal source which is compared to the sensitivity of the results from a point
source to the injection location. Since the zonal source intends partially to provide a
simpler method of representing transient sources, the CFD study of the four-bed bay is
compared to results from a simpler pressure driven multi-zone model. This is carried
out in order to assess the potential benefits of using CFD, or whether simpler models
can provide adequate levels of detail. Finally levels of risk from both respiratory and
activity based sources within the four-bed hospital bay are presented.
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7.1 Source Sensitivity: Hospital Side Room Model
As outlined previously the release of bioaerosols due to activity will vary spatially and
quantitatively over the zone the activity occurs in. Chapter 6 showed how a constant
source moving across a space is represented more realistically by a zonal source than a
point source located in the centre of the activity zone. However the zone of activity
within a hospital will vary in both the quantity of released bacteria and the size of the
zone it occurs in. The following considers the sensitivity of the zonal source to its
volume and the sensitivity of the point source to its location. Currently when CFD
simulations are used to model bioaerosol dispersion, assumptions must be made about
the source location. It is therefore desirable to see what effect this assumption can have,
and how assumptions that are required in the definition of the zonal source compare to
current assumptions in the definition of the point source location. Within an operating
theatre Chow and Yang (2004) found that the dispersion from a point source had a great
dependency on location. This study will consider how important the source location is
within a side room.
Since the results in Chapter 4 showed that the main activities that dispersed bacteria into
the air occurred around a patient's bed when the curtains where closed, this section
considers the bioaerosol release over a zone encompassing the patient on the bed. This
will study the effect of changing the size of a zone that may be considered to encompass
this region.
7.1.1 Side Room Model description
The definition of the model is very similar to that described in Chapters 5 and 6. The
room is the same size and shape as the test chamber described in Section 5.2 and the
ventilation is similar to regime B with air supplied through a four-way ceiling diffuser
and extracted via a ceiling mounted grille. As the model is designed to represent a side
room it includes a simplified geometry of a bed with patient located on top, a bedside
table and a sink, as shown in Figure 7-1. Although the model includes a representative
patient, health-care workers are not included in the room as their location will vary
depending on activity. It therefore seemed more reasonable to remove them from the
space, rather than guess a position. This is a major assumption and does need to be
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considered, but is in line with similar studies of isolation rooms (Cheong and Phua,
2006, Kao and Yang, 2006).
Table
Lights
Inlet
Sink
Sampling plane
(0,0,0)
Figure 7-1: Geometry of the Side Room Model.
Boundary Conditions
The inlet and extract are in the same locations as the model described in Chapter 5, and
the inlet boundary is projected into the room as described in Section 5.2.2. Table 7-1
gives the values defined at the boundaries. As far as possible these are based on
recommended values, with the data source indicated in the table. Since this model
attempts to represent a realistic situation, heat flux boundary conditions are applied to
the lights and the patient and therefore the energy equation (equation 5-5) is solved. The
values for heat flux are also given in Table 7-1.
Since a review of the literature showed a range of heat sources being used to simulate
the heat produced by a patient (Bjorn and Nielsen, 2002, Cheong and Phua, 2006, Chow
and Yang, 2003) the model was run initially with three different heat fluxes applied to
the patient; 25, 60 and 100 W.m-2• These were applied to the entire surface of the patient
with a comparison carried out using the same convergence criteria as described in
Section 5.2.6. The variation in heat flux was found to have a negligible effect on the
simulated bioaerosol transport, possibly due to the high pressure differential at the
extract located above the bed. Therefore 60 W.m-2 was applied to the patient during the
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side room study. This concurs with Chau et al (2006) who also assumed that heat flux
was negligible when simulating the effect of using an extract system local to the
patients head.
Table 7-1: Boundary Conditions for Side Room Model.
Inlet 10 ac.h' (NHS Estates, 2005) angled at -10° to the ceiling, 20°C
Extract -10 pa (NHS Estates, 2005)
Patient 60W.m-2
Lighting 50 W.m-2
Mesh
Since the model has a similar airflow and geometry to the previous test chamber model,
the grid dependency studies described in Section 5.2.7 were used to choose a suitable
mesh for this model. This mesh had approximately 600, 000 cells, with 99% having
values of equiangle skew less than 0.63, 87% of the mesh having an aspect ratio less
than 5 and the first boundary layer having a depth ofO.012m.
7.1.2 Bioaerosol Injections
Passive Scalar
The injections were carried out in the same manner as described previously in Section
5.3.4. Point sources were represented by bioaerosol injections from a l Ocm cube located
in nine different locations above the bed. In the zonal source models, the same total
quantity was evenly injected over six zones of different sizes. Both point and zone
sources also included a momentum source of 1 N.m-3 applied in the positive y direction.
The geometries of all the source locations considered are given in Table 7-2.
Lagrangian Particle Tracking
In the Lagrangian particle tracking simulations the point source was injected from a
single position in space at the centroid of the nine cubes given in Table 7-2. For the
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zonal source cases the injection position for each particle was spaced evenly over the
spatial zones defined in Table 7-2. Approximately 10,000 particles were injected for all
the cases, imported into Fluent by prior definition in a text file.
Table 7-2: Geometry and location of the Point and Zonal Sources in Side Room
Model. Point sources are a small cube, hence minimum and maximum values are
given. These locations are illustrated in Figure 7-4. The zonal sources vary in
depth and width, either with the lowest surface placed above and covering the
width of the patient (u), or the bed (1), as indicated in Figure 7-2.
x (m) y (m) z (m)
min max min max min max
Point Sources
A 3.85 3.95 1.35 1.45 1.125 1.225
B 1.65 1.75
C 2.175 2.275
D 3.21 3.31 1.35 1.45 1.125 1.225
E 1.65 1.75
F 2.175 2.275
G 2.26 2.36 1.15 1.25 1.125 1.225
H 1.65 1.75
I 2.175 2.275
Zonal Sources
z(u)l 2.46 4.23 1.3 1.4 1.425 1.925
z(u)2 1.7
z(u)3 2.0
z(I)4 2.26 4.26 1.0 1.4 1.175 2.275
z(I)5 1.7
z(I)6 2.0
In order to space the particles evenly across the zonal sources the numbers of particles
vary slightly between each case. The final results are therefore normalised around the
injection quantity and treated as a percentage of this maximum so they are directly
comparable between cases. The number of particles required was chosen by injecting
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1000, 10,000 or 100,0000 particles with diameter 5tlm at point source A and
quantifying the deposition on the floor and the other surfaces in the room as shown in
Figure 7-1. The difference in deposition, or the quantity extracted varied less than 1%
between 10,000 and 100,000 particles. The zonal source z(u)l was run five times with
injections of 10,000 particles, with errors of less than 1% between the maximum and
minimum deposition values on the individual surfaces. For the final source comparisons
particles of three sizes; Sus», 14tlm and 20tlm were considered. These were chosen
based on the size of skin squame found in studies discussed in Section 2.3.2.
a) b)
Figure 7-2: Particle injections for a) z(u)1 and b) z(1)5. The exact dimensions are given
in Table 7-2
0.2 x 10-4m.s'
=
b), L£....._ ___'
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Figure 7-3: Vectors of airflow velocity in the side room model on two vertical planes a)
z=1.675m and b) x=1.8m.
7.1.3 Results
Airflow
The airflow in the room is illustrated in Figure 7-3 by showing the velocity vectors on
the vertical planes at z= 1.675m and x=1.80m. The air enters the room at 1 m.s-1 and
travels along the ceiling due to the Coanda effect. The air then drops down the walls
into the occupied zone at a much slower speed; less than 0.25m.s-1 over the patient as
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required by ASHRAE (1992) to avoid drafts. Two significant areas of recirculation
occur, on each side of the bed, as shown in Figure 7-3b.
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Figure 7-4: Sampling Positions (SI, S2, S3) on a horizontal plane y=1.4m for
comparison between different scalar sources. Figures also show nine point source
locations detailed in Table 7-2 (A-I)
Source Sensitivity Results: Passive Scalar
Contours of the transported scalar used to represent a bioaerosol distribution are shown
on a horizontal plane at y=1.65m (see Figure 7-1) in Figures 7-5 and 7-6 for the nine
point sources, and six zonal sources respectively. These provide a qualitative
comparison between all the different bioaerosol release cases. The distribution of
bioaerosols from different point source locations on top of the bed seems to vary
considerably depending on the position of the source (Figure 7-5). In some cases there
is a large amount of dispersion giving high concentrations to the side of the bed where
the table is located (Figures 7-5 (a),(b ),(cj). In other cases the source dispersion on the
sample plane is very well contained (Figures 7-5 (d),(h),(i». The dispersal from
different sized zones to represent bed based activity is shown in Figure 7-6. Unlike the
point source simulations, the zonal source results show similar dispersion patterns for
all six cases.
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Quantitative comparisons are made by comparing the volume of air in the room with a
concentration greater than 5 cfu.m" for each simulation (Figure 7-7) with the average
concentrations at three sample positions, SI, S2 and S3 (see Figure 7-4), around the bed
(Figure 7-8). These are intended to be representative of the locations that may be
occupied by a HCW dealing with the patient. The positions around the bed were chosen
to be similar to work by Cheong and Phua (2006) that studied the relative risk to HeWs
in different ventilation regimes. The assessment using a concentration of 5 cfu.m" was
chosen as a suitable comparator for the study here, as for all cases the calculated volume
is less than 50% of the room volume, yet is large enough to not be affected by the
difference in the sizes of the source zone alone. The actual value allocated to the
bioaerosol source is an arbitrary number and as such the results should only be
compared in terms of relative values. The concentration of 5 cfu.m" does not represent
either a significant risk, or little risk, it is chosen only for the reasons specified above.
The measurements presented in Figure 7-7 show there are some considerable
differences in the volume of room air with a bioaerosol concentration equal to or greater
than Scfu.m" between the cases. In the case of the point source simulations, these
differences vary more significantly as the distance between the point source and the
head of the bed increases, as the bioaerosols become entrained into the air being
extracted from the space. To examine the effect this has at specific positions, Figure 7-8
shows concentrations at the three defined sample locations. This figure shows the
average concentration for that source type (e.g. point or zone) and the range of
concentrations from the different source position and sizes. It can been seen in this
figure how at position S2 there is much greater range in concentrations sampled
between all the point source releases than with the zonal source release.
a)
d)
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Figure 7-5: Contours of bioaerosol concentration from point sources located in
different positions over the bed on a horizontal plane at y=1.65m above floor level. Red
indicates the highest value of concentration, through to the lowest in dark blue. The
colours relate to the same value in all plots. See Table 7-2 for source positions.
d)
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Figure 7-6: Contours of bioaerosol concentrations from six differently sized zonal
sources (Table 7-2), on a horizontal plane at y=1.65m. The colours equate to the same
concentrations in all plots with red being the highest and dark blue the lowest.
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Figure 7-7: Percentage of room air with a concentration> Scfu.m" for all simulated
sources.
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Figure 7-8: Average concentration (cfu.m') at three sample points (Figure 7-4) and the
respective ranges of concentrations for all the point and zonal sources.
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Figure 7-9: Percentage of the number of particles injected that are extracted from the
space for the three source types (Point, Zone (u), Zone(1)). The error bars show the
range of results for the point source position or zonal source size. The zonal source is
presented for both the upper zone, on top of the patient (u) or the lower zone starting
from the bed top and extending to the top of the patient and beyond (1).
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Figure 7-10: Average deposition of particles on several surfaces in the space from the
point or zonal sources as a percentage of injected particles. The error bars show the
range of values for that particular source type. The zonal source is presented for both the
upper zone, on top of the patient (u) or the lower zone starting from the bed top and
extending to the top of the patient and beyond (1).
Bed Top Floor
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Source Sensitivity Results: Lagrangian Particle Tracking
Results from the particle tracking models were treated differently from the scalar
simulations, with analysis based on the number of particles extracted from the space or
deposited at various locations for simulations with each source definition. Figure 7-9
shows the average number of particles extracted from the space averaged over all the
point source model results, compared to the averages for zonal sources z(u)I-3 and
z(l)4-6. The zonal source model results are split into the zones that occur above the
patient and cover only the width of the patient (denoted as 'upper' (uj), and zones that
begin at a lower position on top of the bed and encompass the patient (denoted as
'lower' (1». The two scenarios are indicated in Figure 7-2. Error bars are plotted for
each case to indicate the range (maximum to minimum) of deposition values obtained
by moving the point source location or changing the size of the zonal source. The
average deposition values for all cases for 5ILm and 14ILm diameter particle are very
similar but the range of values is smaller for the zonal source, and smaller too when the
source encompasses the entire patient. For the 20' ILm particles the range of particles
extracted when modelling the nine point sources is much larger than either of the zonal
source types, and the average percentage deposition is quite different for the point
source in comparison to the zonal source.
The percentages of particles deposited on four surfaces; the bedside table, the bed, the
floor or the patient are shown in Figure 7-10. Deposition on the sink was also quantified
but this is not shown as the results were less than I% in all cases. Between the two
source types (point and zonal) there are similar ranges for each case with a particular
particle size and deposition locations. However there is greater deposition on the bed
top in the zonal source models, particularly from the 'lower' zones (z(l) 4-6).
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7.1.4 Discussion
Passive Scalar Transport
To define a zonal source, the spatial volume over which the dispersion from activity
occurs in needs to be identified. This geometry will differ for each activity and also for
different occasions of the same activity. For example, each time a bed is made the zone
will change. Since this concept of the zonal source is a time averaged behaviour the
zone should encompass the entire volume the activity occurs in. Figure 7-6 showed how
the different sizes of zonal source do not have a particularly strong effect on the
dispersion patterns. There are however some differences; zone z(u) 1, the smallest zone,
results in a much higher concentration across the bed. This is due to the higher
concentration at all these points than in the larger zones due to averaging the total
source concentration over a smaller space. Although there is some variation in the
predicted dispersion between the zonal sources this is not as great as the effect of
placing a point source in different locations. As shown by Figure 7-7 the variation in
volume of air with a concentration greater than 5 cfu.m" is only 10% points between
the zonal source results compared to 34% points between the point source simulations.
The dispersion of bioaerosols from a point seems to be highly sensitive to the source
location. Figure 7-7 indicates the largest difference is between source location at B and
E. The dispersion in these two cases are shown in Figure 7-11 as iso-surfaces of
bioaerosol concentration with a value of 15 cfu.m". These plots show how much
smaller the dispersion is for case E, due to a large proportion of the bioaerosols being
directly extracted rather than circulating in the room. Locating the source in position B
not only results in much higher concentrations of bioaerosols over a larger volume of
the room, it also results in higher concentrations within the likely occupied zone.
Cheong and Phua (2006) assessed the risk to HeWs at different locations by
considering the bioaerosol distribution, and concentrations at three points similar to
those shown here. However they only considered the release from a single point, and
did not consider the sensitivity of the model to the definition of the source location. The
results presented here indicate that very different concentrations may have been
obtained from small differences in the source position, Figure 7-8 shows a wide range
of concentrations sampled from position S2 depending on the location of the point
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source. A relocation of the source from position B to A (Figure 7-4), a movement of
only 50cm, gives a reduction in concentration at S2 from 96 to 24 cfu.m", whereas the
distribution from the zonal sources remain similar for all cases simulated. Overall the
distribution of a scalar concentration from a zonal source has less dependence on size
than a point source does on location. The greatest differences occur for the thinner
sources, however errors in the thickness of the specification of the zonal source will still
not impact on the results as significantly as an incorrect placement of a point source. In
addition, since the release of bioaerosols from activity within a zone could occur at any
point, and will vary during the activity, if a point source is used to represent the greatest
release and is located incorrectly this will not give an accurate description of the
resulting dispersion.
Despite this, the results shown here indicate that a point source located near to the head
of the bed (A, D, and G) results in much higher concentrations than the other point
sources or the zonal source for a HCW located at sampling position S2. Therefore to
consider infectious particles in a respiratory disease, released from the mouth of the
patient (i.e. a small point), then the zonal source is not representative of the release. It is
suggested that a point source should be used in these cases as it enables the peak risk to
the HCW to be better evaluated. However it may be necessary to simulate the dispersal
from a selection of locations within a region that the mouth may be located as a
relatively small movement can lead to large changes in the result.
• Approximate release point
Figure 7-11: Dispersal of bioaerosols from point source B (left) and E (right) shown
using iso-surfaces with concentration 15 cfu.m'. The source locations are on the central
axis of the bed with the two positions approximately shown by the black triangle.
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Lagrangian Particle Tracking
Figure 7-9 shows how the range of particles extracted from the space is greater for the
zonal source of type u compared to type 1. However this is mainly due to the results
with zone z(u)1 which is a very thin layer on top of the patient and results in much
higher deposition onto the patient than the other zone definitions (Figure 7-10). This
zone is only 0.1m thick, compared to the cell dimensions in the main domain being
around 0.08m. Having such a relatively thin layer on top of the patient results in a larger
number of particles in the near wall region where there may be numerical issues that
cause higher deposition (see Section 4.3.2). Similarly for simulations with the lower
zones (1) there is a much greater influence of zone size on the number of particles that
are deposited onto the top of the bed. Again the biggest difference is due to the smallest
zone and the larger the zone the smaller the deposition onto the surface below the zone.
This is logical, particularly for larger particles, as having further to fall is likely to result
in a greater chance of particles being transported away from the source zone before
depositing.
These results suggest that when choosing the geometry and location of a source, either
point or zonal, that it is important to consider the quantity of particles that will be
injected close to a surface. Even for a zonal source the size and shape of the source can
affect the numerical solution of the transportation and so some thought needs to be
given to how this is defined. Despite this, the results from the Lagrangian particle
tracking models concur with the passive scalar models with the extraction and
deposition of particles not as sensitive to an increase in size of a zonal source, as the
point source is to location.
Summary
The dispersion patterns from a point source release of bioaerosols modelled as either a
passive scalar or discrete particle can be very sensitive to the location of the source. The
dispersion due to a zonal source in comparison provides similar results for a range of
depths of zone. Different widths of source were also shown to only affect the dispersion
patterns by a small amount for the two widths considered in this model.
However the results showed that if a zonal source definition is too thin then it may
result in higher concentrations at the source in the case of the passive scalar method and
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a greater deposition at surfaces directly below the source when using particle tracking.
With a computational grid and airflow as defined here, once the zonal source has a
thickness greater than 0.3 m, an increase in size has only a small effect on the predicted
distribution of the bioaerosols.
7.2 Application of Zonal Source: Four-Bed Bay
This section presents the application of the zonal source model to bioaerosol dispersion
in a four-bed bay, using the CFD methodology outlined previously and an alternative
approach; multi-zone simulation. This is a quicker and simpler model than CFD
simulation and inherently requires any sources to be released across a whole zone. The
two methods are compared to see if the multi-zone methods would provide reasonable
results to assess the risk to staff and patients in the bay.
First a description of the theory behind the multi-zone method is presented, followed by
model specific data for both this model and the CFD model. The results of the
comparisons between the models are presented followed by a more detailed study into
the bioaerosol transport in the hospital bay using the CFD simulation.
7.2.1 Multi-Zone Methodology
The use of multi-zone models for building services applications can enable the solution
of time dependant problems to be obtained more easily and quickly than with CFD
simulations (3.1.3). Although this thesis has focused on CFD it is useful to examine
how this technique compares to a multi-zone model, particularly one including the use
of a zonal source for a bioaerosol release. Multi-zone models divide an indoor
environment into a number of regions and assume that each zone is fully mixed, with
only partial mixing occurring between zones defined by an inter-zonal flow rate (Brouns
and Waters, 1991). These flow rates can be defined using di fferent techniques, for
example, from CFD models (Noakes et al., 2004a). In classical multi-zone methods the
concentrations in individual cells are solved using principles of the conservation of
mass, whereas the flow between individual cells is derived from pressure differences.
Other methods have been introduced to better represent the flow due to thermal plumes
and air jets (Mora et al., 2003, Ren and Stewart, 2005).
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In this study an in-house code, VENT, developed by the engineering consultancy Amp
(Building London Group. Fitzroy Street, London) was used to analyse the airflow and
bioaerosol transport in a four-bed hospital bay. This uses the classical method of
pressure differences to solve the inter-zonal flow rates (Amp, 2001). These pressure
differences can be defined from mechanical ventilation, external wind pressures and
temperature differences between zones. As with the CFD method, the continuity
equation must be satisfied for each individual zone, therefore the mass flow rate into a
zone from all the openings must equal the mass flow rate out of the zone. This can be
expressed as equation 7-1 where m is the mass flow rate across 1 to n openings.
7-1
The mass flow rate through each opening is defined by the pressure difference across it:
7-2
A is the area of the opening, Cd the coefficient of discharge and n is a constant related to
the aperture type, usually given a value ofO.5 (Mora et al., 2003). The density of the air,
p, is defined based on the temperature of the air in the room using the ideal gas
equation:
7-3
Here T is the temperature (K) of the air III the space and R is the gas constant,
287 J.kg-1.K-1for air. Since within a building the density of the air is affected to a much
greater degree by the temperature than due to the height, the pressure is taken as being
constant at 101,325 Pa throughout.
The pressure difference between the zones ~P in equation 7-2 is defined differently for
either internal or external connections. For internal connections the pressure at the
opening, Ph, within one zone is corrected for the height, h, from the pressure at the floor,
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Ph = PI + pgh 7-4
For external connections the pressure is also corrected for wind speed.
7-5
Here U is the wind speed which may also need to be corrected for height if the values
are taken from those provided by the meteorological office Umel which are measured at a
height of 10m. The correction equation is:
7-6
where P is the pressure at height h. and C is a constant.
Defining the mass flow rate across each opening due to the pressure difference between
them using equation 7-2 and then using the continuity equation for each space gives a
set of non-linear equations. These are solved iteratively using the Newton Raphson
method.
The geometry of the ward studied is shown in Figure 7-12 and the boundary conditions
are given in Table 7-3. The geometry and boundary conditions are equivalent to the
CFD model that is described below in Section 7.2.2. Within the model the bay is split
into 12 zones and the corridor into 6 zones. The bay is divided in half vertically, and so
half the zones are at ground level and half have a base at 1.3m high. These zones are
shown in Figure 7-13. Each of these zones is considered to be well mixed, and the
connections between the zones are treated by defining the whole 'wall' of adjacent
volumes as a two way hole; air can flow in both directions through the hole. The
bioaerosol source is injected into zone 7 and is assumed to be fully mixed into this zone.
The zones were defined in this layout in order to provide an individual zone around
each bed space which can be treated as an activity source, and to allow the central area
of the bay to be treated separately. This also allows the results to be compared at
different points in the bay, not just the average concentration across the entire room.
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Windows
Figure 7-12: Schematic of four -bed bay on a hospital ward.
y= O.Oto 1.3 y= 1.3 to 2.7
o [IJ
Figure 7-13: Zones as defined in VENT, equivalent to the zones used for post
processing in the CFD model to compare the results. The zones are split over two levels,
as shown, with zones 1-9 at y<I.3m and zones 10-18 above at y<I.3m.
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Table 7-3: Boundary Conditions for CFD and VENT Models ofa four-bed hospital
bay.
Boundary CFD VENT
Inlet Air Speed = 0.26m.s-1 Air flow in = 39 I.s-1
Temp=294 K Temp 21°C
Extract Pressure differential = -0.1pa Extracted 30 I.s-1
Doorway Pressure differential = Opa Two way hole
Return Flow Temp = 296K Pressure = Opa
Return Temp = 23°C
Heat Flux 20 W.m-2 on each patient Average temperature for each
Patient surface area = 2.13 m2 zone taken from CFD inputted
into VENT.
Time Steps 1 s time steps. Results out put O.OI7minutes
every 12s
Time Stepping
A transient solution to the bioaerosol transport throughout the space was found to
enable direct comparisons with VENT which is designed to study the decay of
contaminants over time. The program is set up to have 24 time steps for which the input
parameters can be changed. The solution for each major time step is carried out using 12
quasi-time steps with a fixed data set. Each of these are set to a value of 1s, resulting in
a total solution time of 12x24=288 seconds. Bioaerosols are injected with an arbitrary
value of 500cfu.s-1 for the first 12s, which is reduced to zero for the remaining major
time steps. The other boundary conditions remain constant for the entire duration of
solution time.
7.2.2 CFD Methodology
The geometry of the ward is shown in Figure 7-12 and the boundary conditions are
given in Table 7-3. Only one bay is considered, and the corridor is extended with a thin
neutral pressure boundary at either end to simulate the crack between the door way.
Other bays are ignored to reduce the mesh size, but the extension of the corridor is used
to reduce the effect the boundary conditions at the end have on the flow in the bay itself.
The situation modelled is similar to Ward 8 at St James's University Hospital, Leeds,
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where the air sampling study described in Chapter 4 was carried out. This has
mechanical extracts in the corridor and receives fresh air into the ward by natural
ventilation via opening windows at the end of the bay opposite the corridor. This model
considers typical summer conditions with both windows open. The windows are sized
the same as those on Ward 8 and are defined as being open to a gap of 10cm, the
maximum allowable opening of windows in hospital wards (NHS Estates, 1989). The
inlet velocity is taken using typical summer conditions where a pressure differential
between the interior and exterior is likely to be between 0-1pa (CIBSE, 2005). A
pressure difference of 0.1pa is chosen to simulate a lower airflow, and hence the 'worst
case' scenario with less dilution of bioaerosols. The flow rate through the opening is
found using equation 7-7 taken from CIBSE (2005)
7-7
Here Q is the flow rate through the opening, m3.s-1, Cd the discharge co-efficient (0.65),
A the area of the opening, rrr', LJp is the pressure difference across the opening, Pa, and p
is the air density, kg.m". The resulting volume flow rate for the opening is given in
Table 7-3 and this is converted to a velocity for input into the CFD model. The
temperatures of the patients are taken from the values used by Brohus (2006) adapted to
the surface area of patients in this model but rounded up to account for hospital
equipment surrounding the bed. The temperature in the final model fits within the
design conditions for hospital wards at an average of 22.5°C (CIBSE, 2006). The
temperatures in the VENT model are taken as the averaged values for each zone from
the CFD simulation.
Bioaerosol Source
Two different bioaerosol sources were used within the CFD model for comparison to
the VENT model. A zonal source was set up with the same dimensions as in the VENT
model, filling the entire volume of zone 7, and a point source was injected at the head of
bed 1 (located in zone 7). In these cases no momentum source was included to eject the
bioaerosols into the space, as it was not possible to define in the VENT model and so
was also neglected in the CFD case for better comparison. The transport of bioaerosols
through the domain is modelled transiently in both cases, with the injection occurring
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over the first 12 seconds of the simulation. The time steps for the simulations are given
in Table 7-3. There is significant computational time difference between running the
two models. The VENT model takes a matter of minutes to achieve a solution, while the
CFD model required 24 hours to solve for the transient bioaerosol transport, in addition
to 48 hours required for the airflow convergence.
Convergence
The VENT model converged with an overall volume flux of 0.2% of the inlet values.
The same convergence criteria was used for the CFD model as specified in Section
4.2.6.
A fully mixed analytical model is also applied to the space by applying the equation
below to the whole bay to find the concentration C at time t..
-QI
C =C e v
I 0
7-8
Here Co is the original concentration, Q the volume flow rate of air m3.s-l, and the
volume of the bay V
CFD Grid Dependence
Grid dependency was carried out for the CFD hospital ward model with the three
meshes shown in Table 7-4. In all cases these are Tet-hybrid meshes defined in the same
manner as in the previous models. A point source bioaerosol release was placed at the
head of bed 1 (see Figure 7-12) and the scalar transport method was used to simulate
bioaerosol transport for the three meshes. Bioaerosol concentration contours on a
horizontal plane at y=1.35m are shown in Figure 7-14 for the three meshes. As well as
considering the volume average scalar concentrations for each mesh, the bioaerosol
concentration at patient 2, and hence the risk to that patient, or the concentration that
remains in the cells immediately above patient 1, the source patient, was also found
(Table 7-4). From this dependency study mesh 2 with approximately 1,510,000 cells
was chosen; this is equivalent of a cell sized approximately 0.08m in the centre of the
domain and a wall-cell distance of O.Olm. As before the k-e turbulence mode is used
with enhanced wall treatment.
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Table 7-4: Grid dependency for CFD model of four-bed bay. For each mesh
the number of cells, the volume average scalar concentration and the scalar
concentration on a plane directly above patient A and B are given.
Parameter Mesh 1 Mesh2 Mesh3
Number of Cells 914732 1515361 1928199
Volume Average Scalar (cfu.m") 8.1 5.9 6.1
Concentration above Patient A (cfu.m") 19.4 13.3 13.9
Concentration above Patient B (cfu.m") 14.7 10.8 10.6
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Figure 7-14: Contours of bioaerosol concentration (cfu.m') on horizontal plane
y=1.35m with approximately (a) 900, 000 (b) 1,500,000 and (c) 1,900,000cells
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Figure 7-16: The decay ofbioaerosol concentration over the entire four-bed bay for the
CFD model with zonal source, VENT model, and for a fully mixed model.
Figure 7-17: Stream lines from the CFD model with a zonal source, originating at
patient 1 and showing the transport ofbioaerosols from the source zone over time. Each
colour represents a different stream line.
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7.2.3 Results and Discussion
For both models the bioaerosol concentration within each zone was found at 12s
intervals; these results are shown in Figure 7-15 (a) and (b) by zone as fluctuations in
time. In each case the results are normalised around the initial source concentration for
each model, and therefore the concentration values presented are given as a fraction of
the source. The total decay in the entire bay is shown in Figure 7-16 which shows very
good comparisons between the well mixed model, VENT and CFD. Both the VENT and
CFD models show a slightly increased decay in the space in comparison to the fully
mixed model.
Comparing the VENT model with the two CFD models in Figure 7-15 shows there is a
clear difference between using a point source or a zonal source when considering the
variation in each zone. The CFD results from an injection at a single point show an
initial increase within the injection zone (zone 7) which then disperses to neighbouring
zones. Because of this behaviour, the build up in adjacent zones (e.g. zone 16) takes
much longer than in the CFD model with a zonal source or the VENT model. This can
be seen particularly in the plot for zone 16 in Figure 7-15 (b).
Considering a coarse overview of the bay, the general pattern of dispersal is consistent
between the VENT model and the CFD model using the zonal source, and the decay
rate for the whole bay is similar in each case. Both CFD and VENT models maintain a
'clean zone' down one side of the bay, however looking at the bioaerosol transport in
more detail reveals several differences in the transport between the zones. This can be
seen in Figure 7-15 particularly in the zones closest to the source. Initially there is a
much greater increase in concentration in zone 16 with the CFD model, whereas the
VENT model shows a greater increase in zone 8. This is due to the different methods of
solving the airflow in the CFD models compared to the VENT model, which results in
different flow patterns between the individual zones. The inlet air flow is defined in a
different manner for each modelling method due to the individual constraints of the
software programs. Within the CFD models the velocity of the air is specified over an
inlet surface and a direction and turbulence intensity is defined. Within the VENT
model the airflow is defined as an extra mass flow rate supplied into the zone that the
inlet is attached to, however there is no directional component. In the CFD models the
horizontal air flow from the inlet results in bioaerosols from the source zone (zone 7)
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becoming entrained into zone 16 located directly above; this transport of bioaerosols
from the patient is shown by stream lines in Figure 7-17. However in the VENT model
the mass flow included in zone 16 results in a flow out of this zone into the source zone
so in the VENT model the bioaerosol decay in the source zone is due to a sideways
transport into the two adjacent zones, with most of the flow into zone 8. The CFD
results also show there to be an increase in the concentration in zone 7 (the source zone)
towards the end of the transient simulation. This can be explained by examining the
plots in Figure 7-18 which show iso-surfaces of contaminant concentration of 750
cfu.m-3 at six times between Is and 23s. This shows how the bioaerosols travel upwards
across to bed 2 (zone 4) and then recirculate down and around back to zone 7. This
detail is not apparent in the VENT model as the simulation method cannot fully resolve
such details of the airflow paths. The theory behind the VENT model assumes that all
the zones are fully mixed, including zone 16. However the CFD models show there is a
strong direction to the airflow in this zone, and therefore the VENT model predicts a
false transport ofbioaerosols from zone 7.
Is 5s
13s
l7s s
Figure 7-18: Iso-surfaces of bioaerosol concentration 750 cfu.m-3 at times shown,
representing how the bioaerosols are transported throughout the ward.
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Although VENT is a useful tool for this time dependant analysis, providing results
much more quickly than the CFD model, a reasonable amount of mixing must be
present in the zones specified for the model to produce contaminant transport with any
accuracy. It may be useful when considering a whole ward with many bays, as a
solution is found in a much shorter timescale than with CFD, and as Figure 7-16 shows,
the overall VENT solution is similar to the CFD results. However for transport within
one bay, and between adjacent beds, detailed consideration of the airflow is required.
VENT is not capable of providing the level of detail to consider differing health risks
within a single bay, whereas CFD can provide this information. Mora et al (2003) also
showed that certain zonal models did not accurately express the recirculation of
contaminants in indoor spaces, and so this model may also have the same limitations for
studying pollutant transport within rooms.
7.3 Risk to Patients and Staff
The results above indicate the improved performance of CFD simulations over a multi-
zone model to deliver the level of detail required to assess risks from sources of bacteria
to staff and patients within a hospital bay. The CFD simulation of air flow on the four-
bed bay developed above is now used in this section to assess the risk to staff and
patients from respiratory and activity based sources, considering patient 1 or 2 (Figure
7-12) as being the location of the infectious source. Several simulations were carried out
with sources to represent:
o Respiratory pathogens released from either patient 1 or patient 2 as point sources:
(PI, P2)
o Bioaerosols generated from activity
o Activity over bed 1 or 2 ( B 1, B2) (e.g. bedmaking)
o Activity adjacent to the bed 1 or 2 (HCWl, HCW2) (e.g washing,
commode use)
The activity based sources were chosen in these areas following results from the
hospital study (Chapter 4) which showed higher bioaerosol concentrations during
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activities that occurred near the bed (e.g. washing). Past studies have also shown
bedmaking to be an important factor in the release of bioaerosols (Chapter 2) and so
both a zone above the bed, and immediately adjacent are used here.
Locations of the zonal sources are shown on the plan in Figure 7-19, together with five
sampling locations labelled A to E which are used in the analysis of the results.
Both models of bioaerosol transport are considered; passive scalar concentration and
Lagrangian particle tracking. The respiratory source models are studied with a scalar to
assess the potential airborne droplet nuclei dispersal and the Lagrangian particle
tracking is used to study droplet spread. The source injections are created as described
in Section 5.3, however in this case 10,000 particles are injected for Lagrangian particle
tracking and 500 cfu.m" is defined for the passive scalar source. In the zonal source
models the primary spread is assumed to be via skin squame. Passive scalar transport is
initially used for the activity source to get a general description of transport patterns
with particle tracking then used to properly represent the larger skin squame particles
and study the length of time particles remain airborne and the distance they could travel.
7.3.1 Results
Airflow
The airflow in the ward model has been partially discussed in Section 7.2.3 in reference
to the comparison with the VENT model. A lower air exchange rate is used in this
model than the previous studies resulting in a velocity over the beds of 0.04m.s-1 and an
average velocity of 0.02m.s-1 through the entire domain. Vectors of velocity on a
horizontal plane y=1.3m are shown in Figure 7-20. This shows the symmetrical air flow
that is created by having the same flow specified at both the windows. The effect of
this airflow can be seen in the contours of bioaerosol concentration which indicate a
'clean' half of the bay. This is due to the wind, defined as a velocity at the inlet.
entering the space perpendicular to the window. Non-symmetric results would be
achievable if the wind was given an angle on entry to the space. This would then direct
the air into the other half of the room, promoting mixing across the whole space rather
than the airflow in the space being separated into two halves.
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Figure 7-19: The location of the four zonal sources in the four-bed bay model. These
have a height to 1.7m, from the floor for HCWI and HCW2 and from the bed top for
Bl and B2. The sampling positions A,B,C,D and E are all at a height ofy=1.5m.
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Figure 7-20: Velocity vectors on a horizontal plane y=1.3m. Colour of arrows
represents the velocity magnitude (m.s") according to the key shown.
Relative Risks Determined from Passive Scalar Transport Models
As discussed above and with respect to the VENT model, airflow entering the space
tends to recirculate within each side of the bay, and not across the whole room. As such
there is little mixing between the two sides of the room. To evaluate the risk from the
specified sources contours of bioaerosol concentration are considered and the
concentration at six points in the bay compared. The location of these sampling points
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are as shown in Figure 7-19 and the results given in Figure 7-2l. These are illustrated
with the contours of concentration given in Figure 7-22. Figure 7-21 shows how there is
variation between the different source definitions and sampling locations. For bed 1 the
different source definitions give quite different concentration at A and C but similar
results at the other 3 locations, whereas at bed 2 the HCW zone results in very little
spread to any of the sampling points compared to the other two sources. Simulated
releases from this bed also result in very different concentrations sampled at position C
depending on source definition. The difference in sampled concentration at position A
with sources at bed 1 can be seen in Figure 7-22 through the contours of concentration.
As can be seen with the zone B 1, over the bed, there is a much high concentration
within this area spreading across the adjacent patient's bed.
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Figure 7-21: Bioaerosol concentration at 5 sample points as shown in Figure 7-19 for
the type of source as indicated in the diagram in location a) bed 1, and b) bed 2.
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Figure 7-22: Contours ofbioaerosol concentration (cfu.m') on a plane at y=1.35m for
three sources a) point source in bed l(Pl) b) zonal source over bed 1 (Bl) c) zonal
source adjacent to bed 1 (HCWl)
Relative Risks found from Lagrangian Particle Tracking
As in the previous models, Lagrangian particle tracking was carried out with 5, 14 and
20)..ll1lparticles. The total number of particles removed from the bay is shown in Figure
7-23 for 51lm and 141lm particles. Removed from the bay includes all particles that pass
out of the bay doorway, and is then split into those that deposit in the corridor or are
removed by the mechanical extracts or the far doorways at the corridor ends. Only
results for 51lm and 141lm particles are shown as very few particles of diameter 20llm
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are removed from the bay, the greater diameter meaning they deposit closer to the
source.
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Figure 7-23: The number of particles removed from the bay for a) 5J.lm and b) 14Jlm
diameter particles and whether deposited in the corridor, or extracted through the
mechanical ventilation system or the doorways at the end of the corridor.
For the 5J.lm particles the different source specifications give similar results, although
the removal ratio, compared to those injected, is higher for the zonal sources. For the
14Jlm diameter particles, most of those that leave the bay deposit onto surfaces in the
corridor. The number that escape the bay has a greater dependency on source type, with
a higher likelihood of escape with the activity sources than the respiratory source, and
particularly with source HCW2.
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Figure 7-24 illustrates the different deposition fractions on six floor zones and the four
beds in the space. The maximum deposition plotted in each zone is 300 cfu.m",
although the values of deposition near the source location were much higher than this.
The cut-off value of 300 cfu.m" was chosen to enable other variations of deposition to
be much clearer. It can be seen that in the simulations with the bedmaking related zonal
sources there is a greater level of deposition in the central aisle of the bay compared to
the respiratory source definitions. Deposition in this zone could mean viable particles
landing on trolleys used for patient's drugs, files, and other equipment. If these are
contaminated with bacteria then this could be passed on through contact spread to
another patient. As shown in Figure 7-24 (aiii) and (biii) the dispersion to this central
zone is even greater with source zones HeWl and HeW2.
Bed 2 Bed4
Figure 7-24: Deposition of 14Jlm particles on 6 floor zones and the beds. The key
shows the number of particles deposited. a) Sources at bed 1, b) sources at bed 2.
Source i) point (P), ii) bed (B), ii) adjacent to bed (HeW)
The length of time that particles remain suspended in the air of the bay or corridor
seems to depend more on source type (either point or zonal) than injection position
(either bed 1 or bed 2). 14Jlm particles released from a point source at either bed 1 or 2
results in particles remaining airborne for a maximum of 1759 or 2125 seconds
respectively, whereas the maximum time suspended for the zonal sources are all longer
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than the point source; 2240, 2710, 2790, or 2800 seconds for the two bedmaking and
two HCW sources respectively. For particles that may be inhaled this results in a greater
length of time that they may pose a risk to patients and HCWs in the bay.
7.3.2 Discussion
Depending on the type of source the highest bioaerosol concentration out of the five
points sampled varies by location. CFD can be used to assess the location of highest and
lowest risks. However it is important to define the source correctly as the concentration
varies with different source definitions. In this case the respiratory sources result in
higher concentrations at point C between the two beds, for sources at both beds.
However for all the results from the zonal source models there is a higher concentration
at the points in the central aisle. Particle tracking also demonstrates a greater deposition
in the central aisle with the zonal source models than with the point sources. For HCWI
the scalar concentrations are similar to source B1. However for particles released from
HCWI there is a much greater deposition in the central aisle, and less deposition on
patient 2 and the area around the bed 2. Release from HCW2 also results in greater
deposition in the central aisle and on bed 3 than the other two sources at this location
(see Figures 7-21 and 7-24). Considering the sampling position A, the concentration
from simulations with source PI is less than a third that with the source B 1. When
injecting from bed 2 and sampling at location C this situation is reversed with
simulations using the point source resulting in higher concentrations. This demonstrates
how important the specification of the source is to the analysis of risk from bioaerosols
within an indoor environment.
The zones specified here relate to the activities highlighted in Chapter 4. However the
activities indicated as producing the largest quantities of bioaerosols occur behind
closed curtains. The presence of the curtains has not been included in the CFD models
here as they are opened after the activity takes place. The curtains may affect the
transport of the bioaerosols as permanent partitions have been shown to reduce the cross
contamination of airborne bioaerosols (Noakes et al., 2006). The temporary barrier that
a curtain creates is more likely to have an effect on the large particles which deposit out
of the air more quickly. For example in the case of HCW2 the 20jLm diameter particles
deposit out of the air in 8 minutes, some of which reach the central aisle. Having the
curtains closed may prevent this from occurring.
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7.4 Summary
The sensitivity study carried out here suggests that simulations with a zonal source
model are not as sensitive to the definition of source zone size as simulations using
point source models are to the location of the point source. However very thin zonal
sources should be treated with care as these can lead to high concentrations at the
source, or high values of deposition directly under the source. With the model
developed here, any increase in the depth of the zonal source above 0.3m had little
effect. The zonal source did not represent the maximum concentrations as occurred with
a point source at the head of the bed. Therefore the zonal source should be used to
represent activity based sources but a point source should be used to represent a
respiratory pathogen release to avoid underestimating the peak risks.
In all cases simulations carried out using point sources gave very different dispersion
patterns depending on the source location. It is therefore very important to consider the
source positioning carefully and carry out sensitivity analysis when using CFD to
examine the effects of different interventions in the airborne spread of infection.
Modelling the zonal source in a pressure driven multi-zone model performed well when
considering the overall variation in bioaerosol concentrations in the bay but it does not
adequately represent sufficient detail to quantify the risk between patients within a bay.
It is therefore a useful tool for evaluating overall risks in an environment, but the local
risk within a single space requires CFD modelling to make a realistic judgement.
The levels of risk predicted from a zonal source model differs from that of a respiratory
point source. In the case of the four-bed bay simulated here, the activity sources
produced higher values of concentration and deposition in the central aisle, and also
resulted in particles remaining airborne for longer periods of time.
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8.1 Conclusions
This thesis has introduced and validated a zonal source model that provides a reasonable
representation of the production of bioaerosols from activity within a simple steady
state CFD model. The technique avoids the more complicated and time demanding
aspects of transient models to provide the equivalent of a time averaged simulation of
spatially varying bioaerosol dispersion. Importantly, in its simplicity, it avoids giving
the impression of accuracy that may occur with a transient model, when in fact a large
number of assumptions are still necessary in its creation.
In order to define and develop the zonal source methodology a series of objectives were
set in Chapter 1, including observational studies to evaluate the types of activities that
should be defined by the model, experimental validation of the CFD bioaerosol
transport models and numerical validation of the zonal source. The main conclusions
drawn from this thesis are detailed below under each of these objectives.
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8.1.1 Objective 1:
To assess the effect of typical hospital activities on the airborne concentrations of
bioaerosols
A review of the current literature in Chapter 2 identified that certain activities could
result in the generation of large quantities ofbioaerosols in hospitals. The sampling and
observational studies detailed in Chapter 4 considered the effect of typical activities on
the bio-burden of hospital air in a respiratory ward. The main conclusions drawn from
these studies are as follows:
1) Within a hospital ward the presence of hospital staff, in terms of number and time
spent in the bay, is a reasonable marker for quantifying activity which is likely to
produce particles > 5JLm diameter and bioaerosols. However the total number of
people in a bay is not as good an indicator because visitors may be present in large
numbers for long periods of time but are mainly sedentary and have little effect on
the particulate or bio-burden of the air.
2) Overall there was a general pattern on all study days with peaks in the production of
bioaerosols and particles> 5JLm in the morning. The value of these peaks varied and
there were clear differences between busy and quiet days. However some non-daily
activities such as ward cleaning, opening windows or specific activities from certain
patients had a strong effect on these patterns.
3) It is possible to represent all the particle size ranges sampled in these studies (0.3-
0.5JLm, 0.5-1JLm, 1-3JLm, 3-5JLm and >5JLm) by considering only the behaviour in the
size ranges 1-3JLm and >5JLm.
4) On most days the majority of bioaerosols appeared to be transported on particles >
5JLm. However when a NIV was in use there appeared to be a greater number of
smaller particles that correlated to the sampling ofbioaerosols.
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5) Although the presence of staff can be used as a general marker for activity it was
found that certain activities were responsible for greater bioaerosol and particle
production than others:
a. General nursmg activity that occurs in the mornmg period and behind
curtains seems to contribute the most to the airborne micro-flora. These
include patient washing, commode use and bedmaking.
b. Activities such as cleaning and nebuliser use although producing a large
number of particles of size >5f.1,IDand O.3-0.5J!m respectively, did not appear
to generate viable bioaerosols.
c. Although the curtains were contaminated with bacteria the movement of
these did not seem to increase the airborne micro- flora.
As the studies were carried out on a single ward, generalising the results to other wards
has to be approached with caution. However, with the exception of conclusion (4)
relating to the use ofNIV, the activities that were responsible for the highest production
of particles and bioaerosols were generic nursing activities likely to be carried out on
most types of hospital wards.
8.1.2 Objective 2:
To validate the use of CFD modelling techniques to study airborne dispersal and
deposition of bioaerosols
The following conclusions are important as they are the first time CFD has been
systematically validated against controlled experimental conditions to directly mimic
the model to compare CFD models to bioaerosol transport. Although the use of a
passive scalar has been well validated with tracer gases, this study extends that approach
to considering the transport of bioaerosols and shows the method gives reasonable
comparisons. Lagrangian particle tracking has been previously assessed against airborne
concentrations of particles, but the work presented here is the first study to measure
actual deposition of bioaerosols under controlled conditions for direct comparison with
CFD simulations. This study found that when using the Lagrangian particle tracking
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approach, the effect of turbulent dispersion, simulated here with the discrete random
walk model, should be included as neglecting this leads to unrealistically low deposited
fractions. Simulated deposition of bioaerosols is of the same order of magnitude as the
experiments for the range tested (Table 5-3) however there is greater deposition near the
inlet in the simulation. This is likely to be due to the higher velocities that are simulated
because of the assumption of isotropic turbulence used in the DRW model. This will be
discussed below in the section on Further Work.
8.1.3 Objective 3:
To develop and validate a zonal source model
Numerical validation of the zonal source model showed that it provided a good
representation of the time averaged dispersal of a transient source (passive scalar
transport) along with the total deposition, and extraction of particles (Lagrangian
particle tracking) within a space. In comparison the use of a point source generally
showed very poor correlation to the transient source. In certain flow regimes the
deposition pattern from a point source may provide reasonable representation to a
transient source, but in others it will not. Since the ability of a point source to represent
this is not known unless comparative simulations are carried out, the zonal source will
provide a more robust method for all airflow regimes.
8.1.4 Objective 4:
To assess tbe sensitivity of tbe zonal model and demonstrate its application witbin
bospital environments
The observational and sampling study found that those activities that correlate with the
highest sampled counts of particles and bioaerosols occur in zones in the immediate
vicinity of the patients' bed. Therefore zones were applied over and directly adjacent to
a patient's bed in CFD models of a typical side room and hospital ward. A sensitivity
study was carried out to evaluate the sensitivity of the source definition as well as the
application of the zonal source in a simple pressure driven zonal ventilation model.
These studies enabled the following conclusions to be drawn:
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1) Variation in the height and width of a zone covering a patient's bed had very
little effect on the dispersion pattern in the side room model. The only cause for
concern was when the zone is very thin (less than 2 cell widths) in which case
high concentrations and rates of deposition may be predicted.
2) The point source, however, is highly sensitive to source location with the
concentration at one sampling point reduced by 75% by moving the source
location by only 50cm. Therefore when point source models are used great care
must be taken to ensure the source is located in the correct position.
3) A comparison between simulations with the point sources and zonal source
found that the point source can lead to greater concentrations in certain regions,
and hence yield different risk factors depending on the source used. Therefore
the source definition must be appropriate to the analysis; zonal sources may
underestimate risk for respiratory diseases and ideally both a point and zonal
source should be used to assess the risk from respiratory and activity sources
respectively.
4) Although the zonal source is easily adapted to the pressure driven multi-zone
model this does not model the flow within a bay in enough detail to accurately
define the risk to other patients and health care workers. However the overall
results for a multi-connected space are similar and the pressure driven model is
a good method for the global evaluation of complex indoor environments.
8.2 Further Work
Particle modelling and validation
A key area that would benefit from further study is around the techniques for modelling
bioaerosols as a discrete particle phase. As discussed in this thesis the release of
particles from activities is generally associated with particles in the range 5-20IJ-m.
These cannot be realistically modelled as a passive scalar as their size and mass must be
accounted for and therefore in this thesis are modelled using Lagrangian particle
tracking. Experimental validation in this thesis found it necessary to include the effects
of turbulent dispersion. However including this using the DRW model over estimation
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of deposition near the airflow inlet was found in the test chamber model. Other authors
have also found significant over estimation of particle deposition for smaller particles.
Therefore in order to correctly model the trajectory and deposition of particles injected
from a zonal source it is necessary to overcome this problem.
There is currently research into methods to improve these techniques, either through
using complex turbulence models (Tian et al., 2006) or through UDFs to reduce the
over estimated velocities normal to the boundary (Lai and Chen, 2007). Both these
methods will result in larger computational times due to the finer meshes required.
Although it has been suggested that these methods show improved results they have
only been compared numerically. There is little experimental validation of the deposited
fraction of injected particles and although the airborne concentration has been validated
to a greater extent this has not been carried out using bioaerosols. The experimental
validation carried out in this thesis is the first controlled comparison between CFD
modelling and bioaerosol dispersion and showed good correlations with the simulation.
However only one range of particle sizes was considered in this experiment and so
further validation should be carried out considering a number of distinct size ranges. For
use with the zonal source it is particularly important to consider particles in the size
region 5-20J1.m within a room air flow. Generating this size particle for experimental
validation within the test chamber may possibly be achieved through the use polymer
latex particles aerosolised from a liquid suspension (Mitchell, 1995a), although it would
have to be established if these could carry micro-organisms. Deposition could be
measured through increases in mass, growth of micro-organisms if the particles are
aerosolised from a bacterial solution, or through the decrease in airborne counts
measured with an optical particle counter.
Further to this work on deposition, the particles in this thesis are sized by their
aerodynamic diameter, and the effect the shape has, other than changing the diameter
definition, is not included. This may be simplifying the transport mechanism as in
reality if they are generated through skin shedding, they are more likely to be flake like
In appearance. This may have an effect on the particle trajectory and deposition
properties and further research could be of interest to the deposition in indoor
environments. Similarly, further studies on how air samplers such as the MicroBio and
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Andersen sampler could be used to understand the range of geometric particle sizes and
shapes sampled, as opposed to sizing based purely on the aerodynamic diameter.
Zonal Source Model
The definition of the zonal source would benefit from further development. The activity
that creates this source is likely to produce momentum and increased turbulence at the
source. A study by Brohus (2006) discussed in Chapter 3 showed how he developed a
method of representing movement within a steady state model using a series of zones. A
combination of his model with the zonal source models presented here could be
developed to include the effect of the activity on the momentum and turbulence of the
local air flow and the dispersion of bioaerosols for the specific activities highlighted in
Chapter 4. Brohus used a method of trial and error; defining the CFD method by
comparison to smoke visualisation during movement in order to get good qualitative
analysis. As with the zonal source method developed in this thesis, this aims to improve
the risk analysis by providing better patterns of dispersal. As such the use of the two
methods should compliment each other, although further work would be needed to
define suitable momentum for the hospital based activities.
Application of the zonal source model has only received a small amount of assessment
in this thesis, however the model may have significant application for a variety of
hospital situations, particularly if is can be combined with the momentum and
turbulence models of Brohus. Knowledge of the time taken for typical particles to
deposit and the distance travelled from the source is useful for many reasons. For
example in Chapter 4 it was noted that the majority of bioaerosol producing activities
occurred behind closed curtains, and that there was sometimes a large increase in
particles and bioaerosols when the curtains opened. If the curtains contain the
bioaerosols, CFD modelling could inform whether keeping the curtains closed for
specific lengths of time after an activity would prevent deposition on neighbouring
beds, and contain the viable particles near the source bed. This may then be compared
with other control techniques such as using local air extracts, or air cleaning devices
within the curtained region. Alternatively the question may be asked; if particles do
deposit on many beds in the ward after an activity is there a recommended time after it
occurs to carry out cleaning of surfaces in the ward, once the particles have deposited?
There is growing interest in influence of electrostatics in hospital environments,
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including the use of ionisers to clean air (Noakes et al., 2007) which causes greater
electrostatic deposition of particles. Therefore improvements to modelling deposition of
particles will benefit this area of research and aid understanding of the effect of ionisers
on contact spread due to contaminated surfaces.
Ward Based Assessment of Bioaerosols
The study presented in Chapter 4 showed very interesting results relating activities to
bioaerosol and particle concentrations. This was only carried out on a respiratory ward
and so it is necessary to carry out a similar study on a different type of ward in order to
assess the similarities and differences in terms of activities performed and bioaerosols
generated.
Further work needs be carried out to study those activities highlighted, such as
bedmaking and washing, in more detail. For example carrying out a similar study in a
side room where the production will only be from one patient and respective HCWs or
through controlled experiments in the test chamber. The lack of use of non-invasive
ventilators in this study meant no strong conclusions could be drawn and this would
benefit from more detailed approach, including air sampling at the face mask in order to
assess what the patient may be inhaling through the ventilator. Within these further
studies the correlations between activity and bioaerosol generation may be made more
robust through the use of Polymerase Chain Reaction (PCR) to identify the specific
strain of bacteria sampled and those colonising the patient.
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Bioaerosol production on a respiratory ward
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Abstract
Although much hospital acquired infection is associated with person-to-person contact, there is
increasing evidence that some nosocomial infections may be transmitted via the airborne route.
However, the knowledge base concerning airborne microflora in hospitals is poor. In particular,
there is a need for good quality data relating bioaerosol production to clinical activity in hospital
wards. A short aerobiological survey was therefore undertaken by the authors on a respiratory
ward at St James's University Hospital in Leeds in order to gain an understanding of the
relationship between activity and bioaerosol production. This survey involved regular
microbiological and particulate (0.3 - 5 IJm) sampling of the ward air, together with an
observational study of ward activity. Two identical four bedded ward bays were surveyed, one
containing high dependency patients who regularly used non-invasive ventilators (NIVs), and
the other containing patients who did not require mechanical ventilation. The survey found a
correlation between activity and aerosol production.
1.0 Introduction
Nosocomial infection is a serious and widespread problem; with approximately 1 in 10 patients
acquiring an infection during a hospital stay (1). While many of these infections are associated
with person-to-person contact, there is growing evidence that some can be transmitted by the
airborne route. Indeed, it has been estimated that this route of transmission accounts for 10-
20% of all endemic nosocomial infections (2). However, the contribution made by airborne
microorganisms towards the overall burden of nosocomial infection is unclear and much
scepticism surrounds the issue (3, 4). Consequently, the importance of airborne microflora in
hospitals has largely been ignored, and little has been done in this field since the 1960s (5, 6,
7), with the result the epidemiology associated with airborne infection remains ill understood.
Given the paucity of reliable data on airborne microflora in the clinical environment, a short
aerobiological survey was undertaken in 2003 on a respiratory ward at St James's University
Hospital, Leeds, in the United Kingdom (8). This study indicated that Gram-negative bacteria
were widely dispersed in the ward air, and suggested that one possible dissemination source
might be the non-invasive mechanical ventilators used on the ward. In order to investigate this
further, a second short aerobiological study was carried out on the same ward in December
2004. The aim of this study was to gain an understanding of the relationship between ward
activity and the production of aerosol particles. This paper presents the results of this study and
discusses its findings.
2.0 The Study
The study was undertaken in a large respiratory ward at St James's University Hospital. Two
identical four-bedded bays on the ward were studied, one containing high dependency (HO)
patients who regularly used non-invasive ventilators (NIVs), and the other containing non-HO
patients who did not use ventilators. The HO-bay was observed and surveyed on the is"
December and the non-HD-bay on the 17'h December. The two study bays were identical to
each other and as shown in Figure 1. Both bays were located off a long corridor, either side of a
nurses station (see Figure 2). Both were naturally ventilated and were open to the corridor,
which was mechanical ventilated. With the exception of one occasion, the windows in both bays
were closed during the study period. .
For both bays, ward activity was observed from 9.00 to 17.00, and the movements of patients,
nurses, doctors, visitors, cleaners and other workers recorded. So as not to interfere with
activity within the bays, observations were made from the corridor. Regular microbiological and
particulate samples were taken from the air throughout the study period. The air sampling polnts
were located near the window in each bay, as shown in Figure 1.
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2.1 Microbiological and Particulate Air Sampling
The number and size distribution of airborne particulate matter on the wards was recorded
using a Kanomax 3886 laser particle counter (Kanomax, Andover, NJ, USA). This was
programmed to run continuously from 9.00 to 17.00 and recorded the particle count every five
minutes for five size distributions, 0.3 - 0.5IJm, 0.5 - 11Jm, 1 - 31Jm, 3 - 5IJm and >5IJm. The
particle counter was placed on a metal trolley and positioned near the window at a height of 870
mm above the floor. Microbial air sampling was undertaken using a single stage Microbia MB2
impactor (FW Parrett Ltd, London, UK). Three 500 litre samples were collected every 30
minutes (nominally) throughout the study period. The microbial samples were collected on
tryptone soy agar plates in the Microbia sampler. The samples were incubated overnight at
3rC and the total viable count (TVC) recorded. The Microbia sampler was placed on a tripod,
1100 mm above floor level, and located next to the laser particle counter.
Because of limited resources and the large amount of microbial data collected it was not
possible to speciate the samples collected. However, cultures isolated from a few colonies were
plated onto mannitol salt agar in order to select for the presence of Staphylococcus aureus.
These were incubated overnight at 37°C.
3.0 Results
Figures 3 and 4 show logarithmic graphs of particulate counts recorded on the 16th and 17'h
December for the HO and non-HO bays, respectively. The data are presented for five particle
sizes, 0.3 - 0.5 IJm, 0.5 - 1 IJm, 1 - 3 IJm, 3 - 5 IJm, and >5 IJm. The occurrence and duration of
key activities (e.g. bed making) are also indicated. From both graphs it can be seen that a
cyclical pattern emerges, with peaks occurring at the start of both the morning and afternoon
periods. Table 1 shows the correlation of 0.3 - 0.5 IJm, 0.5 - 1 IJm, 3 - 5 IJm, and >5 urn particle
size data with the 1 - 3 urn data for both the HO and non-HO bays. From this it is evident that for
both bays there is a strong correlation between the 0.3 - 0.5 IJm, 0.5 - 1 IJm, 3 - 5 IJm data and
the 1 - 3IJm data, whereas no correlation exists between the >5 IJm data and the 1 - 3 IJm data.
Bay Particulate Size Correlation with 1 - 3 IJm Correlation
data
HObay 0.3 - 0.51Jm R2 = 0.771 Strong
0.5 - 1.0 IJm R2 = 0.958 Very Strong
3.0 - 5.0 IJm R2 = 0.884 Very Strong
>51Jm R2 = 0.009 None
Non-HO bay 0.3 - 0.51Jm R2 = 0.728 Strong
0.5 - 1.0 IJm R2 = 0.956 Very Strong
3.0 - 5.0 IJm R2 = 0.877 Very Strong
>5 IJm R2 = 0.003 None
Table 1 Correlation of data for various particulate sizes with the 1-31Jmdata for the HO and non-
HO bays
The results of the microbial air sampling are presented in figures 5 and 6. Key events which to
appear to have influenced bioaerosol production are marked on these graphs. Although, figures
5 and 6 show only the TVC, Staphylococcus aureus was cultured from the air on both the study
days.
3.1 Observations
With regard to airborne particulate matter, both figures 3 and 4 show a similar cyclical pattern,
with 'peaks' occurring for all particle sizes, except >5 IJm, at the start of both the morning and
afternoon periods. Interestingly, while there appears to be strong correlation between the data
in the 0.3 - 5 IJm range, there appears to be little correlation between this data and that for >5
IJm. The behaviour of the data for the 1 - 3 IJm particles on the 17'h December is noteworthy - in
the morning these data correlate with the >5 IJm data, but in the afternoon they correlate more
strongly with the <3 IJm data. By contrast, the particulate data for the is" December indicates a
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close correlation between the 1 - 3 IJm data and the <3 IJm data. From figures 3 and 4 is can be
seen that particulate counts were generally lower during periods of inactivity (e.g. late morning
and mid-afternoon). This effect was particularly pronounced for the <3 IJm particles. For
example, during the afternoon on both study days (when the bays are relatively quiet), the <3
IJm particle counts smoothly tailed off to a minimum value. This effect is not observed in the >5
IJm data, which is much more noisy.
3.2 16th December
Many of the peaks observed in the particulate data correspond to activities observed on the
ward. Key events which noticeably influenced particulate behaviour in the HO bay on the ie"
December are listed in Table 2.
Time
9.10 - 9.30
9.55 -10.00
10.17-10.35
11.10 - 11.45
12.35 - 12.45
12.55 - 13.10
13.20
13.25 -13.41
13.25 - 14.00
14.20 - 14.35
15.50 - 16.05
Outcome
Meal trolley; ward round (6 people); bed Peak in <51Jm particles
made for patient B
Use of NIV equipment by patient B
Use of NIV equipment by patient B
Events
Floor mopping; beds made for patients B, C
and 0
Activity around patient C's bed
Unclear (possibly associated with lunchtime
activity)
Visitor adjacent to particulate counter
Sharp rise in <5 IJm particles
Large peak in <5 IJm
particles
Twin peek in >3 IJm particles
Small pear in >5 urn particles
Sharp rise in <5 IJm particles
Use of nebulizer by patient C
Use of nebulizer by patient 0
Beds A & C made and bed C disinfected
ready for new patient; new patient admitted
to bed C
Small rise in 1 - 5
particles
Rise in <5 IJm particles
Rise in <5 IJm particles
Peak in <3 IJm particles
IJm
Activity around Patient B's bed; curtains Sharp rise in >5 IJm particles
closed
Table 2 Events associated with peaks in particulate production in the HO bay on 16thDecember.
If the particulate data shown in Figure 3 are compared with the corresponding microbiological
data in Figure 5, it is evident that there is some correlation between the microbiological data and
the >5 IJm data. With reference to Figure 5, the peaks at events A, C, 0, E, F and G all coincide
with peaks in the >5 IJm in Figure 3, as do the 'microbiological' peaks preceding event I and
following event K.
3.3 17th December
Although the particulate graphs for the 16th and 17'h December are similar in general
appearance, it is noticeable that on 17'h December the <3 IJm particle counts start off high and
then fall steadily, whereas on the 16th December they started low and rose to a peak. Ke~
events which noticeably influenced particulate behaviour in the non-HO bay on the 17
December are listed in Table 3.
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Time Events Outcome
9.20 - 9.55 Window open Sharp dip in >0.5 ~m
particles
9.40-10.10 Use of nebulizers by patient B Sharp rise in particles of all
sizes (effect masked by
closing window)
11.00 Patient C washes Large peak in >3 ~m
particles
11.30 Bed making Large peak in >3 ~m
particles
12.45 -13.15 Use of nebulizer by patient D Sharp rise in <5 urn particles
12.45 - 13.40 Use of nebulizer by patient C Sharp rise in <5 urn particles
14.00 - 14.25 Use of nebulizer by patient D Sharp rise in <5 urn particles
15.30 Visitor adjacent to particulate counter Sharp peak in >3 ~m
particles
Table 3 Events associated with peaks in particulate production in the non-HD bay on 1r:
December.
If the particulate data shown in Figure 4 are compared with the corresponding microbiological
data in Figure 6, it can be seen there is only a modest correlation between the data. With
reference to Figure 6, the peaks at events Band C coincide with peaks in the >5 IJm in Figure 4,
while the large 'microbiological' peak at 13.35 hours occurred during a period of nebulization
when the <5 IJm particle count was very high.
4.0 Discussion
The study described in this paper is, to the authors' best knowledge, the first of its kind. Never
before has an aerobiological survey in a hospital been correlated with ward activity. Although
only a short study, it generated a large amount of useful data and shed light on the sources of
aerosol production within the clinical environment. In particular, the study demonstrated that
aerosol particles can easily be generated by a variety of everyday activities.
The particulate data for both the study days are consistent with the expected behaviour of
aerosol particles suspended in a ventilated space. For example, on the 1ih December after
14.25 (when patient 0 stopped using a nebulizer), the <5 IJm data exhibit a classic exponential
decay curve, which flattens out at about 15.30. A very similar picture is observed for the data
collected on the is" December. With respect to <5 urn data for the 17'h December, the
horizontal line exhibited after 15.30 indicates that steady state has been reached, and that the
rate of aerosol production is equal to the rate of aerosol removal. Aerosol particles are generally
removed by room ventilation. If the ventilation rate is increased, then the slope of the aerosol
decay curve will become steeper. This is am~ly illustrated by the open window in the non-HO
bay, which occurred on the morning of the 17' December. When the window was opened there
was a sharp decrease in the particulate count for all particle sizes. The fact that the particulate
count fell when the window was open indicates that the particles were generated within the
room space and were not entering the ward from outside.
The fact that >5 urn particulate data is completely independent of the <3 urn data, indicates that
the larger aerosol particles are emanating from different sources to the smaller particles. It is
noticeable in both figures 3 and 4, that the >3 um data (particularly the >5 urn data) is more
'noisy' than the <3 urn data. While individual fluctuations in the <3 urn data are generally much
greater than those in the >3 IJm data, the fluctuations in the >3 IJm data are much more
frequent. This suggests that aerosol generating events are much more numerous amongst the
>3 urn particles compared with the smaller particles. Presumably, many of the >3 urn particles
are skin squamae released into the air during activities such as bed making. Skin squamae are
generally in the size range 4 - 25 IJm and often carry staphylococci. Given that Staphylococcus
aureus isolates where cultured from the air in both the study bays, this suggests that during the
study skin squamae were disseminated through the air. The fact that the <3 urn data is much
smoother than that for the larger particles, indicates that these smaller particles were generated
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by fewer events. For example, in the afternoons of both the study days, the bulk of the
additional <3 urn particles generated appear to have come from nebulizers used by the patients.
When nebulizer use ceased the <3 IJm particle count smoothly decayed over a period of several
hours.
It is evident from tables 2 and 3 that heightened activity in the study bays is reflected in the >3
IJm particle count. Bed making and curtain movement in particular appear to be associated with
increased >3 IJm particle production. This corroborates the findings of Greene et al. (5) who
observed that the process of bed making caused a significant increase in the microbial
bioburden. It also supports the findings of Oas et al. (9) who suggested that contaminated bed
curtains, when moved, could promote the airborne dissemination of microorganisms.
While the study has demonstrated that patient nebulizers can disseminate large quantities of
small aerosol particles into the environment, the results of the study are much less conclusive
with regard to NIVs. Although the use of NIVs clearly contributed to aerosol production in the
HO bay before 11.00 on the ts" December, their use from 11.15 - 13.15 and from 14.15 -
16.45 (not shown in Figure 3) on the same day appears to have had little impact on overall
particulate counts.
5.0 Conclusions
The study has demonstrated that aerosol particles (including bioaerosol particles) are frequently
liberated within the clinical environment. It has also demonstrated that it is possible to link
aerosol production with specific tasks, using the methodology described. The use of nebulizers
appears to be associated with the production of <3 IJm particles, whereas the movement of
people and bed making is more likely to be associated with the production of >3 IJm particles.
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Figure 3 Airborne particulate count in the HO bay on the is" December 2004
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SUMMARY
Certain routine hospital activities have been identified as a potential source for the
airborne dispersal of micro-organisms. With increasing use ofCFD to model hospital
situations a method of modelling this type of spread within a simple steady state model
is required. Since this type of dispersal will vary with space and time a single point
source would not provide adequate information to represent these sources. Instead a
zonal bioaerosol source is introduced to represent the time average of the varying
release from the activity. In this paper, data from experiments conducted in a bioaerosol
test chamber are compared to CFD results. Numerical validation is also carried out
comparing the zonal source to an equivalent transient source. The results indicate that
the zonal source provides excellent comparison to the time averaged behaviour of a
moving source, but greatly underestimates the maximum value at anyone location.
INTRODUCTION
The dissemination of micro-organisms within indoor environments increases the
potential for the rapid spread of disease. Many hospital patients are in some sense
immuno-compromised and it is common that they are alongside patients who are
suffering from infectious diseases. This close confinement provides a situation well
suited to the dissemination and acquisition ofinfection[l].
There are several routes for the transfer of infection within the hospital environment, the
most significant being that via hand contact between health-care workers and patients.
However, infection through an airborne mechanism (if only partially) is also important.
There are several mechanisms for micro-organisms to become airborne: being expelled
by coughing and sneezing; through vomiting, diarrhoea, and through the natural
shedding of skin particles. Certain routine activities in hospital wards can also cause a
number of large particles, e.g. skin particles, to be dispersed into the environment.
These particles may carry with them viable bacteria potentially capable of spreading
disease. For instance it is well recognised that activities such as walking,
undressing/dressing and bedmaking all disperse large numbers of bacteria into the air
[2-6]. Within a busy hospital ward a significant level of activity occurs that could result
in the dispersion of bacteria. Indeed our own studies have found that particles are
frequently dispersed into the air within a respiratory ward and that activity may be
responsible for the release ofa large number of particles greater than 31lm [7]. In
addition 70% of isolates sampled from the air in the respiratory ward were organisms
that may form part of the normal skin flora[8].
Computational Fluid Dynamics is an increasingly popular tool for detailed modelling of
the movement of air and this basic technique can be extended to analyse the spread of
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contaminants transported by an air flow. However most attempts at simulating a
hospital ward do not account for many of the transient influences, preferring to consider
a 'freeze frame', representative situation. A number of published works using CFD to
model bio-aerosol spread in hospitals have considered respiratory infections such as
SARS [9-11]and Tuberculosis [12). In all of these cases a directed point source is used
to represent the dispersal of particles from a cough, which is appropriate where the
patient is primarily bed bound. Some interesting recent work by Brohus et al [13]
highlighted the need for considering the effect of movement on airflow patterns in an
operating room situation. They found that movement could cause the transport of
bioaerosols from the non-clean area of the operating room to the clean area and used a
simple model that included distributed momentum sources and a turbulent kinetic
energy source to simulate the influence of movement on the air flow. However, despite
the obvious potential for pathogens to be released through general ward activity, the use
of CFD to directly model the spread of particles in this manner has not been considered.
As CFD is increasingly being used to model hospital situations, a method of easily
modelling this airborne dispersal of infectious material may lead to a greater
understanding of the spread of disease within the ward environment.
This study considers how to represent the dispersion of micro-organisms that are shed
from the human skin during activity. Activity related dispersal may occur over a large
area varying in position and rate with time as people move about the hospital, carrying
out different tasks. A detailed transient model of this situation would not only use an
unfeasible amount of CPU, but would provide misleadingly detailed information about
a situation that would change continuously. This study aims to develop a representative
method for modelling the dispersion from a bacteria source that varies in time and
space, within a steady state model. The study introduces the concept of using a 'zonal'
source that time averages the dispersion over the area in which the activity occurs. In
order to assess the validity of this zonal representation, experiments are carried out in a
bioaerosol test chamber under controlled environmental conditions, introducing bacteria
across a zone. The dispersion pattern from this is compared to a CFD model using a
zonal source. Numerical validation is then carried out using this model to assess the
suitability of using a zonal source instead of a point source to represent the dispersion of
bacteria from a transient source. Steady state models are developed to model the
dispersion from the point and zonal source and the dispersion patterns from these are
compared to a transient model of a bioaerosol point source that moves through the
space.
METHODS
Experimental Methods
All experiments were carried out in a climatically controlled aerobiological test
chamber at The University of Leeds. This is a hermetically sealed 32.25m3 (3.35 x 4.26
x 2.26m) room with a controlled, hepa filtered ventilation system. Air is supplied to the
room through an inlet at low level and extracted near the ceiling as shown in figure I
(Inlet AlOutiet A).
Bioaerosol Source
A pure culture of Serratia marcescens suspended in distilled water was aerosolised
using a six jet Collinson nebuliser (CN 25,BGI Inc, USA) and injected over a zone into
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the space through sets of 4 holes spaced 15cm apart around the edge of a 34mm
diameter plastic pipe. Each set of holes is rotated by 45°.This is centred at a height of
I. 15m and bioaero oIs are emitted starting 0.42m from the wall over a space of l.2m.
As shown in figure 2. erratia
marce cells \ as used to create the
bio-aero 01 . This particular
ba teriwn was chosen as it is easy to
grow on nutrient agar poses minimal
n k. and the col nies are pink,
enabling an contamination from
other ources to stand out.
During the e periments the
ventilation rate v as set at a constant
rate and the nebuliser operated
continuously to maintain a steady-
state bioaerosol concentration in the
chamber. B fore any samples were
taken the air flow and the nebuliser
were allowed to run for 45 minutes to
achie e this steady-state. Air samples
were then taken from the test chamber
through 5mrn tubes pulling air out at
12 points spaced equally in the room
as shown in figure 2. The sampling
locati ns w re at the same height as
the bioaerosol inlet, 1.15m above
floor Ie el. An Anderson sampler was
used to take the air samples,
impacting the bacteria onto nutrient
agar. Only levels 5 and 6 of the
Anderson sampler were used, relating
to bioaerosol sizes of smaller than
2Jlm. ampJes were taken from each
of the 12 points in the room, every 10 minutes, with 44 litres of air sampled in each
case. This was then repeated 8 times with the order of sampling varied. After incubating
o ernight at 37°C the microbial colonies on the plates were counted and positive hole
correction applied [14] to quantify the concentration in terms of colony forming units
per cubic metre (cfu/rrr').
De cription of CFD Model
i
1
Figure 1: Schematic of the Room geometry
" ".. ·X ." ..····1
:: ....~:..:....•I
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Figure 2: Plan of room showing bioaerosol
source for experimental validation and
sampling points.
Airflow imulation
The CFD analysis ofthe test chamber was carried out using Fluent 6.1.22. Two 3D
models were created of a 32.25m2 (3.35 x 4.26 x 2.26 high) room with geometry as
shown in figure 1 to simulate two different ventilation regimes. A tetrahedral grid was
used containing approx 540,000 cells with refinement around the inlet, outlet and
bacterial source. A grid refinement study was carried out prior to choosing this mesh. A
standard k-€ turbulence model was used with enhanced wall treatment and a no slip
condition was applied at the walls. The model was treated as isothermal as there were
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no heat sources within the test chamber during the experiments and the incoming air
temperature was controlled.
Velocity inlets were defined to simulate an air change rate of 6 ACIh for the two
different ventilation regimes. Ventilation regime A used a low to high ventilation
system as shown by Inlet NOutlet A in figure 1. The angled louvers on the inlet were
represented by describing the inlet velocity as a series of velocity profiles resulting in an
average velocity ofO.04m.s-l, l Omrn in front of the inlet. The extract was modelled as a
zero pressure boundary (with 0 Pa imposed).
In order to consider the effect of the zonal source with a different air flow pattern in the
numerical validation, a second method, regime B, using ceiling mounted diffusers was
defined. This is shown in figure 1 by Inlet B/Outlet B. Air enters the space with a speed
of 0.59m.s-I, at a downwards angle of 45°, from vertical slits 60mm deep. The extract
was treated again as a zero pressure boundary.
Bioaerosol Distribution
For this study the bioaerosols were assumed to remain airborne for long periods of time
which is suitable for small micro-organisms 2ILm in diameter or less. With this
assumption it is reasonable to use a passive scalar to model the bacterial sources. The
movement of the bacteria within the space was therefore solved using the scalar
transport equation:
or; + div{¢U) - div{r grad ~) = 0, (l)at
Where r; is the concentration of micro-organisms per unit volume (quantity.m"); u is
the velocity vector (u, v,w) of the air (m.s"); and r is the diffusivity (m2.s-I).
Natural decay of viable micro-organisms in the space is not considered in this case. The
diffusivity of the bio-aerosols is set to l x to-7m2.s-l.
CFD Source definition for Experimental Validation
A zonal source was set up to represent the injection of bacteria over an entire zone 0.1 x
0.1 x 1.2 m long, located as shown in figure 2. A small volumetric momentum source
was applied to represent the expulsion into the air that these particles will receive, for
which 0.1 N.m-3 was added in all directions around the edge of the source. Sensitivity
tests were carried out on adding this volumetric momentum source, and since it is over a
thin area it does not affect the global room air flow.
CFD Source definition for Numerical Validation
In order to validate the zonal source model, dispersion from this and a point source were
compared to an equivalent transient source moving through the space. These three
different types ofbioaerosol source are described below.
Transient Source: The scalar source is applied over a small cube 0.1m3 this moves
through the space at 1.2x to-3 m.s-l. For case 1 (figure la) this moves in the z direction
through 3m across the centre of the room, with the initial position at z = 0.42m. For case
2 the source moves in the x direction starting at x = 0.33m, for 3.93m. A slow speed
was chosen in order to ensure there was large amount of dispersion during the time the
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source is moving. A momentum source was added as detailed above. This model is used
to find the time averaged scalar values across the space, the volume average scalar
values and the maximum value in the space over the whole time.
Zonal Source: The zonal source was set up to inject the same overall scalar quantity into
the space as the transient source injects per time step. This injection takes place over the
entire zone that the transient source travels through. For case 1 the zonal source is 0.1 x
0.1 x 3.Om long and runs across the centre of the room in the z direction. For case 2 the
zonal source is 0.1 x 0.1 x 3.6m running in the x direction centrally in the room. A
momentum source is added at the edge of the whole zone as before.
Point Source: The point source is positioned in the centre of the room; and therefore the
centre of the zonal source. The same quantity of scalar is again dispersed into the space
over a volume ofO.lm3 with a small volumetric momentum source ofO.lN.m-3 defined
at the edges.
Solution Process
Second order discretisation of the governing equations was used over the whole domain
and solutions found using a segregated, implicit solver. The solution was considered to
be converged when the residuals were less than 5 x 10 -4 and the net imbalance of mass
flow within the space was less than 0.1%.
The air flow was considered as steady state for all cases however the scalar transport
equation was solved transiently to simulate the moving source. A first order implicit
solution was carried out using a time step of lOs. This was chosen by running a series of
models with times steps of 1s, lOs, lOOs. The results with a time step of lOs were
deemed to be of a suitable
accuracy when compared to a 1s time step, hence this was chosen for the final model.
In order to compare the experimental
and CFD results for a zonal source,
the computed bioaerosol
concentration was plotted along three
lines running in the x direction at the
height of the experimental sampling
plane. These lines are shown in
figure 2. The experimental sample
point values were averaged and
normalised around the total average
for the plane during one experimental
run. These values were plotted on the
same figures (figure 3), together with error bars to show the variance in the experiments.
Figure 3 shows the general trend in the experiment is reflected in the CFD model. There
are some differences in the results, particularly close to the source; this is likely to be
due sampling a volume in the experiment but taking point values from the CFD results.
All the points fall within the experimental error bars, indicating the maximum and
minimum values sampled, or very close to them. Figures 4a and b show concentration
contours on the horizontal sampling plane. The pull towards the inlet side of the source
is visible in both the experimental and CFD results. Figure 4c shows clearly where there
are higher build ups ofbio-aerosols in 3 dimensions.
RESULTS
Experimental Validation of Zonal
Source
The experimental results showed a
large amount of variation for each
point. This variation is to be expected
as turbulence factors in the room will
affect the movement of the
contaminant. The process of spraying
micro-organisms into the room and
sampling by impaction onto an agar
plate is highly stressful and will lead
to some organisms dying, which will
also increase the variance of the
results.
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b) c)
igur ontours ofbioaerosol values on plane y = I.I5m a) experimental results, b)
FD re ults. c Plume showing 3D dispersal pattern from the zonal source in CFD.
urn ri al Validation of Zonal ource
To numerically compare the dispersion patterns from the three sources; transient, zonal
and pint plot of alar concentration values were produced on x-z planes, y = I.15m,
the h ight
ofth urce and y = 1.60m, representing the breathing height of a standing person.
Th alar valu s at each cell were output in each case. In order to assess the ability of
th z nal ouree in representing the time averaged behaviour of a transient source,
scatter pI ts ofth two results were created to show the correlation between them. This
was al 0 carried out to compare the transient source to the point source
or th 1\ 0 different entilation regimes, orientation of sources and planes of results the
graphs show clearly that the time averaged dispersion from the transient source is more
clo ely r presented by a zonal source than a central point source (figures 5-8). Statistical
analysis shov ed that the correlation of the zonal source is consistently close to the time
a eraged v ith alues of r2over 0.84 (table 1). When using the point source the
rrelati n t the time averaged model improves as the sample plane is moved further
from the ource. For instance figure 6bii shows very good correlation using a point
soure . But this is not always the case, figure 8bi shows very poor correlation with the
point ur e e en on the plane at y = 1.60m. Depending on the position of the source
and th entilation regime the correlation for a point source varies greatly.
Hov e er, the zonal source greatly underestimates the maximum scalar value in the
room. For entilation regime A, case 1, the maximum value for the point source is much
closer to the transient source than the zonal source (figure 9a). However comparing the
maximum alues in the room with the other regimes show even the results from the
point ouree model give ery low maximum values in the room relative to the transient
our e. In these cases the zonal model gives a maximum scalar value that is only 4-9%
of the alue for the transient source. This may be because, depending the source
p iti n, the scalar will get caught in areas of recirculation which leads to a large build
up 0 r time. The zonal source tends to over estimate the time average of the volume
a erage in the space (figure 10) but is representative of the maximum volume average
that 0 curs thr ughout the whole time period.
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DISCUSSION
It has been identified that a simple method is necessary to use CFD to model the
dispersal ofbio-aerosols from general activities within a hospital ward. The results
presented here show that a steady state model using a zonal source will adequately
represent a source ofbio-aerosols that varies in position with time. The zonal model is
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easy to set up and is simpler and less computational expensive to run than a time
dependant simulation of a moving source. The dispersal pattern from the zonal source
represents well the average behaviour of a moving source; whereas the ability of a point
source to do the same is generally poor and varies greatly on the position of the source
and the ventilation regime. In order to predict the average dispersal pattern of
bioaerosols in hospital wards from activities the use of a zonal source will therefore be
more suited. The zonal source may be applicable for modelling situations such as
bedmaking, or general nursing activities around a bed, where the bacteria will be
di persed 0 er the entire zone of the bed.
lthough this method gi es a reasonable representation of the position of the maximum
alue of contamination in the space it will greatly underestimate the magnitude of this
maximum. In order to find this maximum value it is necessary that the dispersion
pattern is known a point source will only give a reasonably acceptable value ifit is
p itioned in the correct place. It may be possible to scale up the value acquired from
th zonal source but further work is needed in order to assess the value for this scaling.
ince the concept of the zonal source is to represent the activity from people further
work \! ill be carried out including a source of heat with the scalar. The skin particles the
zonal source is intending to represent may be larger than 511m, and so future work will
e carried out using a lagrangian approach, including the effect of the size and mass of
the particles.
Table 1: r2 alues showing the correlation between the time average moving source and
Ia point or zona source.
Fig No. Zonal Source Point Source
Regime A Y=1.15 4ail4bi 0.9842 0.1877
Case 1 Y=1.60 5ail5bi 0.9554 0.5412
Regime A Y=1.15 4aiil4bii 0.9819 0.5052
Case2 Y=1.60 5aii/5bii 0.9787 0.9035
Regime B Y=1.15 6ail6bi 0.9771 0.0004
Case 1 Y=1.60 7ail7bi 0.9794 0.0018
RegimeB Y=1.15 6aii/6bii 0.8493 0.766
Case 2 Y=1.60 7aii17bii 0.9955 0.8374
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SUMMARY
It has been identified that potentially pathogenic bacteria, such as MRSA can be
released from the skin during routine activities within hospital wards, such as bed-
making. washing patients. dressing and walking. CFD is often used to study airflow
patterns and ventilation regimes within hospitals, however such models tend not to
consider these types of dispersal mechanisms and concentrate on respiratory
transmission. using a point source at the mouth position. A zonal source is demonstrated
to represent this release from activity within CFD simulations using both passive scalar
and Lagrangian particle tracking. Sensitivity studies are carried out for point and zonal
sources. The point source was found to not adequately represent the release of bacteria
from a zone and therefore the zonal source is recommended to be used in conjunction
with this type of source in order to simulate both respiratory and activity sources of
bacteria.
KEYWORDS
Bio-aerosol, CFD, Hospitals, Source definition, Health-care Associated Infection.
INTRODUCTION
Health-care Associated Infection (HAl) is a world wide concern with 2 -3 million
people in Europe infected annually (Pittet et ai, 2005). Although the most significant
route for the transfer of infection is via contact spread there is evidence that the airborne
route may also have importance (Brachman, 1970). Infection resulting from airborne
transfer of bacteria is not only caused by inhalation of infectious particles, but may also
be due to contamination of surfaces by these particles. This contamination may then
lead to further infection through transport on health care workers (HCWs) or patient's
hands.
Computational Fluid Dynamics (CFD) is a useful tool to understand the dynamics of
infectious particles through the air. It has been used successfully to study the effect of
different ventilation regimes, and layouts of wards and isolation rooms (Zhao et ai,
2004; Noakes et al. 2006; Chang et al. 2007). This can extend to modelling other
engineering infection control interventions such as the effect of UV-C irradiation
(Noakes et al. 2004).
Modelling the transport of infectious particles in indoor environments tends to focus on
respiratory diseases such as SARS and TB and for this reason the source ofbio-aerosols
is usually taken as being at the head of the patients bed. However this is not the only
release mechanism of bacteria that is important for hospital acquired infection. Bacteria
such as Staphylococcus aureus, including MRSA are known to colonise the skin and
can become released into the air on skin flakes due to friction during activity. Noble
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(1962) found that a patient colonised with Staphylococci could rapidly contaminate
their environment. and more recently Shiormori et al (2002) concluded that the process
of bed-making resulted in airborne counts up to 26 times that in the resting period.
Within a respiratory ward it has been shown that airborne bacteria sampled over the
course of a day fluctuated with activity (Roberts et ai, 2006). This type of release from
activities such as bed-making will not occur at a single point, as can be assumed when a
cough is the release mechanism.
There is currently growing interest in simulating movement directly within CFD models
(Shih et al. 2007; Mazumdar and Chen, 2007). Despite the complexity of these models
they still only provide limited results for one particular occasion, whereas in reality the
activities will be enacted differently on every occasion, resulting in different dispersal
mechanisms. By modelling the motion directly there is the risk of giving the user, or
clients, an incorrect sense of certainty about the results. However it is possible to
identify the spatial zones over which an activity occurs, and for this reason the concept
of the zonal source was introduced. The zonal source aims to represent a time-averaged
release from activity within a steady state model. This applies a time averaged
concentration for the release which in reality varies in time and space over the entire
zone the activity occurs in. A previous validation study (Hathway et ai, 2007) showed
the time-averaged concentration distribution from a moving source was well represented
by a zonal source. However the results from the moving source could differ greatly
from the point source depending on the ventilation regime.
This paper aims to demonstrate the application of a zonal source bio-aerosol release
model within a hospital side room and compare the risks to patients and staff from a
zonal release with a point source. The zonal source will be tested for sensitivity to size
and risks from this source compared to that with a point source. A sensitivity study on
the location specification of the point source was also carried out to enable a
comparison with the possible errors from the zonal source application.
METHODS
Numerical simulations of the air flow pattern and bio-aerosol transport are carried out
using the commercial package Fluent 6.2. The simulated side room is mechanically
ventilated in accordance with the NHS estates recommendations (2005) with a pressure
difference at the extract of -1OPa and a ventilation rate through the room corresponding
to 10 ac/h, The air enters the room from a four-way ceiling diffuser as shown in figure
1. at an angle of 10 degrees to the ceiling. The injected air has a temperature of 20°C.
This is then extracted through a ceiling mounted grille as shown in the figure. Within
the room is a patient, bed, table and sink. The patient is given a heat flux of 60W.m-2
and the lights 50W.mo2• Turbulence is modelled using the standard k-s model with
enhanced wall functions. All the walls are adiabatic and set to the no slip condition.
The computational grid is comprised of approximately 600,000 cells using a tet/hybrid
automatic meshing scheme. A boundary layer was applied to all walls, resulting in a
maximum node distance of O.Olm from the wall. The grid was refined at the inlet and
outlet. The airflow was assumed converged when the residuals had dropped by three
orders of magnitude and the mass flux within the space was less than 0.1%. The
solution for the bio-aerosol sources were run using the converged airflow solutions in
order to save time, with the same criteria applied.
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Bio-aerosol Source
The bio-aerosols were initially assumed to be small enough to stay airborne for long
periods of time and were therefore modelled using a passive scalar. This was extended
to a study using Lagrangian particle tracking to more realistically simulate larger
particles that are released from skin.
In the passi e scalar study the transport of bio-aerosols (¢ ) was solved using equation
l.
o¢ + div(¢U)- div(rgrad¢) = 0 (1)et
Here u is the elocity vector (u, v,w) of the air (m.s'); and r is the diffusivity (m2.s-1).
In order to study the sensitivity of a point source location nine injections are defined
across the bed as shown in Figure 1. Each of these is represented by a cube of volume
1 crrr' with a source concentration of 500 cfu. The sensitivity of the zonal source to size
and location is studied by considering six sources with a plan geometry that ranges
between the area of the whole bed to an area just covering the patient. The location and
geometry of these sources are given in table 1. For all the bio-aerosol sources a
momentum source of IN.m3 is applied in the positive y direction to simulate an upward
release.
Figure 1: a) Schematic of the side room. b) Position of sampling points (x) and point
source locations (L\)
Lagrangian particle tracking was used to model particulate release across the same six
zonal sources, and point injections were carried out at the centre of the scalar point
sources. The elocity of the particles (up) was solved using equation 2.
iJup =F (U-ll )+gx(pp-p) (2)at D p Pp
Here FD(ll-llp) is the drag force per unit of particle, o density and g the gravitational
acceleration. The subscript p refers to particles, whereas the unsubscripted terms refer to
the bulk air. Turbulent dispersion was modelled using the stochastic discrete random
271
walk DRW approach. Three diameters of particles were considered; 5, 14 and 20
microns each with a density of 1000 kg.m", Ten thousand particles of each diameter
were injected and tracked for 50,000 steps. A particle was considered trapped when it
hit a surfa e and e caped when it hit the extract.
Table l: m try of the Zonal Sources showing x,y,z coordinates at max and min positions
y
max min
4.23 1.3
4.26 1.0
z
max min max
1.4 1.425 1.925
1.7
2.0
1.4 1.175 2.275
1.7
2.0
igure _ hov s th velocity vectors for the airflow across the central x and z planes in
the room. The air speed across the patient is less than 0.25m.s-1 as required by
H t pro ide adequate comfort, and avoid drafts. Figure 2b shows clearly two
f re irculation down each side of the room.
ontours f io-aerosol concentration from the passive scalar simulations are shown for
thr repr entati e point sources and the six zonal sources in Figure 3. These are all
pi tted on a plane at y= 1.35m, just above the top surface of the patient. In order to
compar th results the volume of the room with a concentration greater than 5 cfu.m"
i found for each case and shown in Figure 4. To compare the risk posed by each
urce to health care workers standing in specific locations the average concentration at
thre p int around the bed (S I) S2, S3 in figure 1) are given in figure 5. The error bars
indicate the range of alues depending on the source position or size.
In the particle tracking results a distinction is made between the lower zonal sources that
surround the patient (1) and the upper sources that are immediately above the patient (u)
see Table 1 . Figure 6 shows the number of particles extracted as a percentage of those
inj et d for each source. The average value is given for each type of source and the
rror bars indicate the range of results for the different individual source locations or
size . Th same process is carried out for the results in figure 7 showing the deposition
on different surfaces within the room.
0.2 10-4m.s-1
b)
1.5 m.s-1
Figure 2: ectors of elocity on the planes z=1.65 (a) and x=2.13 (b).
Figure 3: ontours ofbio-aerosol concentration on the plane y=1.35m for point sources
P as shown in figure 1, and zonal sources (z) described in table 1. The colours are
equi alent for each plot.
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Sample position for Point and Zone source
Figure 5: erage concentration at three HeW locations (shown in figure 1) based on
mean of all 9 point source results and all 6 zonal source simulations. The error bars
indicate the range of values for each type of source.
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DISCTSSIO~
Figure 2 shows quite clearly that the dispersal pattern changes as the point source
location moves away from the wall, with the resulting contour plot very dependant on
the original source location. These patterns are quite different to those that occur due to
release from a zonal source. In the latter case there is very little difference between the
dispersal patterns when the source dimensions change, with greatest difference in
concentration. when the source is thin resulting in a much higher concentration at the
source.
Comparing these concentration patterns quantitatively, figure 4 shows the percentage of
the room with concentrations above 5 cfu.rrr'. For the point source simulations this
volume varies greatly depending on location with the largest differences between points
B and E despite them being only 64 cm apart. The zonal source simulations result in
percentage values between the extremes of the point source simulations, with only a
small variation with size of the source. The results shown in Figure 5 aim to quantify
the potential risk to a HeW located at three positions around the bed. The results show
immediately how the risk at a particular location depends very much on the nature and
location of the source. In particular the variation at position B for point sources is very
large. as depending on the position of the point source the bio-aerosols are immediately
extracted. or recirculate around the room. These results show how important it is to
locate a point bio-aerosol source correctly as incorrect positioning can give very false
results when calculating the risk to Hews.
These findings are also reflected in the Lagrangian particle tracking results (figures 5
and 6). Although particle tracking is more susceptible to the size of a zone, particularly
for the upper zone (u) results which have a smaller plan area. The depth of the zone for
these models greatly influences the level of deposition on the patient and the bed. Lai
and Chen (2006) showed how the incorrect assumption of isotropic turbulence in the k-
e model can result in over deposition and when a large number of particles are injected
close to a surface, as with the thin sources, this effect may have a greater effect. They
also showed that Lagrangian particle tracking is more sensitive to the grid size than the
simulation of the bulk air flow. For this reason over deposition with thin sources may be
reduced by a finer grid. However since the zone thickness does not otherwise have a
great effect on the dispersal pattern it may be more appropriate to consider a thicker
lone so less particles arc injected in the area close to the surface.
As discussed in the introduction, the release of bacteria from activity can significantly
affect the concentration of bio-aerosols and these may be pathogenic. It is therefore
important to consider the type and location of activity when simulating hospital wards.
To model the release of bacteria from an activity such as bed-making, dispersion will
occur in varying amounts over the length of the bed. From the results shown here it is
clear that a point source at the head of the bed could give misleading results, but equally
a point source located at another position on the bed would also be incorrect. When
using CFD to research the effect of airflows on the risk of transmission of infection,
incorrectly assuming a point source release could lead to erroneous results. Therefore
when using CFD simulations to study bio-aerosol transport it is important to understand
the types of sources that may exist in the space and the purpose of any interventions. It
may then be necessary to consider both respiratory and activity based bio-aerosol
sources. and to achieve this by using a combination of point and zonal sources to build a
realistic simulation of the risks in a space.
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CONCLUSIONS
When using CFD simulations for research or design of hospital isolation or side rooms
it is important to consider the type of infection that a bio-aerosol transport model is
intending to represent. Pathogens that contaminate the skin, and can therefore be
released from the skin due to friction during activity will have different dispersion
characteristics to respiratory aerosols. It is therefore important to consider the pathogen
source when researching the design of ventilation and engineering infection control
interventions in side rooms, isolation rooms and hospital wards. The dispersion patterns
from point and zonal sources are different and it may be necessary to use both to
represent the release from respiratory and activity based sources of infection. The
results of this study also highlight the importance of specifying a realistic location for
the source of a pathogen and understanding the limitations in the model created by
making this choice.
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1 Introduction
The ability of a human to shed bacteria,
including the pathogen Staphylococcus aureus
on skin particles during activities has been well
documented by many authors (e.g. Davies and
Noble, 1962). The majority of these studies
consider only specific activities, often in
controlled conditions and for short time
periods. To understand how these releases may
impact on infection control it is necessary to
understand how the bio-aerosol concentration
fluctuates with activities on a typical day in a
hospital ward. For this reason the authors
carried out a scoping study in 2004 on a
respiratory ward and found large variation with
bio-aerosol concentrations over the day
(Roberts et al. 2006). The current work builds
on this previous study and aims to establish
whether the activity of staff on a ward can be
statistically correlated to bio-aerosol
concentrations. Fluctuations on multiple days
are compared in order to identify typical
patterns of release.
2 Methods
The study was carried out over seven days on a
4 bed bay of a respiratory ward between 8am
and 4pm. The air was sampled to determine a
total viable count of bacteria using a Micro-bio
MB2 sampler. Particles in five size ranges;
0.3-0.5Jlm, 0.5-1Jlm, 1-3Jlm, 3-5Jlm and »Siuu,
were sampled using a Kanomax laser particle
counter. The particles were summed over 15
minute periods. Within this same period the
number of hospital staff within the bay were
summed and multiplied by the number of
minutes present. Bio-aerosols were sampled
for 5 minutes at the end of each 15 minute
period.
3 Results
The results presented here consider the three
days on which ward cleaning was not carried
out. Figure 1 shows the number of hospital
staff in the bay with the total viable count of
sampled airborne bacteria over 2.5 sampling
days. The statistical analysis used Spearmans
Rho correlation test since the data was not
normally distributed. There is a statistical
similarity between the activity and bio-aerosols
(r=0.522; p<O.OI; n=38) shown clearly in
Figure 1 with peaks of both in the morning,
tailing off into the afternoon. The fluctuation
of bio-aerosols was found to be similar to that
of particles sized >5Jlm (r=0.77; p<O.Ol;
n=35). The two full days show a statistically
similar pattern of bio-aerosol fluctuation
(r=0.52; p<0.05; n=16).
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Figure I: Fluctuation of number of staff in the
bay and the quantity of sampled bio-aerosols.
4 Conclusions
There are high peaks of bio-aerosols and
particles> 5Jlm during the morning when there
is more activity, quantified here by the number
of staff in the bay. This is demonstrated on all
the days observed.
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