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中，引入 DRNN 网络来解决 TSP 问题。 后，分别从理论研究和实证分析两方





























Optimization problems have wide range. Many fields have various optimization 
problems, so solving them has important and practical meaning. Optimization 
problem is that we should seek variables, which can maximize or minimize the 
objective function under given constraint conditions. Several simple optimization 
problems can be solved by traditional operational research methods, but many 
complicated optimization problems are hard to find the optimal solution, especially 
the NP-Hard Problem which belongs to combinatorial optimization problems. 
As intelligent methods, neural networks have good self-adaptability, robustness 
and the searching ability of solving the non-linear complicated problems. So they 
have the advantage in settling difficult optimization problems. The innovation point in 
this dissertation lies in studying neural network methods for optimization problems 
from new direction, dividing optimization problems into two categories which are 
combinatorial optimization problems and continuous variables’ optimization problems 
and discussing the neural network methods for these two categories of optimization 
problems respectively. 
Firstly, this dissertation discusses the neural network methods for combinatorial 
optimization problems. Take the TSP for example, we mainly study Hopfield Neural 
Network and Random Neural Network. In the process of studying Random Neural 
Network, we introduce DRNN to solve the TSP. Then, we study the contrast between 
Hopfield Neural Network and DRNN on solving the TSP from theoretical study and 
empirical analysis. 
Secondly, this dissertation studies the neural network for continuous variables’ 
optimization problems exhaustively. We aim at the portfolio optimization problem, 
because it has practical meaning. In order to solve this problem, we must forecast 
security returns first. We use RBF Neural Network to estimate the price, because RBF 
Neural Network has good ability of function approximation. Then, according to the 













Annealing Neural Network to find the optimal portfolio weights and make the risk 
minimum. Then, we use this method to analyze the securities business in China. The 
result shows that this method is effect. 
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优势。1985 年，Hopfield 和 Tank 提出用 Hopfield 神经网络求解 N＝30 的 TSP



















神经网络的研究可以追溯到 20世纪 40年代Warren McCulloch和Walter Pitts
提出的 M-P 模型，并进一步证明了人工神经网络在原则上可以计算任何算术和
逻辑函数。之后，Donald Hebb 提出了 Hebb 学习规则。20 世纪 50 年代后期，Frank 
Rosenblatt 提出了感知机网络和联想学习规则，这引起了许多人对神经网络研究
的兴趣。同时，Bernard Widrow 和 Ted Hoff 引入了一种新的学习算法用于训练
自适应线性神经网络。它在结构和功能上类似于 Rosenblatt 的感知机。但是，
Marvin Minsky 和 Symour Papert 指出 Rosenblatt 和 Widrow 的网络都有同样的固
有局限性。许多人受到 Minsky 和 Papert 的影响，相信神经网络的研究已经走入
了死胡同。同时由于当时没有功能强大的数字计算机来支持各种实验，神经网络
的研究停滞了十多年。即使如此，在 20 世纪 70 年代，科学家们仍然开展了许多




念是：其一是 John Hopfield 提出的用统计机理解释某些类型的递归网络的操作，
这类网络可作为联想存储器。其二是 David Rumelhart 和 James McClelland 提出

























其中， iu 为神经元 i的内部状态， iθ 为阈值， jx 为输入信号， ijw 表示与神经
元 jx 连接的权值， is 表示某一外部输入的控制信号。  
神经元模型常用一阶微分方程来描述，它可以模拟生物神经网络突触膜电位
随时间变化的规律。 
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过程是一种解优化问题的过程。1985 年 Hopfield 和 Tank 就提出用 Hopfield 网络
来求解 TSP 问题，其基本思想是：将 TSP 问题映射到一个神经网络上，通过网
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