In situ degradation of feeds is a common methodology used for describing the digestion rate and potential for many chemical components of ruminant feedstuffs. The inferences involving the parameters of these procedures may be of questionable accuracy and precision because nonlinear regression techniques that are employed to fit these models do not produce unbiased, normally distributed, and minimum variance parameter estimates until the sample size becomes very large. Therefore, the objective of this experiment was to determine the accuracy and precision of parameter estimates determined by a 2-stage approach (TS; in which individual kinetic parameter estimates are obtained in the first stage and population estimates are obtained by arithmetic mean in the second), a 2-stage, geometric mean approach (GEO), and by nonlinear mixed modeling (NLMM) using simulation techniques. An experiment using corn silage NDF was used as a reference for simulating parameter and error structures.
For all analyses, 500 experiments were simulated with sampling time points of 1, 2, 4, 8, 16, 24, 48, and 72 h. Increasing levels of animal and bag replication were evaluated at 2 levels of residual variability [residual SD of 2.95 (observed from the data; R 2 = 0.985) and 5.90 (2× observed; R 2 = 0.950)]. Evaluation of the firstorder exponential model with discrete lag revealed that median bias of TS and GEO parameter estimates were more sensitive to increased residual variation and degree of replication than NLMM. When residual variation was less, precision of parameter estimates was less affected by estimation procedure; when residual variation was greater, precision of parameter estimates was generally improved by NLMM. From the results of this experiment it is concluded that, in most cases, NLMM is equal or better than TS or GEO from the perspective of minimizing bias and maximizing precision of parameter estimates.
INTRODUCTION
The kinetics of feed degradation are important components determining the total availability of ingested nutrients (Allen and Mertens, 1988) . Determining the kinetics of feed degradation by in situ ruminal incubation is an approach that has attained great importance due to the use of the parameter estimates in many feed evaluation systems (NRC, 2001 (NRC, , 2000 . The level of replication and time points of feedstuff incubation is often low when determining the degradation of feed in situ. The inferences involving the model parameters of these experiments may be of questionable accuracy and precision because nonlinear regression techniques that are employed to fit these models do not produce unbiased (Box, 1971) , normally distributed (Hougaard, 1985) , and minimum variance parameter estimates until the sample size approaches infinity.
Most recommendations for the determination of in situ degradation emphasize the importance of replicating the procedure over multiple days, animals, and bags per time point (Mehrez and Orskov, 1977; Vanzant et al., 1998) ; however, despite the greater degree of replication in these situations, it would appear from observing recent literature that most analyses separate obtaining individual parameter estimates with a nonlinear fitting procedure from an arithmetic averaging procedure to obtain population parameter estimates: the so-called 2-stage approach (TS). Nonlinear mixed modeling (NLMM) has been utilized for some time in the field of pharmacokinetics as a means to improve the accuracy and precision of population parameter estimates (Beal and Sheiner, 1982) . The appropriateness of NLMM parameter estimation to the exclusion of TS or TS with a geometric averaging procedure (GEO) for the analysis of in situ degradation profiles is not known. Therefore, the objective of this work is to evaluate the parameter estimates derived from TS and GEO, where the parameters are estimated and averaged separately or simultaneously fit with NLMM.
MATERIALS AND METHODS
Procedures involving the use of animals in this experiment were approved by the Pennsylvania State University Institutional Animal Care and Use Committee.
Data Set
To accomplish the objectives of this experiment, it was extremely important that the parameters of the in situ degradation profiles be known so that inferences about the parameter estimates can be made. A simulation study was therefore conducted with parameter values, variance components of the parameters, and residual error simulated with respect to a data set on corn silage NDF degradation, collected as a component of a previous experiment. Animals were surgically prepared with rumen cannulae (10.16 cm i.d.; Barr Diamond, Parma, ID) under local anesthesia. In the trial, 4 rumen-cannulated dairy heifers received a mixed forageconcentrate diet over 2 periods for a total of 8 observed profiles. Animals were fed twice daily at 12-h intervals to allow a daily gain of 800 g/d and adapted to the diet and level of feeding for a minimum of 14 d. Beginning 4 h after morning feeding, in situ bags containing the corn silage were incubated in the rumen of each heifer. The corn silage (39% NDF) was dried for 48 h at 55°C in a forced air oven, ground to pass through a 2-mm screen (Wiley mill, Arthur Thomas, Philadelphia, PA), and 5 g of sample was weighed into each nylon bag (10 × 20 cm, 53-µm pore size). Bags were incubated in the ventral rumen in reverse order and removed simultaneously after incubation for 72, 48, 24, 16, 8, 4 , 2, and 1 h. Rumen contents were removed from the exterior of the bags manually before cold water, machine washing 3 times for a 2-min cycle each. Time points within each heifer-period unit were replicated with 6 bags/time point for times greater than 24 h, with 4 bags incubated for the remaining time points. Bags were dried at 55°C for 48 h, weighed, ground (1 mm), and analyzed for NDF (Van Soest et al., 1991) with the inclusion of α-amylase and sodium sulfite. Data were fit to the firstorder exponential model (Waldo et al., 1972; Orskov and McDonald, 1979) with discrete lag (Mertens, 1977; McDonald, 1981) 
) when time > L, and disappearance % = S when time < L. With the intercept value representing a soluble or wash fraction (S), a discrete lag component (L), the first-order rate constant (c), and the insoluble, potentially degradable fraction (D). Experimental data were fit using the %NLINMIX macro of SAS (Littell et al., 2006) , which is based on the parameter estimation procedure of Lindstrom and Bates (1990) . Animal and period were considered random effects. Realized degradation profiles and residual variability are shown in Figure 1 , and the parameter estimates are shown in Table 1 ; henceforth, these will be considered the known parameter values used for simulation.
Simulation Methods
In simulating pseudo-experimental data, 500 experiments were simulated with varying degrees of animal, period, and bag replication as detailed below. An experiment is considered to represent any combination of animal and period (or day) replicates in which the in situ procedure is conducted for the determination of the parameters of a model of feed degradation (in reality this would represent conducting the procedure for different feeds or sources of feedstuffs). Variation due to animal and period were simulated with respect to the observed variability from the experimental data, the variance components of which were observed to be proportioned between animal and period as shown in 
where S = 8.6, D = 64.9, c = 0.031, and L = 5. Figure 1 . Two levels of residual variation were evaluated: one where the overall residual SD is 2.95, which is that observed from the experimental data (with R 2 = 0.985) and 5.90, which is twice the observed residual SD (with R 2 = 0.950). Animal and bag replication were varied to determine effects on bias and precision of the parameter estimates as affected by modeling procedure. Experimental designs evaluated were 8 animals sampled over 4 periods each, 4 animals sampled over 4 periods, 2 animals sampled over 2 periods, and 1 animal in 1 period; each with 4, 2, or 1 bag replicates per time point. One simulation was conducted within each variation level with 8 animals, 4 periods, and 4 bag replicates per time point; construction of the other design scenarios proceeded from this simulation by removing the appropriate observations. Importantly, the same simulated data were fitted for all modeling procedures.
Modeling Methods
For the TS procedure, the first-order exponential model was fit to the animal-within-period response profiles using the nonlinear (NLIN) procedure (SAS Inst. Inc., Cary, NC) using the Marquardt iteration method and the population parameters as starting values and a lower boundary to parameter estimates equal to 0. The animal-within-period parameter estimates were then analyzed according to methodology of a crossover design with the mixed procedure; with random effects of animal and period and the fixed effect intercept was considered to represent the population parameter. For GEO, the natural logarithm of the animal-within-period parameter estimates were considered the observations for analysis and back transformed from the mixed model estimate for comparison with the other methodologies. Bias and precision of least-squares means were then evaluated as indicated subsequently.
For the NLMM approach, all period and animal variation was evaluated simultaneously by NLMM methodology to the same data that was analyzed using TS and GEO. Thus, the population parameter estimates are determined simultaneous to all random variance components associated with animals, periods, and residual variation when the kinetic model fit to the degradation profiles. First order exponential model with discrete lag was fit to the pseudo-experimental data with the %NLINMIX macro of SAS using the approximate second-order technique (Littell et al., 2006 ; see Appendix for SAS code) with overall parameters as the starting values for iteration. Animal and period were included as random effects.
Effective rumen degradability (ERD) is a measurement that includes in its calculation all variables estimated in the in situ procedure and is the calculated value that expresses the digestibility of a feed component in the rumen. Biased or imprecise parameter estimates may adversely affect the bias and precision of ERD; therefore, the bias and precision of this outcome variable was also evaluated. Effective rumen degradability was calculated as Orskov and McDonald, 1979) , where, for this analysis, k p = 0.07 h −1 .
Evaluation Methods
The parameter estimates calculated for an experiment is considered the experimental unit for method evaluation. Relative bias and precision will be evaluated and compared between estimation procedures. Parameter estimates of nonlinear regression procedures can possess significant skewness, depending on the extent of the nonlinearity of the parameter estimates (Ratkowsky, 1990 ). As such, when comparing the 2 estimation procedures it is important the potential skewness does not affect the inferences regarding the location of the bias or the precision of the estimator. To avoid the potential complication of skewness affecting statistical inferences, a median-based approach was employed. Bias (%) for purposes of this analysis was defined as 100 × (parameter estimate -known parameter value)/ known parameter value. To evaluate whether median bias of parameter estimates differed from zero, the sign test (Dixon and Mood, 1946) was used with differences of P < 0.05 considered significant. Because bias can be both positive and negative, 2 estimates can be equally poor, but their differences can be large due to being biased in different directions. To account for this, differences between estimation techniques were evaluated by comparing the magnitude of the distance from zero by the sign test (i.e., biases of −1 and 1 would not be considered different).
Precision of the estimators was evaluated by computing the robust estimator of scale presented by Rousseeuw and Croux (1993; S n ) for the parameter estimate bias, where S n = 1.1926 × med i {med j |x i -x j |} with x i = the current observation and x j = every other observation. Because this estimator is computed by a medianbased procedure, it is considerably less sensitive to outliers and skewed distributions in estimating the population parameter σ than is the sample SD. When a distribution is normal, S n is SD. This estimator was considered to be more appropriate in the current setting for estimating the precision of the parameter estimates because of the possibility of skewed distributions. To compare the precision of parameter estimates between estimation techniques, an exact F-test was conducted under the assumption that S n was an accurate estimate of the σ. Thus, H o : S S n n 1 2 2 2 = , with
F n 1 n 1 where S n 1 2 is the estimated variance of the first group for comparison and S n 2 2 is the estimated variance of the second group for comparison; differences are considered significant when P < 0.05. The interpretation of S n of the relative bias used in this analysis measures the dispersion of biases in a manner analogous to the SD, without relying on the data to be normally distributed. Thus, in the case of normal data, approximately 68% of parameter estimates would have a bias of ±S n from the median relative bias.
RESULTS AND DISCUSSION
The observed parameter estimates, which were defined as the population parameter estimates, and their variation are shown in Table 1 . The variance components for the parameter estimate S and L were nearly equally distributed between animal, period, and unexplained sources of variation (Table 1 ). In contrast, the variability in the parameter estimates D and c, were largely explainable by the between animal variation, accounting for 60 and 78% of variation, respectively.
The observed differences in profiles between animals for the same source of corn silage (Figure 1 ) is consistent with the many reports finding large between animal variation and accounting for a high proportion of the total variation in feed disappearance (Vanzant et al., 1998) . The proportional distribution of variation was not unrelated across time points, however, because the overwhelming majority of animal and period variation was in the parameter estimates themselves and not the residual (Table 1 ). The high level of variation for animal in the parameter estimates c and D is likely to be attributable to the differences in the rumen environment, feeding patterns, and microflora present in the rumen between animals, although other factors cannot be excluded. The extent to which partitioning of variance to the mean degradability estimates (Mehrez and Orskov, 1977; Vanzant et al., 1998) has been in fact due to between animal or period variance in these parameters is not known. However, the high proportion of variability attributable to animal for parameter D and c do not substantially change the interpretation that between animal variation, and hence level of animal replication, needs to be considered when planning an in situ degradability experiment.
The within profile residuals were heterogeneous across time points (Figure 1) , with the maximum SD of residual occurring at 24 h of incubation. Overall, 93% of variance of the residual was partitioned to the bag component (Table 1 ). The SD of the residuals (within animal and period) initially increased with time of incubation and decreased for time points greater than 24 h of incubation. These results are similar to those which have been observed in other experiments (Mertens and Loften, 1980; van Milgen and Baumont, 1995) . Mertens and Loften (1980) interpret the nonconstant variance of the residuals as relating to the rate of degradation as opposed to the proportion previously degraded, which tends to concur with the results from the current experiment.
The observed data set was utilized as a basis for the simulation data that was analyzed and used to compare modeling methodology and the effects of residual variation, animal, and bag replication. The results concern-ing the different modeling methodologies differ from each other for one or more parameters in essentially all scenarios evaluated (Tables 2 and 3 ). For TS, the parameters are estimated from the individual profiles over several animal and day replicates; the resulting parameter estimates of the individual profiles are subsequently averaged to obtain the overall population parameter estimates. However, when the population estimates of parameters of nonlinear equations are required, this approach may not be the most appropriate because the individual kinetic parameters are not estimated without error and bias from the original data. Consistent with previous literature (Beal and Sheiner, 1982) , NLMM produced parameter estimates that were, in general, the least biased and the most precise, although this was not universally true. The NLMM procedure models all collected data simultaneously in the estimation of population kinetic parameters as opposed to utilizing results from each animal individually and losing information in common across profiles. Additionally, the information in common between individuals can be shared in the estimation procedure and inter-and intra-individual variation can be more appropriately assigned (Beal and Sheiner, 1982) .
The parameter estimate S was accurately and precisely estimated with NLMM for both variation levels, whereas TS and GEO resulted in significant underestimations (P < 0.05). The parameter estimate of D was frequently observed to possess significant negative bias when estimated with NLMM, whereas, when estimated with TS, the bias was positive; GEO was intermediate and differed from 0 only once. Using GEO was largely unsuccessful in producing unbiased parameter estimates because frequently these parameter estimates still differed from 0 except for D.
The parameter estimates that were the most biased for TS and NLMM were c and L, especially for the case of greater residual variation (Table 3 ). The bias of the parameter estimates estimated with NLMM and TS were different from each other for most scenarios regarding c and for L when residual variance was high; where differences occurred in these 2 parameter estimates, NLMM was less biased than TS. The precision of these parameter estimates were also increased with NLMM; the extent of the increased precision became larger with greater residual variance and with less animal and bag replication.
The scale parameters (S and D) were the most accurately and precisely estimated parameters regardless of modeling procedure. The estimate of c was the most biased parameter estimate and was the parameter that was most heavily influenced by increasing variability followed by L. van Milgen and Baumont (1995) also noted in the analysis of their models that the parameter estimates least biased and most precise were the scale parameters (fractions degradable and undegradable in that analysis) and those most affected were the kinetic parameters. Even though S and D are not nonlinear parameters, per se, and would not be biased if an analysis allowed their estimation through linear regression techniques, because these parameters must be estimated by nonlinear regression procedures, all parameter estimates will potentially be biased (Box, 1971) .
In general, ERD is precisely estimated (calculated from the parameter estimates) for all procedures, although the value was infrequently accurately estimated (Tables 2 and 3) . From a practical standpoint, ERD is more resistant to bias when contrasted with its component parts regardless of estimation procedure, although a significant improvement in bias and precision may be realized for ERD when using NLMM for both levels of variability. Part of the explanation for the decreased level of bias observed for ERD while substantial bias exists in the parameter estimates utilized in calculating ERD was that the scale parameters S and D tend to be biased in opposite directions and c and L in the same direction. Thus, differences in the scale parameters partially cancel each other out, and degradation rates estimated to be inappropriately rapid are balanced by (or possibly the cause or result of) inappropriately long lag times.
The median bias of the parameter estimates obtained in the first stage (1 animal, 1 period) was in most cases not significantly different from 0, although in all cases resulted in the most imprecise parameter estimates. The parameter estimates obtained in the first stage were also moderately skewed. The possibility of this occurrence led to using median-based statistics in the current analysis, but typically parameter estimates derived from in situ experiments are combined using arithmetic means through ANOVA methodology, which is greatly influenced by the distribution profile of the dependent variable. Sheiner and Beal (1980) report that when data from a skewed distribution are combined by the use of arithmetic means, the data from the skewed tail of the distribution will pull the mean away from the center of the distribution. These researchers reported that utilizing the geometric mean eliminated this problem to the point that bias of parameter estimates derived from TS did not differ from NLMM. As a rule, however, the geometric mean results in decreased values compared with an arithmetic mean of the same data. This is beneficial for positively biased parameter estimates, although, as for the case of S for example, negatively biased parameter estimates become more biased on the application of the geometric mean. This inconsistency would lead against the recommendation of using GEO.
Of the factors varied, the residual variation was the greatest contributor toward inaccurate and imprecise parameter estimation (particularly for TS). Box (1971) noted that the degree of bias in nonlinear regression is strongly influenced by the level of error variance in theoretical studies of nonlinear models. Utilizing NLMM resulted in improved performance of parameter estimates of c and L as variability increased, because, even though variability was increasing, information in common between degradation profiles (period and animal in this case) could be used to arrive at a more appropri- ate solution set of parameter estimates. This has been noted previously for a monoexponential model similar to the one used here (Sheiner and Beal, 1983) . When using TS, this information remains in common between degradation curves, although it cannot be utilized in fitting the nonlinear regression equations due to the way in which the model is specified. Because most recommendations relating to in situ feed degradation call for multiple animals, periods, and bags for incubation (Vanzant et al., 1998) , varying levels of animal and bag replication were investigated. Increasing the number of animal replicates and bag replicates substantially increased the precision of the parameter estimates over the lesser replicated situations. Increasing bag replication most improved the precision and accuracy of parameter estimates for all estimation procedures. Altering the level of animal replication resulted in inconsistencies between accuracy and precision with estimate of c and ERD and, to a lesser extent, D and L. Although increasing animal replication resulted in increased precision and accuracy of c, L, and ERD when estimated with NLMM, when estimated with TS, both precision and bias increased with increasing animal replication. When D was estimated with NLMM, the bias became more negative as animal replication increased. The precision increased for all parameter estimates as the number of simulated animals increased.
The overall effect of increasing bag and animal replication was to substantially increase the precision of the parameter estimates, regardless of estimation procedure. Increasing these levels of replication did not reduce the bias of the parameter estimates to as great of an extent as NLMM, however. Although utilizing NLMM did not eliminate bias of the parameter estimates, the level of improvement realized in bias and precision for most aspects investigated in this study justifies using NLMM to the exclusion of TS for most applications. Although improvement was obtained in these simulations, data of good quality are still essential for fitting nonlinear models, regardless of estimation procedure. Furthermore, the population parameters were used as starting values for the nonlinear equations, and it must be emphasized that good starting values or a grid of starting values is needed for both nonlinear regression procedures and residual and other statistical diagnostics are still needed for NLMM.
In conclusion, when population parameter estimates of nonlinear equations are required, NLMM is the recommended procedure to reduce bias. Precision of parameter estimates also are improved, but only as the residual error increases above minimal levels. Using the arithmetic mean of individual nonlinear parameter estimates is to be discouraged because the skewness of the parameter estimates will result in an increased probability of greater bias in the population parameter estimates, a situation that occurred to a lesser extent with NLMM. Using GEO can reduce positively biased parameter estimates, but negatively biased parameter estimates become more negatively biased. From the results of this simulation experiment, increasing bag and animal replication in combination with NLMM resulted in a more precise and less biased solution set than with TS or fewer levels of replication.
APPENDIX
First order exponential with discrete lag SAS code for parameter estimation with the NLMM technique using the %NLINMIX macro (Littell et al., 2006) , which can be downloaded from the SAS support Web site: http:// support.sas.com/kb/25/032.html. Model coefficients are s, d, c, and lag with fixed effect components of b1 to b4 and random effects components of u1 to u4 and u11 to u44 for animal and period, respectively. The code (time > lag)*(time-lag) is equivalent to an if/then statement and models the discrete nature of the lag component. The NLMM performance is improved if the parameter estimates are on the same scale; thus, estimates of coefficients s, c, and lag are increased by dividing in the model. %nlinmix(data = y, procopt = method = reml covtest cl, model = %str(s = b1/10+u1+u11; d = b2+u2+u22; c = b3+u3+u33; lag = b4/10+u4+u44; predv = s+d*(1-exp(-c/1000*(time > lag)*(time-lag)));), parms = %str(b1 = 86 b2 = 65 b3 = 31 b4 = 50), stmts = %str( title "Corn Silage"; class animal period ; model pseudo_NDF = d_b1 d_b2 d_b3 d_b4 /noint notest solution cl ddfm = kr covb corrb; random d_u1 d_u2 d_u3 d_u4 / subject = animal type = vc solution; random d_u11 d_u22 d_u33 d_u44 / subject = period type = vc solution;), expand = eblup) run;quit;
