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Abstract
In this paper, we study the combinatorial structures of straight and ordinary me´nage
permutations. Based on these structures, we prove four formulas. The first two formu-
las define a relationship between the me´nage numbers and the Catalan numbers. The
other two formulas count the me´nage permutations by number of cycles.
1 Introduction
1.1 Straight me´nage permutations and straight me´nage numbers
The straight me´nage problem asks for the number of ways one can arrange n male-female
pairs along a linearly arranged table in such a way that men and women alternate but no
woman sits next to her partner.
We call a permutation π ∈ Sn a straight me´nage permutation if π(i) 6= i and π(i) 6= i+1
for 1 ≤ i ≤ n. Use Vn to denote the number of straight me´nage permutations in Sn. We call
Vn the nth straight menage number.
The straight me´nage problem is equivalent to finding Vn. Label the seats along the table
as 1, 2, . . . , 2n. Sit the men at positions with even numbers and women at positions with
odd numbers. Let π be the permutation such that the man at position 2i is the partner of
the woman at position 2π(i)−1 for 1 ≤ i ≤ n. Then, the requirement of the straight me´nage
problem is equivalent to the condition that π(i) is neither i nor i+ 1 for 1 ≤ i ≤ n.
1.2 Ordinary me´nage permutations and ordinary me´nage num-
bers
The ordinary me´nage problem asks for the number of ways one can arrange n male-female
pairs around a circular table in such a way that men and women alternate, but no woman
sits next to her partner.
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We call a permutation π ∈ Sn an ordinary me´nage permutation if π(i) 6= i and π(i) 6≡
i+1 (mod n) for 1 ≤ i ≤ n. Use Un to denote the number of ordinary me´nage permutations
in Sn. We call Un the nth ordinary me´nage number.
The ordinary me´nage problem is equivalent to finding Un. Label the seats around the
table as 1, 2, . . . , 2n. Sit the men at positions with even numbers and women at positions
with odd numbers. Let π be the permutation such that the man at position 2i is the partner
of the woman at position 2π(i)− 1 for all 1 ≤ i ≤ n. Then, the requirement of the ordinary
me´nage problem is equivalent to the condition that π(i) is neither i nor i + 1 (mod n) for
1 ≤ i ≤ n.
We hold the convention that the empty permutation π∅ ∈ S0 is both a straight me´nage
permutation and an ordinary me´nage permutation, so U0 = V0 = 1.
1.3 Background
Lucas [6] first posed the problem of finding ordinary me´nage numbers. Touchard [10] first
found the following explicit formula (1). Kaplansky and Riordan [5] also proved an explicit
formula for ordinary me´nage numbers. For other early work in me´nage numbers, see [4, 7]
and references therein. Among more recent papers, there are some using bijective methods to
study me´nage numbers. For example, Canfield and Wormald [2] used graphs to address the
question. One can find the following formulas of me´nage numbers in [1, 10] and in Chapter
8 of [8]:
Um =
m∑
k=0
(−1)k 2m
2m− k
(
2m− k
k
)
(m− k)! (m ≥ 2); (1)
Vn =
n∑
k=0
(−1)k
(
2n− k
k
)
(n− k)! (n ≥ 0). (2)
The purpose of the current paper is to study the combinatorial structures of straight and
ordinary me´nage permutations and to use these structures to prove some formulas of straight
and ordinary me´nage numbers. We also give an analytical proof of Theorem 1 in Section 7.
1.4 Main results
Let Ck be the kth Catalan number:
Ck =
(2k)!
k! (k + 1)!
and c(x) =
∞∑
k=0
ckx
k. Our first main result is the following theorem.
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Theorem 1.
∞∑
n=0
n! xn =
∞∑
n=0
Vnx
nc(x)2n+1, (3)
∞∑
n=0
n! xn = c(x) + c′(x)
∞∑
n=1
Unx
nc(x)2n−2. (4)
Our second main result counts the straight and ordinary me´nage permutations by the
number of cycles.
For k ∈ N, use (α)k to denote α(α+1) · · · (α+k−1). Define (α)0 = 1. For k ≤ n, use Ckn
(Dkn) to denote the number of straight (ordinary) me´nage permutations in Sn with k cycles.
Theorem 2.
1 +
∞∑
n=1
n∑
j=1
Cjnα
jxn =
∞∑
n=0
(α)n
xn
(1 + x)n(1 + αx)n+1
, (5)
1 +
∞∑
n=1
n∑
j=1
Djnα
jxn =
x+ αx2
1 + x
+ (1− αx2)
∞∑
n=0
(α)n
xn
(1 + x)n+1(1 + αx)n+1
. (6)
1.5 Outline
We give some preliminary concepts and facts in Section 2. In Section 3, we define three
types of reductions and the nice bijection. Then, we study the structure of straight me´nage
permutations and prove (3) in Section 4. In Section 5, we study the structure of ordinary
me´nage permutations and prove (4). Finally, we count the straight and ordinary me´nage
permutations by number of cycles and prove (5) and (6) in Section 6.
2 Preliminaries
For n ∈ N, we use [n] to denote {1, . . . , n}. Define [0] to be ∅.
Definition 3. Suppose n > 0 and π ∈ Sn. If π(i) = i+1, then we call {i, i+1} a succession
of π. If π(i) ≡ i+ 1 (mod n), then we call {i, π(i)} a generalized succession of π.
2.1 Partitions and Catalan numbers
Suppose n > 0. A partition ǫ of [n] is a collection of disjoint subsets of [n] whose union is
[n]. We call each subset a block of ǫ. We also describe a partition as an equivalence relation:
p ∼ǫ q if and only if p and q belong to a same block of ǫ.
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If a partition ǫ satisfies that for any p ∼ǫ p′ and q ∼ǫ q′, p < q < p′ < q′ implies p ∼ǫ q;
then, we call ǫ a noncrossing partition.
For n ∈ N, suppose ǫ = {V1, . . . , Vk} is a noncrossing partition of [n] and Vi = {ai1, . . . , aiji},
where ai1 < · · · < aiji . Then, ǫ induces a permutation π ∈ Sn: π(air(i)) = air(i)+1 for
1 ≤ r(i) ≤ ji − 1 and π(aiji) = ai1. It is not difficult to see that different noncrossing
partitions induce different permutations.
The following lemma is well known. See, for example, [9].
Lemma 4. For n ∈ N, there are Cn noncrossing partitions of [n].
It is well known that the generating function of the Catalan numbers is
c(x) =
∞∑
n=0
Cnx
n =
1−√1− 4x
2x
.
It is also well known that one can define the Catalan numbers by recurrence relation
Cn+1 =
n∑
k=0
CkCn−k (7)
with initial condition C0 = 1.
Lemma 5. The generating function of the Catalan numbers c(x) satisfies
c(x) =
1
1− xc(x) = 1 + xc
2(x) and
c3(x)
1− xc2(x) = c
′(x).
Proof of Lemma 5. The first formula is well known. By the first formula,
c′(x) = c2(x) + 2xc(x)c′(x) =
c2(x)
1− 2xc(x) . (8)
Thus, to prove the second formula, we only have to show that
c(x)
1− xc2(x) =
1
1− 2xc(x)
which is equivalent to c(x)− 2xc2(x) = 1− xc2(x). This follows from the first formula.
2.2 Diagram representation of permutations
2.2.1 Diagram of horizontal type
For n > 0 and π ∈ Sn, we use a diagram of horizontal type to represent π. To do this,
draw n points on a horizontal line. The points represent the numbers 1, . . . , n from left to
right. For each i ∈ [n], we draw a directed arc from i to π(i). The permutation uniquely
determines the diagram. For example, if π = (1, 5, 4)(2)(3)(6), then its diagram is
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2.2.2 Diagram of circular type
For n > 0 and π ∈ Sn, we also use a diagram of circular type to represent π. To do this,
draw n points uniformly distributed on a circle. Specify a point that represents the number
1. The other points represent 2, . . . , n in counter-clockwise order. For each i, draw a directed
arc from i to π(i). The permutation uniquely determines the diagram (up to rotation). For
example, if π = (1, 5, 4)(2)(3)(6), then its diagram is
2.3 The empty permutation
The empty permutation π∅ ∈ S0 is a permutation with no fixed points, no (generalized)
successions and no cycles.
3 Reductions and nice bijections
In this section, we introduce reductions and nice bijections which serve as our main tools to
study me´nage permutations.
3.1 Reduction of type 1
Intuitively speaking, to perform a reduction of type 1 is to remove a fixed point from a
permutation. Suppose n ≥ 1, π ∈ Sn and π(i) = i. Define π′ ∈ Sn−1 such that:
π′(j) =


π(j) if j < i and π(j) < i;
π(j)− 1 if j < i and π(j) > i;
π(j + 1) if j ≥ i and π(j + 1) < i;
π(j + 1)− 1 if j ≥ i and π(j + 1) > i
(9)
when n > 1. When n = 1, define π′ to be π∅. If we represent π by a diagram (of either type),
erase the point corresponding to i and the arc connected to the point (and number other
points appropriately for the circular case); then we obtain the diagram of π′. We call this
procedure of obtaining a new permutation by removing a fixed point a reduction of type 1.
For example, if
π = (1, 5, 6, 4)(2)(3)(7) ∈ S7,
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then by removing the fixed point 3 we obtain π′ = (1, 4, 5, 3)(2)(6) ∈ S6.
3.2 Reduction of type 2
Intuitively speaking, to do a reduction of type 2 is to glue a succession {k, k + 1} together.
Suppose n ≥ 2, π ∈ Sn and π(i) = i+ 1. Define π′ ∈ Sn−1 such that:
π′(j) =


π(j) if j < i and π(j) ≤ i;
π(j)− 1 if j < i and π(j) > i+ 1;
π(j + 1) if j ≥ i and π(j + 1) ≤ i;
π(j + 1)− 1 if j ≥ i and π(j + 1) > i+ 1.
(10)
If we represent π by the diagram of the horizontal type, erase the arc from i to i+ 1, and
glue the points corresponding to i and i + 1 together; then, we obtain the diagram of π′.
We call this procedure of obtaining a new permutation by gluing a succession together a
reduction of type 2. For example, if
π = (1, 5, 6, 4)(2)(3)(7) ∈ S7,
then by gluing 5 and 6 together, we obtain π′ = (1, 5, 4)(2)(3)(6) ∈ S6.
3.3 Reduction of type 3
Intuitively speaking, to perform a reduction of type 3 is to glue a generalized succession
{k, k+1 (mod n)} together. Suppose n ≥ 1, π ∈ Sn and π(i) ≡ i+1 (mod n). Define π′ to
be the same as in (10) when i 6= n. When i = n > 1, define π′ to be
π′(j) =
{
π(j) if j 6= π−1(n);
1 if j = π−1(n).
When i = n = 1, define π′ to be π∅. If we represent π by a diagram of the circular type,
erase the arc from i to i+ 1 (mod n), glue the points corresponding to i and i+ 1 (mod n)
together and number the points appropriately; then, we obtain the diagram of π′. We call
this procedure of obtaining a new permutation by gluing a generalized succession together
a reduction of type 3. For example, if
π = (1, 5, 6, 7)(2)(3)(4) ∈ S7,
then by gluing 1 and 7 together, we obtain π′ = (1, 5, 6)(2)(3)(4) ∈ S6.
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3.4 Nice bijections
Suppose n ≥ 1 and f is a bijection from [n] to {2, . . . , n + 1}. We can also represent f by
a diagram of horizontal type as for permutations. The bijection uniquely determines the
diagram. If f has a fixed point or there exists i such that f(i) = i + 1, then we can also
perform reductions of type 1 or type 2 on f as above. In the latter case, we also call {i, i+1}
a succession of f . We can reduce f to a bijection with no fixed points and no successions
by a series of reductions. It is easy to see that the resulting bijection does not depend on
the order of the reductions.
The following diagram shows an example of reduction of type 2 on the bijection by gluing
the succession 2 and 3 together.
Definition 6. Suppose f is a bijection from [n] to {2, . . . , n + 1}. If there exist a series of
reductions of type 1 or type 2 by which one can reduce f to the simplest bijection 1 7→ 2,
then we call f a nice bijection.
Suppose π ∈ Sn and p is a point of π. We can replace p by a bijection f from [k] to
{2, . . . , k + 1} and obtain a new permutation π′ ∈ Sn+k by the following steps:
(1) represent π by the horizontal diagram;
(2) add a point q right before p and add an arc from q to p ;
(3) replace the arc from π−1(p) to p by an arc from π−1(p) to q ;
(4) replace the arc from q to p by the diagram of f .
For example, if π, p and f are as below,
then, we can replace p by f and obtain the following permutation:
It is easy to see, by the definition of the nice bijection, that if f is a nice bijection, then
we can reduce π′ back to π: first, we can reduce π′ to the permutation obtained in Step (3)
because f is nice; then, by gluing the succession p and q together, we obtain π. Notice that
the bijection f in the above example is not nice.
For the circular diagram of a permutation π, we can also use Steps (2)–(4) shown above
to obtain a new diagram. However, to obtain a permutation π′, we need to specify the point
representing number 1 in the new diagram. See the example in the proof of Theorem 11.
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Lemma 7. For n ≥ 2, let an be the number of nice bijections from [n − 1] to {2, . . . , n}.
Define a1 = 1. The generating function of an satisfies the following equation:
g(x) := a1x+ a2x
2 + a3x
3 + · · · = xc(x)
where c(x) =
∞∑
n=0
Ckx
k is the generating function of the Catalan numbers.
Proof of Lemma 7. Suppose n ≥ 2 and f is a nice bijection from [n − 1] to {2, . . . , n} such
that f(1) = k.
Suppose p < k. We claim that f(p) < k. If not, suppose q = f(p) > k. Then, neither
{1, k} nor {p, q} is a succession. Consider the horizontal diagram of f . If we perform a
reduction of type 1 or type 2 on f , then the arc we remove is neither the arc from 1 to k
nor the arc from p to q. By induction, no matter how many reductions we perform, there
always exists an arc from 1 to k′ and an arc from p′ to q′ such that p′ < k′ < q′. In other
words, we can never reduce the bijection to 1 7→ 2. Thus, we proved the claim.
Thus, the image of {2, . . . , k − 1} under f must be {2, . . . , k − 1}, and therefore, the
image of {k, . . . , n− 1} under f must be {k + 1, . . . , n}.
This implies that f |{2,...,k−1} has the same diagram as a permutation τ ∈ Sk−2 and we can
reduce τ to π∅. This also implies that f |{k,...,n−1} has the same diagram as a nice bijection
from [n−k] to {2, . . . , n−k+1}. By Lemma 8, the number of nice bijections from [n−1] to
{2, . . . , n} such that f(1) = k is Ck−2an−k+1. Letting k vary, we obtain an =
n∑
k=2
Ck−2an−k+1.
By (7), (Cn)n≥0 and (an+1)n≥0 have the same recurrence relation and the same initial
condition C0 = a1 = 1, so Cn = an+1(n ≥ 0). Therefore g(x) = xc(x).
4 Structure of straight me´nage permutations
In Section 4, when we mention a reduction, we mean a reduction of type 1 or type 2.
If a permutation π is not a straight me´nage permutation, then π has at least one fixed
point or succession. Thus, we can apply a reduction to π. By induction, we can reduce π
to a straight me´nage permutation π′ by a series of reductions. For example, we can reduce
π1 = (1, 3)(2)(4, 5, 6) to π∅: (1, 3)(2)(4, 5, 6) → (1, 2)(3, 4, 5) → (1)(2, 3, 4) → (1, 2, 3) →
(1, 2)→ (1)→ π∅. We can reduce π2 = (1, 5, 4)(2)(3)(6) ∈ S6 to (1, 3, 2): (1, 5, 4)(2)(3)(6)→
(1, 5, 4)(2)(3) → (1, 4, 3)(2) → (1, 3, 2). It is easy to see that the resulting straight me´nage
permutation does not depend on the order of the reductions. Recall that we defined the
permutation induced from a noncrossing partition in Section 2.1.
Lemma 8. Suppose π ∈ Sn. We can reduce π to π∅ by reductions of type 1 and type 2
if and only if there is a noncrossing partition inducing π. In particular, there are Cn such
permutations in Sn.
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Proof. ⇒: Suppose we can reduce π ∈ Sn to π∅. Then, π has at least one fixed point or
succession. We use induction on n. If n = 1, the conclusion is trivial. Suppose n > 1.
If π has a fixed point i, then by reduction of type 1 on i we obtain π′ satisfying (9). By
induction assumption, there is a noncrossing partition Φ = {V1, . . . , Vk} inducing π′. Now,
we define a new noncrossing partition Π1(Φ, i) as follows. Set
V˜r = {x+ 1|x ∈ Vr and x ≥ i} ∪ {x|x ∈ Vr and x < i}
for 1 ≤ r ≤ k and V˜k+1 = {i}. Define Π1(Φ, i) = {V˜1, . . . , V˜k+1}. It is not difficult to check
that Π1(Φ, i) is a noncrossing partition inducing π.
If π has a succession {i, i + 1}, then by reduction of type 2 on {i, i + 1}, we obtain π′′
satisfying (10). By induction assumption, there is a noncrossing partition Φ = {U1, . . . , Us}
inducing π′′. Now, we define a new noncrossing partition Π2(Φ, i) as follows. Set
U˜t =
{
{x+ 1|x ∈ Ut and x > i} ∪ {x|x ∈ Ut and x < i} if t 6= t0;
{x+ 1|x ∈ Ut and x > i} ∪ {x|x ∈ Ut and x < i} ∪ {i, i+ 1} if t = t0.
Define Π2(Φ, i) = {U˜1, . . . , U˜s}. It is not difficult to check that Π2(Φ, i) is a noncrossing
partition inducing π.
⇐: Suppose there is a noncrossing partition {V1, . . . , Vk} inducing π where Vr = {ar1, . . . , arjr}
and ar1 < · · · < arjr . We prove by using induction on n. The case n = 1 is trivial. Sup-
pose n > 1. For r1 6= r2, if [ar11 , ar1jr1 ] ∩ [a
r2
1 , a
r2
jr2
] 6= ∅, then either [ar11 , ar1jr1 ] ⊂ [a
r2
1 , a
r2
jr2
] or
[ar21 , a
r2
jr2
] ⊂ [ar11 , ar1jr1 ]; otherwise, the partition cannot be noncrossing. Thus, there exists p
such that [ap1, a
p
jp
] ∩ [aq1, aqjq ] = ∅ for all q 6= p. If jp = 1, then ap1 is a fixed point of π. If
jp > 1, then {ap1, ap2} is a succession of π.
For the case jp = 1, perform a reduction of type 1 on a
p
1 and obtain π
′ ∈ Sn−1. Then,
{V˜r|r 6= p} is a noncrossing partition inducing π′, where
V˜r = {x− 1|x ∈ Vr and x > ap1} ∪ {x|x ∈ Vr and x < ap1}. (11)
By induction assumption, we can reduce π′ to π∅; then, we can also reduce π to π∅.
For the case jp > 1, perform a reduction of type 2 on {ap1, ap2} and get π′ ∈ Sn−1. Then,
{V˜r|1 ≤ r ≤ k} is a noncrossing partition inducing π′, where V˜r is the same as in (11). By
induction assumption, we can reduce π′ to π∅; then, we can also reduce π to π∅.
Conversely, for a given straight me´nage permutation π ∈ Sm, what is the cardinality of
the set
{τ ∈ Sm+n
∣∣we can reduce τ to π by reductions of type 1 and type 2}? (12)
Interestingly the answer only depends on m and n; it does not depend on the choice of π.
In fact, we have
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Theorem 9. Suppose m ≥ 0 and π ∈ Sm is a straight me´nage permutation. Suppose n ≥ 0
and wnm is the cardinality of the set in (12). Set Wm(x) = w
0
m +w
1
mx+w
2
mx
2 +w3mx
3 + · · · ;
then,
Wm(x) = c(x)
2m+1.
Proof of Theorem 9. If m = 0, then π = π∅, and the conclusion follows from Lemma 8.
Thus, we only consider the case that m > 0.
Obviously, w0m = 1. Now, suppose n ≥ 1.
Represent π by a horizontal diagram. The diagram has m+ 1 gaps: one gap before the
first point, one gap after the last point and one gap between each pair of adjacent points.
Let A be the set in (12). To obtain a permutation in A, we add points to π in the
following two ways:
(a) add a permutation induced by a noncrossing partition Φp of [dp] into the pth gap of π,
where 1 ≤ p ≤ m+1 and dp ≥ 0 (dp = 0 means that we add nothing into the pth gap);
(b) replace the qth point of π by a nice bijection fq from [rq] to {2, . . . , rq + 1}, where
1 ≤ q ≤ m and rq ≥ 0 (rq = 0 means that we do not change the qth point).
For example, if π and f are as below,
then we can add the permutation (1, 2) between p and q, add the permutation (1)(2, 3)
after the last point and replace p by f . Then, we obtain a permutation in A that is:
Statement: The set of permutations constructed from (a) and (b) equals A.
It is easy to see that we can reduce a permutation constructed through (a) and (b) to π.
Conversely, suppose we can reduce π′ ∈ Sm+n to π. Now, we show that one can construct
π′ through (a) and (b). Use induction on n. The case that n = 0 is trivial. Suppose
n > 0. Then, π′ has at least one fixed point or succession. For a nice bijection f from [s]
to {2, . . . , s + 1} and 1 < w1 < s + 1, 1 ≤ w2 ≤ s + 1, define nice bijections B1(f, w1) and
B2(f, w2) as
B1(f, w1) =


f(x) if x < w1 and f(x) < w1;
f(x) + 1 if x < w1 and f(x) ≥ w1;
f(x− 1) if x > w1 and f(x) < w1;
f(x− 1) + 1 if x > w1 and f(x) ≥ w1;
w1 if x = w1
(13)
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B2(f, w2) =


f(x) if x < w2 and f(x) ≤ w2;
f(x) + 1 if x < w2 and f(x) > w2;
f(x− 1) if x > w2 and f(x) ≤ w2;
f(x− 1) + 1 if x > w2 and f(x) > w2;
w2 + 1 if x = w2.
(14)
We can reduce B1(f, w1) to f by a reduction of type 1 on the fixed point w1. We can reduce
B2(f, w2) to f by a reduction of type 2 on the succession {w2, w2 + 1}.
Case 1: π′ has a fixed point i. Using a reduction of type 1 on i, we obtain π′′ ∈ Sm+n−1.
By induction assumption, we can construct π′′ from π by (a) and (b). According to the value
of i, there is either a k such that
1 ≤ i−
∑
j<k
(dj + rj + 1) ≤ dk + 1 (15)
or a k′ such that
1 < i− (
∑
j<k′
(dj + rj + 1) + dk′) ≤ rk′ + 1. (16)
If there is a k such that (15) holds, then we can construct π′ from π by (a) and (b), except
that we add the permutation induced by Π1(Φk, i −
∑
j<k(dj + rj + 1)) instead of Φk into
the kth gap, where Π1 is the same as in the proof of Lemma 8. Conversely, if there exists
a k′ such that (16) holds, then we can construct π′ from π by (a) and (b), except that we
replace the k′th point of π by B1(fk′, i−
∑
j<k′(dj + rj + 1)) instead of fk′, where B1 is the
same as in (13).
Case 2: π′ has a succession {i, i + 1}. By reduction of type 2 on {i, i + 1} we
obtain π′′ ∈ Sm+n−1. By induction assumption, we can construct π′′ from π by (a) and (b).
According to the value of i, there is either a k such that
0 < i−
∑
j<k
(dj + rj + 1) ≤ dk (17)
or a k′ such that
0 < i− (
∑
j<k′
(dj + rj + 1) + dk′) ≤ rk′ + 1. (18)
If there is a k such that (17) holds, then we can construct π′ from π by (a) and (b), except
that we add the permutation induced by Π2(Φk, i −
∑
j<k(dj + rj + 1)) instead of Φk into
the kth gap, where Π2 is the same as in the proof of Lemma 8. Conversely, if there exists
a k′ such that (18) holds, then we can construct π′ from π by (a) and (b), except that we
replace the k′th point of π by B2(fk′, i−
∑
j<k′(dj + rj + 1)) instead of fk′, where B2 is the
same as in (14).
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Thus, we have proved the statement.
Now, add points to π by (a) and (b). The total number of points added to π is d1+ · · ·+
dm+1 + r1 + · · ·+ rm. To obtain a permutation in Sm+n ∩A, d1 + · · ·+ dm+1 + r1 + · · ·+ rm
should be n. Therefore, the number of permutations in Sm+n ∩A is
wnm =
∑
d1,...,dm+1
r1,...,rm
Cd1 · · ·Cdm+1a1+r1 · · · a1+rm
where Ck is the kth Catalan number and ak is the same as in Lemma 7 and the sum runs
over all (2m+ 1)-triples (d1, . . . , dm+1, r1, . . . , rm) of nonnegative numbers with sum n.
By Lemma 7, the generating function of wnm is
c(x)m+1
(g(x)
x
)m
= c(x)2m+1.
Proof of (3). We can reduce each permutation in Sn to a straight me´nage permutation in
Si (0 ≤ i ≤ n). Thus, we have
n! =
n∑
i=0
wn−ii Vi
where Vi is the ith straight me´nage number and w
n−i
i is the same as in Theorem 9. Thus,
∞∑
n=0
n! xn =
∞∑
n=0
n∑
i=0
wn−ii Vix
n =
∞∑
i=0
∞∑
n=i
wn−ii Vix
n =
∞∑
i=0
∞∑
n=0
wni Vix
nxi =
∞∑
i=0
c(x)2i+1Vix
i
where the last equality is from Theorem 9.
5 Structure of ordinary me´nage permutations
By definition, a permutation τ is an ordinary me´nage permutation if and only if we cannot
apply reductions of either type 1 or type 3 on τ . Similarly as in Section 4, we can reduce
each permutation π to an ordinary me´nage permutation by reductions of type 1 and type 3.
The resulting permutation does not depend on the order of the reductions.
By the circular diagram representation of permutations, it is not difficult to see that we
can reduce a permutation π to π∅ by reductions of type 1 and type 2 if and only if we can
reduce π to π∅ by reductions of type 1 and type 3. Thus, we have the following lemma:
Lemma 10. Suppose π ∈ Sn. We can reduce π to π∅ by reductions of type 1 and type 3 if and
only if there is a noncrossing partition inducing π. In particular, there are Cn permutations
of this type in Sn.
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In the following parts of Section 5, when we mention reductions, we mean reductions of
type 1 or type 3 unless otherwise specified.
Theorem 11. Suppose m ≥ 0 and π ∈ Sm is an ordinary me´nage permutation. Let rnm
denote the cardinality of the set
{τ ∈ Sm+n|we can reduce τ to π by reductions of type 1 and type 3}. (19)
Then, the generating function of rnm satisfies
Rm(x) := r
0
m + r
1
mx+ r
2
mx
2 + r3mx
3 + · · · =
{
c′(x)c(x)2m−2 if m > 0;
c(x) if m = 0.
Proof. When m = 0, rnm = Cn by Lemma 10. So R0(x) = c(x). Now, suppose m > 0.
Obviously r0m = 1. Suppose n > 0.
Represent π by a circular diagram. The diagram has m gaps: one gap between each pair
of adjacent points. Call the point corresponding to number i point i.
Let A denote the set in (19). To obtain a permutation in A we can add points into π by
the following steps:
(a) Add a permutation induced by a noncrossing partition Φi of [di] into the gap between
point i and point i + 1 (mod m), where 1 ≤ i ≤ m and dp ≥ 0 (dp = 0 means we add
nothing into the gap). Use Qi to denote the set of points added into the gap between
point i and point i+ 1 (mod m).
(b) Replace point i by a nice bijection fi from [ti] to {2, . . . , ti + 1}, where 1 ≤ i ≤ m and
ti ≥ 0 (ti = 0 means that we do not change the ith point). Use Pi to denote the set of
points obtained from this replacement. Thus, Pi contains ti + 1 points.
(c) Specify a point in P1
⋃
Qm to correspond to the number 1 of the new permutation π
′.
Steps (a) and (b) are the same as in the proof of Theorem 9, but Step (c) needs some
explanation.
In the proof of Theorem 9, after adding points into the permutation by (a) and (b), we
defined π′ from the resulting horizontal diagram in a natural way, that is, the left most point
corresponds to 1, and the following points correspond to 2, 3, 4, . . . respectively. However,
now there is no natural way to define π′ from the resulting circular diagram because we
have more than one choice of the point corresponding to number 1 of π′.
Note that π′ can become π by a series of reductions of type 1 or type 3. Then, for each
1 ≤ u ≤ m, the points in Pu will become point u of π after the reductions. Thus, we can
choose any point of P1 to be the one corresponding to the number 1 of π
′. Moreover, we can
also choose any point of Qm to be the one corresponding to the number 1 of π
′. The reason
is that if a permutation in Sk has a cycle (1, k), then a reduction of type 3 will reduce (1, k)
to the cycle (1). Thus, we can choose any point in P1
⋃
Qm to be the point corresponding
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to number 1 of π′. To see this more clearly, let us look at an example. Suppose π and f are
as below:
Then, we can add the permutation (1, 2) between point 2 and point 3, add the permuta-
tion (1)(2, 3) between point 6 and point 1 and replace point 2 by f . Then, we obtain a new
diagram:
Now, we can choose point 1 or any of the three points between point 1 and point 6 to be
the point corresponding to number 1 of the new permutation π′.
For instance, if we set point 1 to be the point corresponding to number 1 of π′, then
π′ = (1, 8, 2, 5)(3, 4)(6, 7)(9, 11, 10)(12)(13, 14).
If we set point w to be the point corresponding to number 1 of π′, then
π′ = (1, 14)(2, 9, 3, 6)(4, 5)(7, 8)(10, 12, 11)(13).
Now, continue the proof. By a similar argument to the one we used to prove the statement
in the proof of Theorem 9, we have that the set of permutations constructed by (a)–(c) equals
A.
Now, add points to π by (a)–(c). Then, P1
⋃
Qm contains, in total, dm+ (t1 + 1) points.
Thus, we have dm + (t1 + 1) ways to specify the point corresponding to number 1 in π
′.
The total number added to π is d1 + · · · + dm + t1 + · · · + tm. Therefore, the number of
permutations in Sm+n ∩A is
rnm =
∑
d1,...,dm
t1,...,tm
Cd1 · · ·Cdma1+t1 · · · a1+tm(dm + t1 + 1)
where Ck is the kth Catalan number, ak is the same as in Lemma 7, and the sum runs over
all 2m-triples (d1, . . . , dm, t1, . . . , tm) of nonnegative integers such that
∑m
u=1(tu + du) = n.
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Set ηk =
k∑
r=0
ar+1Ck−r(k + 1); from Lemma 7, we have
1 +
η1
2
x+
η2
3
x2 +
η3
4
x3 + · · · = c2(x).
By Lemma 5, the generating function of ηk is 1+ η1x+ η2x
2+ η3x
3+ · · · = (xc2(x))′ = c′(x).
Thus, the generating function of rnm is c(x)
2m−2c′(x).
Proof of (4). We can reduce each permutation in Sn to an ordinary me´nage permutation.
Thus, we have
n! =
n∑
i=0
rn−ii Ui
where Ui is the ith ordinary me´nage number and r
n−i
i is the same as in Theorem 11. Thus,
∞∑
n=0
n! xn =
∞∑
n=0
n∑
i=0
rn−ii Uix
n =
∞∑
i=0
∞∑
n=i
rn−ii Uix
n
=
∞∑
i=0
∞∑
n=0
rni Uix
nxi = c(x) +
∞∑
i=1
c′(x)c(x)2i−2Uix
i
where the last equality follows from Theorem 11.
6 Counting me´nage permutations by number of cycles
We prove (5) in Section 6.2 and prove (6) in Section 6.3. Our main method is coloring. We
remark that one can also prove (5) and (6) by using the inclusion-exclusion principle in a
similar way to [3].
6.1 Coloring and weights
For a permutation π, we use f(π), g(π), h(π) and r(π) to denote the number of its cycles,
fixed points, successions and generalized successions, respectively. The following lemma is
well known.
Lemma 12. For n ≥ 0, ∑
π∈Sn
αf(π) = (α)n.
For a permutation, color some of its fixed points red and color some of its generalized
successions yellow. Then, we obtain a colored permutation. Here and in the following
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sections, we use the phrase colored permutation as follows: if two permutations are the
same as maps but have different colors, then they are different colored permutations.
Define Sn to be the set of colored permutations on n objects. Set An to be the subset
of Sn consisting of colored permutations with a colored generalized succession {n, 1}. Set
Bn = Sn\An. So we can consider Sn as a subset of Sn consisting of permutations with no
color. In particular, S0 = S0.
Set
Mαn (t, u) =
∑
π∈Sn
αf(π)tg(π)uh(π) and Lαn(t, u) =
∑
π∈Sn
αf(π)tg(π)uτ(π).
For a colored permutation ǫ ∈ Sn, define two weights W1 and W2 of ǫ as:
W1(ǫ) = x
n · αf(ǫ) · tnumber of colored fixed points · unumber of colored successions,
W2(ǫ) = x
n · αf(ǫ) · tnumber of colored fixed points · unumber of colored generalized successions.
Lemma 13.
∑
ǫ∈Bn
W1(ǫ) =
∑
ǫ∈Bn
W2(ǫ) = M
α
n (1 + t, 1+ u)x
n,
∑
ǫ∈Sn
W2(ǫ) = L
α
n(1 + t, 1+ u)x
n.
Proof. The lemma follows directly from the definitions of Mαn , L
α
n, Bn, W1 and W2.
6.2 Counting straight me´nage permutations by number of cycles
In this subsection, we represent permutations by diagrams of horizontal type.
Suppose n ≥ 0 and π ∈ Sn. Then, π has n + 1 gaps: one gap before the first point,
one gap after the last point and one gap between each pair of adjacent points. We can add
points to π by the following steps.
(a) Add the identity permutation of S(dp) into the pth gap of π, where 1 ≤ p ≤ n+1 and
dp ≥ 0 (dp = 0 means that we add nothing into the pth gap).
(b) Replace the qth point of π by a nice bijection from [rq] to {2, . . . , rq+1}, which sends
each i to i + 1. Here, 1 ≤ q ≤ n and rq ≥ 0 (rq = 0 means that we do not change the qth
point).
(c) Color the fixed points added by (a) red, and color the successions added by (b) yellow.
Then (a), (b) and (c) give a colored permutation in
⋃∞
n=0Bn.
Lemma 14. Suppose π ∈ Sn. The sum of the W1-weights of all colored permutations con-
structed from π by (a)–(c) is
xn · αf(π) · 1
(1− αtx)n+1 ·
1
(1− ux)n .
Proof. In Step (a), we added dp fixed points into the pth gap. They contribute (xtα)
dp to
the weight because each of them is a single cycle and a colored fixed point. Because dp can
be any nonnegative integer, the total contribution of the fixed points added into a gap is
1
(1−αtx)
. Thus, the total contribution of the fixed points added into all the gaps is 1
(1−αtx)n+1
.
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In Step (b), through the replacement on the qth point, we added rq points and rq suc-
cessions to π (each of which received a color in Step (c)). Thus, the contribution of this
replacement to the weight is (ux)dq . Because dq can be any nonnegative integer, the to-
tal contribution of the nice bijections replacing the qth point is 1
(1−ux)
. Thus, the total
contribution of the nice bijections corresponding to all points is 1
(1−ux)n
.
Observing that the W1-weight of π is x
n · αf(π), we complete the proof.
Suppose ǫ is a colored permutation in
⋃∞
n=0Bn. If we perform reductions of type 1 on
the colored fixed points and perform reductions of type 2 on the colored successions, then we
obtain a new permutation ǫ′ with no color. This ǫ′ is the only permutation in
⋃∞
n=0 Sn from
which we can obtain ǫ by Steps (a)–(c). Therefore, there is a bijection between
⋃∞
n=0Bn and
∞⋃
n=0
⋃
π∈Sn
{colored permutation constructed from π through Steps (a)–(c)}.
Because of the bijection, Lemmas 13 and 14 imply that
∞∑
n=0
Mαn (1 + t, 1 + u)x
n =
∞∑
n=0
∑
π∈Sn
xnαf(π)
(1− αtx)n+1(1− ux)n . (20)
Proof of (5). By Lemma 12 and (20), the sum of the W1-weights of colored permutations in
∞⋃
n=0
Bn is
∞∑
n=0
Mαn (1 + t, 1 + u)x
n =
∞∑
n=0
xn(α)n
(1− αtx)n+1(1− ux)n . (21)
Setting t = u = −1, we have
∞∑
n=0
Mαn (0, 0)x
n =
∞∑
n=0
xn(α)n
(1 + αx)n+1(1 + x)n
.
Recall that straight me´nage permutations are permutations with no fixed points or suc-
cessions. Thus, for n > 0, Mαn (0, 0) is the sum of the W1-weights of straight me´nage per-
mutations in Sn, which is
n∑
j=1
Cjnα
jxn. Furthermore, Mα0 (0, 0) = 1. Thus, we have proved
(5).
6.3 Counting ordinary me´nage permutations by number of cycles
In this subsection, we represent permutations by diagrams of the horizontal type.
Suppose n ≥ 0 and π ∈ Sn. Define Sm(π) to be the a subset of Sm: τ ∈ Sm is in
Sm(π) if and only if when we apply reductions of type 1 on the colored fixed points of τ and
apply reductions of type 3 on the colored generalized successions of τ , we obtain π. Define
Am(π) = Sm(π) ∩Am and Bm(π) = Sm(π)\Am(π).
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Lemma 15. The W2-weights of colored permutations in
⋃∞
n=0An are
∞∑
n=1
xn(α)n · 1
(1− αtx)n ·
1
(1− ux)n+1 · ux+ αutx+
αux
1− ux.
Proof. We first evaluate the sum of W2-weights of colored permutations in
⋃∞
m=nAm(π) and
then add them up with respect to π ∈ Sn and n ≥ 0.
Case 1: n > 0. In this case, for π ∈ Sn, we can construct a colored permutation in⋃∞
m=nAm(π) by the following steps.
(a′) Define π˜ to be a permutation in Sn+1 that sends π
−1(1) to n + 1, sends n + 1 to 1
and sends all other j to π(j). Represent π˜ by a horizontal diagram.
(b′) For 1 ≤ p ≤ n− 1, add the identity permutation of S(dp) into the gap of π˜ between
number p and p+ 1, where dp ≥ 0 (dp = 0 means we add nothing into the gap).
(c′) Replace the qth point of π˜ by a nice bijection from [rq] to {2, . . . , rq+1}, which maps
each i to i + 1. Here, 1 ≤ q ≤ n and rq ≥ 0 (rq = 0 means that we do not change the qth
point).
(d′) Color the generalized succession consisting of 1 and the largest number yellow. Color
the fixed points and generalized successions added by (b′)–(c′) red and yellow, respectively.
Suppose ǫ ∈ ⋃∞m=nAm(π). If we perform reductions of type 1 on its colored fixed points
and perform reductions of type 3 on its colored generalized successions, we obtain π. Fur-
thermore, π is the only permutation in
⋃∞
k=0 Sk from which we can obtain ǫ through (a
′)–(d′).
Therefore, there is a bijection between
⋃∞
m=nAm(π) and
{colored permutations constructed from π through (a′)–(d′)}.
Now, we can claim that the sum ofW2-weight of the colored permutations in
⋃∞
m=nAm(π)
is
xnαf(π) · 1
(1− αtx)n ·
1
(1− ux)n+1 · ux. (22)
In (22), xnαf(π) is the W2-weight of π. The term
1
(1−αtx)n
corresponds to the fixed points
added to the permutation in (b′). The term 1
(1−ux)n+1
corresponds to the successions added
to the permutation in (c′). The term ux corresponds to the generalized succession {n+1, 1}
added to the permutation in (a′).
Case 2: n = 0 and m = 0. In this case, A0(π∅) is empty.
Case 3: n = 0 and m ≥ 2. In this case, Am(π∅) contains one element: the cyclic
permutation πC , which maps each i to i+1 (mod m). Each generalized succession of πC has
a color, so the sum of the W2-weight of the colored permutations in Am(π∅) is α(ux)
m.
Case 4: n = 0 and m = 1. In this case, A1(π∅) contains one map: id1 ∈ S1. However,
id1 can have two types of color, namely, yellow and red+yellow, because id1 has one fixed
point and one generalized succession. Thus, A1(π∅) contains two colored permutations, and
the sum of their W2-weights is αux+ αtux.
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We remark that the identity permutation id1 actually corresponds to four colored permu-
tations. In addition to the two in A1(π∅), the other two are id1, with a red color for its fixed
point, and id1, with no color. We have considered these colored permutations in B1(π∅) and
B1(id1), respectively.
Because
⋃∞
n=0An =
⋃∞
n=0
⋃
π∈Sn
⋃∞
m=nAm(π), the sum of the W2-weights of the colored
permutations in
⋃∞
n=0An equals the sum of the weights found in Case 1–4. Thus, the sum is(
∞∑
n=1
∑
π∈Sn
xnαf(π) · 1
(1− αtx)n ·
1
(1− ux)n+1 · ux
)
+
( ∞∑
m=2
α(ux)m
)
+
(
αux+ αtux
)
=
∞∑
n=1
xn(α)n · 1
(1− αtx)n ·
1
(1− ux)n+1 · ux+ αutx+
αux
1− ux
where we used Lemma 12.
Proof of (6). By Lemma 13,
∞∑
n=0
Lαn(1+t, 1+u)x
n is the sum of theW2-weights of the colored
permutations in
⋃∞
n=0 Sn. By Lemma 13 and (21), the sum of the W2-weights of all colored
permutations in
⋃∞
n=0Bn is
∞∑
n=0
xn(α)n
(1− αtx)n+1(1− ux)n .
Because
⋃∞
n=0 Sn = (
⋃∞
n=0Bn)
⋃
(
⋃∞
n=0An), Lemma 15 implies
∞∑
n=0
Lαn(1 + t, 1 + u)x
n
=
(
∞∑
n=0
xn(α)n
(1− αtx)n+1(1− ux)n
)
+
(
∞∑
n=1
xn(α)n · 1
(1− αtx)n ·
1
(1− ux)n+1 · ux+ αutx+
αux
1− ux
)
=
∞∑
n=0
[
xn(α)n
(1− αtx)n+1(1− ux)n+1 (1− αtux
2)
]
+ αutx+
(α− 1)ux
1− ux . (23)
Recall that ordinary me´nage permutations are permutations with no fixed points and no
generalized successions. By definition, Lα0 (0, 0)x
0 = 1. When n ≥ 1, Lαn(0, 0)xn is the sum of
the W2-weights of all ordinary me´nage permutations in Sn, which equals
n∑
j=1
Djnα
jxn. Thus,
∞∑
n=0
Lαn(0, 0)x
n equals the left side of (6). When we set t = u = −1, the left side of (23)
equals the left side of (6), and the right side of (23) equals the right side of (6). We have
proved (6).
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7 An analytical proof of (3) and (4)
Now, we derive (3) and (4) from (1) and (2). By (2),
∞∑
n=0
Vnx
n =
∞∑
n=0
n∑
k=0
(−1)k
(
2n− k
k
)
(n− k)! xn =
∞∑
k=0
∞∑
n=k
(−1)k
(
2n− k
k
)
(n− k)! xn
=
∞∑
k=0
∞∑
n=0
(−1)k
(
2n+ k
k
)
n! xn+k =
∞∑
n=0
n! xn
[ ∞∑
k=0
(−1)k
(
2n+ k
k
)
xk
]
=
∞∑
n=0
n!
xn
(1 + x)2n+1
. (24)
Letting x = zc2(z), from Lemma 5 we have 1 + x = c(z),
x
(1 + x)2
= z and
∞∑
n=0
Vnz
nc2n(z) =
∞∑
n=0
Vnx
n =
∞∑
n=0
n!
xn
(1 + x)2n+1
=
∞∑
n=0
n!
zn
c(z)
.
which implies (3). From (1),
Un =


1 if n = 0;
0 if n = 1;
n∑
k=0
(−1)k(2n−k
k
)
(n− k)! +
n∑
k=1
(−1)k(2n−k−1
k−1
)
(n− k)! if n > 1.
Thus
∞∑
n=0
Unx
n = x+
∞∑
n=0
n∑
k=0
(−1)k
(
2n− k
k
)
(n− k)! xn +
∞∑
n=1
n∑
k=1
(−1)k
(
2n− k − 1
k − 1
)
(n− k)! xn
= x+
∞∑
n=0
n∑
k=0
(−1)k
(
2n− k
k
)
(n− k)! xn +
∞∑
n=0
n∑
k=0
(−1)k+1
(
2n− k
k
)
(n− k)! xn+1
= x+ (1− x)
∞∑
n=0
n∑
k=0
(−1)k
(
2n− k
k
)
(n− k)! xn.
Then, by (24),
∞∑
n=0
Unx
n = x+ (1− x)
∞∑
n=0
n!
xn
(1 + x)2n+1
.
Noticing U0 = 1 we have
1− x+
∞∑
n=1
Unx
n = (1− x)
∞∑
n=0
n!
xn
(1 + x)2n+1
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and
1 + x+
1 + x
1− x
∞∑
n=1
Unx
n =
∞∑
n=0
n!
xn
(1 + x)2n
. (25)
Letting x = zc2(z), from Lemma 5 and (25), we have 1 + x = c(z),
x
(1 + x)2
= z and
∞∑
n=0
n! zn = c(z) +
c(z)
1− zc2(z)
∞∑
n=1
Unz
n(c(z))2n = c(z) +
(c(z))3
1− zc2(z)
∞∑
n=1
Unz
n(c(z))2n−2.
Then, (4) follows from the above equation and Lemma 5.
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