Recently, a class of partition functions associated with higher rank rational and trigonometric integrable models were introduced by Foda and Manabe. We use the dynamical R-matrix of the elliptic quantum group E τ,γ (gl 3 ) to introduce an elliptic analogue of the partition functions associated with E τ,γ (gl 3 ). We investigate the partition functions of Foda-Manabe type by developing a nested version of the elliptic Izergin-Korepin analysis, and present the explicit forms as symmetrization of multivariable elliptic functions.
Introduction
Partition functions of integrable models [1, 2, 3] in statistical physics have rich connections with mathematics and high energy physics. As for the connection with mathematics, one of the important facts is that wavefunctions of integrable models can be expressed using symmetric functions such as the Schur, Hall-Littlewood, Grothendieck polynomials and their symplectic analogues, q-deformation and elliptic generalizations. See [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] for examples on various topics of investigations and applications of the correspondence between the wavefunctions and symmetric functions.
One of the challenging problems is to go beyond six-vertex models and study partition functions for higher rank models. See [22, 23, 24, 25, 26, 27, 28, 29, 30, 31] for examples on seminal and recent works on this topic. One of the recent progresses is made by Foda and Manabe [32] , which they introduced a new class of partition functions for higher rank rational and trigonometric models, motivated by the Bethe/Gauge correspondence [33, 34] , and their partition functions seem to deserve further studies.
In this paper, we introduce and study an elliptic analogue of the partition functions of Foda-Manabe type associated with elliptic quantum group [35, 36, 37 ] E τ,γ (gl 3 ). We use the Izergin-Korepin method for the analysis of the partition functions. The Izergin-Korepin method is a method initiated by Korepin [38] and used by Izergin [39] to find a determinant representation for the domain wall boundary partition functions of the trigonometric six-vertex model. The determinant representation (Izegin-Korepin determinant) has found many applications and connections to many branches of mathematics and mathematical physics, such as the enumeration of the alternating sign matrices, relations with orthogonal polynomials and classical integrable systems [40, 41, 42, 43, 44, 45, 46, 47, 48] . The Izergin-Korepin method was also applied to variants of the domain wall boundary partition functions and extended to the scalar products [41, 42, 49, 50] . There are also developments on the studies of the domain wall boundary partition functions for elliptic integrable models by various methods. See [23, 51, 52, 53, 54, 55, 56, 57, 58, 59] for examples on this topic.
Recently, for the case of six-vertex type models, the Izergin-Korepin method was extended to the wavefunctions [60, 61] , and we develop a nested version of this method in this paper for the purpose of analyzing the partition functions of Foda-Manabe type. We use the Izergin-Korepin method in two steps. We first use the method to analyze partition functions which we call as the base partition functions, which is essentially partition functions associated with E τ,γ (gl 2 ). We next perform the Izergin-Korepin analysis on the partition functions of Foda-Manabe type associated with E τ,γ (gl 3 ). The Izergin-Korepin method is a method which uses graphical representations of integrable models to construct relations between partition functions of different sizes. One needs the intitial condition, and the base partition functions essentially serve as the initial condition for the second Izergin-Korepin analysis. This is similar to the Izergin-Korepin analysis on the scalar products by Wheeler [50] , which he introduced intermediate scalar products as a generalization, and the initial condition of the Izergin-Korepin analysis for the intermediate scalar products is essentially given by the domain wall boundary partition functions. Foda and Manabe mention that the partition functions of rational and trigonometric models they introduced contain the nested wavefunctions as special cases. From the point of view of the Izergin-Korepin analysis, the relation between the partition functions they introduced and the nested wavefunctions resemble the relation between the intermediate scalar products and the scalar products, since one needs generalizations of the partition functions to investigate the original ones, which makes the partition functions of Foda-Manabe type mathematically interesting besides applications to high energy physics. This paper is organized as follows. In the next section, we introduce the dynamical Rmatrix and list the properties of theta functions which are necessary for the present paper. In section 3, we introduce two types of partition functions: the base partition functions and partition functions of Foda-Manabe type. In section 4, we analyze the base partition functions. In section 5, we perform the Izergin-Korepin analysis on partition functions of Foda-Manabe type, and determine the explicit form of the partition functions. Section 6 is devoted to the conclusion of this paper.
Theta function and Dynamical R-matrix
In this section, we recall the properties of the theta functions and the dynamical R-matrix which we use in this paper.
First we introduce the theta function
which is an odd function [−z] = −[z] and satisfy the quasi-periodicities
2)
For the elliptic version of the Izergin-Korepin analysis, we use the following facts about the elliptic polynomials [51, 62] .
A character is a group homomorphism χ from multiplicative groups Γ = Z + τ Z to C × . An n-dimensional space Θ n (χ) is defined for each character χ and positive integer n, which consists of holomorphic functions φ(y) on C satisfying the quasi-periodicities
The elements of the space Θ n (χ) are called elliptic polynomials. The space Θ n (χ) is ndimensional [51, 62] and the following fact holds for the elliptic polynomials.
Proposition 2.1. [51, 62] Suppose there are two elliptic polynomials P (y) and Q(y) in Θ n (χ), where χ(1) = (−1) n , χ(τ ) = (−1) n e α . If those two polynomials are equal P (y j ) = Q(y j ) at n points y j , j = 1, . . . , n satisfying y j − y k ∈ Γ, N k=1 y k − α ∈ Γ, then the two polynomials are exactly the same P (y) = Q(y).
The above proposition is an elliptic analogue of the following properties for ordinary polynomials: if P (y) and Q(y) are polynomials of degree n − 1 in y, and if these polynomials match at n distinct points, then the two polynomials are exactly the same. These properties ensure the uniqueness of the Izergin-Korepin analysis, which was effectively used in [51] to study the domain wall boundary partition functions of the Andrews-Baxter-Forrester model [63] which is related to the eight-vertex model [64] by the vertex-face transformation.
Next, let us reall the dynamical R-matrix. We use the dynamical R-matrix for the facetype elliptic quantum group E τ,γ (gl n ) [35, 36, 37] (there are also vertex-type and centrallyextended versions of the elliptic quantum groups [65, 66, 67, 68] ). The dynamical R-matrix for the elliptic quantum group E τ,γ (gl n ) is a function R(z, λ) : C ⊗ h * −→ End(V ⊗ V ) where h is a Cartan subalgebra of gl n , h * is its dual and V is a diagonalizable h-module. For the case we consider, V is the h-module C n with standard basis e i , i = 1, . . . , n. Let us define
The explicit form of the dynamical R-matrix is given by
where E ij are matrix units E ij e k = δ jk e i . α(z, λ) and β(z, λ) are given in terms of theta functions as
and λ i in (2.6) are coordinate functions λ i = λ(E ii ), i = 1, . . . , n. The dynamical R-matrix (2.6) satisfies the dynamical Yang-Baxter relation
The subscripts indicate the spaces the operators are acting on. For example,
The dynamical R-matrix has its origin in the elliptic face model [63, 69, 70] , and it describes the face model like a six-vertex model with an additional dynamical parameter. The dynamical R-matrix R(z − w, λ) can be expressed as Figure 1 for example. We use this graphical description of the dynamical R-matrix to construct and study partition functions.
Partition functions
We introduce two types of partition functions in this section: the base partition functions and an elliptic analogue of the partition functions introduced by Foda and Manabe [32] recently.
First, we introduce monodromy matrix as
We also use bra-ket notations. We denote the basis vector e i on V j as |i j and its dual e * i as j i|. We now introduce the following partition functions (Figure 2 )
where i
(1) j (j = 1, . . . , L) is 1 if j = I ℓ for some ℓ ∈ {1, . . . , k}, and 2 otherwise. In this paper, we call the partition functions W L,k (z 1 , . . . , z k |w 1 , . . . , w L |I 1 , . . . , I k |λ) as the base partition functions. Note that only matrix elements of the form 1 j 1 | 2 j 2 |R 12 (z − w, λ)|i 1 1 |i 2 2 , i 1 , i 2 , j 1 , j 2 = 1, 2 contribute to the base partition functions, i.e. the base partition functions are essentially partition functions associated with E τ,γ (gl 2 ).
Next we introduce a class of partition functions associated with E τ.γ (gl 3 ), which is an elliptic analogue of the one recently introduced by Foda and Manabe [32] . Let us denote
3)
The partition functions we consider is ( 
1 |w
2 |w
The partition functions
}. The partition functions of Foda-Manabe type also depend on "the configuration of colors" i
We adopt the label introduced by Foda-Manabe to label the configurations. A configuration of colors is labeled by a set I := {I
} where the subsets I
satisfy the following relations
The relation between the naive label i
1 , . . . , . . . , i
for the configuration of colors and I = {I
} is as follows. We label the positions which have colors
as 1, 2, . . . , L 2 , and positions which have colors i
is the set of positions which have color 3, and I
(1) k 1 is the set of positions which have color 1 so that I
becomes the set which records the positions of color 2. Since the definition of the subsets of I depends on integers k 1 , k 2 , L 1 , L 2 which characterize the sizes of partition functions, we introduce the full label {k 1 , k 2 , L 1 , L 2 , I} for the configuration of colors. This full label is important for the Izergin-Korepin analysis for the partition functions of Foda-Manabe type. In this paper, we call the quadruplet {k 1 , k 2 , L 1 , L 2 } as the size of the partition functions. Also note that throughout this paper, when one denotes the set as I (b) k , the number of elements of the set is k, and the elements of the set are denoted as I
For later purpose, we also use the induced set I
which is induced by the map
We map the set I
, and correspondingly the elements in I 
Base partition functions
In this section, we analyze the base partition functions W L,k (z 1 , . . . , z k |w 1 , . . . , w L |I 1 , . . . , I k |λ) which is used as the initial condition for the Izergin-Korepin analysis [38, 39] on the partition functions of Foda-Manabe type W ({z (1) }, {z (2) 
The idea of the Izergin-Korepin analysis is to construct relations between partition functions of different sizes and determine the initial condition, and find the explicit forms satisfying the recursive relations and the initial condition. The base partition functions
. . , I k |λ) serve as the initial condition for the Izergin-Korepin analysis on the partition functions W ({z (1) }, {z (2) 
itself by using the Izergin-Korepin method for the wavefunctions [60, 61] . First, we introduce the elliptic multivariable functions and state the correspondence with the base partition functions.
Definition 4.1. We define symmetric functions E L,k (z 1 , . . . , z k |w 1 , . . . , w L |I 1 , . . . , I k |λ) that depend on the symmetric variables z 1 , . . . , z k , complex parameters w 1 , . . . , w L , γ, λ 1 , λ 2 and
The states of the rightmost column of the partition functions
. . , I k |λ) giving non-zero contributions are graphically represented as above. The factors including w L all come from the matrix elements of the dynamical R-matrices in this column and can be computed from the above graphical description.
We give below a proof of Theorem 4.2 by using the Izergin-Korepin method [38, 39] for the wavefunctions [60, 61] . See also [14, 37] which treat the same type of elliptic partition functions by different methods.
Proof. First, we construct Korepin's lemma, i.e. list the properties of the base partition functions which uniquely define them. For the case of partition functions of wavefunctions type, it is given by the following proposition. If I k = L, the following factorizations hold for the base partition functions ( Figure 6 ):
The following evaluation holds for the case k = 1,
Proposition 4.3 can be proved by the standard argument using the graphical representations, the dynamical Yang-Baxter relation and the ice-rule for the six-vertex type models.
For example, Property (1) follows by inserting a completeness relation between the space where the spectral variable w L is associated and the space where the spectral variable w L−1 is associated, and split each base partition function into a sum of products of factors. The w L -dependent factors for each summand can be computed by concentrating on the dynamical R-matrices in the rightmost column of the base partition functions, and has the following form ( Figure 4 ):
One can easily calculate the quasi-periodicities 10) which is the same for all summands, and one concludes the quasi-periodicities (4.3), (4.4) hold. Property (3) can be shown by using the graphical description of the base partition functions. When I k = L, one finds that after the substitution w L = z k − γ, the dynamical Rmatrices at the lowest row and the rightmost column get frozen, and the remaining unfrozen part is a smaller base partition function
. . , I k−1 |λ) by the product of the weights of the dynamical R-matrices of the frozen part, we get (4.5).
When I k = L, one can easily see that the dynamical R-matrices at the rightmost column are frozen, and the unfrozen part is
. . , I k |λ) by the product of the weights of the dynamical R-matrices at the rightmost column, we have (4.6).
The next thing to do after proving Proposition (4.3) is to show that the elliptic multivariable functions E L,k (z 1 , . . . , z k |w 1 , . . . , w L |I 1 , . . . , I k |λ) (4.1) satisfy all the properties in Proposition (4.3), hence they are nothing but the explicit representations for the base parti-
For example, let us show Property (1) and (3) for the case
The quasi-periodicites for these factors can be easily computed as
. . , I k |λ) satisfy the required quasi-periodicities (4.3), (4.4) and are elliptic polynomials. One also notes from (4.11) that only the summands satisfying σ(k) = k survive after we set
. . , I k |λ). Then we find that (4.1) can be rewritten as
This relation for the elliptic multivartiable functions is exactly the same as the relation (4.5) for the base partition functions, and hence property (3) for the case I k = L is shown. Property (3) for the case I k = L can also be shown in a simliar way. The other properties are easy to check from the definition of the elliptic functions (4.1).
Partition functions of Foda-Manabe type associated with
We analyze the partition functions W ({z (1) }, {z (2) 
Foda-Manabe type associated with E τ,γ (gl 3 ) in this section.
Izergin-Korepin analysis
In this subsection, we perform the Izergin-Korepin analysis to determine the properties of the partition functions W ({z (1) }, {z (2) 
We introduce the following notation
The Korepin's Lemma corresponding to the partition functions of Foda-Manabe type is given by the following proposition. 
= 2, the partition functions
The states of the rightmost column of the upper region of the partition func-
giving non-zero contributions are graphically represented as above. The factors including w
all come from the dynamical R-matrices in this column and can be computed from the above graphical description. We
with the following quasi-periodicities
= 2, the following recursive relations between the par-
The partition functions of Foda-Manabe type satisfying i
tition functions hold (Figures 8, 9 ):
1 , . . . , z
1 , . . . , w
Here, W ({z (1) }, {z
(5.6) Figure 9 : The partition functions of Foda-Manabe type satisfying i
= 3, the following factorizations hold for the partition functions ( Figure 10 ):
Here, W ({z (1) }, {z (2) }|{w (1) }, {w 
. . , L 2 − 1} satisfying the following inclusion relations
K (1) k 1 ⊂ K (2) k 2 +L 1 := K (2) k 2 ∪ {L 2 , . . . , L 2 + L 1 − 1}, (5.8) K (2) k 2 ⊂ K (3) L 2 −1 := {1, . . . , L 2 − 1}. (5.9) (4) When k 2 = 1 and i (2) L 2 satisfies i (2) L 2 = 1 or i (2) L 2
= 2, the following evaluation holds (Figures

11, 12) :
1 , w
Let us give some remarks on Proposition 5.1, which corresponds to the Korepin's lemma for the case of higher rank partition functions. An idea to anlayze partition functions which goes back to Korepin [38] is to construct relations between partition functions of different sizes. In the present case, the partition functions of type {k 1 , k 2 , L 1 , L 2 , I} is connected with other smaller partition functions (which have smaller k 1 +k 2 +L 1 +L 2 ), and which smaller partition functions are connected depend on the color i
I} are connected with the ones of type
= 2 correspond to the initial partition functions for this recursion, and are essentially given by the base partition functions W L 1 +1,k 1 (z
(1) k 1 + 1 − L 2 |λ) which are analyzed in the previous section.
Proof. The proof of the Izergin-Korepin analysis is basically the same with the case for the base partition functions.
Property (1) can be shown by inserting a completeness relation between the space where the spectral variable w 
(5.11)
Calculating the quasi-periodicities of h ℓ (w
and one finds that they are all the same for all summands, hence we get (5.2) and (
Property (2) follows from the standard railroad argument using the dynamical YangBaxter relation. Note that the height variables at the northwest corners in the upper region and the lower region are both fixed to λ so that the railroad argument can be applied.
Property (3) can be shown by using the graphical representation for the partition functions. We look at the upper region where the spectral parameters w
− γ, the dynamical R-matrices at the bottom row and the rightmost column in the upper region are frozen (Figures 8, 9 ). The product of the matrix elements of the dynamical R-matrices of the frozen part gives the factor 14) in the right hand side of (5.4). Next we look at the unfrozen part and we view this as a partition function of a smaller size
The configuration of colors are encoded into a set which we denote by J := {J
L 2 −1 }. The set J is related with the set I := {I
} for the original partition functions, and we can see from the encoding rule of the configuration of colors into sets explained in section 3 that the subsets of J and I are related by the following relations:
Hence, we conclude that the original partition functions W ({z (1) }, {z (2) }|{w (1) }, {w (2) 
− γ is given by the product of the factor (5.14) and the smaller partition functions W ({z (1) }, {z
we get (5.4).
We can also show (5.7) with the help of the graphical description. When i (2) L 2 = 3, one can see that the dynamical R-matrices at the rightmost column in the upper region are frozen (Figure 10) , and the matrix elements of the dynamical R-matrices of this column gives the factor
Peeling off the column, we get a smaller partition function of size
L 2 −1 }, which encodes the configuration of colors for the smaller partition function, is related with the set I := {I
} for the original partition functions by the following relations:
Hence we find that the original partition functions are given by multiplying the factor
Property (4), which corresponds to the initial conditions of the recursion, can also be shown by graphical descriptions. When k 2 = 1 and i
= 2, one can see that the dynamical R-matrices in the upper region are all frozen (Figures 11, 12) , and the product of the matrix elements of the dynamical R-matrices gives the factor
The unfrozen part is the lower region, which is nothing but the base partition function. One can see that using the elements of the set I
(1)
1 , . . . , I
(1) k 1 } which label the configuration of colors for the original partition functions of Foda-Manabe type, the base partition function which appears as the unfrozen part is W L 1 +1,k 1 (z
. Hence, we find the original partition functions are given by the product of (5.15) and W L 1 +1,k 1 (z
Elliptic multivariable functions
In this subsection, we show the elliptic multivariable functions defined below give the explicit representations for the partition functions of Foda-Manabe type by showing that they satisfy all the properties in Proposition 5.1 which W ({z (1) }, {z (2) 
Definition 5.2. We define the following elliptic multivariable function E({z (1) }, {z (2) }|{w (1) }, {w (2) }|{k 1 , k 2 , L 1 , L 2 , I}|λ) which depend on two sets of symmetric variables {z (1) }, {z (2) }, two sets of complex parameters {w (1) }, {w (2) }, complex parameters γ, λ 1 , λ 2 , λ 3 and a set
} which is equivalent to "the configuration of colors" i where m
and
The relation between the Foda-Manabe label
and "the configuration of colors" i
1 , . . . , . . . , i which is induced from the map I
of Foda-Manabe type associated with E τ,γ (gl 3 ) are explicitly expressed as the multivariable elliptic symmetric functions E({z (1) }, {z (2) 
Proof. We show that the functions E({z (1) }, {z (2) 
satisfy all the properties in Proposition 5.1 which the partition functions of Foda-Manabe type
Properties (2) and (4) are easy to check from the definition of the elliptic multivariable functions E({z (1) }, {z (2) 
Let us show Property (1) and (5.4) in Property (3). When i
= 2, we note
. From this fact, one finds that each summand in (5.16) contains the following product of factors
from which all the w (2) L 2 -dependence comes. One can easily compute the quasi-periodicities
).
We find the quasi-periodicities are independent of σ 2 , and from this explicit expression, one concludes that the elliptic multivariable functions satisfy the same quasi-periodicities with the partition functions (5.2) and (5.3).
We continue the argument to show (5.4). We note from the factor (5.20) for each summand in E({z (1) }, {z (2) 21) in each summand in (5.16) can be rewritten as
We further rewrite this using the set J = {J
L 2 −1 } whose relation with the set I = {I
} is given in Proposition 5.1. Since J (2)
a , a = 1, . . . , k 2 − 1. Using this relation, (5.22) can be rewritten as
We next rewrite the remaining product of factors 24) which, together with the factors (5.21), forms each summand in (5.16). We again rewrite using the set J = {J
First, let us recall that only the summands satisfying σ 2 (k 2 ) = k 2 in (5.16) survive after the substitution w
1 , . . . , w 25) which can be easily checked from the definition of m
({z (2) }|{w (1) }) (5.17). We also note that since J
, the inclusion relation
for J is exactly the same with the one I 
a , a = 1, . . . , k 1 and one can rewrite (5.24) using the set
(5.26)
Combining the two factors (5.23) and (5.26) whose product gives each summand in the elliptic multivariable functions, we find that E({z (1) }, {z (2) 
− γ can be expressed as
This relation for the elliptic functions is exactly the same as the relation (5.4) for the partition functions
, and hence property (3) for the case i
Let us show the case when i (2) L 2 = 3 which can be shown in a similar way. We rewrite the elliptic functions using the set K = {K
L 2 −1 }, whose relation with
} is given in Proposition 5.1.
First, we note K
From this rewriting, we find that the induced sets induced by the mapping the inclusion relations to {1, . . . , k 2 + L 1 } are exactly the same K
and using this fact, one rewrites the factor
. Using this rewriting and switching from the set I to K using the above rule, we find that E({z (1) }, {z (2) 
hence we have shown that the elliptic functions satisfy the factorization property (5.7). Property (4) for the case k 2 = 1 and i 
1 }|{w (1) }, {w (2) (1)
1 , . . . , z (1) 29) hence one concludes that the elliptic multivariable functions satisfy the initial conditions (5.10).
Since we have shown that the functions E({z (1) }, {z (2) }|{w (1) }, {w (2) 
Conclusion
In this paper, we introduced and analyzed partition functions associated with E τ,γ (gl 3 ) which is an elliptic analogue of the one recently introduced by Foda and Manabe [32] . For the analysis, we developed a nested version of the Izergin-Korepin method [38, 39] which is a higher rank extension of the method for the wavefunctions of six-vertex type models [60, 61] . The partition functions are explicitly expressed as symmetrization of elliptic multivariable functions over two sets of variables. Multivariable functions which have multiple sets of symmetric variables appear as explicit representations for partition functions of Foda-Manabe type [32] . In the context of quantum integrable models, trigonometric weight functions and elliptic weight functions [22, 71, 72, 73, 74, 75, 76, 78] , which appear in the recent works of the mathematical formulation of the Bethe/Gauge correspondence [77, 79] for example, have also multiple sets of symmetric variables. Note however that the construction of the trigonometric weight functions by the quantum inverse scattering method due to TarasovVarchenko [22] is different from that of partition functions of Foda-Manabe type [32] . It is an interesting problem if one can apply the Izergin-Korepin method to partition functions of Tarasov-Varchenko type as well as other types of higher rank partition functions. One may need to introduce generalizations of existing partition functions to accomplish the analysis.
