Abstract-Brain-Computer Interfaces (BCIs) help paralyzed people who have lost some or all of their ability to communicate and control the outside environment from loss of voluntary muscle control. Most BCIs are based on the classification of multichannel electroencephalography (EEG) signals recorded from users as they respond to external stimuli or perform various mental activities. The classification process is fraught with difficulties caused by electrical noise, signal artifacts, and nonstationarity. One approach to reducing the effects of similar difficulties in other domains is the use of principal angles between subspaces, which has been applied mostly to video sequences. In this paper, it is shown that principal angles are also a useful approach to the classification of EEG signals that are recorded during a BCI typing application. Single letters are flashed on a computer display every second as the subject counts the number of times the desired letter appears. The appearance of the subject's desired letter is detected by identifying a P300-wave within a one-second window of EEG following the flash of a letter. Classification of pairs of one-second windows of EEG resulted in an average accuracy of detecting the P300 of 88% for a motor-impaired subject recorded in their home and 76% for an unimpaired subject recorded in the lab.
I. INTRODUCTION
Brain Computer Interfaces (BCIs) are communication and control systems that are used to translate brain signals into commands and messages in order to control applications such as typing letters using a virtual keyboard, moving the mouse, and turning on or turning off the lights [1] . BCIs are designed for paralyzed people who cannot use or cannot depend on the brain's normal output pathways of peripheral nerves and muscles to communicate with the external environment. As in any communication system, BCIs consist of an input part, which is the brain signals using EEG electrodes, either invasive or noninvasive, and an output part, which is the command to communicate with the external devices. Current BCIs are categorized into different groups based on the type of electrophysiological signals that are used to control and guide the BCI operations. One of these groups uses P300, which is an event related potential (ERP) that measures the brain response to a stimulus.
The P300 wave is a relatively large positive deflection in the voltage that starts about 300 milliseconds after the target stimulus is presented to the user [2] . It is usually produced when a subject is presented a rare but expected stimulus, which is called the "oddball" paradigm [3] . Each stimulus and the following EEG signals are referred to as trials. Trials containing the expected stimulus are called target trials, and other trials are nontarget trials. It may be possible for P300-based BCIs to be used directly by a user without any training, since it is a natural response for a desired selection. However, P300 amplitude and latency is different between users and vary with a subject's fatigue level [4] ; current P300 classification methods do require some training.
To detect the presence of a P300 wave, a classification process is needed. Classification methods that have been used with BCI applications include linear methods such as Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM), non-linear methods such as Nonlinear Bayesian classifiers, Nearest Neighbor classifiers (K-nearest Neighbor), SVM as well as Neural Networks (NN), and a combination of classifiers such as boosting, voting, and stacking [5] . For online use of P300 classification for BCI applications, the number of trials used for each classification should be minimized. Here pairs of trials are used.
In this paper, principal angles between subspaces of EEG trials are used to detect the presence of P300s. The paper is organized as follows. In Section II, work is reviewed that is related to the experiments reported here. In Section III, the proposed method is described. Section IV discusses the results that have been obtained after applying the proposed method on a P300-based BCI application. The paper is concluded in Section V and the future work is also outlined in this section.
II. RELATED WORK
Dealing with video streams and image sets as subspaces and comparing between these subspaces in order to know the similarities and differences using principal angles is challenging and is a focus of many researchers for recognizing human faces and activities [6] - [10] . Many algorithms and methods have been implemented to calculate the principal angles between subspaces, usually followed with the use of nearest neighbor algorithms based on principal angles to classify the image sets such as handwritten digits [11] .
While methods based on principal angles between subspaces have not previously been applied to P300 detection, the following related work on subspace analysis of EEG has appeared.
Anderson and Kirby [12] recorded EEG signals from six channels while the subject was doing two different mental 978-1-4799-4543-6/14/$31.00 ©2014 IEEE tasks, which were a multiplication task (non-trivial multiplication) and an imaginary letter-writing task. In this study, EEG data was represented as a subspace using Singular Value Decomposition (SVD). Different variations were applied such as using different numbers of electrodes, different amounts of overlap between windows in time, and different numbers of eigenvectors that had been created after using the SVD algorithm. Data was transformed using two different methods Karhunen-Loeve and Maximum Noise Fraction in order to compare the results and observe which method provides the most accurate results. After the data was transformed, classification was done using Quadratic Discriminant Analysis.
Samek et al., [13] showed that nonstationary subspaces are somehow similar between different subjects, while the discriminant subspaces, which were spanned by the Common Spatial Patterns (CSP) filters, are quite different between subjects. With this result the authors estimated the changes between the training and testing sessions for one user using the information from another user. The information that can be transferred between users is nonstationary since they are similar between subjects based on the principal angle results. On the other hand, the discriminant information cannot be transferred between subjects. Authors tested their approach on two datasets of EEG recordings from subjects while performing motor imagery and used LDA as a classifier. The first dataset is the motor imagery of moving two limbs, specifically the left hand and foot. Subjects responded to either the stimulus that was presented visually as an arrow on the center of the screen or auditorily as a voice announces the task that should be performed. The second dataset was Dataset IVa from BCI Competition III [14] of five subjects performing right hand and foot moving imagery. The authors reported that by estimating the nonstationary information and removing this information from the data, the classification accuracy was improved.
Liy et al., [15] worked with five different EEG data sets, four related to different diseases and one normal. Kernel principal angles between the normal data and the four diseases were found to show differences between these two data sets. In addition, kernel principal angles were calculated between the testing data and all five subspaces to recognize if the data was more closely related to the normal signals or the testing signals or to one of the four diseases. Kernel principal angles methods produce principal angles between nonlinear subspaces after mapping data from the original space to a nonlinear feature space. A limitation of this approach is the difficulty in finding the optimal kernel function [16] .
III. METHOD
This section summarizes the experiment protocols and methods for collecting and preprocessing EEG, calculating principal angles, and using the principal angles to remove outliers and to detect the presence of P300 waves.
A. Data Collection and Preprocessing
The experiments described here involve data from two subjects, one with impaired motor function and one without. The recording of EEG for the subject with impairment was performed in the subject's home; recording for the other subject was performed in a university lab. Both subjects signed an informed consent form approved by the IRB of Colorado State University.
The g.GAMMAsys and g.MOBILab+ system by g.tec was used to record eight-channel EEG from sites F3, F4, C3, C4, P3, P4, O1, and O2, referenced to left earlobe, with a 256 Hz sampling rate. The work reported here only used data from P4, since of the eight channels it is often considered to be most relevant for P300 detection. Custom software, written in Python, was used to present visual stimuli and acquire the EEG signals [17] .
Subjects sat about three feet from a computer display. To elicit P300 waves, subjects were asked to count the number of times a particular letter was flashed on the screen. Each letter appeared for 100 ms, followed by a blank screen for 750 ms. A total of 80 letters were flashed, with 20 being the target letter and 60 being other letters. The order of letter presentation was randomly chosen. This procedure was repeated three times with the target letter being b, then p, then d. The objective is to detect the occurrence of a target letter, not to identify the particular target letter, b, p, or d.
Since the period between the stimuli (appearance of letters) is 850 ms and the sampling rate is 256 Hz, EEG was segmented into windows of 210 samples starting from the stimulus onset. Each 210 sample window of EEG will be called a trial in the remainder of this paper. For each of the three target letters, 20 target trials and 60 nontarget trials were collected, for a total of 60 target and 180 nontarget trials, or 240 trials.
Individual trials of EEG are often very noisy, making it difficult to detect a P300 wave. The effects of noise on P300 data is somewhat alleviated by smoothing in time and averaging over multiple trials. For BCI applications, averaging over multiple trials increases the time required for the user to make a selection, so is to be avoided. However, smoothing can be performed on individual trials. Here, data was smoothed using Stickel's [18] algorithm which approximates the data by minimizing a squared error and a roughness measure defined by the second derivative of the approximation. The algorithm requires an empirically chosen regulation parameter , whose value was assigned to 0.0001 in this study since it resulted in the best classification accuracy. Figure 1 illustrates the results of applying the smoothing algorithm to a trial containing a P300 and one not containing a P300 for a motor impaired subject. Figure 2 is a similar illustration for a subject without motor impairment, showing that the P300 wave is as apparent or more apparent for the impaired subject as it is for the nonimpaired subject [19] .
To divide the trials into training and testing sets, the target and nontarget trials were partitioned into five disjoint subsets, resulting in five, 12 trial, target subsets and five, 36 trial, nontarget subsets. Subsets were collected into training and testing sets by combining the ℎ target and nontarget subset to form the testing set and the remaining subsets to form the training set, for = 1, 2, . . . , 5. Thus, the training sets contain 48 and 144 target and nontarget trials, respectively, while the testing sets contain 12 and 36 such trials.
The next section describes the method used to form subspaces of trials and to calculate the principal angles between them. The angles are used to detect outliers and to detect P300 waves. 
B. Principal Angles
The concept of principal angles between subspaces was first presented by Jordan in 1875 [20] . The principal angle or canonical principal angle gives information about the relative position of two subspaces in a Euclidean space. If we have two subspaces, F and G, then the set of principal angles between these two subspaces can be defined as follows [21] . Let be the dimension of subspace and be the dimension of subspace . If we assume that ≥ ≥ 1, then the principal angles 1 , 2 , .. ∈ [0, /2] between the subspaces and are defined recursively for = 1, . . . as
where
subject to
The vectors 1 ,..., and 1 ,..., are called principal vectors.
SVD can be used to calculate the principal angles by computing the cosine of the singular values [22] . Let and be orthonormal bases of and , respectively. Then
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Knyazev [24] presents an algorithm, summarized in Figure 3 , that was used in this study for determining principal angles in a more robust way when angles are very small or very large. Chang applied this algorithm in his study of image sets [23] .
Subspaces of EEG trials were formed by combining pairs of trials. Conceptually, this is similar to other P300 studies that use averaged trials to better detect P300's. Most such studies show that five to ten trials must be averaged to reliably detect P300's. The results reported here, based on subspaces formed from pairs of trials, demonstrate that two trials are sufficient to obtain relatively high classification accuracies. After combining pairs of trials, training sets consist of 24 and 72 target and nontarget subspaces while testing sets consist of 6 and 18 subspaces.
The similarity between a subspace and a set of other subspaces can be determined by a variety of metrics based on their principal angles. To determine the similarity between subspace and subspaces 1 , 2 , . . . , , the pairs (because each subspace is defined by two trials) of principal angles between and each are collected. We experimented with the following four metrics:
• the minimum of the first principal angles,
• the minimum of the second principal angles,
• the mean of the first principal angles, and
• the mean of the second principal angles.
C. Outlier Detection
Some EEG trials contained artifacts, such as large deviations due to eyeblinks or neck muscle twitches. Such trials can be considered as outliers in the distribution of normal trials and it might be helpful to remove them from the training sets. This is tested by the following procedure.
Subspaces in the training sets are detected as outliers by determining their similarity to all other training set subspaces using each of the four similarity metrics defined above. If the value of the metric is more than one standard deviation away from the mean of the metric among the training set subspaces, then the subspace was removed. Counts of remaining subspaces are given in Section IV.
D. Classification
After removing the outliers, the classification process is performed as follows. For each testing subspace, the principal angles between it and all training target and training nontarget subspaces are collected. The similarity metrics are applied to the collected target and the collected nontarget principal angles. The test subspace is classified as a target subspace if the value of the similarity metric for the training target subspaces is smaller than its value for the nontarget subspaces. Otherwise, it is labelled as a nontarget subspace. It was determined that the mean of the first principal angles resulted in the best accuracy. Only the results of this metric are shown in Section IV.
Straube and Krell [25] showed that the accuracy performance should be calculated in a way that is not sensitive to the size differences of the classes. Since the number of nontarget trials is three times the number of target trials, the balanced accuracy (BA) is preferred to the normal accuracy [ACC] equation.
TP is the true positive, TN is the true negative, FN is the false negative, FP is the false positive, TPR is the true positive rate, and TNR is the true negative rate.
IV. RESULTS
As described in Section III, subspaces in the training set that are detected as outliers are removed. Tables I and II display the quantities of training target and nontarget subspaces that remain after removing the outliers using the four different methods. Results are shown for each of the five repetitions of training/testing set constructions, called Test 1, Test 2, etc. The metric for detecting outliers that resulted in the best classification accuracy was the minimum of the second principal angle.
After outliers are removed, the values of the first principal angles between each testing subspace and training subspace are used. The mean of these angles over all target training subspaces is compared with the mean of these angles over all nontarget training subspaces. If the mean for the target subspaces is less than the mean of the nontarget subspaces, the Target NonTarget Target NonTarget Target NonTarget Target NonTarget   Test 1  34  142  36  142  32  96  30  98  Test 2  32  142  28  142  34  108  34  96  Test 3  24  142  34  142  32  100  28  82  Test 4  34  142  28  142  26  98  34  92  Test 5  22  142  28  142  32  100  32  92   TABLE II test subspace is calculated as a target subspace, meaning one containing a P300. Otherwise, the testing subspace is classified as a nontarget.
An illustration of this comparison for the case when no outliers are removed is shown in Figure 4 . This figure is a plot of the means of the first principal angles between each of the 24 testing subspaces for Test 1 (6 target and 18 nontarget) and all 96 (24 target and 72 nontarget) training subspaces. Each line corresponds to these means for a single testing subspace. The endpoints of each line are the means of the first principal angles between the testing subspace and the target and nontarget training subspaces. The minimum of the two determines which class, target or nontarget, is assigned to the testing subspace.
The figure shows that all six of the target testing subspaces are classified correctly since the principal angle values are lower with the target training subspace, while 13 of 18 non- target testing subspaces are classified correctly, for a balanced accuracy (BA) of 86%. Figure 5 shows the results of the presented experiments. As mentioned in the previous section, the metric that resulted in the best accuracy was the mean of the first principal angles. This was used to obtain the following results. For each subject, classification accuracies are averaged over the five ways of partitioning data into training and testing sets. The accuracy is measured using BA, shown as darker gray bars, and ACC, shown as lighter gray bars, to check the sensitivity to the unequal sizes of the classes. Vertical lines on each bar show the range of minimum and maximum accuracies over the five training/testing partitions. ACC gives better results than BA for Subject 1, while BA gives higher results than ACC for Subject 2.
In each graph, the first four pairs of bars show the classification accuracies obtained after applying each of the four similarity metrics for detecting and removing outliers. The fifth pair of bars show accuracies if no outliers are removed. For Subject 1, the highest BA accuracy of 76% resulted from not removing outliers (rightmost pair of bars) and from removing outliers using the metric based on the minimum of the second principal angles (second pair of bars). For Subject 2, the highest BA accuracy was 88%, for all outlier methods except the use of the minimum of the first principal angles.
V. CONCLUSION AND FUTURE WORK
EEG was recorded from two subjects, one with motor impairment. EEG data following presentations of single letters in the center of a computer display was collected while the subjects counted the occurrences of particular letters, in order to produce P300 waves. Pairs of approximately onesecond trials of EEG following each letter flash were used to define subspaces that were compared using the principal angles between them. Balanced classification accuracies of 76% and 88% were obtained for the unimpaired and impaired subject, respectively. This accuracy is similar to other published studies on P300 detection. However, most other approachs typically use more than two trials to obtain similar accuracies. The use of only two trials makes this approach more appropriate for online applications.
In addition to demonstrating relatively high accuracy using just pairs of trials, this study also makes the following contributions. A smoothing process based on minimizing the second derivative in time is found to increase the classification accuracy. Typically bandpass filters are applied, but the smoothing algorithm demonstrated here does not rely on assumptions on the frequency content of EEG as required for bandpass filtering. This study also examines ways of removing outliers that are based on principal angles. While the experiments show that the outlier removal methods did not help in this case, they may prove useful for other subjects.
Analyzing EEG patterns using principal angles is still a new direction in BCI field. Many studies can be implemented and added to this field to better analyze and classify the EEG patterns. Planned future work in this study includes the use of additional data sets recorded from other subjects and other EEG data such as BCI Competition. Plans also include analysis using additional channels and the use of other principal angle methods, such as the Discriminant Canonical Correlation (DCC) [26] method, that discriminates between subspaces by maximizing the canonical correlation within the subspace and minimizing it between the subspaces.
