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ABSTRACT. The melt cycle of snow is investigated by combining ground-based
microwave radiometric measurements with conventional and meteorological data and
by using a hydrological snowmodel.Measurements at 2000ma.s.l in the basin of the Cor-
devole river in the eastern Italian Alps confirm the high sensitivity of microwave emission
at 19 and 37GHz to the snow melt^freeze cycle, while the brightness at 6.8GHz is mostly
related to underlying soil. Simulations of snowpack changes performed by means of
hydrological and electromagnetic models, driven with meteorological and snow data,
provide additional insight into these processes and contribute to the interpretation of the
experimental data.
INTRODUCTION
The monitoring and modelling of the melt cycle of snow are
important for the management of water resources, and for
flood and avalanche forecasting. Unfortunately, ground-
based data are sparse, and represent only limited areas
around the measurement sites. On the other hand, the
interpretation of remote-sensing images in both the optical
and microwave ranges of the spectrum for the estimation of
snow variables is difficult. Sensor outputs are simultan-
eously affected by several parameters such as snow density
and temperature, grain shape and size, liquid-water content
(LWC) and layering of the snowpack.
The presence of liquidwater within the snowpack causes
rapid changes in the ice. During the melt process, typical
grains of dry snow are transformed into large clustered
rounded grains that grow rapidly to dimensions of 1^
2mm. During the night freezing phase, which usually in-
volves the first 10 cm of snow cover, the crystals aggregate
in polycrystalline grains, thus forming hard surface crusts.
This transformation impacts on the radiative properties of
snow, which change in accordance with the daily melt^
freeze cycle.
The potential of microwave radiometers to monitor
seasonal variations in snow cover has been the subject of
several theoretical and experimental studies carried out
using physical models (e.g. Jin and Kong, 1984; Ulaby and
others,1986; Tsang and Kong, 2001) and ground-based (e.g.
Hofer and Mtzler, 1980; Rott and Sturm, 1991; Macelloni
and others, 2001) or satellite-borne instruments (e.g. Kunzi
and others, 1976; Walker and Goodison, 1993; Grody and
Basist, 1996; Rosenfeld and Grody, 2000; Kelly and others,
2003). All these investigations have pointed out the sensitiv-
ity of microwave emission to snow type and water equiva-
lent. At the lower frequencies of the microwave band (L- to
C-bands, 1^6GHz), emission from a shallow layer of dry
snow is mostly influenced by the soil conditions below the
snowpack and by snow layering. At frequencies higher than
10GHz (X-band), however, the role played by volume scat-
tering increases, and emission appears to be correlated to
the snow water equivalent. If snow melts, the presence of li-
quid water in the surface layer determines an increase in
emissivity, especially at high frequencies.
Microwave emission from snow was investigated by
Hofer and Schanda (1978) and by Hofer and Mtzler (1980)
on a high-altitude test site in Switzerland, by using ground-
based sensors operated at discrete intervals of time during
two winter seasons (1977 and 1978). The authors demon-
strated that microwave radiometers can distinguish three
snow conditions (winter, spring and summer) that are rep-
resentative for the seasonal development of snow cover. In
particular, in the spring snow, the brightness temperature
Tb showed a pronounced diurnal variation, with a rapid
transition between two states. In the first stage, during
snowmelt, Tb increased with increasing frequency, whereas
the second stage, associated with refrozen snow, showed a
decrease in Tb with increasing frequency.These trends were
confirmed by Schanda and others (1983) who interpreted
their results by assuming that the Rayleigh scattering plays
a dominant role, and by Macelloni and others (2001), who
compared experimental data obtained on the Italian Alps
with simulations performed by means of dense-medium
radiative transfer (DMRT) theory. Further investigations
pointed out the importance of the snow crust, which can
build up due to night-time refreezing (Mtzler,1987; Reber
and others,1987; Macelloni and others, 2001).
From the electromagnetic point of view, the dry-snow
medium can be considered as a dense heterogeneous
medium composed of ice particles embedded in air. In the
case of wet snow, liquid water is added to the mixture in
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the form of a thin film around the ice particles and/or drop-
lets among ice particles. Existing theoretical models for the
snow medium can be categorized into two major groups:
coherent techniques and techniques based on radiative
transfer. DMRT theory under the quasi-crystalline approx-
imation with coherent potential and strong fluctuation
theory (SFT) are the most rigorous approaches to model
microwave emission and scattering from snowpacks at high
frequencies. These approaches take into account the coher-
ence of the scattering from random scatterers, and satisfy
the energy conservation constraint. An exhaustive descrip-
tion of the two theories can be found in Tsang and Kong
(2001). A semi-empirical Microwave Emission Model of
Layered Snowpacks (MEMLS) valid in the 5^100GHz fre-
quency range has been developed byWiesmann and Mtz-
ler (1999) for dry winter snow and extended to large grains
by Mtzler and Wiesmann (1999). The model is based on
multiple scattering radiative transfer theory, in which the
scattering coefficient is determined from measurements of
snow samples.
The permittivity of snow under various physical condi-
tions has been the subject of many theoretical and experi-
mental investigations, and data are currently available at
frequencies up to 90GHz (e.g. Evans, 1965; Walford, 1968;
Hallikainen and others,1987; Mtzler,1987). More recently,
Arslan and others (2001) computed the effective permittiv-
ity of wet snowby using SFTfor a two-phase (dry snow with
non-symmetrical inclusions of liquid water) and a three-
phase (air, and spherical inclusions of ice andwater) model.
The results indicated that the shape and the size of inclu-
sions are important.
Because data on the vertical profile of snow temperature,
density, LWC and ice grain shape and size are seldom avail-
able, a mathematical model can provide the data needed for
interpreting and calibrating radiometric data on a continu-
ous time basis. Several snowmelt models have been devel-
oped in the past, most of them described in the
intercomparison projects coordinated by the World Mete-
orological Organization (WMO,1986) and, more recently,
within the SnowMIP project (Etchevers and others, 2004).
The energy balance at the surface (see Male and Granger,
1981, for a review) and ground heat flux provide the heat
available for the melting and refreezing of snow, and these
can be computed on the basis of measurements or models
of the key parameters, such as snow albedo.Vertical move-
ment of meltwater in the snowpack is often simplified by
means of a kinematic wave model (Colbeck, 1974; Singh
and others, 1997) overlooking the effect of capillarity. More
complex to simulate are the changes in size and shape of
snow grains, for which simplified models are proposed in
the literature (Baunach and others, 2001). In recent years,
more detailed snowpack models have been used for regional
avalanche forecasting in some mountainous regions.
Durand and others (1999) showed how the SAFRAN/Cro-
cus/ME¤ PRA modelling chain can provide useful informa-
tion for predicting avalanche risk. Bartelt and Lehning
(2002) demonstrated that the Lagrangian finite-element
scheme of the SNOWPACK model is capable of reprodu-
cing in detail the microstructure development and both the
build-up and ablation of a seasonal alpine snow cover. Both
modelling systems are aimed at simulating the snow micro-
structure and layering in detail.
To evaluate the possibility of using microwave data as
inputs to hydrological snowmelt models, an experiment
was set up from March to May 2002 in the eastern Italian
Alps, an areawhere the sources of moisture for precipitation
are often southerly Mediterranean airflows. These geo-
graphic and meteorological conditions and the resultant
snow properties are peculiar to the southern European
Alps. To this end, and in order to guarantee continuous
24 hour d^1 observations with multi-frequency radiometers,
we installed a set of sensors at 2010ma.s.l.
THE TEST SITE AND THEMEASUREMENTS
The site selected for the experiment was a relatively smooth
plateau on Mount Cherz (2010ma.s.l) in the basin of the
Cordevole river, in the Dolomites, northeastern Italy (Fig.
1).This site was selected because of its relatively smooth top-
ography, the absence of forests, the availability of historical
data and the relatively easy access. Snow, micrometeoro-
logical and microwave remote-sensing measurements were
carried out from 20 March to 30 June 2002. At the begin-
ning of the experiment, snow cover on the test site was about
0.35m deep; several snowfalls occurred in April, and the
terrain was snow-covered until 10 May. After 10 May the
focus of the experiment was on measuring water balance
and the radiation budget, which are not described in this
paper (see Paloscia and others, 2003).
Microwave measurements
A set of microwave and infrared radiometers was installed
in a temperature-controlled shed on the Mount Cherz plat-
eau (Fig. 2).The infrared sensor operated at 8^12mwave-
lengths; the microwave radiometers worked in the C-
(6.8GHz), Ku- (19GHz) and Ka-bands (37GHz) at hori-
zontal and vertical polarizations from 20 March to 10 May
2002. All sensors operated 24 hours d^1, with a sampling in-
terval of 5min every 30min.The standard incidence angle
was 55‡. Angular scans between 30‡ and 70‡ were carried
out under specific conditions. The instruments are de-
scribed in Macelloni and others (2001).
Observations were carried out through a window that
was sealed by a low-loss sheet of polystyrene, the attenuat-
ing properties of whichwere known.The observation geom-
etry (distance between antenna and target) was arranged to
meet the conditions of far-field operation at an observation
angle = 30‡. The FOV at a 55‡ incidence angle was
Fig. 1.The test site.
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2.201.20m2, with a minimum distance of 170 cm away
from the shed.
It should be noted that, in principle, the presence of the
shed influenced the snow characteristics for the accumu-
lation of snow, due to the wind and the heat flux from the
shed. However, these effects were minimized.The shed was
installed at the beginning of the season on a 50 cm high plat-
form, andwas paintedwhite to reduce thermal emission. No
human-induced modifications of the snow cover were made
during the measurement period, since the snowfield was
protected for an area of about 100m  100m. In spite of
any possible minor inconveniences, this set-up allowed con-
tinuous 24 hour d^1 measurements throughout the melt
season. The controlled temperature inside the shed assured
the stability of the electronic equipment.
Meteorological measurements
The meteorological station, located 10m away from the
microwave equipment, included standard sensors for meas-
uring wind speed and direction at a height of 3m, air tem-
perature and relative humidity at 1.5m, incoming and
reflected solar radiation. In addition, two rapid-response
thermal probes (one about 0.6m above the ground and the
second 0.05m deep in the soil), a net thermopile radiometer
(0.3^60.0m) and a plane thermal flux probe 0.05m deep in
the soil were installed for monitoring specific periods. The
latter four sensors made it possible to monitor the soil and
air temperature close to the snow surface, net radiative flux
in the snowpack, and heat flux in the ground, respectively.
Snow measurements
Conventional measurements of snow parameters were car-
ried out along vertical profiles at each significant change
during the observation period, in order to monitor signifi-
cant snowmelting and refreezing episodes. For each charac-
teristic layer the measurements included: grain shape and
size, LWC, snow density, temperature and hardness (with
hand test andby means of a percussion Swiss Rammprobe).
Measurement of the LWC was carried out using standard
semi-empirical methods (Colbeck and others, 1990) and
two electromagnetic probes: the Snow Fork (TOIKKA,
Finland) and a probe built by the ‘Nello Carrara’ Institute
of Applied Physics (IFAC), Firenze, Italy. Both sensors
measured the dielectric constant of snow and computed its
LWC and density.
EXPERIMENTAL RESULTS
In this paper, we consider only data collected from1April to
10 May 2002. The first period until 8 April was character-
izedby fineweather, with the presence of a remarkable daily
thermal range and a progressive drop in mean daily air
temperature (Fig. 3). On 2 April at 1310 h local time (LT)
(1210 UTC), the snow was 0.3m deep, with a temperature
close to 0‡C.Wetness, measured with conventional manual
methods, was between 0^3% and 3^8% (Fig. 4).The grain
shapes indicated a propagation of the melt process down to
the base of the snowpack, where a layer of wet grains (clas-
sified as F = 6a according to Colbeck and others, 1990)
mixed with various shapes of angular grains was present.
Shallow crusts were also present in the surface layers, with
a smooth surface composed of a thin film of firnspiegel
(F = 9c), which, due to the greenhouse effect, determined a
higher LWC (3^8% vs 0^3%) in the underlying shallow
layer (0.02m deep). The hardness of this latter layer cor-
responded to one finger (104^105 Pa) in the hand test. An in-
termediate layer, about 0.1m deep, was composed of
rounded grains (F = 3a and 3b) of greater hardness. Re-
frozen snow crusts identified in this period were shallow,
and became wet and lost consistency during the daytime.
The profile measured on 5 April clearly showed that the
drop in temperature caused progressive consolidation of
the layers. There was a strong presence of polycrystals
(F = 6b) of larger size (2^4mm vs1^3mm) in a 0.15m deep
layer located below a 0.05m layer of rounded grains trans-
formed into wet grains (F = 6a) and a shallow surface-hoar
layer. Refreezing involved the entire thickness of the snow-
pack, except for the 0.15m near the soil, where liquid water
was still evident. The snow was very hard throughout the
snowpack. On 6 April a drop in the snow temperature to
^4‡C in the upper layer was measured at night. From 8 to10
April, a moderate snowfall (0.08m) caused a weakening in
the melt^freeze cycle.
The snow profile of 10 April indicated the presence of
wet snow in the basal 0.15m layer.The snow subsurface tem-
perature was ^0.2‡C at 1000 h LT, and the snowpack condi-
tions were almost isothermal. From 11 to 14 April, the
weather was cloudy with a moderate precipitation of wet
snow above 2000ma.s.l.; minimum and maximum daily
air temperatures ranged from ^0.9 to ^4.5‡C and from 2.1
to 4.4‡C, respectively. Maximum air temperature dropped
below 0‡C from 15 to 17 April, with a few centimetres of
Fig. 2.The microwave station. Fig. 3. Air temperature and precipitation as a function of time.
Dates are day/month/year.
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precipitation on 16 and 17 April. A moderate snowfall of
about 30 cm occurred on 20 April, but on 21April the regu-
lar melt^freeze cycle began again. However, higher mini-
mum and maximum temperatures caused attenuation of
the refreezing process and a progressive increase in the melt
phase. In the 22 April profile taken at 1330 h LT (Fig. 5), wet
grains (F = 6a) were present near the soil and on a 0.04m
deep surface layer with hardness having a magnitude of
one finger. Intermediate layers were characterized by
rounded grains (F = 3a) and greatly broken particles
(F = 2b) of the latest snowfalls, which were then trans-
formed into wet grains.
On 27 April, the sky was overcast, with light snowfall
and an interruption of the melt^freeze cycle. From 28 to 29
April, minimum temperatures fell slightly and the night re-
freezing phase involved the surface layer, while the base
layer was isothermal near 0‡C. After this, progressively
rising temperatures caused snowmelt, and on 2 May the
snow-cover area was discontinuous on Mount Cherz.
Melt^freeze crusts of low hardness were a few centimetres
thick throughout the monitoring period, and their duration
was limited to the night-time. Only the 8 April profile was
characterized by the presence of a 2 cm surface hard frost
layer during daytime.The behaviour of themicrowave emis-
sion appeared to be correlated to the daily melt^freeze
cycle: the higher values of brightness temperature were
Fig. 4. Snow-cover profile, 2 April 2002. HS, H = snow depth (cm); HSW = snowpack water equivalent (mm);  = snow
wetness; F = crystal type; E = crystal size (mm); R = hand test; HW=water equivalent of the layer (mm); = snow density
(kg m^3). Symbols correspond to the International Classification given in Colbeck and others (1990).
Fig. 5. Snow-cover profile, 22 April 2002 (letters and symbols as in Fig. 4).
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related to wet snow, and the lower ones to refrozen snow. In-
deed, during the melt phase, the generation of liquid water
in the snowpack caused an increase in the absorption, due to
an increase in the imaginary part of snow permittivity. Con-
sequently, the emission increased. During the refreezing
phase, the decrease in brightness was due both to the
decrease in the temperature and to the refreezing of liquid
water (and, therefore, to the decrease in the imaginary part
of snow permittivity). In fact, the brightness temperature is
known to depend mostly onboth the snowpack temperature
and its LWC. Figure 6 represents the brightness tempera-
ture at 6.8,19 and 37GHz at vertical polarization as a func-
tion of time.The variation of the signal was much greater at
the highest frequency than at 6.8GHz. At the latter fre-
quency, penetration was high and the soil contribution was
dominant. On the night of 3^4 April, refreezing was not
complete and the brightness temperature remained rela-
tively high. The maximum brightness temperature value
was usually reachedwhen the snow wetness attained avalue
close to 2%. In the refreezing phase, the decrease in bright-
ness was due both to a decrease in the snow temperature and
to the disappearance of liquid-water particles. A very





A continuous simulation of the snowpack for the entire
monitoring period was performed by means of the Phys-
ically based Distributed Snowmelt Model (PDSM; Ranzi
and Rosso,1991,1994). This was used to investigate whether
certain key snowpack parameters can provide useful infor-
mation for the interpretation of the radiative properties of
snow in the microwave spectrum. In this model, the melt
rate is estimated on the basis of the energy-balance equa-
tion, and the meltwater flux within the snowpack is
computed through a two-layer model. To some extent,
PDSM is similar to the precipitation^runoff modelling
system (PRMS; Leavesley, 1976), in the sense that only cer-
tain key variables (snow density, temperature and LWC) of
the snowpack in two layers are simulated, while the detailed
structure of snow crystals (size and shape) and layering is
disregarded.
For this experiment, the meteorological forcing to the
model was provided by hourly records of precipitation, in-
coming shortwave radiation, air temperature and relative
humidity andwind speed. Once the snowpack initial condi-
tions (in our case on 1April) were set up according to snow
depth, density and temperature measurements, the internal
state variables (snowdepth, density, temperature and LWC)
were simulated on an hourly basis in the two snow layers.
Turbulent fluxes were computed according to the mix-
ing length theory, assuming a snow roughness of 0.006m
and stable conditionsa reasonable hypothesis for a
spring melt period, as in our case. Snow albedo was com-
puted as a function of the last snowfall day, the cumulated
positive air temperatures and an index that takes into ac-
count the diffuse and direct radiation, as described in more
detail by Ranzi and Rosso (1991).
Incoming longwave radiation was estimated by
assuming air emissivity according to the Satterlund equa-
tion, as a function of surface air temperature and humidity
measurements. In the thermal range, snow is assumed
almost as a black body (emissivity = 0.99) with a tempera-
ture equal to that simulated by the model in the upper 0.1m
layer. Reflected shortwave radiation and net radiation data
were used to verify the radiative model implemented, with
reasonably good results. Measurements of snow depth,
water equivalent, temperature and LWC were also used as
verification, showing the model’s tendency to overestimate
the melt rate.
The upper layer, which was more sensitive to the surface
mass and energy fluxes, i.e. to the daily melt^freeze cycle,
was assumed to have a constant thickness of 0.1m.The lower
layer depth was adapted to the simulated snow depth. Heat
fluxes were due to a conductive flux from the upper layer
and the underlying soil and to the penetration of shortwave
radiation attenuated according to Beer’s law with an expo-
nential damping coefficient, which for wet snow was set at
10.6m^1 (U.S. Army Corps of Engineers,1956).
Melt in each layer was computed from excess energy
resulting from the energy-balance equation. The average
residence time of the resulting melt flux, , in each layer is
computed as  ¼ zc1 as a function of the layer depth,z,
and the celerity, c, of the percolation wave. The latter, ac-
cording to Colbeck (1974), is a non-linear function of the ver-








where the effective porosity e ¼ ð1 SwiÞ is a function of
the total porosity of the snowpack , and of the irreducible
saturation Swi, assumed to be respectively 0.52 and 0.04.The
value of s was assumed for water at 0‡C as
s ¼ 5:47 106m^1s^1, and the product K1=3s 1e was set
constant and equal to 0.002788m2/3 in accordance with Col-
beck and Anderson (1982). The percolation rate
m ¼ sksSen is a non-linear function of the degree of effec-
tive saturation Se, where the exponent n is set to 3 in accord-
ance withMarsh andWoo (1985), among others. Se could be
Fig. 6.The brightness temperature at 6.8, 19 and 37 GHz, ver-
tical polarization as a function of time. Dates are day/month/
year.
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computed in terms of the LWC of snow, expressed as a frac-
tion of unity and measured according to standard methods
Se ¼ LWCð1þ Þ  Swi
ð1 SwiÞ : ð2Þ
The electromagnetic model
The two-layer radiative transfer model implemented for
this study was based on SFTand the fluctuation^dissipation
theorem (FDT) (Jin and Kong,1984). Each snow layer was
considered as a collection of spherical ice particles, sur-
rounded by a thin film of water embedded in air. The per-
mittivity of these particles was computed by using the
generalized Maxwell^Garnett mixing formula (Sihvola,
1999). The resulting medium had an effective permittivity,
computed in accordance with SFT, whose imaginary part
takes into account both absorption and scattering effects.
This permittivity, together with its low-frequency-limit ap-
proximation, was used to compute the brightness tempera-
ture by using the FDT.
Input parameters for the electromagnetic model were
snow depth, volume fraction of snow, snow temperature,
LWC and correlation length (related to the mean particle
radius) of each layer, and soil permittivity. A step correla-
tion functionwas used to calculate the effective permittivity
of snow as suggested byJin (1993).
Themodel simulations with experimental data are com-
pared in Figure 7a^c which show the simulated and meas-
ured brightness temperatures at 6.8, 19 and 37GHz as a
function of time. All the input parameters were derived
from snow measurements taken on 5 April 2002 when the
snowpack was 35 cm deep.The sole exceptionwas the corre-
lation length, the value of which was fitted by minimizing
the absolute error between the measured and simulated
brightness temperatures at vertical polarization of dry
snow. The fitted value was then kept fixed during the melt-
cycle simulations. Since the depth of the snowpack that con-
tributes to the emission depends on frequency, a different
value of correlation length was used for 19 and 37GHz
(0.38 and 0.28mm, respectively). Indeed, at this date, the
grain-sizes increased with depth. At 6.8GHz, the influence
of the ground was dominant, and no significant Tb changes
occurred during the melt cycle.We thus used the correlation
length adopted for the simulations at19GHz. Snow wetness
was assumed to be constant along the vertical profile and
equal to the value measured with the electromagnetic probe
15 cmbelow the surface (Fig. 8). In the early morning, when
the air temperature was close to 0‡C, the snowpack was dry.
After 0930 h LT the rise in air temperature produced an in-
crease of wetness in the upper layer.The continuity of tem-
poral variation of wetness was guaranteed by interpolating
experimental data with a polynomial curve (Fig. 8). From
Figure 7 we can see that the agreement between measured
and simulated values is less good at horizontal polarization.
Indeed, the model tended to slightly underestimate the
polarization difference and, once optimized for the vertical
component, gave a lower value for the horizontal one.
COMPARISONOF EXPERIMENTAL DATA AND
MODEL RESULTS
A comparison between microwave emission and simulated
LWC is shown in Figure 9. The curves in the upper part of
the diagram represent the measured air temperature and
the brightness temperatures of snow, whereas the curves at
the bottom represent simulated LWC in the upper (0.1m
deep) and lower layers, and snow depth. We note that, in
general, emission at 37GHz has a high sensitivity to the
melt^freeze cycle, and is well correlated with the LWC of
the upper layer, while the variations in the 19GHz bright-
ness temperature appear to be less marked and more corre-
lated with the LWC of the lower layer.This fact is explained
by the different penetration depths of the two frequencies.
The first phase (1^10 April) was characterized by a decrease
in the average air temperature with relatively low wetness
Fig. 7. Simulated (continuous line = vertical polarization;
dashed line = horizontal polarization) and measured ( =
vertical polarization; & = horizontal polarization) bright-
ness temperature at 6.8 GHz (a), 19 GHz (b) and 37 GHz
(c) as a function of time. Parameters used for simulation:
snow depth = 35 cm; fractional volume = 0.35; Tsnow =
Tground = 273 K; "ground ¼ 6þ j2. Experimental data
collected on 5 April 2002 on a snow layer 35 cm deep. Local
time is in minutes after midnight (e.g. 540 = 0900 h;700 =
1140 h).
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and a pronounced melt^freeze cycle. In this phase, the aver-
age value of Tb was higher at19GHz than at 37GHz. In the
subsequent period (12^20 April) the wetness increased and
the refreezing decreased; the two average brightness tem-
peratures became closer, with a slightly higher value for Tb
at 37GHz, whichwas coherent with the increase inwetness.
Between 15 and 18 April the simulated LWC was not in
agreement with themicrowave data. During this time inter-
val, the air temperature dropped slightly below 0‡C, and
the PDSM predicted a refreezing. However, it should be
observed that at the same time about 10 cm of snowfall
occurred (see Fig. 3) and, because of the relatively high air
temperature, it is likely that the snowflakes werewet and the
radiometers maintained high brightness temperature. After
18 April, there was again a good agreement between
simulated LWC and microwave data and, from 21April on,
regular and significant refreezing cycles were well evi-
denced by the brightness temperatures.
It is interesting to note that the steep increase in Tb
during the melt cycle was related to the increasing LWC in
the upper layer of the snowpack, whereas the decrease in
brightness during the refreezing phase was more consistent
with the decrease in wetness of the lower layer. Indeed, the
contribution to total emission of the almost dry upper layer
became small. This fact is more evident in Figure 10, which
represents two daily cycles of the measured and simulated
Tb at 37GHz, compared with the simulated LWC of the
upper and lower layers of snow. In this case, Tb was
simulated by means of the electromagnetic model by using
as input the snow temperature, density, depth and LWC
simulated with the two-layer snowpack model. All these
parameters changed with time. The correlation length was
set at the constant value of 0.25mm, corresponding to the
value that best fitted the model results to the measured
Fig. 8. Snowwetness as a function of local time, measured on 5
April 2002. Points represent measurements taken with
the electromagnetic probe 15 cm below the surface of a snow
layer 35 cm deep. The continuous curve is a polynomial
interpolation.
Fig. 9. Measured air temperature and microwave brightness temperatures of snow at 6.8 GHz (vertical polarization), 19 GHz (vertical
polarization) and 37 GHz(horizontal polarization) as a function of time (topfour lines), together with simulated (lines) andmeasured
(^ and with error bars)LWCof the upper and lower layers, and snow depth. Dates are day/month/year.Microwave data from 25 to 27
April are missing. Dates are day/month/year.
Fig. 10. Measured and simulated microwave brightness tem-
peratureTbat 37 GHz, vertical polarization, as a function of
time. Lower lines represent simulated LWC of the upper and
lower layers respectively, used as inputs to the electromagnetic
model. Dates are day/month/year.
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brightness temperature of dry snow. In both models, the
upper layer was 0.1m deep.
CONCLUSIONS
This study points out the potential of multi-sensor measure-
ments and hydrological and electromagnetic modelling for
characterizing different seasonal conditions of a snow cover
in the Italian Alps. Both hydrological and remote-sensing
approaches provided useful and consistent results in de-
scribing the snow melt^freeze cycle.The hydrological snow-
pack model, forced by standard meteorological
measurements and verified on the basis of snow profiles, is
shown to be a helpful tool for simulating certain snow par-
ameters, such as the LWC, snow depth, temperature and
density, on a continuous time basis. The electromagnetic
model, driven with appropriate inputs, is found to be cap-
able of reproducing radiometric measurements. In this case,
input data were obtained either from ground surveys or
from outputs of the snowpack model.
In perspective, it is expected that inversion of the elec-
tromagnetic model based on regression or iterative tech-
niques will make a significant contribution to the retrieval
of snow parameters from microwave radiometry.The infor-
mation thus obtained will be useful for initializing and ver-
ifying hydrological snow models, thus providing a
significant synergism and feedback between remote-sensing
and hydrological approaches.
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