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Abstract
Let X be a simply connected CW-complex of finite type and K any field. A
first known lower bound of LS-category cat(X) is the Toomer invariant eK(X)
([23]). In 1980’s Fe´lix et al. introduced the concept of depth in algebraic topol-
ogy and proved the depth theorem: depth(H∗(ΩX,K)) ≤ cat(X).
In this paper, we use the Eilenberg-Moore spectral sequence of X to intro-
duce a new numerical invariant, denoted by r(X,K), and show that it has the
same properties as those of eK(X). When the evaluation map ([7]) is non-trivial
and char(K) 6= 2, we prove that r(X,K) interpolates depth(H∗(ΩX,K)) and
eK(X). Hence, we obtain an improvement of L. Bisiaux theorem ([2]) and then
of the depth theorem.
Motivated by these results, we associate to any commutative differential
graded algebra (A, d), a purely algebraic invariant r(A, d) and, via the theory of
minimal models, we relate it with our previous topological results. In particular,
if (ΛV, d) is a Sullivan minimal algebra such that d =
∑
i≥k di and di(V ) ⊆ Λ
iV ,
a greater lower bound is obtained, namely e0(ΛV, d) ≥ r(ΛV, d) + (k − 2).
Keywords: Elliptic spaces; Depth; Lusternik-Schnirelman category; Toomer
invariant.
1. Introduction
In 1934, LS-category was introduced by L. Lusternik and L. Schnirelman
in connection with variational problems [16]. They showed that for any closed
manifold M , this category, denoted cat(M), is a lower bound of a number of
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critical points that any smooth function on M must have. Later, it was shown
that this is also right for a manifold with a boundary [20]. If X is a topological
space, cat(X) is the least integer n such that X is covered by n+1 open subsets
Ui, each contractible in X . This is an invariant of homotopy type (c.f. [12] or
[6] Prop 27.2 for example). Though its definition seems easy, the calculation
of this invariant is hard to compute. In [23] G. H. Toomer has introduced a
new invariant eK(X) (K being an arbitrary field) that bounds cat(X) by the
lower. This one is difficult to define, but at first sight, it may look easier to
compute it. Later, in [5], Fe´lix et al. proved the so called the depth theorem .
which state that depth(H∗(ΩX,K)) ≤ cat(X). Recall that depth(H∗(ΩX,K))
is the least integer p such that Exti
H∗(ΩX,K)
(K, H∗(ΩX,K) 6= 0, i ≥ p or ∞ if
ExtH∗(ΩX,K)(K, H∗(ΩX,K) ≡ 0.
Recall also that a version of the Toomer invariant is given in terms of the
Milnor-Moore spectral sequence
Extp,q
H∗(ΩX,K)
(K,K) =⇒ Hp+q(X,K) (1.0.1)
(cf. [3], Prop. 9.1) by eK(X) = sup{p ∈ N | E
p,q
∞ 6= 0} or∞ if such p doesn’t ex-
ist. Ten years after, L. Bisiaux in [2], gave an improvement of the depth theorem
by showing that for a large class of spaces one have depth(H∗(ΩX,K)) ≤ eK(X).
Our first gaol in this paper is to give a strong improvement of L. Bisiaux
result and hence of the depth theorem. For this, we introduce a new homotopical
invariant. In fact, inspired by the last definition of the Toomer invariant, we
use the Eilenberg-Moore spectral sequence
Ep,q2 = Ext
p,q
H∗(ΩX,K)
(K, H∗(ΩX,K))⇒ Ext
p+q
C∗(ΩX,K)
(K, C∗(ΩX,K)) (1.0.2)
to make the following
Definition 1.0.1. Let X be a simply connected CW-complex of finite type and
K any field. We define r(X,K) = sup{p ∈ N | Ep,∗∞ 6= 0 } or ∞ if such p
doesn’t exist. When K = Q, we denote r(X,Q) by r0(X).
It is clear that this is invariant by homotopy type of X . In order to make an
algebraic study of it, we first associate to any Sullivan minimal algebra (ΛV, d)
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(cf. Section 2) the following spectral sequences:
Hp,q(ΛV, dk) =⇒ H
p+q(ΛV, d) (1.0.3)
Extp,q(ΛV,dk)(K, (ΛV, dk)) =⇒ Ext
p+q
(ΛV,d)(K, (ΛV, d)). (1.0.4)
Here, Ext is the ”differential”-Ext of Eilenberg-Moore [17] and k is such that
d =
∑
i≥k di. We call these, generalized (resp. Ext-version generalized) Milnor-
Moore spectral sequence.
Now, given a 1-connected commutative differential graded algebra (cdga for
short) (A, d) over a field K of char(K) 6= 2. Denote by (ΛV, d) its Sullivan mini-
mal model (cf. section 2) and by E∗,∗∞ the∞ term of the generalized Ext-version
Milnor-Moore spectral sequence 1.0.4. We associate to (A, d) the following in-
teger:
r(A, d) := r(ΛV, d) := sup{p ∈ N | Ep,∗∞ 6= 0 }
with the convention r(A, d) = ∞ if such p doesn’t exists. In fact, by Remark
1.3.(1) in [7], this is clearly an (algebraic) invariant which has properties similar
to those of Toomer invariant (cf. Remark 4.0.3 for more details). For that
raison, we call it the Ext-version Toomer invariant of (A, d).
Recall that to any nilpotent space X (in particular to any simply connected
space), D. Sullivan in [22] associated a unique (up to quasi-isomorphism) min-
imal cdga (ΛV, d) over the rational field Q. This is called the Sullivan minimal
model of X . Our first main result reads:
Theorem 1.0.2. Let X be a simply connected CW-complex of finite type and
(ΛV, d) its Sullivan minimal model. Then, the Ext-version generalized-Milnor-
Moore spectral sequence of (ΛV, d) is isomorphic to the Eilenberg-Moore spectral
sequence.
In [2], L. Bisiaux introduced the following spectral sequence:
Extp,q(T (W ),d2)(K, (T (W ), d2)) =⇒ Ext
p+q
(T (W ),d)(Q, (T (W ), d)), (1.0.5)
where (T (W ), d) designate a free model of C∗(ΩX,K) over an arbitrary field K
([11]).
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Using the first step (which is valid for any field K) in the proof of the previous
theorem, we see that the two spectral sequences 1.0.2 and 1.0.5 are isomorphic
from there second terms. Accordingly, the same arguments as that applied in
the proof of L. Bisiaux main result in [2] gives our improvement for this one as
follow:
Theorem 1.0.3. Let X be a simply connected CW-complex such that each
Hi(X,K) is finite dimensional. If evC∗(X,K) is non-zero, then
depthH∗(ΩX,K) ≤ r(X,K) ≤ eK(X).
(The definition of evC∗(X,K) is recalled in §2.2).
For other consequences of theorem 1.0.2, note that in one hand, in the ra-
tional case, we have immediately the
Corollary 1.0.4. Let X be as in the theorem 1.0.2 with Sullivan minimal model
(ΛV, d). Then, r0(X) = r(ΛV, d).
On the other hand, suppose that char(K) = p > 2 and let X be a space
in the rang of Anick ([1]), that is X is a finite r-connected CW-complex with
r ≥ 1 and dim(X) ≤ rp. In [9], S. Halperin associated to a such space an unique
(up to quasi-isomorphism) Sullivan minimal model (ΛW,d). Using properties
of this latter (cf. §2.1 for more details) and similar arguments as in the proof of
theorem 1.0.2, we obtain the following
Corollary 1.0.5. Let K any field with char(K) = p > 2, X a space in the rang
of Anick and (ΛV, d) its Sullivan minimal model, then r(X,K) = r(ΛV, d).
Returning to the context of rational homotopy theory, in [3], Y. Fe´lix and
S. Halperin developed a deep approach for computing the LS-category cat(XQ)
of the rationalisation of a 1-connected space X . This is done by the use of its
Sullivan minimal model. Later on, Y. Fe´lix, S. Halperin and J.M. Lemaire [4]
showed that for Poincare´ duality spaces, cat(XQ) coincides with the rational
Toomer invariant eQ(X).
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Recall for the remainder that a space X is said rationally elliptic, if it
has an elliptic Sullivan minimal model (ΛV, d) such that dimV < ∞ and
dim(H(ΛV, d) < ∞. Denote V even =
⊕
k V
2k, V odd =
⊕
k V
2k+1 and put
d =
∑
i≥k di with di(V ) ⊆ Λ
iV . Minimality of (ΛV, d) requires that k ≥ 2. The
main result by L. Lechuga and A. Murillo in [14] states that if (ΛV, dk) is also
elliptic, then e0(ΛV, d) = dim(V
odd) + (k − 2)dim(V even).
Our second goal, in this paper, is to approach the LS-category of the large
class of rationally elliptic simply connected CW-complex X for which (ΛV, dk)
is not necessarily elliptic. In this direction, our first result gives a more precise
formula of our improvement of L. Bisiaux theorem as follow (for the case where
char(K) = p > 2, see the final remark below) :
Theorem 1.0.6. If X is a rationally elliptic finite type simply connected CW-
complex and (ΛV, d) its Sullivan minimal model, then cat0(X) ≥ r0(X)+(k−2).
To finish this introduction, recall that to any cdga (ΛV, d), S. Halperin asso-
ciated in [10], another one, said pure and denoted (ΛV, dσ), with the property:
(ΛV, d) is elliptic if and only if (ΛV, dσ) is. By the use of 1.0.4, we have:
Proposition 1.0.7. With the notations above, if (ΛV, d) is a Sullivan minimal
algebra such that dim(V ) < ∞, then r(ΛV, d) = r(ΛV, dk). As a particular
case, we have r(ΛV, dσ) = r(ΛV, dσ,k).
Our second result in this context gives an explicit formula for r(ΛV, dσ) as
follow:
Theorem 1.0.8. Let (ΛV, d) any pure Sullivan minimal algebra.
If dim(V ) <∞ then r(ΛV, d) = dim(V odd) + (k − 2)(dim(V even)− 1).
2. Preliminary
In this section we recall some notions we will use in the other sections.
A commutative differential graded algebra (resp. differential graded algebra,
differential graded Lie algebra) will be abbreviated by cdga (resp. dga, dgl).
The suspension (resp. desuspension, dual) of an object N will be denoted by
sN (resp. s−1N , N∨).
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2.1. A Sullivan minimal model:
Let K be a field of any characteristic 6= 2
A Sullivan algebra is a free cdga (ΛV, d), where ΛV = Ext(V odd)⊗Sym(V even).
It is generated by the graded K-vector space V = ⊕i=∞i=0 V
i which has a well or-
dered basis {xα} such that dxα ∈ ΛV<α (V<α = span{vγ , γ < α}). Such
algebra is said minimal if it has the property : deg(xα) < deg(xβ) implies
α < β. If V 0 = K and V 1 = 0, this is equivalent to say that d(V ) ⊆ ⊕i=∞i=2 Λ
iV .
A Sullivan model for a cdga (A, d) is a quasi-isomorphism (morphism induc-
ing an isomorphism in cohomology) (ΛV, d)
≃
→ (A, d) with the source a Sullivan
algebra. If H0(A) = K, H1(A) = 0 and dim(Hi(A, d)) < ∞ for all i ≥ 0 then
([9], Th. 7.1) this minimal model exists.
The uniqueness (up to quasi-isomorphisms) in the rational case was assured
by D. Sullivan in ([22]). Indeed he associated to any simply connected space
X the cdga A(X) of polynomial differential forms and showed that its minimal
model (ΛV, d) satisfies V i ∼= HomZ(πi(X),Q); ∀i ≥ 2, that is, in the case
where X is a finite type CW-complex, the generators of V correspond to those
of π∗(X)⊗Q.
Now, assume that char(K) = p > 2 and let X be an r-connected CW-
complex with dim(X) < rp (r ≥ 1) ie X is in the rang of Anick ([1]). In
[9], S. Halperin proved that (C∗(Ω(X),K) is quasi-isomorphic to the enveloping
algebra UL of an appropriate dgl L. Using its bar-construction B(UL), he
constructed a filtration preserving quasi-isomorphism Ω(UL)
≃
→ C∗(L) from
Ω(UL) = (B(UL))∨ to the Cartan-Chevalley-Eilenberg complex associated to
L. In addition, under the hypothesis on X and by theorem 7.1 in [9], C∗(L) =
(ΛV, d), where V = (sL)∨ (Cor. 6.1 [9]) has a minimal model (ΛW,d).
As I know, there is no relationship between W and π∗(X)⊗K.
Notice also that in his study of ellipticity of rational spaces ([10]), S. Halperin
introduced the following spectral sequence:
Ep,q2 = H
p,q(ΛV, dσ) =⇒ H
p+q(ΛV, d) (2.1.1)
whose E1-term (ΛV, dσ) (called the pure cdga associated to (ΛV, d)) is provided
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with the differential dσ defined as follow:
dσ(V
even) = 0 and (d− dσ)(V
odd) ⊆ ΛV even ⊗ Λ+V odd.
This one (called the odd spectral sequence) is induced by the filtration
F p = (ΛV )≥p,∗, where (ΛV )n+q,−q = (ΛV even ⊗ ΛqV odd)n.
For a completeness and a subsequent use, we give bellow the filtration in-
ducing the Ext− version odd spectral sequence introduced in [21]:
Extp,q(ΛV,dσ)(Q, (ΛV, dσ)) =⇒ Ext
p+q
(ΛV,d)(Q, (ΛV, d)). (2.1.2)
Consider first (ΛV ⊗ ΓsV,D) an acyclic closure of (ΛV, d). Then the differ-
ential Dσ that agree with dσ on V and s.t. Dσ(sv) = v − s(dσv), ∀v ∈ V shows
that (ΛV ⊗ ΓsV,Dσ) is one of (ΛV, dσ).
Now let
(ΛV ⊗ ΓsV )r,s =
⊕
a1,a2,a3,r=a1+a2+2a3
(ΛQ⊗ Γa1sQ⊗ Λa2P ⊗ Γa3sP )s.
The filtration on (A,D) := (HomΛV (ΛV ⊗ ΓsV,ΛV ),D) is then given by
F ′
p
(An) =
⊕
r,s
HomΛV [(ΛV ⊗ ΓsV )
r,s, (F p+n+r+s(ΛV ))n+s].
(Recall that D(f) = d ◦ f + (−1)|f |+1f ◦D, ∀f ∈ A)
Remark 2.1.1. Let ϕ ∈ F ′
p
(An), it is clear that ϕ(1) ∈ F p = Λ≥pV .
2.2. The evaluation map:
Let (A, d) be an augmented K-dga and choose an (A, d)-semifree resolution
([7]) ρ : (P, d)
≃
→ (K, 0) of K. Providing K with the (A, d)-module structure
induced by the augmentation, we define a chain map:
Hom(A,d)((P, d), (A, d)) −→ (A, d) by f 7→ f(z), where z ∈ P is a cycle repre-
senting 1K. Passing to homology, we obtain the evaluation map of (A, d):
ev(A,d) : Ext(A,d)(K, (A, d)) −→ H(A, d),
where Ext is the differential Ext of Eilenberg and Moore ([17]). Note that the
definition of ev(A,d) is independent on the choice of (P, d) and z. Moreover, it
is natural with respect to (A, d).
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The authors of [7] also defined the concept of a Gorenstein space over any
field K. It is a space X such that dimExtC∗(X,K)(K, C
∗(X,K)) = 1. In addition,
if dimH∗(X,K) <∞, then X satisfies Poincare´ duality property over K and its
fundamental class is closely related to the evaluation map ([19]).
2.3. The Toomer invariant:
The Toomer invariant is defined by more than one way. Here we recall its
definition in terms of Sullivan algebras. Let then (ΛV, d) any minimal one over
a field K. Put pn : ΛV →
ΛV
Λ≥n+1V
, the projection onto the quotient dga ob-
tained by factoring out by the differential graded ideal generated by monomials
of length at least n + 1. The ”commutative” Toomer invariant eK(ΛV, d) of
(ΛV, d) is the smallest integer n (possibly ∞) such that pn induces an injection
in cohomology.
In [11], S. Halperin and J.M. Lemaire extended the last definition to free
models. Hence they associated to any simply connected finite type CW-complex
X , the invariant eK(T (W ), d) in terms of its free minimal model (T (W ), d)
over K. They also showed that it coincides with the classical Toomer invariant
eK(X). Consequently if char(K) 6= 2 and X is in the rang of Anick, then, using
both its Sullivan minimal model and its free minimal model, one deduce that
eK(X) = eK(ΛV, d) = eK(T (W ), d) (cf [11], Th 3.3 for more details).
For K = Q, we shall denote e0(ΛV, d) instead of eQ(ΛV, d).
Remark 2.3.1. 1. The definition given above for e0(ΛV, d) is also expressed
in terms of the Milnor-Moore spectral sequence (which coincides with 1.0.3,
for k = 2) (cf. [3]) by e0(ΛV, d) = sup{p | E
p,q
∞ 6= 0} or ∞.
2. In ( [3], Lemma 10.1), Y. Fe´lix and S. Halperin showed also that whenever
H(ΛV, d) has Poincare´ duality and ω represents its fundamental class,
then e0(ΛV, d) = sup{k / ω can be represented by a cycle in Λ
≥kV }.
By Lemma 2.1 in [2], this characterisation remains true for any field K
when we replace (ΛV, d) by (T (W ), d).
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2.4. The Eilenberg-Moore spectrale sequence:
Now let K be any field, X a simply connected CW-complex of finite type
and ΩX the space of based loops on X . Denote by (A, d) = (C∗(ΩX), d) the
chain complex on ΩX and A¯ = ker(ε : A → K). So B(A) =
⊕
n≥0 T
n(sA¯)
(resp. A⊗B(A) =
⊕
n≥0A⊗T
n(sA¯)) is the reduced bar construction on (A, d)
with coefficients in K (resp. in (A, d)) ([6], p. 268).
The filtration IF q =
⊕
k≤q A⊗T
k(sA¯) on A⊗B(A) is such that d(T q(sA¯)) ⊆
⊕
k<q A⊗T
k(sA¯). It is an A-semifree resolution of K and gives rise to a spectral
sequence with first term Eq1 = H(A, d) ⊗ T
q(sA¯). By ([6] pro. 20.11) one can
suppose this an H(A)-semifree resolution of K. Hence the filtration on
HomA(A⊗B(A), A) defined by:
IF q = {f ∈ HomA(A⊗ B(A), A) | f(IF
k) = 0, ∀k < q} (2.4.1)
induces the converging Eilenberg-Moore spectral sequence:
Ep,q2 = Ext
p,q
H∗(ΩX,K)
(K, H∗(ΩX,K))⇒ Ext
p+q
C∗(ΩX,K)
(K, C∗(ΩX,K))
3. Generalized Milnor-Moore spectral sequences :
In this section, we will work over an arbitrary field K. Let (ΛV, d) a cdga
with dim(V ) < ∞. Suppose that d =
∑
i≥k di and k ≥ 2. The filtrations
that induce the spectral sequences 1.0.3 and 1.0.4 given in the introduction are
defined respectively as follow:
F p = Λ≥pV =
∞⊕
i=p
ΛiV, (3.0.2)
Fp = {f ∈ HomΛV (ΛV ⊗ Γ(sV ),ΛV ) | f(Γ(sV )) ⊆ Λ
≥pV.} (3.0.3)
Recall that Γ(sV ) is the divided power algebra of sV and the differential D
on Γ(sV ) ⊗ ΛV is a Γ-derivation (ie D(γp(sv)) = D(sv)γp−1(sv), p ≥ 1, sv ∈
(sV )even, andD(sv) = v+s(dv)) which restrict to d in ΛV . With this differential,
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(ΛV ⊗Γ(sV ), D) is a dga called an acyclic closure of (ΛV, d), hence it is a (ΛV, d)-
semifree module. Therefore the projection (ΛV ⊗Γ(sV ), D)
≃
−→ K is a semifree
resolution of K.
Recall also that de differential D of Hom(ΛV,d)((ΛV ⊗Γ(sV ), D), (ΛV, d)) is
defined by: D(f) = d ◦ f + (−1)|f |+1f ◦D.
Let us denote A = ΛV (resp. HomΛV (ΛV ⊗ Γ(sV ),ΛV )), G
p = F p (resp.
Gp = Fp) and δ = d (resp. δ = D) the differential of A.
The filtrations 3.0.2 and 3.0.3 verify the following lemma and then they
define the tow spectral sequences 1.0.3 and 1.0.4.
Lemma 3.0.1. (i) (Gp)p≥0 is decreasing.
(ii) G0(A) = A.
(iii) δ(Gp(A)) ⊆ Gp(A).
Proof. (i) and (ii) are immediate. The propriety (iii) follows, first from the
definition of D on Hom(ΛV,d)((ΛV ⊗Γ(sV ), D), (ΛV, d)), second as d is minimal
and finally because D(γp(sv)) = D(sv)γp−1(sv) = (v + s(dv))γp−1(sv).
3.1. Determination of the first terms of the tow spectral sequences:
The two filtrations 3.0.2 and 3.0.3 are bounded, so they induce convergent
spectral sequences. We calculate here there first terms.
Beginning with the filtration 3.0.2, one can check easily the following:
Ep0 = F
p/F p+1 ∼= E
p
1
∼= . . . ∼= E
p
k−2
∼= ΛpV.
The first non-zero differential is ∂k−1 : E
p
k−1 → E
p+(k−1)
k−1 which coincides
with the first non zero term dk in the differential d of (ΛV, d), and subsequently
(Ek−1, ∂k−1) = (ΛV, dk). So the first term in the induced spectral sequence
1.0.3 is Ek = H(ΛV, dk).
For the second spectral sequence 1.0.4, its general term is:
Epr =
{f ∈ Fp, D(f) ∈ Fp+r}
{f ∈ Fp+1, D(f) ∈ Fp+r}+ Fp ∩ D(Fp−r+1)}
.
We first prove the following important lemma:
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Lemma 3.1.1. Let f ∈ Fp, then for any p ≥ 0,
1- D(f) ∈ Fp+2 ⇔ f ∈ Ker(D2).
2- f −D(g) ∈ Fp+1 ⇔ f −D2(g) ∈ F
p+1
Proof. Using the relations D(f) = d ◦ f + (−1)|f |+1f ◦D, D(sv) = v + s(dv)
and D(γp(sv)) = D(sv)γp−1(sv), we have successively:
1- D(f) ∈ Fp+2 ⇔ D(f)(Γ(sV )) ∩ Λp+1V = {0} ⇔ D2(f)(Γ(sV )) ∩ Λ
p+1V =
{0} ⇔ f ∈ Ker(D2) and
2- f −D(g) ∈ Fp+1 ⇔ (f −D(g))(Γ(sV ))∩ΛpV = {0} ⇔ (f −D2(g))∩Λ
pV =
{0}.
Whence (Ep0 , d0) = (F
p/Fp+1, 0) and (Ep1 , d1) = (E
p
0 , d1) = (F
p/Fp+1, d1),
where d1 : F
p/Fp+1 → Fp+1/Fp+2 is such that ∀f ∈ Fp, ∀g ∈ Fp−1:


d1(f¯) = 0¯⇔ D(f) ∈ F
p+2 ⇔ f ∈ Ker(D2)⇔ D2(f¯) = 0¯
f¯ − d1(g¯) = 0¯⇔ f −D(g) ∈ F
p+1 ⇔ f −D2(g) ∈ F
p+1 ⇔ f¯ = D2(g¯)
As a consequence:
If k = 2, E∗2 = Ext
∗
(ΛV,d2)
(Q, (ΛV, d2)), which is exactly the first term of the
Ext-Milnor-Moore spectral sequence introduced by A. Murillo in [19].
If d2 = 0, the differentialD2 is reduced to D0, whereD0(f) = (−1)
|f |+1f◦D0,
D0(γ
p(sv)) = D0(sv)γ
p−1(sv) = vγp−1(sv). Then E∗2 = Ext
∗
(ΛV,0)(Q, (ΛV, 0)).
Consider now the case were k = 3 that is d3 6= 0:
The general term is then:
Ep3 =
{f ∈ Fp, D(f) ∈ Fp+3}
{f ∈ Fp+1, D(f) ∈ Fp+3}+ Fp ∩ D(Fp−2)
Notice that:
f ∈ Fp and D(f) ∈ Fp+3 ⇔ f ∈ Fp ∩Ker(D3),
therefore the natural projection γ : Fp ∩Ker(D3)→ E
p
3 is well defined and we
have:
Lemma 3.1.2. The morphism γ : Fp ∩ Ker(D3) → E
p
3 of graded Q-vector
spaces is surjective and its Kernel is: Ker(γ) = Fp∩Im(D3)+F
p+1∩Ker(D3).
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Proof. γ is clearly a surjective morphism of graded Q vector-spaces. Let
f ∈ Ker(γ) = {ϕ ∈ Fp+1, D(ϕ) ∈ Fp+3} + Fp ∩ D(Fp−2). Write f =
g+D(h) = D3(h)+ (g+D≥4(h)), where g ∈ F
p+1,D(g) ∈ Fp+3 and h ∈ Fp−2.
As D3(h) ∈ F
p and D3(f) = 0, we have g +D≥4(h) ∈ F
p+1 ∩Ker(D3).
Consequently, we have the following isomorphisms of gradedQ-vector spaces:
Ep3
∼=
Fp ∩Ker(D3)
Fp ∩ Im(D3) + Fp+1 ∩Ker(D3)
∼=
Fp∩Ker(D3)
Fp∩Im(D3)
Fp∩Im(D3)+Fp+1∩Ker(D3)
Fp∩Im(D3)
∼=
Fp∩Ker(D3)
Fp∩Im(D3)
Fp+1∩Ker(D3)
Fp+1∩Im(D3)
.
That is:
Ep3
∼=
H(Fp,D3|Fp)
H(Fp+1,D3|Fp+1)
.
Hence, E∗3
∼= ⊕p≥0Ext
p
(ΛV,d3)
(Q, (ΛV, d3)) is an isomorphism of graded algebras.
The same arguments used for k = 3 can be applied term by term to conclude
that for any k ≥ 3, the first term of the second spectral sequence 1.0.4 is:
E∗k
∼= Ext∗(ΛV,dk)(Q, (ΛV, dk)).
4. Proof of the main results
In this paragraph we give proofs of our main results (Theorem 1.0.2, Theorem
1.0.6 and Theorem 1.0.8).
Proof of theorem 1.0.2
Proof. We proceed in three steps:
Step 1. As in the preliminary, denote A = C∗(ΩX, d), B(A) its reduced bar
construction and Ω(A) = T (s−1A∨) the dual of B(A). This part of the
proof reposes on the following isomorphisms (cf. proof of Theorem 2.1
in [7]):
(HomA(A⊗B(A), A), d)
∼=ϕA
−→ (EndA⊗B(A)(A⊗B(A)), [d, ])
∼=∨
−→ (EndΩ(A)⊗A∨(Ω(A) ⊗A
∨), [d∨, ])
∼=ϕΩ(A)
←− (HomΩ(A)(Ω(A) ⊗A
∨,Ω(A)), d).
(Recall that ϕA(f) = (f ⊗ idB(A)) ◦ (idA ⊗∆B(A)) and the same is for
ϕΩ(A)).
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We denote B(A)≥q =
⊕
k≥q T
k(sA¯) and Ω(A)≥q =
⊕
k≥q T
k(s−1A∨).
Consider on (HomΩ(A)(Ω(A) ⊗A
∨,Ω(A)),D) the filtration given by:
IF ′
q
= {f | f(Ω(A)⊗A∨) ⊆ Ω(A)≥q}. (4.0.1)
We have successively for any f ∈ IF q:
ϕA(f)(A ⊗B(A)) ⊆ A⊗B(A)
≥q and
(∨ ◦ ϕA)(f))(Ω(A) ⊗A
∨) = (ϕA(f))
∨(Ω(A)⊗A∨) ⊆ Ω(A)≥q ⊗A∨.
Put h = (ϕA(f))
∨. It is clear that
h(Ω(A) ⊗A∨) ⊆ Ω(A)≥q ⊗A∨ ⇐⇒ ϕ−1Ω(A)(h)(Ω(A) ⊗A
∨) ⊆ Ω(A)≥q.
It results that the composite isomorphism of graded complexes
(HomA(A⊗B(A), A), d)
∼=
−→ (HomΩ(A)(Ω(A)⊗A
∨,Ω(A), d) is a filtra-
tion preserving.
Step 2. Consider the Adams-Hilton model (ULW , d) of X ([6], Rem. §26 (b)),
that is ULW is quasi-isomorphic with A. It follows an induced quasi-
isomorphism (Ω(A), d)
≃
−→ (Ω(ULW ), d) preserving word length fil-
trations. Moreover, the dual of the quasi-isomorphism C∗(LW )
≃
−→
B(ULW ) ([6], Prop. 22.7) is a preserving filtration quasi-isomorphism
(Ω(ULW ), d)
≃
−→ (C∗(LW ), d). Recall that (C
∗(LW ), d) is a cochain
model of APL(X). Since X is simply connected and of finite type, LW
is a connected Lie algebra of finite type and then (C∗(LW ), d) is it-
self a Sullivan algebra. Hence the quasi-isomorphism (C∗(LW ), d)
≃
−→
APL(X) lefts to a quasi-isomorphism (C
∗(LW ), d)
≃
−→ (ΛV, d) (where
(ΛV, d) designate any minimal model of X). We know that any mor-
phism of Sullivan algebras is automatically a filtration preserving, so
the last one is. We conclude that there is a filtration preserving quasi-
isomorphism ϕ : (Ω(A), d)
≃
−→ (ΛV, d).
Step 3. Consider on (ΛV ⊗Γ(sV ), d) the structure of (Ω(A), d)-module induced
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by ϕ. The following diagram:
(ΛV ⊗ Γ(sV ), d)
↓≃
(Ω(A) ⊗A∨, d)
≃
−→ Q
is completed (cf. [6], Prop. 6.4) by a quasi-isomorphism
Φ : (Ω(A) ⊗ A∨, d)
≃
−→ (ΛV ⊗ Γ(sV ), d) between (Ω(A), d)-modules
which are semifree resolutions of Q. The filtration of Ω(A)⊗A∨ by the
Ω(A)-submodules Ω(A)⊗A∨≤i exhibits Ω(A)⊗A
∨ as an Ω(A)-semifree
resolution of Q.
Consider now on HomΩ(A)(Ω(A) ⊗A
∨,ΛV ),D) the filtration
IF ′′
q
= {f | f(Ω(A)⊗A∨) ⊆ (ΛV )≥q}. (4.0.2)
The dga-morphism
Ψ : HomΩ(A)(Ω(A)⊗A
∨,Ω(A),D)→ HomΩ(A)(Ω(A) ⊗A
∨,ΛV ),D)
(resp.
Ψ′ : HomΛV (ΛV ⊗ Γ(sV ),ΛV ),D)→ HomΩ(A)(Ω(A) ⊗A
∨,ΛV ),D)
defined by Ψ(f) = ϕ◦f (resp. Ψ′(g) = g◦Φ) clearly preserves filtrations
4.0.1 and 4.0.2 (resp. 3.0.3 and 4.0.2). It follows the induced morphisms
of respective spectral sequences.
For the remainder we denote (Ω(A), d) = (T (W ), d). By Proposition
3.6 in [11], ϕ : (Ω(A), d)
≃
−→ (ΛV, d) induces the quasi-isomorphism
E2(ϕ) : (T (W ), d2)
≃
−→ (ΛV, d2).
Whence ([7], Remark 1.3 (1)) the second terms of spectral sequences
induced by filtrations 4.0.1, 4.0.2 and 3.0.3 are isomorphic.
Combining all this steps, we deduce that the two spectral sequences 1.0.4
and 1.0.2 are isomorphic.
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Proof of theorem 1.0.6
Recall first that the chain map ev : (HomΛV (ΛV ⊗ Γ(sV ),ΛV ),D) −→
(ΛV, d) which induces ev(ΛV,d) is compatible with filtration 3.0.2 and 3.0.3. In
fact it is a morphism of filtered cochain complexes.
Before beginning the proof, we outline in the following remark some propri-
eties of the invariant r(ΛV, d) which are similar to those of e0(ΛV, d).
Remark 4.0.3. The filtration inducing the spectral sequence 1.0.4 is
Fp = {f ∈ HomΛV (ΛV ⊗ Γ(sV ),ΛV ) | f(Γ(sV )) ⊆ Λ
≥pV }. We deduce
immediately the following:
1. If (ΛV, d) is a Sullivan minimal model, then r(ΛV, d) is the largest integer
p such that some nontrivial class in Ext∗(ΛV,d)(Q, (ΛV, d)) is represented
by a cocycle in Fp. Equivalently it is the least integer p such that the
projection A → A/F>p induces an injection in cohomology, where A =
Hom(ΛV,d)[(ΛV ⊗ Γ(sV ), D), (ΛV, d)].
2. Suppose dim(V ) < ∞, so that (ΛV, d) is a Gorenstein algebra ([13]), ie
Ext∗(ΛV,d)(Q, (ΛV, d)) is one dimensional ([19]). Denote by Ω its generator.
The projection π : A → A/F>p is then an injection in cohomology if and
only if H(π)(Ω) 6= 0. Therefore
r(ΛV, d) = sup{p | Ω can be represented by a cocycle in Fp}.
Proof. (of Theorem 1.0.6.):
We denote, as in the introduction, (ΛV, d) the Sullivan minimal model of X .
Since (ΛV, d) is elliptic, e0(ΛV, d) = catQ(X) ([4]), so it suffices to prove that
e0(ΛV, d) ≥ r(ΛV, d) + (k − 2). Since dim(V ) <∞, ([13]) (ΛV, dk) and (ΛV, d)
are Gorenstein graded algebras. So there exists a unique (p, q) ∈ N × N such
that Ext∗(ΛV,dk)(Q, (ΛV, dk)) = Ext
p,q
(ΛV,dk)
(Q, (ΛV, dk)), with a unique generator.
The E∞ term of 1.0.4 is then a one-dimensional Q-vector space concentrated in
the bidegree (p, q). It results that r(ΛV, d) = p.
Also, the convergence of 1.0.4 implies that Ep,q∞
∼= Ext
p+q
(ΛV,d)(Q, (ΛV, d)),
hence Ext∗(ΛV,d)(Q, (ΛV, d)) is concentrated in degree p+ q and then the formal
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dimension of (ΛV, d) is exactly N = p + q (in fact, by ellipticity of (ΛV, d), we
have 0 6= ev(ΛV,d) : Ext
p+q
(ΛV,d)(Q, (ΛV, d))
∼=
→ Hp+q(ΛV, d). Therefore N = p + q
equals to degree of the fundamental class of (ΛV, d)).
To finish this proof, we need the following lemma:
Lemma 4.0.4. If [h] is any generator of Extp,q(ΛV,dk)(Q, (ΛV, dk)), then h(1) ∈
Λ≥p
′
V , with p′ = p+ (k − 2) ≥ p.
Proof. [h] being a generator of Extp,q(ΛV,dk)(Q, (ΛV, dk)) implies that h(Γ(sV )) ⊆
Λ≥pV . Now let xi an generator of V with the smallest degree. Necessarily
dk(xi) = 0, hence Dk(sxi) = xi which leads dk(h(sxi)) = ±h(Dk(sxi)) =
h(xi) = xih(1). Since dk(h(sxi)) ∈ Λ
≥p+(k−1)V , we have h(1) ∈ Λ≥p+(k−2)V .
Finally h(1) ∈ Λ≥p
′
V , with p′ = p+ (k − 2) ≥ p.
As a consequence, there exists (p′, q′) ∈ N2 such that p′ ≥ p, p′ + q′ = p+ q =
N and ev(ΛV,dk) : Ext
p,q
(ΛV,dk)
(Q, (ΛV, dk))−→H
p′,q′(ΛV, dk). This map induces
ev∞ : E
p,q
∞ → E
p′,q′
∞ .
Once again, (ΛV, d) is elliptic ⇔ ev(ΛV,d) 6= 0 (cf. [19]), thus using compat-
ibility of filtrations with ev(ΛV,d) and the convergence of spectral sequences, we
deduce that ev∞ 6= 0 and then E
p′,q′
∞ 6= 0. This is illustrated by the following
commutative diagram:
Ep,q∞
∼=
→ Extp+q(ΛV,d)(Q, (ΛV, d))
ev∞ ↓ ev(ΛV,d) ↓
Ep
′,q′
∞
∼=
→ Hp+q(ΛV, d)
To conclude, by remark 2.3.1.(2), we see that the Milnor-Moore spectral se-
quence and its generalization 1.0.3 define both the Tommer invariant e0(ΛV, d).
Hence e0(ΛV, d) ≥ p
′ = r(ΛV, d) + (k − 2).
Proof of theorem 1.0.8
Proof. As it is noted in the introduction, it suffice to calculate the invariant
r(ΛV, d) for a minimal model whose dim(V ) < ∞ and the differential being
pure and homogeneous of a certain degree k.
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Since dim(V ) <∞, (ΛV, d) is a Gorenstein algebra, that is
dimQ(Ext
∗
(ΛV,d)(Q, (ΛV, d))) = 1. Also, the differential being pure, there exists
([18]) h : (ΛV ⊗ΓsV,D)→ (ΛV, d), a (ΛV, d)-morphism s.t. [h(1)] = ev(ΛV,d)(h)
is the top cohomology class of (ΛV, d) ([13]).
Denote by ω the cycle representing this top cohomology class and let x1, . . . , xn
and y1, . . . , ym the generators of V
enen and V odd respectively. First, note that ω
has word length equal to p = m+n(k−2) ([13]). Second, Ext∗(ΛV,d)(Q, (ΛV, d)) =
Im(ev(ΛV,d)) (because they are both one dimensional). So any element
[ϕ] ∈ Im(ev(ΛV,d)) is such that ϕ(1) = ω + d(ω
′).
In the sequel, we will determine ϕ(Γ(sV ) for an arbitrary an arbitrary ϕ ∈
Γ(sV ). Remark first that ϕ(xi) = xiϕ(1) and ϕ(yj) = yjϕ(1); 1 ≤ i ≤ n and
1 ≤ j ≤ m.
To finish, we will discus tow cases:
Step 1. Assume that d(ω′) ∈ Λ≥pV . As d is pure, we have D(sxi) = xi
and D(syj) = yj + s(dyj) hence d(ϕ(sxi)) = ϕ(D(sxi)) = ϕ(xi) =
xi(ω+d(ω
′)) ∈ Λ≥p+1V . This implies that ϕ(sxi) ∈ Λ
≥(p+1)−(k−1)V =
Λ≥p−k+2V . Also, d(ϕ(syj)) = ϕ(D(syj)) = ϕ(yj + s(dyj)) = yj(ω +
d(ω′)) + ϕ(s(dyj)). Moreover
dyj =
∑
j1,...,jk
xj1xj2 . . . xjk ∈ Λ
kV withj1 < j2 < . . . < jk
so that
s(dyj)) =
1
k
∑
j1,...,jk
l=k∑
l=1
xj1xj2 . . . xjl−1(sxjl)xjl+1 . . . xjk .
Therefore,
ϕ(s(dyj)) =
1
k
∑
j1,...,jk
l=k∑
l=1
xj1xj2 . . . xjl−1xjl+1 . . . xjkϕ(sxjl ).
We deduce that d(ϕ(syj)) ∈ Λ
≥p+1V from which ϕ(syj) ∈ Λ
≥p−k+2V .
Thereafter, using the algebraic structure of ΛV ⊗Γ(sV ) and minimality,
we deduce by induction that any product in Γ(sV ) is sent by ϕ in
Λ≥p−k+2V . Consequently, for such ϕ, ϕ(Γ(sV )) ⊆ Λ≥p−k+2V .
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Step 2. Suppose that d(ω′) ∈ Λ≥qV with q < p, the same argument as in the
first step gives ϕ(Γ(sV )) ⊆ Λ≥q−k+2.
We conclude then that: r(ΛV, d) = p− k + 2 = m+ (n− 1)(k − 2).
5. Final remark
1. Denote p = r(ΛV, d). By Remark 2.3.1. (2) and the proof of theorem
1.0.6. we state the following: e0(ΛV, d) = r(ΛV, d) + (k− 2) if and only if
there exists a generator [h] of Ep,q∞ = Ext
p,q
(ΛV,dk)
(Q, (ΛV, dk)) whose image
[h′] by the isomorphism Ep,q∞
∼=
→ Extp+q(ΛV,d)(Q, (ΛV, d)) gives a cocycle h
′(1)
that realises e0(ΛV, d).
Regarding to Proposition 3. in [14] and the previous theorem, we see that
if d is pure and non homogeneous, the equality can’t hold unless (ΛV, dk)
is elliptic.
2. With the same notations as in the last proof, we remark that for any
[ϕ] in Ext∗(ΛV,d)(Q, (ΛV, d)) (the differential being pure and homogeneous
of degree k) ϕ(1) ∈ ΛpV while ϕ(Γ+(sV )) ⊆ Λ≥q−k+2V . Now for a
Sullivan minimal algebra (ΛV, d), with d : V → Λ≥kV and dim(V ) < ∞,
using the convergence of 2.1.2 for the induced model (ΛV, dk) and remark
2.1.1, we obtain a generator ̺ for Ext∗(ΛV,dk)(Q, (ΛV, dk)) such that ̺(1) ∈
Λ≥pV . Also, using the convergence of 1.0.4, we obtain a generator [ϑ]
of Ext∗(ΛV,d)(Q, (ΛV, d)), such that ϑ(1) ∈ Λ
≥pV . As a consequence, if
in addition, we suppose (ΛV, d) elliptic, we deduce that e0(ΛV, d) ≥ p =
m + n(k − 2), so we recover the result of S. Ghorbal and B. Jessup ([8],
cor.3 and [15], Rem 2.4).
Furthermore, the determination of ̺(Γ+(sV )) and ϑ(Γ+(sV )) depends on
the calculation of the images ̺(D(sxi)) and ̺(D(syj)) (resp ϑ(D(sxi))
and ϑ(D(syj)) which seems more difficult. Obviously, in doing such cal-
culations, one must use spectral sequences 1.0.3 and 2.1.1. The following
question is natural.
Question: For a Sullivan minimal algebra (ΛV, d), with d : V → Λ≥kV
and dim(V ) <∞, is r(ΛV, d) ≥ m+ (n− 1)(k − 2)?
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3. Let K a field of char(K) = p > 2 and X an r-connected K-elliptic finite
CW-complex in the rang of Anick. Let (ΛV, d) denote its Sullivan minimal
model. By the same argument as in the rational case, we have
cat(X) ≥ eK(X) ≥ r(ΛV, d) + (k − 2).
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