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El presente informe se desarrolló en base a los trabajos del área de operación y mantenimiento de 
una empresa de telecomunicaciones, esta área se encarga de mantener la infraestructura y los 
servicios de la empresa con la mayor disponibilidad posible a fin de reducir los impactos en los 
servicios de la red de la empresa. 
El principal problema identificado fue la gran cantidad de servidores de cómputo, equipos de 
almacenamiento de datos y equipos de red LSW que se tiene dentro del área de infraestructura que 
requieren una operación y manteamiento constante, estos equipos cuentan cada uno con una 
interface única que muestra sus indicadores en tiempo real y no puede almacenar información 
histórica.  
Para afrontar este problema se propuso la implementación de un gestor de monitoreo para realizar 
la operación y mantenimiento de toda la infraestructura de manera centralizada. Para alcanzar este 
objetivo se mapeo los recursos mínimos necesarios para la implementación del gestor, el protocolo 
a usar para la integración de los equipos. 
La metodología utilizada en este proyecto de implementación es Waterfall, se escogió esta 
metodología ya que el alcance y los objetivos se tienen bien definidos y no existe probabilidad de 
cambio, así mismo para la implementación de este proyecto es necesario cerrar una fase antes de 
iniciar la siguiente, así como se basa la metodología Waterfall. 
El resultado principal es la implementación de un gestor de monitoreo, así mismo se logró integrar 
los equipos de la infraestructura virtualizada, centralizar todas las alarmas en el gestor, centralizar 









This report was developed based on the work of the operation and maintenance area of a 
telecommunications company, this area is responsible for maintaining the infrastructure and services 
of the company with the highest possible availability in order to reduce the impacts on services from 
the company network. 
The main problem identified was the large number of computer servers, data storage equipment and 
LSW network equipment that is within the infrastructure area that require constant operation and 
maintenance, these equipment each have a unique interface that shows its indicators in real time and 
cannot store historical information. 
To face this problem, the implementation of a monitoring manager was proposed to carry out the 
operation and maintenance of the entire infrastructure in a centralized manner. To achieve this 
objective, the minimum resources necessary for the implementation of the manager were mapped, 
the protocol to be used for the integration of the equipment. 
The methodology used in this implementation project is Waterfall, this methodology was chosen since 
the scope and objectives are well defined and there is no probability of change, likewise for the 
implementation of this project it is necessary to close a phase before starting the following, as well as 
the Waterfall methodology is based. 
The main result is the implementation of a monitoring manager, likewise it was possible to integrate 
the virtualized infrastructure equipment, centralize all the alarms in the manager, centralize all the 
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El presente informe de suficiencia profesional, corresponde la implementación de un gestor de 
monitoreo para una empresa de telecomunicaciones. Esta empresa es líder en los servicios de 
telefonía Móvil de Perú. 
En el capítulo I, se describe el entorno organizacional donde se llevó a cabo el trabajo, definiendo el 
problema, planteando el objetivo general y los objetivos específicos, especificando los alcances y las 
limitaciones, determinando la justificación e importancia del proyecto de implementación del gestor 
de monitoreo. 
En el Capítulo II, se habla sobre el fundamento teórico y el marco conceptual que sirven de base 
teórica para la implementación del proyecto, también se detalla la metodología que se usó para la 
implementación del gestor de monitoreo. 
En el Capítulo III, se aborda sobre la gestión de desarrollo de la solución basado en PMI y se detalla 
todos los pasos de la ejecución del proyecto con sus fases definidas de la metodología Waterfall. 
En el capítulo IV, se muestran los resultados solventando a plenitud tanto el objetivo general como 
los objetivos específicos establecidos en el capítulo I del presente documento. 















1.1 Definición del Problema 
 
1.1.1 Descripción del Problema 
 
La empresa de telecomunicaciones alberga dentro de su datacenter distintos equipos de 
infraestructura virtualizada de cómputo, como servidores (hardware) y aplicaciones 
(software), que forman parte de los distintos servicios que ofrece a sus clientes, la 
empresa de telecomunicaciones. Es una empresa líder en soluciones, incluyendo 
sistemas informáticos, software, redes, sistemas de almacenamiento y microelectrónica. 
La empresa carece de un gestor que permita la centralización del monitoreo y la operación 
de los equipos de infraestructura virtualizada, esto es necesario porque cuentan con 
múltiples gestores de monitoreo para los equipos de cómputo y sus  aplicaciones, 
dificultando la operación y mantenimiento tanto correctiva como preventiva de la 
infraestructura virtualizada, no logrando reducir los riesgos de indisponibilidad se servicio 
de las aplicaciones que se encuentran desplegadas sobre esta infraestructura. 
Por lo tanto, esta infraestructura virtualizada cuenta con múltiples sistemas de monitoreo 
que no se encuentran integrados entre sí, generando una dificultad para realizar el 
monitoreo de la infraestructura, así como complejidad para acceder a la información en 
tiempo real. 
En este sentido, la presente investigación aborda la resolución total del problema 
principal, deficiencia en la operación y monitoreo de la infraestructura virtualizada de una 
empresa de telecomunicaciones, en la Figura 1 podemos observar las 3 principales 
causas y efectos que generan el problema mencionado. 
 
Figura 1 Árbol de Problemas 
 
De nuestro árbol de problemas pasamos a la tabla de problema. 
 
Tabla 1. Tabla de Problemas 
Problema: Deficiencia en el monitoreo y gestión hardware virtualizado de una 
empresa de telecomunicaciones. 
CAUSA EFECTO 
Distintas plataformas de monitoreo 
para el hardware existente. 
Demora en encontrar las fallas en los 
dispositivos de la red. 
Rápido crecimiento de los elementos 
de red. 
Deficiente uso de los recursos de red en 
gestores individuales. 
Demora en las tareas de operación y 
mantenimiento. 
Mayor consumo de Horas Hombre para 
la empresa. 
Fuente: Elaboración Propia 
 
 




¿En qué medida la Implementación de un Gestor de monitoreo centralizado permite la 




 ¿Es posible que todos los elementos de infraestructura virtualizada y máquinas 
virtuales centralicen sus alarmas e indicadores de performance en un solo gestor? 
 ¿Es posible determinar los recursos necesarios para la implementación de un gestor 
de monitoreo centralizado dentro la infraestructura actual de la empresa? 
 ¿Es posible integrar todos los equipos de la infraestructura virtualizada incluyendo las 
máquinas virtuales a un gestor de monitoreo centralizado? 
 
1.2 Definición de Objetivos 
 
1.2.1 Objetivo General 
 
Implementar un gestor de monitoreo centralizado, para gestionar la infraestructura 
virtualizada de una empresa de Telecomunicaciones. 
 
1.2.2 Objetivos Específicos 
 
 Centralizar las alarmas y los indicadores de performance de todos los equipos de la 
infraestructura virtualizada y las máquinas virtuales en un solo gestor de monitoreo. 
 Centralizar los indicadores de performance de los equipos de infraestructura 
virtualizada y las máquinas virtuales en un solo gestor de monitoreo. 
 Realizar el procedimiento de integración de los equipos de infraestructura virtualizada 
y las máquinas virtuales con un gestor de monitoreo centralizado. 
1.3 Alcance y Limitaciones 
 
El alcance de este informe de suficiencia profesional con base a la definición del problema y de 
acuerdo a los objetivos específicos, propone lo siguiente: 
 
Primero, realizar la implementación de un gestor de monitoreo centralizado de nombre eSight, 
para esto se implementarán 02 máquinas virtuales del proveedor Huawei, y se configurarán para 
realizar la implementación del gestor de monitoreo centralizado. 
Posteriormente, se integrarán equipos de la infraestructura virtualizada, servidores de cómputo, 
servidores de Storage, Lanswitch. Estos servidores formaran parte de la infraestructura en la cual 
se implementará el gestor de monitoreo centralizado. 
Finalmente, el gestor de monitoreo centralizado eSight también permitirá realizar el monitoreo de 
las máquinas virtuales que se encuentran desplegadas sobre la infraestructura virtualizada, 
permitiendo así tener un monitoreo centralizado completo de toda la infraestructura virtualizada. 
 
Con respecto a las limitaciones se tiene que la cantidad de equipos a integrarse en el gestor de 
monitoreo centralizado se encuentra limitada por una licencia que se instala en el propio gestor, la 
implementación del gestor de monitoreo centralizado debe ser realizado dentro de la misma 
infraestructura a gestionar y el gestor solo puede realizar operaciones sobre los equipos que 
brinden un usuario con privilegios de escritura. Para finalizar, el presente proyecto no cuenta con 
una limitación económica dado que se llegó a un acuerdo con el proveedor Huawei para entregar 
una cantidad limitada de licencia con la condición de que el despliegue e implementación sea 




Los motivos que llevaron a realizar la implementación de este proyecto nacen de la necesidad de 
mejorar la operación y mantenimiento de los equipos de infraestructura virtualizada y de las 
máquinas virtuales para asegurar el correcto funcionamiento de los servicios que brinda la 
empresa.  
 El gestor de monitoreo nos permitirá integrar elementos virtualizados y hardware para 
permitir su gestión, operación y monitoreo. 
 El gestor de monitoreo nos permitirá ver una topología centralizada de todos los elementos 
de la red y sus conexiones a sus equipos vecinos, actualmente no se tiene un gestor con 
esta función.  
 La implementación del gestor centralizado “eSight” no conlleva algún costo adicional, la 
implementación del proyecto es asumido por la empresa de telecomunicaciones, así como 
la integración de los equipos, no se realizará algún pago por estos servicios. 
De esta manera, el presente trabajo permite la implementación de un Gestor de monitoreo el cual 
nos permitirá centralizar el monitoreo, alarmas e indicadores de performance de todos los equipos 











































2.1 Fundamento Teórico 
 
En este apartado se presenta el estado del arte con los antecedentes y las bases teóricas 
relacionadas con las variables de la implementación del gestor de monitoreo. 
 
2.1.1 Estado del Arte 
 
En esta sección se hace referencia a las experiencias de investigaciones e 
implementaciones de un gestor de monitoreo para resolver problemas similares 
 
Ramos Huayhua. (2019) en su trabajo de grado sobre “IMPLEMENTACIÓN DE 
PLATAFORMA DE MONITOREO Y OPTIMIZACIÓN DE LA RED CORPORATIVA DE 
UNA PLANTA MINERA”, nos habla acerca del uso del gestor de monitoreo “eSight”, 
en el cual se integraron equipos de RED de una empresa minera teniendo como 
resultado un correcto monitoreo de los dispositivos de red, como resultado logra 
también reducir los tiempos en los q se encuentran los puntos de falla y minimiza el 
incorrecto monitoreo de los equipos mineros. 
 
Guerrero Reyes. (2018) nos habla en su trabajo “IMPLEMENTACIÓN DE LA 
HERRAMIENTA OPMANAGER DEDICADO AL MONITOREO Y PREVENCIÓN DE 
EVENTOS GENERADOS EN LOS EQUIPOS DE LA RED CORE DE AMERICATEL 
PERÚ” sobre la importancia de un gestor que tiene las funciones de prevención de 
fallas, esta importante funcionalidad nos permite prevenir los incidentes en las 
aplicaciones que se encuentran desplegadas en las infraestructuras virtualizada que 
en caso sean incidencias criticas pueden convertirse en perdida de servicio y perdidas 
monetarias para la empresa.  
 
Cisneros Gomez. (2016) en su trabajo de grado sobre “IMPLEMENTACIÓN DE UN 
NUEVO SISTEMA DE MONITOREO EN GMD PARA AUMENTAR LA EFICACIA 
OPERATIVA” nos habla sobre la ineficiencia operacional en el monitoreo de equipos 
debido a la antigüedad de sus sistemas actuales de monitoreo, el resultado de este 
análisis nos demuestra como un sistema de monitoreo antiguo hace que la operación 
y mantenimiento de los equipos sea ineficiente, lenta y extensa. La solución al 
problema planteado es la implementación de un sistema de monitoreo para aumentar 
la eficacia operativa de los recursos de hardware. 
 
2.2.2 Bases Teóricas 
 
2.2.2.1 Gestión de Monitoreo de Red 
 
NSRC. (2016) Cuando hablamos de un gestor de monitoreo, hacemos 
referencia a dos conceptos diferentes que son gestión y monitoreo: 
 
• La gestión está definida por el control de los recursos en una red que tiene 
como objetivo evitar un incorrecto funcionamiento de sus equipos y servicios. 
• El monitoreo se define como un proceso continuo de recolección y análisis 
de datos a fin de evitar y anticipar problemas en la red. 
 
Entonces, un gestor de monitoreo permite controlar y/o gestionar los recursos 
de hardware y software en una red, así como también visualizar la red como 
una arquitectura unificada centralizando su monitoreo.   
 
Los sistemas de gestión y monitoreo tienen los siguientes elementos: 
 
• Estación de gestión o módulo de gestión, que es la interfaz de la plataforma 
con el usuario. 
• Agente, que es un software que se encuentra dentro de los elementos que 
son gestionados. 
• Base de datos, donde se ubica y se almacena toda la información extraída 
de los elementos. Aquí podemos consultar sobre información histórica. 
• Protocolo de gestión, es el protocolo con el cual se interconectarán los 
equipos de red con el gestor centralizado, haciendo posible la integración de 
equipos al gestor de monitoreo. 
 
2.2.2.2 Hardware Virtualizado 
VMware. (2020) La virtualización de hardware se refiere a crear de manera 
virtual los recursos físicos como pueden ser computo, CPU, memoria, etc. El 
hardware virtualizado entonces son recursos físicos que se encuentran 
agregados mediante un software dentro de un Hypervisor el cual permite hacer 
un uso más eficiente de estos. En la actualidad existen los siguientes tipos de 
virtualización: 
 
Virtualización de servidores, el cual permite desplegar distintos sistemas 
operativos en un solo servidor físico mediante máquinas virtuales y tiene las 
siguientes ventajas: 
• Mayor eficiencia del entorno de TI 
• Reducción de los costes operativos 
• Implementación más rápida de las cargas de trabajo 
• Mejora del rendimiento de las aplicaciones 
• Mayor disponibilidad del servidor 
• Eliminación de la complejidad y la proliferación de servidores 
 
Virtualización de red, permite ejecutar aplicaciones sobre una red virtual del 
mismo modo que en una red física con mayores ventajas y con la 
independencia del hardware. 
 
2.2.2.3 Hypervisor 
Red Hat. (2020) Es un software que crea y ejecuta máquinas virtuales (VM). 
Un hipervisor, a veces llamado monitor de máquina virtual (VMM), aísla el 
sistema operativo y los recursos del hipervisor de las máquinas virtuales y 
permite la creación y administración de esas VM. Hay dos tipos de 
Hypervisores: 
 
Hypervisor Nativo, se ejecuta directamente en el hardware del host para 
administrar los OS invitados. Programa los recursos de las VM directamente en 
el hardware. 
Hypervisor alojado, se ejecuta en un sistema operativo convencional como una 
capa de software o una aplicación. 
 
2.2.2.4 Virtual Machine 
Azure. (2020) Una Virtual Machine (VM) o máquina virtual, es un software 
capaz de cargar en su interior otro sistema operativo dando la impresión de que 
es una PC de verdad. Estas virtual machine tienen su propio disco duro, 
memoria y CPU que son componentes virtuales entregados por el Hypervisor. 
Ventajas: 
Se pueden ejecutar varias VM dentro de un solo servidor lo que ahorra espacio, 
tiempo y costos. 
Admiten aplicaciones heredadas lo que reduce los costos de migraciones a 
otros sistemas. 
Proporcionan opciones integradas de disaster Recovery y Provisioning. 
Desventajas: 
Muchas VM en un solo servidor físico genera un rendimiento inestable si no se 
tiene los requerimientos de infraestructura correctos. 
Las VM son menos eficientes y trabajan más lentamente que cuando se tiene 
el servicio sobre una infraestructura física no virtualizada. 
 
2.2.2.5 SNMP (Simple Network Management Protocol) 
Es el protocolo estándar de la capa de aplicación para manejar y monitorear 
los equipos de la red, está basado en paquetes UDP. SNMP es un protocolo 
no orientado a la conexión y utiliza los puertos 161 y 162 de los equipos. Se 
compone de NMS, SNMP Agent, MIB y Managed Object tal como se puede 
observar en la figura 2. 
 
 
Figura 2 Componentes de SNMP 
     Fuente: Huawei Technologies, 2019 
 
 
2.2.2.6 eSight Platform 
 
Huawei Technologies. (2020) Es un gestor de monitoreo centralizado que no 
solo se limita a supervisar los indicadores de la infraestructura, sino que 
además de eso también puede supervisar el estado de las virtual machine que 
se tienen desplegado sobre esta infraestructura. 
 
 
Figura 3 Dispositivos admitidos por eSight 
Fuente: Huawei Technologies, 2020 
 
 
2.2 Marco Conceptual 
 
En este apartado se presenta y se expone conceptos fundamentales que sirven de apoyo 
para la implementación del proyecto. 
 
2.2.1. Disaster recovery 
 
Es un plan de contingencia para poner en marcha procesos críticos de una empresa 
en el menor tiempo posible, de este modo se minimiza los impactos en la red. 
 
2.2.2. Infraestructura  
 
Equipo o hardware que compone una red, pueden ser servidores, storage, switches, 
routers etc. 
 
2.2.3. Managed Object 
 
Un objeto de administración es un objeto que se debe administrar en un dispositivo de 
red. Un dispositivo gestionado contiene múltiples objetos de gestión. Por ejemplo, los 
objetos de administración pueden incluir un componente de hardware (como una placa 
de interfaz) y parámetros configurados para el hardware o software (como un protocolo 




Management information Base (MIB), contiene las variables que mantiene el 
dispositivo administrado y el agente puede consultarlas o configurarlas. MIB define los 
atributos del dispositivo administrado, incluidos el nombre, el estado, los derechos de 




El NMS es un administrador en una red que usa SNMP para monitorear y controlar 
dispositivos de red. El software NMS se ejecuta en servidores NMS para implementar 
las siguientes funciones: 
 Envíe solicitudes a los agentes en dispositivos administrados para consultar o 
modificar variables. 
 Reciba capturas enviadas por agentes en dispositivos administrados para conocer 















2.2.8. SNMP Agent 
 
El agente es un proceso que se ejecuta en un dispositivo gestionado. El agente 
mantiene los datos en el dispositivo administrado, responde a los paquetes de solicitud 
del NMS y devuelve los datos de administración al NMS. 
Al recibir un paquete de solicitud del NMS, el agente realiza la operación requerida en 
la MIB y envía el resultado de la operación al NMS. 
Cuando ocurre una falla o un evento en el dispositivo administrado, el agente envía 




Protocolo de comunicación informática que proporciona servicios de conmutación de 
paquetes en Internet. De forma predeterminada, UDP utiliza IP como protocolo de capa 
inferior. UDP proporciona el mecanismo de protocolo más simple que envía 




Virtual Machine Manager, es un gestor de Máquinas Virtuales (VM) con el cual se 
puede desplegar, eliminar, reiniciar, reconstruir, apagar y encender las máquinas 
virtuales que se encuentran bajo su gestión. 
2.3 Marco Metodológico 
 
En la actualidad las redes y telecomunicaciones tienen un alto grado de complejidad para su 
despliegue y operación, es por eso la importancia y necesidad de aplicar ciertas 
metodologías de desarrollo para el diseño o implementación de un proyecto de este rubro, y 
nos ayude con el cumplimiento de los objetivos y metas planteados en dichos proyectos. 
Aplicaremos la metodología Waterfall, siendo esta la metodología que mejor se adapta a 
nuestro proyecto de implementación que cubrirá necesidades de Operación y 
Mantenimiento, con un alcance claramente definido desde el inicio y que no cambiará dentro 
de su proceso de diseño e implementación, esta metodología nos brinda un procedimiento 
lineal, en donde los resultados de cada fase nos sirven como sustento de la siguiente fase. 
 
2.3.1 Metodología Waterfall 
 
También conocido como modelo cascada, es un proceso de desarrollo secuencial, en 
el que la implementación de un proyecto se considera como un conjunto de fases que 
son ejecutadas una tras otra siguiendo un orden. 
 
 
Figura 4 Fases de la metodología Waterfall 
 
2.3.2 Fases de Metodología Waterfall 
 




En esta fase se realiza un análisis de las necesidades en la empresa para 
determinar las características del software a desarrollar o implementar, se 
especifica todo lo que debe hacer el software sin entrar a detalles técnicos. 
En esta etapa se llega a un acuerdo con el cliente para que se especifiquen los 
requisitos y se establezca una lista de requerimientos acordados. 
 
2.3.2.2 Diseño 
En esta etapa se formula una solución especifica en base a las exigencias y 
tareas solicitadas en la fase anterior. En esta fase se diseña la arquitectura del 
software, así como un plan de diseño detallado del mismo. 
 
2.3.2.3 Implementación 
En esta fase se ejecuta todo lo concebido en la fase de diseño, se programan 
los requisitos especificados en la fase de requerimientos. Los componentes se 
desarrollan por separado y se comprueban mediante pruebas unitarias que se 
integran poco a poco al producto final. Esta fase da como resultado un producto 
que se comprueba por primera vez como producto final en la siguiente fase. 
 
2.3.2.4 Verificación 
Una vez que se culmina la fase de implementación se verifica que todos los 
componentes del software funcionen correctamente y cumplan con los 
requisitos establecidos en la fase de requerimientos.  
Esta fase sirve para obtener información de la calidad del software 
implementado y sirve para encontrar defectos en el sistema. 
 
2.3.2.5 Puesta en producción 
Una vez que se comprueba que el software cumple con todos los requisitos y 
funcionalidades solicitadas, se inicia la fase de pase a producción. Esta última 










DESARROLLO DE LA SOLUCION 
 
En este capítulo se presenta la gestión y el desarrollo del proyecto donde se detallarán y 
describirán las fases, etapas y procesos de cada una de estas. 
3.1 Gestión del Proyecto 
 
Un Gestor de monitoreo centralizado para hardware de virtualización, mejora la operación y 
mantenimiento de la infraestructura NFVI de la empresa, reduce el tiempo de horas hombre 
cuando se realizan las tareas de O&M, automatiza procesos y ayuda a prevenir las futuras 
fallas. 
3.1.1 Gestión de Alcance 
 
La gestión incluye los procesos que aseguran el proyecto tenga todas las actividades 
necesarias para que se desarrolle de manera positiva, aquí se define lo que se incluye y 
no se incluye en el proyecto. 
 
3.2.1.1 Declaración del alcance del proyecto 
 
El alcance del proyecto “Implementación de un Gestor centralizado de monitoreo 
para optimizar la gestión de Hardware Virtualizado de Entel” se detalla en la tabla 
02. 
 
Tabla 2. Alcance del proyecto 
1. OBJETIVOS DEL PROYECTO 
- Implementar un gestor centralizado de monitoreo para gestionar hardware virtualizado. 
- Reducir el tiempo de horas hombre en las tareas de operación y mantenimiento. 
- Reducir el riesgo de fallas en la red usando features (funciones) de análisis preventivo. 
2. DESCRIPCION DEL ALCANCE 
Entel es una empresa de telecomunicaciones en Perú, que ofrecen servicios de internet 
móvil y fijo, cuenta con tres Datacenter ubicados en San Borja, Miraflores y Olguin, en 
estos Datacenter, la compañía cuenta con muchos equipos de infraestructura virtualizada. 
 
El alcance del presente proyecto está asociado con la implementación de un gestor de 
monitoreo centralizado, para el hardware virtualizado de los datacenter de la empresa 
Entel. Se integrarán al gestor, los equipos de servidores de cómputo, equipos de red como 
lanswitch y equipos de almacenamiento como Storage ya que estos conforman la mayor 
cantidad de hardware dentro de los datacenter de Entel. 
3. REQUIERIMIENTO DEL PROYECTO 
 01 jefe de Proyecto. 
 01 analista con conocimientos en FusionSphere. 
 01 analista con conocimientos en eSight. 
 01 analista de red. 
 01 software de virtualización FusionSphere para implementar el gestor. 
 01 imagen de las VM (máquinas virtuales) las cuales se configurarán en el 
FusionSphere. 
 01 infraestructura NFVI integrado a FusionSphere para la instalación del eSight. 
 01 servidor de cómputo. 
 01 equipo de almacenamiento (storage). 
 01 equipo de red (lanswitch). 
4. REQUIERIMIENTOS DEL PRODUCTO 
El gestor de monitoreo centralizado eSight deberá cumplir con las siguientes 
características: 
 
 Backup and Recovery 
- Periodic Backup, el gestor debe contar con la función de realizar backup 
periódico a su propia configuración, esta es una tarea que se puede programar 
para ser realizado todos los días a una hora determinada. 
- Immediate Backup, el gestor debe poder realizar un backup inmediato de su 
configuración en cualquier momento. 
- Manual Restoration, el gestor debe contar con la opción de hacer una 
restauración manual, para esto se debe escoger entre uno de los archivos de 
backup generado previamente. 
 
 HA System 
- Manually Switchover, las VM (máquinas virtuales) del gestor trabajan en 
active/standby, y se debe lograr realizar un cambio de activo a standby de 
manera manual por configuración. 
- Fault-triggered Switchover, en caso de que la VM activa presente fallas y pase a 
un estado Faulty, el gestor debe realizar de manera automática el Switchover. 
 
 Server Management 
- El gestor debe tener la capacidad de agregar servidores de cómputo, una vez 
que se encuentren agregados se deberá observar la performance de estos 
mismos en el gestor. 
 
 Storage Device Management 
- El gestor debe tener la capacidad de agregar servidores de almacenamiento, una 
vez que se encuentren agregados se deberá observar la performance de estos 
mismos en el gestor. 
 
 Virtual Resource Management 
- Monitorear recursos de las VM desplegadas en los NFV que se integran al gestor. 
- Localizar fallas en los recursos virtuales. 
- Visualizar la relación entre los recursos físicos y virtuales. 
 
 Funciones Básicas 
- Monitoreo de alarmas centralizado. 
- Definición de la severidad de las alarmas. 
- Creación de usuarios y gestión de los mismos mediante roles y dominios. 
- Localización de falla de servidores. 
- Colectar información de los elementos pasivos de los equipos integrados al 
gestor. 
- Topología unificada. 
- Monitoreo de las fuentes de poder de los equipos. 
- Monitoreo de los ventiladores de los equipos. 
5. EXCLUSIONES DEL PROYECTO 
Las exclusiones del proyecto son: 
 Solo se incluye la infraestructura en los costos, esto esta asumido por Entel. 
 No se incluye él envió de información de las alarmas a un NMS externo. 
 No se incluyen la integración a un repositorio de backup externo. 
6. ENTREGABLES DEL PROYECTO 
Los entregables del proyecto están dimensionados en el diagrama de estructura de 
descomposición de trabajo (EDT): 
 Kickoff: alcance del proyecto, costos y cronograma de actividades 
 Despliegue: configuración, integración, pruebas y pase a producción. 
 Cierre: entrega formal del proyecto con sus respectivos materiales informativos. 
7. CRITERIOS DE ACEPTACION DE PRODUCTO 
La implementación del gestor de monitoreo centralizado debe de cumplir lo siguiente: 
 Un mínimo de 02 VM para asegurar el HA de la solución. 
 Integración de un 100% del NFVI actual. 
 Integración de un 100% de las VM desplegadas sobre el NFVI. 
 Entregar documentos de LLD y HLD del proyecto. 
 Debe pasar al 100% las pruebas de ATP. 
 Sus elementos deben tener nombres que cumplan con la nomenclatura estándar de 
Entel. 
8. RESTRICCIONES DEL PROYECTO 
Las restricciones del proyecto están basadas en los siguientes componentes: 
Alcance: Solo se considera la integración de los equipos de NFVI. 
Calidad: Cumplir con las especificaciones que se detallan en los documentos LLD y 
HLD. 
Software: Solo se puede tener un gestor de monitoreo centralizado de hardware por 
site. 
Costos: Se tiene una limitación con la licencia del gestor, se tiene la capacidad de 
integrar los elementos de NFVI, de ser necesario integrar más elementos entonces se 
deberá adquirir licenciamiento extra. 




Figura 5. EDT 
 
3.2.1.2 DESCRIPCION DE LOS PAQUETES DE TRABAJO 
 
En el cuadro siguiente se describe cada paquete de trabajo, en el cual se da una 




Tabla 3. Paquetes de trabajo 
Segundo nivel 
de la EDT 
Descripción de los paquetes de trabajo 
1. Gestión Inicio de proyecto, donde se define el alcance del proyecto, así como el 
personal involucrado. 
Planificación y cronograma, aquí se define el plan para llevar a cabo el 
proyecto, los pasos a seguir y el cronograma de tiempos que nos tomara 
llevar a cabo cada paso. 
Monitoreo y reuniones, se llevará a cabo reuniones semanales para en 
los cuales deberán asistir los involucrados en el proyecto para dar a 
conoces los avances y los problemas en caso se tenga sobre el proyecto.  
2 implementación 2.1. Adecuaciones. 
2.1.1 Configurar Datacom, hace referencia a las configuraciones en la red 
de Entel: 
Configurar VPN 
Configurar la VLAN a usar. 
Habilitar puertos en el firewall. 
Configurar las redes internas y externas a usar. 
2.1.2 FusionSphere, se refiere a configurar la plataforma de virtualización 
donde se desplegaras las VM. 
Crear un HA en donde se alojarán las VM. 
Configurar los SW boards del equipo E9000. 
Configurar el TOR con las nuevas redes. 
Agregar la red de VPN en el OpenStack. 
Agregar las redes internas y externas que entrega Datacom. 
2.1.3 Instalación, se considera la instalación de las VM para el despliegue 
del gestor: 
Descargar y cargar las imágenes en el FusionSphere. 
Crear un Flavor en el FusionSphere. 
Crear 02 VM usando el Flavor, la imagen, las redes internas y externas. 
Sincronizar las 02 VM y configurar una IP flotante. 
Loguearse al gestor eSight. 
 
2.2 Gestor eSight 
2.2.1 Comisionamiento, se refiere a las configuraciones propias del gestor 
como: 
Upgrade a la versión más actualizada. 
Configuración del protocolo NTP. 
Cargar las licencias. 
Revisar si se alcanza todas las redes internas y externas desde el gestor, 
de no ser posible entonces de debe realizar configuraciones de red en las 
VM. 
Creación de usuarios y perfiles. 
2.2.2 Integración, hace referencia a agregar los equipos que deben ser 
monitoreados al gestor como: 
Servidores de cómputo. 
Servidores de almacenamiento (Storage). 
Equipos de Red (Lanswitch). 
Máquinas Virtuales (VM). 
2.2.3 Pruebas, se refiere a realizar todas las pruebas posibles para de 
esta manera detectar alguna falla y dale una solución antes del pase a 
producción. 
2.2.4 ATP, hace referencia al documento (Acceptance Test Procedure) el 
cual es un documento con pruebas específicas las cuales son el mínimo 
necesario para que el gestor pueda pasar a un entorno en producción. 
3. Cierre de 
Proyecto 
3.1 Entregar los documentos HLD y LLD los cuales contienen toda la 
información y estructura del gestor de monitoreo 
3.2 Pase a producción, se da cuando se pasó el ATP con todas las 
observaciones resueltas. En este punto se considera que el Gestor ya 
está monitoreando en tiempo real todos los elementos que se definieron 
en el alcance del proyecto. 
3.3 Entrega formal del proyecto y documentación, para finalizar se debe 
entregar los documentos LLD y HLD del gestor eSight, una vez finalizada 
la entrega de los documentos se da por finalizado el proyecto de manera 
formal. 
 
Fuente. Elaboración propia. 
 
3.2 Gestión de Tiempo  
 
En esta sección se definirán los procesos requeridos para garantizar que el proyecto se 
ejecute dentro de un plazo de tiempo adecuado abarcando todos temas que se observan 
dentro del EDT. 
 
Cronograma de actividades 
En esta sección se define el cronograma de actividades así también como el tiempo 
estimado que se le asignara a cada tarea que está dentro del EDT como se observa en 











Figura 6. Cronograma de actividades 
 
3.3 Gestión de Costo 
 
En esta sección se describen los procesos que son requeridos para planificar, gestionar 
y controlar los costos con el fin de que complete el proyecto con la cantidad del 
presupuesto aprobado. A continuación, se detalla la estimación del costo del proyecto y 
el flujo de caja. 
 
Estimación del costo del proyecto 
La estimación del presupuesto del proyecto esta detallada por fases del proyecto y se 
puede observar en la siguiente tabla. 
 
Tabla 4. Presupuesto del proyecto 
FASES DEL PROYECTO ENTREGABLE MONTO S/. 
1. Gestión del proyecto 
1.1 Inicio S/1,912.50 
1.2 Planificación y 
cronograma S/5,906.25 
1.3 Monitoreo y Reuniones S/5,625.00 
TOTAL, FASE 1 S/13,443.75 
2. Implementación 
2.1 Adecuaciones - 
2.1.1 Datacom S/3,200.00 
2.1.2 FusionSphere S/3,825.00 
2.1.3 Instalación S/2,500.00 
2.2 Gestor eSight - 
2.2.1 Comisionamiento S/3,800.00 
2.2.2 Integración S/3,750.00 
2.2.3 Pruebas S/1,800.00 
2.2.4 ATP S/4,200.00 
TOTAL, FASE 2 S/23,075.00 
3. Cierre de proyecto 
3.1 Entrega de documentos S/3,000.00 
3.2 pase a producción S/2,400.00 
3.3 Cierre del proyecto S/426.56 
TOTAL, FASE 3 S/5,826.56 
TOTAL, DE FASES S/42,345.31 
Reserva de Contingencia (10%) S/4,234.53 
Reserva de Gestión (5%) S/2,117.27 
PRESUPUESTO DE PROYECTO S/48,697.11 
 
  
3.4 Gestión de Calidad  
 
Es esta sección se definen los procesos de incorporación de las políticas de calidad que 
se llevaran a cabo en el proyecto en cada una de las fases que fue mencionada en el 







Tabla 5. Gestión de Calidad por Fases. 
A. INFORMACIÓN GENERAL. 
Nombre del Proyecto: Gestor centralizado de monitoreo para 






Preparado por: Cesar Llontop Capuñay Autorizado Por:  Entel 
Objetivo del Proyecto: 
Implementar un gestor centralizado de monitoreo para optimizar la gestión 
de Hardware Virtualizado de Entel. 
B. DESCRIPCIÓN DEL PLAN DE CALIDAD 
El plan de calidad busca establecer estrategias apropiadas para el cumplimiento de los objetivos del 
proyecto. En consecuencia, el proyecto debe cumplir con los requisitos de calidad que exige el área 
de O&M en Entel, así como la culminación del proyecto dentro de los tiempos establecidos y los 
costos planificados. 
C. ASEGURAMIENTO DE LA CALIDAD 
La etapa de aseguramiento de la calidad del proyecto se realizará mediante un monitoreo constante 
de las actividades y los resultados de estas mismas, esto nos asegurará poder tomar acción de 
manera temprana ante algún evento no planificado 
 
 Fecha de inicio y Fin: Es el hito más importante que ayuda ubicar en el tiempo, a fin de 
visualizar el inicio y final del Proyecto. 
 Hitos: Fechas y/o actividades que demuestra un entregable la cual sirve para realizar una 
revisión en cada fase del proyecto. 
 Fases del Proyecto: Se presenta de modo lineal, con la finalidad de visualizar las etapas de la 
ejecución de aseguramiento y control de calidad del proyecto. 
 Aseguramiento de la calidad: Estas acciones se realiza de manera incremental en cada fase 





Tabla 6. Control de Calidad. 
D. CONTROL DE LA CALIDAD 
En este ítem se establece estrategias de control de calidad para cada una de las fases del proyecto, con el 
propósito de alcanzar los objetivos y requisitos establecidos en el alcance del proyecto. 
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Los estándares aplicables al proyecto se refieren los siguiente: 
ISO/IEC/IEEE 29119-2:2013 software and systems engineering  
Los estándares antes indicados permiten a la empresa ejecutar el proyecto de manera coherente y confiable para 
cumplir con los objetivos establecidos en el contrato, de esta manera satisfacer los requisitos del cliente. 
F. SEGUIMIENTO DE CALIDAD 
El seguimiento se ha realizado en forma periódica, el mismo que se abordó en la evaluación de los materiales y 
resultados de pruebas de las comunicaciones, con la finalidad de verificar el cumplimiento con los estándares de 
calidad establecidos en el presente plan. Para lo cual se 40tilize los formatos siguientes: 
 































Etapa de evaluación:  
Fecha:  
Criterio Evaluado Cumplió 





3.5 Gestión de Comunicación 
 
En este apartado se describe como el flujo de la gestión de la comunicación desde el 




Tabla 7. Tabla de Acrónimos 
ACRONIMO  
MOU memorándum de entendimiento 
O&M Equipo de Operación y Mantenimiento 
VPN Virtual Private Network 
VM Virtual Machine 
HLD High Level Design 
LLD Low Level Design 
ATP Acceptance Test Procedure 
FusionSPhere Virtualización de NFVI Huawei 
TOR Top of Rack, lanswitch 
EOP Cierre de proyecto 
NTP Network Time Protocol 
eSight Gestor de monitoreo centralizado 
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3.6 Gestión de Riesgo 
 
En esta sección se realizará el análisis de los riesgos que pueden impactar el proyecto, 
estos riesgos se clasificaran por Tipo de riesgo dependiendo su nivel de criticidad y su 
probabilidad de Impacto con el alcance, tiempo y costos del proyecto. 
 
Tabla 9. Probabilidad de Riesgo 












30 – 49 
Probable 3 Moderado 3 Moderado 10 – 29 
























Alcance 1 7 
ALTO 
Tiempo 4 28 
Costo 1 7 








Alcance 5 20 
ALTO 
Tiempo 2 8 
Costo 2 8 








Alcance 1 3 
Moderado 
Tiempo 4 12 
Costo 1 3 
Total de probabilidad por 
impacto 
20 
3.7 Gestión de Adquisiciones 
 
En esta sección se definen los procesos para comprar o adquirir productos como hardware, 
software, servicios o resultados para el cumplimiento del proyecto, a continuación, se 
detalla la matriz de adquisiciones en la tabla 11. 
 




















Se obtiene sin costo 










Se obtiene sin costo 
por acuerdo con 
Huawei 
 
Tabla 12 Precios de Fases 
FASES DEL PROYECTO TIPO DE ADQUISICION MONTO S/. 
1. Gestión del proyecto Servicios profesionales S/13,443.75 
2. Implementación Servicios profesionales S/23,075.00 
3. Cierre de proyecto Servicios profesionales S/5,826.56 
 
 
3.8 Gestión de los Interesados 
 
En esta sección se identificará a las personas, grupos u organizaciones que pueden verse 
afectadas directamente por impactos de riesgo en el proyecto. Se detallará continuación el 






Tabla 13 Información de interesados 
A. INFORMACION DE IDENTIFICACION 
ID NOMBRE LOCALIZACION 




1 Aldo Montoya Perú Gerente de ING. aldo.montoya@entel.pe  
2 Sergio Tarazona Perú Jefe de Área sergio.tarazona@entel.pe  
3 Cesar Llontop Perú Analista NFV cesar.llontop@entel.pe  




5 Martin Rivera Perú 












FASE DEL PROYECTO 
CON MAYOR INTERES 
1 
Cumplir el Plan para la 
dirección del proyecto 
Satisfacción del cliente. 
Tiempos y costos dentro 
de lo planificado. 
ALTO Todo el proyecto 
2 
Cumplir con el alcance 
del proyecto. 
Satisfacción del cliente. 
Tiempos y costos dentro 
de lo planificado. 
ALTO Todo el proyecto 
3 
Presentar el informe de 
las actividades 
realizadas con sus 
respectivos resultados. 
Proceso de ejecución del 
proyecto como máximo 
en un periodo de 4 meses 
ALTO Cierre del proyecto 
4 
Documento que 
registra las lecciones 
aprendidas 
Mejorar futuros procesos BAJO Cierre del proyecto 
C. CLASIFICACION DE LOS INVOLUCRADOS 
 
ID INVOLUCRADO 





1 Aldo Montoya ALTO ALTO 
Mantener un buen 
liderazgo 
2 Sergio Tarazona ALTO BAJO 
Gestión de comunicación 
realizando mejoras de 
procesos. 
3 Cesar Llontop ALTO ALTO 
Mantener informado de 
manera periódica llevando 
a cabo reuniones del 
proyecto 
4 Mary Ruiz ALTO ALTO 
Mantener una buena 
comunicación para 
transmitir las 
observaciones que se 
puedan presentar. 
5 Martin Rivera ALTO BAJO 
Gestión de comunicación 




3.9 Acta de cierre de proyecto 
 
En este apartado se detallará los puntos relacionados con el cierre del proyecto como las 
fechas de inicio y fin de proyecto, los beneficios, lecciones aprendidas. Se detalla también 
la información que se entrega con el cierre del proyecto. 
 
Tabla 14 Cierre de Proyecto 
Fecha 30 de marzo del 2021 
Proyecto Gestor de monitoreo centralizado para hardware virtualizado 
Dirección Responsable Ingeniería OTT, VAS y NFVI CLOUD 





 Fecha Inicio Programada 
 01/12/2020 
  Fecha Fin Programada 
30/03/2121 
Fecha Inicio Real  01/12/2020 Fecha Fin Real 
30/03/2121 
2. LECCIONES APRENDIDAS 
1. Enviar una minuta de cada reunión nos ayudara en el control de los acuerdos y pendientes durante el proyecto 
entre las distintas áreas involucradas a fin documentar los cambios de manera formal. 
2. Realizar un draft de los documentos requeridos por el usuario final, con el fin de hacer una revisión en 
conjunto para aclarecer los puntos que no satisfacen al cliente y evitar tomar más días de lo establecido en 
el cronograma con respecto al cierre de documentación. 
3. La demora en los SLA para la respuesta sobre las observaciones y/o respuestas de conformidad en los 
documentos tienen un impacto directo moderado en el proyecto ya que afectan directamente en el 
cronograma. 
3. PRODUCTOS GENERADOS 
1. Centralización del monitoreo de hardware para la infraestructura NFVI. 
2. Reducción de horas hombre en las actividades de monitoreo 
4. BENEFICIOS ALCANZADOS 
1. Visualización del performance de las Máquinas virtuales desplegadas sobre la infraestructura NFV 
2. Automatización de procesos de operación y mantenimiento 
7. OBSERVACIONES DEL PROYECTO 
1. Se tuvo un cronograma ajustado al cual se tuvo q realizar un sobreesfuerzo en algunas 
etapas del proyecto.  
2. Se realizo un acuerdo con el proveedor Huawei para el uso de las licencias sin costo, sin 
embargo, en caso se tuviese nuevo hardware o nuevas Máquinas Virtuales desplegadas 





















profesionales 1 S/42,345.31 Si S/42,345.31 
Si se encuentra 
cerrada. 
Software 1 $1,000.00 Si 
No, se llegó a un 
acuerdo con el 
proveedor para 
su obtención sin 
costo 
Si se encuentra 
cerrada. 
Licencia 1 $60,780.00 Si 
No, se llegó a un 
acuerdo con el 
proveedor para 
su obtención sin 
costo 




S/42,345.31 Ejecutado Total S/42,345.31  
6. DOCUMENTACIÓN GENERADA EN EL PROYECTO 
Documento Ubicación 
Física Digital 
1. High Level Design X X 
2. Low Level Design  X 
3. Acceptance Test Procedure X X 
4. HEDEX (guía de producto)  X 











Cesar Llontop Ingeniero OTT, VAS 
y NFVI CLOUD 
Aprobado 30/03/2021 Cesar Llontop 
Sergio Tarazona Jefe OTT, VAS y 
NFVI CLOUD 
Aprobado 30/03/2021 Sergio Tarazona 
Mary Ruiz Supervisor O&M 
NFV CLOUD 
Aprobado 30/03/2021 Mary Ruiz 
 
 
3.10 Acta de conformidad 
 
En este apartado se presenta el acta de conformidad del proyecto, en este apartado se aprueba y de 
acepta el proyecto de manera formal, así como el cierre de actividades para cumplir el requerimiento 
descrito en el alcance. 
  
Tabla 15 Conformidad del proyecto 




FECHA: 30-03-2021 ELABORADO: CL 
PROYECTO 
/REQUERIMIENTO: 
GESTOR DE MONITOREO CENTRALIZADO DE HARDWARE VIRTUALIZADO 
2.  DE LA CONFORMIDAD: 
Se da la conformidad del proyecto el cual finalizo con la implementación del gestor de monitoreo 
centralizado eSight el cual aporta una mejora continua para la operación y mantenimiento de 
hardware virtualizado, así como el monitoreo del performance de las máquinas virtuales que se 
encuentran desplegadas en el mismo considerando esto como un valor agregado a la plataforma. 
3. DEL CIERRE DEL PROYECTO/REQUERIMIENTO 
Se estipula el cierre del proyecto el cual cumple con todos los puntos establecidos dentro del 
enunciado del alcance del proyecto, el cual genera un valor agregado dentro del área de Operación 
y Mantenimiento de NFV CLOUD, el cual tuvo un inicio y fin dentro de los establecido en el 
cronograma de actividades cumpliendo con las expectativas del mismo. 
4.  APROBACIÓN Y ACEPTACIÓN DEL REQUERIMIENTO 
JEFE DE PROYECTO SOLICITANTE DEL REQUERIMIENTO 
INGENIERIA OTT VAS Y NFVI CLOUD O&M NFV CLOUD 
Firma: Cesar Llontop 
Nombre: Cesar David Llontop Capuñay 
Cargo: Ingeniero OTT VAS y NFVI CLOUD 
Firma: Mary Ruiz 
Nombre: Mary Ruiz La Torre  
Cargo: Supervisor O&M NFV CLOUD 
 
 
3.2 Desarrollo del Proyecto 
 
En este apartado se realizada el proceso de implementación del proyecto usando la 
metodología Waterfall, que es la metodología que mejor se adapta a al proyecto de 
implementación de un gestor de monitoreo centralizado. 
3.2.1 Fase de Requisitos 
 
En esta fase el objetivo principal es realizar un análisis de las necesidades del cliente para 
determinar las características del gestor que se requiere implementar. 
El cliente es una empresa de telecomunicaciones que tiene Datacenter con equipos de red y 
equipos de infraestructura virtualizada la cual consta de: 
 Servidores de cómputo. 
 Servidores de almacenamiento de datos 
 Equipos Lanswitch 
 Equipos de RED 
La empresa de telecomunicaciones requiere la implementación de un sistema o gestor de 
monitoreo centralizado para su infraestructura virtualizada dentro de su datacenter, los 
requerimientos que se deben cumplir son: 
 Centralización de las alarmas de la infraestructura virtualizada y las máquinas virtuales que 
están desplegados sobre estos equipos. 
 Visualización unificada de los KPI de los equipos a integrarse. 
 Visualización del rendimiento de los equipos como CPU y Memoria tanto de la 
infraestructura, así como las máquinas virtuales. 
 Permitir la configuración por lotes en los equipos integrados por tipo de elemento. 
 Topología unificada de los equipos. 
 
La nueva plataforma a implementar debe proporcionar funciones para reducir operabilidad de 
los equipos de infraestructura virtualizada, además también debe estar preparada para nuevas 
integraciones de futuras expansiones tanto como para infraestructura como nuevos 
despliegues de máquinas virtuales sobre esta.  
También debe poder integrar equipos como Servidores, Storage y Switches considerados como 
equipos de infraestructura y adicionalmente integrar máquinas virtuales desplegadas sobre el 
Hypervisor FusionSphere del vendor Huawei. 
 
3.2.2 Fase de Diseño 
 
En esta fase se entregará la solución a implementar para solventar todos los requerimientos 
indicados en la “Fase de Requisitos”, también se determinarán los equipos a utilizar en la 
“Fase de Implementación”. 
La empresa de telecomunicaciones cuenta con infraestructura NFVI (Network Function 
Virtualization Infrastructure) el cual contiene servidores de cómputo, equipos de 
almacenamiento de datos (Storage) y equipos Lanswitch. 
Se determino de la colección de datos de la empresa lo siguiente: 
 El equipamiento de la infraestructura NFV del cliente es de marca Huawei, tanto en servidores 
de cómputo, storage y lanswitch. 
 El Hypervisor utilizado es FusionSphere, el cual es marca Huawei y sobre este Hypervisor se 
montaron máquinas virtuales para distintas soluciones. 
 No se tiene un equipo que realice la función de monitorear el estado de los equipos y que 
pueda manejar un histórico de datos para su análisis. 
 No cuenta con un equipo que pueda centralizar las alarmas de los equipos, no solo como 
equipos físicos sino también de las máquinas virtuales. 
 No cuenta con un gestor que pueda unificar todos los servidores para facilitar la Operación y 
Mantenimiento de los equipos mencionados. 
Una vez que se realizó el análisis de la situación de la empresa de telecomunicaciones y 
agregando los requerimientos en la “Fase de Requisitos” se eligió el siguiente gestor de 
monitoreo de la marca Huawei.  
 
Gestor de Monitoreo eSight 
El gestor eSight es una plataforma de Huawei que admite una administración unificada de 
dispositivos de almacenamiento, servidores de cómputo, Lanswitch, aplicaciones, equipos de 
virtualización entre otros. En este gestor también se pueden integrar equipos de terceros y NBI 
para las alarmas, estas funciones constituyes un sistema de gestión unificado para los clientes 
garantizando menor costo de operación y mantenimiento y una mayor eficiencia. 
 
Figura 7. Dashboard del gestor eSight 
 
En la siguiente tabla se muestra los tipos de equipos que la empresa de telecomunicaciones 




Tabla 16 Equipos a integrar 
EQUIPO MODELO VERSION 
Computo CH121 V3 Compute Node V100R001C00SPC286 
Storage OceanStor 5300 V3 V300R006C20 
Lanswitch CloudEngine CE6851-48S6Q-HI V200R005SPH019 
Hypervisor FusionSphere OM V100R006C10SPC551 
 
 
También está en el alcance del proyecto considerar la integración de las máquinas virtuales 
que se encuentran desplegadas sobre su virtualizador FusionSphere, de las cuales es 
necesario tener un monitoreo del performance de cada una de ellas, así como tus KPI 
principales. 
El gestor de monitoreo “eSight” tiene distintos protocolos para integrarse con diferentes 
equipos, sin embargo, para el presente proyecto de implementación se utilizará el protocolo 
SNMPv3 para la integración con los equipos de la infraestructura NFV. 
 
 





Requerimientos de Hardware y Software 
Es necesario definir el hardware sobre el cual estará implementado el gestor de monitoreo 
centralizado. Se determinó que el gestor será desplegado sobre la propia infraestructura NFV 
de la empresa de telecomunicaciones a fin de evitar un costo adicional por la compra de equipos 
externos y realizar conexiones hacia este que solo hacen que se reduzca la cantidad de 
interfaces disponibles del NFV. 
Los requerimientos para realizar la implementación del gestor son: 
 02 servidores CH121 V3 ya que una Virtual Machine de eSight solo puede estar desplegado 
en 01 servidor de cómputo y se requiere 02 virtual machine para asegurar la redundancia 
del gestor. 
 01 Virtualizador FusionSphere OM que soporte imágenes y Virtual Machine de sistema 
operativo Euler OS x86. 
 01 equipo de almacenamiento de datos (storage) que pueda brindar 500GB como mínimo 
para la implementación del gestor. 
Pasamos a detallar información de los equipos a utilizar. 
 
 
Servidor de Computo CH121 V3 
Es un nodo de cómputo que adopta la plataforma de procesador Intel de nueva generación, 
tiene un ancho de la mitad de una unidad de rack. Proporciona una gran capacidad de memoria, 
así como capacidades informáticas y escalabilidad flexible. 
El servidor CH121 V3 esta optimizado para aplicaciones de servicios empresariales de uso 
intensivo, virtualización, Cloud Computing y High Performance Computing. 
 
Figura 9. Imagen referencial del servidor CH121V3 
 
Estos servidores cuentan con las siguientes especificaciones: 
 02 procesadores modelo Intel® Xeon® E5-2600 v3 
 Hasta 24 DDR4 DIMMs, para proveer un máximo de capacidad de memoria RAM de 
1.5TB 
 02 discos de 2 X 2.25 pulgadas SAS HDD de 600GB cada uno. 
 Soportan configuración de RAID 0 y RAID 1. 
 Sistema operativo Euler OS Linux Enterprise Server. 
Los servidores de cómputo CH121 V3 se integrar a un chasis E9000 de Huawei, el cual puede 
albergar hasta 16 de estos servidores de cómputo. Este chasis se integra con equipos como 





Es un sistema de almacenamiento de gama media de Huawei diseñado para entornos de 
almacenamiento empresarial, este sistema de almacenamiento OceanStor utiliza hardware de 
altas especificaciones para ofrecer los datos como bloques, archivos y configuraciones 
unificadas. 
Las principales ventajas que nos brinda el OceanStor son: 
 Soporta tecnologías de almacenamiento SAN y NAS. 
 Soporta protocolos de almacenamiento convencionales como iSCSI, Fibre Chanel, NFS, 
CIFS, HTTP y FTP. 
Brinda el soporte para que los HOST (nodos de cómputo) puedan acceder a cualquier LUN o 
sistema de archivos utilizando los puertos de front – end. 
El OceanStor cuenta con 25 discos los cuales pueden variar en su capacidad de 
almacenamiento de cada disco. Puede integrar Disk Enclosure que son extensiones del mismo 
OceanStor sin la necesidad de usar un nuevo controlador, esto lo hace escalable. 
 
 
Figura 10. OceanStor Huawei 
 
El equipo de almacenamiento OceanStor se integra mediante interfaces al chasis E9000 para 
que el virtualizador pueda acceder a las capacidades de almacenamiento del OceanStor y así 
brindar capacidad de disco a las aplicaciones y Virtual Machines que requieran de este recurso 




Es un equipo de red que sirve para interconectar los equipos Storage con el chasis E9000, 
además se utiliza como punto de salida o Gateway para la red de la empresa. Los lanswitch 
también pueden interconectar a más de 01 chasis E9000 para asegurar la escalabilidad de 
estos equipos y su modo de configuración estándar es trabajar 02 Lanswitch en modo Stack a 
fin de optimizar los recursos y asegurar la redundancia. 
 




FusionSphere es el virtualizador de Huawei que puede ser desplegado sobre el chasis E9000 
utilizando 03 servidores como nodos de cómputo, los principales beneficios de este virtualizador 
son: 
 Mejorar la utilización de recursos en la infraestructura NFV. 
 Acelera la implementación de nuevos servicios. 
 Reduce considerablemente el consumo de energía de los datacenter. 
Aprovecha la alta disponibilidad y las capacidades de restauración para realizar una rápida 
recuperación en la falla de servicios reduciendo de esta manera el costo en impactos y 
aumentando la disponibilidad del servicio. 
Se utilizará este virtualizador para realizar la implementación del gestor de monitoreo 
centralizado. 
3.2.3 Fase de implementación 
 
Una vez que ya definimos en la “Fase de Diseño” el gestor a implementar y los recursos de 
hardware y software que se requiere entonces pasamos a la “Fase de Implementación” donde 
realizaremos el despliegue del gestor de monitoreo centralizado paso a paso y nuestro 
entregable será el gestor de monitoreo centralizado con los componentes integrados. 
 
Implementación del gestor eSight 
Para realizar la implementación del gestor de monitoreo centralizado eSight se deben seguir 
los siguientes pasos: 
Descargar Software Package. 
Para obtener el Software Package se debe solicitar el Link oficial a proveedor Huawei local para 
que este nos brinde el Software más actualizado, el software de instalación contiene: 
 Las imágenes del gestor eSight en formato qcow2. 
 Archivo Digital Signature para la validación del software. 
 
Registrar las imágenes en FusionSphere. 
En este paso debemos ingresar al equipo FusionSphere OpenStack OM y seguir la siguiente 
ruta Resource > Computing > Images. 
 
Figura 12. FusionSphere Openstack OM 
 
 
Luego se debe registrar la imagen con las siguientes características: 
Tabla 17. Parámetros de Imagen 
Parameter Settings 
Provided As Service Set this parameter to Not supported. 
CPU Architecture Set it to X86. 
Type Set this parameter to KVM. 
Name 
Set this parameter to the image name, for 
example, VMxd_disk. 
Applicable OS Set this parameter to Linux. 
OS Version Select the latest EulerOS x.x 64bit. 
Min Disk (GB) Set this parameter to 500. 
Min Memory (MB) Set this parameter to 32768. 
Disk Device Type Set this parameter to scsi. 
Upload Mode Set this parameter to HTTPS. 
Image File 
Select the locally decompressed eSight 




The parameter value is automatically filled 
in. 




Una vez que se completa el registro, ya debemos ver la imagen en la lista de imágenes que 
tiene el FusionSphere OM. 
 
Figura 13. Imagen registrada en FusionSphere OM 
 
Crear un Flavor de eSight. 
En este paso debemos ingresar al equipo FusionSphere OpenStack OM y seguir la siguiente 
ruta Resource > Computing > Flavor. Crear un Flavor con las siguientes especificaciones: 
 
 
Tabla 18 Parámetros de Flavor 
Parameter Setting 
Type Set it to VM. 
Parameter Setting 
CPU Architecture Set it to X86. 
Boot Device Select Cloud Disk. 
Name  esight_flavor_NFVI 
vCPUs 8 
Memory (MB) Set it to 32768. 
System Volume (GB) Set it to 500. 
 
 
Cuando se finaliza la creación del Flavor, ya se puede observar los parámetros configurados 
en la lista del FusionSphere: 
 
 
Figura 14. Flavor configurado. 
 
 
Crear un VM Group. 
En este paso debemos ingresar al equipo FusionSphere OpenStack OM y seguir la siguiente 






Figura 15. Creación de VM Group. 
 
 
Crear las Virtual Machine de eSight. 
En este paso debemos ingresar al equipo FusionSphere OpenStack OM y seguir la siguiente 
ruta Resource > Computing > Computing Instances. Ahora iniciaremos la creación de las 
Virtual Machine. 
Nos solicitara como primer paso escoger la imagen que deseamos usar, para este caso 
debemos escoger la imagen registrada en el paso 2. 
 
 
Figura 16. Selección de Imagen 
 
Luego nos solicitara escoger el Storage en donde deseamos alojar la capacidad de disco, para 
este caso se necesita que el OceanStor ya se encuentre integrado al FusionSphere OM y pueda 
mostrar sus Volúmenes como capacidad para ser utilizadas por el Virtualizador: 
 
 
Figura 17. Selección de Disco. 
 
Como paso siguiente nos solicitara escoger el Flavor, aquí debemos escoger el Flavor que 
creamos en el paso 3 con las especificaciones necesarias para el despliegue del gestor: 
 
Figura 18. Selección de Flavor. 
Luego escogeremos el Network y el Project ID donde deseamos realizar la instalación, 




Figura 19. Selección de Network y Project ID. 
 
Seguidamente debemos colocar el nombre de la Virtual Machine y también el HOST o Servidor 
de Computo donde deseamos realizar el despliegue e implementación de la virtual machine, 
además, en este punto escogemos el VM Group creado anteriormente. 
 
 
Figura 20. Nombre y selección de HOST. 
Como paso final el FusionSphere OM nos entregara un resumen de la Virtual Machine que 
deseamos crear para dar una última revisada antes de su creación, si consideramos que todo 
está correcto entonces debemos escoger la opción de completar. 
 
 
Figura 21. Creación de VM 
 
El proceso de creación de la Virtual Machine puede tomar entre 5 a 10 minutos, pero cuando 
finaliza la creación ya podemos observar a nuestra Virtual Machine dentro de la lista de VMs 
que tiene el FusionSphere OM con sus respectivas configuraciones: 
 
 
Figura 22. Virtual Machine eSight1 
Con esto culmina nuestro proceso de creación de una Virtual Machine para eSight. Como 
indicado anteriormente, nuestra solución requiere de 02 Virtual Machine para el correcto 
despliegue del gestor de monitoreo eSight por lo tanto es necesario replicar todos los pasos 
anteriores para crear una nueva Virtual Machine LIM_SBO_eSight0. 
 
Consultar la dirección IP. 
Para realizar la consulta de la IP de las Virtual Machine creadas se debe ingresar a la VM 
desplegada, luego ir a la sección de “hardware” y finalmente en el apartado NIC, aquí podemos 
observar la IP asignada para las NIC que tiene la VM: 
 
 
Figura 23. Listado de IP de VM. 
 
Habilitar la función de VM Watchdog. 
Para realizar la habilitación de la función VM Watchdog debemos ingresar primero por putty al 
first node del FusionSphere OpenStack y correr con el usuario “fsp” y luego cambiar al usuario 
root de la siguiente manera: 
 
$ su – root (nos solicitara el password del usuario root) 
 
Luego debemos configurar el System Enviorment corriendo las siguientes líneas de comando: 
 
# TMOUT=0 (deshabilitamos el límite de TimeOut) 
# source set_env (aquí solicitamos el enviorment y escogemos la opción 1.) 
openstack environment variable (keystone v3) 
cps environment variable 
openstack environment variable legacy (keystone v2) 
openstack environment variable of cloud_admin (keystone v3) please choose: [1|2|3|4] 
 
Como resultado nos muestra un Nova List que contiene la información de las VM, para obtener 
la información de todas las VM corremos el siguiente comando: 
 
# nova list --all-tenants (el resultado es el siguiente) 
| ID                                        | Name     | Tenant ID                                             | Status | Task State  | Power State| 
+--------------------------------------+----------+----------------------------------+--------+----------- 
|a7f4b635-b22a-421a-b45f-76ee7b635b9c   | eSight01 | d59efd1ce87349638cf0f7b1cf1eb88e | ACTIVE | |     -      | Running       |  
|31159195-a553-43ed-b2a4-6092620249e4 | eSight02 | d59efd1ce87349638cf0f7b1cf1eb88e | ACTIVE | |     -      | Running       | 
 
Luego corremos los comandos siguientes para habilitar el Watchdog y seguidamente reiniciar 
la VM, en el comando usamos la información “ID” colectada del paso anterior: 
 
     # nova meta a7f4b635-b22a-421a-b45f-76ee7b635b9c  set __instance_vwatchdog=True 
      # nova reboot --hard a7f4b635-b22a-421a-b45f-76ee7b635b9c 
 
Para finalizar debemos revisar si la configuración fu realizada correctamente, para ello 
corremos el comando:  
 
# nova show a7f4b635-b22a-421a-b45f-76ee7b635b9c 
 





Figura 24. Revisión de Watchdog. 
 
Configurar el sistema operativo. 
Se debe ingresar a la VM vía Putty y correr el comando siguiente para cancelar el intervalo de 
TimeOut y luego listamos las zonas y sus tiempos disponibles en la VM. 
 
# export TMOUT=0 
# timedatectl list-timezones   
     
Debemos encontrar en la lista los datos América/Lima la cual pasaremos a configurar a 
continuación, corremos un comando para crear la conexión en /etc/localtime considerando 
como zona Lima y luego revisamos si se encuentra bien configurada: 
 
   # timedatectl set-timezone America/Lima 
   # timedatectl 
 
Figura 25. Configuración de Timedate 
 





Configurar relación Host Name e IP. 
Para realizar el cambio del Host Name debemos ingresar con el usuario root y correr el 
comando siguiente (aquí especificamos el nombre): 
 
# hostnamectl set-hostname --static esight01 
 
Para finalizar podemos revisar si la configuración fue seteada correctamente: 
 
[root@esight01 ~]# hostname 
esight01 
 
Pasamos a configurar la relación entre la dirección IP y el Host Name configurado, para esto 
debemos abrir el archivo Host y realizar la siguiente configuración: 
 
   # vi /etc/hosts (presionar “i” para ingresar texto) 
   10.66.160.109   esight01 
   :wq! (aquí escribimos y guardamos el archivo) 
 
En la siguiente figura mostramos el resultado luego de haber configurado correctamente la 
relación entre el Host Name y la dirección IP. 
 
 
Figura 26. Relación entre Host Name e IP 
 
Conectar las VM activa y Standby. 
Para realizar la conexión entre las VM activa y la Standby se inicia ingresando a la VM que 
deseamos sea la Active vía Putty y corremos los siguientes comandos: 
 
# cd /opt/ommha/config 
# chmod u+x config.sh 
# ./config.sh 
 




Welcome to eSight installation & configuration Wizard 
################################################## 
Please select HA type, 1(local-HA) 2(remote-HA): 
>1 
 
Como paso siguiente nos solicitara ingresar las IPs correspondientes a las VM y la IP Flotante 
que deseamos usar, aquí colocaremos IP de ejemplo que no son las IP reales con el fin de 
proteger la información de la empresa: 
 
Please input local system ip address: 
>10.10.10.1 
Please input local heartbeat ip address:  
>192.168.100.10 
Please input float ip address: 
>10.10.10.3 
 
Luego nos solicitara configurar los datos de la VM Standby: 
 
Please input remote system ip address: 
>10.10.10.2 
Please input remote heartbeat ip address: 
>192.168.100.20 
 
Como paso siguiente nos solicitara una confirmación, debemos colocar la letra “y”: 
 
Enter 'y' to apply these values and proceed to the next step, or 'n' to return 
to make any changes (y/n): >y 
 
Para finalizar debemos ingresar el password del usuario “root” de ambas VMs, luego de esto 
se realizará un reinicio de los servicios. 
 
Podemos revisar como último paso la revisión del status de las VM, para esto debemos correr 
los siguientes comandos y revisar en el Output la columna ResStatus, como recordatorio, estos 
comandos solo se pueden correr con el usuario ossuser. 
 
 
Figura 27. Status de VM active/Standby 
 
Verificación del sistema. 
Una vez finalizado el proceso de instalación, procedemos a realizar un login en la plataforma 
apuntando a la IP que colocamos como IP Flotante, para esto usamos el usuario admin, con el 
password por defecto de Huawei. 
 
 




Figura 29. Versión de eSight. 
 
Podemos cargar y verificar el estado de la licencia: 
 
Figura 30. Licencia eSight 
 
Integración de E9000 y CH121 V3. 
Antes de iniciar con el proceso de integración de los servidores CH121 V3 se dejará en claro 
que a nivel de licencia 10 Servidores son equivalentes a integrar 01 E9000 con todos sus 
componentes como son: 
 SW Boards 
 Hasta 16 Servidores de Computo. 
 Management Boards 
 FANs 
 Power Supply 
 
Primero debemos ingresar al servidor por el HMM Web y configurar los parámetros en SNMPv3 
para la integración con el gestor de Monitoreo eSight 
 
 
Figura 31. Configuración HMM Web. 
 
Cuando ya se configuro el usuario, password y el puerto pasamos a integrarlo al gestor eSight 
con los siguientes pasos: 
 
Seguimos la siguiente ruta:  Resource > Common en el menú principal, luego Add resource 
> Add Resource como último paso Server > Blade Server con esto podemos integrar todos 
los servidores dentro del E9000 y así mismo también los componentes de este último. 
 
En la información básica no es necesario colocar el nombre ya que el Gestor de Monitoreo 
eSight obtiene el nombre del mismo equipo, se debe llenar la información básica como se 
muestra en la siguiente figura (IP es referencial). 
 
 
Figura 32. Basic Information. 
 
Luego debemos configurar los datos del protocolo SNMPv3 que se configuraron previamente 
en el equipo HMM Web utilizando el usuario y los password configurados. 
 
 
Figura 33. Configuración SNMPv3. 
 
Una vez que culminamos con la configuración del servidor, este ya se mostrara en la lista de 
elementos, podemos acceder haciendo clic sobre el elemento agregado y nos mostrara 




Figura 34. Información básica de E9000 
 
También podremos observar el status de sus componentes instalados, así como sus recientes 
alarmas del equipo en mención. 
 
 
Figura 35. Componentes de E9000. 
 
Integración de OceanStor 5500 V3. 
Para realizar la integración de un OceanStor primero se debe realizar la configuración en el 
OceanStor de los parámetros de SNMPv3 como en la siguiente Figura: 
 
Seguimos la ruta Settings > Alarm Settings > USM User management, crear un nuevo 
usuario “eSight” y configurar sus parámetros como en la siguiente figura: 
 
 
Figura 36. Configuración usuaria OceanStor 
 
Luego seguir la ruta Settings > Alarm Settings > Trap Server Addresses Management y 
llenar la información como en la figura 37. 
 
 
Figura 37. Configuración Server Address. 
 
Con los pasos anteriores culminamos la configuración en el OceanStor y estamos listos para 
iniciar la configuración en el Gestor de Monitoreo eSight. 
 
En el gestor eSight debemos seguir la siguiente ruta Resource > Storage Subnet > Storage 




Figura 38. Configuración Básica OceanStor 
 
Como paso siguiente debemos realizar la configuración de los parámetros SNMPv3 que 
configuramos en el OceanStor para el usuario eSight, se llena la información como la que se 
muestra en la siguiente figura. 
 
 
Figura 39. Configuración SNMPv3 
 
 
Una vez que logramos la integración del Storage, este nos aparecerá dentro de la lista de 
Storage que se tiene en el gestor eSight, podemos acceder al Storage haciendo clic sobre su 
nombre e inmediatamente nos mostrara información básica e información sobre lo que está 
configurado en el Storage como se puede observar en las siguientes imágenes: 
 
 
Figura 40. Información básica OceanStor 
 
 
Figura 41. Información de capacidad OceanStor. 
 
Integración de Lanswitch CE6800. 
Para agregar equipos LSW al gestor eSight primero debemos configurar los parámetros dentro 
del LSW, la configuración necesaria es la siguiente: 
 
<Device> system-view 
[Device] snmp-agent sys-info version v3 
[Device] snmp-agent mib-view included View_ALL iso 
[Device] snmp-agent group v3 snmpv3group privacy write-view View_ALL notify-view 
View_ALL  
[Device] snmp-agent usm-user v3 eSight group snmpv3group 
[Device] snmp-agent usm-user v3 eSight authentication-mode sha  ****** 
[Device] snmp-agent usm-user v3 eSight privacy-mode aes128  ********* 
[Device] snmp-agent trap enable     
Warning: All switches of SNMP trap/notification will be open. Continue? [Y/N]:Y 
[Device] snmp-agent target-host trap address udp-domain 10.10.10.10 source GigabitEthernet 
0/0/1 udp-port 162 params securityname eSight v3 privacy private-netmanager ext-vb  
//In IPv4 scenarios 
[Device] snmp-agent packet max-size 12000 




Con esa configuración ya estamos listos para realizar la integración en el gestor eSight, para lo 
cual debemos de seguir la ruta Resource > Common > Add Resource > Add Resource > 
Network Device. Aquí debemos de los parámetros configurados en el LSW en el paso anterior. 
 
 
Figura 42. Configuración de parámetros. 
 
Cuando el LSW se encuentre agregado podemos listarlo dentro de la lista de componentes del 
gestor eSight, ahí podemos observar información básica como se muestra en la siguiente figura. 
 
 
Figura 43. Información Básica LSW. 
 




Figura 44. KPI de LSW. 
 
Integración de FusionSphere y VM. 
Para realizar una integración de FusionSphere OM y sus VM, primero debemos configurar el 
FusionSphere de la siguiente manera: 
Ingresar al FusionSphere y seguir la ruta Monitoring > Alarm > Alarm Settings. Luego hacer 
clic en SNMP Station y llenar la información de la siguiente manera: 
 
 
Figura 45. Configuración SNMP FS OM. 
 
Con esta configuración ya estamos listos para integrar el FusionSphere OM al gestor eSight, 
además que también se estarían agregando sus componentes virtualizados como son sus 
Máquinas Virtuales. 
En el gestor eSight debemos seguir la ruta Resource > Common > Add Resource > Add 
Resource > Virtual Resource. Luego debemos realizar la configuración del protocolo SNMPv3 
para finalizar la configuración: 
 
 
Figura 46. SNMP configuración FS OM. 
 
Una vez que se agregó el equipo, y luego de unos 10 min podremos ver información del 
FusionSphere OM en el gestor eSight tanto como información básica e información de 
estadísticas en la pestaña principal: 
 
 
Figura 47. Información Básica FS OM. 
 
 
Figura 48. Información estadística FS OM. 
 
Sin embargo, ya que el FusionSphere OM también maneja la información relacionada a los 
usos de recursos virtualizados, también podremos observar cómo está el % de uso de cada 
recurso por cada servidor de cómputo agregado. 
 
 
Figura 49. Recursos virtualizados. 
 
Así también tenemos una lista de las Virtual Machine que ahora están siendo gestionadas 
desde el eSight con un despliegue de información básica al colocar el puntero sobre ella.  
.  
Figura 50. Virtual Machine Dashboard 
También podemos obtener información de las redes virtuales que existen en el FusionSphere 
OM. 
 
Figura 51. Virtual Networks FS OM. 
 
Es decir, toda la información de las Virtual machine que anteriormente no era posible extraer 
desde el FusionSphere ahora se encuentra disponible en el gestor de monitoreo eSight esto 
ayuda en la Operación y Mantenimiento ya que nos permite tener visión cuando una Virtual 
Machine esta próxima a tener un alto uso de CPU, o se está quedando sin espacio en Memoria, 
estos últimos casos son muy comunes y cuando suceden hacen que la Virtual Machine falle 
afectando al servicio que corre sobre estas VM.  
Con la implementación e integración de los elementos de infraestructura NFV se da por 
finalizado la “Fase de implementación”. 
 
3.2.4 Fase de verificación. 
 
En la “Fase de Verificación” se realizarán las pruebas necesarias para dar la conformidad de 
que el gestor implementado está en perfecto funcionamiento y satisface los requisitos 
establecidos en la “Fase de Requisitos”. 
 
Centralización de alarmas 
El primer requisito fue la centralización de alarmas de la infraestructura virtualizada y Virtual 
Machine desplegadas sobre estos equipos, el gestor de monitoreo eSight cumple a plenitud 
este requerimiento pues consta de un monitoreo centralizado y para visualizarlo solo debemos 
seguir la ruta Fault > Current Alarms y podemos visualizar las alarmas como en la figura 
siguiente: 
 
Figura 52. Centralización de alarmas. 
 
Visualización Unificada de KPI 
El gestor eSight tiene la función de Monitoring Performance Unified, en donde podremos 
encontrar todos los KPI que nosotros habilitamos para ser mostrados luego en el Dashboard, 
para esto debemos seguir la ruta Performance > Monitoring Template que es donde 
crearemos los template y configuraremos los valores “umbrales” máximos y/o mininos para que 
salte una alarma. 
 
Figura 53. Configuración de Template. 
Como siguiente paso seguimos la ruta Performance > Performance Data y ya podemos 
observar los KPI de los elementos en una sola vista: 
 
 
Figura 54. Unified Performance. 
 
Visualización del rendimiento de los equipos como CPU y Memoria 
El gestor de monitoreo eSight cumple con este requerimiento ya que puede en este gestor se 
puede visualizar información del rendimiento no solo de CPU y Memoria sino también otros 
indicadores más, para esto solo es necesario seleccionar el equipo y podremos visualizar 
información en tiempo real y también información histórica como se muestra en la siguiente 
figura tomando como ejemplo un OceanStor. 
 
Figura 55. Performance en tiempo real. 
 
Figura 56. Performance de 1 semana. 
 
En la siguiente figura se muestra la información de Performance de un LSW CE6800 Huawei, 
en la imagen también se puede observar los Umbrales seteados para la generación de alarmas. 
 
 
Figura 57. Performance LSW. 
 
Como el requerimiento no solo se limitaba a los equipos de hardware sino también a las Virtual 
Machine, el gestor de monitoreo eSight puede obtener también un Performance Histórico de 




Figura 58. eSight VM Performance. 
 
Configuración por Lotes 
El gestor de monitoreo eSight cumple este requisito a plenitud ya que tiene la función de realizar 
configuraciones y acciones sobre los equipos en modo Batch, lo cual hace que se replique la 
acción o configuración en todos los elementos seleccionados.  
Como primer ejemplo se realizará la ejecución de apagado de Servidores en Batch, para esto 
debemos seguir la ruta Resource > Common > Power ON – OFF Management > Task 
Management luego creamos una tarea como se muestra en las siguientes Figuras: 
    
 
Figura 59. Nombre y política de la tarea. 
 
 
Figura 60. Selección de Equipo. 
 
Figura 61. Fecha de ejecución. 
 
 
Figura 62. Resumen de la tarea. 
 
Como se observa, el gestor de monitoreo eSight puede realizar acciones como encendido y/o 
apagado de servidores en Batch lo cual disminuye el tiempo de operación en los Datacenter 
que manejan números altos de servidores. 
Como se mencionó antes, el gestor de monitoreo también puede realizar configuraciones en 
Batch sobre los equipos gestionados. Como ejemplo se realizará la tarea de crear LUN en los 






Figura 63. Configuración LUN Batch. 
 
En la imagen anterior se observa el nombre de la tarea, así como los dispositivos que se 
escogieron para la creación de la LUN. Como paso final se debe especificar los detalles de la 
LUN, así como en la figura siguiente. 
 
 
Figura 64. LUN Configuration Batch Parameters. 
 
Con esto queda demostrado que el gestor de monitoreo cumple el requisito solicitado. 
 
Topología Unificada. 
El gestor de monitoreo debe entregar una topología unificada de todos los elementos integrados 
en la plataforma, el gestor eSight cumple este requisito a plenitud pues tiene un módulo que 
muestra todos los elementos de manera Unificada. 
Aquí podemos Observar todos los elementos, y a manera de no cargar con demasiada 
información podemos ocultar detalles o interfaces de conexión para que esto sea visualmente 
más agradable para el usuario final. El gestor de monitoreo eSight en su topología unificada 
también detalla los elementos con colores, estos significan si tienen alguna alarma y prevalece 
el color de la alarma con más criticidad. 
 
 
Figura 65. Topología Unificada eSight. 
 
Con todo lo demostrado anteriormente podemos asegurar que el gestor de monitoreo eSight 
cumple satisfactoriamente todos los requisitos indicados en la “Fase de Requisitos” de la 




3.2.5 Fase puesta a producción. 
 
Para el pasea producción es obligatorio cumplir con los requisitos presentados en la “Fase de 
Requisitos”, estos hitos fueron solventados en la “Fase de Verificación”. 
Adicionalmente para el pase a producción se realizan pruebas establecidas en un documento 
ATP (Acceptance Test Procedure) en el cual se detallan pruebas específicas solicitadas por el 
equipo de Operación y Mantenimiento, estas pruebas consideran funcionalidades mínimas 
necesarias para que un equipo pase a producción. El documento lo podemos encontré en el 
Anexo 1. 
Luego del pase a producción se puede dar por finalizado el proyecto de “Implementación de un 


























El resultado del presente proyecto de implementación es un gestor de monitoreo centralizado 
“eSight”, en el cual se integró mediante protocolo SNMPv3 todos los equipos que componen la 
infraestructura NFV del datacenter de la empresa de telecomunicaciones. 
 
Figura 66. Gestor eSight. 
4.1 Presupuesto 
 
Como se menciono anteriormente, no se contaba con CAPEX para inversión del proyecto, 
motivo por el cual se llego a un acuerdo con el proveedor de proveer las imágenes de las 
maquinas virtuales y que todo el desarrollo e implementación del gestor de monitoreo 
centralizado sea realizado por personal de Ingeniería Entel. 
Se considera que las horas hombre que el personal consume están dentro del horario laboral 
y considerado dentro de su sueldo mensual. 
Como dato adicional, detallamos en una tabla los costos reales de implementación si es que 
el gestor hubiera sido implementado netamente por el proveedor. 
 
Tabla 19. Costos no asumidos 
 
FASES DEL PROYECTO 
TIPO DE ADQUISICION MONTO $/. 
1. Diseño Servicios profesionales $/5,000.00 




Para la implementación del gestor “eSight”, el resultado del análisis determinó que la implementación 
y/o despliegue seria obligatoriamente sobre los propios equipos a gestionar. El resultado de este 
análisis tiene sustento debido a que los recursos de hardware y Software requeridos para la 
implementación eran mínimos y estaban disponibles en la infraestructura NFVI, en la siguiente 
imagen se observa las capacidades de las Virtual Machine de eSight. 
 
 
Figura 67. Requerimientos de la VM. 
 
Luego de un análisis se llegó a la conclusión que el protocolo a usar para las integraciones seria 
SNMPv3, esto debido a que cuenta con mayor seguridad y es un protocolo soportado por todos los 
elementos que se desean integrar al gestor de monitoreo eSight. 
Se realizo la integración del gestor de monitoreo “eSight” con los distintos equipos de la 
infraestructura NFV, eso usando el protocolo SNMPv3, a continuación, se detallan imágenes 
evidenciando la integración de los equipos, así como el protocolo usado en la integración de cada 







Figura 68. LSW SNMPv3. 
 
 




Figura 70. Server SNMPv3. 
 
 
Figura 70. FusionSphere OM SNMPv3. 
 
Estos resultados tienen una relación directa con el objetivo general y los objetivos específicos que 
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Anexo 1. Documento ATP 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
