Existence of self-similar solutions to the Oort-Hulst-Safronov coagulation equation with multiplicative coagulation kernel is established. These solutions are given by s(t) −τ ψ τ (y/s(t)) for (t, y) ∈ (0, T ) × (0, ∞), where T is some arbitrary positive real number, s(t) = ((3 − τ )(T − t)) −1/(3−τ ) and the parameter τ ranges in a given interval [τ c , 3). In addition, the second moment of these self-similar solutions blows up at time T . As for the profile ψ τ , it belongs to L 1 (0, ∞; y 2 dy) for each τ ∈ [τ c , 3) but its behaviour for small and large y varies with the parameter τ .
Introduction
Coagulation equations are mean-field models describing the dynamics of the mass distribution function of a system of particles growing by successive mergers. This class of models includes in particular the well-known Smoluchowski coagulation equation [16, 17] ∂ t f (t, y) = 1 2 y 0 a(y * , y − y * ) f (t, y − y * ) f (t, y * ) dy * − f (t, y)
∞ 0 a(y, y * ) f (t, y * ) dy * ,
where f (t, y) ≥ 0 denotes the mass distribution function of particles with mass y ∈ (0, ∞) at time t ≥ 0. The coagulation kernel a(y, y * ) describes the likelihood that the encounter of a particle of mass y with a particle of mass y * produces a particle of mass y + y * and satisfies a(y, y * ) = a(y * , y) ≥ 0.
Observing that mass is obviously conserved during each coagulation event, a reasonable expectation is that the total mass
of the system of particles at time t should remain constant throughout time evolution. It is however well-known by now that this property fails to be true for coagulation kernels growing sufficiently rapidly for large y, y * , such as a(y, y * ) = (y y * ) λ/2 for λ ∈ (1, 2]. For such kernels, there is actually a runaway growth which produces particles with infinite mass in a finite time, a phenomenon called the occurrence of gelation (see, e.g., the review articles [1, 3, 8, 10] for more information). Let us mention at this point that, though formal arguments predicting the occurrence of gelation have been known for some time, a rigorous proof has only been supplied recently in [6] by probabilistic arguments and in [5] by deterministic arguments. Now, introducing the gelation time T gel := inf {t ≥ 0 such that M 1 (t) < M 1 (0)} and assuming that T gel is finite, a detailed analysis of the behaviour of f (t) just before the gelation time is required to elucidate the gelation mechanism. For homogeneous coagulation kernels such as a(y, y * ) = (y y * ) λ/2 for λ ∈ (1, 2], it is commonly believed that such a behaviour is self-similar, that is, there are τ ∈ (0, ∞), s : [0, T gel ) → (0, ∞) and ϕ : (0, ∞) → (0, ∞) such that s(t) → ∞ and f (t, y) ∼ f S (t, y) := 1 s(t) τ ϕ y s(t)
as t → T gel .
A first task is then to look for self-similar solutions f S to (1) as described in (2) . This problem seems however to be of considerable difficulty and is only completely solved for the multiplicative coagulation kernel a(y, y * ) = y y * [3, 12] . For other kernels, no result is available to our knowledge. Actually, the first difficulty to be faced is to determine the value of the exponent τ . For homogeneous coagulation kernels with homogeneity degree λ ∈ (1, 2] (i.e. a(ξy, ξy * ) = ξ λ a(y, y * ) for (ξ, y, y * ) ∈ (0, ∞) 3 ), the value τ = (λ + 3)/2 has been proposed in [2] but numerical simulations performed in [9, 11] seem to indicate a different value of τ . We refer to the review article [10] for a thorough discussion of this issue. In fact, for the only case which is solved, namely a(y, y * ) = y y * , there is an interval of values of τ for which there exists a self-similar solution f τ (t, y) := s(t) −τ ϕ τ (y/s(t)) to (1) [12] . More precisely, it follows from [12] that, if a(y, y * ) = y y * , τ ∈ [5/2, 3) and T > 0, there is a self-similar solution f τ (t, y) := s(t) −τ ϕ τ (y/s(t)) to (1) with
and, for τ ∈ (5/2, 3),
for some positive constants c 0 and c ∞ depending only on τ . For that particular case, the homogeneity degree of a is λ = 1 and the value 5/2 = (λ + 3)/2 of τ suggested in [2] indeed lies within the range of values of τ for which a self-similar solution does exist. It is nevertheless a peculiar value since it is the only value of τ for which ϕ τ has a finite third moment (and actually decays exponentially fast as y → ∞). As a final comment, let us mention that the Smoluchowski coagulation equation (1) with the multiplicative kernel a(y, y * ) = y y * can be reduced to a simpler problem by applying a Laplace transform. Thanks to this property, the existence of self-similar solutions can be proved, and the question of convergence studied as well [12] . However, this trick does not work for other gelling kernels.
Besides the Smoluchowski coagulation equation (1), there are other coagulation equations to which the previous discussion on the gelation phenomenon equally applies, and in particular the Oort-Hulst-Safronov (OHS) coagulation equation [14, 15] 
For the OHS equation (3), the occurrence of gelation is also known to take place for a(y, y * ) = (y y * ) λ/2 with λ ∈ (1, 2] [4, 7] . The purpose of this work is then to show that, still for the multiplicative kernel a(y, y * ) = y y * , a family f τ (t, y) := s(t) −τ ψ τ (y/s(t)) of self-similar solutions to (3) can be constructed, the parameter τ ranging in a non-empty interval [τ c , 3) with τ c < 5/2. Our result shows in particular that, in that case, the value 5/2 does not seem to play any special role.
From now on, we thus assume that a(y, y * ) = y y * for (y, y * ) ∈ (0, ∞) 2 and look for self-similar solutions f S to (3) of the form
the parameter τ and the functions s and ψ being to be determined with the requirement that s(t) → ∞ as t → T for some fixed T > 0. Inserting the self-similar ansatz (4) in (3) yields the existence of a real number w such that
Since we expect the function s to be an increasing function of time which blows up at time T , these two properties imply that w > 0 and τ < 3 .
Consequently, s(t) = (w(3−τ )(T −t)) −1/(3−τ ) for t ∈ [0, T ). We next observe that, if ψ satisfies (6), then so does ψ ,σ (y) := ψ(σy) with w σ −3 instead of w. We may thus eliminate the parameter w and fix it to the value w = 1. Then,
Having identified the function s in terms of τ , it remains to figure out for which values of τ the equation (6) with w = 1 has a meaningful solution.
Besides non-negativity, we will require that ψ has a finite second moment, that is,
which is somehow a minimal requirement on ψ for f S to solve (3) at least in a weak sense. Furthermore, if ψ fulfils (9), we deduce from (4) that
so that the second moment of f S blows up at time T . In this connection, we recall that the occurrence of gelation of a solution f to (3) with a(y, y * ) = y y * is related to the blow-up of the second moment of f [4] . Indeed, it is conjectured that the gelation time and the blow-up time of the second moment of f coincide.
Our main result is then to exhibit a range of values of τ for which there exists a solution to (6) with w = 1 satisfying (9). In order to state it, some notations and preliminary results are needed which we gather below. We denote by τ c (τ c ∼ 2.255) the unique real number in (2, 3) such that
For τ ∈ [τ c , 3), the function g τ defined by
has a unique positive zero r(τ ) ∈ ((3 − τ )/2, 1] with r(τ c ) = 1. Our main result then reads as follows. 3) . Then there exist Y 0 ∈ (0, ∞] and a nonnegative function ψ τ ∈ C 1 ((0, Y 0 )) satisfying (6) with w = 1 for every y ∈ (0, Y 0 ) and enjoying the following properties:
(a) There is a positive constant γ 0 depending only on τ such that
, there are positive constants γ ∞ and ω(τ ) depending only on τ such that
(d) The second moment of ψ τ is finite and equal to r(τ ).
In addition, for each T > 0, the function f τ defined by
in the following weak sense: for any ζ ∈ C 1 ([0, ∞)) with compact support and t ∈ [0, T ), the following identity holds true
We first point out that, owing to (12) and (13), ψ τ has indeed a finite second moment since τ < 3 and ω(τ ) > 3. However, as τ c > 2, ψ τ has infinite mass for any τ ∈ [τ c , 3). A similar property was already observed for the Smoluchowski coagulation equation (1) [2, 3, 12] and is related to the fact that the self-similar behaviour (2) is rather expected to be relevant for large values of y, see [10] for a more detailed discussion. In that connection, let us point out that, while the second moment of f τ blows up at time T , it follows from (12) that f τ (t, y) has a finite limit γ 0 y −τ as t → T for each y ∈ (0, ∞).
We next notice that the behaviour of the profiles ψ τ of the self-similar solutions to (3) differs significantly from that of the Smoluchowski coagulation equation (1) for large values of y. In particular, the peculiarity of ψ τc is that it is compactly supported, so that the corresponding self-similar solution f τc (t) has a compact support for each t ∈ [0, T ) which expands as t increases and becomes unbounded at time t = T . We recall that this behaviour is also related to the gelation phenomenon [4, 7] . Indeed, it is shown in [7] that, if f is a solution to (3) with a(y, y * ) = (y y * ) λ for some λ ∈ (1, 2] and a compactly supported initial datum, the solution f remains compactly supported up to some time T > 0 at which its support becomes unbounded. Obviously, it is conjectured that T coincides with the gelation time T gel . Furthermore, we have lim
and ω(τ ) thus ranges in the whole interval (3, ∞) as τ increases from τ c to 3. Therefore, given any real number p > 3, there is at least a τ ∈ (τ c , 3) such that ψ τ decays as y −p as y → ∞ (though we believe that there is a one-to-one mapping between p ∈ (3, ∞) and τ ∈ (τ c , 3), i.e. ω is a decreasing function of τ , we have yet been unable to prove it). This property contrasts markedly with the situation for the Smoluchowski coagulation equation for which ϕ τ either decays exponentially for τ = 5/2 or like y −p for some p ∈ (3, 4) for τ ∈ (5/2, 3).
As a final comment, we mention that the next step to be investigated is the stability of the self-similar solutions constructed in Theorem 1. More precisely, given a solution f to (3) with gelation time T gel , the question is whether there is τ ∈ [τ c , 3) such that f (t) "behaves" f τ (t) (with T = T gel ) as t → T gel . According to what is already known for the Smoluchowski coagulation equation (1) with coagulation kernels a(y, y * ) = 2, y +y * and y y * [12] and for the Lifshitz-Slyozov-Wagner equation [13] , we may conjecture the following behaviour: if f (0) is compactly supported, f (t) will behave as f τc (t) as t → T gel and this is also likely to be true for initial data f (0) decaying rapidly at infinity (at least exponentially fast). If f (0, y) decays as a power law y −p for some p > 3, we might expect that f (t) will behave as f τ (t) as t → T gel , τ being chosen such that ψ τ (y) decays exactly as y −p for large y. Otherwise, f (t) will not behave in a self-similar way as t → T gel . We plan to return to this problem in a future work.
We now describe the contents of this paper. In the next section, we show how to reduce (at least formally) the nonlinear integro-differential equation (6) to a singular ordinary differential equation. We solve this equation in Section 3 and establish some properties of its solutions, from which Theorem 1 follows.
2 Reduction to a singular ODE Consider τ < 3 such that (6) with w = 1 has a solution ψ enjoying the properties (9) . Since ψ is a non-negative function with finite second moment, the function Ψ(y) :
is a non-negative continuous and non-increasing function. For Y > 0, it follows from (6) after multiplication by y and integration over (Y, ∞) that
Since ψ has a finite second moment, we expect (at least formally) that y 2 ψ(y) → 0 as y → ∞, from which we deduce that
where we have used the Fubini theorem to transform the last term of the previous identity. Consequently,
for Y > 0. Thanks to (17) and the expected properties (9) of ψ, we can already exclude some values of τ and Ψ(0).
Lemma 2
We have τ > 1 and, if τ = 2, then Ψ(0) = ∞.
Proof. We argue by contradiction. If τ ≤ 1, we infer from (17) that
Since ψ ∈ L 1 (0, ∞; y 2 dy) and both ψ and Ψ are non-negative, the above inequality implies that Y 2 ψ(Y ) + Ψ(Y ) = 0 for Y small enough, whence ψ ≡ 0. But this fact contradicts (9) and thus τ > 1.
Assume next that Ψ(0) < ∞. Then ψ ∈ L 1 (0, ∞; y dy) and there is a sequence (y i ) i≥1 of positive real numbers such that y i → 0 and y (17) and letting i → ∞, we end up with (τ − 2) Ψ(0) = 0. Since ψ does not vanish identically by (9), we conclude that τ = 2 if Ψ(0) < ∞, which proves the second assertion of Lemma 2. Now, recalling that we cannot exclude the possibility that ψ is compactly supported in [0, ∞), we denote by Y 0 ∈ (0, ∞] the upper edge of its support, that is,
Since Ψ is a non-increasing map from (0, Y 0 ) onto (0, Ψ(0)), we may introduce its generalized inverse R : (0, Ψ(0)) → (0, Y 0 ) defined by
Then, at least formally, we have Ψ(R(x)) = x, dΨ/dy(R(x)) dR/dx(x) = 1 and
for x ∈ (0, Ψ(0)). For x ∈ (0, Ψ(0)), we take Y = R(x) in (17) and use (20) to obtain
Owing to (21), we can exclude some additional values of τ as we show in the next lemma.
Lemma 3
We have τ ≥ 2 and R(x) ≤ 1 for x ∈ (0, Ψ(0)).
Proof. Assume for contradiction that τ ∈ (1, 2). Then, Ψ(0) = ∞ by Lemma 2 and it follows from (20) that R(x) → 0 as x → ∞. Consequently, there is α ∈ (0, ∞) such that R(x) < 2 − τ < 1 for x ∈ (α, ∞). Recalling that dR/dx is non-positive, the left-hand side of (21) is non-negative for x ∈ (α, ∞) while the right-hand side of (21) is negative for x ∈ (α, ∞), and we are thus led to a contradiction. Therefore, τ ≥ 2 and the left-hand side of (21) is non-positive since dR/dx ≤ 0. The right-hand side of (21) should then also be non-positive, whence R(x) ≤ 1.
We next infer from (21) and Lemma 3 that, for x ∈ (0, Ψ(0)),
Consequently, there is a constant C such that
for x ∈ (0, Ψ(0)). If Ψ(0) < ∞, then τ = 2 by Lemma 2 and we deduce from (22) with x = Ψ(0) that C = +∞, whence a contradiction. Consequently, Ψ(0) = ∞ and we have that R(x) → 0 as x → ∞ by (20). Owing to the monotonicity and non-negativity of R, we have also
so that x R(x) → 0 as x → ∞. Letting x → ∞ in (22) provides the value of C = −(τ − 1) ln (τ − 2). Then, necessarily, τ > 2 and
for x ∈ (0, ∞).
We next notice that, on the one hand, (9) and (20) imply that R ∈ L 1 (0, ∞), so that R(0) has a finite positive value. On the other hand, according to (23), we have
which would contradict the integrability of R unless
that is, g τ (R(0)) = 0, the function g τ being defined in (11) . Since τ ∈ (2, 3),
and g τ (0) = 0, it is readily seen that g τ has one and only one positive zero r(τ ) > (3 − τ )/2. Therefore, R(0) = r(τ ). Recalling that R(0) ≤ 1 by Lemma 3, we are left with determining for which values of τ r(τ ) complies with this constraint. Since g τ (z) < 0 for z ∈ (0, r(τ )) and g τ (z) > 0 for z > r(τ ), it suffices to find the values of τ for which g τ (1) ≥ 0. But
and h (τ ) > 0 for τ ∈ (2, 3). Since h(z) → −∞ as z → 2 and h(3) = 2 (1 − ln 2) > 0, we conclude that h has a unique zero τ c in (2, 3) as claimed in the Introduction. Moreover, g τ (1) > 0 if τ ∈ (τ c , 3), g τ (1) < 0 if τ ∈ (2, τ c ) and g τc (1) = 0. Consequently, r(τ ) < 1 if τ > τ c and r(τ c ) = 1.
Summarizing, we have established that, for a solution ψ to (6) with w = 1 to enjoy the properties (9), it is sufficient that the function R defined by (19) and (20) solves the singular Cauchy problem
with the constraint
In addition, R should be a decreasing and convex function (since R = −dR/dx is a positive and non-increasing function).
A singular ODE
This section is devoted to the analysis of the Cauchy problem (26), (27) when τ ∈ [τ c , 3). We first notice that, since g τ is convex on [0, ∞) and g τ (1) = 1, we have , 3 ) and g τc (r(τ c )) = 1 .
We next put
which is well-defined since g τ (z) < 0 for z ∈ (0, r(τ )) and observe that lim z→0 G τ (z) = +∞ and lim
Indeed, on the one hand, we have
with g τ (r(τ )) > 0 by (29), whence the second assertion of (31). On the other hand,
as u → 0, from which the first assertion of (31) readily follows. Owing to (31) and the negativity of g τ on (0, r(τ )), the function G τ is a decreasing one-to-one mapping from (0, r(τ )) onto R and we denote by H τ its inverse.
With these notations, we see that the Cauchy problem (26), (27) has a one-parameter family of solutions (R α ) α≥0 given by
Since H τ (z) → r(τ ) as z → −∞, we indeed have R α (0) = r(τ ) for α > 0. Furthermore, R 0 (x) = r(τ ) for x ∈ (0, ∞) and we thus recover the obvious fact that the constant function x −→ r(τ ) is a solution to (26), (27). Also, R α (x) ∈ (0, r(τ )) for x ∈ (0, ∞) which warrants that R α fulfils the constraint (28). This property, (26) and the negativity of g τ on (0, r(τ )) in turn ensure that R α := −dR α /dx is positive on (0, ∞). Finally, it follows from (26) and the convexity of g τ that
which yields the expected convexity of R α . The next step is to identify the behaviour of R α as x → 0 and x → ∞. We start with the behaviour for small x. if τ = τ c and , 3 ), where
Proof. Since R α (x) = R 1 (αx) for α ≥ 0 and x ∈ [0, ∞), we only prove Lemma 4 for α = 1. By (32), we have x = e Gτ (R 1 (x)) for x ∈ (0, ∞), so that (26) also reads
On the one hand, we have
On the other hand, we have
, r(τ )) and I(τ ) is well-defined with
which, together with (34), yields
If τ = τ c , we have r(τ c ) = g τc (r(τ c )) = 1, whence
by (35). Since R 1 (x) → r(τ c ) = 1 as x → 0, the first assertion of Lemma 4 follows from (33) and the previous equivalence. If τ ∈ (τ c , 3), we infer from (33) and (35) that
Since g τ (r(τ )) < 1 by (29), we deduce from the previous limit (by integration) that
Combining the previous two facts leads to
as x → 0, which completes the proof of Lemma 4.
We next turn to the behaviour for large x.
Lemma 5 For τ ∈ [τ c , 3) and α ∈ (0, ∞), we have
Proof. Similarly as in the proof of Lemma 4, we only consider the case α = 1. Owing to the convexity of g τ , we have 1/g τ (z) ≤ (τ − 2)/((τ − 3)z) for z ∈ (0, r(τ )/2) while an asymptotic expansion yields that
Since R 1 (x) → 0 as x → ∞ by (32), the above equivalence and (33) entail that
Consequently,
and the l'Hospital rule yields that
Lemma 5 is now a straightforward consequence of (36) and the previous equivalence.
Lemma 6 For α ∈ (0, ∞), we have
for τ ∈ (τ c , 3), and
for τ = τ c .
Proof. We recall that
for x ∈ (0, ∞) and α ∈ (0, ∞). Case 1: τ = τ c . Then R α (0) = 1 and we infer from Lemma 4, Lemma 5 and (37) that the first assertion of Lemma 6 is true for τ = τ c while
Case 2: τ ∈ (τ c , 3). In that case, Lemma 6 readily follows from Lemma 4, Lemma 5 and (37).
Proof of Theorem 1
Consider τ ∈ [τ c , 3). By (26), Lemma 4 and Lemma 5, the function R 1 := −dR 1 /dx is a decreasing and positive function from (0, ∞) onto (0, Y 0 ) where
and
Consequently, denoting by Ψ τ the inverse function of R 1 , we deduce that Ψ τ is a C 1 -smooth function from (0, Y 0 ) onto (0, ∞). Moreover, the function ψ τ defined by
also belongs to C 1 ((0, Y 0 )). Owing to (39) and (40), an alternative formula for ψ τ is
so that
for y ∈ (0, Y 0 ), whence (6) for y ∈ (0, Y 0 ) after differentiating once with respect to y. Also, letting y → ∞ in (41) and using (27) yield that the second moment of ψ τ is finite and equal to r(τ ), whence assertion (d) of Theorem 1. It remains to identify the behaviour of ψ τ for small and large values of y. Case 1: τ ∈ (τ c , 3). Since Ψ τ is the inverse function of R 1 = −dR 1 /dx, it readily follows from Lemma 4 and Lemma 5 that
for some positive constants κ 0 and κ ∞ depending only on τ . Combining these two asymptotic properties with Lemma 6 and (40), we are led to the assertions (a) and (c) of Theorem 1. In addition, ω(τ ) > 3 since r(τ ) > (3 − τ )/2. Finally, since Y 0 = ∞, standard computations allow us to show that (6) implies that f τ defined by (15) solves ( Owing to the previous identity, it is straightforward to check that f τ defined by (15) solves (3) in the weak sense defined in Theorem 1, which completes the proof of Theorem 1. 
