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Abstract
In this paper an iterated local search (ILS) is embedded with a variable neighborhood Descent (VND) hyper-heuristic. The proposed
hyper-heuristic combines low-level heuristics. Several variants from the literature within the proposed ILS were implemented
and tested. This article conducts an empirical study involving hard combinatorial optimization problems, permutation ﬂowshop
scheduling problem (PFSP) with the objectives of minimizing makespan and the total ﬂowtime of jobs. The proposed ILS based
hyper-heuristic proved its general and applicable across the studied problems.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
Keywords: ILS; VND; hyper-heuristic; scheduling
1 Introduction
In spite of the performance of heuristics and metaheuristic methods in solving real-world computational problems,
there are still some limitations for applying them to newly problems, or even new instances.
Recently, hybrid metaheuristics has a signiﬁcant importance in optimization. Combinations of algorithms have pro-
vided very powerful search algorithms, while the best results found in literature for many real cases or optimization
problems are solved by hybrid algorithms23. In this context, in this research we combined Iterated Local Search (ILS)
with Variable Neighborhood Descent (VND).
On the other hand, hyper-heuristics includes a set of approaches in order to automate the design and tuning the heuris-
tic methods to solve hard search problems. Our proposed approach is hybrid ILS-VND based hyper-heuristic where
numerous heuristics are included in the whole approach. The incentive behind using hyper-heuristics is to automate
the select of heuristics. The ILS based hyper-heuristic combines a set of heuristics in an adequate way, to enhance the
local search mechanism, in order to successfully solve the given problems. While there are two main hyper-heuristic
methodologies5, heuristic selection and heuristic generation, in this study we concentrate on the heuristic selection
categories. This type of hyper-heuristics was widely successfully applied to several potential combinatorial optimiza-
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tion problems (see,2 3 9 4 6 18 20 12 2).
Our approach starts with a random solution, and tries to iteratively improve the current solution. In addition, the
proposed ILS deals with the VND hyper-heuristic to enhance its performance. Hence the hyper-heuristic framework
presents a set of neighborhood structures using the VND, in order to iteratively apply them to the current solution
until no further improvement for the current solution. A perturbation process is applied on the recent permutation, in
this stage we apply a selection mechanism. The process continues until a stopping condition is met.
To test the eﬀectiveness of this approach we applied it to solve a potential scheduling problems, Permutational Flow-
shop Scheduling Problem with makespan minimization and total ﬂowtime minimization.
In this paper we aim to propose general heuristics to apply on the studied problems. To do so, we compare the per-
formance of diﬀerent hyper-heuristics strategies across the studied problems. The article is organized as follows. In
Section2, the proposed ILS-VND based hyper-heuristic is introduced. The following Section 3 presents the permu-
tation ﬂowshop scheduling problem. Experiments are carried out in Section4, investigating the eﬀectiveness of our
approach for benchmark instances taken from the literature. Conclusions are given in Section6.
2 The proposed ILS-VND based hyper-heuristic
2.1 Variable neighborhood descent: basic concepts
The Variable Neighborhood Descent (VND) proposed by Hansen and Mladenovic (2003) is an extension of the
local search. It performs as follows. Let N1, ...,Nn be the set of predeﬁned neighborhood structures, and Nk(s) be the
set of solutions in the kth neighborhood of s. The local optimum s′ of f with respect to Nk(s), is a feasible solution,
where no solution s ∈ Nk(s′) such that f (s) < f (s′). The incentive behind the proposing such a VND structure is to
switch between neighborhood forms N1, ...,Nn according to a predeﬁned order. Starting with the ﬁrst neighborhood
N1, VND performs local search until no further improvements are available. Then, from local optimum, it continues
the local search with neighborhood structure N2. If an enhanced solution with this structure, VND swaps to N1
again; otherwise, it continues with N3, and so forth. If the last structure Nn has been functional and no additional
advancements are feasible, the solution corresponds to a local optimum with respect to all neighborhood structures.
The performance of the VND depends signiﬁcantly on the choice of the neighborhoods at each iteration. On the other
hand, the ﬁrst neighborhood types are often more useful than the ones at the end of the queue. We can notice that the
neighborhood structure presented in the ﬁrst stage can be executed as long as the program is operating. In addition,
we can note that if N1 is mostly used and can be successfully performed in a problem, it can not be optimal for another
problem19.
In our VND we used three neighborhoods, Swap, Exchange, and Insert.
Swap: The swap neighborhood leads to swapping a pairs of job’s location (i, j). If the size of the permutation is n,
the size of this neighborhood is n(n−1)2 .
Exchange: 13 A classical neighborhood in permutations, is the exchange operator, where two elements (i, j), i  j, are
swapped. For permutation of size n using the exchange neighborhood, the cardinality of the search space is n! and the
maximum distance between two permutations is n − 124.
Insert: The insert neighborhood consists in removing a job from position i and reinserting it in position j, where i  j.
The size of the INSERT neighborhood is n(n − 1).
2.2 The proposed VND hyper-heuristic
The VND hyper-heuristic performs as follows: given a set of k heuristics N1, ...,Nk, we assign a weight to each
one. The weights are designed and updated, so that they reﬂect the relative performance of each low-level heuristic
during the search. We then proceed in an iterative procedure, choosing the heuristic Ni to be applied at each iteration
j based on its weight, denoted wji , until no further improvements can be obtained. More precisely, let us assume a
minimization problem with respect to ﬁtness function f . Having an incumbent solution s j at iteration j, let s′ be the
solution obtained by searching Ni(s j) and t
j
i a computing cost measure (e.g., CPU time, evaluation number, etc) to
output s′. We then deﬁne the ﬁtness-time rate r ji =
f (s j)− f (s′)
t ji
. We also deﬁne the usage, denoted n ji , of heuristic Ni to
be the number of times a heuristic was applied during the search. Given that heuristic Ni is chosen to be applied at
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iteration j, we then update wji and n
j
i as follows: w
j+1
i = w
j
i + r
j
i and n
j+1
i = n
j
i + 1. It now becomes clear that at each
iteration j, the ratio w
j
i
n ji
corresponds to the average ﬁtness-cost ratio observed over all iterations. Intuitively, this ratio
reﬂects how the low-level heuristic Ni was accurate both in terms of ﬁtness and computing cost. Based on this ratio,
we decide on which heuristic to apply at each iteration j. In our approach there is no imposed heuristic from the ﬁrst
beginning but the structure can be done simultaneously according to the score of heuristic (suitable one for the current
problem).
2.3 The Iterated local search: basic algorithm
The fundamental idea of ILS16 is to generate a sequence of solutions produced by an embedded heuristic. Four
basic procedures are applied to operate an ILS algorithm:
• Generate Initial Solution : generate an initial solution.
• Local Search: replaces the current solution by a improvement neighbor solution.
• Perturbation: a scheme of how to perturb a solution.
• Acceptance Criterion: decide from which solution the search is continued.
The eﬀectiveness of the ILS strongly depends on the eﬃciency of the four component procedures. Because of its
strongly inﬂuences on the ﬁnal solution quality, the local search procedure is the most important element1. Although,
the perturbations mechanism aim to eﬀectively ﬁnd a local optima, avoid the disadvantages of random generation. On
the other hand, the acceptance criterion and the perturbation mechanism, provides a balance among the intensiﬁcation
and diversiﬁcation of the search. Our proposed ILS implementation starts with an initial solution, then operates
the proposed VND implementation. The perturbation mechanism performed by applying local search heuristics in
sequence. The acceptance criterion is based on the improving of the incumbent solution. The basic steps of the
algorithm are shown in 1.
Algorithm 1 : Iterated Local Search
Input: x0 = GenerateInitialS olution
Input: x∗ = LocalS earch(x0)
1: while t < tmax do
2: x′ = Perturbation(x∗)
3: x∗′ = LocalSearch(x′)
4: x∗ = AcceptanceCriterion(x∗, x∗′)
5: end while
Output: Best found solution
2.4 Hyper-heuristic Approaches for the Scheduling Problem
Adaptive ILS algorithms
While the conﬁguration problem in ILS, is to drive the best possible design for the four procedures, in this paper we
propose an ILS adaptive algorithms. So in order to enhance the proposed algorithm, we promote the ILS procedures
by worthy variants.
Local Search: We upgrade this procedure by investigating the VND.
Perturbation mechanism: We implemented two variants for the perturbation process: Random Degree (RD) and
Random neighborhood (RN).
• Random Degree (RD) consists in performing a local search heuristic with a predeﬁned neighborhood (2-opt).
Besides, a perturbation degree parameter k selected uniformly at random.
• Random neighborhood (RN) provides a randomly selected one from the available neighborhood following an
uniform perturbation perturbation degree parameter k.
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Label Variant name Procedure
RD Random degree Perturbation
RN Random neighborhood Perturbation
AM All moves Acceptance criterion
OI Only improvements Acceptance criterion
GD Great deluge Acceptance criterion
2-OPT: The two-opt neighborhood based on involving more than two elements of the permutation. For scheduling
problems, the 2-opt operator will generate a very large variety of solutions.
Acceptance Criterion was carried out by three variants: All moves (AM), Only improvements (OI), and Great
Deluge (GD).
• All moves (AM):18 accepts all moves.
• Only improvements (OI):18 accepts only improvements.
• Great Deluge (GD):10 is a move acceptance component within a hyper-heuristic, it employs a level, that de-
creases in time, to determine an acceptance bounds for the solution qualities, as presented in Equation 1
f (s′) < (1 + δ) f (s). (1)
Where δ is an uniform parameter (e.g., 0.001, 0.01, 0.05, 0.1) where f (s) is the ﬁtness of the initial solution,
and f (s′) is the ﬁnal ﬁtness.
3 The Permutation Flowshop Scheduling Problem
In the Permutational Flowshop Scheduling Problem (PFSP), a set of jobs J = 1, 2, ..., n, are to be processed on
m machines M = 1, 2, ...,m. Each job j requires a processing time on machine i t ji , where the t
j
i are ﬁxed, which
is a positive number. At any time, each machine can process at most one job at any given time, and it cannot be
interrupted. The jobs are available for processing at time 0 and can be processed by at most one machine in any given
time. Here, we concentrate on the Permutation Flowshop Scheduling Problem (PFSP), where the job order is the same
on every machine. Let’s q(i, j) be the completion time of job i on machine j and σ be the ordered set of jobs already
scheduled, out of n jobs.
q(σi, j) = max(q(σ, j); q(σi, j − 1)) + ti j (2)
The total ﬂowtime of job i, Ci is computed by equation 3.
Ci = q(σi,m) (3)
TFT =
n∑
i=1
Ci (4)
Cmax = maxCi (5)
Once all jobs were scheduled, the total ﬂowtime TFT obtained by equation 4 minimizes the sum of the job pro-
cessing times on machine m, and the makespan Cmax computed using equation 5 minimizes the completion time of
the last job.
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Algorithms Detail
Ils1 RD & AM
Ils2 RD & OI
Ils3 RD & GD
Ils4 RN & AM
Ils5 RN & OI
Ils6 RN & GD
4 Experiments and Results
4.1 Experimental design
We implement two variants for the perturbation mechanism (RD and RN) and three variants for the selection pro-
cedure (AM, OI, and GD), giving rise to six ILS1 versions follow as reported in table 4.1. ILS1 to ILS6, correspond
to the ILS combinations. In our empirical study we run 30 random restarts for each algorithm. During the iterated
search, we record the best generated solution. So, for each algorithm, the average of ﬁtness is calculated.
We note that the bold numbers in tables indicate the best quality values.
The initial solution is randomly generated, it is composed of a random permutation of jobs. Once a locally optimal
alternative is found, the procedure restarts with a random combination.
Benchmark instances
In general, optimization approaches applied on PFSP are veriﬁed with exploiting the benchmark instances of Tail-
lard22. The used dataset contains 100 generated instances. The number of jobs is in the set 20, 50, 100 and the
number of machines in 5, 10, 20. The best known solutions are reported in the literature.
4.2 Borda count
The experiments were conducted with diﬀerent instances size for Permutation Flowshop Scheduling Problems,
Makespan Minimization and total ﬂowtime Minimization. Table I and II report the total Borda scores for the chal-
lenging algorithms on the studied Problems. Total measurements are also reported.
As Table I shows, Ils1 provides the best total Borda score. So it is the best performing algorithm. It is interesting to
notice, however, that Ils1 was not the best performing algorithm in all the instances.
On the other hand, the algorithm with the worst overall performance was Ils4. Hence, Ils1 parametrization is well
suited for this set of instances of PFSP makspan minimization.
Table II reports the total Borda scores for the competitive algorithms, for the PFSP with TFT minimization.
While Ils1 was the appropriate algorithm for the PFSP with makspan minimization, it provide the worst score for the
PFSP with TFT minimization.
The shown measurements favors an other winning algorithm in this problem, as the Borda scores promotes, the Ils3
algorithm.
4.3 Average percentage deviations from the best known
In this section we compute the average deviation from the best known solution of the addressed benchmarks. The
performance measure employed in this numerical study was ΔAvg, is computed as equation 6, where S is the best
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Table 1. Total Borda count results per class of instances for the Permutation Flowshop Scheduling Problem: Makespan Minimization.
Instances AlgorithmsIls1 Ils2 Ils3 Ils4 Ils5 Ils6
(20,5) 6 5 4 2 3 1
(20,10) 6 4 1 2 3 5
(20,20) 2 5 1 3 6 4
(50,5) 5 6 4 2 3 1
(50,10) 6 4 1 3 5 2
(50,20) 2 3 1 6 5 4
(100,5) 5 6 3 4 2 1
(100,10) 6 5 4 1 3 2
Total 38 38 19 21 29 20
Table 2. Total Borda count results per class of instances for the Permutation Flowshop Scheduling Problem: TFT Minimization.
Instances AlgorithmsIls1 Ils2 Ils3 Ils4 Ils5 Ils6
(20,5) 3 4 6 2 5 1
(20,10) 4 1 2 6 3 5
(20,20) 1 5 2 6 4 3
(50,5) 1 2 3 6 4 5
(50,10) 1 3 2 6 4 5
(50,20) 3 1 2 5 4 6
(100,5) 2 3 1 4 6 5
(100,10) 3 1 2 6 5 4
Total 18 21 20 41 35 34
solution given by the considered algorithms, for n instances (10 instances per class), S best is the best known solution.
FL_LS 14 8 17 consists in an adaptation of the FL heuristic, while using the NEH algorithm for solving the PFSP with
respect to the TFT criterion.
The heuristic NEHKK115 uses the NEH algorithm.
Average measurements are also reported.
While Ils1 provides the best results in PFSP with respect to the makspan criterion; it preserves it powerful in this
problem, as it performs the best deviation from the best known. On the other hand Ils1 proved it performance in PFSP
with respect to the TFT criterion.
It is clearly noticeable from table III that the adapt ILS versions outperform the heuristic FL_LS for the PFSP with
respect to the TFT criterion.
As shown in table table IV the ILS variants are better than the NEHKK1 heuristic for the PFSP with respect to the
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Table 3. Average deviations per class of instances for the Permutation Flowshop Scheduling Problem: Makespan Minimization.
Instances AlgorithmsIls1 Ils2 Ils3 Ils4 Ils5 Ils6 NEHKK1
(20,5) 0,3 0,5 0,5 0,1 0,1 0,1 2,81
(20,10) 0,2 0,5 0,6 0,1 0,1 0,1 4,43
(20,20) 0,07 0,2 0,1 0,07 0,1 0,08 3,34
(50,5) 1,3 1,7 1,6 1 1 1 0,65
(50,10) 2 3 3 2 2 2 5,46
(50,20) 0,01 0,01 0,01 1 2 1 6,25
(100,5) 0,5 0,9 0,8 1 1 1 0,44
(100,10) 0,6 0,6 0,7 1 1 1 1,78
Average 0,62 0,92 0,91 0,78 0,91 0,78 3,1
Table 4. Averages deviations per class of instances for the Permutation Flowshop Scheduling Problem: TFT Minimization.
Instances AlgorithmsIls1 Ils2 Ils3 Ils4 Ils5 Ils6 FL_LS
(20,5) 0,11 0,13 0,11 0,04 0,04 0,1 1,74
(20,10) 0,2 0,1 0,2 0,6 0,5 0,5 1,25
(20,20) 0,03 0,08 0,05 0,5 0,6 0,6 1,04
(50,5) 1,1 1,19 1,6 0,08 0,1 0,07 1,37
(50,10) 1,89 1,88 1,9 1,9 1,9 1,9 1,61
(50,20) 1,74 1,73 1,74 3 3 3 1,28
(100,5) 1,5 1,47 1,49 0,17 0,18 0,18 1,12
(100,10) 2 2 2 0,73 0,8 0,74 1,12
Average 0,6 0,92 0,91 0,78 0,91 0,78 1,31
makspan criterion.
Based on the average values reported in table IV we note that the Ils1 is the more promising approach.
ΔAvg =
∑n
i=1
S−S best
S best
n
× 100 (6)
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5 Summary and conclusions
In this study we developed a hybrid ILS based hyper-heuristic that embedd a VND into an ILS. To show the
eﬀectiveness of our hyper-heuristic, we applied it on two potential scheduling problems. PFSP with respect to the
makspan criterion, The experimental study has been carried out on state of th art benchmark instances. Further
experiments of six VND versions were tested, in order to convey with the more appropriate one.
From the Borda scores competing algorithms for the PFSP with respect to the makspan criterion, we can notice the
performance of the random degree (RD) perturbation mechanism in this problem, while the favorable results achieved
by VND1.
Besides, the deviation measurements has promoted the obtained results by the Borda scores, as, Ils1 has the best
deviation from the best known for the PFSP with makspan minimization.
In addition, Ils1 preserves its powerfulness to ﬁnd the best known for the PFSP with TFT minimization. However, we
observe that the great deluge selection mechanism proves its performance for the PFSP with makspan minimization,
as, Ils3 provide the best Borda scores. Our hyper-heuristic can be applied to other scheduling problems as Resource
Constrained Project Scheduling Problem
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We thank the reviewers very much for their comments and based on their comments, we have changed our paper
in such a way to answer their proposal.
• We added a paragraph at the end of the introduction summing up the content of each section of the paper.
• We reformulated the second section including sections 3, 4, 5 and 6 as subsections.
• We enhanced section 4 with more interpretations.
• We rewrote references while respecting the conference format.
