Optimization of noisy blackboxes with adaptive precision by Alarie, Stéphane et al.
Optimization of noisy blackboxes with adaptive precision ∗
Stéphane Alarie† Charles Audet‡ Pierre-Yves Bouchet‡ Sébastien Le Digabel‡
November 15, 2019
Abstract:
In derivative-free and blackbox optimization, the objective function is often evaluated
through the execution of a computer program seen as a blackbox. It can be noisy, in the
sense that its outputs are contaminated by random errors. Sometimes, the source of these
errors is identified and controllable, in the sense that it is possible to reduce the standard
deviation of the stochastic noise it generates. A common strategy to deal with such a
situation is to monotonically diminish this standard deviation, to asymptotically make it
converge to zero and ensure convergence of algorithms because the noise is dismantled.
This work presents MpMads, an algorithm which follows this approach. However, in prac-
tice a reduction of the standard deviation increases the computation time, and makes the
optimization process long. Therefore, a second algorithm called DpMads is introduced
to explore another strategy, which does not force the standard deviation to monotonically
diminish. Although these strategies are proved to be theoretically equivalents, tests on ana-
lytical problems and an industrial blackbox are presented to illustrate practical differences.
Keywords: derivative-free, blackbox, stochastic, noisy, adaptive precision, tunable preci-
sion, direct-search, Monte-Carlo simulation.
1 Introduction
This work consider the unconstrained problem
min
x∈Df⊆Rn
f(x) (1)
under the framework of blackbox optimization (BBO) and derivative-free optimization
(DFO). In those frameworks is required almost no structure on the problem and f . It
is frequently considered that f is continuous on its domain Df ⊂ Rn unknown a priori, but
its derivatives may not exist (in BBO) or be impossible to evaluate (in DFO). Usually,
a blackbox is a complex computer program, computationally intensive to run. This high
level of complexity makes the derivatives nonexistent or difficult to estimate. Therefore,
algorithms to minimise a blackbox problem do not rely on any gradient-based processes
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and use only models of the objective function or comparison of previously computed values
of f to decide the quality of a given point.
However, in some contexts the values of f cannot be computed exactly. In the simula-
tions performed by a program, it is possible that some stochasticity appears. For example,
if the blackbox encodes a Monte-Carlo estimation of the value of interest, two executions of
the program with the same input parameter x may return different values. Then, the true
value of f(x) is unknown, as any attempt to compute it returns a value affected by some
error. This source of errors makes any deterministic algorithm prone to failure, because it
is assumed in their design that the computation of f(x) is possible and accurate. When
the source of stochasticity is known and its implementation in the program is intentional,
it is sometimes possible to control its magnitude through the standard deviation of the ran-
dom error on the returned value. For example, when the program performs a Monte-Carlo
estimation of a value, improving the number of Monte-Carlo draws used in the estimation
statistically improves the quality of the returned estimate and reduces its standard devia-
tion. This work refers to this situation as an adaptive precision program. In this document,
an adaptive precision blackbox denotes a deterministic function f which cannot be com-
puted, but may be approximated by an adaptive precision program. The computation time
of an adaptive precision program depends on the magnitude of errors it ensures: the lower
the standard deviation is, the higher the computation time is. In Monte-Carlo estimations,
the time grows as the inverse of the square of the standard deviation: the total computation
time for N Monte-Carlo draws is roughly t ∝ N while the standard deviation is of the form
σ ∝ 1/√N . One may consider that as a trade-off: at any execution of the program, any
standard deviation can be guaranteed, but the cost can be prohibitive. Three paradigms
tackle this added layer of complexity. Specific algorithms exist on each, most of these being
extensions of existing deterministic strategies (overviews are given in [7, 15]).
The first possibility is to not control the magnitude of noise during the optimization, but
rather to decide it before the optimization starts. Under this strategy, any algorithm which
deals with uncertainty can be used. Notably, algorithms designed for situations where the
noise is not adaptive. However, it should be noted that deterministic algorithms have no
guarantee to work, even with this strategy. One can consider the Robust-Mads algo-
rithm [8] which modifies the Mads algorithm [3] to create a smooth representation of the
function, knowing noisy estimates. Mads is also adapted as Stoch-Mads in [6], an algo-
rithm using probabilistic estimates to ensure convergence of a noisy problem where the noise
variance is nor known neither adaptive. Various techniques from surface response design can
also be used to dynamically generate a sequence of functions approximating f : for example,
the Phoenics solver [18] which uses Bayesian kernel density estimations, or kriging, stud-
ied by Sasena [29]. A line search algorithm is developed by Paquette and Scheinberg [25].
Also, some algorithms exploit trust-region principles, like Astro-Df in [30].
The second possibility is to lead the optimization on a high magnitude of noise, and
reduces it monotonically during the optimization process. The algorithm from Polak and
Wetter [27] adapts the mechanics from the Gps algorithm [31] in the case where errors have
a controllable upper bound. Chen and Kelley [13] propose a way to reduce the magnitude
which can be used in direct-search algorithms when the adaptive precision program performs
a Monte-Carlo estimation. They extend this strategy with the addition of a smoothing
effect in [32]. A trust-region algorithm handling constraints and using Gaussian models,
SNowPaC, is proposed in [9]. Rivier and Congedo proposes in [28] a multi-objective
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framework. In [24] is proposed a Delaunay triangulation in Rn, refined jointly with the
grow in precision. Heuristics are also used, for example the modification of the Nelder-
Mead algorithm [23] proposed by Chang in [12].
The last possibility is to adapt more frequently the magnitude of the noise, reducing it
when necessary and augmenting it when possible. Picheny et al. [26] propose an adaptation
of the Ego algorithm [19] which uses adaptive precision programs with errors given by
centred normal laws with controllable magnitude. This strategy is also used in multi-
fidelity optimization, for example by Frandi and Papini in [17] which uses a direct-search
algorithm to a multi-fidelity context. Multi-fidelity optimization is also named simulation
optimization in some works, as in the review [2].
The present work introduces two modifications of the Mads algorithm [3] called Mp-
Mads (monotonic precision) and DpMads (dynamic precision) to handle an adaptive pre-
cision blackbox problem with the last two paradigms. The paper is divided as follows.
Section 2 introduces the notations and summarises the pertinent elements from the Mads
algorithm to introduce DpMads andMpMads. The section then presents the two algorith-
mic variants and concludes by discussing practical implementation issues. A convergence
analysis is provided in Section 3. The main result provides necessary conditions that ensure
that the algorithm produces, with probability one, a point at which the Clarke generalised
directional derivatives are non-negative. Computational experiments are performed in Sec-
tion 4 on two analytical problems as well as on a real industrial problem. The results
demonstrates that DpMads can considerably reduce the overall computational effort.
2 Two precision-adapting algorithms
This section introduces notations and proposes the monotone and dynamic precision algo-
rithms DpMads and MpMads.
2.1 Notations and mathematical optimization problem
This work aims to solve the unconstrained optimization Problem (1). The domain Df on
which f is defined is unknown a priori. As capturing this domain is part of the problem,
one may consider the extreme barrier formulation of the objective proposed in [3]. Denoting
R = R ∪ {±∞}, Problem (1) can be reformulated with an extended definition of f :
min
x∈Rn
f(x), with f :

Rn −→ R
x 7−→
{
f(x) if x ∈ Df
+∞ otherwise.
(2)
In the context of this work, exact values of f cannot be obtained. Only approximations
may be computed, because of a noise which alters the value f(x) during the numerical
evaluation. It is assumed that a stochastic noise η is added to the numerical value: one
observe f(x) + η instead of computing f(x). More precisely, while ησ ∼ N
(
0, σ2
)
follows
a centred normal law with standard deviation σ independent from the point x and the
objective f(x), the noise is represented as fσ(x) = f(x) + ησ, a random variable following
N (f(x), σ2). Any attempt to compute f(x) returns fσ(x;ω), an observation ω of fσ(x).
Therefore, two consecutive attempts to evaluate f(x) may return two different outputs
fσ(x;ω1) 6= fσ(x;ω2). In addition to the normal behaviour of the noise, the standard
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deviation σ is assumed to be adaptive. This signifies that its value is controllable by the
one who attempts to evaluate f(x). The value σ may be modified for any evaluation,
even if x remains unchanged. Modifying the value σ alters the random variable fσ(x) used
to obtain approximation fσ(x;ω) of f(x). As a lower standard deviation σ gives fewer
probability that the estimate fσ(x;ω) = f(x) + ησ(ω) highly differs from f(x), the present
work uses higher precision as a synonym for lower standard deviation. Furthermore, at
an infinite precision (equivalently, a null standard deviation) fσ(x) converge to a Dirac
measure centred on value f(x): P
(
lim
σ→0 fσ(x) = f(x)
)
= 1.
The precision required at any estimation of any f(x) is determined by a so-called pre-
cision index denoted r ∈ R. This index is used to set the value of the standard deviation
through the mapping function ρ: σ = ρ(r). This function is assumed to be positive, upper
bounded by a finite σmax, and decreasing. Under these hypotheses, the index r can be
interpreted as the precision, and ρ(r) its associated standard deviation. Via ρ, a high value
of precision index r corresponds to a low standard deviation σ.
The DpMads and MpMads algorithms presented in Section 2.3 follow an iterative
mechanic. The optimization process exploits, at any iteration denoted k, the computations
performed by earlier iterations. The historic at a point x ∈ Rn, or cache at x, is defined
as follows: Vk(x) = {(fσ(x;ω), σ) | fσ(x;ω) has been observed during an iteration i ≤ k}.
Each element of this set is a couple where the first element is estimated value fσ(x;ω) of
f(x) obtained from a noisy observation fσ(x), while the standard deviation σ of the noise
is the second element of the couple. If x has not been evaluated up to iteration k, then
Vk(x) = ∅ is void. The set Vk(x) can be interpreted as the full historic at a given point x at a
given iteration k. One can also define the cache at iteration k: Vk =
{(
x,Vk(x)
)
| x ∈ Rn
}
,
which links a point x with the historic at x up to iteration k.
These notations can be abusively extended in the following way: Vk(x) is a function
which returns the cache at x. This function searches in Vk for the couple formerly denoted
(x,Vk(x)), and returns the second element. Then, Vk(x) returns the empty set ∅ if x has
never been evaluated up to iteration k, and the full historic at x otherwise.
Given the cache Vk(x) at iteration k and point x, it is possible to construct an estimation
of the objective function on x. This estimate is denoted fk(x) and its statistical standard
deviation σk(x). Various techniques exist to create those, such as the maximum likelihood
used in this work. The value fk(x) is the best estimation of f(x) that can be proposed
up to iteration k. It is defined as the most plausible value of the mean of all the normal
laws fσ(x) for which an observation fσ(x;ω) is contained in Vk(x). The value fk(x) is
given by the formula below, where (λ, σ) are elements of Vk(x), of the form (fσ(x;ω), σ).
Then, the statistical standard deviation of fk(x) can be computed as σk(x), and fk(x)
statistically follows a law N
(
f(x), σk(x)2
)
. No predicted or estimated values are proposed
at non-evaluated points (points x such that Vk(x) = ∅). The estimates are:
fk(x) =
∑
(λ,σ)∈Vk(x) λ/σ2∑
(λ,σ)∈Vk(x) 1/σ2
if Vk(x) 6= ∅, +∞ otherwise,
σk(x) =
√
1∑
(λ,σ)∈Vk(x) 1/σ2
if Vk(x) 6= ∅, +∞ otherwise.
(3)
These estimates are used to define the incumbent at iteration k as xk∗ ∈ arg min
x∈Rn
fk(x).
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The original Problem (2) can be reformulated with no use of the values of f(x) (values
of the true objective function, which cannot be computed):
min
x∈Rn
lim
#Vk(x)→+∞
fk(x). (4)
Optima are unchanged, because of the almost-sure equality provided by strong law of large
numbers which ensures that for all points x estimated infinitely often as k → +∞, it is
almost sure that the maximum likelihood fk(x) converges to f(x):
P
(
lim
k→+∞
fk(x) = f(x) | #Vk(x) −→
k→+∞
+∞
)
= 1, ∀x ∈ Rn.
2.2 Adaptation of Mads for adaptive precision control
This work proposes two algorithms exploiting the spatial exploration mechanics given by the
Mads algorithm to solve the noisy Problem (4). Recall that Mads uses of discretisations
of the space Rn named meshes of size δm centred on x. Such a mesh is defined as the set
Mδm(x) = {x + δmz | z ∈ Zn}. At iteration k, Mads defines the mesh of size δkm centred
on its current incumbent xk−1∗ : Mk =Mδkm(xk−1∗ ) = {xk−1∗ + δkmz | z ∈ Zn}. FromMk is
extracted a poll Pk, a set of candidates points to be evaluated. The candidates remain close
to the incumbent, on a frame of size δkp : ‖xk−1∗ − x‖∞ ≤ δkp , ∀x ∈ Pk. Values of δkm are
chosen so that ∀k, δkm ≤ δkp , and therefore the rule δkm = min(δkp , (δkp)2) from [3] is chosen.
A common strategy to efficiently explore the neighbourhood of the incumbent is to create
a positive basis of Rn (denoted Dk) such that xk−1∗ + d ∈Mk and ‖d‖∞ ≤ δkp , ∀d ∈ Dk, as
proposed in the OrthoMads algorithm in [1].
As the precision is adaptive in this work, a cornerstone of both algorithms is the way
they modify that precision. The precision r can grow arbitrarily high to ensure a standard
deviation σ as low as desired. However, it impacts the computational cost per evaluation.
Therefore, There is a trade-off to exploit in the best way: how to choose r at any iteration
and any point, to ensure the convergence within a computational effort as low as possible.
The first algorithm is MpMads (Monotonic Precision Mads), a generalisation of the
work of Polak and Wetter [27]. Its behaviour gives a monotonic control of the precision:
the precision increases during the optimization process, as slow as possible to avoid over-
consumption of computational budget, but fast enough to ensure that the noise never
impacts the convergence. At the end of any iteration k, MpMads checks the quality of the
estimates. If they are sufficiently accurate, the precision index rk+1 = rk is left unchanged.
Otherwise, it is increased (rk+1 > rk) so that the standard deviation σk+1 = ρ(rk+1) is
sufficiently low to avoid the algorithm being misled by the noise.
The second algorithm is DpMads (Dynamic Precision Mads), with a different control
of the precision. “Dynamic” means that the precision is not forced to increase. In DpMads,
rk+1 < rk is possible. This deteriorates the quality of future estimates, but DpMads
ensures that the uncertainty coming from this reduction is sufficiently low to avoid biased
convergence. At any iteration k, DpMads attempts to set the precision rk at the lowest
value possible which ensures that the standard deviation σk = ρ(rk) is sufficiently low
to prevent biased decisions. In the algorithms, the UpdateR(rk, pk) function modifies rk,
given pk an indicator of estimates quality. Detailed expressions of UpdateR are given in
Section 2.4.
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The standard deviation σk is used during iteration k in the following way. DpMads
and MpMads start the iteration k from their current incumbent solution (a point which
have the lowest estimate: xk−1∗ ∈ arg min{fk−1(x) | x ∈ Rn}), and generate a poll set Pk
of candidates around xk−1∗ (following the mechanics of Mads). Incumbent, as well as all
the candidates, are evaluated so that σk(x) ≤ σk, ∀x ∈ Pk ∪ {xk−1∗ }.
The poll step on the set Pk is implemented in DpMads and MpMads via Algorithm 1:
Algorithm 1 Poll step algorithm for non-deterministic objective
1: function Poll(xk−1∗ , δkp , rk, Vk−1)
2: σk ← ρ(rk)
3: δkm ← min
(
δkp ,
(
δkp
)2)
4: Mk ←
{
xk−1∗ + δkmz | z ∈ Zn
}
5: Dk ← positive basis of Rn such that xk−1∗ + d ∈Mk and ‖d‖∞ ≤ δkp , ∀d ∈ Dk
6: Pk ←
{
xk−1∗ + d | d ∈ Dk
}
7: for x ∈ Pk ∪
{
xk−1∗
}
such that σk−1(x) > σk do
8: Compute some (σ1, σ2, . . . , σu) so that σk(x) =
(
1
σk−1(x)2 +
∑u
i=1
1
σ2i
)−1/2
≤ σk
9: Generate (fσi(x))1≤i≤u, observe (fσi(x;ωi))1≤i≤u, update Vk−1(x) as Vk−1updated(x)
10: Vk ←
{
(x,Vk−1updated(x)) | x ∈ Rn
}
11: Choose xkc ∈ arg min
{
fk(x) | x ∈ Pk
}
12: Sk ←

Success if fk(xkc ) < fk(xk−1∗ )
Barrier if P k ∩Df = ∅
Failure otherwise
13: return xkc , Sk,Vk
Algorithm 1 implements the poll step using the mechanics from Mads, and returns:
• xkc , the best candidate found during the search,
• Sk, an indicator of the quality of this candidate: Sk = Success if it appears better
than the incumbent, Sk = Barrier if no point of Pk belongs to the feasible domain
Df , and Sk = Failure if no feasible candidate have an estimate lower than fk(xk−1∗ ),
• Vk, the former cache updated with the evaluations performed during the poll.
Observe that Line 8 indicates to compute some values (σi)1≤i≤u so that the standard
deviation σk(x) =
(
1
σk−1(x)2 +
∑u
i=1
1
σ2i
)−1/2
of estimate fk(x) satisfies σk(x) ≤ σk. This
means that the Poll checks the quality of the estimate fk−1(x) by comparing its current
standard deviation σk−1(x) to σk. If it is higher than σk, then the algorithm produces one
or many standard deviations (σi)1≤i≤u and observations (fσi(x;ωi))1≤i≤u such that the new
estimate fk(x) have a standard deviation satisfying σk(x) ≤ σk. A simple strategy consists
of the following: if σk−1(x) ≤ σk, no new observation is performed, but if σk−1(x) > σk an
unique (u = 1) standard deviation is produced at an high value (σ such that σk(x) = σk,
or σ = σmax if the former equation leads to a solution σ higher than σmax).
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DpMads and MpMads also allow the optional “search step” from Mads to be used at
the beginning of iteration k, with the Search(Vk−1, rk) function. It improves the estimates
of all or some points x inMk with an observation of fσs(x) for a given σs. To avoid this step
being too costly, this standard deviation σs can be set at a high value. In the following, it
is set to σks = ρ(rk− rs) for a given rs > 0. Search creates Vk−1search, the cache Vk−1 updated
with the addition of the estimates computed by the function, then returns a minimiser xks
of fk−1 over Vk−1search. If this step is disabled, Vk−1search = Vk−1 and xks = xk−1∗ are unchanged.
Altrough it does not impact convergence, it is possible that xk−1s differs from xk−1∗ .
2.3 Mads algorithm with monotonic and dynamic precision control
The comprehension of the behaviour of both algorithms is easier if one recall how to decide
if estimates are sufficiently accurate. At the end of iteration k, DpMads and MpMads
consider their incumbent xk∗ as a point which have the lowest objective function value
estimate among the set of evaluated points: xk∗ ∈ arg min{fk(x) | Vk(x) 6= ∅}. However,
because of the noise, it is uncertain that this incumbent also minimises f over the evaluated
points. This uncertainty is quantified as follows. One can compare the best candidate
xkc ∈ arg min{fk(x) | x ∈ Pk} to xks by computing the statistical p-value pk of the hypothesis
“f(xkc ) < f(xks)”, knowing Vk. If pk is close to 1, then “f(xkc ) < f(xks)” is highly plausible
and the estimates fk(·) are considered sufficiently accurate. If pk is close to 0, the estimates
are considered accurate because the opposite hypothesis “f(xkc ) ≥ f(xks)” is highly plausible.
Then, the estimates are considered inaccurate if pk is too close to 0.5. Figure 1 illustrates
the hypothesis “f(x2) < f(x1)” on three scenarios. The values pk are computed analytically,
using the cumulative distribution function of the N (0, 1) law denoted Φ.
3 2 1 0 1 2
x
4
3
2
1
0
1
2
3
4
fk
(x
)
x1 = 1 x2 = 1
= fk(x1) fk(x2)
1 = 2.1
2 = 2.9
( / 21 + 22 ) = 0.71178
3 2 1 0 1 2
x
x1 = 1 x2 = 1
= fk(x1) fk(x2)
1 = 0.75
2 = 1.3
( / 21 + 22 ) = 0.90867
3 2 1 0 1 2
x
x1 = 1 x2 = 1
= fk(x1) fk(x2)
1 = 0.4
2 = 0.4
( / 21 + 22 ) = 0.99980
P(f(x2) < f(x1)) = ( / 21 + 22 )
Figure 1: Comparison of two estimates in three situations. The dots represent the estimated
objective function values and the vertical lines the standard deviations.
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MpMads is designed to avoid the situations where an assumption is not highly plausible.
It improves its precision index rk if pk or 1−pk lies in the interval [β`, βu] = [0.03%, 99.7%].
DpMads is more tolerant, as it also considers the computational cost required to reach low
standard deviations. It improves the precision if pk or 1− pk is in [β`, βu] = [15%, 85%] but
can reduce it if plausibility becomes too high (considering that plausibility of, say, 99.7% is
more than strictly required to avoid biased convergence, because 90% plausibility is almost
as viable and is cheaper to reach). With these precision ranges, MpMads only accepts
the hypothesis “f(x2) < f(x1)” on the rightmost scenario of Figure 1, while DpMads
accepts it on the two rightmost ones. These thresholds are chosen in concordance with
the computation of uncertainty performed by the p-value: the difference δ between two
estimates fk(x) and fk(y) is seen as an observation of an equivalent normal law centred on
0 and with standard deviation σ =
√
σk(x)2 + σk(y)2, and pk is the probability to observe
x ≤ δ within this law. With the chosen thresholds, MpMads accepts a new incumbent
only when |δ| ≥ 3σ, while DpMads accepts it when |δ| ≥ σ.
Let also CDp and CMp be two logical conditions about the precision index rk:
CDp :
{
pk ∈ [β`, βu] =⇒ rk+1 > rk
}
and CMp :
{
CDp is satisfied
pk /∈ [β`, βu] =⇒ rk+1 = rk
}
. (5)
The first one, CDp, is the minimal requirement to make the algorithms working. It forces
the precision index rk to increase as soon as the indicator of the quality of the estimates
(pk) shows that the estimates are not precise enough. However, it does not dictate any
behaviour in the other case pk /∈ [β`, βu]. Then, the precision could either increase, decrease
or remain constant in this situation. The second condition, CMp, is more stringent. It also
imposes to rk to strictly increase if pk ∈ [β`, βu] but in addition, it forces rk to remain
constant in the other situation. Therefore, under the condition CMp the precision grows
monotonically during the optimization process, while it is not necessarily the case when
only CDp is satisfied.
The only difference between MpMads and DpMads relies on the UpdateR(rk, pk)
function which leads the evolution of the precision index r. At any iteration, in DpMads
the function UpdateR only needs to satisfy CDp, while in MpMads it needs to satisfy CMp.
Therefore, MpMads is a specific variant of DpMads. With both algorithms the precision
rk is forced to increase as soon as the p-value pk belongs to [β`, βu]. When pk lies outside
this range, MpMads forces rk+1 to remain unchanged (equal to rk), while in DpMads the
precision can also be increased, or even reduced. In other words, in MpMads the precision
index remains constant until it is uncertain that the candidate xkc is better than xks or not.
In DpMads, regardless of the certainty of this comparison, the precision index can either
increase or decrease. It increases, not necessarily by rk+1 = rk + 1, if pk is too close to
0.5, and decreases if it is too far from 0.5. Also, default values of β` and βu are not the
same on both algorithms. MpMads uses restrictive thresholds (0.03% and 99.7%) while in
DpMads there is more flexibility (15% and 85% as default values).
DpMads and MpMads are formulated under these notations and concepts in Algo-
rithm 2.
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Algorithm 2 DpMads and MpMads structure
1: function Mads(f ; x0∗; ρ, β`, βu)
2: Initialise : r0 = 0,V0 = ∅, δ0p = 1, k = 1
3: while not(Stopping criteria reached) do
4: xks ,Vk−1search ← Search(Vk−1, rk)
5: xkc , S
k,Vk ← Poll
(
xks , δ
k
p , r
k,Vk−1search
)
6: pk ← PValue(xkc , xks ,Vk)
7: if Sk = Success then
8: δk+1p ←
{
2δkp if pk > βu
δkp otherwise
9: rk+1 ← UpdateR(rk, pk), satisfying CMp for MpMads, or CDp for DpMads
10: else if Sk = Failure then
11: δk+1p ←
{
δkp/2 if pk < β`
δkp otherwise
12: rk+1 ← UpdateR(rk, pk), satisfying CMp for MpMads, or CDp for DpMads
13: else (Sk = Barrier)
14: δkp ← δkp/2
15: rk+1 ← rk
16: xk∗ ∈ arg miny∈Pk(fk(y))
17: k ← k + 1
18: return xk∗
2.4 Practical implementations of the DpMads and MpMads algorithms
This section gives additional information necessary to implement the algorithms from Sec-
tion 2.3. As the adaptive precision program may be unable to propose an arbitrarily high
standard deviation, then one may define σmax = sup
σ≥0
{σ | fσ(x) can be observed}. One can
also propose σmin > 0 if one does not want the algorithms to ask for arbitrarily costly
computation. Then, ρ has to satisfy lim
r→−∞ρ(r) = σmax and limr→+∞ρ(r) = σmin. A param-
eter θ > 0 is proposed to control the decrease rate (it can be seen as the attenuation of
the noise magnitude, given in decibel). Also, a reference index r0 is defined, such that
ρ(r0) = σmin+σmax2 . Then, the ρ function is given by
ρ :

R −→ [σmin;σmax]
r 7−→

σmin +
σmax − σmin
2 10
−(r−r0)θ if r ≥ r0
σmin +
σmax − σmin
2
(
2− 10(r−r0)θ
)
if r < r0.
and is represented in Figure 2. Default values are σmax = 1, σmin = 0, r0 = 0.
The optional function Search is disabled forMpMads. InDpMads, it is called with the
internal parameter rs = −5, and re-estimates only the points which have an high enough
plausibility to appear better than the incumbent. In other words, DpMads’s Search
function at iteration k uses an observation with σs = ρ(rk − rs) to update the estimates of
9
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(r + 1) = min + (r) min10
, given r0, , min and max
Figure 2: The ρ function with parameters r0 = −3, θ = 0.1, σmin = 1, σmax = 10.
all the points in the following set:{
x ∈ Vk−1 | PV alue
(
x, xk−1∗ ,Vk−1
)
≥ τ
}
(with by default τ = 0.25).
The last function needing to be described is the UpdateR function. For DpMads, the
only theoretical requirement is CDp : rk+1 = UpdateR(rk, pk) > rk if pk ∈ [β`, βu]. An
acceptable function is represented in Figure 3, using various thresholds on p to control
the variations on r. For MpMads, rk+1 6= rk ⇐⇒ pk ∈ [β`, βu] and if so, rk+1 > rk
is mandatory. In Figure 3, the proposed function computes rk+1 = rk + 1 as soon as
pk ∈ [β`, βu], regardless of its value. However, some thresholds could be proposed to allow
a non-unitary increasing of the precision index.
Modifying these practical parameters requires precaution. Some values of the σmin
parameter may lead the algorithms to fail it the Search function is disabled. Due to the
algorithmic mechanics, an estimate fk(x) satisfying σk(x) < σk is not re-evaluated by the
Poll step. If the Search is enabled, it will perform such a re-evaluation. However, if it is
disabled, the Poll step cannot reduce the standard deviation σk(·) lower than σmin, making
the convergence impossible to achieve. Then, σmin have to be forced to 0 if the Search is
disabled. This remark is especially important for MpMads, as the Search is disabled by
default. Also, the parameter β` has to be strictly positive: 0 < β` ≤ 0.5.
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3 Convergence analysis
This section studies the convergence of both algorithms over the Problem (4), under an
additional assumption that f is defined everywhere: Df = Rn, and has all its level sets
bounded. It is also assumed that σmin = 0 and that the sequence of precision indexes (rk)k
satisfies the condition CDp from (5). The main idea of the proof is that in the absence of
a stopping criteria, the algorithms generates a sequence of estimated optima xk∗, with an
accumulation point denoted x∗. This point almost surely satisfies local conditions based on
the Clarke derivatives (defined in [14]) of the true objective function f .
3.1 Technical lemmas
This section gives some useful technical results. The first one defines an optimization prob-
lem to provide an upper bound for a quantity which appears in the proof of Theorem 3.7.
Lemma 3.1 (Maximum of a sum of products of variables). Let n ≥ 2 be an integer and
M the set of n × n matrices with all entries in the interval [0, 1]. Denote Φi,j ∈ M such
a matrix (this notation is chosen in concordance with the proof of Theorem 3.7, on which
some cumulative distribution of the centred reduced normal law are calculated). The problem
max
Φ∈M
n∑
j=1
n∏
i=1
Φi,j
subject to
{
Φi,i = 1 ∀i ∈ J1;nK
Φi,j = 1− Φj,i ∀i, j ∈ J1;nK2 | i > j.
has an optimal objective value equal to 1.
Proof. Denote E = {(i, j) ∈ N2 | 1 ≤ i < j ≤ n} and f the objective function. The variables
Φi,j with (i, j) /∈ E can be removed from the problem using the equality constraints, leading
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to a bound-constrained reformulation:
max
Φi,j∈[0,1] ∀(i,j)∈E
f(Φ) =
n∑
j=1
∏
i<j
Φi,j
∏
i>j
1− Φj,i.
Denote also Πj =
∏
i<j
Φi,j
∏
i>j
1− Φj,i, ∀j ∈ J1;nK. The problem is therefore
max
Φi,j∈[0,1] ∀(i,j)∈E
n∑
j=1
Πj .
First, assume all the variables are either 0 or 1. If any of the Πj = 1 (say, Πb = 1), all
the other Πj , j 6= b, are necessarily 0:
Πb = 1 ⇒ Φi,b = 1 ∀i < b and Φb,i = 0 ∀i > b
⇒ Πj = 0 ∀j 6= b.
This proves that if all the variables are either 0 or 1, objective value is at most 1.
Second, one can prove that a solution with some variables in ]0, 1[ cannot be optimal.
Denoting pii,j =
∏
k<j,k 6=i
Φk,j
∏
k>j,k 6=i
1− Φj,k, ∀i, j ∈ J1;nK2, the partial derivatives of f are:
∂f
∂Φi,j
= pij,i − pii,j .
This does not depend on Φi,j , so f is necessarily not optimal until every variables Φi,j are
set to one of their bounds (0 or 1 depending on the sign of pij,i − pii,j).
The two following Lemma 3.2 and 3.3 ensure that the estimated values fk of the function
f , over a finite set, respect the partial order defined by f :
Lemma 3.2 (Localisation of a minimum is consistent on finite sets). Let E be a set with
a finite number of elements. Let f : E → R be a function and ∀x ∈ E, f i(x) the maximum
likelihood value of f(x) constructed from the set V i(x), under the assumption that it contains
i elements. If x∗ ∈ arg min
x∈E
f is the unique minimiser of f on E, then
P
(
∃I ∈ N : ∀i ≥ I, x∗ ∈ arg min
x∈E
f i(x)
)
= 1.
Proof. Denoting E = {x1, . . . , xe, x∗} (thus making #E = e+1), one defines the optimality
gaps µi = f(xi)− f(x∗) > 0, ∀i ∈ J1; eK.
The strong law of large numbers ensures the convergence of any estimate to the true
value it approximates: ∀x ∈ E, P
(
fk(x) −→
k→+∞
f(x)
)
= 1. It follows that
∀i ∈ J1; eK, P (∃Ki : ∀k ≥ Ki, fk(xi) > f(xi)− µi/2) = 1,
with η = min
i∈J1;eK {µi} , P
(
∃Kη : ∀k ≥ Kη, fk(x∗) < f(x∗) + η/2
)
= 1.
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Then, the constant K = max {K1, . . . ,Ke,Kη} exists almost surely (as a maximum of a
finite number of constants which all exists almost surely) and satisfies:
∀i ∈ J1; eK, ∀k ≥ K, fk(xi) > f(xi)− µi/2 ≥ f(x∗) + η/2 > fk(x∗)
which is equivalent to the result claimed by the Lemma:
∀k ≥ K, x∗ ∈ arg min
x∈E
fk(x).
Lemma 3.2 can be extended if the images by the deterministic function f are all different:
Corollary 3.3 (Partial orders defined by the estimates fk(·) are consistent on finite sets).
With the notations from Lemma 3.2, assume the images f(x) are all different (in the sense
that ∀(x, y) ∈ E2 | y 6= x, f(x) 6= f(y)). The estimates fk eventually defines a coherent
partial-order relation on E:
P
(
∃K : ∀k ≥ K, ∀x, y ∈ E2, f(x) < f(y) ⇐⇒ fk(x) < fk(y)
)
= 1.
Proof. Let E = {x1, . . . , xe+1} with the elements xi ordered as f(x1) ≤ f(x2) ≤ · · · ≤
f(xe+1). One can recursively apply Lemma 3.2 to E, then E \ {x1}, then E \ {x1, x2}, . . . ,
until E \ {x1, x2, . . . , xe}. One obtains some constants denoted K0,K1, . . . ,Ke. Then, K =
e∑
i=0
Ki satisfies the desired definition (because K0 iterations makes x1 to be the minimiser
over fk, then K1 makes x2 to minimise the remaining fk, and so on).
Notice that neither Lemma 3.2 nor Corollary 3.3 ensures anything for points x and y
such that f(x) = f(y). The reason is when two points have the exact same image by f ,
the estimates fk(x) and fk(y) could satisfy either fk(x) < fk(y) or fk(x) > fk(y) for any
iteration k. Estimates comparisons are therefore irrelevant when f(x) = f(y).
It follows from Lemma 3.2 that if two points x and y are evaluated infinitely often, the
p-value of hypothesis “f(x) < f(y)” knowing Vk will converge to 0 (if f(x) < f(y)) or 1 (if
f(x) > f(y)).
Lemma 3.4 (Behaviour of the p-value used to compare points). Let x and y be two points
satisfying f(x) 6= f(y). Let fk(·) be the maximum likelihood estimate of f(·) constructed
with k observations: #Vk(·) = k. Let pk be the p-value of the hypothesis “f(x) < f(y)”,
knowing Vk. This p-value satisfies: f(x) < f(y) ⇒ p
k −→
k→+∞
1,
f(x) > f(y) ⇒ pk −→
k→+∞
0.
Proof. Assume, without loss of generality, that f(y) > f(x). let δ = (f(y) − f(x))/2.
Lemma 3.2 ensures that ∃K | ∀k ≥ K, fk(y) − fk(x) > δ. Therefore, denoting Φ the
cumulative distribution function of the law N (0, 1),
∀k ≥ K, pk = Φ
 fk(x)− fk(y)√
σk(x)2 + σk(y)2
 < Φ
 −δ√
σk(x)2 + σk(y)2
 .
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Also, denote (σ1, . . . , σk) the k-standard deviations of the k estimates of f(x). As any of
those σi is at most σmax = lim
r→−∞ρ(r), one have:
σk(x) =
√√√√√ 1k∑
i=1
1/σ2i
≤
√
σ2max
k
.
With a similar argument, σk(y) ≤
√
σ2max
k
. Therefore,
pk ≤ Φ
(
−δ√k√
2σmax
)
−→
k→+∞
0,
which concludes the proof.
In the specific case of two different points x and y such that f(x) = f(y), the behaviour
of pk is different. Lemma 3.5 describes it:
Lemma 3.5 (Behaviour of the p-value for points with identical image). With notations
from Lemma 3.4 and assumption f(x) = f(y), pk statistically satisfies:
∀ε ∈ [0, 0.5], P
(
pk > 0.5 + ε
)
= P
(
pk < 0.5− ε
)
= 0.5− ε.
Proof. The estimates fk(·) statistically follow normal laws N
(
f(·), σk(·)2
)
. As fk(x) and
fk(y) are independent, their reduced difference follows f
k(x)− fk(y)√
σk(x)2 + σk(y)2
∼ N (0, 1).
Also, recall that pk = Φ
 fk(x)− fk(y)√
σk(x)2 + σk(y)2
. As such, at any iteration k its expected
value is 0.5 but it can reach any value in [0, 1]. This ensures the result, because:
∀ε ∈ [0, 0.5],
 P
(
pk > 0.5 + ε
)
= P
(N (0, 1) > Φ−1(0.5 + ε)) = 0.5− ε,
P
(
pk < 0.5− ε
)
= P
(N (0, 1) < Φ−1(0.5− ε)) = 0.5− ε.
A crucial requirement of the Mads algorithm is that all generated trial points lie on
the mesh Mk. This assumption leads to the following lemma, which ensures that at any
iteration k, the generated optimum xk∗ and any point evaluated by the algorithms lie on a
given mesh.
Lemma 3.6 (All points evaluated up to iteration k lie on a given mesh). Denote, for
iteration k, the smallest mesh parameter encountered up to iteration k by δkmin = min
i≤k
{
δip
}
.
Then, the incumbent xk∗, and any point evaluated ({x | Vk(x) 6= ∅}) lie on a given mesh:
∀x ∈ Rn | Vk(x) 6= ∅, x ∈Mδkmin
(
x0∗
)
.
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Proof. The fact that x0∗ ∈ Mδ0min
(
x0∗
)
holds trivially. Recursively, assume xk∗ and all the
points generated up to iteration k are on the mesh. Remind also that δk+1p is, by construc-
tion, on the form 2(sk)δkmin with sk ∈ N. One can observe that iteration k+1 evaluates only
xk∗ (which is assumed to be on the mesh), the candidates coming from Pk+1, and potentially
other points generated by the Search step (which all are, by construction, elements of the
larger meshMk+1 =Mδk+1m (xk∗) ⊆Mδk+1min
(
xk∗
)
).
3.2 Convergence theorems
The next result shows that the sequence of incumbents remains bounded if all the level sets
of f are bounded.
Theorem 3.7 (A bounded level set contains every visited points). Assume that all level
sets of the objective function f are bounded. Let x0∗ be the feasible starting point of an
execution of one of the algorithms, and
(
xk∗
)
k
be the sequence of estimates generated during
the optimization process. There exists, with probability one, a ball centred on x0∗ which
contains the entire sequence
(
xk∗
)
k
:
P
(
∃R > 0 : ∀k ∈ N, xk∗ ∈ BR
(
x0∗
))
= 1.
Proof. The proof exploits the Borel-Cantelli Lemma, which provides:
[Borel-Cantelli Lemma] Let (Ai)i∈N be a sequence of events. There is a condition
to determine if all but a finite number of these events are realised:
∞∑
i=0
P
(
Ai
)
< +∞ =⇒ P
(
Ai infinitely often
)
= 0.
Since f has bounded level sets Li = {x ∈ Rn | f(x) ≤ f(x0∗) + i}, one can define bounds
di so that Li ⊆ Bdi(x0∗), ∀i ∈ N. Applying the Borel-Cantelli lemma to the following
sequence of events:
∀i ∈ N, Ai = {(xk∗)k has an element outside of Li}
= {κ(i) < +∞}, with κ(i) the lowest index k such that xk∗ /∈ Li,
it is possible to prove that all but a finite number of these events happens, almost surely.
Then, denoting ` the index of the last Ai which is realised, the ball Bd`(x0∗) contains the
whole sequence of incumbents. To show that ∑∞i=0 P(Ai) converges, one may compute the
probability that the kth incumbent is outside of Li, knowing the cache Vk:
P
(
xk∗ /∈ Li | Vk
)
= EVk
(
1Lci
(
xk∗
))
= ∑
x∈Vk
1Lci (x)P
(
xk∗ = x | Vk
)
= ∑
x∈Vk
1Lci (x)P
(
∀y ∈ Vk, fk(y) ≥ fk(x) | Vk
)
= ∑
x∈Vk
1Lci (x)
∏
y∈{x,x0∗}
P
(
fk(y) ≥ fk(x) | Vk
) ∏
y∈Vk\{x,x0∗}
P
(
fk(y) ≥ fk(x) | Vk
)
= ∑
x∈Vk
1Lci (x) Φ
 f(x0∗)− f(x)√
σk(x0∗)2 + σk(x)2
 ∏
y∈Vk\{x,x0∗}
Φ
 f(y)− f(x)√
σk(y)2 + σk(x)2
 .
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Any point x for which 1Lci is non-zero satisfies f(x) ≥ f(x0∗) + i, and all the evaluated
points satisfies σk(·) ≤ σmax. Then, denoting Vkr = Vk \ {x0∗}:
P
(
xk∗ /∈ Li | Vk
)
≤ ∑
x∈Vkr
1Lci (x) Φ
(
−i√
2σ2max
) ∏
y∈Vkr \{x}
Φ
 f(y)− f(x)√
σk(y)2 + σk(x)2
 .
If all the points in Vkr are in Li, this expression is zero. Otherwise, let vk be the
number of points belonging to the cache which are outside of Li and denote them by
{x1, . . . , xvk} = Vkr ∩ Lci .
Denote Φi,j = Φ
 f(xi)− f(xj)√
σk(xi)2 + σk(xj)2
. The previous expression can be written as:
P
(
xk∗ /∈ Li | Vk
)
≤ Φ
( −i√
2σmax
)
vk∑
i=1
∏
j 6=i
Φi,j .
As Φi,j = 1− Φj,i, this last expression is of the form studied in Lemma 3.1. Thanks to
this Lemma, one can propose the following upper bound:
P
(
xk∗ /∈ Li | Vk
)
≤ Φ
( −i√
2σmax
)
× 1 ≤
i large enough
exp
(
−i/√2σmax
)
.
Remind that κ(i) denotes the index of the first iteration k for which xk∗ /∈ Li. Recall
also that (Ai infinitely often) ⇔ ∀i, κ(i) < +∞. Then, (Ai infinitely often) if and only if
there is a sequence (κ(i))i ∈ NN of iteration indexes satisfying ∀i, xκ(i)∗ /∈ Li, knowing the
set of evaluated points Vκ(i).
However, the sum
+∞∑
i=0
P
(
x
κ(i)
∗ /∈ Li | Vκ(i)
)
≤
+∞∑
i=0
exp
(
−i/√2σmax
)
converge. Then,
the Borel-Cantelli Lemma ensures that each (Ai) happens infinitely often with probability
zero, because there is probability zero that the sequence of (κ(i))i which generates (Ai)
exists.
Theorem 3.7 ensures that any execution of the algorithm generates a bounded sequence
of incumbents. Therefore, the sequence of mesh size parameters necessarily approaches
zero, in the following sense:
Theorem 3.8 (The mesh becomes refined infinitely often). Under the assumption that f
has all its level sets bounded, the inferior limit of the sequence (δkm)k is almost surely zero:
P
(
lim inf
k→+∞
δkm = 0
)
= 1.
Proof. Recall the connection between δkm and δkp : δkm = min(δkp , (δkp)2). Recall also, from
Theorem 3.7, that there almost surely exists a constant R such that ∀k ∈ N, xk∗ ∈ BR(x0∗).
If δkm becomes too large, iteration k necessarily generates candidates outside of BR(x0∗):
δkm > 2R =⇒ Mk ∩BR(x0∗) = {xk∗} =⇒ Pk ∩BR(x0∗) = ∅.
Therefore, iteration k is not a success (otherwise, it would have generated a new incumbent
xk+1∗ outside of BR(x0∗)). However, δk+1m > δkm is impossible if iteration k is not a success.
This ensures that the sequence (δkm)k has an upper bound δsupm .
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With this argument, one can deduce there is almost surely a ball (B3R(x0∗)) which
contains all the points evaluated by the algorithm during the entire optimization process:
∀k, ∀x, Vk(x) 6= ∅ ⇒ x ∈ B3R(x0∗).
Now assume, for the sake of contradiction, that there is a strictly positive minimal
mesh size parameter, of index kmin: ∃kmin | ∀k ∈ N, δkm ≥ δkminm = δminm . Lemma 3.6 gives
∀k, ∀x, Vk(x) 6= ∅ ⇒ x ∈Mδminm (x0∗): the thinnest mesh contains all the evaluated points.
One also have δminp such that δminm = min(δminp , (δminm )2).
One can deduce that the algorithm evaluate a finite number of points, because the set
of all points which could be visited is B3R(x0∗) ∩Mδminm (x0∗), which is finite. Among this
set, there is a subset E of points visited infinitely often.
Assume also the minimiser of f over E is unique. As E is finite, Lemma 3.2 is applicable,
so there is almost surely an index κ for which ∀k ≥ κ, the estimates fk(·) and truth objective
function f(·) share the same minimiser over E. Any iteration k ≥ κ is necessarily not a
success, therefore two situations might happen. If pk ∈ [0, 0.5] becomes close enough to
0 (pk < β`), then δk+1p = δkp/2. Otherwise, precision index rk+1 becomes higher than
rk. As the sequence (δkp)k is assumed to be bounded by δminp > 0, the precision index rk
grows arbitrarily high (and then, standard deviation σk(·) of xk∗ and other elements from
E becomes arbitrarily close to 0). However, due to Lemma 3.4, this implies pk −→
k→+∞
0. So
there is an index ` such that p` < β`. This implies a contradiction: δ`+1p < δ`p = δminp .
If the minimiser of f over E is not unique, there is at least two points x1 and x2 for
which f(x1) = f(x2). The situation is analgous if there is more than two minimisers.
Denote κ an index for which ∀k ≥ κ, ∀x 6= x1, x2, fk(x) > f(x1) = f(x2). Denote also
δmaxm the largest mesh size such that {x1, x2} ⊂ Mδmaxm (x1), which is necessarily smaller
than δsupm . At iteration k ≥ κ, xk∗ can either be x1 or x2, depending on the values of fk(x1)
and fk(x2). If δkm becomes larger than δmaxm , iteration k is necessarily not a success because
the minimiser overMk becomes unique. For δkm ∈ {δminm , 2δminm , . . . , δmaxm }, the p-value pk
is driven by a behaviour described in Lemma 3.5. Then, δk+1p = 2δkp with probability 1−βu,
δk+1p = δkp with probability βu − β`, and δk+1p = δkp/2 with probability β`. The sequence
(δkp)k can therefore be seen as a stochastic process with the following behaviour:
δkm = δmaxm ⇒ δk+1p =
{
δkp with probability 1− β`,
δkp/2 with probability β`,
δminm ≤ δkm < δmaxm ⇒ δk+1p =

2δkp with probability 1− βu,
δkp with probability βu − β`,
δkp/2 with probability β`.
As such, results about stochastic processes ensures that (δkp)k reaches δminp /2 at least once,
with probability one. This contradicts the definition of δminp .
Theorem 3.8 ensures that there exists an infinite number of iteration indexes K ⊆ N
such that lim
k∈K
δkm = 0. Considering that the sequence (xk∗)k∈K have all its elements included
in a compact (the ball defined by Theorem 3.7), there exists another infinite set L ⊆ K such
that (xk∗)k∈L converges. Then, following the definition of a refining sequence given in [3],
(xk∗)k∈L is a refining sequence, and its limit x∗ is a refined point: the sequence (xk∗)k∈L
converges to x∗ and (δkm)k∈L converges to 0.
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Also, for any unitary direction d there is a subsequence of indexes such that d is a
refining direction (as defined in [4]) for that subsequence: ∃(dk)k∈L a sequence of directions
such that dk‖dk‖2 → d and ∀k, x
k∗ + dk ∈Mk and ‖dk‖∞ ≤ δkp .
The following property is satisfied by x∗:
Theorem 3.9 (Limit point given by the optimization process satisfies optimality condi-
tions). Recall it is assumed in this section that Df = Rn and f has its level sets bounded.
The optimization process almost surely generates at least one refined point x∗ which satisfies:
P (∀d unitary, f◦(x∗; d) ≥ 0) = 1
where f◦(x; d) is the Clarke-derivative of f at point x in the direction d, defined in [14].
Proof. Recall the definition of f◦ and Result 3.9 from [3]:
f◦(x, d) = lim sup
y→x, t↘0
f(y + td)− f(y)
t
= lim sup
y→x, t↘0, v→d
f(y + tv)− f(y)
t
.
Denoting dku = dk/‖dk‖2 and δk = ‖dk‖∞, one can deduce
f◦(x∗, d) ≥ lim sup
k→+∞
f(xk∗ + δkdku)− f(xk∗)
δk
= lim
k→+∞
sup
`≥k
f(x`∗ + δ`d`u)− f(x`∗)
δ`
.
Then, the proof is complete if the (random) refining sequence (xk∗)k∈L satisfies
P
(
lim
k→+∞
sup
`≥k
f(x`∗ + δ`d`u)− f(x`∗)
δ`
≥ 0
)
= 1
or, equivalently
P
(
lim
k→+∞
sup
`≥k
f(x`∗ + δ`d`u)− f(x`∗) < 0
)
= 0.
With an equivalent formulation of the lim sup, one can rewrite this as
P
(
∃µ > 0, ∃k ∈ N such that ∀` ≥ k, f(x`∗ + δ`d`u)− f(x`∗) ≤ −µ
)
= 0.
Recall that ∀`, x`∗ + δ`d`u ∈ V` and x`∗ ∈ arg min{f `(x), x ∈ V`}. As a consequence, x`∗
satisfies f(x`∗ + δ`d`u)− f(x`∗) ≤ −µ if the following event is realised:
A`µ : f `(x`∗) < f `(x`∗ + δ`d`u), knowing f(x`∗ + δ`d`u) ≤ f(x`∗)− µ.
However, recall also that f `(·) ∼ N
(
f(·), σ`(·)2
)
and the f `(·) are independent. So:
P(A`µ) ≤ P
(
X < 0 | X ∼ N
(
µ, 2σ2max
))
= Φ
( −µ√
2σmax
)
< 1.
Then, ∀µ > 0, there is almost surely all but a finite number of A`µ which are realised. So
the result holds because there is a probability zero that a threshold µ > 0 satisfies the
condition.
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Theorem 3.9 concludes the convergence analysis. As a summary, assuming that:
• f is defined on Rn entirely (although this could be restricted to x∗ relying in the
interior of Df ), and all the level sets of f are bounded,
• the lower bound σmin of the precision function ρ is zero,
• the algorithmic parameters β` and σmax satisfies 0 < β` ≤ 0.5 and σmax < +∞,
• the evolution of the precision index rk satisfies the CDp condition in (5),
any algorithm following the structure introduced in Algorithm 2 with the minimal require-
ment (CDp) on the UpdateR function generates a refined point x∗ satisfying the Clarke
necessary optimality conditions.
4 Computational study
This section compares an implementation of the algorithms DpMads and MpMads with
the NOMAD [20] implementation of the Robust-Mads algorithm. A first set of compar-
isons are presented on two analytical problems. Then, Section 4.3 compares the algorithms
on a real and computationally expensive Monte-Carlo stochastic problem. DpMads and
MpMads are implemented in Python 3.6, while Robust-Mads implementation is taken
from NOMAD 3.9.1. The first two tests, performed on analytical functions, are executed
on an Intel® Core™ i5-8250U CPU @ 1.60GHz with 8 cores and 8GB of RAM.
4.1 Comparison of stochastic algorithms
Comparisons of algorithms are commonly performed using some tools like the performance
profiles [16], data profiles [22] and accuracy profiles [10]. However, these profiles are in-
appropriate in an adaptive precision context. Usually, their discriminating criteria is the
number of blackbox calls. This metric is irrelevant in adaptive precision context, as a
few calls with great precision can be more expensive than many calls with low precision.
One needs to adapt these profiles to a relevant metric: the computational effort. This is
considered through th Monte-Carlo draws consumption. Two situations can arise in any
adaptive precision problems. If the noise magnitude is chosen directly by a number of
Monte-Carlo draws, then the metric is trivially set to that number. Otherwise, one may
create a fictive Monte-Carlo simulation which gives equivalent results for a given number
of draws. This exploits a well-known approximation of Monte-Carlo estimates : denoting
A˜N an estimate of A coming from N Monte-Carlo draws, there exists a constant C such
that A˜N ∼ N (A, C/N). Then, considering C = 1 for simplicity, an estimate obtained with
a standard deviation σ can be interpreted as the result of a Monte-Carlo simulation with
N = 1/σ2 draws. Thus, 1/σ2 is a metric which can be interpreted as a Monte-Carlo draws
consumption. Former profiles are modified with this new metric. The fundamental object
they all use is the accuracy of a given algorithm within a given budget :
fNacc =
f
(
xN
)
− f (x0∗)
f (x∗)− f (x0∗)
,
where x0∗ is the initial point, xN the incumbent found with a budget of N Monte-Carlo
draws, x∗ is the optimum of f , and f(·) is the true value of points (if known) or its estimated
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value fk(·) otherwise. It is therefore possible to determine the minimal budget required
by an algorithm a to solve a problem p with a given tolerance τ . The following formula
gives this budget: Na,p ∈ arg min
N∈R+
{
fNacc | fNacc ≥ 1− τ
}
if such N exists, and +∞ otherwise.
Although it is not used in the following graphs, an alternative formula giving the decimal
logarithm of this budget could be considered: N loga,p ∈ arg min
N∈R+
{
f10
N
acc | f10
N
acc ≥ 1− τ
}
.
With these quantities, performance and accuracy profiles can be constructed in a way
similar to their deterministic equivalent. However, data profiles have to be more deeply
modified. With the original profiles, the abscissa represents a number of calls divided the
number of variables ( kn+1). As a positive basis of Rn requires at least (n+ 1) vectors,
k
n+1
represents the number of positive bases that could have been created within a budget of
k blackbox calls. As this is no longer relevant, the profiles are modified. Remind that
to guarantees a given standard deviation σ to the output of a blackbox call, N = 1/σ2
draws are required. The modified data profiles, defined for a reference standard deviation,
represents in abscissa the quantity kN , the number of estimates at guaranteed standard
deviation σ which could have been computed within a budget of k draws.
4.2 Analytical problems
The first analytical problem discussed here, named Norm2, is easy to solve in the deter-
ministic context. It is used to compare algorithms during the intensification close to an
optimum.
min
(x,y)∈R2
‖(x, y)‖2 with
(
x0∗, y
0
∗
)
=
(
pi2, e2
)
.
Its noisy equivalent applies a noise N (0, σ2) at any computation of ‖(x, y)‖2, with σ
decided by algorithms. The equivalent number of Monte-Carlo draws is N = 1/σ2. The
stopping criteria is related to the frame parameter: δp < 10−10. The noisy problem is:
min
(x,y)∈R2
(
lim
#Vk(x,y)→+∞
fk (x, y)
)
with

(
x0∗, y0∗, δminp
)
=
(
pi2, e2, 10−10
)
,
fk and σk defined as in Section 2.1
via fσ(·) = ‖·‖2 +N
(
0, σ2
)
.
(6)
Figure 4 shows convergence versus consumption. Robust-Mads is used with the stan-
dard deviation fixed to σ = 10−10. Preliminary tests shows that the algorithm struggle to
reach an objective value lower than σ/10, which is lower than the chosen stopping criteria.
One can observe that all Robust-Mads runs are close: it always reaches an objective func-
tion value of 10−10 after approximately 3.8×1022 draws and cannot intensify more because
σ becomes high compared to the small variations of f around the optimum. Meanwhile,
DpMads andMpMads successfully goes closer to the optimum. However, DpMads seems
more reliable than MpMads: at a given budget it reachs a lower objective. Also, all its
runs converges within an equivalent budget (1021 to 1023 draws) while some of MpMads
runs requires up to 1028 draws.
This is also shown by the profiles in Figure 5. The accuracy profiles show that 1023 draws
is the minimal budget required to make all the algorithms to converge at good precision
(while a lower budget makes Robust-Mads to fail and MpMads to be dominated by
DpMads). With the performance and data profiles, it appears that for any tolerance greater
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Figure 4: “Norm2” - (a) Results, (b) Monte-Carlo convergence profiles.
than 10−13, DpMads outperforms the other two algorithms, notably around τ = 10−10 or
10−11. The precision reference for the data profiles is 106 draws (σ = 10−3).
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Figure 5: “Norm2” - (a) Performance profiles, (b) Data profiles, (c) Accuracy profiles.
The second analytical problem, denoted “Moustache”, aims to compare the algorithms
during their exploration process, in a restrictive space of variables. The domain is the thin
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region illustrated in Figure 6.
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Figure 6: The domain of the “Moustache” function.
Starting from the feasible point (0, 2), the objective is to maximise x (thus minimise
f(x, y) = −x), with f not defined outside of the tight ribbon. At a given x, the interval of
the admissible y values is denoted I(x), defined as:
I(x) = [g(x)− ε(x), g(x) + ε(x)],
g(x) = −(|cos(x)|+ 0.1) sin(x) + 2,
ε(x) = lmin + (lmax − lmin)
(
1− 11 + |x− xm|
)
,
(lmin, lmax, xm) = (0.05, 0.1, 11).
The noise appears at the computation of −x in the objective. This does not mean that the
variable x itself is noisy, the noise appears when the value −x is returned by the objective
function. The equivalent Monte-Carlo consumption is N = 1/σ2. The problem is:
min
(x,y)∈R2
(
lim
#Vk(x,y)→+∞
fk (x, y)
)
s.t. (x, y) ∈ [0, 20]× I(x)
with

(
x0∗, y0∗, δminp
)
=
(
0, 2, 10−5
)
,
fk and σk defined as in Section 2.1 via
fσ(x, y) = −x+N
(
0, σ2
)
.
(7)
Robust-Mads is run with σ = 0.001, a trade-off between quality of results (higher σ
fails more often) and consumption (σ ≤ 0.0005 consumes at least 1010 Monte-Carlo draws
but overall the results are equivalent). The problem is solved by DpMads every time. As
Figure 7 shows, the optimal value −20 is always reached, within a budget of up to 1011
Monte-Carlo draws. DpMads appears to be robust to random effects: a budget of 107
draws is actually always sufficient to solve the problem, the remaining is used trying to
intensify around the frontier x = 20. MpMads consumes more (from 10 to 103 times more
computational efforts) and has fewer guarantees of quality: it fails once to reach −20.
This analysis can be recovered from the profiles in Figure 8. On the performance profiles,
one can observe thatDpMads andMpMads solves the problem every time with a tolerance
τ ≥ 10−6 and starts to fail at τ = 10−7. However,MpMads struggles to reach the optimum
as fast as DpMads. The data profiles with reference precision of 106 draws (σ = 10−3)
show that DpMads requires less effort to reach the optimum at a given tolerance than
MpMads. All Robust-Mads runs require an equivalent computational effort regardless
of the tolerance. When it reachs the optimum, it performs well on accuracy profiles and
attains the optimum at very low tolerance. Because of the fact that the optimum is at
the frontier of Df , the algorithms generates numerous points at x close to 20. Then, the
smoothing effect helps Robust-Mads to improve its incumbent. The other two algorithms
do not have any smoothing effect, then they struggle to intensify as much asRobust-Mads.
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Figure 7: “Moustache” - (a) Results, (b) Monte-Carlo convergence profiles.
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Figure 8: “Moustache” - (a) Performance profiles, (b) Data profiles, (c) Accuracy profiles.
Eventually, the DpMads and MpMads accuracy profiles decreases at d = 5, because
reaching higher values of d means reaching 20 at a distance smaller than 10−5 (the stopping
criteria on δp). This is made difficult because at such low distance between two points, the
values of their images are close, so it becomes hard to make estimates sufficiently accurate.
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4.3 Asset Management Problem
The two algorithms proposed in the present work are now compared with Robust-Mads
on an asset management problem from [11]. The instance considered has four assets relying
on the same spare stock in case of failure. The replacement date needs to be determined
for each asset, and the acquisition date needs to be identified to replenish the stock. The
five dates must be from a 350-month horizon, which corresponds to a little more than 29
years, to maximise the expected Net Present Value (NPV). Given a set of fixed dates, the
NPV is computed using a tool called VME, developed by EDF R&D to evaluate asset
investments [21]. VME is a discrete-event simulator where an asset management strategy
is tested against asset failures that are randomly generated by Monte-Carlo methods.
The problem stated above is much more difficult than the one in [11] where the variables
were annual instead of monthly, and covered a 10-year horizon.
Let x = (a1, a2, a3, a4, s) be a solution of the above problem where ai is the replacement
date for the asset i ∈ {1, 2, 3, 4} and s the date at which a new spare is added to the stock.
Each of the five variables are integer and take any value from 1 to 350.
Computational experiments are performed on a HP Z420 Workstation, Intel Dual-Core
Xeon E5-1620 @ 3.60GHz, RAM 32.0 Go, 64 bits, Windows 7 Pro SP1. The initial solution
for all experiments is x0∗ = (240, 240, 132, 240, 120).
4.3.1 Preconditioning
In VME, the source of stochasticity lies a complex Monte-Carlo simulation over a so-called
“tree of scenarios”. Since the true value of the objective funciton is defined as the expected
negative cashflow induced by a given choice of variables, knowing any potential scenario
and its probability, it is difficult to recover the exact law followed by the noise. Therefore,
some proactive choices have been made while analysing the problem.
Intense tests showed that the following law makes an acceptable approximation of the
noise law. It overestimates its magnitude on some points x but never underestimates it.
The blackbox receives a value σ from the algorithms and translates it to a number
N of Monte-Carlo draws. The tests showed that N = 210 leads to a standard deviation
σ = 1800, and σ is divided by 2 when N is multiplied by 4. Denoting fN (·) the Monte-Carlo
approximation run by the blackbox with N draws, the law of the noise is approximated by:
fσ(x) ∼ N
(
f(x), σ2
)
= fN (x) with N = 210−2 log2(σ/1800) =
210 × 18002
σ2
.
Then, when the optimization algorithms runs with a given value of σ, the blackbox computes
the corresponding number N of draws, then performs a Monte-Carlo simulation with these
N draws and returns the output to the algorithm. This value can be interpreted by the
algorithm as an observation of N (f(x), σ2), as required. The least value of N is set to 1024
and therefore σmax = 1800.
During these tests, an hidden constraint may be triggered. The program restrict the
number of Monte-Carlo draws to be at most 2850812 ' 221.4429, and does not run any
attempt to use more than this number. As a consequence, the standard deviation of the
noise cannot fall arbitrarily close to zero: the smallest possible value of σ is σmin = 34.1144.
Thus, using monotonic strategies such ad MpMads, the user needs to ensure that the
precision is unlikely to grow too high, otherwise the algorithm may eventually ask for a
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σ which cannot be computed by the blackbox. This restriction contributes to make the
dynamic strategy interesting, asDpMads naturally avoids to increase the precision as much
as possible. To avoid problems, the value σmin = 50 is chosen on the tests.
The following tests compare DpMads, MpMads and Robust-Mads, using this pre-
conditioned formula, and an implementation of the deterministic Mads algorithm. For
Robust-Mads and Mads, the fact that the variables are all integer is integrated through
the Granular Mesh proposed in [5]. For DpMads and MpMads, a lower bound on the
δm mesh size is implemented and set to 1, such that (δkm)k remains above this bound:
δk+1m ← δkm/2 is not computed if δkm = 1.
4.3.2 Results on the asset management problem
For the deterministic algorithm, a fixed number of draws per evaluation is fixed a priori and
the algorithm runs as if the computation of fN were exact. Table 1 gives results using the
NOMAD [20] implementation of Mads, version 3.9.1, with neither models nor anisotropic
mesh, and the speculative search turned off. For comparisons, replications of runs were
made on the instances that required less than two weeks to complete. One can observe the
influence of the noise: with few draws per evaluation, objective function values fk(x∗) are
high (around 8700) while the runs with more draws propose reach objective values near
5400. As this is a maximisation problem, optima on the first runs are overestimated by
approximately 3000 units.
draws / eval x∗ fk(x∗) σk(x∗) Evals Time (s) Time
1024 261 288 120 250 107 8668.33 1800 1889 1891 32 m
1024 262 292 129 240 112 9005.12 1800 2050 2055 34 m
1024 247 345 144 289 122 8371.24 1800 1891 1910 32 m
10000 272 336 121 248 111 6140.15 576 2594 17636 5.9 h
10000 247 332 84 209 66 5893.69 576 2247 15724 4.4 h
10000 257 286 117 301 97 6209.33 576 3319 22419 6.2 h
100000 267 281 119 229 108 5623.74 182 3268 214310 2.5 d
100000 259 297 121 245 108 5630.17 182 2316 148752 1.7 d
100000 260 304 125 248 112 5622.03 182 3582 229966 2.7 d
500000 251 296 120 224 105 5431.04 81.5 2985 961232 11.1 d
500000 268 243 133 213 119 5470.23 81.5 2324 736527 8.5 d
1000000 257 292 130 226 118 5437.37 57.6 3403 2187009 25.3 d
Table 1: Mads (NOMAD 3.9.1).
Robust-Mads also requires a fixed number of draws per evaluations. Table 2 reports re-
sults obtained with the NOMAD implementation of Robust-Mads without the anisotropic
mesh and with no speculative search. The column labelled fσ(x;ω) represents the value
computed by the blackbox on x, and fk(x) the estimated smoothed value proposed by
Robust-Mads. Due to the Robust-Mads mechanics, the cache Vk(x) is either empty or
contains a single observation. However, the precision σk(x∗) is intractable because of the
smoothing. One can observe that the smoothed values are coherent, because regardless of
the number of draws, the proposed smoothed values are all close to 5500.
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draws / eval x∗ fσ(x∗;ω) fk(x∗) Evals Time (s) Time
100 268 306 145 191 132 11313.60 5601.01 36526 14557 4.0 h
100 237 229 115 266 103 15456.60 5576.94 29707 12978 3.6 h
100 300 321 145 245 134 11508.50 5803.96 36678 16728 4.7 h
1024 257 273 132 208 119 7850.24 5434.91 21390 21507 5.9 h
1024 267 247 124 295 112 9024.06 5276.66 22056 22338 6.2 h
10000 261 283 133 221 119 6138.82 5367.90 22168 152875 1.8 d
100000 275 261 134 230 121 5589.82 5352.53 21847 1408037 16.3 d
Table 2: Robust-MADS (NOMAD 3.9.1).
These results shows that if the number of draws per evaluation is fixed a priori, it needs
to be high. With the accuracy gain provided by Robust-Mads’ smoothing effect, this num-
ber can remain close to 105 but then, the computation time is important (16.3 days). These
observations, combined with the estimated optimal solution, x∗ = (275, 261, 134, 230, 121)
with f(x∗) ' 5352, are used for comparisons with DpMads and MpMads.
For these two algorithms, preliminary tests showed that the UpdateR function has a
considerable influence. Since the noise magnitude is initially very high, the function need
to allow a fast improvement of the precision index. Otherwise (as it appeared on the runs
with such a situation), numerous iterations are performed at very low precision and then,
the cache Vk becomes large and full of imprecise estimates which all are re-estimated by
the Search. This process consumes a noticeable amount of draws. The following results
are generated by DpMads with default parameters except that the threshold τ in the
Search is increased to 40%, and by MpMads with an extended UpdateR function allowing
the precision increase to exceed one unit. Figure 9 illustrates one run for the three non-
deterministic algorithms. The shaded area around the curves depicts the estimated standard
deviation of the incumbent values. All the other runs have similar results.
The figure shows that DpMads reaches a nearly constant incumbent function value
after 106 draws, while Robust-Mads stabilises only after 108 draws. Also, the standard
deviation of DpMads’ incumbent is close to 100 while DpMads stabilises around it. All
the computational efforts performed after are dedicated to the reduction of the standard
deviation, with no change of incumbent. After 107 draws, because of the search and the
precision index going high, the incumbent and other quasi-optimal solutions have a standard
deviation σk < 10. In summary, to reach the optimal solution, Robust-Mads requires
100 times more draws than DpMads. DpMads uses the remaining budget to intensively
analyse the most promising solutions. A detailed analysis of the precision index r shows that
it starts to improves strongly at that point of the optimization. Therefore, the Poll step
(Algorithm 1) does not contributes anymore to the optimization, because all the candidates
already satisfies σk(x) < σk = ρ(rk) ' σmin = 50. Then, behind 107 draws consummated,
estimates improvements are performed by the Search step only.
The MpMads curve shows an analogous behaviour to DpMads. However, one can
note the drop in the incumbent value from 105 to 107 draws. A more detailed analysis
reveals that MpMads encountered a nearly optimal basin of solutions and spent many
draws exploring it. MpMads is affected by this effect on almost all of its runs, while
DpMads also visited this basin but did not waste as many draws in exploring it. A
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Figure 9: Convergence graph, with estimated value of the incumbent in ordinate. The
length of the vertical range around a curve is twice the estimated standard deviation of the
incumbent value.
possible explanation, recovered from the detailed logs, is that the low precision used by
DpMads actually helps it to avoid this basin, while MpMads has a precision high enough
to detect that it is interesting.
Figure 9 may also be used to compare the quality of the solutions in terms to time
elapsed. After 10 minutes of computing, DpMads has found a nearly optimal solution
while MpMads is still exploring near the 4000 mark, and Robust-Mads is way below at
3000. It takes an entire day of computing for the three methods to reach a comparable
solution.
5 Discussion
This work compares two generic strategies to optimize noisy problems. The monotonic
MpMads strategy avoid uncertainty as much as possible, leading to highly plausible data
anytime in the optimization process (such as the localisation of the incumbent) with the
drawback of an important computational effort. Following a different paradigm, the dy-
namic precision DpMads algorithm reduces the computational effort per iteration but faces
more uncertainty as a consequence. A noticeable point is the theoretical equivalence of these
two strategies, as they share the same convergence analysis.
However, these two strategies behave differently in practical contexts. Both algorithms
outperform strategies which do not exploit the adaptive precision. The DpMads algorithm
outperforms MpMads on the test problems considered in this work, in the sense that it
reaches an higher quality solution within a lower computational budget. Also, the two
algorithms should not be considered for the same usage. Within a prescribed computational
budget, the dynamic strategy tends to explore more solutions than the monotonic one.
However, with the monotonic paradigm, the smaller set of evaluated points is well-known,
27
in the sense that the estimated objective function value is more precise for all these points.
It should be noted that some improvements can be developed. Parameter values and
implementation choices could be challenged. Notably, one could define some specific pa-
rameter values for given families of problems. In addition, precision growing to infinity
leads to extremely long computational time in practical contexts, therefore the monotonic
strategy needs to be used with precaution. Meanwhile, the dynamic strategy struggles on
problems with a flat objective function because it avoid as much as possible to improve the
precision. Also, usage of the precision index could be made more flexible: for example, its
value could be modified at every evaluation rather than every iteration.
For future research, an important conceptual step would be the possibility to solve con-
strained problems, with constraints affected by an adaptive precision noise. Generalisation
of the law followed by the noise, from centred normal to generic, could also be considered.
The theory could also be enhanced with the addition of models to predict the behaviour of
the objective.
Overall, the dynamic strategy could be chosen when one desires numerous solutions,
while the monotonic strategy should be considered if one prefers fewer solutions but with
an high precision on each. This comes from the fact that the dynamic strategy is designed to
limit as much as possible the consumption of the computational budget per solution, while
the monotonic allows more efforts per solution in order to rapidly identify the interesting
ones.
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