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Abstract. We present an analytical packet/ow-level modelling approach for the performance
analysis of IEEE 802.11e WLAN, where we explicitly take into account QoS dierentiation mech-
anisms based on minimum contention window size values and Arbitration InterFrame Space
(AIFS) values, as included in the Enhanced Distributed Channel Access (EDCA) protocol of
the 802.11e standard. We rst enhance the packet-level approach previously used for best-eort
WLANs to include tra!c classes with dierent QoS requirements. The packet-level model ap-
proach yields service weights that discriminate among tra!c classes. From these observations, the
packet/ow-level model for 802.11e is the generalized discriminatory processor-sharing (GDPS)
queueing model where the state-dependent system capacity is distributed among active traf-
c classes according to state-dependent priority weights. Extensive simulations show that the
discriminatory processor-sharing model closely represents the ow behavior of 802.11e.
Keywords: IEEE 802.11e Wireless LAN, EDCA, Quality-of-Service, ow-level performance, le
transfer times, generalized discriminatory processor-sharing (GDPS).
AMS Subject Classications: primary: 90B18, 90B22; secondary 60K25.
1 INTRODUCTION
Wireless Local Area Networks (WLANs) fulll the need for an additional public wireless
access solution in hot spots (e.g. train stations, airports, etc.), besides the access pro-
vided by mobile cellular networks such as GSM/GPRS and UMTS. WLANs provide an
interesting possibility to oer additional low-cost capacity and higher bandwidths to end-
users without sacricing the inherently scarce and expensive capacity of cellular networks.
However, critical factors for successful introduction are security and performance, which
applies in particular to the deployment of WLANs in the public environment.
WLAN performance is largely determined by the maximum data rate at the physical
layer and the MAC layer protocols dened by the IEEE 802.11 standards [7]. An extension
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of the most widely employed DCF protocol (Distributed Coordination Function) is the
EDCA protocol (Enhanced Distributed Channel Access). Both the DCF and the EDCA
protocols are random access schemes based on Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA). EDCA is aimed to provide QoS dierentiation between various
tra!c classes, whereas DCF only supports best-eort services.
For best-eort WLANs (802.11b), several accurate analytical performance models have
been developed (along the lines of Bianchi [2]) in order to study the system’s saturated
throughput as a function of the number of persistently active users. Foh and Zuckerman [6]
and Litjens et. al. [9] considered 802.11b with the practical situation of dynamically varying
number of active users due to the random initiation and completion of ow transfers. They
obtain accurate approximations for the mean ow transfer time.
Analytical ow-level performance studies for WLANs with QoS support and with dy-
namically varying number of active users are not available. Performance studies of 802.11e
WLANs are mainly based on simulation (e.g. [8, 10, 11]). Relatively few papers present an
analytical approach, generally considering a xed number of persistent users; see e.g. Zhao
et. al. [12]. The simulation studies usually consider general scenarios (sometimes also cap-
turing the impact of higher layer protocols like TCP), but without random user behavior.
In the present paper, an analytical performance evaluation of 802.11e WLANs is given
along the lines of the analysis in [9]. From the ow-level point-of-view, the 802.11e WLAN
is considered as a queueing system with Poisson arrivals and generalized discriminatory
processor-sharing (GDPS) service discipline with state-dependent service capacity and
state-dependent weights. This queueing model reects the EDCA MAC design principle
of distributing the available state-dependent transmission capacity among active tra!c
classes according to certain priority weights. In our modelling approach, the class weights
and the system capacity depend on the number of active users and are obtained from a
packet-level model that describes the MAC behavior of EDCA in detail in the situation
with a xed number of persistent users.
In contrast to egalitarian processor-sharing queues (as applied to best-eort WLANs
in [9]), discriminatory processor-sharing (DPS) queues are signicantly more di!cult to
analyze (see e.g. [1, 4]). Therefore, in this paper we use a simple analytical and e!cient
decomposition method for approximating the mean le transfer times in generalized dis-
criminatory PS models, as introduced in Cheung et. al. [4]. The accuracy of our analytical
approximations is validated by simulation of WLAN systems.
This paper is organized as follows. In Section 2, the EDCA MAC protocol is described
in more detail. Section 3 describes our analytical modelling approach, which is presented
in more detail in Section 4. The accuracy of our analytical model is validated in Section 5
by extensive simulation results. Finally, the principal conclusions of our investigation as
well as some topics for further research are outlined in Section 6.
2 ENHANCED DISTRIBUTED CHANNEL ACCESS
The EDCA protocol denes several tra!c classes, indexed by i = 1, ..., C. When a user
from tra!c class i wants to transmit a data packet in the BASIC access mode, it rst
senses the medium to determine whether or not the channel is already in use by another
user. If the channel is idle, and remains idle for a contiguous time period called AIFSi
In Proceedings of the 19th International Teletra!c Congress, Aug 29 - Sep 2, 2005, Beijing, China 3
(AIFS value for class i) the user has to wait a random number of time slots before it is
permitted to send the packet. This random back-o procedure is intended to reduce the
probability of multiple users sending at the same time resulting in a collision.
The discrete back-o counter is uniformly sampled from {0, ..., cwr,i  1}, where cwr,i
is the contention window size for a tra!c class i user at the r-th re-attempt to send
the packet. As long as the channel remains idle after an AIFSi period, a class i user
decrements its back-o counter by 1 for each slot time. When the back-o counter of
a particular user reaches zero, the user transmits the packet. If the packet is received
correctly, the destination responds by sending an acknowledgment (ACK) to the source.
In case of multiple packets are transmitted concurrently, a collision occurs. If a user
does not receive an ACK, it assumes that the packet was lost and it will retransmit the
packet. At the next re-attempt to send the packet, a new back-o counter is sampled
from a contention window with a doubled size. After a successful packet transmission, the
contention window size is reset to its minimum value cw0,i = cwmin,i + 1.
In case of best-eort WLANs, all users use the same values for e.g. cwmin,i and AIFSi.
In the latter case, all AIFSi values are equal to the DIFS (Distributed InterFrame Space)
value. A distributed access approach and QoS dierentiation can be achieved with EDCA
by using dierent parameter values for dierent tra!c classes. Additional tunable para-
meter values are for e.g.TXOPlimit (transmission opportunity limit), packet size, and the
maximum contention window size. With a TXOPlimit a user may send multiple packets as
long as the last packet is completely transmitted before the TXOPlimit time duration has
expired. In general, QoS dierentiation between various tra!c classes is mainly achieved
by contention window size and AIFS-based dierentiation mechanisms.
3 MODELLING APPROACH
We consider a single basic service set with users from C tra!c classes contending for
shared 802.11e WLAN radio access, and each tra!c class has its own set of tunable
parameter values (e.g. cwmin,i and AIFSi). We follow an integrated packet/ow-level
modelling approach similar to that used in [9]. The rst stage of the modelling approach
is an enhanced packet-level model that describes the MAC behavior of QoS mechanisms
(EDCA in 802.11e) in detail. The second stage is a ow-level model that describes the
behavior of 802.11e, when the number of active users varies dynamically in time.
For the rst stage, when n = (n1, ..., nC) is the number of persistent users in the
system (with nj xed users of class j), the resulting output of the packet-level model
is the expected aggregate throughput Ri(n) for class i, and R(n) :=
PC
i=1Ri(n) is the
expected aggregate system throughput. From a single user’s perspective, a class i user
receives an expected throughput of Row,i(n) = Ri(n)/ni, and for ni > 0, nj > 0, the
relative received throughput between a single class i and class j user is dened as
wij(n) :=
Row,i(n)
Row,j(n)
=
Ri(n)/ni
Rj(n)/nj
.
QoS dierentiation in 802.11e WLANs is achieved by establishing that wij(n) generally
diers from 1. The egalitarian processor-sharing queueing model, as accurately used in
[9] for 802.11b le transfer time analysis, is not suitable for the extended 802.11e version
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with QoS support. However, the essential principle of distributing the state-dependent
bandwidth in a processor-sharing fashion still remains for 802.11e WLANs. In the latter
case, the capacity is shared in a discriminating fashion between the classes, as intended by
the design of EDCA, and shared in an egalitarian fashion for users within the same class.
On top of the discriminating feature of 802.11e WLANs is that the priority eect wij(n) is
also dependent on the number of active users, as observed from the packet-level analysis
(and obviously wij(n) also depend on the type of QoS dierentiation mechanisms).
Based on these observations, we propose a generalized discriminatory processor-sharing
(GDPS) model with both state-dependent service capacity and state-dependent weights.
An attractive feature of our modelling approach is that the general form of the ow-
level model is independent of the packet-level model, in the sense that only the expected
saturated class throughputs Ri(n) from the packet-level model are required as input for
the GDPS ow-level model. In particular, it is independent of the type of QoS mechanisms.
4 PERFORMANCE ANALYSIS
In this section, we rst give our straightforward packet-level extension from [9], when
only dierentiation in the contention window sizes can be applied. Dierentiation with
TXOPlimit and packet sizes are easily incorporated. AIFS-based extensions have been
well studied in the literature. E.g., Zhao et. al. [12] proposed an extended Markov chain
analysis which has been accurately validated. We omit the details due to space constraints.
In principle, any accurate analytical packet-level model can be used as input of our non-
persistent ow-level model.
In the second part of this section we briey indicate some qualitative insights of the
QoS mechanisms at the packet-level on the relative throughput measures wij(n). This
subsection is included to place our generalized discriminatory processor-sharing model
with state-dependent weights wij(n) in the right setting. Finally, in the last part of this
section, we present our ow-level modelling approach based on the GDPS model in sig-
nicant more detail.
4.1 Packet-level: Throughput analysis for persistent users
The throughput analysis for 802.11b at the packet-level and with a xed number of persis-
tent users (as used in [9] and originally developed by Bianchi [2]) essentially remains the
same for 802.11e if no AIFS-based dierentiation is considered, since the Markov chain
for the back-o counting process is described only from an isolated user point-of-view.
For 802.11e, we assume that all tra!c classes i, i = 1, ..., C, have their own so-called
packet error probability Pe,i, independently of the other classes and independently of the
number of collisions already involved. This is the same key assumption made in [2]. The
inuence of all other active users is captured by this packet error probability. Hence, the
equilibrium distribution of the embedded jump chain for a class i user is similar to [9]
and given by
Zi(r, b) =
cwr,i  b
cwr,i
· 2 (1Pe,i)P
r
e,i³
1Prmax,i+1e,i
´
+ (1Pe,i)
Prmax,i
k=0 cwk,iP
k
e,i
,
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where (r, b) denotes the back-o state (0  r  rmax,i and 0  b  cwr,i1), rmax,i denotes
the maximum number of retries, and cwr,i is the contention window size of a class i user at
the r-th re-attempt. Note that only the QoS parameters cwmin,i and cwmax,i appear in the
equilibrium distribution of the Markov chain (cwmin,i := cw0,i 1 and cwmax,i := cwr,i 1
with r = rmax,i).
The packet error probability Pe,i is readily expressed by
Pe,i = 1
¡
1PWtr,i
¢ni31 CY
k=1,k 6=i
¡
1PWtr,k
¢nk , for all i = 1, ..., C,
where PWtr,i is the packet transfer probability (successful or not) for a class i user, i.e.,
PWtr,i =
Prmax,i
r=0 Zi(r, 0). It can be shown that a unique vector
¡
PWtr,i,Pe,i
¢C
i=1
exists. The
expected aggregate throughput Ri (n)  Ri (n1, ..., nC) for class i is given by (cf. [2, 9])
Ri (n) =
Psuc,i · EPi
Pidle ·  +
PC
i=1Psuc,i ·Tsuc,i +Pcol ·Tcol
,
where Pidle =
QC
j=1
¡
1PWtr,j
¢nj is the probability that the channel is idle at a randomly
selected slot time, Psuc,i = niPWtr,i
¡
1PWtr,i
¢ni31QC
j 6=i
¡
1PWtr,j
¢nj is the probability that
exactly one class i user transmits a packet at a random slot time, and the collision prob-
ability is given by Pcol = 1Pidle 
PC
i=1Psuc,i. Furthermore,  is the slot time and the
inter-event times Tsuc,i (successful) and Tcol (collision) are given by
TBASICsuc,i = PHY +MAC + r
31
WLANEPi + B + SIFS +ACK + B +DIFS,
TBASICcol = PHY +MAC + r
31
WLANEP + B +DIFS.
under BASIC access mode and where rWLAN is the channel rate, PHY is the physical
header (plus preamble), SIFS is the Short InterFrame Space time, B is the propagation
delay between sender and receiver (in seconds), EPi is the expected net payload size for
tra!c class i (in kbits) and EP is the expected net payload size of the largest packet
involved in a collision. The MAC header and ACK size are converted to seconds. Dier-
entiation with TXOPlimit and packet size is easily incorporated in the inter-event times
Tsuc,i (Tcol) through the expected payload sizes.
The packet-level analysis for the RTS/CTS (ReadyToSend/ClearToSend) access mode
is essentially the same; only the inter-event times TRTS/CTSsuc,i and T
RTS/CTS
col are slightly
dierent computed; see e.g. [2, 9]. An advantage of the RTS/CTS mode is that the time
wasted by a collision is smaller as the RTS frame is signicantly smaller than a data
packet. A drawback is that more overhead is involved than BASIC access.
4.2 Packet-level: Qualitative analysis of QoS dierentiation mechanisms
The packet-level model yields throughputs Ri(n), that discriminate among active tra!c
classes and depend on the number of active users n. Clearly, when cwmin dierentiation
is applied with cwmin,j < cwmin,i and the other QoS parameter values are kept equal for
both classes, then it must hold that wij(n) < 1. The same dierentiating eect wij(n) < 1
is also achieved when only AIFSj < AIFSi is applied. However, the impact of the QoS
dierentiation parameters is generally dierent, and moreover, also heavily dependent on
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the number of active users n in the system. We illustrate this with two examples, as
observed from the packet-level analysis.
Example 1. If AIFSj < AIFSi is applied, then the high priority class j users always start
and resume their back-o counting procedure sooner than the low priority class i users.
When many high priority users are active in the system, a so-called starvation eect can
occur, i.e.,wij(n)  0. To this end, observe that after the end of the AIFSj time duration,
that the back-o counters for all class i users always remain unchanged for at least a time
duration of AIFSiAIFSj, whereas every class j user resume to decrement their back-o
counters after the end of the AIFSj time. In fact, a class j user can gain access to the
medium before the end of the AIFSi time and hence leaving all back-o counters for class
i users unchanged, while all class j users have decremented their back-o counters. Any
successful packet transfer or any packet collision is benecial for the high priority class j
(in terms of the frequency of access to the medium for type j users). In the same scenario
of AIFSj < AIFSi, but with few active users in the system, then this ratio wij(n) is
usually much larger than zero but obviously still less than 1.
Example 2. The relative weightwij(n) can be even both less and greater than 1, dependent
on n. For example if cwmin,i < cwmin,j in combination with AIFSi > AIFSj is applied,
then we have that cwmin dominates the dierentiation eect when the number of active
users is small (wij(n) > 1), and the smaller AIFSj value dominates the dierentiation
eect when the number of active users is large (wij(n) < 1).
4.3 Flow-level: Transfer time analysis for non-persistent users
From the ow-level point-of-view, the number of active class i users in the system is not
xed, but varies dynamically in time due to initiation of le transfers and le transfer
completions. We shall let Ni denote the (steady state) random variable of the number
of active class i users in the 802.11e WLAN network. Since the packet-level model yields
state-dependent capacity R(n) and state-dependent weights wij(n), the 802.11e WLAN
network can be considered as a service center with a generalized DPS service discipline.
When no service dierentiation is applied under 802.11e, then the packet-level model
will result in wij(n) = 1 (for all i, j and for all n such that ni > 0, nj > 0) and R(n)
only depends on the total number of active users n1 + ... + nC . In the latter case, the
generalized DPS model is equivalent to Cohen’s GPS model [5], which is applied to the
ow-level performance analysis for best-eort WLANs [9].
We assume that the tra!c classes generate data ows according to independent Poisson
processes with rate bi, i = 1, ..., C, and a class i user request the download transfer of
a data le whose size is generally distributed with mean EXi (in kbits). Each le is
segmented into packets of a given size (with a nal packet containing the le’s remainder)
which are processed at the WLAN’s MAC layer. The oered data load of class i is denoted
by 4i  biEXi/rWLAN , and the total oered load by 4 :=
PC
i=1 4i. To ensure stability
and provide statistical guaranteed QoS, we limit the number of contending data ows by
nmax,i for each class separately.
Analytical expressions for (G)DPS models are generally not available in tractable
form. Therefore, we use an analytical approximation/decomposition technique for general
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processor-sharing queues, as proposed by Cheung et. al. [4]. In the remainder of this paper,
we keep the demonstration of the solution technique simple, by considering the example
of two tra!c classes, i.e., C = 2. The approximation can be generalized for arbitrary
number of tra!c classes, see [4].
We apply the decomposition technique as follows. For specic tra!c loads 4i and
given the class capacities R1(n1, n2) and R2(n1, n2), we rst approximate the equilibrium
distribution of N1 and N2. If class 2 users are persistent (permanent) in the system, then
the distribution of N1 (conditional on n2 xed class 2 users) is easily computed in closed-
form formulas according to Cohen’s GPS model [5], i.e., the conditional probabilities
dened by k(n1, n2) = P(N1 = n1 | n2 persistent class 2 users) are given by
k(0, n2) =
Ã
1 +
nmax,1X
n1=1
Ã
4n11
n1Y
k=1
rWLAN
R1(k, n2)
!!31
=: G1(n2)
31, (1)
k(n1, n2) =
Ã
4n11
n1Y
k=1
rWLAN
R1(k, n2)
!
/G1(n2), for n1 = 1, ..., nmax,1, (2)
with
Pnmax,1
n1=0
k(n1, n2) = 1 for all n2 = 0, 1, ..., nmax,2. Analogously, the conditional proba-
bilities dened by q(n2, n1) = P(N2 = n2 | n1 persistent class 1 users) are readily computed
as
q(0, n1) =
Ã
1 +
nmax,2X
n2=1
Ã
4n22
n2Y
k=1
rWLAN
R2(n1, k)
!!31
=: G2(n1)
31, (3)
q(n2, n1) =
Ã
4n22
n2Y
k=1
rWLAN
R2(n1, k)
!
/G2(n1), for n2 = 1, ..., nmax,2, (4)
with
Pnmax,2
n2=0 q(n2, n1) = 1 for all n1 = 0, 1, ..., nmax,1.
The approximation of the unconditional and marginal distribution P(N1 = n1) is ob-
tained by factorizing the conditional distribution k(n1, n2) over P(N2 = n2), and similarly
P(N2 = n2) is obtained by factorizing q(n2, n1) over P(N1 = n1), i.e., solve the linear
system (cf. [4])
P(N1 = i) =
nmax,2X
k=0
k(i, k)P(N2 = k), for i = 0, 1, ..., nmax,1, (5)
P(N2 = j) =
nmax,1X
k=0
q(j, k)P(N1 = k), for j = 0, 1, ..., nmax,2. (6)
This system can be solved e!ciently and it can be shown that the solution is unique up
to a multiplicative constant. A su!cient condition is that Ri(n) > 0 whenever ni > 0. We
stress that Eq. (5)-(6) is an approximation, since k(n1, n2) 6= P(N1 = n1 | N2 = n2) and
q(n2, n1) 6= P(N2 = n2 | N1 = n1), i.e., the coe!cients are not equal to the conditional
steady state probabilities of the GDPS model when users from both classes are non-
persistent. The latter distributions for (G)DPS models have not yet been obtained and
simple expressions seem not to exist in contrast to egalitarian PS models.
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From the approximation for P(N1 = n1) and P(N2 = n2), the expectations EN1 and
EN2 are easily computed, and by applying the well-known Little’s formula, we approxi-
mate the mean le transfer time ETi for class i with EbTi, given by the simple formula
EbTi = ENibi(1 P(Ni = nmax,i)) , i = 1, 2. (7)
It is proven that the approximation for the queue length distributions, as obtained
from Eq. (1)-(6), yields an exact result for egalitarian PS models with state-dependent
system capacity that only depends on the total number of users in the system (see [4]).
In addition, it is numerically demonstrated and discussed that the approximation for
discriminatory PS models is accurate for the high priority class for a wide region of
tra!c loads. For the low priority class the approximation breaks down if the relative
weight ratio is extremely large (or small) in combination with heavy tra!c. For moderate
tra!c loads the approximation is accurate. For more than C = 2 tra!c classes, the
similar approximation method also works well; again except for the cases with extremely
asymmetric weights and heavy tra!c (see [4]).
5 NUMERICAL RESULTS
In this section we present numerical results obtained from our analysis and compare them
with WLAN simulation results. A detailed representation of the EDCA MAC layer has
been implemented in a C/C++ program. Su!cient independent replications were run to
obtain 95% condence intervals with a relative precision no worse than 5%. The default
parameter settings (without QoS dierentiation) for the MAC layer and the physical layer
are given in Table 1.
We present results for cwmin and AIFS-based dierentiation only, and for BASIC
access mode. We rst present the throughput results for persistent users (Stage 1).
The considered QoS scenarios are labelled by cwmin = (cwmin,1, cwmin,2) and AIFS =
(AIFS1, AIFS2). The simulation and analytical results for the aggregate system through-
put R(n1, n2) and the class throughputs Ri(n1, n2), i = 1, 2, are shown only for n1 = n2
with total number n1 + n2, since it is di!cult to visualize the dierence between 2-
dimensional functions (if mapped on R3). Graphs for n1 6= n2 are similar. In the second
part of this section, we present the mean le transfer time results (Stage 2) for the corre-
sponding non-persistent ow-level model.
Table 1. Default parameter settings for the MAC layer and the physical layer
parameter value parameter value parameter (all i) value
PHY 192 bits rWLAN 1 · 103 kbits/s nmax,i 25
MAC 272 bits B 1 µs cwmin,i 31
RTS PHY + 160 bits  20 µs rmax,i 3 (BASIC)
CTS PHY + 112 bits SIFS 10 µs AIFSi 2 (time slots)
ACK PHY + 112 bits DIFSdefault 2 (time slots)
packet size 12 kbits DIFSdefault 50 µs (time)W
W DIFSdefault = SIFS + 2 = 50 µs (converted from number of time slots to seconds×1036).
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Fig. 1. Aggregate system and class throughputs as function of the number of persistent users n1 = n2, ni =
1, ..., 25; for cwmin = (31, 63) and cwmin = (31, 127) (no AIFS dierentiation, i.e., AIFS = (2, 2)).
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Fig. 2. Aggregate system and class throughputs as function of the number of persistent users n1 = n2, ni =
1, ..., 25; for cwmin = (31, 31), AIFS = (2, 4) and cwmin = (31, 63), AIFS = (2, 4).
5.1 Packet-level: Throughput results for persistent users (Stage 1)
Figure 1 presents the throughput results where only cwmin-based QoS dierentiation is
applied; respectively for cwmin = (31, 63) and cwmin = (31, 127). Figure 2 presents results
for the scenario AIFS = (2, 4), and the scenario cwmin = (31, 63) with AIFS = (2, 4).
The analytical results for AIFS-based dierentiation are based on the Markov chain model
[12]. The numerical results accurately represent 802.11e packet-level behavior.
The cwmin and AIFS parameters dier in several ways. The cwmin is used to reduce
collision probabilities as well as providing QoS support. The cwmin-based dierentiation
mechanism approximately maintains the bandwidth ratio cwmin,2/cwmin,1 for large num-
ber of users. The QoS capabilities of the AIFS-based dierentiation mechanism are par-
ticularly eective for busy systems. The class with largest AIFS value will eventually
suer from starvation as the system gets busier. However, in a system with realistic, non-
persistent tra!c load, these large numbers of simultaneously active users are mostly not
achieved.
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Fig. 3. Mean le transfer time ET1 and ET2 as a function of the oered data tra!c load 4 = 41 + 42, with
241 = 42, for the default scenario (no QoS dierentiation) and 3 other QoS scenarios from Stage 1.
5.2 Flow-level: Transfer time results for non-persistent users (Stage 2)
We consider the mean le transfer time ETj for tra!c class j as a function of the oered
tra!c load 4 = 41 + 42, with 42/41 = 2 (the low priority class contributes twice as much
to the total oered system load, compared to the high priority class). Any pair of loads
(41, 42) can be chosen; however, to avoid 3-dimensional graphs we only depict the transfer
time results for the ratio of loads 42/41 = 2. The approximation result will be at ‘worst
case’ if 42/41 = 1; and under a constant total load 4 = 41+42, it will improve for increasing
ratio 42/41, and also improve for decreasing 42/41. To this end, observe that if 42/41 $4,
then the corresponding scenario is simply a single class (egalitarian) PS model with only
active users from class 2. Analogously, if 42/41 $ 0, then the corresponding scenario is a
single class (egalitarian) PS model with only active users from class 1.
We limit the number of users for each class in the system with nmax,i = 25. Figure 3
shows results for BASIC access mode and with exponentially distributed le sizes with
mean of 120 kbits (10 packets of 12 kbits) for both classes.
When no service dierentiation is applied, then clearly ET1 = ET2, and the approxi-
mation is exact for egalitarian PS models. Also, the analytical approximation accurately
represents the WLAN simulation result. For the other three scenarios with QoS dier-
entiation, the approximation yields accurate results for a realistic region of parameter
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settings. The absolute approximation error is small for the high priority class 1 and rela-
tively small for the low priority class 2, when the oered tra!c load is moderate (4 < 0.7).
The region where the approximation breaks down is when the system is highly overloaded
(4 >> 0.7). In the latter case, Ni is often close to its maximum value nmax,i and the
number of blocked users tends to increase to innity if the tra!c load is above a certain
threshold.
The analytical approximation for particularly the AIFS-based dierentiation and ex-
treme heavy tra!c is as expected not accurate since w21(n)  0, if the number of active
users is constantly large. However, from a practical ow-level point-of-view, an overloaded
WLAN system under BASIC access mode is not a realistic scenario setting. It is more ef-
cient to use the RTS/CTS mode instead of the BASIC mode when the system is heavily
loaded. From simulation results for RTS/CTS (not shown) we observed that the accuracy
of the approximation is mostly slightly better than the results for BASIC mode.
Finally, we note that the analytical approximation method is insensitive to the service
time (le size) distributions, i.e., the approximated mean le transfer times do not depend
on the choice of service time distributions. The queue length distributions and mean ow
transfer times in egalitarian PSmodels, such as Cohen’s GPS [5] model, have the attractive
property of insensitivity to the service time distributions. These egalitarian PS models
belong to the so-called class of product-form networks. The discriminatory PS models
(including GDPS) are non-product-form and do not have the insensitivity property, see
e.g. [3]. However, the sensitivity only becomes signicant when the priority weights are
extremely asymmetric in combination with heavy tra!c.
6 CONCLUSION AND FURTHER RESEARCH
We have presented an integrated packet/ow-level modelling approach for performance
evaluation of IEEE 802.11e WLANs with dynamically random user behavior. The packet-
level model describes the QoS mechanisms of the EDCA MAC layer in detail, and the
ow-level model is based on the observation that the considered 802.11e system behaves
approximately as a queueing system with a generalized discriminatory processor-sharing
(GDPS) service discipline.
We used an analytical based decomposition method [4] for approximating mean le
transfer times, since exact evaluation of (G)DPS models is not tractable. The 802.11e
WLAN simulations show that the ow-level behavior of 802.11e is closely represented
by a GDPS model with state-dependent service capacity and state-dependent service
weights. The approximation is accurate for a wide region of realistic parameter settings.
The scenarios where the approximation breaks down (particularly for the low priority
class) is when the starvation eect becomes signicant, i.e., when QoS scenarios are con-
sidered such that the relative priority weights are extremely small or extremely large in
combination with heavy tra!c (particularly from the high priority class users).
The (G)DPS modelling approach oers additional insights in the ow behavior of
802.11e. When a low priority user generates a data ow at a time instant when few high
priority users are active, then the low priority user will have relatively small le transfer
times. However, if more high priority users start to generate data ows, then the low
priority’s performance decreases severely, as if the service process is suddenly ‘frozen’.
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But on the other hand, due to the large share of bandwidth that the high priority users
receive, the high priority users reside in the system for a relatively short period of time.
When few high priority users are active, the low priority users still get a substantial share
of the available bandwidth.
We conclude that the low priority’s ow-level performance is characterized by a high
variance, whereas the high priority’s performance is much less variable. This shows that
providing time-bounded QoS guarantees seems impossible, particularly for the low priority
class. When statistical performance guarantees are given for the low priority class, then
these are at a generally small condence level (unless the system is light loaded). Topics
for further research include taking more enhancements in the physical layer into account
(e.g. capture eects) and to optimize the EDCA performance under certain guaranteed
QoS. Also, nding a tractable evaluation of the mean le transfer times conditional on
the user’s initial le size for IEEE 802.11e WLAN and (G)DPS is a challenging task.
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