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Warm inflation presents an exceptional description of the early universe cosmology.
It is a scenario of an inflationary dynamics in which the state of the universe during
inflation is not the vacuum state, but rather an excited statistical thermal state. It
introduces dissipation into the inflationary dynamics which can be well explained by
first principles of a quantum multi-field theory. Besides, this approach has several
attractive features. For instance, the additional friction may ease the required flatness
of the inflaton potential. Besides, even if radiation is subdominant during inflation,
may smoothly become the leading component if the ratio of dissipation Q & 1 at the
end of inflation (εeff ∼ 1 + Q), with no need for a separate reheating period. It
also may explain the nature of the classical inhomogeneities observed in the CMB,
since for WI the fluctuations of the inflaton are thermally induced; hence there is
no need to explain the troublesome quantum-to-classical transition problem of the
standard inflation picture, cold inflation, due to the purely quantum origin of the
density perturbations. Furthermore, one well established key aspect is the prediction
for a low tensor-to-scalar ratio, which now we see is consistent with Planck legacy.
Taking into account above encouraging warm inflation characteristics, in this thesis we
will describe both warm inflation model building and the confrontation of theory with
observation. We will examine two basic models: The Warm Little Inflaton scenario
and the distributed mass model. In each case, we determine the parametric regimes in
which the dynamical evolution is consistent for 50-60 e-folds of inflation, taking into
account thermal corrections to the scalar potential (if necessary). In the first model
we consider three distinct types of scalar potentials for the inflaton, namely chaotic
inflation with a quartic monomial potential, a Higgs-like symmetry breaking potential
and a non-renormalizable plateau-like potential. On the other hand, the distributed
mass model is examined for various mass distributions considering a chaotic quartic
potential. Both scenarios are theoretically and observationally successful for a broad
range of parameter values. Indeed, they agree remarkably with the Planck legacy data.
i
The Warm Little Inflaton is undoubtedly the simplest realisation of warm inflation
within a concrete quantum field theory construction, since it requires only a small
number of fields; in particular, the inflaton is directly coupled to just two light fields.
Distributed mass models can be viewed as realisations of the landscape property of
string theory, with the mass distributions coming from the underlying spectra of the
theory, which themselves would be affected by the vacuum of the theory.
ii
Lay Summary
The purpose of this thesis is to describe the consequences of dissipative dynamics in the
early universe. Moreover, the objective of early universe cosmology is to quantify the
observed features of the universe and to develop a physical model to account for them.
The most recent cosmological observations highly suggest that the early universe went
through a period of rapid exponential growth. This inflationary epoch can successfully
describe an expanding universe that is spatially flat, homogeneous and isotropic on large
scales, and where the large scale structure originated from primordial fluctuations with
a nearly scale-invariant, adiabatic, and gaussian spectrum. However, in the standard
inflationary picture, cold inflation (CI), depicted by a homogeneous scalar “inflaton”
field, the short period of quasi-de Sitter accelerated expansion phase quickly dilutes
away all traces of any pre-inflationary matter or radiation density, so that the state
of the universe is the vacuum state. However, this generates a supercooled universe
and leaves indeterminate a reasonable description of the transition from inflation to
the “hot Big Bang” scenario, required by Big Bang Nucleosynthesis, and the physics of
recombination leading to the Cosmic Microwave Background (CMB) that we observe
today. This necessarily requires the conversion of inflaton energy density into ordinary
matter and radiation and thus to its interactions with other fields. Thereby the inflaton
field could be coupled to other components and might dissipate its vacuum energy and
warm up the universe. This alternative scenario is known as the warm inflation (WI)
paradigm, where dissipative effects and associated particle production can, in fact,
sustain a thermal bath concurrently with the accelerated expansion of the universe
during inflation.
In the first project we explore the dynamics and observational predictions of the Warm
Little Inflaton scenario, presently the simplest realisation of warm inflation within
a concrete quantum field theory construction. We consider three distinct types of
scalar potentials for the inflaton, namely chaotic inflation with a quartic monomial
potential, a Higgs-like symmetry breaking potential and a non-renormalizable plateau-
iii
like potential. In each case, we determine the parametric regimes in which the
dynamical evolution is consistent for 50-60 e-folds of inflation, taking into account
thermal corrections to the scalar potential and requiring, in particular, that the two
fermions coupled directly to the inflaton remain relativistic and close to thermal
equilibrium throughout the slow-roll regime and that the temperature is always below
the underlying gauge symmetry breaking scale. We then compute the properties of the
primordial spectrum of scalar curvature perturbations and the tensor-to-scalar ratio in
the allowed parametric regions and compare them with Planck data, showing that this
scenario is theoretically and observationally successful for a broad range of parameter
values.
In the second project we study the dynamics and observational predictions of warm
inflation within a supersymmetric distributed mass model. This dissipative mechanism
is well described by the interactions between the inflaton and a tower of chiral multiplets
with a mass gap, such that different bosonic and fermionic fields become light as
the inflaton scans the tower during inflation. We examine inflation for various mass
distributions, analysing in detail the dynamics and observational predictions. We show,
in particular, that warm inflation can be consistently realised in this scenario for a broad
parametric range and in excellent agreement with the Planck legacy data. Distributed
mass models can be viewed as realisations of the landscape property of string theory,
with the mass distributions coming from the underlying spectra of the theory, which
themselves would be affected by the vacuum of the theory. We discuss the recently
proposed swampland criteria for inflation models on the landscape and analyse the
conditions under which they can be met within the distributed mass warm inflation
scenario. We demonstrate mass distribution models with a range of consistency with
the swampland criteria including cases in excellent consistency.
To sum up, I wish to describe the state of the art, with respect to both warm inflation
model building and the confrontation of theory with observation.
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“I saw the Aleph from every point and angle, and in the Aleph I saw the earth and
in the earth the Aleph and in the Aleph the earth; I saw my own face and my own
bowels; I saw your face; and I felt dizzy and wept, for my eyes had seen that secret
and conjectured object whose name is common to all men but which no man has
looked upon the unimaginable universe.”
—Jorge Luis Borges, The Aleph
For centuries humankind has observed the vast night sky and wondered which would
be its right place in this immense cosmos. Such desire for knowledge has shaped
numerous civilisations. Through culture they have given birth to several transcendental
interpretations of how our universe came to be what we observe. Among many
explanations, the scientific ones remain the most relevant since they endure the test of
time and stand exhaustive rational assessments. In western society, greek philosophy is
considered the most influential worldview. Philosophers such as Leucippus, Democritus,
Pythagoras and Ptolemy have helped to conceive a feasible description of the universe.
The geocentric model (also known as geocentrism, or the Ptolemaic system) illustrates
such relevance of those great greek thinkers.
In 1543, Nicolaus Copernicus challenged the geocentric system with the publications of
his famous book “On the Revolutions of the Heavenly Spheres”, in which states that
the Earth and the other planets instead revolved around the Sun. The Copernican
scheme was not actually more accurate than Ptolemy’s model, since it still used circular
orbits. With the invention of the telescope, later on, Johannes Kepler’s work (published
between 1609 and 1619) improved the heliocentric theory of Nicolaus Copernicus,
explaining how the planets’ speeds varied, and using elliptical orbits rather than circular
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orbits with epicycles [1]. It was Kepler’s exceptional theoretical interpretation of the
voluminous data, left by Tycho Brahe, that culminated in Isaac Newton’s “Principia
Mathematica” (1687), in which Newton derived Kepler’s laws of planetary motion from
a force-based theory of universal gravitation [2].
However, newtonian theory of reality yields inexplicable upshot, such as Bentley’s
paradox: “If all bodies attracted each other as Newton’s theory implies, Bentley thought
that each star and planet should, over time, be pulled towards its neighbours; eventually
the whole universe would come crashing in upon itself” [3]. Nonetheless, Newton’s
description, until today, remains as a sufficient explanation of gravity, since it can
explain adequately this interaction as long as, roughly speaking, the mass M of a system
is small compared to the size, R : M/R  1 (weak gravitational field). Conversely,
what paradigm may be expected to be important where either R becomes small faster
than M or M becomes large faster than R? The answer is General Relativity (GR),
Einstein’s awe-inspiring theory.
The equivalence principle is the cornerstone of Einstein GR, since it supports the
equality of gravitational and inertial mass. Einstein’s basic intuition was to postulate
that at a certain point in space-time one cannot distinguish experimentally between a
uniformly accelerated body and a uniform gravitational field. The equivalence principle
says that the cancelation of gravitational constituent by the inertial one, and hence their
equivalence, correspond to freely falling systems. Although for freely falling systems
in an inhomogeneous or time-dependant gravitational field, the inertial component
is not exactly equivalent to the gravitational one, we can still expect an approximate
cancellation if we restrict or attention to such a small region of space-time that the field
changes very little over the region. Therefore the equivalence principle is formulated
as the statement that “at every space-time point in an arbitrary gravitational field it is
possible to chose a “locally inertial coordinate system” such that, within a sufficiently
small region of the point in question, the laws of nature take the same form as in
unaccelerated Cartesian coordinate system in the absence of gravitation” [4]. Based on




gµνR− gµνΛ = 8πGTµν . (1.1)
From the Einstein’s gravitational field equations we can say that the left-hand side of
the equality describes the geometry of spacetime, and the right-hand side represents
the matter (energy) contained in such geometrical configuration; hence one can say
that the interaction of the material content modifies the geometry of spacetime. I will
explain in detail the above expression in the next chapter.
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When considering the universe as a whole [5], it includes all matter that exists in our
spacetime. Cosmology is the study of the universe considering a large-scale structure
and intrinsic physical behaviour. The formal study of cosmology as a discipline of
physics has been developed since the early twentieth century to today; it started with
the theory of Friedmann-Lemâıtre-Robertson-Walker (FLRW) of a universe that came
from a great explosion (Big Bang), through the inflationary theory [6] (one that tells us
that the cosmos at an early age must have gone through a dynamic phase of extremely
rapid growth) to the current stage of accelerated expansion [7]. It should be noted that
the introduction of a scalar field theory in FLRW can successfully reproduce inflation,
and in addition to accelerated expansion at late times [8, 9].
Nevertheless, scientific ideas must be proved by logic and well conducted experiments;
being the latter that demand the most overwhelming efforts. Without any doubt, we
are currently in the era of precision cosmology. As such, we have been able to test, with
high accuracy, the observable universe. According to the standard cosmology, which I
will introduce in detail later, light decoupled from the rest of the energy components at
temperatures about Tdec ≈ 0.3eV at a time tdec ≈ 3.8 × 105 years after the Big Bang,
from this time on photons (primordial photons) free-streamed and travelled basically
uninterrupted until they have reached us, giving rise the cosmic microwave background
(CMB); also known as the surface of last scattering. Before that, photons were highly
interacting leaving the universe effectively opaque. Therefore, the CMB remains the
most ancient piece of knowledge we have from the early universe. However, other
sources of information, such as neutrinos and gravitational waves could have travelled
from further.
The most recent cosmological observations of the CMB once again confirm a universe
that is expanding, spatially flat, homogeneous, and isotropic on large scales, and where
the large scale structure originated from primordial fluctuations with a nearly scale-
invariant, adiabatic, and gaussian spectrum [10].
Despite the fact that the standard “hot Big Bang” (SBB) cosmology is quite remarkably
simple, and it can explain successfully the basic characteristics of the observed
universe, such as the CMB, the Big Bang Nucleosynthesis (BBN), etc.; this presents
imperfections, or more accurately: it is not without its shortcomings. Indeed, it cannot
elucidate the primordial spectrum of rather small, but extremely important density
fluctuations imprinted in the CMB, and it requires incredibly precise initial conditions
to allow the universe to evolve into the one we observe today.
Originally the inflationary scenario was introduced in order to solve the shortcomings
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of the SBB [6], however, nowadays is considered as the most elegant process so far
proposed to understand for what reasons the universe is remarkably in agreement with
the standard cosmology, albeit there are still unanswered enigmas, such as the dark
sector. Hence inflation does not replace the SBB cosmology, but rather it is considered
as a “supplement” which occurred at the early stages of the universe.
Inflationary cosmology is based on the hypothesis that the early universe expanded
exponentially quickly for a fraction of a second. For an inflationary expansion of about
a factor of 1026 a the problems of the SBB can be overcome. During this inflationary
regime the universe was dominated by a very peculiar form of energy b, which is often
modelled by a scalar field φ: the “inflaton”, with potential energy density V (φ).
Accelerated expansion occurs when the potential energy of the field, V (φ), dominates
over its kinetic counterpart, φ̇2/2. This mechanism to explain acceleration in the early
universe is called slow-roll inflation, since the field evolves slowly “enough”, so that
the potential energy dominates over its kinetic equivalent. Inflation ends at φend
when the kinetic energy has grown to become comparable to the potential one, i.e.
φ̇2/2 ≈ V (φ). Moreover, inflation has the ability to correlate scales in such a way
that otherwise they would be disconnected, i.e. this paradigm offers an explanation on
the primordial spectrum imprinted on the CMB. The basic picture is that quantum
fluctuations, that were in causal contact with themselves, during inflation are stretched
beyond the horizon by inflation, where we see them as classical fluctuations on scales
larger than the horizon at the end of it. Indeed, inflation can successfully explain the
recent measurements of the temperature anisotropies of the CMB; in particular models
based on the dynamics of a slowly rolling scalar field are in outstanding agreement with
observations, since they can generate a primordial spectrum of density perturbations
that is essentially adiabatic, gaussian and nearly scale-invariant. Ultimately, inflation
provides an explanation for the initial conditions observed throughout the large-scale
structure of the universe
However, by itself, this solution creates additional problems. For instance, the universe
is not currently in an exponential inflationary phase; therefore, a viable model must
provide a way to end such a period of inflation. Besides, if the solution was applied
to anything, it should leave us with no matter and radiation in this universe. So
there should be a way to regenerate the content material after enough inflation has
happened. Also, since density perturbations produced during inflation evolve into the
aThis factor means that inflation lasted for at least 60 e-folds, since ln 1026 ' 60. I will introduce
later the concept of e-folding, but essentially is the amount by which the universe inflates.
bEssentially for a quasi-de Sitter accelerated expansion the universe must be dominated by an energy
content with negative pressure.
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classical inhomogeneities observed in the CMB, there must be an explanation of the
troublesome quantum-to-classical transition problem. There are more issues that are
relevant to tackle, besides the aforementioned shortcomings, but I will discuss them
later.
In the standard inflation picture, cold inflation (CI), depicted by a homogeneous scalar
“inflaton” field, the short period of quasi-de Sitter accelerated expansion phase quickly
dilutes away all traces of any pre-inflationary matter or radiation density, so that the
state of the universe is the vacuum state. However, this generates a supercooled universe
and leaves indeterminate a reasonable description of the transition from inflation to
the SBB scenario, required by BBN, and the physics of recombination leading to the
CMB that we observe today. This necessarily requires the conversion of inflaton energy
density into ordinary matter and radiation and thus to its interactions with other fields.
Besides, in CI the inflaton decay can only play a significant role at the end of
the slow-roll regime, since particle production is not pictured to occur within the
inflationary expansion phase. This leads to cold inflation ending through the standard
“(p)reheating” c paradigm [11]. The reasoning behind this phase lies in the fact that
the perturbative decay width of a particle is generically smaller than its mass, which in
turn lies below the Hubble expansion rate for a slowly rolling scalar field. Consequently
such interplay between the inflaton and other constituents may perform a negligible
role during the slow-roll phase of inflationary models. Nonetheless, it is relevant to
note that the perturbative decay width only describes the decay of a field close to the
minimum of its potential [12], which is evidently not the case during slow-roll dynamics,
and that finite temperature effects can further significantly enhance the rate at which
the inflaton dissipates its energy into other degrees of freedom. Thereby the inflaton
field could be coupled to other components and might dissipate its vacuum energy and
warm up the universe. This alternative scenario is known as the warm inflation (WI)
paradigm [13, 14], where dissipative effects and associated particle production can, in
fact, sustain a thermal bath concurrently with the accelerated expansion of the universe
during inflation.
Essentially warm inflation is a more profound realisation of inflation. It is not an
exhaustive reformulation but rather a deeper rethinking. Recall that throughout the
inflationary regime, the dynamics is governed by a scalar field, which during inflation
carries most of the energy of the universe and which interacts with other counterparts
cBriefly, reheating is a hypothetical process that occurred right after inflation ended but before the
radiation domination era or the SBB scenario. This scenario intends to explain that most of the energy
density of the inflaton field at the end of inflation, in the CI scenario, may be available for conversion
into thermalised form.
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(radiation, matter, etc.). On the one hand, the CI scenario assumes explicitly that
these interactions have no other effect except to modify the scalar field effective
potential through quantum corrections. On the other hand, the WI scenario poses
that interactions not only modify the scalar field potential but also lead to fluctuation
and dissipation effects. Moreover, dissipative effects can be well explained by first
principles of a quantum multi-field theory, and they are important during the inflation
period so that radiation production occurs simultaneously with inflationary expansion.
The idea of inflationary expansion and particle production occurring concurrently was
suggested by L.Z. Fang, Moss, Yokoyama and Maeda [15] and then independently
rediscovered almost a decade later by Berera and Fang [13]. At first the main insight
was to introduce a dissipative term Υφ̇ in the inflaton evolution equation, as a source of
radiation production; but later was not only included the dissipative contribution but
also a noise force term that would drive the inflaton fluctuations, with a fluctuation-
dissipation theorem uniquely specifying the inflaton fluctuations.
WI has other several attractive features. For instance, the additional friction may ease
the required flatness of the inflaton potential. Also, even if radiation is subdominant
during inflation, it may smoothly become the leading component at the end of inflation,
with no need for a separate reheating period. It also may explain the nature of the
classical inhomogeneities observed in the CMB, since for WI the fluctuations of the
inflaton are thermally induced, as such, these initial seeds of density perturbation
already are classical upon definition; hence there is no need to explain the troublesome
quantum-to-classical transition problem of CI, due to the purely quantum origin of the
CI density perturbations.
Realising warm inflation within a consistent quantum field theory framework has,
however, proved to be a challenging endeavour. Non-equilibrium dissipative effects
are Boltzmann suppressed unless the particles in the radiation bath are relativistic,
while the inflaton typically gives a large mass to the fields it couples directly to.
In addition, relativistic particles change the form of the inflaton potential at finite
temperature, typically inducing large thermal corrections to the inflaton’s mass that
may prevent slow-roll unless the associated inflaton couplings are very suppressed,
therefore rendering dissipative effects ineffective in sustaining a thermal bath during
inflation [16, 17]. For several years, the leading solution to these problems was to
consider models where the inflaton only couples directly to heavy fields, which in turn
decay into light particles in the thermal bath [18]. In these scenarios thermal corrections
to the inflaton potential become Boltzmann-suppressed, while dissipative effects can
nevertheless be significant if one considers a large number of fields coupled to the
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inflatond. While such scenarios may find natural realisations in specific constructions
within e.g. string theory [22] where field multiplicities can be large during inflation,
they cannot provide a simple and sufficiently generic realisation of warm inflation.
A more promising scenario was proposed recently [23] where the above-mentioned
problems were addressed using symmetries rather than large field multiplicities. This
Warm Little Inflaton (WLI) scenario, so-called due to its similarities with Little
Higgs models of electroweak symmetry breaking [24, 25], considers an inflaton field
that corresponds to the relative phase between two complex Higgs scalars that
collectively break a local U(1) symmetry. These complex scalars interact with fermions
through Yukawa interactions that, in addition, satisfy a discrete interchange symmetry,
essentially leading to an effective theory below the symmetry breaking scaleM involving
the inflaton field and two Dirac fermions.
On the other hand, one of the earliest warm inflation models [26] suggested the idea
that parameters in an inflation model could be randomly distributed. The distributed-
mass-model (DM model) [27–30] was subsequently proposed and built on this idea
in the context of string theory. It observed [30] that models from string theory
have states at many energy levels and the distribution of these levels is ultimately
dictated by the string vacuum. This proposal was highly criticised at that time, for
instance in [31] authors remarked how difficult is to realise the idea of WI in realistic
models of elementary particles, due to its large number of fields. Nevertheless, the
model was intended to illustrate a scheme developed by first principles inspired by
string theories exhibiting N = 1 global supersymmetry, with the inflaton coupled to
massive modes of the string [32]. Within this context, as a natural consequence of
the modification of short-distance physics, required by string theory, a large number of
fields is necessary to accomplish sufficient inflation [27–29]. Although, this model may
be regarded as discouraging from any realistic inflation physics, such methodology is a
good constructive tool for studying WI dynamics. Moreover, this scheme is evidence
that combining theoretical implementation with observations, inflation paradigm can
be examined as multi-field problem.
The purpose of this thesis is to describe the consequences of dissipative dynamics in the
early universe. I will start this thesis with a brief review of some fundamental cosmology
since it will be necessary to set the scene for the subsequent segments of this thesis.
In Chapter 2 I will present the The Standard “hot Big Bang” (SBB) cosmology. In
Chapter 3 I will present the inflationary paradigm, and how this (at some degree) solves
dIn this case dissipative effects are the result of heavy virtual modes that are not Boltzmann-
suppressed [19–21].
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the problems associated with the standard cosmological. Moreover, I will describe how
the most recent cosmological observations of the CMB can be well explained by density
perturbations due to the inflaton. In Chapter 4 I will introduce briefly warm inflation
and fluctuation-dissipation dynamics, in particular I will show how these effects play an
important role during inflation. In Chapter 5 I will present my original contribution.
We explore the dynamics and observational predictions of the Warm Little Inflaton
scenario. In Chapter 6 I will present another original contribution. We study the
dynamics and observational predictions of warm inflation within a supersymmetric
distributed mass model. In Chapter 7 I conclude this work and offer an outlook of
what needs to be done for further research in this attractive field.
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Chapter 2
The Standard “hot Big Bang”
(SBB) cosmology
“It is part of the martyrdom which I endure for the cause of the Truth that there
are seasons of mental weakness, when Cubes and Spheres flit away into the
background of scarce-possible existences; when the Land of Three Dimensions seems
almost as visionary as the Land of One or None; nay, when even this hard wall that
bars me from my freedom, these very tablets on which I am writing, and all the
substantial realities of Flatland itself, appear no better than the offspring of a
diseased imagination, or the baseless fabric of a dream.”
—Edwin A. Abbott, Flatland: A romance of many dimensions
The standard model of cosmology, also known as the Standard “hot Big Bang” (SBB)
model, explains successfully the origin and evolution of the universe, due to two essential
astronomical observations that support its acceptance:
• The current expansion of the universe and
• The background radiation of almost three Kelvin (electromagnetic radiation ob-
served in all directions of the universe, which is associated with its temperature).
Fundamentally this paradigm is established on the cosmological principle, introduced
first by Albert Einstein based on the ideas of Ernst Mach [33]. It can be summarised
as follows: in every epoch, the universe presents the same aspect in each pointa, except
aAlmost any contemporary model of cosmology is based on the idea that the universe is very much
the same everywhere, a statement that is sometimes known as the “Copernicus principle”.
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for local irregularities, that is to say that the universe on large scalesb is homogeneous
and isotropic.
Before I introduce more technical details, we must revise Edwin Powell Hubble’s
tremendous astronomical discovery, as well as the concept of redshift.
2.1 Redshift
Cosmology is a science where the source of data is astronomical observations. However,
distances and cosmological times are not directly evident, since we are anchored on the
earth. Instead, we have to use what we can actually measure, which is the properties of
objects that we can see, i.e. objects on our past light cone. Moreover, if the universe is
expanding, these objects, such as galaxies, should move away from each other, meaning
that the wavelength of light emitted by a retreating galaxy stretches out. Hence, this
stretching factor is defined as the redshift z:






where ν = c/λ is the frequency of the emitted or observed object. For non-relativistic
recession velocity vz  c or low redshifts, the redshift is simply given by z = vz/c,
where c is the speed of light in the vacuum. We shall see that higher redshift in general
means further away and older. Since astronomical observations from distant galaxies
exhibit a red shifted spectra, we conclude that the universe is expanding.
2.2 Hubble’s Law
In the 1920’s Edwin Powell Hubble was studying cosmic objects from Mount Wilson,
which were known at the time as nebulae. He determined, by stars of variable brightness
known as Cepheids, that the distance of the Andromeda galaxy was about 700,000 light-
years [34]. Likewise, using a method known as cosmic distance scale [35], found the
distances to different nebulae that turned out to be extragalactic. He concluded that
the island universes are located very far from our galaxy.
Moreover, Hubble established that the speed of the galaxies and their distances were
correlated in such a way that the farther they were from the earth, the faster they
bTo greater scales than 100 megaparsec. The parsec (pc symbol) is a unit of length used in astronomy.
Its name is derived from the parallax of one arc second. 1 parsec = 206 265 UA = 3.26 light-years =
3.0857×1016 m.
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moved away from us, this result is known as Hubble’s law [36]. This realisation is a
law of cosmology that states that the redshift z, which is related to the distance to the
location of a galaxy, is proportional to the speed vz with which the galaxy moves away
from us. This law in terms of the redshift states:
vz = zc = Hd , (2.2)
where vz is the speed of separation among the galaxies (recession speed), d is the
distance among them and H is the Hubble parameter. Hubble obtained a value for
the constant H equal to 500 km s−1 Mpc−1, i.e. for each megaparsec of distance its
recession speed increases at a rate 500 km s−1. The implementation of different methods
of measuring distances and speeds has led to this parameter is changing. The most
current value was provided by Planck satellite: H0 = 67.36±0.54 km s−1 Mpc−1, where
the subscript 0 represents the present outcome [10].
A decade before Hubble made his observations, several physicists and mathematicians
had established a consistent theory of the relationship between space and time using
Einstein’s field equations of general relativity. Applying the general principles to the
nature of the universe produced a dynamical solution that contrasted with the then
prevailing notion of a static universe, but thanks to these studies, Hubble made his
greatest discovery, and certainly one of the most important in the history of humanity:
the universe is expandingc.
2.3 Friedmann equations of motion: FLRW universes
The most general metric that represents a homogeneous and isotropic spacetime with
constant curvature is given by the FLRW metric, that is:






dθ2 + sin2 θdφ2
)]
, (2.3)
where t is the cosmological time, a(t) is the scale factor (magnitude that yields a
measurement of the evolution of the distances between two fixed points in a given
spatial section), k is the curvature of a prescribed spatial region and takes values among
cHowever, this statement comes with controversy. A few years before Hubble published his
discoveries, George Lemâıtre studied the cosmos on theoretical grounds, by implementing GR, and
he reported that the universe is expanding. Yet, it was not until 1931 that Lemâıtre published in
english an article in Nature setting out his theory of the “primeval atom” [37]. In it, he enunciated:“If
we go back in the course of time we must find fewer and fewer quanta, until we find all the energy of
the universe packed in a few or even in a unique quantum”. Arguably this can be the birth of the hot
Big Bang model.
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0,1, and -1 (space of zero, positive, and negative curvature); r is the radial coordinate,
θ is the polar angle, and φ is the azimuthal angle. Seen in this way, space-time is
sliced in space cuts perpendicular to the direction of cosmological time t, where k is the
curvature of each spatial slice, homogeneous and isotropic. The form of a(t) depends
on the properties of the matter of the universe, as we will see next.




gµνR− gµνΛ = κ2Tµν , (2.4)
where we have taken c = 1, then κ2 = 8πG, G = 6.674 × 10−11m3kg−1s−2 is
the Newtonian constant of gravitation, gµν is the metric tensor (eq. (2.3)), which
signature is (+,−,−,−), Rµν and R = gµνRµν are the Ricci curvature tensor and
scalar curvature, respectively. The greek indices run from 0 to 3, additionally if latin
indices i, j, etc. appear, they go from 1 to 3. Also Λ is the cosmological constantd, and
the stress-energy tensor:
Tµν = (ρ+ p)UµUν − pgµν , (2.5)
note that we have considered a stress-energy tensor corresponding to a perfect fluid, of
which the universe is full. Hence ρ is the energy density and p = p(ρ) is the isotropic
pressure; both expressions are functions that depend on t. Also, the local 4-velocity
of the fluid Uµ = (1, 0, 0, 0), that must be a temporal vector, i.e. UµUµ = 1. Perfect
fluids, also called Pascal’s fluids, are those that are described only by their distribution
of mass (mass-energy density) and pressure (which is isotropic); neither viscosity nor
thermodynamics are involved.
Implementing the FLRW metric eq. (2.3) into the field eq. (2.4) and the perfect fluid

























where we have defined the Hubble parameter as the ratio of expansion; the upperdot·
represents the derivate with respect to time t, and the cosmological constant is related
dNowadays Λ may refer as the energy density of space, or vacuum energy, that arises in Albert
Einstein’s field equations of general relativity. It is closely associated to the concepts of dark energy
and quintessence [38].
12
to the energy density of the vacuum as ρvac = Λ/κ
2. The expression (2.6) is called
Friedmann equation, while eq. (3.12) is the Raychaudhuri one.
The formula that describes how the material content of the universe changes over
time, i.e. the energy density ρ and the pressure p, is obtained by taking the
covariant derivative of the energy-momentum tensor ∇µTµν = 0; whose expression,
by considering the metric eq. (2.3), yields:
ρ̇+ 3H (ρ+ p) = 0 . (2.8)
It is important to note that the above expression represents the conservation of energy.
In order to describe in more detail how distinct matter configurations affect dynamically





this parameter helps us to describe the dynamical effects of the density of total matter





Due to special relativity, we know that energy and matter represent the same physical
entity, only that each one shows its different face; hence, we must add all the
contributions of the different energy constituents of the cosmos. One can parametrise
the various species of components by employing the density parameter Ωi, then the
Friedmann equation (2.6) can be written as:
Ω = Ωm + ΩΛ = Ωk + 1 , (2.11)
where ΩΛ = Λ/3H
2 corresponds to the energy density of the cosmological constant,
Ωk = k/(a
2H2) parameterises curvature, and Ωm = κ
2ρ/3H2 is the total density of
matter, which can be divided into Ωm = Ωdm + Ωb, where Ωdm and Ωb constitute
the density of dark and baryonice matter, respectively. The sign of k is, therefore,
ePractically all matter that we may experience or encounter in everyday life is baryonic matter,
which includes atoms of any sort.
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determined by Ω in the following way:
if ρ < ρcrit ⇒ Ω < 1⇒ k < 0⇒ open universe ,
if ρ = ρcrit ⇒ Ω = 1⇒ k = 0⇒ flat universe , (2.12)
if ρ > ρcrit ⇒ Ω > 1⇒ k > 0⇒ closed universe .
Hence, the cosmological density parameter tells us which of the three FLRW geometries
describes our cosmos. Currently, observations of the CMB and the large-scale structure:
baryon acoustic oscillations (BAO) and supernovae (SNe), find that the universe is
nearly flat, with Ωk  1 as seen in fig. 2.1. Note that the evidence for flatness cannot
be obtained from CMB observations alone.
Figure 2.1: Plot of the total density of matter Ωm versus the spatial curvature Ωk from
Planck alone or in combination with BAO data. This plot constraints the spatial curvature,
where the vertical dashed line indicates a spatially flat universe. Indeed, this upshot is quite
consistent with the combination of all of the observations (solid, purple filled contour). Also,
points are coloured by the value of the Hubble constant (colour bar), dashed lines show the 68
and 95 % confidence contours from the fiducial likelihood, while dotted lines show those from
the alternative (CamSpec) likelihood as an indication of the systematic uncertainty. Source
Planck Legacy [10].
2.4 Solutions to Einstein’s equations
In this section I present some solutions for the evolution equations of a FLRW
cosmology. First of all, note from the eqs. (2.6), (2.7), and (2.8), that two of these
expressions are linearly independent, and since we have the following set of variables
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to be determined: {a(t) , ρ(t) , p(t)}, we need another equation to close the system.
Hence we must specify a state equation for the perfect fluid, in this case we will use a
barotropic fluid, whose equation of state is given by:
p = ωρ , (2.13)
where ω is a constant, −1 ≤ ω ≤ 1, called the barotropic parameter. It can described
radiation ω = 1/3, non-relativistic matter (or dust) ω = 0, or vacuum energy ω = −1.
The first cosmological models were very useful to understand the dynamics of the
universe, however, the cosmological constant was not considered, since at that time it
was not known exactly what it represented physically; therefore it is taken as Λ = 0
for the models in which non-relativistic matter and radiation dominate.
Then, in order to solve the equations of motion, we substitute eq. (2.13) into eq. (2.8),
so we obtain:
ρ̇+ 3H(ω + 1)ρ = 0 , (2.14)
having as a solution:
ρ ∝ a−3(ω+1) . (2.15)
Now, we must find the dependency of a with respect to t, so we employ eq. (2.15) into














Note that with eq. (2.17) one can find basically any solution, once the barotropic
parameter is fixed, however, for the vacuum energy case (ω = −1) see that the power
of t becomes infinity, yielding a mathematical inconsistency; so one has to pursue
another approach in order to find a(t).
For the case ω = −1 we have a negative pressure, i.e. p = −ρ, so we have to examine
Λ 6= 0. But before proceeding, it is interesting to note that once Einstein published GR,
he devoted himself to make cosmological considerations using it, hence all work in the
cosmological context from that moment has employed such theory as the fundamental
tool. He discovered that it was impossible to construct a mathematical model of a
static universe consistent with GR [39], however, Einstein was convinced that the
universe was static, for this reason he introduced a constant: the cosmological constant
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Λ. The implementation of this expression was to offer a force of attraction against
the expansive solution that he had found, and by that time was not favoured by the
observations. Currently, this term is elucidated somewhat different, since now it can be
seen as a negative pressure that counteracts the force of attraction, and can also explain
the “present” accelerated expansion that is observed [7]; moreover, this constant has
rather similar characteristics to the vacuum energy. Then, let us consider Λ 6= 0, by








and as a result we have
a ∝ exp(Ht) , (2.19)
where the Hubble parameter is H = (Λ/3)1/2. This scenario is known as de-Sitter
solution; this represent the model of an empty universe (ρ = p = 0) and null curvature
(k = 0). In this empty framework, test particles move away from each other due to
the gravitational repulsion effect caused by the cosmological constant. It is obvious
that if we lived in a universe dominated by the cosmological constant, a would grow
exponentially, that is, spacetime would be expanding at an incredibly huge rate. Notice
here that given ΩΛ = 0.6847 ± 0.0073 [10] and due to total Ω is equal to 1 (in a flat
universe), an interesting question arises: are we living in a time when the vacuum energy
(cosmological constant) dominates? Current measurements tend to an affirmative
response [10].
Several epochs can be distinguished via different dominated forms of matter within the
cosmos (when k = 0), the main ones that intersect with the astrophysical observations




ρ : radiation⇒ ρ ∝ a−4 ⇒ a ∝ t1/2 ⇒ H ∝ 1
2t
p = 0 : non-relativistic matter⇒ ρ ∝ a−3 ⇒ a ∝ t2/3 ⇒ H ∝ 2
3t
(2.20)
p = −ρ : vacuum energy⇒ ρ ∝ constant⇒ a ∝ exp(Ht)⇒ H ∝ constant
The early universe was dominated by radiation, the adolescent one by matter, and
the present universe is being dominated by vacuum energy. Indeed, observations of
the CMB and the large-scale structure find that the late universe is being dominated
by dark energy Λ (see fig. 2.2). Once again, note that the evidence for dark energy
fThe real world is a messy place, consisting of different sort of energy densities. Since distinct kind
of constituents involve different ranges, in any way, for long periods of time, the energy density can be
clearly dominated by only one type of source.
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becomes noticeable by the blending of various data sources.
Figure 2.2: Plot of the 68.3%, 95.4% and 99.7% confidence level contours on ΩΛ and Ωm
obtained from CMB, BAO and the Union SN set, as well as their combination (assuming
ω = −1). This plot represents a distinct evidence for dark energy. Source M. Kowalski et al.
[40]
2.5 Distance-redshift relation
Measuring distances in an expanding universe requires subtle considerations. Moreover,
the cosmological principle implies that the expansion should be the same everywhere
at any given time. By means of the scale factor a(t) we can measure cosmological
distances. Also, we can imagine space as a lattice which expands uniformly as time
evolve. Then, the comoving distance between two points is the measurement of the
difference between coordinates, so if points in the grid maintain their coordinate, this
remains constant. On the other hand, the physical distance is proportional to the
scale factor, so in fact this does change with time. In a flat universe in the absence of
interactions g, light travels a comoving distance dτ = dt/a(t) (conformal time), which
corresponds to null rays ds2 = 0 (see eq. (2.3)). Hence the total comoving distance
gDue to the homogeneity and isotropy of space one may select r0 = 0, hence geodesics passing
through r0 are lines of constant θ and φ, so dθ = dφ = 0.
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Such integral is simple to calculate for any given a(t), provided a particular model,
but the distance is not itself directly measurable. Moreover, this distance becomes
very relevant because no information could have propagated further than τ since the
beginning of time. Therefore, regions separated by distance greater than τ are not
causally connected. Often a(t) is normalised so that a(t0) = 1 today, so that for
instance, a = 1/2 corresponds when the universe was half as expanded as it is today.
Then the redshift can be written as:







since a(tobs) = a(t0) = 1. Any increase (decrease) in a(t) leads to a red-shift (blue-
shift) of the light from distant sources. Note that dz/dt = −ȧ/a2 = −H/a, hence the







We can think of τ as the comoving particle horizon, which is the maximum distance from
which light can have reached us, starting out at the Big Bang when z =∞. For instance,
the photons from the CMB last scattered off electrons at zdec ' 1100; indeed, this is
the furthest distance light can have travelled from decoupling, since then photons have
gone through a free journey throughout space. Before that, photons were interacting
leaving the universe, in that epoch, effectively opaque. Additionally, the distance of
the last-scattering surface is often considered the boundary of our observable universe,
however, in principle both neutrinos and gravitational waves could have travelled from
further.
On the other hand the event horizon designates the limit of how far we can see in the
infinite future (which corresponds to redshift z = −1). If the universe is accelerating,
the integral will converge, meaning there is a limit to how far we can see in the universe
ever, while if the deceleration were to cease in the future there may be no event horizon.
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2.6 Equilibrium thermodynamics in the expanding universe
Through most of the early universe the density of material within it was at high
densities, hence reactions proceeded fast enough to keep particles in equilibrium.
Different species shared a common temperature T , and they can be considered to
behave as perfect gaseous fluids. The properties of such a gas come from considering
a volume V = L3 and expanding the fields inside it into periodic waves; the density of





where gi is the degeneracy of the species that accounts for the number of spin or other
quantum states (e.g., equal to 2 for the photon for its polarisations) and as usual the
momentum is given by P = k h. For a species in kinetic equilibrium the phase space






with a minus (plus) sign for bosons (fermions), which takes into account their difference
as indistinguishable (distinguishable) particles; and µ is the chemical potential. The
energy is E(P ) =
√
P 2 +m2. Note that the occupation number depends on both the
ambient temperature T and the chemical potential µ. Full thermal stability requires
both chemical and kinetic equilibrium, i.e. the particles have both the correct overall
number density and the correct energy distribution, and then µ is zero. This follows
directly from the first law of thermodynamics associated with a change in particle
number, which states:
dE = TdS − pdV + µdN . (2.26)
Hence, as N regulates to its equilibrium value, we expect that the system will be
stationary with respect to small changes in N . In a thermal equilibrium background,



















On the other hand, to compute the energy density of the background, we multiply the














E(P ) , (2.28)
hNote that in fact P = ~k, but since I considered c = 1 so ~ = 1; also the Boltzmann constant
kB = 1 as well.
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where ζ(3) = 1.202 . . . is the Riemann zeta function of 3. In the non-relativistic limit







exp [−(m− µ)/T ] (2.33)
ρ = nm (2.34)
p = nT  ρ , (2.35)
note that the number density is suppressed by the exponential “Boltzmann” factor,
which in turn restrains ρ and p. For a nondegenerate (T  µ), relativistic species, the










T ' 3.151T Fermions (2.37)
By taking the chemical potential much smaller than the temperature, the distribution







moreover, since the early universe was to a robust approximation in thermal equilib-
rium, energy and entropy are extensive quantities for a thermal background. Thus,
iOne can prove this by making a change of integration variable: P =
√
E2 −m2 so dP =
EdE/
√
E2 −m2, then one takes the derivative d/dT of p (eq. (2.29)), noting that f = f(E/T ) so
this leads to ∂f/∂T , however, one can rewrite ∂f/∂T in the integral as −(E/T )∂f/∂E, then one can
integrate eq. (2.29) by parts, and from there its is straightforward to find dp/dT = (ρ+ p)/T .
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writing the first law of thermodynamics for µ = 0 and using E = ρV we have:
TdS = d(ρV ) + pdV = d [(ρ+ p)V ]− V dp , (2.39)




















up to an additive constant. Recall that the energy conservation law (first law of
thermodynamics) can be written as:
d [(ρ+ p)V ] = V dp , (2.42)






= 0 , (2.43)
this result indicates that the entropy per comoving volume is conserved j. Additionally,
in the relativistic limit the energy density obeys the usual black-body scaling ρ ∝ T 4.
We also know that the pressure is p = ρ/3, so that the entropy density takes an























Recall that the number density also scales as T 3 (eq. (2.31)), we have that the resulting
entropy just counts the number of particles. Indeed, this result is usually called the
entropy per baryon, which is the ratio of the number density of photons in the universe
to the number density of baryons (protons plus neutrons).
Collecting the above together, the total density of relativistic species at a temperature
jThe expansion of the universe takes place at constant entropy, since there is no heat flow in a
homogeneous cosmos.
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where geff counts the total number of effectively massless degrees of freedom for energy
density and pressure, which expresses the fermion contribution as an effective number
of bosons, where the relative factor 7/8 accounts for the difference in Fermi-Dirac and






where now heff is the total number of effectively massless degrees of freedom for entropy
density. The general relations at background temperature T , by taking into account








































In the early universe all particles species shared a common temperature, since they were
in thermal equilibrium, hence heff = geff ; however, this ceases to be true at late times,
when the neutrinos and photons have different temperatures. In the relativistic limit, at
high temperature, all the particles of the Standard Model are present: 28 bosonic and
90 fermionic degrees of freedom, therefore geff = heff = 28 + (7/8)90 = 106.75. These
parameters fall and separate each other as the temperature drops and more species of
particles become non-relativistic.
As mentioned before, throughout the early universe, and particularly during the
radiation dominated era, the reaction rates of particles in the thermal bath, Γint, were
much greater than the expansion rate, H, thus a local thermal equilibrium should have
been maintained. Beside the conservation of S implies that s ∝ a−3, and hence that
heffT
3a3 remains constant as the universe expands. Therefore, the temperature evolves
as
T 3heff ∝ a−3 . (2.50)
Note that while heff is constant (T -independent), we obtain just T ∝ a−1, where this
is outcome can be recognised by other means: by noting that for radiation ρ ∝ a−4 and
while ρ ∝ T 4 the conventional relation T ∝ a−1 is informally justified.
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2.7 Early universe puzzles
The SBB paradigm explains successfully the basic characteristics of the observed
universe, such as the CMB, the BBN, etc.. However, for a deeper understanding of
the early universe, there remain key conceptual riddles. From a more observational
perspective, there are the astounding flatness and homogeneity of the universe; where
the latter is also refer as the horizon problem; as well as the absence of monopoles
and other topological defects produced during phase transitions in the early universe.
I will briefly introduce some of them, for a more detailed discussion however, consult,
for instance [41–44].
2.7.1 The horizon problem (or how is that the universe is very
homogenous and isotropic on large scales)
The comoving spacetime region in which one point could affect or have been affected












where the factor (aH)−1 is called the comoving Hubble radius; this represents the
distance beyond which particles cannot communicate at a given time. Additionally,
observations of the CMB indicate the existence of temperature correlations across
distances throughout the sky; these photons randomly distributed have nearly the same
temperature T = 2.7255± 0.00057 K [45]. Hence, at the time light decoupled from the
rest of the energy components the observed near-homogeneity of the CMB tells us
that the universe was quasi-homogeneous, which is a property of thermal equilibrium.
However, if we think in simple terms, in a universe dominated by radiation or non-
relativistic matter, the comoving particle horizon grows monotonically: τ ∝ a (a1/2)
for radiation (non-relativistic matter). Thus the evolution of the comoving particle
horizon, on either matter content, suggests that structures on length scales entering the
horizon today have never been in causal contact before, which contradicts the CMB
quasi-homogeneity. Hence one must assume an extremely fine-tuned initial condition.
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Figure 2.3: A sketch of the horizon problem. The region inside the cone at any time is causally
connected to us (at the centre). Photons emitted from the last scattering surface (at redshift
z ∼ 1000) started outside of this region. Therefore, at the last scattering surface, they were
not in causal contact with us and certainly not with each other. Yet their temperatures are
almost identical. Source S. Dodelson [44]
2.7.2 The flatness problem (or why the total energy density of the
universe is “critical”)
As mentioned before, in GR the description of the geometry of the cosmos is related to
its matter content; and if the total energy density of the universe takes the critical value
ρc (eq. (2.10)) then the spatial geometry is flat (see eq. (2.12)). Indeed, observations
show that the present universe is very nearly flat Ω(t0) ∼ O(1) [10]. Hence, if the early
universe was indeed flat, then it must remain so for all time. However, since the factor
aH is a decreasing function of time during radiation or matter domination epochs, as
given by eq. (2.20), therefore a flat curvature is an unstable circumstance:
|Ω− 1| ∝ t radiation epoch (2.52)
|Ω− 1| ∝ t2/3 non-relativistic matter epoch (2.53)
Indeed, even a tiny deviation from curvature zero would cause that Ω evolved quite
differently and very quickly the universe would have become more curved. To explain
the geometric flatness of space today therefore once again requires an extreme fine-
tuning in the SBB.
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2.7.3 The relic problem
This problem arises from the fact that many Grand Unified Theoriesk (GUTs) predict
the existence of stable exotic particles and topological defects, that would have
theoretically formed at very early stages of the universe under hot and highly energetic
conditions. These particles would have been produced, in great abundance, due to
the breaking of a number of fundamental symmetries, such as GUT symmetries.
Thus, whilst the universe cooled below the corresponding critical temperatures these
anomalies would persist until today. However, none of these peculiar relic has been
detected. Moreover, among some cosmological anomalies, such as heavy strings or
gravitinos, the most disseminated must be the production of a large number of magnetic
monopoles. This multitude of monopoles would have yielded a substantial energy
density, so the early universe would have been overloaded collapsing long before the
present time; or else it would be dominated by magnetic monopoles, however, none has
been found any yet whatsoever.
Even though the aforementioned shortcomings do not seem to have a satisfactory
answer, but a rather extreme fine-tuning justification, there is an alternative solution
to these issues that could well explain these puzzles of the early universe. Moreover,
it provides a new framework with new and interesting predictions that have to
be compared with observational data. Inflation raises its hand to answer these
conundrums.
kTo find a simple theory to describe the universe, several models in particle physics were suggested
in order to unified three of the four forces presented in the Standard Model of Particle Physics (SM):





“Si Dios y la Humanidad son poderosos con lo que contienen, hasta el punto de que
para ellos mismos todo está en todo, yo advierto que me falta a mı́ mucho menos
todav́ıa, y que no tengo que quejarme de mi “futilidad”. Yo no soy nada en el
sentido de vaćıo, pero soy la nada creadora, la nada de la que saco todo.”
—Max Stirner, El único y su propiedad
Some of the problems of the SBB cosmology require for their solution, a period of
exceptionally rapid expansion or, equivalently, a dissolution of its contents. Brout
et al. [47] showed that the horizon problem does not exist in the early stages of
expanding de-Sitter space. In 1981 Alan Guth [48] pointed out that the early universe
must have gone through a phase where the dynamic was the same as in an empty
universe, but with large positive cosmological constant. Guth assumed an inflationary
regime, in the early universe, which is well approximately by a de-Sitter solution and
expands very quickly. If this happened so, the causal horizon in the universe today
is much higher than that calculated by extrapolating FLRW back in time to the Big
Bang. Interposing such expansion between us and the beginning of the universe, it
reduces the curvature (flatness problem), and expansion of the region of space that
could arise from a region causally connected (horizon problem and the problem of
structure formation). Moreover, during this dramatic expansion, the density of the
unwanted relics was diluted away; then with enough inflation this dilution guaranteed
the particles stayed completely out of the observable scope, making quite difficult to
localise even a single monopole (relic problem). Thus an inflationary scenario will be
the one that period of exceptionally abrupt expansion of the early universe.
Inflationary cosmology [6] in any way does not replace the SBB cosmology, but rather it
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is considered as a “supplement” which occurred at the early stages. Moreover, inflation
is not forever, since the greatest achievements of the SBB cosmology, such as the BBN
and the CMB require the standard progressive evolution of the era that mastered the
radiation up to matter domination, then it is assumed that inflation must have finalised
some considerable time before admitting the generation of the observed properties such
as baryon-antibaryon asymmetry in the universe [49]. For an inflationary expansion of
about a factor of 1026 the problems of the SBB cosmology can be overcome. Inflationary
models easily manage this amount of expansion. Even as this paradigm solves the
problems SBB cosmology has, one must ask if this is the true guideline for the origin
and evolution of the universe. Therefore, we should turn the problem of defining the
characteristics and the appropriate circumstances to the early universe, hoping to find
under these conditions the components that lead to an inflationary scenario.
3.1 Solution of the SBB cosmology shortcomings
As mentioned before, inflationary cosmology is based on the hypothesis that the early
universe expanded exponentially quickly for a fraction of a second. Let us see how this
brief period of accelerated expansion solves the problems of the SBB cosmology.
First of all, to understand how inflation explains the near-homogeneity present in the
CMB and the flatness problem, let us implement the concept of particle horizon τ and
the comoving Hubble radius (aH)−1. At a given time τ could have been much greater
than (aH)−1, hence the scales that are out of causal contact today may have been
able to communicate in the past. Indeed, this could have happened if the comoving
Hubble radius (aH)−1 were decreasing, therefore it would have contributed more to the
integral in τ . We can think that such a period is the early universe; then (aH)−1 shrank
drastically in early times contributing more to τ than late times. Thus, if thermal
equilibrium was achieved throughout some small portion of the early universe before
the comoving Hubble radius contracted far below the size of that domain, the whole
observable universe would then be contained within one such region, explaining the
remarkably homogeneity we observe today. Moreover, the flatness and relic problems
are also settled down by a shrinking comoving Hubble radius. On one hand, note that
the factor |Ω − 1| ∝ (aH)−2, then if (aH)−1 becomes small quite fast therefore Ω is
driven towards the unity rather than away from it, hence the former shortcoming is
explained. On the other hand, the density of the exotic particles was diluted away
by the same contraction mechanism. Thus, the immense reduction of the comoving
Hubble radius drives the universe towards flatness and dilutes the unwanted vestiges,
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and also provides a very reasonable elucidation on the horizon problem (see fig. 3.1).
Figure 3.1: A sketch of the inflation mechanism solving the horizon problem. Particles on the
comoving grid before (top) and after (bottom) inflation. Open circles are the same particles on
top and bottom. Before inflation, the comoving Hubble radius was quite large, encompassing
dozens of cells on the grid. After inflation, the comoving Hubble radius has shrunk to just one
cell. (In this caricature, the scale factor has grown by a factor of order 7; during inflation the
scale factor increases by greater than e60.) The shrinkage of the comoving Hubble radius means
that particles which were initially in causal contact with one another (within the large circle
at top) can now no longer communicate. Note that the physical Hubble radius, depicted by
large circles on the top and bottom grids, remains roughly constant during inflation. Source
S. Dodelson [44]
In summary, in order to solve the aforementioned problems we must satisfy that:
d
dt
(aH)−1 < 0 ⇐⇒ d
2a(t)
dt2
> 0 ⇐⇒ ρ+ 3p < 0 . (3.1)
Demanding a shrinking comoving Hubble radius (see fig. 3.1) is therefore equivalent
to accelerated expansion produced by a fluid with negative pressure p < −ρ/3. I will
present in more detail above conditions. For now, inflation is precisely defined as the
epoch of accelerated expansion in the early universe.
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3.2 Cold inflation (CI)
In the standard inflation picture (CI), depicted by a homogeneous scalar “inflaton”
field φ. Accelerated expansion occurs when the potential energy of the field, V (φ),
dominates over its kinetic counterpart, φ̇2/2. This mechanism to explain acceleration
in the early universe is called single-field slow-roll (SFSR), since the field evolves slowly
“enough”, so that the potential energy dominates over its kinetic equivalent. In the
following segments I will present the characteristics and the appropriate circumstances
to the early universe, hoping to find under these conditions the components that lead
to an inflationary scenario.
3.2.1 Single field inflation
In particle physics, a scalar field is used to represent particles with zero spin. In a
homogeneous universe, the scalar field is only a function of time. The traditional
starting point is the action, which is an integral of the Lagrangian density over space
and time and which one can obtain the equations of motion. For a universe described
by Einstein field equations whose material content consists of a scalar field and ordinary









+ gµν∂µφ∂νφ− V (φ) + Lm
)
, (3.2)
where g is the determinant of the metric tensor, R is the curvature scalar (Ricci scalar),
φ = φ (xµ) is the scalar field, V (φ) is a potential and Lm is the Lagrangian density
for any matter field. This is consistent because the Euler-Lagrange equations for this
action give the Einstein equations:
Gµν ≡ Rµν − 1
2
gµνR = 8πGTµν , (3.3)
where the stress-energy tensor is given in terms of the Lagrangian density by:








− gµνLm . (3.4)





µφ− V (φ) . (3.5)
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This is the usual kinetic energy-potential energy form in a homogeneous universe, and
generalise the kinetic term to include gradient energy when there are perturbations.
We can calculate the stress-energy tensor from eq. (3.4) as:
Tµν = −2∂Lm
∂gµν


















In general T ij can have off-diagonal components, corresponding to anisotropic stresses;
T 0i measures the heat flux, in the fluid context proportional to the fluid velocity. If we
consider this scalar field behaves like a perfect fluid, then we can associate an energy
density ρφ = T
0
0 and pressure T
i








φ̇2 − V (φ) , (3.9)
where φ̇ represents the derivative of the scalar field with respect to t. One may represent
the first term as the kinetic energy and the second as the potential energy. The
potential V (φ) can be thought in turn, as the configurational energy or binding energy,
it measures how much energy is associated with a particular field value. Typically,
as in all systems, scalar fields try to minimise these energies; however, an important
factor allowing inflation to occur is that these scalar fields are not always very efficient
to achieve this state of minimum energy.
In a given model one would specify the form for the potential V (φ), at least for some
parameters that one would expect to measure (such as the effective mass, the force of
interaction of the scalar field, etc.). However, we will see later how single field inflation
models are indeed constrained by CMB data.
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3.2.2 Equations of motion
The dynamic equations for a model described by a perfect fluid with a homogeneous








φ̇2 + V (φ)
]
, (3.10)
φ̈+ 3Hφ̇ = −Vφ . (3.11)
where Vφ is the derivative of the potential energy with respect to the field, MP =
1/
√
8πG is the reduced Plank mass and the expansion rate H = ȧ/a. We have ignored
the term of curvature k, since it is known that will quickly become negligible once
inflation starts. The first one is called Friedmann constraint, and the second is the
scalar field equation Klein-Gordon or the energy-momentum conservation equation,
ρ̇ = −3H(ρ + p). This is just the equation for a damped harmonic oscillator, with
H being the damping term due to the expansion of the universe and the force given
by −Vφ. An analogous system would be a ball rolling on a hill with some friction, an
analogy that is often used when describing inflation models. The shape of the hill is
determined by the potential and the friction is determined by the expansion rate H.
What generically happens is that if the field (ball) starts somewhere away from the
minimum of the potential (up the hill) it will roll down towards the minimum.
Since general relativity ties the expansion of the universe to the energy in it, we now
need to ask what type of energy can produce acceleration. We can get immediate answer





(ρ+ 3p) . (3.12)
Acceleration is defined to mean that ä is positive. For this to happen, the terms in the




Since the energy density is always positive, the pressure must be negative. Moreover,
the scalar field carries most of the energy of the universe hence any other matter
content must be subdominant, therefore inflation requires that ρ  ρφ. Then in the









φ̇2 + V (φ)
]
, (3.14)
which is nearly constant if the field is slowly rolling (so φ̇2  V (φ)), corresponding to
SFSR. Specifically we need to achieve p < −ρ/3. The potential energy therefore has
to dominate the kinetic energy, and we can neglect φ̇2/2 in the Friedmann eq. (3.14).
Additionally, as φ̇2  V (φ) by differentiating this suggests the further condition
| φ̈ || Vφ |, however, note that derivatives of approximations need not themselves be
valid approximations, and so this is an additional condition. Then we also neglect the
φ̈ term in the equation of motion eq. (3.11). Thus, these approximations are called the
slow-roll approximations. They are not strictly required for inflation to take place, but




3Hφ̇ ' −Vφ . (3.16)
An inflationary model is sometimes parametrised by expanding the potential in a Taylor














The first one measures the slope of the potential and the second one the curvature. In
order for slow-roll to be self-consistent we therefore need that
εφ  1 and |ηφ|  1 . (3.19)
In other words: the inflation potential needs to be very flat. To get a potential that is
flat enough can be difficult in particle physics models. Unfortunately, although these
are necessary are not sufficient, i.e., even if the potential is very flat, it may be that
the scalar field has a great speed. Additionally, the slow-roll condition amounts to
|ηφ| . 1, which equivalently means the potential cannot have mass terms bigger than
∼ H2φ2. The “eta problem” arises when it becomes very difficult for a particular
potential to preserve flatness at the level of |ηφ| . 1, ruining the main requirement of
particle physics, arising from the density perturbation (it will be well explained in the
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section 3.3) and slow-roll conditions of inflation: a very flat potential. There is a more
elaborate version of the slow-roll parameters, based on Hamilton-Jacobi formulation of
inflation [50]. Essentially, this other scheme is governed by the evolution of the Hubble
parameter rather than the potential energy density. If H(φ) is taken as the primary
quantity, then there is a better choice of slow-roll parameters. The slow-roll parameters,















where Hφ = dH(φ)/dφ. Above expression have a very useful set of properties which
make them better choices to εφ and ηφ as descriptors of inflation, namely:






















• The condition for inflation to occur is precisely
ä > 0⇐⇒ εH < 1 . (3.24)
Hence the true endpoint of inflation occurs exactly at εH = 1.
At least these two attributes illustrate the benefit of implementing the slow-roll
parameters εH and ηH as an alternative description of inflation, contrary to the
parameters V -dependant (eqs. (3.17,3.18)). However, in practice numerical calculations
show the parameters εφ and ηφ to work well, and given a potential we can immediately
identify regions upon it that can drive inflation. Henceforth, we will be using both
versions of the slow-roll parameters, emphasising in the condition for inflation εH < 1,
and the termination of inflation exactly at εH = 1.
3.2.3 Number of e-foldings
The amount by which the universe inflates is measured as the number of e-foldings Ne,
and since the size of the expansion is expected to be an enormous quantity, it is useful
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to compute it in terms of the logarithm of the ratio of the scale factor between the end

















where in the last step we have used the slow-roll eqs. (3.15) and (3.16). Typically
between 40 and 60 e-foldings of observable inflationa are large enough to solve the
horizon and flatness problems.
3.3 Cosmological perturbation theory: a brief description
Inflation has the ability to correlate scales in such a way that otherwise they would
be disconnected. Previously, the zero-order scheme was introduced to ensure that the
universe will be uniform on all scales of interest today. However, there are perturbations
about this background scheme, and these fluctuations, created early on when the scales
were causally connected, remain long after inflation has finalised.
First of all, perturbations around the FLRW universe can be described using GR, and
they can be classified according to their transformation properties as scalar, vector,
and tensor. Scalar perturbations correspond to variations in the density from point to
point, and are often called density perturbations. Moreover, these scalar perturbations
to the metric couple to energy density fluctuations, such as the density of matter and
radiation, and ultimately they both are responsible for most of the inhomogeneities and
anisotropies in the universe, thus they are the ones responsible for structure formation.
Note that coordinate invariance in GR means that the same physical situation can
be described in different ways, known as “gauges”. For instance, we may consider
curvature perturbations on surfaces of constant density, or density perturbations with
respect to hypersurfaces of constant curvature. It is possible to work entirely with
“gauge-invariant” quantities, but this is rather algebraically complicated, hence more
commonly a fixed gauge (or combination of gauges) is used. Inflationary perturbations
are commonly expressed in terms of the curvature perturbation in the flat slicing
(uniform curvature) gauge. Then, there are vector perturbations, which are usually
thought to be unimportant as they are not sourced in inflation models driven by a
scalar field and would decay even if they were. In addition to scalar perturbations,
though, inflation also generates tensor fluctuations in the gravitational metric, so-called
aCMB fluctuations, from the size of the observable universe down to the size of galaxies, were
generated during ∼10 e-folds about 60 e-folds before the end of inflation.
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gravity waves. These are not coupled to the density and so are not responsible for the
large-scale structure of the universe, but they do induce fluctuations in the CMB. In
fact, these fluctuations turn out to be a unique signature of inflation and offer the best
window on the physics driving inflation, so they are clearly worthy of our study b.
The basic picture is that quantum fluctuations during inflation are stretched beyond
the horizon c (in causal contact with itself) by inflation, where we see them as classical
fluctuations on scales larger than the horizon at the end of inflation. Hence, in order
to compute the quantum fluctuations, we need to quantise the field. For both tensor
and scalar perturbations, we have to devise an strategy so the problem (quantum
fluctuations equations) resembles a simple harmonic oscillator. Once we achieve the
aforementioned we move to a Fourier space since it is a powerful tool for analysing the
stochastic properties of the perturbations. So we need to study the inflaton field at the
quantum level to calculate the fluctuations produced and their power spectrum, which
is a function of wavenumber k and indicates the typical size of perturbations on scale
k, and then the subsequent evolution. For good reviews see for instance [42, 44, 52] .
3.3.1 Sub- and super-horizon perturbations
First of all, density perturbations can be described by linear perturbation theory, as long
as these have low amplitude, and fluctuations on each comoving wavenumber evolve
independently, i.e. perturbations are carried along with the expansion. Then, when
dealing with these linear variations, one has to compare a perturbation’s comoving
wavenumber k = 2πa/λ, where λ is its physical wavelength, with the characteristic
scale of an expanding universe, the horizon aH. Thus a comoving wavenumber k is at
the Hubble scale if k = aH. Modes with k greater (smaller) than this are said to be
inside (outside) the horizon.
Recall that for inflation to happen the precise condition is that the comoving Hubble
radius (aH)−1 is decreasing with time (see eq. (3.1)). Hence the typical history of
a comoving scale during inflation is that it starts well inside the horizon, k  aH,
and ends up far outside the horizon k  aH. The largest comoving scales exit the
horizon first during inflation, and they are the last to come back to the horizon later
during matter or radiation domination. Thus this process allows inflation to generate
bI will not discuss in much detail this point, since primordial gravity waves need a more exhaustive
and formal study than I pretend to implement here. However, for a concise and well explained review
of this matter see for instance [51]
cTo save space and time (ba dum chhh!), in the cosmological jargon horizon refers to the inverse of
the comoving Hubble radius.
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fluctuations which appear to be on length scales much larger than the horizon size
inferred from merely SBB cosmology. Habitually, one can study the behaviour in the
two extreme regimes:
• Sub-horizon k  aH: if a perturbation is on scales much less than the Hubble
ones, its behaviour should be independent of how the universe is expanding, since
it will behave as if in flat space-time.
• Super-horizon k  aH: if a perturbation with a wavelength much larger than
the horizon scale and causality prevents it from evolving, hence the behaviour is
again independent of how the universe is expanding.
Hence in both limits the evolution of a perturbations is independent of how the universe
expands, one can therefore deduce that any fluctuation should depend only on the
way the universe is evolving during a brief epoch when k∗ ' a∗H∗, known as horizon
crossing. Hence we should expect that the ultimate amplitude of density perturbations
can be written in terms of quantities evaluated at horizon crossing.
In summary, during inflation the universe expands exponentially and physical wave-
lengths grow faster than the horizon. Fluctuations are hence stretched outside of the
horizon during inflation and re-enter the horizon in the late universe. Scales that
are outside of the horizon at CMB decoupling were in fact inside the horizon before
inflation. The region of space corresponding to the observable universe therefore was
in thermal equilibrium before inflation and the uniformity of the CMB is given a causal
explanation.
3.3.2 Scalar and tensorial (briefly) cosmological perturbations and
observables
During inflation, the universe primarily is described by a smooth background metric and
contains a uniform scalar field. Against this background, the fields fluctuate quantum
mechanically. Moreover, scalar perturbations to the metric couple to energy density
fluctuations, and these blended fields fluctuate together, so we have to implement a
framework in order to compute how do the perturbations get transferred from the
inflaton field φ to the scalar perturbations to the metric. Even though this correlation
requires a bit of work to understand, the most important idea is that quantum
mechanical fluctuations during inflation are responsible for the variations around the
smooth background.
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At any given time, the average fluctuation is zero, because there are regions in which the
field is slightly larger than its nonzero vacuum expectation value and regions in which
it is smaller. The average of the square of the fluctuations (the variance), however, is
not zero. Looking ahead, once we know this variance, we can draw from a distribution
with this variance to set the initial conditions.
We may split the inflaton field as:
φ(x, t) = φ(t) + δφ(x, t) , (3.26)
where φ is a classical field, that is, is the nonzero vacuum expectation value of the
inflaton on the homogeneous and isotropic state, whereas δφ describes the quantum
fluctuation around φ. Provided that inflation produces an exponential expansion, the
horizon remains essentially constant while all other scales grow up, so we can focus
on the evolution of the scalar quantum fluctuations in a small region compared to
the horizon. Thus one can assume the space is locally flat and ignore the metric
perturbations.
The evolution of the inflaton fluctuations δφ d by substituting into equation eq. (3.11),
yielding:
δ̈φ+ 3H ˙δφ+ Vφφδφ−
∇2
a2
δφ = 0 . (3.27)
Now, working in the Fourier space, above equation becomes:
¨δφk + 3H ˙δφk +
k2
a2
δφk = 0 , (3.28)
note that Vφφδφ term is dropped since the scalar field is overdamped and slow rolling,
therefore V
1/2
φφ ' mφ  H. Eq. (3.28) represents the equation of motion for a simple
harmonic oscillator with a time-dependent frequency k/a e and a friction term 3H
due to the expansion. Moreover, in Fourier space the modes evolve independently,
this essentially implies that perturbations generated by vacuum fluctuations have
uncorrelated Fourier modes, i.e. the signature of Gaussian perturbations. We introduce









ψk = 0 , (3.29)
dNote that we assumed that δφ is linear, this hypothesis is equivalent to the neglect of any interaction
between δφ and other field.
eThe time dependence arises because of the stretching of the wavelength of a comoving Fourier
mode.
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where we have taken H as constantf since in slow-roll regime this varies slowly. A more
helpful form will be implementing the conformal time or proper time τ (eq. (2.51)) or
dt = adτ , moreover, a simple relation between the conformal time τ and the expansion






















ψk = 0 , (3.31)
where prime is the derivative with respect to τ . As mentioned before, we want to
quantise the fluctuations, so we move to the quantum world and make the corresponding
associations of operators to classical variables, we implement the annihilation â and
creation â† operators. Analogous to the prescription upon quantisation of a simple
harmonic oscillator, the quantum dynamics will be determined by [42, 52]:
ψ̂k(τ) = ψk(τ)â(k) + ψ
∗
−k(τ)a








where ψk(τ) is precisely the solution of eq. (3.31) called Bunch-Davies mode function.
Note that in fact eq. (3.31) must have two independent solutions, however, by
considering particular boundary conditions that I will enunciate in the next sentences,
these yield a unique expression eq. (3.32). First, the inflationary regime dilutes all
possible particles existing before this period, hence the ground state of the system is
given by the vacuum; in other words, we must have:
âk|0〉 = 0 , (3.33)
hence this corresponds to specifying the first boundary conditions for ψk(τ). Addition-
ally, the (complex) mode function ψk(τ) at very early times before inflation has done
most of its work, hence all comoving scales were deep inside the horizon (k  aH);
therefore one can select the Minkowski vacuum of a comoving observer in the far past







We come back to our original variable but already quantised δ̂φk, then compute the
fRecall previous chapter the solution de-Sitter, which corresponds to an exponential scale factor,
i.e. an appropriate candidate for an accelerated expansion.
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two point correlation function (variance):












where the second line defines the scalar field power spectrum, ∆2φ; moreover, the
Dirac’s delta distribution guarantees that modes relative to different wave-numbers
are uncorrelated in order to preserve homogeneity. Note that the factors k−3 is added
so that the power spectrum is dimensionless and 2π2 so to be in concordance with the
most popular one in the early universe community. As I mentioned before, the typical
history of a comoving scale during inflation is that it starts well inside the horizon and





























As we mentioned previously the dynamics of the spacetime metric are related, by the
Einstein equations, to the energy content of the universe, quantum fluctuations of the
inflaton induce perturbations in the metric. Following the gauge-ready formalism for
cosmological perturbations by Hwang and Noh [53], the spacetime metric for a scalar-
type of perturbation is given by:
ds2 = −a2(1 + 2α)dη2 − 2a2β,i dη dxi + a2
[
δij(1 + 2ϕ) + 2γ,i|j
]
dxidxj , (3.38)
where α, β, γ and ϕ are spacetime-dependent perturbed-order variables. Also a vertical
bar | indicates a covariant derivative based on the 3-dimensional spatial background
metric δij . Although, at first sight both sources of fluctuations are indeed mixed, we can
use a gauge-invariant variable in which these perturbations decouple. We work in the
gauge-invariant comoving curvature perturbation (primordial curvature perturbation)
at linear order:
R ≡ ϕ+ H
φ̇
δφ , (3.39)
which is related to the scalar field perturbation δφ, and it has the property to be
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constant within few Hubble times after the horizon crossing (k∗ = a∗H∗), therefore
we can compute it at horizon exit and remain ignorant about the subhorizon physics
during and after reheating until horizon re-entry of a given R-mode g. Consider a gauge





































where the relevant scales are evaluated at horizon crossing k∗ = a∗H∗. Before I proceed,
let me discuss an important characteristic of inflaton fluctuations. Single field inflation
produces purely adiabatic primordial density perturbations characterised by an overall
curvature perturbations, R, if the inflaton field then upon decay its fluctuations are









where the index m collectively stands for non-relativistic species (baryons or cold dark
matter (CDM)) and r for relativistic components (photons or neutrinos); and the
relative factor 4/3 takes into account the different scaling behaviours of relativistic and
non-relativistic matter. Thus the adiabaticity property implies that all perturbations
of the cosmological fluid (photons, neutrinos, baryons and CDM particles) originate
from the same curvature perturbation R. Remarkably the latest observational data
shows no violation of the adiabaticity condition (eq. (3.43)) [10]. The power spectrum
of the adiabatic perturbations is measured from CMB observations and Planck Legacy
provides the value ∆2R ' 2.2× 10−9 [10].
gR becomes constant on super-horizon scales; perturbations with comoving wave number k are said
to “freeze in” as soon as the comoving Hubble horizon shrinks so far that k−1 > (aH)−1.
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On the other hand, the creation of primordial gravitational waves corresponds to the
tensor part of the metric perturbation (for more details see [42, 44, 52]). Essentially
in Fourier space, tensor perturbations can be expressed as the superposition of two
polarisation modes: h+ and h×, where +, × represent the longitudinal and transverse
modes respectively. Taking the results of the scalar perturbations, each h+ ,× has a
tensor power spectrum ∆2h, which corresponds for h+ and h× separately; these are










In summary, adiabatic perturbations “freeze out” once they exit the horizon, they
become super-horizon scales remaining unaltered until horizon re-entry. Fluctuations
which were super-horizon now return within the horizon and commence to evolve once
again under by the influence of causal processes (see fig. 3.2).
Figure 3.2: Creation and evolution of perturbations in the inflationary universe. Fluctuations
are created quantum mechanically on sub-horizon scales. While comoving scales, k−1, remain
constant the comoving Hubble radius during inflation, (aH)−1, shrinks and the perturbations
exit the horizon. Causal physics cannot act on super-horizon perturbations and they freeze
until horizon re-entry at late times. Source D. Baumann [42]
Even though we have taken the Hubble parameter as constant for the whole inflationary
evolution, roughly speaking it is not entirely constant but slowly decreasing with the
evolution of the inflaton. Hence this yields a mild deviation from scale-invariance. This













where As, At are the scalar and tensor amplitudes measured at some pivot scale k?
h
and the spectral indices ns and nt contain the scale dependency:







A scale-invariant spectrum, called Harrison-Zel’dovich (HZ), has constant variance on
all length scales and it is characterised by ns = 1. Subsequent evolution will modify
the spectrum from its initial form. A small deviation from scale-invariance may also
consider as a representative signature of the inflationary scenarios. In simple terms the
spectral indices ns and nt can be expressed by means of the slow-roll parameters εV
and ηV , to leading order, as:
ns − 1 ' 2ηφ∗ − 6εφ∗ , nt ' −2εφ∗ . (3.47)
A convenient quantity for differentiating between inflationary models is the tensor-to-





' 16εφ∗ . (3.48)
An important immediate outcome arises since ∆2R and ∆
2
t ∝ H2 ≈ V , hence r is a






hence for values of the tensor-to-scalar ratio r ≥ 0.01, inflation may occur at GUT scale
energies.
3.4 Study of different inflaton potentials
The dynamics of the inflaton field, from the time when CMB fluctuations were created
at φ∗ to the end of inflation at φend, is determined by the shape of the inflationary driven
potential V (φ). Distinct V (φ)’s profiles can be categorised by determining whether
they allow the inflaton field to move over a large or small distance ∆φ = φ∗ − φend, as
measured in Planck units. In large-field models the inflaton field starts at a large field
values and then evolves to a minimum at the origin φ = 0. Additionally, if the field
evolution is super-Planckian, ∆φ > MP , the gravitational waves produced by inflation
hFor instance, the pivot scale for Planck survey is k? = 0.05Mpc
−1 [10], which is a specific physical
scale in the present universe.
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should be observed in the near future. The archetypal large-field scenario is chaotic
inflation where a single monomial term dominates the potential (see fig. 3.3):
V (φ) = λpφ
p , (3.50)
We will see next that for such a potential the slow-roll parameters are small, although,
the coupling constant λp is independent of them. However, to arrange for a small
amplitude of density fluctuations, ∆2R, the inflaton self-coupling has to be very small.
This condition automatically guarantees that the potential energy (density) is sub-
Planckian, V  M4P , and quantum gravity effects are not necessarily important. We







Figure 3.3: Large-field inflation. In an important class of inflationary models the inflationary
dynamics is motivated by a mass-like potential, which can be illustrated as a monomial term
in the potential, V (φ) ∝ φp. In these models the inflaton field evolves over a super-Planckian
range during inflation, ∆φ > MP , and a large amplitude of gravitational waves is produced by
quantum mechanical fluctuations.
On the other hand in small-field models the field evolution is sub-Planckian, ∆φ < MP .
The potentials that give rise to such small-field evolution often arise in mechanisms of
spontaneous symmetry breaking, where the field rolls off an unstable equilibrium toward



















+ · · · , (3.52)
where the dots represent higher-order terms that may become important near the end
of inflation and during reheating. Historically, a famous inflationary potential is the
Coleman-Weinberg potential [54, 55]:


















which arises as the potential for radiatively-induced symmetry breaking in electroweak








Figure 3.4: Small-field inflation. Inflation occurs in the “hilltop” part of the potential. In
small-field models the field moves over a small (sub-Planckian) distance: ∆φ < MP . This is
relevant for future observations because small-field models predict that the amplitude of the
gravitational waves produced during inflation is too small to be detected.
3.4.1 Inflation with a chaotic quartic potential
In this section I analyse the inflationary dynamics of a large field value monomial














Then the number of e-folds of inflation after the present CMB scales become super-





where φend is the final field value that corresponds to the smallest field value for which
εφ = 1. So at the end of inflation we have φend = 2
√
2MP . Moreover, we can compute
the inflaton value at horizon crossing:
φ∗ = 2
√
2(Ne + 1)MP , (3.57)
we have that at 50-60 e-folds before the end of inflation we have φ∗/MP ' {20, 22},
respectively. Note that these large field values yield super-Planckian outcome. To
satisfy the normalisation of scalar fluctuations, ∆2R ' 2.2×10−9 [10], we need to fix the








hence the coupling λ ∼ 10−13. Although the inflaton field is super-Planckian, the
inflation driven potential is much smaller than the Planck mass at horizon crossing:
9.6 × 10−3 . V 1/4/MP . 1.0 × 10−2, where the minimum and the maximum values
correspond to 60 and 50 e-folds. The scalar spectral index ns and the tensor-to-scalar








hence at 50 e-folds ns ' 0.9412 and r ' 0.3137, and at 60 e-folds ns ' 0.9508 and r '
0.2623. We will see next that these upshot are not consistent with present observational
constraints.
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3.4.2 Inflation with a Higgs-like potential
In this section I analyse the inflationary dynamics of a small field value Higgs-like








with inflation occurring in the “hilltop” part of the potential. For this potential, the














where x = φ/v. From above expression we immediately see that this potential suffers
from an “eta problem” and cannot sustain a sufficiently long period of inflation for
v < 2MP even if the field is initially very close to the origin. We thus expect a
successful period of inflation to occur only for super-planckian values of v. This is
similar to chaotic inflation models, where the slow- roll conditions are only satisfied
for super-planckian field values, but in this case inflation may actually occur for sub-
planckian field values, the condition v & 2MP being essentially a condition on the
curvature of the potential near the origin [56].
Then the number of e-folds of inflation after the present CMB scales become super-










+ x2∗ − x2end
]
, (3.62)










+ 1 . (3.63)
From above expression one can find (numerically) the inflaton value at horizon crossing
x∗(φ∗). Then, the scalar spectral index ns and the tensor-to-scalar ratio r evaluated at
CMB scales are:




)2 1 + 3x2∗
(1− x2∗)2







Typically the model is only in agreement with observations for 15MP . v . 40MP ,
which corresponds to the regime where the observable e-folds of inflation occur for
super-planckian field values [56]. For instance, for v = 20MP at 60 (50) e-folds we have
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x∗ = 0.34(0.38), hence ns = 0.9655(0.9610) and r = 0.047(0.064). As expected these
outcome agree remarkably with Planck Legacy [10].
In summary, the dynamics of the inflaton field is determined by the shape of the
inflationary driven potential V (φ). Distinct V (φ)’s profiles can be categorised by
determining whether they allow the inflaton field to move over a large or small distance
∆φ = φ∗ − φend, as measured in Planck units. However, large-field models are more
disfavoured by observations; on the other hand small-field values are in better agreement
with most recent Planck data [10]. I will present the current ns−r constraints in fig. 3.5.
3.5 Observational Status of Inflation
The CMB remains as the main source of observational evidence for early cosmology.
If inflation were to be true, the temperature fluctuations we observe in the CMB were
seeded by the density perturbations created during this short but remarkably important
period; therefore their properties are a pivotal tool for scrutinising the distant physics
of inflation. Hence, inflation has the ability to drive quantum fluctuations outside
the Hubble radius, where they become classical perturbations in the gravitational
potentials and density of the universe [52]. Planck has dramatically improved upon
this early legacy by firmly establishing essentially all of the major predictions of
inflation (amongst others): a spatially flat universe Ωk = 0.0007±0.0037, with a nearly
scale-invariant (red) spectrum of density perturbations ns = 0.9649± 0.0042, which is
almost a power law dns/d ln k = −0.0045± 0.0067, dominated by scalar perturbations
r0.002 < 0.064 [10].
Overall Planck provides very strong support for the inflationary paradigm, and at
the same time tightly constrains the space of allowed inflationary models (fig. 3.5).
The consistency of these predictions with all current cosmological data suggests that
inflation is an idea that should be taken seriously and studied further.
Even though, CI offers a sufficient explanation for most of the current observational
data, this paradigm is highly enhanced by including dissipation into it. For instance,
in warm inflation scalar perturbations are predominantly produced by thermal, not
quantum nature, and their spectrum is measurably different, as I will describe in section
4.2. This indeed may explain the nature of the classical inhomogeneities observed
in the CMB, since fluctuations are thermally induced, hence classical by definition,
therefore there is no need to explain the quantum-to-classical transition process, due
to the purely quantum origin of the CI density perturbations. Although, thermal
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Figure 3.5: Limits on the tensor-to-scalar ratio, r0.002 as a function of ns at 95% CL,
from Planck alone (grey area) or including BICEP2/Keck data 2014 (red) and BAO (blue).
Constraints assume negligible running of the inflationary consistency relation (dns/d ln k = 0)
and the lines show the predictions of a number of models as a function of the number of e-folds,
N∗ = Ne ∗, till the end of inflation. Source Planck Legacy [57].
fluctuations generically increase the amplitude of scalar perturbations compared to
quantum fluctuations alone, the tensor contribution remains unchanged. As a result,
the tensor-to-scalar ratio is suppressed. These new features can bring some of the
models that are already ruled out by ns − r constraints in the CI paradigm back into
agreement with the data. For instance, inflation with a quartic chaotic is in good
agreement with Planck data if one includes a dissipation mechanism [23, 58].
3.6 An unfinished story: the cold inflationary universe has to
reheat
The quasi-exponential expansion driven by a scalar field brought the inflationary
universe to a very cold and empty place, and during this period any other energy content
was completely subdominant. However, once inflation ended, the cosmos needed to
reheat and “repopulated” with at least the Standard Model (SM) degrees of freedom.
Thus there must have existed a mechanism able of transfer the vacuum energy of the
inflaton into the SM constituents. Hence this procedure may require the inflaton to
couple with other degrees of freedom, in order to the decay of the inflaton condensate
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can act as the reheating mechanism. Therefore, any efficient model of inflation needs to
explain this transition from the vacuum- to the radiation-dominated universe. Indeed,
this reheating machinery is an important application of the quantum theory of particle
creation [59, 60]. Essentially, at the end of inflation the inflaton began to oscillate near
the minimum of its effective potential. This generated two effectsi: first the inflaton
decayed into relativistic particles [59–63] and second the early universe returned to a
radiation-dominated phase. The second stage is characterised by thermal equilibrium
with some temperature Treh, which was called the reheating temperature.
The first models of reheating are based on the assumption that after inflation ends the
inflaton φ may decay into bosons χ and fermions ψ due to the interactions −g2σφχ2
and −hψ̄ψφ, where g and h are small coupling constants and σ has dimensions of mass
[60]. This classical oscillating scalar field φ can be represented as a collection of these
scalar (fermion) particles at rest, in which individual inflaton particles were assumed to
decay independently of each other, and reheating was studied as a perturbative process
[62]. Moreover, it is assumed for simplicity that the bare masses of the fields χ and ψ
are very small, so that one can write mχ = gφ ,mψ = |hφ|. Then, the decay rates of
the processes φ→ χχ and φ→ ψ̄ψ (for mφ  2mχ, 2mψ) are given by [60]:
Γ(φ→ χχ) = g
4σ2
8πmφ




As mentioned before, once inflation ends the inflaton field becomes underdamped
with mφ  H and begins to oscillate about the minimum of its potential with a
frequency ω2 = Vφφ = m
2
φ. This perturbative process is usually modelled by including
a phenomenological reheating term, Γφ̇ (a friction term), into the background equation
of motion:
φ̈+ 3Hφ̇+ Γtotφ̇+ Vφ = 0 , (3.66)
where total decay rate is Γtot = Γ(φ → χχ) + Γ(φ → ψ̄ψ). This extra term in the
equation of motion essentially describes the loss of the vacuum energy due to the
oscillating inflaton field and the creation of relativistic particles at this reheating stage.
Reheating finalises when the Hubble parameter becomes smaller than the total decay
rate Γtot, i.e. as soon as Γtot ' H the decay products from these processes can reach
thermal equilibrium. At this point, the energy density is dominated by relativistic
constituents, hence H2 ' ρ/(3M2P ) and ρ = g∗π2T 4/30, where g∗ is the effective number
iIn fact authors in [60] described the process of reheating in three different stages, the first one they
called it pre-heating, which is essentially an extremely rapidly (explosively) process where the classical
coherently oscillating inflaton field φ decays into massive bosons (in particular, into φ-particles) due to
parametric resonance. They did this differentiation in order to distinguish this stage from the stage of
particle decay and thermalisation.
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of relativistic degrees of freedom, of order 102 for the SM; one can estimate the reheating







Note that Treh does not depend on the initial value of the field φ, it is completely
determined by the parameters of the underlying elementary particle theory via the
decay rate Γtot. However, in order to get numerical estimates for the decay rate
of the inflaton field and for the reheating temperature Treh, one should know the
mass of the inflaton field and the coupling constants. Since this reheating framework
is based from perturbation theory [62], the coupling constants cannot be too large,
otherwise the radiative corrections alter the shape of the inflaton potential. Besides,
one has to consider the condition for the decay of inflaton oscillations is ω  2mχ, 2mψ
(mφ  2mχ, 2mψ). And the parameters of the inflaton potential are restricted from
the constraints on amplitude of the cosmological fluctuations (eq. (3.42)). Hence, by
considering all the aforementioned conditions the largest possible total decay rate in
perturbation theory is Γtot < 10
−20MP [64]. At the relativistic limit g∗ = 106.75 and
by taking Γtot ' 9.9× 10−19MP , from eq. (3.67) one can obtain the general bound on
the reheating temperature, yielding:
Treh < 5.38× 10−10MP ' 1.31× 109GeV . (3.68)
This is a very small temperature, due to the weak interaction of the field φ with
itself and with other fields. Fortunately, at such a temperature no cosmologically
anomalies, such as heavy strings, monopoles and textures can be produced, because
the generation of the GUT (1016GeV) topological defects require the high temperature
phase transitions at TGUT ∼ 1016GeV [64].
In summary, the reheating mechanism, except for the preheating epoch [63–65], is
considered as a perturbative process once inflation has finalised. The classical oscillating
scalar field φ decayed into other light degrees of freedom. Nonetheless, to sustain the
exponential expansion one requires that mφ  H j hence Γ H. Thus the inflaton is
essentially stable on Hubble time scales and the interactions should have a negligible
impact on the dynamics. However, if the inflaton was interacting with other fields (with
non trivial distributions), then this interplay can indeed have a remarkable effect on the
dynamics, beyond the quantum corrections to the effective potential. Thereby if the
inflaton was interacting with other particles, which can be described as thermal bath at
jThis conditions is essentially |ηφ| < 1.
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ambient temperature T , and they were (including the inflaton) in thermal equilibrium
or close to it, then the decay rate of the inflaton is Γ ∝ T . Moreover, if T > H then
the timescale for this decay is shorter than the timescale characterising the expansion
and thus the inflaton can decay. Indeed, this is still compatible with a slow-roll regime
mφ  H < T . We shall see that the presence of this new scale, T , during inflation can
allow for significant energy transfer between the inflaton and a radiation bath through
interactions without violating slow-roll. This very simple picture in essence (to some




“Vine a Comala porque me dijeron que acá viv́ıa mi padre, un tal Pedro Páramo.
Mi madre me lo dijo. Y yo le promet́ı que vendŕıa a verlo en cuanto ella muriera. Le
apreté sus manos en señal de que lo haŕıa; pues ella estaba por morirse y yo en plan
de prometerlo todo. No dejes de ir a visitarlo-me recomendó-. Se llama de otro
modo y de este otro. Estoy segura de que le dará gusto conocerte. Entonces no
pude hacer otra cosa sino decirle que aśı lo haŕıa, y de tanto dećırselo se lo segúı
diciendo aun después que a mis manos les costó trabajo zafarse de sus manos
muertas.”
—Juan Rulfo, Pedro Páramo.
Any efficient model of inflation needs to explain the transition from the vacuum- to
the radiation-dominated universe. Indeed, in CI this mechanism is called reheating.
The first model of reheating are based on the assumption that after inflation ends the
inflaton φ may decay into light constituents, either boson of fermion fields, which in turn
gave birth to at least the SM degrees of freedom so that BBN could have taken place.
However, reheating was studied as a perturbative process, where the classical oscillating
scalar field φ can be represented as a collection of these scalar (fermion) particles at rest
[62]. Wherein the decay width can be calculated perturbatively through Quantum Field
Theory (QFT) [59, 60]. Moreover, one can go beyond this simple perturbative picture
to consider preheating, which takes into account the time dependent mass of the decay
products, and it results in a extremely rapidly process where the classical coherently
oscillating inflaton field φ decays within the first few oscillations of the inflaton field
[63–65].
As I mentioned before, the inflaton field is inevitably coupled to other degrees of freedom
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in order to dissipate its vacuum energy and reheat the universe. Hence, one may
conceive scenarios where dissipative effects become important during and not only after
the slow-roll phase (opposite to the reheating mechanism). The idea of inflationary
expansion and particle production occurring concurrently was suggested by L.Z. Fang,
Moss, Yokoyama and Maeda [15] and then independently rediscovered almost a decade
later by Berera and Fang [13]. At first the main insight was to introduce a dissipative
term Υφ̇ in the inflaton evolution equation, as a source of radiation production; but
later was not only included the dissipative contribution but also a noise force term that
would drive the inflaton fluctuations, with a fluctuation-dissipation theorem uniquely
specifying the inflaton fluctuations. The later framework is generically known as warm
inflation (WI) scenario [13, 14]. Hence, the inflationary universe is not in a perfect
vacuum state, even though vacuum energy is the dominant component responsible for
the accelerated expansion.
Simply, as the inflaton, embedded in a thermal bath, rolls down its potential, it loses
its vacuum energy due to the interaction with additional fields, and it deposits it in the
radiation bath. Thus the early universe experiences a smooth transition from inflation
to radiation domination as the radiation density starts predominating at the end of
inflation, see fig. 4.1. Nonetheless, in the same way as the traditional reheating, there
exist a risk of overproducing cosmological anomalies, such as gravitinos (relic problem),
which may potentially damage BBN. Indeed, this issue has been studied, for instance,
by Bueno Sanchez et al. [66] and Bartrum et al. [67]. However, I will not consider it
further here.
In the next section, I will present very briefly the fluctuation-dissipation dynamics.
Basically, in WI the interactions between the inflaton and other constituents modify
the field evolution and lead to the production of a thermal bath in the background
dynamics. Hence such interactions introduce a stochastic source and a non-local
dissipation-like term in the inflaton field equation, turning it into a Langevin-type
stochastic equation. Although, the main dissipative calculations are done either in
chapters 5 and 6.
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Figure 4.1: Comparison of the cold and warm inflationary pictures, top graphs show the
scalar field φ evolution and the bottom graphs show the vacuum and radiation energy density
evolution, ρφ and ρR respectively. Source, A. Berera The warm inflationary universe, Contemp.
Phys. 47, 33 (2006) [68].
4.1 Fluctuation-dissipation dynamics. A brief description
Non-equilibrium effectsa in the dynamics of a scalar field are generically produced due
to interactions with an ambient thermal bath. The leading non-equilibrium effect, for
a field evolving slowly compared to the characteristic time scale of the thermal bath,
is a dissipative friction term Υφ̇ in its equation of motion [69], where Υ = Υ(φ, T ) can
be computed from first principles given the form of the interactions between the scalar
field and the thermalised degrees of freedom b.
In warm inflation, particle production during inflation provides a damping effect on
the inflaton. The ultimate destination of the vacuum energy from the inflationary
phase is into excitations of the light sector fields. Moreover, one has to consider the
possibility that these excitations enhance the loop corrections to the inflaton potential
and violate the flatness conditions that inflation requires. Due to this concern, we
will compute the loop corrections to the potential under the assumption that the
aAlthough, the black-body spectrum of the CMB and the successful predictions of BBN exhibit a
universe in a state very close to local thermal equilibrium for a great part of its early history, one can
assume that all relevant particle states always remain near this configuration.
bIndeed, in the next two chapters I will show all the details regarding the computation of the
dissipative coefficient Υ.
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light fields thermalise. From the finite temperature effective potential one can derive
the thermodynamic properties of the cosmological fields, such as their energy density,
entropy and pressure, as well as thermal mass corrections.
4.2 Warm inflation dynamics and primordial perturbation
spectrum
For a homogeneous field, this implies the continuity equation:
ρ̇φ + 3H(ρφ + pφ) = −Υφ̇2 , (4.1)
such that overall energy-momentum conservation implies the existence of an identical
term with opposite sign in the continuity equation for the thermal fluid. It can be
proved that dissipative effects in the inflaton’s equation of motion lead to particle
production in the thermal bath, so it prevents the exponential dilution of the latter
in a quasi-de Sitter background. Therefore the temperature does not drop abruptly
and the universe is able to smoothly cross to the radiation epoch. Taking into account
dissipative effects, the evolution equation for the background inflaton field is given by:
φ̈+ (3H + Υ) φ̇+ Veff,φ(φ, T ) = 0 , (4.2)
where Veff,φ = dVeff/dφ = Veff,φ = V (φ),φ + VT,φ includes the effective thermal
potential Veff = V (φ) + VT , where V (φ) is the zero temperature potential, and VT is
the finite temperature effective potential, also it refers to the radiative corrections of
the potential due to any light component (fermion or scalar fields); Υ is the dissipative










+ Veff + TsR , (4.4)
is the total energy density of the system, which includes the contribution of the scalar











− Veff . (4.6)
Note that ρT + pT = φ̇
2 + Ts, having ρT + pT = (ρφ + pφ) + (ρR + pR) = φ̇
2 + Ts,
where ρR + pR is the energy density and pressure of a relativistic fluid, respectively;
and the thermodynamic relation ρR + pR = TsR is exactly eq. (2.41). Indeed, energy
momentum conservation now implies entropy production. Then, since WI scenario
assumes the presence of a thermal bath, at temperature T ; the evolution of such
dissipative mechanism can be obtained from the evolution equation for the entropy
density, given by:
T (ṡR + 3HsR) = Υφ̇
2 . (4.7)
Without including the T -dependent corrections in the inflaton potential, we would have
the standard relation TsR = 4ρR/3 = 4CRT
4/3, where CR = π
2geff (T )/30, geff (T ) is
the effective T -dependent degrees of freedom. All relativistic light fields contribute to
the effective degrees of freedom, having:








We can recover an alternative equation in the case when the temperature corrections
to the potential are negligible. From ρR = 3TsR/4, then eq. (4.7) becomes:
ρ̇R + 4HρR = Υφ̇
2 . (4.9)




Depending on the ratio Q we can have different kind of regimes: when Q < 1, this is














TsR ' Qφ̇2 . (4.13)
Roughly speaking, above set consists of dropping the leading derivatives of eqs. (4.2,4.3,4.7).
Besides, the radiative corrections modify the potential and its derivatives, they alter the
standard slow-roll parameters, being from εφ = M
2
P (V,φ/V )

















where Veff,φφ = V (φ),φφ + VT,φφ. Moreover, WI has an extra slow-roll parameter in







As an example, to set up the WI slow-roll conditions let us start from the eq. (4.11)
















where Ṫ ' 0 c in the slow-roll regime; in fact this analogous to the estimation T ṡR ' 0
from eq. (4.7). Since εH = −Ḣ/H2 < 1 therefore εeff < 1 + Q. Thus the full set of
warm-inflation slow-roll conditions then reads [70, 71]:
εeff < 1 +Q , |ηeff | < 1 +Q , βφ < 1 +Q . (4.17)
Recall that inflation happens when φ̇2/2 Veff so does (TsRQ−1/2) Veff , but even
if small compared to the inflaton effective potential, it can be larger than the expansion
rate with (TsR)
1/4 & H d; by assuming thermalisation, this translates roughly into
cThe caveat to be aware here is that the temperature behaves monotonically, however, during the
slow-roll regime one can consider that T remains unchanged. Only at the end of inflation T ceases to
be constant.
dIn fact this condition must be (3TsR/4)
1/4 & H or ρ1/4R & H in the case when the temperature
corrections to the potential are negligible. However, since (3/4)1/4 ' 0.93, it is sufficient to consider
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T & H, so one can obtain a warm inflationary universe consistently with a slow-roll
evolution, as long as the radiative corrections are restrained such they do not spoil




< 1 . (4.18)
Once the above condition is fulfilled, the slow-roll conditions in eq. (4.17) ensure that
eqs. (4.11-4.13) hold and that radiation is subdominant during inflation. On the other
hand, when they are not longer satisfied, either the motion is no longer overdamped
and slow-roll ends, or the radiation becomes comparable to the inflaton energy density.
Either way, inflation will end shortly afterwards.
Furthermore, one can show that the radiation energy density portrayed by an
entropic description can never exceed the inflationary potential in a slow-roll regime,










such that consistency of the slow-roll evolution requires εeff < 1 + Q. This in turn
also implies that, at the end of the slow-roll regime, when εeff ∼ 1 + Q, one may
attain TsR ∼ Veff if a strong dissipative regime Q & 1 can be achieved. In such
cases radiation will smoothly become the dominant component at the end of inflation,
providing the necessary “graceful exit” into the SBB cosmic evolution [73]. Although
there may be additional particle production at the end of inflation, no reheating is
actually necessary in WI when strong dissipation is reached, otherwise such mechanism
is needed. Additionally to the smooth exit from inflation, WI exhibits several attractive
features that have been explored in recent years. For instance, the dissipative friction
damps the inflaton’s evolution, making slow-roll easier or, equivalently, alleviating the
conditions on the flatness of the inflaton potential, expressed now by the slow-roll
conditions εeff , |ηeff | < 1 + Q. This may potentially provide a solution to the so-
called “eta-problem” typically found in string/supergravity inflationary models where
generically ηφ ∼ O(1) [29, 72].
4.3.1 Thermal fluctuations. A brief description
Small fluctuations of the inflaton about its homogenous component provide the initial




evolve into the classical inhomogeneities observed in the CMB. For WI scenario the
fluctuations of the inflaton are thermally induced. As such, these initial seeds of density
perturbation already are classical upon definition. Indeed, these thermal fluctuations
can be modelled by a stochastic Langevin equation (SLE), where a dissipative term Υ
describes the transfer of energy from the inflaton field to the thermal radiation bath,
while the back-reaction of the thermal fluctuations in the radiation bath on the inflaton
field is described by a stochastic noise term.
On the one hand, the idea of the stochastic inflation scheme was originally proposed
by Starobinsky for the CI scenario [74] (see also [75–78]), where the key point is to
split the quantum inflaton field in a long-wavelength, super-Hubble modes, and in
short-wavelength, sub-Hubble modes. The super-Hubble component effectively behaves
like a classical system, and it is influenced by the sub-Hubble quantum modes, which
constitute the environment and behave as a stochastic noise term. Thereby, this leads
to a stochastic equation, from which the effects of the quantum fluctuations can then be
taken into account. Essentially, this represents an effective coarse-graining performed
on the quantum inflaton field and on a chosen scale that is at least of the de-Sitter
horizon length 1/H.
On the other hand, in the warm inflation scheme, Ramos and da Silva [79] start by
integrating over field degrees of freedom other than the inflaton field, hence the effective
equation for the inflaton field turns out to be a Langevin-like equation with dissipation
and stochastic noise terms. Then, they perform the coarse-graining on the inflaton
field according to the stochastic inflation program. One advantage of their study
becomes an equal description of the combined effects of both the inflaton quantum
and thermal fluctuations. Finally they compute the inflaton field perturbation power
spectrum, obtaining a formula that reproduces the cold and warm inflation results as
limiting cases, but that can now also describe the intermediate regimes between the

















where all quantities are evaluated when the relevant CMB modes become superhorizon
50-60 e-folds before inflation ends; namely at horizon crossing. Then in the expression
above, n∗ denotes the inflaton phase space distribution at horizon crossing. By the
strength of the interactions between the inflaton field and other particles in the thermal
bath (including e.g. scattering processes), this might interpolate between the Bunch-






. We will focus on the latter limiting case in this paper, which
we denote as “thermal” inflaton fluctuations. Note that in the zero temperature limit,
T → 0, one has to consider the Bunch-Davies vacuum distribution, n∗ = 0, as well as
Υ → 0 (Q → 0) to recover the cold inflation result, eq. (3.42), as expected. On the









which is the same result, except for a multiplicative factor
√
3π, found by Berera and
Taylor in [80], also by Hall, Moss and Berera in [70], and by Moss and Xiong in [81].
An additional comment to make about the amplitude of the primordial spectrum is
needed. The expression eq. (4.20) neglects the coupling between inflaton and radiation
fluctuations associated with the temperature dependence of the dissipation coefficient;
in other words, eq. (4.20) was computed considering only that Υ = Υ(φ). However,
an effect that may significantly enhance the perturbation growth for a Υ = Υ(T ) as
well as a description for strong dissipation, Q & 1, was realised by Graham and Moss
[82]. In this new analysis, they introduce the function G(Q∗), which accounts for the
growth of inflaton fluctuations due to the coupling to radiation fluctuations through
the temperature dependence of the dissipation coefficient and must be determined
numerically. In the subsequent years, more studies were done, for instance see [83].


















Typically, G(Q∗) is well approximated by a fraction of polynomials in Q with numerical
fitted coefficients for most of the known models [82, 83]; and it reduces to 1 for Q = 0.
Beside this function also exhibits a mild dependence on the form of the scalar potential.
In general, with thermalised inflation fluctuations 1+2n∗ = coth (H∗/(2T∗)) and in the


















Then from the amplitude of the curvature power spectrum, we may determine the scalar
spectral index ns − 1 ' d ln ∆2R/dNe. Since, for T  MP , gravitational waves are not
significantly affected by thermal effects, the primordial tensor spectrum is given by the
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standard inflationary form ∆2t = 2H
2
∗/(π





is nevertheless affected, and as mentioned above typically reduced, by the modifications
to the scalar curvature perturbations introduced due to dissipation; which is basically
a function of T∗/H∗ and Q∗. We illustrate this fact by using the slow-roll dynamics,




















note that r is suppressed w.r.t. the CI prediction by a factor (1+Q∗)
2K(T∗/H∗, Q∗) > 1.
In fact, an inflationary scenario with a chaotic quartic potential, already ruled out by
ns − r constraints in the CI paradigm, is now brought back into agreement with the




constraints on the Warm Little
Inflaton scenario
“¿Por qué escribo esto? No tengo ideas claras, ni siquiera tengo ideas. Hay jirones,
impulsos, bloques, y todo busca una forma, entonces entra en juego el ritmo y yo
escribo dentro de ese ritmo, escribo por él, movido por él y no por eso que llaman el
pensamiento y que hace la prosa, literaria u otra.”
—Julio Cortázar, Rayuela
Realising warm inflation within a consistent quantum field theory framework has,
however, proved to be a challenging endeavour. Non-equilibrium dissipative effects
are Boltzmann suppressed unless the particles in the radiation bath are relativistic,
while the inflaton typically gives a large mass to the fields it couples directly to.
In addition, relativistic particles change the form of the inflaton potential at finite
temperature, typically inducing large thermal corrections to the inflaton’s mass that
may prevent slow-roll unless the associated inflaton couplings are very suppressed,
therefore rendering dissipative effects ineffective in sustaining a thermal bath during
inflation [16, 17]. For several years, the leading solution to these problems was to
consider models where the inflaton only couples directly to heavy fields, which in turn
decay into light particles in the thermal bath [18]. In these scenarios thermal corrections
to the inflaton potential become Boltzmann-suppressed, while dissipative effects can
nevertheless be significant if one considers a large number of fields coupled to the
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inflatona. While such scenarios may find natural realisations in specific constructions
within e.g. string theory [22] where field multiplicities can be large during inflation,
they cannot provide a simple and sufficiently generic realisation of warm inflation.
A more promising scenario was proposed recently [23] where the above-mentioned
problems were addressed using symmetries rather than large field multiplicities. This
Warm Little Inflaton (WLI) scenario, so-called due to its similarities with Little Higgs
models of electroweak symmetry breaking [24, 25], considers an inflaton field that
corresponds to the relative phase between two complex Higgs scalars that collectively
break a local U(1) symmetry. Both fields have an equal nonzero vacuum expectation
value: 〈φ1〉 = 〈φ2〉 ≡ M/
√
2, where M is the symmetry breaking scale. In the broken








where we assume the radial Higgs fields to decouple for T . M . We thus take the
inflaton to be the PNGB φ. These complex scalars are coupled to left-handed fermions
ψ1L and ψ2L with U(1) charge q as well as their right-handed counterparts ψ1R and
ψ2R, which we take to be gauge singlets. We consider identical couplings in magnitude
and impose the interchange symmetry φ1 ↔ iφ2, ψ1L,R ↔ ψ2L,R , such that the allowed
Yukawa interactions are of the form:
−L = g√
2
(φ1 + φ2) ψ̄1Lψ1R − i
g√
2
(φ1 − φ2) ψ̄2Lψ2R
= gM cos(φ/M)ψ̄1ψ1 + gM sin(φ/M)ψ̄2ψ2 . (5.2)
where g is a dimensionless coupling. The resulting Dirac fermion masses are:
m21,2 = g
2M2 cos2(φ/M) + g2M2 sin2(φ/M) = g2M2 , (5.3)
thus m1,2 ≤ gM , such that they may remain light during inflation for an arbitrary
inflaton value, provided that gM . T . M . Hence, the particular form of this
Lagrangian makes the fermion masses bounded from above, such that large inflaton
field values do not lead to heavy fermions, and in addition leads to the cancellation of
the leading thermal contributions of the fermion fields to the inflaton’s mass. To show
the last statement, we start by replacing φ → φ + δφ in the interaction Lagrangian
(5.2) to determine the interaction between inflaton particles and the fermions ψ1,2.
aIn this case dissipative effects are the result of heavy virtual modes that are not Boltzmann-
suppressed [19–21].
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δφ2 + · · ·
]
ψ̄iψi , (5.4)
where the effective masses and couplings depend on the background inflaton value φ
and are given by:
m1 = gM cos(φ/M) , m2 = gM sin(φ/M) ,








The leading 1-loop contributions to the inflaton self-energy are given by the diagrams
(a) and (b) in the figure 5.1 below. Using the Feynman rules at finite temperature in
Figure 5.1: Feynman diagrams contributing to the inflaton self-energy. The solid fermion
lines in the loops correspond to either ψ1 or ψ2. Note that diagram (a) is associated with the
gi vertices, while diagram (b) is associated with the fi vertices.
the imaginary-time formalism [84, 85], we obtain for the contribution of ψi to diagram
(a) at vanishing external momentum:


























































ω2n + |k|2 +m2i
+
2m2i
(ω2n + |k|2 +m2i )2
]
,(5.6)
where k2 = (k0)2 − |k|2 = (iωn)2 − |k|2 = −(ω2n + |k|2) is the four-momenta, k is
the three-momenta, and the sum is over the fermionic Matsubara frequencies ωn =
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(2n + 1)πT [84, 85]. For mi  T or Hard Thermal Loop (HTL) approximation we
may neglect the second term within brackets and the masses in the denominator of the
propagators b, such that:
Π
(a)











Similarly, for diagram (b) we obtain:































such that in HTL approximation we get:
Π
(b)





























(sin2(φ/M)− cos2(φ/M)) + (cos2(φ/M)− sin2(φ/M))
]
IT
= g2 [− cos(2φ/M) + cos(2φ/M)] IT
= 0 , (5.10)
so that the leading contributions of each fermion to the inflaton mass in the high










These fermions are also allowed to decay into other light fermions and scalars, not
directly coupled to the inflaton, through standard Yukawa interactions parametrised








bFor instance, we have ω2n + |k|2 + m2i = [(2n + 1)2π2 + (|k|/T )2 + (mi/T )2]T 2 ' [(2n + 1)2π2 +
(|k|/T )2]T 2 = ω2n + |k|2 for mi  T .
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where σ is a scalar singlet and ψσ is an additional light fermion. This simple scenario
has been shown to lead to a consistent realisation of warm inflation with a small
number of fields and parameters. The inflaton is, moreover, a gauge singlet, such that
the scenario can accommodate different forms of the scalar potential compatible with
the reflection symmetry φ/M → π/2 − φ/M inherited from the discrete interchange
symmetry mentioned above. Moreover, this scenario leads to observational predictions
for chaotic inflation with a quartic potential compatible with the latest Planck data
[23, 86], a simple model that is observationally ruled out within the standard “cold
inflation” paradigm.
In this work, we extend the analysis done in [23, 86] for different forms of the scalar
potential, thoroughly exploring the parametric regimes where the WLI scenario can
be consistently implemented and comparing the associated observational predictions
with Planck 2015 data [87]. In addition to the quartic monomial potential, we also
study a Higgs-like symmetry breaking potential and a non-renormalisable plateau-like
potential also considered in [56, 88] in the context of warm inflation. We wish to
determine, in particular, the allowed ranges for the dimensionless couplings g and h
and the symmetry breaking scale M for which the WLI scenario can be consistently
realised with different potentials, as well as characterise the dynamics of warm inflation
in the consistent parametric regimes.
5.1 Warm inflation dynamics and primordial perturbation
spectrum
Since the leading contributions of each fermion to the inflaton mass in the high
temperature limit cancel, in WI the background evolution equations for the inflaton-
radiation system are given by:
φ̈+ (3H + Υ)φ̇+ V ′(φ) = 0 ,
ρ̇R + 4HρR = Υφ̇
2 , (5.13)
where dots correspond to time derivatives, primes denote derivatives with respect to
φ, Υ is the dissipative coefficient in the leading adiabatic approximation and H is the






where ρ = ρφ + ρR is the total energy density, with ρφ = φ̇
2/2 + V (φ). In the WLI
scenario, the dissipation coefficient resulting from the interaction between the inflaton
and the fermions ψ1 and ψ2 in eq. (5.2) (from a diagram of the form (a) in fig. 5.1)
is proportional to the temperature of the radiation bath and given by [23] (see also
Appendix A):




where CT is a function of the coupling g and the Yukawa coupling h determining
the decay of the ψ1,2 fermions into a light σ scalar and a light ψσ fermion. Note
that h2/(4π) is the true expansion parameter, so one must guarantee that this
parameter remains small enough h2/(4π) < 1 to yield the leading perturbatively
resumed result for the decay width. In this regime, any higher-order corrections
are necessarily sub-leading so will not change the results in a significant way. The
above dissipation coefficient is valid in the high-temperature regime where the fermions
are relativistic. At finite temperature, both fermion obtain thermal masses. These
additions are identical for both fields, and they emerge from the contributions of the
σ and ψσ fields corresponding to h
2T 2/8 [89]. Given that, including thermal mass
corrections: m21 = g
2M2 cos2(φ/M) + h2T 2/8 and m22 = g
2M2 sin2(φ/M) + h2T 2/8,
the fermions remain light during inflation for an arbitrary inflaton value, provided that
gM . T . M . Note that the upper bound on the temperature ensures that the
underlying U(1) symmetry is spontaneously broken during inflation. The contribution















































































where the leading thermal inflaton mass corrections from both fermions cancel each
other, and the remaining oscillatory corrections vanish, on average, for φ  M ,
cFor convenience we select this scale as the symmetry breaking scale M .
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although we will include them explicitly in our analysis.
The fermion decay width is given by [23], which at 1-loop corresponds to the diagram


























m2i + |p|2, k± = (ωp ± |p|)/2 and
F (x, y) = xy − x
2
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where Li2(z) is the dilogarithm function. The thermal mass corrections, given by the
Yukawa interactions, dominate over the inflaton contribution to the fermion masses for
h  g and T . M , such that m2i ' h2T 2/8. To ensure the validity of the adiabatic
approximation in the computation of the dissipation coefficient and that the fermions
are in a nearly-thermal equilibrium state, we must then impose Γψ/H > 1. For practical
purposes, we evaluate the decay width at the momentum value pmax ' 3.24T that
yields the largest contribution to the dissipation coefficient [23]. In addition to this
requirement, we demand T > H, where a flat space approximation can be employed in
the computation of the dissipation coefficient [91].
Figure 5.2: Feynman diagram contributing at 1-loop to the fermion self-energy, where the
internal lines correspond to the (massless) ψσ and σ fermion and scalar fields, respectively.
For thermalised inflation fluctuations, 1 + 2n∗ = coth(H∗/(2T∗)), and since T∗/H∗ =
















The function G(Q∗) accounts for the growth of inflaton fluctuations due to the coupling
to radiation fluctuations through the temperature dependence of the dissipation
coefficient and must be determined numerically. This function also exhibits a mild
dependence on the form of the scalar potential. An extended analysis in [23, 92], for
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the potentials considered in this work, obtained the numerical fit:
G(Q∗) '
{
1 + 0.0185Q2.315∗ + 0.335Q
1.364
∗ quartic potential ,
1 + 0.01Q1.8∗ + 0.18Q
1.4
∗ Higgs-like and plateau-like potentials .
(5.22)
This implies that the measured amplitude of the primordial power spectrum ∆2R '
2.2× 10−9 [10] constrains the observationally consistent scenarios independently of the
form of the scalar potential. In particular, it yields an upper bound CT . 0.02, which
implies that the coupling g must be at least an order of magnitude smaller than the
coupling h.
From the amplitude of the curvature power spectrum, we determine the scalar spectral
index ns − 1 ' d ln ∆2R/dNe, which we may write as:







Since, for T  MP , gravitational waves are not significantly affected by thermal








R is nevertheless affected,
and as mentioned above typically reduced, by the modifications to the scalar curvature
perturbations introduced by dissipation.
5.2 Analysis of different inflaton potentials
Previous studies of the WLI scenario have shown that it may be consistently
implemented and yield observationally viable predictions with a quartic inflaton
potential for specific parameter values [23, 86]. In this section, we will perform a
full parametric analysis of this case, considering all dynamical consistency conditions,
and then extend the study to additional typical forms of the inflaton potential. We
will require, in particular, that the fermions remain light during inflation and that they
maintain a near-equilibrium distribution, such that dissipative processes also occur
in an adiabatic regime. This implies imposing the conditions Γψ/H > 1, T/H > 1
and gM . T . M for 50-60 e-folds of inflationary expansion. After determining the
regions of parameter space where these conditions are satisfied, we will then compute
the corresponding inflationary observables.
In order to scan the parameter space, we implement a numerical method. This is to
solve the system of equations (5.13) and (5.14). Now, since the coupling constants
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involved in the dynamics differ by several orders of magnitude, for instance λ ∼ 10−14
for the inflaton self-interactions and h = O(1), it is useful to use rescaled quantities
in the numerical procedure to evolve the background field and radiation equations
(5.13). In particular, in the numerical code we use C̃T = g̃
2λ1/4f(h̃), f(h̃) = 3/(h̃2(1−
0.34 log(h̃))), and g̃ = g/λ1/4. This allows us to consider input values g0 and h0 for the
couplings and a reference input value λ0 = 10
−14 for the inflaton self-coupling. With
these input values we evolve the background equations from initial conditions yielding a
large number of e-folds (> 60), and then determine the values of the different dynamical
quantities (φ, Q) at horizon-crossing 50-60 e-folds before the end of inflation. From this
iterative procedure we then determine the physical value of λ yielding the measured
amplitude of the scalar curvature power spectrum, and use the rescaled quantities above
to compute the physical values of the couplings g and h. As mentioned earlier, for the
Yukawa coupling the expansion parameter must satisfy h2/(4π) < 1, thus h . 3.5 in
order to be perturbative.




(φ2 − v2)2 , (5.24)
we do the analysis for different values of v/MP = 2, 5, 10, 20, and vary the parameters
g, h, and M . We integrate the background EOM for the inflaton field and radiation:
(5.13) and (5.14), looking for initial conditions that allow a certain value of Ne e-folds
(> 60). Inflation will end when slow-roll conditions are violated, in particular we set
the end of inflation at εH = −Ḣ/H2 = 1. A certain Ne e-folds (50-60) before the end
of inflation we read the values at horizon crossing, get the amplitude of the spectrum,
obtain the value of λ, and the predictions for the spectral index ns and the tensor-
to-scalar ratio r. Numerically, we evolve dimensionless quantities. The “program”
























where ρi are the energy densities either of the inflaton or radiation: ρφ = φ̇
2/2 + V (φ)
and ρR = π
2g∗T
4/30 = CRT
4. From the rescaling of the dissipative coefficient we also
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have:
Υ̃ = C̃T T̃ , C̃T = g̃






, h̃ = h . (5.28)








with M̃ = M/v. Therefore, we will use as input the value of g̃, and a reference value for
the potential coupling λ0 = 10
−14, which is of the expected order of magnitude to get
the primordial spectrum. For each value of v, we scan over the parameters g0 = λ
1/4
0 g̃,
h0 and M . This gives the value of
C̃T (0) = g̃
2λ
1/4
0 f(h̃0) , (5.30)
and therefore that of Q for each point in the scan. Once we have obtained the values at
horizon crossing (Q∗), in program units, we impose the normalisation of the spectrum
(eq. (5.21) ∆2R ' 2.2 × 10−9 [10] ) to obtain the true value λ. And once we have
obtained the true value λ, we can cross-check the different constraints for the model:
• The symmetry breaking scale M should be large enough, but fermions should be
light: gM/T = g̃M̃/T̃ < 1 and M/T = M̃/(λ1/4T̃ ) > 1.
• For the consistency of the dissipative coefficient calculation, we must have:
T/H = T̃ /(λ1/4H̃) > 1.
• Light fermions should maintain a near-equilibrium distribution at T , which
requires: Γψ/H > 1.
In order to cross-check the adiabaticity condition Γψ/H > 1 we need first to get the
physical value of h from the equality of C̃T and the input value C̃T (0) in eq. (5.30); i.e.
we need to solve one equation numerically:
λ
1/4
0 f(h̃0) = λ
1/4f(h̃) . (5.31)
At last the physical value of g is given by g = (λ/λ0)
1/4g0. This procedure is done
only for the Higgs-like potential and Plateau-like potential with sextic power, since the
typical value of the potential coupling constant of the chaotic quartic is of the order
λ ∼ 10−14 or λ ∼ 10−15, then it is essentially accessible to explore the parameter space
varying λ as well.
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5.2.1 Chaotic inflation with a quartic potential: V (φ) = λ
4
φ4
For the quartic potential, we show in fig. 5.3 the regions in the (g,M/MP ) plane where
all dynamical consistency conditions are satisfied for two different values of the Yukawa
coupling, h = 2 and h = 3 (h ' h0 and g ' g0 in this case), indicating the regions
where each condition fails.
Figure 5.3: Allowed regions in the plane (g,M/MP ) for the chaotic quartic potential with
h = 2 (gray) and h = 3 (red), for Ne = 50 (right) and Ne = 60 (left). Notice that there are
no allowed regions for h ' 1. The vertical lines correspond to different values of the dissipative
ratio at horizon-crossing, Q∗.
As one can easily see, the adiabatic condition Γψ > H implies a lower bound on
g & 0.01, while the conditions on the temperature limit this coupling from above,
g . 0.1. We find no consistent solutions for h . 1 (due to the condition Γψ > H),
with larger values of this coupling increasing the range of the allowed values for g
and M . Note, however, that for larger values of the Yukawa coupling perturbation
theory may break down. The symmetry breaking scale may take values in the range
10−4MP − 10−2MP . Detailed limits are given in Table 5.1
Ne = 60 Mmin/MP Mmax/MP gmin gmax Q∗min Q∗max
h=3 1.1× 10−4 1× 10−2 8.9× 10−3 0.095 1× 10−4 0.16
h=2 2.15× 10−4 5.5× 10−3 0.027 0.075 7.7× 10−3 0.2
Ne = 50 Mmin/MP Mmax/MP gmin gmax Q∗min Q∗max
h=3 1.15× 10−4 1× 10−2 8.9× 10−3 0.1 1.1× 10−4 0.19
h=2 2.5× 10−4 5.25× 10−3 0.03 0.08 0.01 0.25
Table 5.1: Allowed parametric ranges for the WLI scenario with a quartic potential for
Ne = 50, 60 and h = 2, 3.
We also find that the dissipative ratio at horizon-crossing can consistently take values
in the range 10−4 . Q∗ . 10−1, the lower bound being set by the condition of nearly-
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thermalized fermions and the upper bound by the high-temperature approximation.
Thus, generically we find that inflation must start in the weak dissipative regime,
although Q increases during inflation for the quartic potential so that in a wide region
of parameter space one reaches Q > 1 before the end of inflation, a necessary condition
for radiation to dominate after the slow-roll regime with no further reheating (see
Eq. (4.19)). In fig. 5.4 we show the predictions for the scalar spectral index and tensor-
to-scalar ratio in the allowed parametric ranges, exhibiting a remarkable consistency
with the Planck data. This is particularly relevant given that the quartic potential
is already excluded by Planck data within the cold inflation paradigm. The tensor-
to-scalar ratio lies in the range 10−3 . r . 10−2, with a smaller Yukawa coupling
suppressing the amount of tensor modes.
























r −h= 3−h= 2
Ne = 60
Ne = 50
Figure 5.4: Observational predictions of the WLI scenario with a quartic potential for 50-60
e-folds of inflation and two distinct values of the Yukawa coupling h = 2 and h = 3. The plot
on the left shows the spectral index ns as a function of the dissipative ratio at horizon-crossing,
Q∗, while the plot on the right shows the allowed trajectories in the (ns, r) plane. The blue
contours correspond to the 68% and 95% C.L. results from Planck 2015 TT+lowP data [87].
The agreement between the WLI quartic model and the Planck data had already been
observed in [23, 86], although without taking into account all the dynamical consistency
conditions. Interestingly, these conditions exclude the parametric regimes for which
Q∗ & 1, where the growing mode due to the coupling between inflaton and radiation
perturbations would render the spectrum more blue-tilted and disfavoured by Planck.
Hence, it is truly remarkable that consistency of the analysis leads to a full agreement
with Planck and also to a finite range for the tensor-to-scalar ratio within the reach of
B-mode polarisation experiments in the near future (see e.g. [51]).
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5.2.2 Inflation with a Higgs-like potential: V (φ) = λ
4
(φ2 − v2)2
For a Higgs-like “mexican hat” inflaton potential, with inflation occurring in the
“hilltop” part of the potential, we show in figs. 5.5 and 5.6 the regions in the (g,M/MP )
plane where all dynamical consistency conditions are satisfied, for different values of the
symmetry breaking scale v and two different values of the input Yukawa coupling h0
(which differs from the physical value of the coupling as discussed below). We present
a general analysis of the outcome only when Ne = 60, since the results are very similar
for Ne = 50.
Figure 5.5: Allowed regions in the (g,M/MP ) plane for the Higgs-like potential with h0 = 3
(right) and h0 = 4 (left), for Ne = 60 and different values of the symmetry breaking scale v.
Notice that there are no allowed regions for h0 ' 2.
Figure 5.6: Allowed regions in the (g,M/MP ) plane for the Higgs-like potential with h0 = 3
(right) and h0 = 4 (left), for Ne = 50 and different values of the symmetry breaking scale v.
Notice that there are no allowed regions for h0 ' 2.
As one can see in fig. 5.5, larger values of v imply larger values of the WLI symmetry
breaking scale M , which may lie in a wider range than for the quartic potential studied
earlier. As for the latter, the condition Γψ > H yields a lower bound on the coupling
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g & 0.01, while the conditions for light fermions and U(1) symmetry breaking yield
an upper bound g . 0.1. We also find that the input value for the Yukawa coupling
h0 & 2 in order to satisfy all consistency conditions, with larger values of h0 increasing
the allowed region in the (g,M/MP ) plane.
Detailed limits on the parameters are given in Table 5.2, where one can see that the WLI
scale 10−7MP . M . 10−2MP and that, despite the lower bound on h0, the physical
value of the Yukawa coupling can take values h . 1. In fact, we find that in this
regime inflation occurs in the strong dissipation regime already at horizon-crossing,
being consistent to have Q∗ . 103. To better understand the different dynamical
regimes at horizon-crossing, we plot in fig. (5.7) the relation between the physical
couplings g and h and Q∗ for Ne = 60.
Ne = 60
h0 = 4 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 1.15× 10−5 5.75× 10−3 0.475 3.559 6.3× 10−3 0.112 2.76× 10−5 58.237
v/MP = 10 7.0× 10−6 1.6× 10−3 0.354 3.526 6.54× 10−3 0.135 3.135× 10−5 186.515
v/MP = 5 1.0× 10−6 3.25× 10−4 0.243 2.154 0.029 0.153 2.95 704.09
v/MP = 2 2.15× 10−7 8.5× 10−5 0.167 1.66 0.02 0.143 11.0 2999.9
h0 = 3 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 7.0× 10−5 3.25× 10−3 0.856 1.99 0.028 0.092 9.11× 10−3 7.32
v/MP = 10 1.35× 10−5 1.0× 10−3 0.499 2.035 0.027 0.106 7.14× 10−3 48.4
v/MP = 5 3.75× 10−6 4.0× 10−4 0.35 1.52 0.041 0.123 4.5 174.75
v/MP = 2 7.25× 10−7 1.0× 10−4 0.229 1.112 0.028 0.106 20.18 883.8
Ne = 50
h0 = 4 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 1.15× 10−5 7.25× 10−3 0.475 4.04 4.75× 10−3 0.117 9.29× 10−6 65.55
v/MP = 10 3.75× 10−6 2.75× 10−3 0.354 4.61 3.62× 10−3 0.141 3.19× 10−6 209.381
v/MP = 5 9.25× 10−7 3.75× 10−4 0.241 2.233 0.029 0.162 3.55 805.51
v/MP = 2 1.75× 10−7 9.75× 10−5 0.154 1.689 0.019 0.147 14.763 3983.59
h0 = 3 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 4.5× 10−5 4.25× 10−3 0.694 2.272 0.02 0.096 2.46× 10−3 14.714
v/MP = 10 1.3× 10−5 1.7× 10−3 0.5 2.577 0.016 0.115 8.6× 10−4 54.289
v/MP = 5 3.75× 10−6 4.0× 10−4 0.354 1.555 0.041 0.128 5.256 195.866
v/MP = 2 7.25× 10−7 1.2× 10−4 0.228 1.120 0.027 0.107 24.48 991.673
Table 5.2: Allowed parametric ranges for the WLI scenario with a Higgs-like potential for
Ne = 60 (top) and Ne = 50 (bottom), with h0 = 3, 4 and for different values of the symmetry
breaking scale v.
In fig. 5.7 we can clearly identify two distinct allowed parametric regimes. First, a
regime where h & 1 decreases with g that yields weak dissipation at horizon-crossing,
much like for the quartic potential. Second, a regime where h . 1 increases with g
where dissipation is already strong at horizon-crossing, Q∗ & 1, with Q∗ increasing
with decreasing values of h. The latter constitutes an allowed parametric window that
was absent for the quartic potential.
Despite the larger parametric space found for the Higgs-like potential, in comparison




















































Figure 5.7: Allowed values of the physical couplings g and h (left) in the WLI scenario with a
Higgs-like potential for Ne = 60 and two different values of the input parameter h0, for distinct
values of the inflaton potential minimum v. The corresponding values of Q∗ are also plotted as
a function of g (right).
of the allowed parametric ranges, particularly in the regime Q∗ & 1. The obtained
inflationary observables are shown in fig. 5.8.










































Figure 5.8: Observational predictions of the WLI scenario with a Higgs-like potential for 50-60
e-folds of inflation and different values of the symmetry breaking scale v. The plot on the left
shows the spectral index ns as a function of the dissipative ratio at horizon-crossing, Q∗, while
the plot on the right shows the allowed trajectories in the (ns, r) plane. The blue contours
correspond to the 68% and 95% C.L. results from Planck 2015 TT+lowP data [87].
It is clear in fig. 5.8 that the parametric regime where Q∗ & 1 (and h . 1) is disfavoured
by the Planck data, essentially due to the growing mode in the spectrum of inflaton
perturbations associated with their coupling to radiation perturbations and which
makes the spectrum more blue-tilted with increasing Q∗. Hence, in tune with what
we found earlier for the quartic model, this scenario is only observationally viable for
Q∗ . 1 and values of the Yukawa coupling h & 1, although we emphasise that Q is
dynamical and a strong dissipative regime can be attained before the end of inflation.
Values for which Q∗ & 1 correspond to the region M . 10−4MP , and therefore, like
for the quartic model, agreement with Planck restricts the symmetry breaking scale
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to the range 10−4MP . M . 10−2MP . In addition, observations also restrict the
Higgs symmetry breaking scale to the range 5MP . v . 20MP , which is essentially a
restriction on the ηφ slow-roll parameter at horizon-crossing
d. An important difference
between the Higgs-like potential and the quartic potential is that the tensor-to-scalar
ratio can be much lower in the latter, with r & 10−6 for the Higgs-like potential in the
allowed window.
5.2.3 Inflation with a non-renormalisable plateau-like potential:









To complete our discussion of inflationary potentials, we consider a non-renormalisable
plateau-like potential with quartic and sextic inflaton monomials. This has a symmetry-
breaking shape like the Higgs-like potential studied above, with the important difference
that both slow-roll parameters εφ and ηφ vanish at the origin, making the resulting
inflationary plateau much flatter. This potential is, in fact, very similar to the Coleman-
Weinberg potential typically considered in several inflationary models (see e.g. [56]).
Figure 5.9: Allowed regions in the plane (g,M/MP ) for the non-renormalisable plateau-like
potential with h0 = 3 (right) and h0 = 4 (left), for Ne = 60 and different values of the symmetry
breaking scale v. Notice that there are no allowed regions for h0 ' 2.
In figs. 5.9 and 5.10 we show the regions in the (g,M/MP ) plane where all dynamical
consistency conditions are satisfied, for different values of the symmetry breaking scale
v and two different values of the input Yukawa coupling h0 (which differs from the
physical value of the coupling). As for the Higgs-like potential, we report only the
outcome at Ne = 60 for clarity of the plots, since the results are very similar for
Ne = 50.






(1−x2)2 , where x = φ/v. From this we
can see that the potential suffers from an “eta” problem and will not be able to sustain a long period
of inflation for v < 2MP .
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Figure 5.10: Allowed regions in the plane (g,M/MP ) for the non-renormalisable plateau-like
potential with h0 = 3 (right) and h0 = 4 (left), for Ne = 50 and different values of the symmetry
breaking scale v. Notice that there are no allowed regions for h0 ' 2.
fig. 5.9 shows that the allowed parametric regions for the non-renormalisable plateau-
like potential are very similar to the Higgs-like potential, with larger values of v shifting
the allowed window for the symmetry breaking scaleM towards larger values, and larger
values of h0 enhancing the allowed parametric window. This window is somewhat
narrower than for the Higgs-like potential, but again we find a lower bound h0 & 2
on the input value of the Yukawa coupling, and that 0.01 . g . 0.1. In this case
the decrease in the allowed parametric region between h0 = 4 and h0 = 3 is more
pronounced than for the Higgs-like potential, and in fact the case v = 20MP is excluded
by the dynamical consistency conditions for h0 = 3. Detailed limits on the parameters

















































Figure 5.11: Allowed values of the physical couplings g and h (left) in the WLI scenario with
a non-renormalisable plateau-like potential for Ne = 60 and two different values of the input
parameter h0, for distinct values of the inflaton minimum v. The corresponding values of Q∗
are also plotted as a function of g (right).
For the plateau-like potential, we thus find that 10−6 . M/MP . 10−3, and as for
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the Higgs-like potential we also obtain an allowed region where h . 1 and Q∗ & 1.
The dissipative ratio may also attain values Q∗ . 103 in this case, although somewhat
smaller than for the Higgs-like scenario. The relation between the physical couplings
and Q∗ is qualitatively analogous to the Higgs-like potential as shown in fig. 5.11.
Ne = 60
h0 = 4 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 9.0× 10−5 1.95× 10−3 0.906 1.542 0.051 0.084 0.105 4.413
v/MP = 10 2.4× 10−5 8.5× 10−4 0.623 1.986 0.030 0.101 0.011 22.042
v/MP = 5 7.0× 10−6 2.75× 10−4 0.449 2.129 0.025 0.115 5.33× 10−3 79.60
v/MP = 2 1.45× 10−6 7.25× 10−5 0.298 1.701 0.035 0.127 2.776 385.681
h0 = 3 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 −− −− −− −− −− −− −− −−
v/MP = 10 1.0× 10−4 9.25× 10−4 0.932 1.266 0.069 0.081 0.526 3.726
v/MP = 5 2.3× 10−5 3.25× 10−4 0.625 1.436 0.058 0.093 0.196 20.894
v/MP = 2 4.25× 10−6 8.5× 10−5 0.396 1.389 0.045 0.103 1.799 119.033
Ne = 50
h0 = 4 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 6.75× 10−5 2.45× 10−3 0.786 1.764 0.038 0.088 0.029 7.876
v/MP = 10 2.1× 10−5 1.15× 10−3 0.584 2.284 0.022 0.105 3.2× 10−3 29.013
v/MP = 5 5.5× 10−6 3.5× 10−4 0.396 2.514 0.017 0.121 1.125× 10−3 118.615
v/MP = 2 1.1× 10−6 8.5× 10−5 0.256 1.771 0.031 0.134 3.409 603.231
h0 = 3 Mmin/MP Mmax/MP hmin hmax gmin gmax Q∗min Q∗max
v/MP = 20 −− −− −− −− −− −− −− −−
v/MP = 10 8.0× 10−5 1.0× 10−3 0.879 1.427 0.060 0.086 0.23 5.404
v/MP = 5 1.9× 10−5 4.0× 10−4 0.570 1.602 0.048 0.099 0.077 29.578
v/MP = 2 3.5× 10−6 1.0× 10−4 0.357 1.532 0.041 0.110 1.404 169.071
Table 5.3: Allowed parametric ranges for the WLI scenario with a non-renormalisable plateau-
like potential for Ne = 60 (top) and Ne = 50 (bottom), with h0 = 3, 4 and for different values
of the symmetry breaking scale v.
Not surprisingly, scenarios with strong dissipation at horizon-crossing are observation-
ally disfavoured by Planck data, again due to the growing mode in the power spectrum,
as shown in fig. 5.12. Nevertheless, we may have viable scenarios with Q∗ ∼ 3 in this
case, which is somewhat larger than for the other potentials studied in this work, and
also for v = 2MP , which did not occur for the Higgs-like potential. Of the three
forms of the potential considered in this work, this flatter plateau is thus the one that
allows for stronger dissipation at horizon-crossing and hence larger values of the inflaton
mass compared to the Hubble parameter, showing that warm inflation can significantly
alleviate the “eta-problem”. The non-renormalisable plateau also yields lower allowed
values for the tensor-to-scalar ratio, with r & 10−8 in this case.
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Figure 5.12: Observational predictions of the WLI scenario with a non-renormalisable plateau-
like potential for 50-60 e-folds of inflation and different values of the symmetry breaking scale v.
The plot on the left shows the spectral index ns as a function of the dissipative ratio at horizon-
crossing, Q∗, while the plot on the right shows the allowed trajectories in the (ns, r) plane. The
blue contours correspond to the 68% and 95% C.L. results from Planck 2015 TT+lowP data
[87].
5.3 Final remarks
In this work, we have studied the implementation of the Warm Little Inflaton scenario
[23] for different forms of the inflaton potential, considering a large-field chaotic
model and small-field models like the Higgs-like and non-renormalisable plateau-like
potentials. We have scanned the parameter space of the model imposing all the relevant
consistency conditions and compared the associated observational predictions with the
most recent Planck data. We have included in our analysis all thermal corrections
to the effective scalar potential that remain upon cancellation of the leading inflaton
thermal mass corrections.
Although results are quantitatively different for the three potentials, we have found
several generic features of the WLI model. Consistent realisations require a coupling
between the inflaton and fermion fields 0.01 . g . 0.1 and that the latter decay through
a Yukawa coupling h & 1 (although within the perturbative regime h . 3.5). Within
these limits, observe in figs. 5.7 and 5.11 the difference in the numerical values of the
input parameter h0 compared to the true physical coupling h. This is particularly
pronounced for the Higgs-like and non-renormalisable potentials, for instance, in the
plot g vsh of fig. 5.7 when h0 = 4 (circles) its physical values h start at 3.5 and
end when h < 0.5. As such, this represents a considerable difference between the
input h0 and the physical h. In contrast, the difference between both couplings is
negligible for the chaotic quartic potential. Thus, this ensures that the fermions can
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remain light throughout inflation (gM . T ) for temperatures below the symmetry
breaking scale T . M , and that they decay faster than the inflationary expansion.
The Yukawa coupling h can reach up to the higher end of the perturbative limit, which
arises precisely due to having to enforce the adiabatic condition that ensures the thermal
bath is maintained. Imposing these requirements we have found that the condition for
a warm inflationary regime, T & H, is easily satisfied, not imposing any additional
constraints. Dynamical consistency also imposes 1012 GeV . M . 1016 GeV, with
observations favouring the larger values, thus suggesting a possible connection between
the WLI scenario and grand unification theories.
For the quartic chaotic scenario, dynamical consistency imposes Q∗ . 0.1 for the
dissipative ratio at horizon-crossing, while for the two hilltop potentials dynamical
constraints allow for Q∗ . 103. However, we have found that all scenarios with
Q∗ & 1 are disfavoured by the Planck data, essentially due to a growing mode in the
curvature power spectrum associated with the coupling between inflaton and radiation
fluctuations that is present in all warm inflation scenarios with Υ ∝ Tn, n > 0, and
which generically leads to larger ns values. Nevertheless, in all cases discussed we may
reach values of Q∗ close or even slightly above unity, and since Q grows throughout
inflation for all potentials considered, we have thus obtained scenarios where the
dynamics of warm inflation occurs essentially in the strong dissipation regime, Q > 1,
and for which the “eta-problem” can thus be significantly alleviated.
The dynamical and observational constraints (essentially on the scalar spectral index
ns) also allow us to place lower limits on the tensor-to-scalar ratio ranging from r & 10−3
for the quartic model down to r & 10−8 for the plateau-like potential, and in all cases
consistent models have r . 10−2. In the chaotic model the dynamical constraints are, in
fact, sufficient to limit the values of ns and r to values within the Planck bounds, with
10−3 . r . 10−2 being potentially within the reach of ongoing and planned B-mode
polarisation experiments [51].
The remarkable agreement of the quartic potential with Planck data is particularly
significant given that such self-interactions should generically be present in the scalar
potential, not being forbidden by any symmetriese, and dominate over a quadratic
mass term for sufficiently large field values. This scenario thus yields the most natural
renormalisable realisation of chaotic inflation, where slow-roll is a phase-space attractor
as opposed to plateau-like models (see e.g. [93]). While in the absence of dissipation its
predictions are in severe tension with observational data [87], it is in perfect agreement
eThe interchange symmetry actually requires the potential to be of the form V (φ) = λM4(φ/M −
π/2)4, but this is well approximated by a quartic monomial for φM .
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with Planck within the WLI realisation of warm inflation (see also [58]).
Of course that, as in cold inflation models, several scalar potentials will be excluded
by observational data within the WLI scenario. We have focused, in this work, on
three types of potential for which we find agreement with observations in a broad
region of parameter space, thus showing that the WLI scenario can lead to different
realisations of warm inflation that are both dynamically and observationally consistent.
The modifications to the primordial perturbation spectrum induced by dissipative and
thermal effects within the WLI scenario generically lead to a more blue-tilted scalar
spectrum and a more suppressed tensor component with respect to cold inflation models
with the same potential functions. Hence, scalar potentials that were excluded within
the cold inflation paradigm for being too red-tilted and yielding a too large tensor-to-




“Oneness, then, is all that I predicate of the originally created Matter; but I propose
to show that this Oneness is a principle abundantly sufficient to account for the
constitution, the existing phenomena and the plainly inevitable annihilation of at
least the material Universe.
The willing into being the primordial particle, has completed the act, or more
properly the conception, of Creation. We now proceed to the ultimate purpose for
which we are to suppose the Particle created-that is to say, the ultimate purpose so
far as our considerations yet enable us to see it-the constitution of the Universe from
it, the Particle.”
—Edgar Allan Poe, Eureka: a prose poem.
In the essential WI scheme, the sole requirement is that radiation energy is produced
during inflation and that mechanism of production is due to dissipative effects on
the inflaton. Thereby if all microscopic motion is slow relative to the relevant
microscopic time scales, the macroscopic dynamics can be treated adiabatically; and
if the interactions are weak, perturbation theory is applicable. Hence, in such a
thermalised, adiabatic, perturbative regime, a well formulated quantum field theory
dissipative dynamics can be formulated. The original idea of a quantum multi-field
warm inflation model was proposed in [27–29], called distributed mass (DM) model,
built on the context of string theory. The model was intended to illustrate a scheme
developed by first principles inspired by string theories exhibiting N = 1 global
supersymmetry, with the inflaton coupled to massive modes of the string [32]. Thus
the DM model describes how the interaction between the inflaton φ and any other light
constituents (fermion or scalar fields), establishes a mass scale distribution for such
fields, which is determined by the mass parameter M . The key property of the DM
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model is that for a given temperature T , only the fields with masses g2(φ−Mi)2 . T 2
will contribute to the dissipation, where g is a coupling constant.
Inflation is assumed to be described by low-energy Effective Field Theory (EFT),
although in many models inflation can happen when the inflaton field is super-
Planckian, particularly by considering monomial chaotic potentials in cold inflation.
Furthermore, an EFT can be ultraviolet (UV) complete if it can be successfully
incorporated in a quantum theory of gravity, such as String Theory. This paradigm
provides a vast landscape of consistent embeddings of the EFT of gravity into
a quantum theory, but this does not imply that any EFT coupled to gravity is
consequently included in the landscapes. Those EFT’s that are in fact inconsistent
with a quantum theory of gravity lie in the surrounding swamplands [94, 95]. Hence, a
benchmark is needed to ensure a de Sitter vacuum EFT can live in the desired string
landscapes. Recently two swampland criteria relevant for inflationary theories have
been proposed [96, 97], |∆φ|/MP < ∆ and MP |Vφ|/V > c, provided that V > 0,
where {∆, c} ∼ O(1). Nonetheless, these criteria have been noted to pose inherent
threats to the basic mechanism of slow-roll in cold inflation [97]. However, as part of
the subsequent analysis we evaluate the aforementioned criteria in the warm inflation
scenario. We show models of warm inflation that can be very consistent with the
swampland criteria. Inherently the dissipative feature in warm inflation makes it
amenable for consistency with swampland criteria, as already noted in the literature
[98–102].
6.1 Supersymmetric distributed mass model
Let us consider the general form of an effective N = 1 global SUSY theory version of
the distributed mass (DM) model with chiral superfields Φ, Xi and Yi, described by















where g and h are coupling constants. The chiral superfields Φ, Xi and Yi have (scalar,
fermion) components (φ,ψφ), (χi,ψχi) and (σi,ψσi), respectively. Note that these are
complex scalars and Weyl fermions, each with two degrees of freedom. We may use the
Majorana representation for the spinors, i.e. use a 4-component Majorana spinor built
from the same Weyl fermion. In this case, note that a Majorana fermion is its own
anti-particle. The sum in the superpotential is taken over all the states in the tower.
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We have taken different Yi fields coupled to each Xi field in the tower to avoid mass
mixing at the level of the thermal masses.
The scalar interaction terms in the theory are obtained from the superpotential using:














∂XiW = g(Φ−Mi)Xi +
h
2
Y 2i , (6.4)



































By selecting the boson field components of the chiral superfields Φ, Xi and Yi, which


















































where ξn is a superfield and PL = 1−PR = (1+γ5)/2 are the chiral projection operators






i . Then by selecting the boson field components of the
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σ†i ψ̄σiPRψχi . (6.11)
Note that by decomposing the fields into their real and imaginary part via φ = (φR +
iφI)/
√
2, then the modulus square |φ −Mi|2 becomes (φR/
√
2 −Mi)2 + φ2I/2, where
φR/
√
2 is the expectation value of the inflaton field. So this definition introduces
























































































































σ†i ψ̄σiPRψχi . (6.13)
However, as φR/
√
2 is the nonzero vacuum expectation value of φ, which will be the
only term that will contribute to dissipation in the scalar fields effective equation of
motion, then the imaginary part of the inflaton φI is not relevant for the subsequent
analysis. Moreover, in order to be coherent with further calculations, φ is going to be
considered only as the classical expectation value, without the label R and the factor
1/
√
2. Therefore the relevant Lagrangians that may contribute to dissipation in the
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σ†i ψ̄σiPRψχi . (6.15)
Once we decompose the inflaton field, we can identify the bare masses of the χi’s and
ψχi ’s as: mψχi = g (ϕ−Mi) = mχi ; at zero temperature for unbroken SUSY
a. This is
in agreement with [89] upon rescaling the couplings g and h in the superpotential by
1/2 factors.
At finite temperature, both the χi and ψχi receive thermal mass corrections. The
contributions of the σi and ψσi fields to the latter have been computed in [89] and been
shown to be identical for both χi and ψχi , corresponding to h
2T 2/8 taking into account
the coupling normalisation differences. The χi scalars also receive thermal corrections
from their self-interactions g2|χi|4/4. Noting that these interactions give a contribution
to their tree-level mass ∂2V/∂χi∂χ
†
i = g
2|χi|2 and taking into account the contribution







T 2|χi|2 + . . . , (6.16)
where we have taken into account the two degrees of freedom for complex scalars, this











T 2 . (6.17)
We also need to compute the finite temperature decay widths of the χi and ψχi fields,
however, we only recall such calculations for Dirac fermions [20]; albeit the difference
between Majorana and Dirac fermions is only in the overall factors of the decay width.
Hence, we can first compute them at zero temperature to set the correct normalisation
aNote that in warm inflation SUSY is broken both by the finite temperature and the inflaton energy
density. The latter should arise from an additional Φ-dependent term in the superpotential that we
have note included above and that will lead to a small splitting of the mass for the real and imaginary
components of the χi scalar fields.
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factors in order to identify these global constants. In general we have for the decay of





where S = 1/2 if the particles are identical and S = 1 if they are distinct. The χi fields
may decay via χi → σiσi and χi → ψσiψσi . In the first case, dropping the indices for
simplicity, we may decompose the fields into their real and imaginary components via
χ = (χR + iχI)/
√










R − χRσ2I + 2χIσRσI
]
. (6.19)
Hence, the χR scalar may decay into σR or σI pairs, while the χI scalar has only
one decay channel χI → σRσI . For each of these decay channels, the vertex factor is
−ihg(φ −Mi)/
√
2. Taking into account the S = 1/2 factors in the χR → σRσR and






The fermionic decay channel comes from the interaction term 12hχiψ̄σiψσi , where the
vertex factor is simply −ih. Since the particles are identical in the final state and





Noting that, at zero temperature, mχi = g(φ−Mi), we see that ΓSχi = Γ
F
χi in this limit.
The fermions ψχi can decay as ψχi → σiψσi via the corresponding Yukawa term above,





Again, note that at zero temperature for unbroken SUSY we have mχi = mψχi =
g(φ − Mi), which yields identical total decay widths for the scalars and fermionic
superpartners, as it should.
6.1.1 Identifying the vertex factor
From [20] we can identify the vertex factor of the decay of a scalar boson to fermions
and the decay of a fermion to a scalar boson and a fermion, by taking the limit T → 0
and comparing with eqs. 6.21 and 6.22, respectively. The first one 12hχiψ̄σiψσi , we take
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hence by comparing with eq. 6.21 we have g2X1 = h
2/4. Then, for the second process





therefore g2X2 = h
2. From here we will use above overall factors for the rest of the
computations.
6.2 Interactions
The particle physics model considered in this work is inspired by string theory exhibiting
N = 1 global supersymmetry, with the inflaton field coupled to massive modes of the
string, as discussed in [32]. Several interactions are identified by the shifted couplings
g2(φ−Mi)2χ2i , and g(φ−Mi)ψ̄χiψχi for bosons χi and fermions ψχi respectively, with
{Mi} ranging over mass scales. This feature yields the name of distributed-mass-
model (DM-model). In the subsequent segments we establish the relevant interplay the
inflaton field has with the aforementioned fields. We will restrict to interactions such
that the leading contribution will come dominantly from one-loop processes, when the
decaying field is light. The key property of the DM model is that for a given temperature
T , only the fields with masses g2(φ −Mi)2 . T 2 will contribute to the dissipation.
Henceforth, we will refer such configuration of states as thermally excited sites. We
will consider separately the dissipative processes associated with the excitation of the
scalar χi fields, which may decay via χi → σiσi or χi → ψ̄σiψσi , and those associated
with the excitation of the fermionic ψχi fields, which decay via ψχi → σiψσi , with
technical details of the computation given in the following sections.
6.2.1 Bosonic sector
The leading contribution to the dissipative coefficient from scalar χi arises at one-loop














ρ2χnB(1 + nB) , (6.25)
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where ‘t.e.’ means sum over all thermally excited sites, nB = [e
p0/T − 1]−1 is the
Bose-Einstein distribution and ρχ is the spectral function for the χi field. The spectral
function for the χi field entering in eq.(6.25) corresponds to the fully dressed propagator,
including the effect of their finite decay width into σ and ψσ particles:
ρχ(p, p0) =
4ωpΓχ




m̃2χ i + p
2 and m̃2χ i = m
2
χ i + g
2/12 + h2T 2/8. The leading process
contribution to the decay width of the χi fields is then the two-body decay χi → σiσi
and χi → ψ̄σiψσi ; where at finite temperature we include contributions from both
decays and inverse decay, as well as thermal scattering off particles in the radiation
bath.
Figure 6.1: Feynman diagram contributing to the bosonic dissipative coefficient at leading
order.
In order to compute both decay widths and the resulting dissipative coefficient, let me
introduce three different methods to solve eq. (6.25). For simplicity I will omit, in the
subsequent segments, the sum in the dissipative coefficient.
Full integral: numerical computation










2ρ2χnB(1 + nB) , (6.27)






2ρ2χnB(1 + nB) . (6.28)
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ρ2χ(x, y)nB(x, y)(1 + nB(x, y)) . (6.30)
Pole contribution: numerical computation
An analysis of Eq.(6.25) indicates that the behaviour of the dissipation coefficient in the
different temperature and interaction regimes is determined by an interplay between
the spectral function and the thermal occupation numbers. When the temperature
is large, the occupation numbers are also large, so in this regime, the poles of the
spectral functions will dominate the integral and this will be referred to as the pole
approximation. As such, the pole approximation works well in the high-T region. The














nB(1 + nB) , (6.31)























nB(1 + nB) . (6.33)
Making the same kind of conformal transformation, in order to have only the interval



















nB(z)(1 + nB(z)) . (6.35)
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Pole contribution: analytical computation
We already have the dissipation coefficient about its pole eq. (6.31), but now let us
consider an analytical approximation. The first decay process has been computed in
[20, 21] from the imaginary part of the χi self energy at one-loop order, as seen in
fig. 6.2, yielding:





F σiσiT (p, p0) , (6.36)
where












































 θ(−p20 + p2) , (6.37)















Figure 6.2: Feynman diagram contributing to the self-energy of the χi fields to leading order.
The following calculations are done in the low-momentum p approximation and in the



































then kσi± = (p0 ± p)/2, therefore ω
σi
± = (p0 ± p)/2. Now we have the relations:
p0 − ωσi− = ω
σi
+ , (6.40)
p0 − ωσi+ = ω
σi
− , (6.41)
























































































6 − (ωσi− )6
T 6
































− = p (6.45)
(ωσi+ )
2 − (ωσi− )2 = p0p (6.46)
(ωσi+ )



























































































2 + 3p4) , (6.49)
now, since p0 = ωp the function F (p, p0) becomes:


























2 + 3p4) .
(6.50)
We still can simplify even more the above expression, and in particular the logarithm
function. Since at low-momentum p the argument of the logarithm goes to 1, we can
expand it in the following way:
lnx = x− 1− 1
2
(x− 1)2 + 1
3
(x− 1)3 − 1
4





































+ · · · . (6.52)
Finally, by taking the limit p→ 0, which implies that ωp ' m̃χi , this yields:























Therefore, the decay rate for the process χi → σiσi in the pole approximation at low p
at leading order is:








On the other hand, the leading contribution to the decay width of the χi fields into
two fermions ψ̄σiψσi , as seen in fig. 6.3, has been computed in [20] from the imaginary
part of the χi self energy at one-loop order, yielding:













































































 θ(−p20 + p2) , (6.56)




















Figure 6.3: Feynman diagram contributing to the self-energy of the χi fields to leading order.
We essentially follow the same approach from the case before. Then at low-momentum
p, in the limit mψσi  T , ω
ψσi
























































































































































4 − (ωψσi− )4
T 4







































































Recall that in the pole approximation p0 ' ωp, then by taking the limit p→ 0 implies
that ωp ' m̃χi and 4m2ψσi/m̃
2
χi  1, as a result we have:













Therefore, the decay rate for the process χi → ψ̄σiψσi in the pole approximation at low
p at leading order is:







Consequently the total decay rate for both processes becomes:














Finally we compute the integral in Eq. (6.31), by following the same procedure as in
[27], obtaining the total scalar dissipative coefficient:


















The next figs. 6.4 and 6.5 represent the comparison among the three different methods
that solve eq. (6.25). However, for the sake of comprehensibility each figure represent
only the differentiation between the numeric result, either the full integral or its
pole approximation one, and the analytical approximation of an individual dissipation
process, namely:
































































































Figure 6.4: Comparison between the solution of the full integral eq. (6.30) (Full), the pole
approximation eq. (6.35) (Pole), and the analytical solution eq. (6.72) (Analytical Pole). For
both numerical implementations, we consider mσi/T = 0. In addition two different coupling
values are employed h = 2, 1.
Note that for the decay process χ → σσ the three distinct methods are contrasted
(fig. 6.4); on the other hand, only two approaches are presented for other channel
χ→ ψ̄σψσ (fig. 6.5). This is due to merely simplification, since the pole approximation
is a rather good implementation. Moreover, we will see later that the coupling constant




































































Figure 6.5: Comparison between the pole approximation eq.(6.35) (Pole) and the analytical
solution eq.(6.73) (Analytical Pole). For the pole approximation, we consider mσi/T = 0. In
addition two different coupling values are employed h = 2, 1.
We need to ensure that all light bosons remain in a nearly-thermal state during inflation,
so that the above result for the dissipation coefficient is a consistent approximation.









where fB(p/T ) is the Bose-Einstein distribution and nB(m̃χi/T ) the associated number







































where we have defined x = p/T and a = m̃χi/T . Hence the thermal average of the















Moreover, in the limit mχi/T . 1 we have that the effective finite thermal mass m̃χi
can be fittingly taken as m̃χi ' f1/2T , where f = f(g, h) = g2/12 + h2/8. Therefore
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Figure 6.6: Comparison between the full integral I(m̃χi/T ) and the numerical fit, both given
by eq.(6.75). Two different coupling values are employed h = 2, 1, and g = 0.1.
Note that eq. (6.78) is enhanced by the factor mχi/T since it determines the position
of the system within the tower of states. For instance, when mχi/T = 0, the dynamics
acts in the central spot of the tower, hence the χi fields become massless and they do
not contribute to dissipation; on the other hand, at the corner of the tower, mχi/T ' 1,
these fields will yield the highest dissipation. Therefore, we will consider the edge of
the tower (mχi/T ' 1) when computing the whole system numerically.
6.2.2 Fermionic sector
The calculation of the dissipation coefficient can be done following essentially the same










This calculation involves computing the finite temperature decay width of all interaction
processes, which is given by
























where, neglecting the masses of the decay products σ and ψσ, we have ωψi(p) =√
m̃2ψi + |p|2, k± = (ωψi(p)± |p|)/2 and
F (x, y) = xy − x
2
2














where Li2(z) is the dilogarithm function. Note that the mass of the light fields is
corrected by a factor h2T 2/8 due to their interactions with the thermal bath through
ψσ and σ, which we will take to be dominant over the inflaton contribution, i.e. we take
m̃ψi ' h2T 2/8 in the above computation of the decay width. We need to ensure that
all light fermions remain in a nearly-thermal state during inflation, so that the above
result for the dissipation coefficient is a consistent approximation. For simplicity, we










where fF (p/T ) is the Fermi-Dirac distribution and nF (m̃χi/T ) the associated number









6.3 Mass distribution function
In the DM model the dissipative mechanism is well described by the interaction between
the inflaton φ and the finite number of fermion and boson fields that are light at any
given time as the scalar field scans the tower of states. DM models are distinguished by
how the mass sites are distributed. Such an idea has a natural realisation with string
theory, whereby the inflaton is suggestive of an excited string zero mode, which then
interacts with massive string levels. A construction of DM models from string theory
was shown in [30]. However, we will envisage a phenomenological approach and look
at various types of mass site configurations, so that these will determine what kind of
dissipation dynamics lead to. This represent a small first step to test the viability of
such models. In this section we develop some basic properties of the mass distribution
function.




g2(φ −Mi)2 and so is modulated by the parameter Mi. It is the distribution of these
mass sites Mi that the underlying theory should determine, but here we treat them as
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phenomenological parameters and examine different types of distributions of Mi over
mass sites labelled by i. We want to build the mass sites shifted in such a way that
the inflaton value becomes irrelevant with respect to this configuration, but bearing in
mind that the whole tower has to be “big enough” so the inflaton can go throughout
it entirely, i.e. enough sites has to be provided. Hence, suppose the inflaton field φ sat
in the middle of some mass sites. Thus for all mass sites φ− T/g ≤Mi ≤ φ+ T/g, as
shown in Fig. 6.7, the corresponding fields χi and ψχi would be thermally excited. The
key idea of warm inflation in such models is that the inflaton rolls through a region with
many such mass sites, thus thermally exciting for some time given fields and then once
φ is far enough away, those field again are no longer thermally excited. This implies as
the inflaton slow-rolls during inflation, a thermal interval surrounding it moves with it.
Figure 6.7: Schematic representation of the time evolution in the model assuming that the
temperature decreases.
With no underlying theory to dictate such mass distributions, we will simply consider
one type of construction to make the idea more tangible. We will assume the mass sites
can be written as:
Mi = φ+ iK(φ, T,m, g) , (6.84)
where K is of mass dimension one and in general is a slowly varying function depending
on the value of φ, the temperature scale T , some intrinsic mass scalem and the couplings
such as g. The inflaton is going to move along the tower of states, influencing only such
light fields that are included in the region:
Mmin(imin = 1) = φ+K = φ−
T
g




where we have set simply imin = 1. Hence imax, which is maximum number of sites





We want that imax  1, so the inflaton would have “enough space” to cover for 50-60
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e-folds of inflation. Therefore we must satisfy:
T
g
 K . (6.87)
















where we have considered up to the leading order in the sumb. Hence we can compute
both sources of dissipation (scalar eq. (6.71) and fermions eq. (6.79)) as:





































since the thermal mass can be
approximated as m̃2χi ' g2T 2/12 + h2T 2/8 given that the χi fields must remain light,
i.e. satisfying m2χi/T
2 < 1. Note that the above scalar component depends on the
factor mχi/T = g(φ −Mi)/T , but it was not considered during the computation of
the sum since different fields will decay at different rates; and as previously stated,
when analysing the consistency of the model, namely whether the χi decay faster than
expansion in order to remain close to thermal equilibrium, we will consider the states
for which mχi/T ' 1. Note that both channels can be described as simply one source,
namely:







Since we can provide a general dissipative coefficient (eq (6.91)), we directly select a
particular form of K for a suitable shape of Υ. For instance:





















n = in+1max/(n+ 1) +O(inmax)
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where m is a fixed intrinsic mass scale. During the course of the observable range
of inflation (around 50-60 e-folds), the inflaton will traverse some distance covering
many thermal intervals ∆φ, so we must guarantee the condition imax  1 is met
throughout all evolution, thus for each of above cases we have the criteria: ∆T  ∆φ,
g2  1, and ∆T  gm. So that the inflaton crosses many mass sites in each thermal
interval {Mmin,Mmax}. One expects at least tens of mass sites per thermal interval
and hundreds to thousands of thermal intervals crossed during the observable period
of inflation. In other words, in each e-fold of inflation one expects tens or few hundred
mass sites to be crossed.
6.3.1 Effective potential at finite temperature
We can follow the above prescription in order to evaluate the effective finite temperature
potential, where for the sake of simplicity we evaluate only the bare masses of the χi’s
and ψχi ’s fields. We start by considering the contribution of the light bosons in the
tower to the finite temperature effective potential given by [84, 90, 103]:


























where µ denotes the MS renormalisation scale, cb = 5.41. Note the overall factor 2
in front of the sum, which represents the fact that the χi’s scalars are complex fields.
Recall that mχi = g(φ−Mi) = −iK, then we have:
















































































Next we examine the contribution of the light fermions in the tower to the finite




























where cf = 2.635. Note that the overall factor 1/2 in front of the sum is related to the
Majorana nature of the fermions in the SUSY model. Following the same procedure as
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therefore the total effective finite temperature potential becomes:











(cb − cf )
]
. (6.99)
Note that adding both finite temperature contributions arises a cancelation of
radiatively generated vacuum energy corrections in the effective potential [103, 104],
i.e the logarithm term on both finite temperature potentials (eqs. (6.96) and (6.98))
cancel each other. We want to estimate the contribution of these radiative corrections
to the total effective potential Veff , so we must compare them with respect to the zero
temperature potential. Since the bare potential V (φ) is only φ dependent, we must
implement a comparison, for the whole dynamics, between the inflaton value and the
temperature T . Since ∆T/∆φ 1 c, we can estimate that the contribution of the finite
temperature effective potential is small compare to the bare one. These estimates show
that the DM-models are viable for a range of types of dissipative coefficients.
6.4 Results
Let us now analyse the inflationary dynamics for a quartic scalar potential, V (φ) =
λφ4, taking into account both scalar and fermionic contributions to the dissipation
coefficient. In addition different types of mass distribution functions will be used leading
to dissipative coefficients of various forms: Υ ∝ T 2, Υ ∝ T , and Υ ∝ φ. Finite
temperature corrections to the effective potential are computed (if necessary) for each
case. These effects can be controlled thus preventing thermal effects from generating
large contributions to the inflaton mass that could reintroduce the “η-problem”.
Essentially I analyse three distinct models. The first one correspond to a homogeneous
distribution of states in the tower, which also corresponds to mass scales evenly spaced.
Following this particular choice of the mass splitting scale, M , and by selecting scalar
fields as the light components, I was able to compute semi-analytically the dissipative
coefficient, yielding Υ ∼ T 2, and the thermal corrections to the inflation driven
potential. Most of the work I put it in the Appendix B. Nonetheless, we could not
find the numerical fit G(Q∗) (the growing mode) needed to find the self interacting
cThis is usually certain for large-field inflaton potentials, such as monomial ones.
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coupling λ from the normalisation of the power spectrum ∆2R (eq. 4.23), hence we could
not continue with the rest of dynamics and observables. Even though, this scenario
is unfinished, this project allowed me to develop the tools needed for the subsequent
tasks.
Then by selecting a particular choice of the K function such as eq. (6.92), hence Υ ∝
φ. I study analytically the observables in strong dissipative regime, since we expect
that this model fits perfectly in it. This facilitates all calculations, so we will use
standard analytical tools, i.e. we may implement the standard slow-roll approximation.
Moreover, as mentioned before, radiative corrections to the total effective potential do
not contribute to the dynamics, hence they basically are neglected. We will see later
than this model remains as the most attractive one among the other examples since
the observables fall within Planck Legacy; moreover, φ∗/MP can reach sub-Planckian
values for fairly reasonable dissipative ratio Q∗ (at horizon crossing).
In the last scenario for Υ ∝ T we consider the continuum limit, which is well developed
in the Appendix C. This last model was studied numerically mainly for two reasons;
first due to the function G(Q∗), which accounts for the growth of inflaton fluctuations
due to the coupling to radiation fluctuations through the temperature dependence of
the dissipation coefficient, and second due to its large parameter space that covers both
strong and weak dissipative regimes.
6.4.1 Υ ∝ T 2
For a homogeneous distribution of states in the tower, with constant mass splitting
∆M , as proposed by [27–29], the resulting scalar coefficients grows with temperature
as Υ ∝ T 2 (see Appendix B for the entire derivation), with fermions contributing only
about 20% to the total dissipation as first estimated in [27–29]. However, there is
little we discuss about the full dynamics and the observables, since one must find
an appropriate numerical fit of the growing mode function G(Q∗), but this might
be studied on another occasion. Although, one would expect certain behaviour by
investigating related previous works; for instance, see the WLI model [23, 86, 92], where
the observational predictions of a bunch of different inflationary potentials exhibit a
generic behaviour in the high dissipative regime: the scalar spectral index ns is rather
blue-tilted.
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6.4.2 Υ = C̃φφ and V (φ) = λφ4
We want to study this model within the strong dissipative regime (Q  1), since we
expect that this model fits perfectly in it. This facilitates all calculations, so we will




2/2 and ηφ = M
2
PV,φφ/V , as well as βφ = M
2
PΥ,φV,φ/(ΥV ). Besides,
the slow-roll conditions are now given by εφ < Q , |ηφ| < Q , βφ < Q. We use the slow-





































































Once we have determined φ∗ we can evaluate the observables at 50-60 e-folds before
inflation ends. Before we proceed, one should note that in the strong dissipative
regime many parameters and formulas simplify, in fact, one of them is an analytic
approximation to the density perturbation amplitude. Recall that for T > H,
the dominant contribution to the primordial perturbation spectrum are thermal
fluctuations of the inflaton field, as opposed to the conventional quantum fluctuations
in cold inflation models. Upon exiting the horizon these thermal fluctuations freeze out
as classical perturbations and during slow-roll at Q 1 the amplitude of the curvature
perturbation power spectrum is given by [70, 105] (see Appendix D for a clearer and
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where all quantities are evaluated at horizon-crossing. Hence the scalar spectral index
ns − 1 ' d ln ∆2R/dNe is modified as well, becoming [70] (see also see Appendix D):
































Remarkably, note that ns only depend of the number of e-folds: ns(Ne = 50) = 0.9567
and ns(Ne = 60) = 0.9637; where at 60 e-folds this scalar spectral index agrees
outstandingly with Planck data [10]. The tensor-to-scalar ratio r = ∆2t /∆
2
R, as
mentioned above, is typically reduced by the modifications to the scalar curvature
perturbations introduced due to dissipation, which is basically a function of Q∗. We


















The value of λ is fixed by using the normalisation of amplitude of the primordial











where CR = π
2geff/30, and geff = 1 + 15NM/4, NM being the number of bosonic χi
(fermionic ψi) light degrees of freedom at horizon crossing. The tensor-to-scalar ratio






As one expected, the tensor-to-scalar ratio is highly suppressed by dissipation. In fact
this ratio lies in the region 10−9 < r . 10−4 at 10 ≤ Q∗ ≤ 1000, for NM = O(10−100),
having the bigger suppression at the largest Q∗, see fig. 6.8.
We can also look at the ratios φ∗/MP and mφ∗/H∗, in order to illustrate that for this
model the relevant scales can indeed happen in the sub-Planckian region, as shown
in fig. 6.9. This occurs thanks to the high dissipation dynamics, since in WI field
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Figure 6.8: Observational predictions of the DM scenario with a quartic potential for 50
(diamonds) and 60 (circles) e-folds of inflation in colours black, and red respectively. Also, a
Yukawa coupling h = 2.5, 1.0, and fixed number of light states NM = 10. The plot on the left
shows the spectral index ns as a function of the dissipative ratio at horizon-crossing, Q∗, while
the plot on the right shows the allowed trajectories in the (ns, r) plane. The blue contours
correspond to the 68% and 95% C.L. results from Planck 2018 TT,TE,EE+lowE+lensing data
[10]. Note that ns(Ne = 60) = 0.9637 agrees remarkably with Planck data.
potentials that are not flat enough to allow the standard slow-roll inflaton evolution,
i.e. they do not have large enough initial inflaton values so not “sufficient” inflation
takes place, can in fact lead to a longer period of inflation due to the extra friction
induced by Υ. Hence, for small (even sub-Planckian) φ∗ inflation can last 50-60 e-folds















Figure 6.9: Ratios mφ∗/H∗ and φ∗/MP , as a function of the dissipative ratio Q∗, within a
DM scenario with a dissipative coefficient of the form Υ ∝ φ described by a quartic potential for
50 (red dashed-line) and 60 (black solid-line) e-folds of inflation. Note that mφ∗/H∗ is always
larger than 1 for Q∗ > 10, while φ∗/MP < 1 (sub-Planckian) at Q∗ ∼ 210.
We can even generalise above results for a dissipative coefficient of the form: Υ =
Cφφ
pm1−p, where m is a mass scale and p is a free parameter. For this generic case,
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the scalar spectral index and the tensor-to-scalar ration become very simple expressions




















































Figure 6.10: Observational predictions of the DM scenario with a dissipative coefficient of the
form Υ ∝ φp described by a quartic potential for 50 (red dashed-line) and 60 (black solid-line)
e-folds of inflation. The plot on the left shows the spectral index ns as a function the parameter
p, while the plot on the right shows the tensor-to-scalar ratio r as a function of p for three
values of Q∗. The blue contours correspond to the 68% and 95% C.L. results from Planck 2018
TT,TE,EE+lowE+lensing data [10]. Note that ns lies well inside the Planck contours at p ≥ 1.
On the other hand, r gets enhanced for larger p.
The good agreement between WI with a dissipative coefficient of the form: Υ =
Cφφ
pm1−p described by a chaotic quartic potential has been reported before, for
instance [79] analysed the Υ ∝ φ2 case, finding observably favourable region for Q 1.
On the other hand, the tensor-to-scalar ratio is enhanced by larger p, so for very large
p this ratio r can indeed become bigger than 1. The limits on ongoing and planned
B-mode polarisation experiments [51] suggest sensitivity down to r & 10−3. This leaves
open the door to access desirable values of r for very large Q∗.
6.4.3 Υ = CTT and V (φ) = λφ4
We can ensure a linear dissipative coefficient by considering a DM model with a constant
no. of bosonic (fermionic) light degrees of freedom NM during the evolution of the
inflaton field. This is equivalent at having in the continuum limit a density of states
n(φ) that goes inversely with T , such that NM ' 2Tn(φ)/g (see Appendix C for the
entire derivation). On the other hand the same prescription can be obtained by setting
the mass distribution function K = Tg (eq. (6.93). However, for this case we study this
scenario in the continuum limit. Using this, and performing the sums in eqs. (6.71) and
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(6.79) in the continuum limit (once again see Appendix C for the explicit calculations),
we then have:
ΥS(φ, T ) = NMC
S




















ΥF (φ, T ) = NMC
F
T T , (6.112)
where CFT was given in eq. (6.79) and f = f(g, h) = g
2/12 + h2/8. The observational
predictions will depend now on the couplings g and h, and the parameter NM . In our
analysis, we have also included the one loop thermal effective potential, computed in
Appendix C. The full contribution to the finite temperature effective potential is given












V FullT = −
π2
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This correction to the zero temperature potential is due to all relativistic degrees of










T 3 , (6.115)
hence the effective degrees of freedom are:







For any (or even both) dissipative coefficient(s) eqs. (6.111) and (6.112) we may












where CT is either CT = NMC
S
T , CT = NMC
F




T ). Then we can









+ 6εH , (6.118)
where εH = −Ḣ/H2 = −d lnH/dNe, Ḣ = −(φ̇2 +TsR)/(2M2p ) being the time derivate
of the Hubble parameter. From the amplitude of the curvature power spectrum, we
may determine the scalar spectral index ns − 1 ' d ln ∆2R/dNe, which is given by:

























































We set the renormalisation scale such as µ = exp(cf/2)T∗, where T∗ is the temperature
at horizon crossing. It is worth to mention that by selecting the renormalisation scale by
another prescription, for instance by µ = exp(cb/2)T∗, the outcome is not substantially
altered. Since the distribution of states is n ∼ T−1, then the contribution of the finite
temperature potential on the derivatives of the effective potential is absent in this
model. We want to study both sources of dissipation at once, namely Υfull = ΥS +ΥF .
Then, to satisfy the adiabatic condition we have consider the fermionic and bosonic
sectors: Γ̄Sχ/H, Γ̄
F
ψ/H & 1. Furthermore, note that Γ̄
S
χ can be enhanced by a fixed ratio
mχi/T , so we will consider mχi/T = 1 when computing the whole system numerically,
since the scalar fields will yield the highest dissipation at the edge of the tower. It
should be noted that since Γ ∼ T , as warm inflation proceeds, thermalisation T/H & 1
improves. Additionally, we explore various set of parameters determined by NM and
an fixed Yukawa coupling h. In our analysis the growing mode function G(Q∗), given
by a chaotic quartic potential, was obtained numerically by [23, 92]:
G(Q∗) ' 1 + 0.0185Q2.315∗ + 0.335Q1.364∗ . (6.121)
In this segment I will perform a full parametric analysis, requiring that the fermions and
scalars maintain a near-equilibrium distribution, such that the dissipative process also
occur in an adiabatic regime, this imply imposing the condition Γ̄Sχ/H, Γ̄
F
ψ/H & 1 for 50-
60 e-folds of inflationary expansion. After determining the regions of parameter space
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where these conditions are satisfied, I will then compute the corresponding inflationary
observables. To inspect the parameter space we compute the coupling λ using the
















































Figure 6.11: Dissipative ratio at horizon-crossing, Q∗, as a function of the coupling g, within
a DM scenario with a dissipative coefficient of the form Υ ∝ T described by a quartic potential
and Ne = 50 (right) or Ne = 60 (left) e-folds of inflation. We consider different numbers of light
states NM = 10, 100 and 1000, shown by the black, red and blue curves, respectively; as well
as different values of the Yukawa coupling h = 2.5 (circles), h = 1.5 (rectangles), and h = 1.0
(diamonds). Note that the adiabatic conditions Γ̄Fψ/H & 1 is not satisfied for small values of g.
For the quartic potential, we show in fig. 6.11 the obtained values of the dissipative
ratio at horizon-crossing, Q∗, as a function of the coupling g, for different numbers
of light states and values of the Yukawa coupling h. We note in this figure that the
adiabatic condition Γ̄Fψ/H & 1 for the fermions is only satisfied for g & 0.01. We also
find a lower bound Q∗ > 0.01 for the smallest number of fields considered, and that
the adiabatic conditions imply generically h & 1. We only show in this figure values of
Q∗ < 11 since, as we will see below, larger values are incompatible with observational
data [10].
This behaviour had been reported before for the WLI model [23, 86, 92] (see also
chapter 5). For instance, the analysis in [92] presented a rather similar lower bound on
g & 0.01 and Q∗ & 0.001 due to the adiabatic condition, while the conditions on the
temperature limit this coupling from above, g . 0.1 such that Q∗ . 0.25. However,
the DM model yields a substantially wider consistent parametric range, particularly for
the value of the dissipative ratio at horizon-crossing.
Note that for larger values of the number of light states NM and of the Yukawa coupling
h we obtain a much narrower range of consistent values for the coupling g, and the lower
bound on Q∗ also increases with NM and h. We thus find scenarios where inflation
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can start either in the weak or strong dissipation regimes, noting that Q grows during
inflation such that for a wide range of parameters one reaches Q > 1 before the end
of inflation, a necessary condition for radiation to dominate after the slow-roll regime
with no further reheating (see eq. (4.19)).
In figs. 6.12, 6.13 and 6.14 we show the predictions for the scalar spectral index and
tensor-to-scalar ratio in the allowed parametric ranges, for different values of h and NM ,
exhibiting a remarkable consistency with the Planck legacy results. This is particularly
relevant given that the quartic potential is already excluded by such survey within the
CI paradigm.
































h= 2. 5 NM = 10
NM = 100
NM = 1000
Figure 6.12: Observational predictions of the DM scenario with a dissipative coefficient of
the form Υ ∝ T described by a quartic potential for 50 (diamonds) and 60 (circles) e-folds of
inflation, a Yukawa coupling h = 2.5, and three different values of the number of light states
NM = 10, 100, 100 in colours (line-style) black (dashed-line), red (pointed-line), and blue (solid-
line) respectively. The plot on the left shows the spectral index ns as a function of the dissipative
ratio at horizon-crossing, Q∗, while the plot on the right shows the allowed trajectories in the
(ns, r) plane. The blue contours correspond to the 68% and 95% C.L. results from Planck 2018
TT,TE,EE+lowE+lensing data [10].
We find agreement with the Planck legacy data in the parametric ranges yielding values
of Q∗ . 1, which is easier to achieve for larger values of the Yukawa coupling, as well
as a smaller number of light fields. For instance, we cannot find consistency with the
Planck data for h = 1, since smaller values of the Yukawa coupling lead to stronger
dissipation at horizon-crossing. These results were expected, since the growing mode
in the spectrum makes it more blue-tilted with increasing Q∗.
In general, the tensor-to-scalar ratio lies in the range 10−4 . r . 10−2, for values of the
scalar spectral index within the Planck window, being more suppressed for larger values
of Q∗ (smaller Yukawa couplings and larger number of light fields NM ). This feature
is quite generic, since a similar notable trend was obtained in [23, 58, 72, 86, 92, 106].
Additionally, this significant agreement with Planck data is easily achieved with only
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h= 1. 5 NM = 10
NM = 100
NM = 1000
Figure 6.13: Observational predictions of the DM scenario with a dissipative coefficient of
the form Υ ∝ T described by a quartic potential for 50 (diamonds) and 60 (circles) e-folds of
inflation, a Yukawa coupling h = 1.5, and three different values of the number of light states
NM = 10, 100, 100 in colours (line-style) black (dashed-line), red (pointed-line), and blue (solid-
line) respectively. The plot on the left shows the spectral index ns as a function of the dissipative
ratio at horizon-crossing, Q∗, while the plot on the right shows the allowed trajectories in the
(ns, r) plane. The blue contours correspond to the 68% and 95% C.L. results from Planck 2018
TT,TE,EE+lowE+lensing data [10].






























h= 1. 0 NM = 10
Figure 6.14: Observational predictions of the DM scenario with a dissipative coefficient of
the form Υ ∝ T described by a quartic potential for 50 (diamonds) and 60 (circles) e-folds of
inflation, a Yukawa coupling h = 1.0, and three different values of the number of light states
NM = 10, 100, 100 in colours (line-style) black (dashed-line), red (pointed-line), and blue (solid-
line) respectively. The plot on the left shows the spectral index ns as a function of the dissipative
ratio at horizon-crossing, Q∗, while the plot on the right shows the allowed trajectories in the
(ns, r) plane. The blue contours correspond to the 68% and 95% C.L. results from Planck 2018
TT,TE,EE+lowE+lensing data [10].
a small number of light states NM .
The remarkable agreement between the DM quartic model and the Planck data is
similar to what had been obtained for the WLI quartic model [23, 86, 92] (see also
chapter 5), where the dissipation coefficient is also proportional to the temperature.
However, while the more constraining conditions of the WLI model limit the consistent
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parametric range to Q∗ . 0.25, we have found consistent DM scenarios with up to Q∗ ∼
1.85−2.25 (1.32−1.73) for 50 (60) e-folds of inflation within the contours correspond to
the 68% and 95% C.L. results from Planck 2018 TT,TE,EE+lowE+lensing data [10].
In addition, this noteworthy consistency with Planck, which also leads to a finite range
for the tensor-to-scalar ratio, might be relevant in the search of primordial gravitational
waves via B-mode polarization experiments in the near future (see e.g. [51]).
Finally we evaluate both swampland criteria within the observational window provided
by Planck [10], and we find that none is fully satisfied, with 10 . |∆φ|/MP . 21
and 0.19 . MP |Veff,φ|/Veff . 0.4 for 60 e-folds and 7 . |∆φ|/MP . 19 and 0.2 .
MP |Veff,φ|/Veff . 0.55 for 50 e-folds. Nevertheless, the scenarios for which Q∗ ∼ 1
are closer to satisfying these criteria than the corresponding cold inflation scenarios,
and could in fact satisfied them if they were somewhat relaxed. For instance, it has
been discussed in [98, 107] that c could be as small as O(10−11), and it does not
object perceiving de Sitter vacua in string landscapes. Moreover, there has been some
controversy on the precise values for ∆ and c, given that they depend on the specific
string model being considered [108]. Basically, if ∆ were increased by an order of
magnitude, and c were decreasing by around c ∼ 0.4 both swampland criteria could be
easily fulfilled for Q∗ & 1.
6.5 Final remarks
The distributed mass (DM) model of warm inflation studied in this work fits naturally
with the string landscape picture with different mass distributions in the model
ultimately arising from different possible string vacua. We found for example for the
Υ ∼ φ model with λφ4 potential, full consistency with the conditions in [110] and
therefore also consistency with the swampland criteria. As the λφ4 potential in many
respects is the benchmark inflation model, this consistency is a very promising result
both for warm inflation and the DM implementation of landscape phenomenology. We
also examined other types of mass distribution functions with varied level of success.
Overall this shows these models have a robust range of possibility. These results
encourage further understanding of DM models in particular in the context of string
theory building on the ideas developed in [30].
If one accepts string theory and thus its landscape property as the fundamental
description of nature, then it forces a rethink on the relevance of simplicity for an
inflation model. Any point on the landscape that leads to a consistent effective field
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theory model which agrees with observational data is just as good as any other. We
refrain from calling this what it is, but that is the path this line of reasoning evidently
takes us down. From the present vantage point with so many possible vacua, it
would seem easy to argue that any working low-energy effective model leading to
observationally consistent inflation can be found somewhere in this vast landscape.
Alternatively said, it is hard to argue that simple low-energy models are the only ones
that could arise from this landscape. It is possible that future work in string theory will
reduce the number of viable vacua, but given the starting point, that seems a difficult
task. From another viewpoint, the loss of predictivity that comes with the landscape
property, equally encourages objective thinking whether string theory is the best way
to approach the ultraviolet completion problem.
In a certain way of looking at it, DM models are rather complicated in that there are
many fields and several conditions to examine and calculate. However from another
perspective they are also simple in that they are renormalizable models, with canonical
kinetic terms and require no assumptions of the coupling of gravity. Due to these
properties, they are very amenable to be part of an extension of the Standard Model. All





“ That there That’s not me
I go
Where I please
I walk through walls





In a little while
I’ll be gone
The moment’s already passed
Yeah it’s gone










I’m not here ”
—Radiohead, How to Disappear Completely
Head of a skeleton with a burning cigarette.
Vincent van Gogh (1853 - 1890).
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Within this thesis we have examined the consequences of dissipative dynamics in the
early universe. In the context of a quasi-exponential expansion, this dynamics can yield
a period of warm inflation where dissipation can sustain a radiation bath despite such
abrupt growth. Moreover, the objective of early universe cosmology is to quantify the
observed features of the universe and to develop a physical model to account for them.
Then hopefully I described the state of the art, with respect to both warm inflation
model building and the confrontation of theory with observation.
Warm inflation might be considered a landmark within the early universe cosmology.
It is a precedent of an inflationary dynamics in which the state of the universe during
inflation is not the vacuum state, but rather an excited statistical thermal state. It
introduces dissipation into the inflationary dynamics which can be well explained by
first principles of a quantum multi-field theory. Besides, this approach has several
attractive features. For instance, the additional friction may ease the required flatness
of the inflaton potential alleviating one of the swampland criterion. Also, even if
radiation is subdominant during inflation, may smoothly become the leading component
if Q & 1 at the end of inflation (εeff ∼ 1 + Q), with no need for a separate reheating
period. It also may explain the nature of the classical inhomogeneities observed in
the CMB, since for WI the fluctuations of the inflaton are thermally induced; hence
there is no need to explain the troublesome quantum-to-classical transition problem of
CI, due to the purely quantum origin of the CI density perturbations. Furthermore,
one well established key aspect, forecasted before by [58, 72, 106], was the prediction
for a low tensor-to-scalar ratio, which now we see is consistent with data [10]. These
observational predictions for warm inflation were most recently tested in [109] with
good agreement with Planck data.
Taking into account above encouraging WI characteristics, we examined thoroughly
two basic models: The Warm Little Inflaton (WLI) scenario [23] and the distributed
mass (DM) model [27–29].
The WLI scenario [23] is currently the most promising realisation of warm inflation
within a quantum field theory model, involving only a handful of fields and employing
symmetries to cancel the troublesome thermal corrections to the inflaton potential
that have frustrated earlier attempts to construct a simple warm inflation model
in the high-temperature regime. Despite this crucial cancellation, a consistent
inflationary dynamics requires that several conditions are satisfied throughout inflation,
in particular that the fermions coupled directly to the inflaton remain light and
in a near-thermal equilibrium state, ensuring also that the dissipation coefficient
can be computed in the adiabatic approximation and neglecting spacetime curvature
118
corrections. We have focused on three types of potential for which we find agreement
with observations in a broad region of parameter space, hence showing that the WLI
scenario can lead to different realisations of warm inflation that are both dynamically
and observationally consistent. Remarkably, WLI realisation “resurrects” the chaotic
quartic potential, already ruled out by observational data within CI. Furthermore, the
results of the upcoming experiments will be exciting, since in the chaotic model the
dynamical constraints are, in fact, sufficient to limit the values of ns and r to values
within the Planck bounds, with 10−3 . r . 10−2 being potentially within the reach of
ongoing and planned B-mode polarisation experiments [51].
The key outcome of this model is that sufficiently strong dissipative effects are attained,
within the observational window, hence sustaining a radiation bath during inflation
that becomes dominant at the end of the slow-roll regime, which in turn gives rise to a
smooth transition to post-inflationary epochs. We thus hope that this work motivates
further studies of the WLI scenario and of other simple realisations of warm inflation,
both from the model-building and from the observational perspectives, considering also
its impact on the subsequent cosmic history, towards building a complete and testable
particle physics description of the early universe.
On the other hand, the ultimate goal in building inflation models is to have them
consistent with observational data and also be theoretically consistent. The latter has
many levels of criteria. In [110], based on general properties of quantum field theory,
conditions were listed for theoretically consistent warm inflation models. In fact a
subset of those conditions would also apply to cold inflation models. Amongst the
criteria stated were that φ < MP and mφ > H. The former was based on general
consideration of low-energy effective field theory. The latter is so that inflaton particles
remained sub-Hubble scale and is basically the η-condition. However, in contrast to
cold inflation, where this condition is something one needs to model build around, in
warm inflation due to the presence of dissipation this condition can hold and inflation
can still occur. In Sect. (6.4) explicit examples of warm inflation models are shown
where φ < Mp and mφ > H, such as in fig. 6.9. These are very stringent requirements
for an inflation model and no cold inflation models can achieve both of them. The
swampland criteria are basically contained within these criteria. In this work we have
found warm inflation models which are consistent with all the criteria stated in [110]
and so in turn are also consistent with the swampland criteria.
In a certain way of looking at it, DM models are rather complicated in that there are
many fields and several conditions to examine and calculate. However from another
perspective they are also simple in that they are renormalisable models, with canonical
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kinetic terms and require no assumptions of the coupling of gravity. Due to these
properties, they are very amenable to be part of an extension of the Standard Model. All
said, from the landscape perspective, DM models are viable models that are interesting
to further explore.
Modestly, I hope this attempt to describe a scenario of an early universe confronted
with observational data, has allowed us a bit further our understanding of the earliest
moments of the cosmos. However, perhaps the upcoming experiments would yield novel
observational signatures at the end.
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Appendix A
Warm Little Inflaton notes
In this appendix I copy the notes from Mar Bastero-Gil, Arjun Berera, Rudnei O.
Ramos and João G. Rosa (February 27, 2016), where they computed all relevant
formulas I used in chapters 5 and 6. Hence I acknowledge that I did not contribute
in any of the following notes. Also, to my knowledge, all the details described in this
appendix have not never been released, so I recognise that this material eventually
would be potentially published in a particular journal; although, the main results are
already issued in Phys. Rev. Lett. 117, no. 15, 151301 (2016) [23].
A.1 Fermion decay width
In this appendix we compute the decay width of a fermion ψ into a boson-fermion pair,
ψ → σψσ, which is required for the computation of the dissipation coefficient. Since in
the high-temperature regime the main contribution to the dissipation coefficient comes
from on-shell fermion modes (i.e. the poles in the corresponding spectral function),
we will focus on the on-shell case, where p0 = ωp =
√
p2 +m2, where m  T
denotes the fermion mass. In this case there are no contributions from Landau damping
(thermal scatterings) to the imaginary part of the fermion self-energy, since these are
kinematically forbidden and only decays and inverse decays contribute to the total decay
width. Considering a standard Yukawa interaction with coupling h, the imaginary
part of the fermion self-energy, which at 1-loop corresponds to the diagram below (see







nF (p0 − k0)ρF (p− k)nB(k0)ρF (k) , (A.1)
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Figure A.1: Feynman diagram contributing at 1-loop to the fermion self-energy, where the
internal lines correspond to the (massless) ψσ and σ fermion and scalar fields, respectively.
where nB(ω) = (e
ω/T − 1)−1 and nF (ω) = (eω/T + 1)−1 are the Bose-Einstein and
Fermi-Dirac distributions, respectively. Neglecting the masses of the decay products,
the corresponding spectral functions are given by:
ρB(k) = 2πδ(k
2
0 − |k|2) , ρF (k) = −2π/kδ(k20 − |k|2) . (A.2)












now, one can show that:







(1 + nB(|k|)− nF (|p− k|))
4|k||p− k|
(/k − /p)δ(p0 − |k| − |p− k|) .
(A.5)
The energy conservation equation, enforced by the delta-function in the above integral,
allows one to determine the angle between the p and k vectors as a function of their
norms, yielding:
p0 − k =
√
|p|2 + |k|2 − 2|p||k| cos θ ⇔







≡ cos θ∗ . (A.6)
Using that δ(f(x)) =
∑
i δ(x− xi)/|f ′(xi)| where f(xi) = 0, we may then write:
δ(p0 − |k| − |p− k|) =
|p− k|
|p||k|
δ(cos θ − cos θ∗) . (A.7)
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Notice that for an on-shell massless fermion we have p0 = |p|, such that cos θ∗ =
1 independently of |k|, which would lead us to (wrongly) conclude that the energy
conservation delta-function does not impose any restrictions on the integration over
|k|. However, for any non-vanishing mass, we must ensure that −1 ≤ cos θ∗ ≤ 1, which




(p0 ± p) . (A.8)






d|k| (1 + nB(|k|)− nF (p0 − |k|)) (/k − /p) , (A.9)






d|k| (1 + nB(|k|)− nF (p0 − |k|)) (4p · (k−p)) , (A.10)
Using conservation of energy and momentum, we have that:
(p+ k − p)2 = k2 = 0⇔
p2 + 2p · (k − p) + (k − p)2 = 0⇔







d|k| (1 + nB(|k|)− nF (p0 − |k|)) . (A.12)




















(y − x) , (A.13)
where in the last line we defined the dimensionless quantities x = |k|/T , x± = k±/T ,
and y = p0/T . As mentioned above, the kinematic constraints of the value of |k| are















to obtain Γ̂ = h2T 2/(32π|p|2), which is the result obtained in [31] (up to a factor of
2!). It is not, however, consistent with conservation of energy to extend the integration






















−x) + Li2(−e−(y−x)) , (A.15)
where Li2(z) is the dilogarithm function. It is easy to see that this exhibits a logarithmic
divergence for m→ 0, since x− → 0 in this limit for on-shell fermions, in contrast with
the result in [31]. We may write for on-shell fermions (p0 = ωp):









































This exhibits considerable deviations from the value −π2/4 used in [31] and, in
particular, it exhibits the opposite sign as illustrated in the figure below (see fig. A.2).
One should note that, despite the sign difference, the magnitude of Γ̂ for |P| ∼ T is
Figure A.2: Function F (|p|/T,m/T ) for m/T = 0.01 (blue) and m/T = 0.1 (red). The
corresponding dashed curves represent the approximation in eq. (A.17).
similar to the estimate of Yokoyama and Linde in [31], although there are numerical
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differences that must be taken into account when computing the dissipation coefficient
as we explain in the next section of this appendix. To compute the fermion decay















where we absorbed the real part of the fermion self-energy in the renormalised mass m
and kept the lowest order terms n Γ̂. The poles in the propagator then occur for:
(1− 2iΓ̂)(p20 − |p|2)−m2 = 0 ⇔















In this section we compute the dissipation coefficient for a Yukawa-like interaction
between the inflaton and a fermion ψ in the high-temperature regime, where m  T .
The 1-loop dissipation coefficient computed in the adiabatic approximation (from a







Tr[ρ2F ]nF (p0)(1− nF (p0)) , (A.21)








(p2 −m2)2 + 4Γ̂2p4
[
/p(p




At high temperatures, m  T , the leading contribution to the dissipation coefficient
Figure A.3: Feynman diagram contributing at 1-loop to the fermion self-energy, where the
internal lines correspond to the (massless) ψi and φ fermion and scalar fields, respectively. This
diagram yields a nonlocal contribution, with external legs corresponding to different times t
and t′.
comes from the poles in the spectral function, i.e. from real fermion modes in the
thermal bath. We may then write the spectral function near the poles as [85]:
ρF (p) = −(/p+m)ρB , ρB =
4ωpΓ
(p20 − ω2p)2 + 4ω2pΓ2
, (A.23)
where ρB is the bosonic spectral function with the well-known Breit-Wigner form, and
we have used the result in eq. (A.20) for the fermion decay width. In the narrow width
limit, Γ m, the bosonic spectral function becomes:
ρB = 2πδ(p
2













× 2πδ(p20 − ω2p) =
π
2ω2pΓ
[δ(p0 − ωp) + δ(p0 + ωp)] . (A.25)
Using that Tr[(/p+m)2] = 4(p2 +m2) = 8m2 for on-shell particles, we can perform the









nF (ωp)(1− nF (ωp)) . (A.26)
We may then use the results obtained in the previous section for the fermion decay
width, assuming that g  h so that the coupling between the inflaton and the fermion














where we have defined x = |p|/T and m̃ = m/T . Note that the Fermi-Dirac distribution
is evaluated at ωp/T =
√
x2 + m̃2. The dissipation coefficient is thus of the form:




where the parameter α(m̃) can be obtained numerically and is illustrated in the fig. A.4
below. As one can see in fig. A.4, the parameter α is about one order of magnitude lower
Figure A.4: The parameter α = Υh2/(g2T ) as a function of the fermion mass, obtained
numerically (solid blue curve). The dashed blue curve yields the result obtained by replacing
F (x, m̃) ' F (pmax/T,m/T ).
than the estimate made by Yokoyama and Linde of ∼ 11.2, which is associated with
their underestimation of the fermion decay width. As shown by the dashed curve in the
figure above, one can obtain a good approximation to the parameter α by evaluating the
width function F (|p|/T,m/T ) at pmax/T ' 3.24, which corresponds to the momentum
value where the integrand function |p|3nF (1 − nF ) is peaked, i.e. the momentum
value which gives the dominant contribution to the dissipation coefficient. Note that
Yokoyama and Linde had used their estimate of the fermion decay width for p  T ,








































Taking the fermion mass to be dominated by the thermal contribution m2 ' h2T 2/8,
we may estimate the decay width at the maximum momentum value, which is the
value which one must compare with the Hubble expansion rate during inflation to
ensure that the dominant momentum modes are nearly thermalised. This is illustrated
in the fig. A.5 below as a function of the Yukawa coupling h. It is curious to note
that, as illustrated in this figure, the value of the decay width is quite similar to
the one estimated by Yokoyama and Linde for p ∼ T , despite their approximation
overestimating the dissipation coefficient by roughly an order of magnitude.
Figure A.5: Fermion decay width evaluated at the dominant momentum pmax as a function
of the coupling h (solid curve). The dashed curve corresponds to the estimate obtained by
Yokoyama and Linde for p ∼ T [31].




The key feature of the model is that the inflaton field couples to a tower of scalar




T that depend on the inflaton field:
m̃2χi = g







These scalars can be classified as light or heavy states according to their bare masses
mχi. We relate as light states to those whose masses are smaller than the temperature
mχi/T < 1, whilst heavy states correspond to mχi/T > 1. We may also refer as high
or low temperature regime, respectively. The tower of scalars is sufficiently large such
that the number of light fields at both sides of the inflaton remains the same during
all the inflationary evolution. The dissipative coefficient arising from the pattern of
interactions among the scalar component and the light states is given by [27–29] (see
also 6.2.1):


















where ”t.e.” means sum over all thermally excited sites. In the computation of
the dissipative coefficient, the thermal corrections to χi masses induced by the self
interactions are already taken into account through the couplings g and h. Also the
total decay rate for all processes is [27–29] (see also 6.2.1):















We are interested in developing an approach capable of adding the contributions from
only the light fields. Moreover, this model is based on a discrete tower of states, then let
Mb = Mmax−b∆m, Mmax = φ+T/g and ∆m = 2T/(gnχ(T )), where nχ(T ) represents
the no. of effective light degrees of freedom. So that we fix the initial value of nχ(T0)























≤ b′ ≤ nχ
2
. (B.5)
We already have a suitable prescription on how to perform the sums adequately; but


















where we made use of m̃2χ (eq. (B.1)). Since −1 ≤ zb′ ≤ 1 we can approximate above











 ' A0 +A1(zb′ − 1) +A2(zb′ − 1)2 , (B.7)




f + 1(ln(4)− ln(f + 1))










(2f + 3)f2 + 15
)
ln(f + 1)
+f(f(f ln(16)− 2 + ln(64))− 4)− 34 + 30 ln(2)] (B.9)
A2 =
2










f2 ln(4)− f(5 + ln(8))− 17− 126 ln(2)
)
−2(57 + 73 ln(2)))− 6(27 + ln(32)))− 281 + 157 ln(2))− 221− 94 ln(2)]
+(f(f(f(f((3− 2f)f + 126) + 146) + 30)− 157) + 94) ln(f + 1)} (B.10)
Moreover, given that at both limits zb = ±1 the coefficients Ai are symmetric, certainly
due to the argument of the sum eq. (B.7) being an even function, we compute half of
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where the final result comes by taken only the leading nχ. Although the series eq. (B.7)
is a good estimation, it does not fit well at zb′ = 0, and being that this contribution is
null in the sum, we subtract that value (at zb′ = 0) from eq. (B.7) once to improve such
approximation. We have the following factor that takes into account this adjustment:












Once we identify the general mass scale M = g∆m, we have nχ(T )/T = nχ(T0)/T0 =
2/(g∆m), then numerically we set the initial value of nχ(T0) or else ∆m. Therefore















To compute the radiative corrections to the potential we implement the same above
prescription. The thermal correction for light bosons can be approximated by the
expression [104]:
























where ln cB =
3
2 + 2 ln 4π − 2γ ' 5.41 [104]. The semi-analytical approximation for
the radiative corrections, only for the light degrees of freedom coming from the scalar
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(1 + nχ)(2 + nχ)
72nχ









































= −(1 + nχ)(2 + nχ)
12πnχ
(B.16)
where ζ(1,0)(a, x) = ∂ζ(y, x)/∂y |y=a, it is the first partial derivative of the Hurwitz
Zeta function evaluated at some integer a, and ζ(a) is the Riemann Zeta function. The
first partial derivative of the Hurwitz Zeta function can be evaluated as [111]:



























k(k − 1) · · · (k − n)
an−k , (B.17)
where Bn(a) and Bk are the Bernoulli polynomial of degree n and Bernoulli number
respectively. For the second derivative we approximate ln z2b′ using a Taylor expansion
around z2b′ = 1, as follows: ln z
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(1 + nχ)(2 + nχ)
16π2nχ
−
(1 + nχ)(2 + nχ)(−4 + 6nχ + 3n2χ)
16π2n3χ
+




With above eqs. (B.15-B.18) we construct the following temperature and field
derivatives:



































(1 + nχ)(2 + nχ)
36nχ
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36nχ
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' −gT 2 (1 + nχ)(2 + nχ)
12πnχ
(B.21)
Note that all eqs. (B.19-B.21) result after having done the sum. By considering the mass
scales to be evenly spaced and implementing a semi-analytical approximation, we were
able to compute both the radiative corrections and the dissipative coefficient, yielding
non-zero contributions of the effective finite temperature potential and its derivatives
and a quadratic dissipative coefficient. Furthermore, we may have a linear dissipative
coefficient by keeping nχ(T ) = constant; wherein such temperature dependancy was
studied before within the WLI scenario [23, 86, 92], having remarkable agreement with
Planck data 2015 [87]. Then we must guarantee that all light scalars remain in a nearly-
thermal state during inflation, so that the above result for the dissipation coefficient is a
consistent approximation. Such requirement refers to the adiabatic condition ΓSχ/H &














& 1 , (B.22)
where essentially one evaluates such constriction at any spot on the tower of states,
for instance, the edges at zb′ = ±1; as well as when zb′ = 0 (φ = Mb′), where at this
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location the sole contribution in the adiabatic condition becomes the massless χ’s fields
(recall the bare masses m2χb′ = g
2(φ−M ′b)2). For the dissipation coefficient eq. (B.13)



















+ (4−AT ) εH , (B.24)
where εH = −Ḣ/H2 = −d lnH/dNe, Ḣ = −(φ̇2 +TsR)/(2M2p ) being the time derivate











note the second term needs geff = geff (T ), otherwise this term is null. From the
amplitude of the curvature power spectrum eq. (4.23), we may determine the scalar
spectral index ns − 1 ' d ln ∆2R/dNe, which is given by:



































































Although tensor perturbations are not affected by dissipation, the ratio r of the tensor-
to-scalar perturbations will change due to the modified amplitude of the primordial




















note that r is suppressed w.r.t. the CI prediction by a factor (1+Q∗)
2K(T∗/H∗, Q∗) >
1. On the other hand, little can be said about the scalar spectral index, since one
must find an appropriate numerical fit of the growing mode function G(Q∗), but this
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might be studied on another occasion; although, one would expect certain behaviour by
investigating related previous works; for instance see the WLI model [23, 86, 92], where
the observational predictions of a bunch of different inflationary potentials exhibit a
generic behaviour in the high dissipative regime: the scalar spectral index ns is rather
blue-tilted.
Furthermore, in the original idea of DMS model [27–29] authors found that in order
to have 60 e-folds of inflation was needed to introduce at least 102 ∼ 105 mass sites
NM or equivalent number of scalar fields. This proposal was highly criticised at that
time, for instance in [31] authors remarked how difficult is to realise the idea of WI
in realistic models of elementary particles. Nevertheless, the model was intended to
illustrate a scheme developed by first principles inspired by string theories exhibiting
N = 1 global supersymmetry, with the inflaton coupled to massive modes of the string
[32]. Within this context, as a natural consequence of the modification of short-distance
physics, required by string theory, a large number of fields is necessary to accomplish
sufficient inflation [27–29]. Although, this model may be regarded discouraging
from any realistic inflation physics, such methodology is a good constructive tool for
studying WI dynamics. Moreover, this scheme is evidence that combining theoretical




DM in the continuum limit
Even though we developed a very simple methodology in order to compute the finite
sums in both dissipative coefficients and radiative contribution to finite temperature
potential (see 6.3 for the entire description), we also explore the continuum limit
of such mass states distribution. We restrict ourselves to a straightforward first
attempt: constant number of mass sites. Moreover, we compute the contributions
to the effective potential considering even the effective mass of both channels: fermions
and scalars. Indeed, in most of the calculation we consider the thermal mass the
dominant component, as such our results constitute a different approach that the one
we examined before.
C.1 Dissipative coefficients in the continuum limit
For given values of φ and T , the light states in the tower have bare masses between
M− = φ − T/g and M+ = φ + T/g. Let us consider the continuum limit, where the






where n(M) is the density of states, i.e. the number of states with masses between





n′(φ) + · · · , (C.2)
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where n′(φ) = dn/dM |M=φ. Let x = φ − M , integrating eq.(C.1) using x as the




















n′′(φ) + · · · . (C.3)
Note that the field dependancy of n(φ) is not explicitly evident, it may be obtained
by solving the background dynamics given an inflationary potential. Once we have
established a method to obtain the total number of mass sites crossed by the inflaton
φ during warm inflation, we can transform the sums of both dissipative coefficients
eqs. (6.71) and (6.79) to integrals. Having for the scalar one at leading order:
















































since the thermal mass can be
approximated as m̃2χi ' g2T 2/12 + h2T 2/8 given that the χi fields must remain light,
i.e. satisfying m2χi/T
2 < 1. By using the same prescription, we have for the fermionic
dissipative coefficient:
ΥF (φ, T ) '
2CFT
g
n(φ)T 2 . (C.5)
The explicit field dependancy of n(φ) will be determined by the distribution of the
mass states. We will see later how this field dependancy indeed affects the behaviour
of the dissipative coefficient.
C.2 Constant number of mass sites
The number of states satisfying g2(φ − Mi)2 . T 2 indeed depends on the mass
spectrum in the tower and the evolution of both the inflaton field value and the
temperature. Naturally, the higher the temperature the larger the range of masses
of light states satisfying this condition, but at the same time the inflaton field value
will be slowly scanning different portions of the tower as inflation proceeds. Typically,
the temperature decreases during warm inflation, such that if the light states are
evenly distributed in mass the number of light states contributing to the inflationary
dynamics (dissipation, thermal corrections to the potential) will decrease as inflation
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proceeds. We will assume the existence of a tower such that the number of light states
remains approximately constant at a value NM = Nχ (= Nψ) for scalar (fermions)
during inflation. We thus take NM to be a free model parameter characterising the
bosonic and fermionic mass spectrums. Under this assumption all light states contribute
equally to the dissipation coefficient, and we discard the contribution from heavy fields
(g2(φ − Mi)2 & T 2). By differentiating with respect to time eq.(C.3), noting that







+ · · · . (C.6)
In general at leading order, we may determine the distribution of states in the tower












which solution is n = CφT
−1. Such field dependancy of n(φ) is not explicitly evident, it
may be obtained by solving the background dynamics given an inflationary potential.
However, having that n ∼ T−1, at leading order, could be highly convenient because
that would suggest that the density of states depends of the ambient temperature
T , whichever is, and explicitly is independent of the field. Hence, this implies that
the DM scenario with a constant number of sites will not depend too much on the
inflationary model behind, otherwise this function n(φ) may be conditioned on the
inflationary driven potential. Hence, in the local approximation the density of states
could be taken only as temperature T dependent, and independent of the field; therefore
n′(φ) = n′′(φ) = 0. Thus we have NM ' 2Tn/g (see eq. (C.3)), hence n ' gNM/(2T ).
In this regime both dissipative coefficients become:
ΥS(T ) ' NMCST T , (C.8)
ΥF (T ) ' NMCFT T . (C.9)
We implement the results above to evaluate the contribution of the light fermions and
light scalars in the tower of the finite temperature effective potential. We start by
considering the contribution of the light fermions in the tower to the finite temperature





























where µ is the MS renormalisation scale, cf = 2.635, and the effective thermal fermion
masses m̃2ψi = g
2(φ −Mi)2 + h2T 2/8. Note that the overall factor 1/2 in front of the
sum is related to the Majorana nature of the fermions in the SUSY model. In the










































































































































































































+ · · ·
(C.11)








n(φ)− xn′(φ) + x
2
2!





























n′(φ) + · · · , n = 1, 3, 5, . . .
(C.12)
We have considered the local approximation, i.e. that only states in the vicinity of
M = φ(t) are light at any given time. Note that to obtain the derivatives of this
potential correction with respect to the field, one needs to take into account that both
the integrand and the integration limits are φ-dependent, the end result corresponding
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+ · · ·
(C.14)
Nevertheless, in the local approximation the density of states could be taken only as
temperature-dependent n ∼ T−1 and independent of the field, since n ' gNM/(2T );




T,φφ ' 0. Finally the finite
temperature corrections to the effective potential due to the fermionic tower, in the




































Next we examine the contribution of the light bosons in the tower to the finite
temperature effective potential given by [84, 90, 103]:


























where again µ denotes the MS renormalisation scale, cb = 5.41, and the effective thermal
boson masses m̃2χi = g
2(φ−Mi)2 +g2T 2/12+h2T 2/8. Note the overall factor 2 in front
of the sum, which represents the fact that the χi’s scalars are complex fields. Following




















−(2 + 5f(g, h))
48π
√




















+ · · · (C.17)
where f(g, h) = g2/12 +h2/8. Once again n(φ) ∼ T−1, hence the inflaton φ derivatives
are zero: V χiT,φ = V
χi
T,φφ ' 0. Finally the finite temperature corrections to the effective
potential due to the bosonic tower, in the local approximation at leading order, can be
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written in the form:

















−(2 + 5f(g, h))
48π
√





















By implementing, as first attempt, the continuum limit we could compute the relevant
contributions to dissipation. Moreover, as a outstanding consequence of having
n ∼ T−1, then manifestly n 6= n(φ), the derivatives of the finite temperature effective







This results indeed facilitates the entire evolution of the inflaton.
In summary, we require that NM = Nψ = Nχ since it must be an equal number of
Bose and Fermi degrees of freedom at each mass site. Furthermore, this relation on the
degrees of freedom along with the assumption that g  h, hence f ' h2/8, implies a
cancelation of radiatively generated vacuum energy corrections in the effective potential
[103, 104], which is the last term of eq. (C.20). This is a remarkable outcome also noted
before in 6.3, where we only considered the bare masses of the light fields. Indeed, both
channels due to SUSY conspire in such a way that the radiative corrections vanish at
T = 0. Hence, by having a regime when g  h either radiatively generated vacuum
energy or finite temperature corrections are equivalent removed.
Finally, the full contribution to the finite temperature effective potential is given by












V FullT = −
π2
24











































































This correction to the zero temperature potential is due to all relativistic degrees of
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T 3 , (C.21)
hence the effective degrees of freedom are:







For any (or even both) dissipative coefficient(s) eqs. (C.8) and (C.9) we may construct











where CT is either CT = NMC
S
T , CT = NMC
F




T ). Then we can









+ 6εH , (C.24)
where εH = −Ḣ/H2 = −d lnH/dNe, Ḣ = −(φ̇2 +TsR)/(2M2p ) being the time derivate
of the Hubble parameter. From the amplitude of the curvature power spectrum, we
may determine the scalar spectral index ns − 1 ' d ln ∆2R/dNe, which is given by:



























































Observables in the strong
dissipative regime exclusively for
Υ = Υ(φ) and V = V (φ)
The general expression for the amplitude of the primordial spectrum with thermalised


















When Υ = Υ(φ) the growing mode function G(Q∗) is absent, since such field
dependancy on the dissipative coefficient does not enhance the primordial power


























































































note that the last second term inside the brackets is much smaller than 1, therefore the

















except for a multiplicative factor
√
3π. To compute the scalar spectral index ns, we









Using above relation and Q = Υ/3H, the evolution of the dynamical quantities can be
written in terms of the slow-roll parameters:
d lnH
dNe





































then from the amplitude of the curvature power spectrum, we may determine the scalar
spectral index ns, which is exactly the same for any of above prescription ∆
2
R; yielding:
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