Abstract. Recently, Hwang proved a central limit theorem for restricted Λ-partitions, where Λ can be any nondecreasing sequence of integers tending to infinity that satisfies certain technical conditions. In particular, one of these conditions is that the associated Dirichlet series has only a single pole on the abscissa of convergence. In the present paper, we show that this condition can be relaxed, and provide some natural examples that arise from the study of integers with restrictions on their digital (base-b) expansion.
Introduction
For a nondecreasing sequence Λ = (Λ 1 , Λ 2 , . . .) of positive integers with Λ k → ∞, a restricted Λ-partition of n is a subsequence of Λ that sums to n, i.e., s j=1 Λ ij = n with i 1 < i 2 < . . . < i s . On the other hand, if repetitions are allowed (i.e. i 1 ≤ i 2 ≤ . . . ≤ i s ), one speaks of unrestricted Λ-partitions. The number of restricted/unrestricted Λ-partitions is denoted by q Λ (n) and p Λ (n), respectively. There is a wealth of literature on the enumeration of restricted or unrestricted Λ-partitions, see for instance [2] and the references therein. Ingham [13] provides a Tauberian theorem that results in an asymptotic formula for the number of Λ-partitions under certain technical conditions. This approach was somewhat improved by Meinardus [15] , who was able to remove a monotonicity condition necessary in Ingham's approach. Essentially, if the Dirichlet generating function of Λ has a simple pole at α > 0 and can be analytically continued into a half-plane Re s ≥ −α 0 with α 0 > 0, and some other (fairly mild) conditions are satisfied, one obtains an asymptotic formula of the type
for unrestricted Λ-partitions. Under more general conditions, Roth and Szekeres [16] were able to prove slightly weaker theorems for both restricted and unrestricted partitions. The following holds for restricted partitions, the theorem for unrestricted partitions is similar:
Theorem 1 ([16, Theorem 2]). Assume that the following conditions hold:
• α −1 = lim k→∞ log Λ k log k exists,
• J k = inf (log k) where the summation is subject to the condition j 1 + . . . + j 5ρ = 12ρ, the c's are numerical coefficients and
Here, g j is a polynomial of degree < j. In particular, g 1 (x) = 1 and g 2 (x) = x.
The length (number of summands) of a partition is one of the most natural parameters to study. For unrestricted partitions, the distribution of the number of summands is typically not Gaussian, which is rather rare in combinatorial problems of similar type. Indeed, it was shown by Erdős and Lehner [4] that the number of summands asymptotically follows an extreme-value distribution in the special case Λ = N, a result that was further extended in many directions, see for instance [7] . Similar results are known for the distribution of distinct elements in unrestricted partitions, see [11, 17] . On the other hand, the limit distribution is actually Gaussian if restricted partitions are considered, as was shown by Hwang [12] , who extended a previous result of Erdős and Lehner. His conditions are essentially taken from the aforementioned paper of Meinardus [15] . Specifically, Hwang's central limit theorem reads as follows: 
Let ̟ n be the random variable counting the number of summands in a random restricted Λ-partition of n. Set κ = AΓ(α)(1 − 2 −α )ζ(α + 1), where Γ and ζ are the Gamma function and the Riemann zeta function, respectively. Furthermore, set
Then ̟ n is asymptotically normally distributed with mean E(̟ n ) ∼ µ n and variance V(̟ n ) ∼ σ 2 n :
uniformly for all x as n → ∞.
It is generally required in all the mentioned results that Meinardus' condition on the Dirichlet generating function (analyticity on a half-plane except for a simple pole at α) is satisfied. The examples given by Hwang include, for instance, powers (Λ j = j ℓ ) or arithmetic progressions (Λ j = a+bj, where a and b are coprime). However, there are fairly natural integer sequences which do not satisfy this condition. Specifically, we consider integers satisfying certain conditions on their digits in base b; various authors, most notably Gel'fond [10] , studied arithmetical properties of integers defined by such conditions. A typical example are numbers with missing digits, which were treated, among others, by Erdős, Mauduit and Sárközy [5, 6] : if, for instance, one considers only those integers which do not contain the digit 2 in their base-3 expansion, one obtains the sequence Λ = (1, 3, 4, 9, 10, 12, 13, 27, . . .), which is Sloane's A005836 [18] . It is not difficult to see (and will be shown later) that the corresponding Dirichlet generating function doesn't only have a pole at α = log 2 log 3 , but also further poles along the line Re s = α. This and similar examples form our motivation for replacing Hwang's conditions (M1) and (M2) by slightly weaker assumptions that allow for further poles with nonnegative real part. It will turn out that the limit distribution is still Gaussian under these assumptions and thus specifically for numbers with missing digits.
In order to get a flavor of the new phenomena that occur, let us apply the result of Roth and Szekeres (Theorem 1) to the sequence of integers with missing digits. Let b > 2 be an integer, and let D ⊆ {0, 1, . . . , b − 1} be a set of digits (1 < |D| < b). Without loss of generality, we will always assume that the digits in D don't have a common divisor (otherwise, simply divide everything by the greatest common divisor). Let MD(b, D) be the set of positive integers with the property that all digits in the b-ary representation come from the set D, i.e.,
Now we would like to determine (asymptotically) the number of restricted MD(b, D)-partitions. To this end, we need some information on the Dirichlet generating function of such a set, which is provided by the following lemma.
Then we have
where R is analytic within the right half-plane
and satisfies R(s) ≪ |s| uniformly on
Proof. Note that
Therefore, we have
So R(s) is a Dirichlet series again, which means that it is analytic within a right half-plane. Hence, in order to prove the theorem, it is sufficient to show that the estimate R(s) ≪ |s| holds (uniformly) for σ = Re s ≥ log|D| log b − 1 + ε. To this end, note that
and this estimate holds uniformly as σ is restricted to a compact set. Furthermore,
log b − 1, and the estimate is uniform for
Thus, in order to obtain asymptotic estimates for sums of the type
as given in Theorem 1, we can use the Mellin inversion formula together with Lemma 3. For a survey on Mellin transforms we refer the reader to [8, 9, 19] . We denote the Mellin transform of a function h(x) by
First of all, we want to know the asymptotics of η = η(n) in Theorem 1. Note that the Mellin transform of f 1 (x) = x e x +1 is given by f *
which is analytic for Re s > −1. By the properties of the Mellin transform, we have
Thus, shifting the path of integration in the Mellin inversion formula yields
where α = log |D| log b and U 1 is a 1-periodic function given by its Fourier series (for details, see Lemma 6 in Section 2)
It follows that
where V is also 1-periodic. Similarly, the Mellin transform of f 2 (x) = log(1 + e −x ) is given by
and we obtain
where U 2 is a 1-periodic function and C a constant. Finally, the Mellin transform of f 3 (x) =
yielding an analogous asymptotic formula for A 2 in (1.1). Summing up, we obtain the following asymptotic formula:
Given this asymptotic result for the number of partitions, it is natural to consider distributions as well. However, Hwang's Theorem (Theorem 2) is not directly applicable since there is not only a single pole on the abscissa of convergence of the relevant Dirichlet series, but rather a countable set of poles, as can be seen from Lemma 3. Therefore, we aim to extend Hwang's result in order to make it applicable to partitions into integers with missing digits and similar sequences of integers (see the examples in Section 4).
Preliminaries and statement of the main result
In the following, we typically consider the case that the sequence Λ is strictly increasing, i.e.
and so it will be convenient to write S for the set {Λ 1 , Λ 2 , Λ 3 , . . .} (e.g. the set of integers with certain missing digits). However, everything extends to the case of multisets (i.e. the elements of S can be taken with multiplicity). In order to study the number of summands in partitions into distinct elements of S, we define the bivariate generating function
It is clear that the power of u indicates the number of summands. For convenience, we mostly work with the logarithm of Q and thus define the function
We write D(s) for the Dirichlet generating function of S, i.e.,
and we will use the notation α, β := {z ∈ C : α < Re z < β} for strips in the complex plane. Throughout this paper, we will assume that S satisfies the following conditions, which are slight modifications of Hwang's conditions (M1)-(M3):
(M1') D(s) converges in the half-plane Re s > α > 0 and can be analytically continued to Re s ≥ α − ε with ε > 0. On the line Re s = α, D(s) has equidistant simple poles at s = α + 2πikω with k ∈ Z; A k is the residue of D(s) at s = α + 2πikω. Furthermore we assume that there are no further poles with Re s ≥ α − ε. (M2') There exists a sequence T j → ∞ and a positive constant c 1 such that
uniformly for all s ∈ α − ε, α with |Im s| = T j . Furthermore we assume that D satisfies
(M3') Let g(τ ) = m∈S e −mτ , where τ = r + iy with r > 0 and −π ≤ y ≤ π. There exists a positive constant c 2 such that
We will show that these conditions are sufficient for a central limit theorem as follows:
Theorem 5 (Main Theorem). Suppose that (M1')-(M3') hold. As in Theorem 2, let ̟ n be the number of summands of a random partition. Then ̟ n is asymptotically normally distributed with mean E(̟ n ) ∼ µ n and variance V(̟ n ) ∼ σ 2 n :
uniformly for all x as n → ∞. µ n and σ n are defined as follows:
and η is implicitly given by n = m∈S m e ηm + 1 .
µ n and σ n satisfy the following asymptotic formulas:
for certain 1-periodic functions Ψ µ and Ψ σ . Finally, we have the following exponential bounds for the tails:
and the same inequalities for P ̟n−µn σn
The proof makes use of the saddle point method that is applied to the generating function Q(u, z) (cf. [12, 16] ). Note that the definition of η is analogous to that in Theorem 1-as we will see from the proof, this is precisely the choice for the saddle point. Harmonic sums over all elements of S (as in the definitions of η, µ n , σ 2 n ) will occur repeatedly, and so we will make frequent use of the following important lemma:
Assume that f * (s) admits a meromorphic continuation to the strip γ, β for some γ < α with at most a countable set of poles P there, and is analytic on Re s = γ. Assume also that there exists a real number η ∈ (α, β) and a sequence of horizontal segments |Im s| = T j with
with r > 1 holds on these segments uniformly for γ ≤ Re s ≤ η. If f * (s) admits the singular expansion
In order to apply the Mellin calculus to the function f defined in (2.2), we need the Mellin transform of log(1 + ue −x ), which we denote by Y (u, s):
The following lemma collects some of the important properties of Y (u, s). 
uniformly as σ and u are restricted to compact sets.
By partial integration of Y (u, s) we get
and analogously
Proof of the main theorem
In order to prove Theorem 5, we need an asymptotic formula for
Using Cauchy's residue theorem and the substitution z = e −(r+it) , this can be written as
for any r > 0. Let δ > 0 be any fixed number in the unit interval. Throughout the proof, we assume that δ ≤ u ≤ δ −1 . Thus, "uniformly in u" means "uniformly as δ ≤ u ≤ δ −1 ". Now we apply the saddle-point method: in the following, r = r(n, u) is chosen in such a way that
Note that the right hand side is strictly decreasing and thus bijective as a function of r. Therefore there is a unique r that satisfies this equation. Furthermore, r is strictly decreasing as a function of n (and tends to 0 as n → ∞) and strictly increasing as a function of u.
We can make use of Lemma 6 to find an asymptotic formula for the sum in the definition of r.
Recall that the
for a 1-periodic function Φ 1 that is given by the Fourier series
The properties of Y summarized in Lemma 7 guarantee that this series is absolutely and uniformly convergent and infinitely differentiable. Also note that
is a positive and monotonic function of r. Therefore, Φ 1 (u, v) can never be 0: otherwise, there are sequences r 1,k and r 2,k both tending to 0 such that
(the latter simply follows from the fact that Φ 1 is not identically 0), contradicting the monotonicity. Thus, Φ 1 (u, v) must be bounded above and below by strictly positive constants (uniformly in u), which means that r = Θ(n −1/(α+1) ). More precisely, one has
for a 1-periodic function Ψ 1 , which will be used later. For our application of the saddle point method, we need a uniform estimate as t in the integral representation (3.1) is away from 0. This is the main objective of the following two lemmas:
Lemma 8. For every integer ℓ ≥ 0 we have
Proof. For a nonnegative integer k we set
Sums of this type can be written as integrals by means of the Mellin transform (see [9, Theorem 2.1]):
for any c > α + ℓ. We choose k large enough (k > c 1 , where the constant c 1 is taken as in (M2')) so as to make the resulting integral converge and shift the line of integration to the left (collecting residues at s = α + ℓ + 2πijω for every j ∈ Z) to obtain
where Ξ k is a function of period 1, given by its Fourier series. Here, we made use of the fact that the integral can be estimated as follows:
Since G k (X) is nonnegative for all X, Ξ k (ω log X) must be nonnegative for all X. Now assume that Ξ k (ω log X) is 0 for some X. Equivalently,
for every k and β > 1. Therefore, we also have
for any β > 1, implying Ξ k (ω(log X − log β)) = 0. But then, Ξ k is identically 0, an obvious contradiction. Hence, Ξ k is bounded above and below by strictly positive constants. Now, the left hand side inequality in (3.2) shows that h(X) ≫ X α+ℓ , as claimed.
The following simple corollary will be needed later:
There is a constant C > 1 such that the cardinality of S ∩(X, CX] satisfies
Proof. Set ℓ = 0 in the lemma; the proof shows that h(X) ≪ X α holds as well as h(X) ≫ X α . Hence,
for sufficiently large C. • r ≤ |y| ≤ log
Thus we can apply Lemma 8 to find
In the same manner as before, we get
• log
It is clear that there exists an integer ℓ such that π 2 ≤ 2 ℓ |y| ≤ π.
From the inequality 1 − cos θ ≥ 
for certain positive constants c 8 and c 9 (uniformly in u), and the same estimate holds for −π ≤ t ≤ −r 1+c3 . For the central integral, we have to expand f (u, r + it) around t = 0: by our choice of r, the first derivative with respect to t is −in, and the second derivative is given by
Now we can apply the Mellin transform technique again: the transform of Thus, applying Lemma 6 yields
where Φ 2 is a periodic function; again, a simple argument shows that Φ 2 is bounded below by a positive constant (uniformly for δ ≤ u ≤ δ −1 , as it is the case for all our estimates), implying that B 2 is of order r −(α+2) : just note that
by Lemma 8. Finally, we estimate the third derivative as follows: it is given by 
where the last estimate is obtained by means of Lemma 6 again. So finally,
for |t| ≤ r 1+c3 , and so we have the expansion
Hence, the corresponding integral can be estimated as follows:
by our choice of c 3 . Also note that
We know that B 2 ≫ r −(α+2) , which implies
Hence, the error term tends to 0 faster than any power of n.
Putting everything together, we find that
uniformly in u. Now we study the moment generating function of the random variable ̟ n (the number of parts in a random partition), which can be expressed in terms of Q n (u): let M n (t) = E(e (̟n−µn)t/σn ), where t is real and µ n and σ n are chosen as in (2.3) and (2.4). Then we get r(n, 1) ) B 2 (e t/σn , r(n, e t/σn )) exp − µ n t σ n + nr(n, e t/σn ) + f (e t/σn , r(n, e t/σn )) 4 ≪ r −(4+α) ≪ n 1+3/(1+α) .
The asymptotic estimates are all obtained by means of the usual Mellin transform method. Furthermore, note that
from which it follows that r u , r uu , r uuu ≪ n −1/(1+α) , all uniformly in u. Thus, we have the following expansions:
Altogether, this means that the exponent in (3.3) can be written as
where we use η as an abbreviation for r(n, 1). Now, we make use of the fact that n = −f τ (1, η) and that r u (n, 1) = − fuτ (1,η) fττ (1,η) to simplify this expression:
It is not difficult to show in a similar way that
B 2 (e t/σn , r(n, e t/σn )) = 1 + O t σ n , and so we obtain the following asymptotic formula for the moment generating function from (3.3):
. Now, note that µ n and σ n were chosen in such a way that
We only have to prove that the error term is small, and so we need a lower estimate for σ n : first of all, our usual Mellin transform technique shows that
and
for certain 1-periodic functions Φ µ , Φ σ and Ψ µ , Ψ σ (note that since log η ∼ − log n α+1 , the periods differ by a factor of α + 1).
µ n = m∈S 1 e ηm +1 is obviously a positive monotonic function of η, showing immediately that Φ µ and Ψ µ must be bounded above and below by positive constants (in the same way as it was shown that r ≫ n −1/(1+α) ). However, this approach does not apply so easily to σ n (in particular, it is less obvious that Φ σ cannot be identically 0), so we proceed a little differently: using the abbreviation q(x) = 
This can be estimated as follows:
by Lemma 8 and the corollary thereafter. The denominator has already been shown earlier to be of order η −2−α . Hence, σ 2 n ≫ η −α ≫ n α/(1+α) . Putting everything together, we arrive at
for bounded t. Now, Curtiss's Theorem [3] shows that the distribution of ̟ n is indeed asymptotically normal. For the remaining parts of the theorem, we can again follow the lines of Hwang [12] : note that if t = o(n α/(6α+6) ), the above equation, together with Markov's inequality, yields
.
We set T = n α/(6α+6) / log n and t = x for x ≤ T (minimizing −tx + t 2 /2) to obtain
and for x ≥ T , by setting t = T ,
The probability P ̟n−µn σn ≤ −x can be estimated in an analogous way. Finally, we can also apply Hwang's method that was used in [12] to show that the mean and variance of ̟ n are indeed asymptotic to µ n and σ 2 n respectively. Remark 1. If the only pole of the Dirichlet series D(s) is at s = α (so that the periodic functions Φ µ and Φ σ are actually constant), we obtain the asymptotic expressions for µ n and σ 2 n given in Theorem 2: in this case, Lemma 6 yields
where κ is taken as in Theorem 2, and
and an asymptotic formula for σ 2 n follows in a similar manner. Remark 2. It might be possible to relax the conditions of our theorem, in particular (M1'), even further, so that the poles don't necessarily have to be evenly spaced. However, we are not aware of any natural example for which this actually occurs. Finally, the core of the proof, which is the application of the saddle point method, is in principle also applicable if the Dirichlet series has more complicated singularities (e.g. if S is the set of all primes), as long as one is able to obtain sufficiently strong upper and lower estimates for the harmonic sums involved.
Examples
As mentioned in the introduction, our initial motivating example was the set of integers with certain missing digits. However, there are also other natural examples for which Theorem 5 is applicable. At the end of this section, we also exhibit an example where our theorem fails because one of the conditions doesn't hold. 
Since it was assumed that the digits in D don't have a common divisor > 1, dy cannot be a multiple of 2π for all d. Figure 1 illustrates the periodic fluctuations in an example: here, the set of integers which don't contain the digit 2 in their ternary representation is considered. The plot shows the normalized mean of the length (i.e. n −α/(1+α) E(̟ n ), where α = log 2 log 3 in this case) on a logarithmic scale.
Missing blocks.
The preceding example can easily be extended to integers with missing blocks in their digital expansion, such as the so-called "Fibbinary numbers" (see [18] , sequence A003714, or [1] ), i.e., integers whose binary representation doesn't contain the block 11:
{1, 2, 4, 5, 8, 9, 10, 16, . . .}. Write F for this set:
It is not difficult to show that the associated Dirichlet series satisfies our hypotheses (M1')-(M3'): noting that F = 2F ∪ (4F + 1) ∪ {1}, we get
which converges for Re s > 0. Therefore, we have
for a Dirichlet series R(s) that satisfies R(s) ≪ |s| uniformly for Re s ≥ ε. Hence α = log(( √ 5+1)/2) log 2 , and ω = 1 log 2 . Conditions (M1') and (M2') are satisfied as before. Furthermore, in order to prove that (M3') is also fulfilled, we note that 
4.3.
Numbers with even/odd length. Let us now consider numbers whose b-ary representation has odd length: we obtain the sequence {1, 4, 5, 6, 7, 16, 17, . . .} in the binary case, which is Sloane's A053738 [18] . Of course, this example can be generalized in many directions as well. Write L for the set of all such numbers, i.e.
Thus we get for the Dirichlet generating function
Noting that
we find
By the same method as above we see that R(s) converges for Re s > 0, and we get
which has poles at s = 1 + πi log b . As before, (M1') and (M2') hold with α = 1 and ω = 
4.4.
Numbers with restricted sum of digits. Numbers whose b-ary sum of digits has to satisfy a certain congruence have been studied by Gel'fond [10] and Mauduit and Sárközy [14] . Their additive properties have been discussed in a paper by Thuswaldner and Tichy [20] and subsequent papers. This is actually an example for which there is only a single pole: it is not difficult to show that the Dirichlet series associated with the set of all integers whose b-ary sum of digits is ≡ h mod k is essentially 1 k ζ(s). Hence, α = 1, and the periodic functions Ψ µ and Ψ σ are actually constants. Hwang's Theorem 2 is still not applicable, however, since there is an additional pole at 0. Let us illustrate this in the binary case: let C 0 and C 1 be the sets of integers for which the binary sum of digits is even resp. odd, and let D 0 (s) and D 1 (s) be the associated Dirichlet series. (Sloane's A006995 [18] ). Since all of them are odd, the length of a partition of n will always have the same parity as n, but the central limit theorem still holds. Another example are numbers whose digital representation is the juxtaposition of two identical strings: in base 2, these are 3, 10, 15, 36, 45, 54, 63, 136, . . .
(Sloane's A020330 [18] ). In all these cases, (M1') and (M2') are fairly easy to check, proving (M3') is the difficult part.
Let us finally consider a trivial example for which (M1') and (M2') are satisfied, but (M3') isn't: k . The corresponding Dirichlet series is extremely simple and obviously satisfies (M1') and (M2') (with α = (M3') is violated, however, and there are even infinitely many integers which cannot be partitioned in this case (all those which are ≡ 2, 3 mod 4, for instance), so that Theorem 5 cannot hold any longer.
