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Recent developments in the search for topological superconductivity have brought lattices of
magnetic adatoms on a superconductor into intense focus. In this work we will study ferromagnetic
chains of adatoms on superconducting surfaces with Rashba spin-orbit coupling. Generalising the
deep-impurity approach employed extensively in previous works to arbitrary subgap energies, we
formulate the theory of the subgap spectrum as a nonlinear matrix eigenvalue problem. We obtain
an essentially analytical description of the subgap spectrum, allowing an efficient study of the
topological properties. Employing a flat-band Hamiltonian sharing the topological properties of
the chain, we evaluate the Z-valued winding number and discover five distinct topological phases.
Our results also confirm that the topological band formation does not require the decoupled Shiba
energies to be fine-tuned to the gap centre. We also study the properties of Majorana bound states
in the system.
PACS numbers: 73.63.Nm,74.50.+r,74.78.Na,74.78.Fk
I. INTRODUCTION
The physics of magnetic impurities in superconduc-
tors has been studied extensively since the seminal works
by Yu, Shiba and Rusinov.1–3 A magnetic moment lo-
cally disrupts the superconducting condensate, giving
rise to subgap bound states localised in the vicinity
of the magnetic moment. In the past two decades,
Scanning Tunneling Microscopy (STM) studies of mag-
netic impurity physics have complemented this theoret-
ical understanding.4,5 The interest in these systems was
renewed after proposals6–12 to realise 1D and 2D topolog-
ical superconductors by lattices of magnetic adatoms on
superconducting surfaces. The promising observation13
of signatures of Majorana bound states (MBSs) in fer-
romagnetic chains has brought the topic in the intense
focus recently. Similar signatures are also claimed to
have been observed in another recent experiment.14 Mag-
netic chains, with their respective advantages and weak-
nesses, offer an interesting alternative to the nanowire
systems15–18 as a route towards topological superconduc-
tivity.
In this work we concentrate on the properties of 1D fer-
romagnetic adatom lattices deposited on a 2D supercon-
ducting film with a Rashba spin-orbit coupling (SOC).
We will study the situation where each magnetic moment
binds a single subgap Shiba state with energy ∆ 1−α
2
1+α2 ,
where the dimensionless coupling α = JSν0pi is deter-
mined by microscopic parameters – ν0 is the density of
states, J is the exchange coupling and S is the magni-
tude of the impurity spin – and ∆ is the pairing gap
of the superconductor.8,12 The Shiba states are concen-
trated around the magnetic moments with wavefunctions
decaying as e
−r/ξ
r1/2
in 2D and e
−r/ξ
r in 3D superconduc-
tors, where the exponential decay is controlled by the su-
perconducting coherence length ξ0. The wavefunctions
are more slowly decaying in 2D, which was qualitatively
Figure 1. Schematic figure of the ferromagnetic chain of atoms
embedded on a two-dimensional superconductor.
confirmed in a recent experiment.19 The slow spatial de-
cay of the bound states at length scales below ξ has
important physical implications. The separation of the
magnetic moments can easily be much shorter than the
coherence length, thus allowing a significant hybridisa-
tion of bound states separated by dozens of neighbours.
Therefore effective theories of subgap bands generically
exhibit a long-range hopping, adding its special proper-
ties to the problem. The long-range hopping nature of
the Shiba states will give rise to rich topological proper-
ties, especially in 2D magnetic lattices where it is possible
to achieve dozens of different phases and Chern numbers
much larger than unity.20,21
The topological properties of magnetic chains with
helical7–10,22–26 and ferromagnetic27–30 order have al-
ready been studied in considerable detail. An interesting
recent step towards a more realistic description of Shiba
systems was taken by the generalisation of the theory of
topological Shiba bands to the multichannel case to ac-
commodate multiple bound states on a single impurity.29
That work, like most of the studies capturing the micro-
scopic structure of the Shiba states, is restricted to the
deep-dilute impurity limit where the energy of the de-
coupled Shiba states reside close to the gap centre, i.e.
α ≈ 1. This is motivated partly by the significant theo-
retical simplification arising from the linearisation of the
spectral problem in energy, which allows an elegant and
ar
X
iv
:1
50
9.
05
22
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
17
 Se
p 2
01
5
2simple formulation in terms of an effective Hamiltonian.8
Our work takes a step towards a more general descrip-
tion by formulating a theory of Shiba bands beyond the
deep-impurity regime. This is important, since tuning
the parameters controlling the value of α is difficult in
experimental setups. As highlighted in our work, the mi-
croscopic parameters do not need to be fine tuned to the
deep-impurity regime to reach the topological phase.
In Sec. II, we formulate the subgap spectral problem of
a ferromagnetic Shiba chain as a nonlinear matrix eigen-
value problem and obtain an essentially analytical solu-
tion for the dispersion and wavefunctions valid for ar-
bitrary subgap energies. In Sec. III, we show that the
1D chain has an emergent chiral symmetry which en-
ables us to defining a Z-valued winding number invariant
N classifying the different phases. In Sec. IV, we dis-
cover five distinct topological phases with winding num-
bers N = −2,−1, 0, 1, 2, discuss the implications of the
observation and compare the results to the deep-impurity
formulation. We study the MBSs supported by the chain
in Sec. V, extracting the spatial decay of their wavefunc-
tions, topological gaps and energy splitting. In Sec. VI,
we summarise our results and discuss their implications.
II. MODEL AND THE SPECTRAL PROBLEM
A. Subgap spectrum as a nonlinear eigenvalue
problem
The starting point of our study is the system de-
picted in Fig. 1 consisting of a 2D superconductor sur-
face decorated by magnetic impurities arranged in a chain
with lattice constant a. The system is described by the
Bogoliubov-de Gennes Hamiltonian
H =
(
k2
2m
− µ+ αR(kyσx − kxσy)
)
τz
+∆τx − J
∑
i
(S · σi)δ(r− ri).
(1)
The matrix structure of Eq. (1) corresponds to the
Nambu basis Ψ = (ψ↑, ψ↓, ψ
†
−↓,−ψ†↑)T ; τi and σi cor-
respond to Pauli spin matrices in the particle-hole and
spin subspaces, respectively. Here k2/2m − µ is the ki-
netic energy of the electrons, αR is the spin-orbit coupling
and ∆ describes the pairing amplitude of Cooper pairs.
The vector r is the position of the electron, whereas ri
describes the impurity positions. We will focus on the
case where all magnetic moments point in the z direction.
Consequently the system is in the symmetry class D.31,32
Inserting the Hamiltonian density into the Bogoliubov-de
Gennes equation HΨ = EΨ, we obtain
[E − (ξk + αR(kyσx − kxσy)) τz −∆τx] Ψ(r)
= −J
∑
i
Sσzδ(r− ri)Ψ(ri) (2)
where we have introduced ξk = k
2/(2m) − µ. We can
make further progress by restricting the system to a one-
dimensional chain in the x direction, yielding, as seen in
Appendix A, the equation(
1− α E + τx√
∆2 − E2Sσz
)
Ψ(xi)
= −
∑
i 6=j
JE(xij)SσzΨ(xj).
(3)
where α = JSν0pi =
1
2JSm, and JE is essentially given
by the propagator of the 2D bulk electrons. The specific
form of JE in this case was first evaluated by Brydon et
al.12 and is presented in Appendix A. In the deep-dilute
limit this equation can be linearised in E and 1/
√
kFa,
where kF is the Fermi wave number and a is the chain lat-
tice constant; this allows projection onto the low-energy
single impurity bands, resulting in an effective two-band
Hamiltonian.8 However, in this work we are interested in
the behaviour of the system for arbitrary subgap energies,
thus requiring a more general approach to the problem.
As outlined in Appendix A, it is convenient to work in
the basis of the eigenstates of τxσz, in which case we
can obtain a nonlinear eigenvalue problem (NLEVP) for
λ ≡ (∆ + E)/√∆2 − E2 and Ψ,
aλ2 − 1αλ bλ cλ2 −λd−bλ 1αλ− a −λd c−cλ2 −λd aλ2 + 1αλ −bλ−λd −c bλ − 1αλ− a
Ψ = 0. (4)
Here a, b, c, d are N ×N matrices (where N is the length
of the chain), and similarly λ is shorthand for λIN×N .
The coefficient matrices are of the form
aij = −
√
∆2 − E2
2m
(I−3 (xij) + I
+
3 (xij)) + δij
bij = − i
2m
(I−2 (xij)− I+2 (xij))
cij = −i
√
∆2 − E2
2m
(I−4 (xij)− I+4 (xij))
dij = − 1
2m
(I−1 (xij) + I
+
1 (xij)),
(5)
where xij ≡ xi − xj denotes the difference between po-
sitions of magnetic moments and I±i are given by the
special function expressions presented in Appendix A. It
is important to note that the submatrices have a nontriv-
ial energy dependence through the energy dependent co-
herence length ξE ≡ vF /
√
∆2 − E2 (not to be confused
with the kinetic energy ξk), which in principle compli-
cates the solution considerably. In the limit where the
energy-independent coherence length ξ0 ≡ vF /∆ goes to
infinity this nontrivial dependence vanishes. The prob-
lem (4) is a representative of NLEVPs A(E)Ψ = 0, where
A(E) is a matrix-valued non-linear function of E and
can be thought of as a generalisation of the usual linear
Schro¨dinger problem where A(E) = H − EI.
3On physical grounds we know that since we are deal-
ing with a system of N magnetic moments with a sin-
gle s-channel bound state, Eq. (4) has N positive and N
negative energy solutions describing the magnetic subgap
band. Most of the previous works solve the problem in
the deep-impurity limit by linearising the model, yielding
a linear problem HeffΨ = EΨ with an effective 2N × 2N
Hamiltonian
Heff = ∆
(
I− αa˜ iαc˜
−iαc˜† αa˜− I
)
. (6)
where a˜ = limE→0 a, c˜ = limE→0 c. This description is
valid for deep impurities α ≈ 1 close to the gap centre
coupled by a weak hopping 1/
√
kFa  1. One of our
central results presented below is that by relaxing the
conditions leading to the two-band model we can show
that the topologically nontrivial phases extend outside
the deep-impurity regime. Therefore it is not necessary
for the decoupled Shiba states to lie close to the gap cen-
tre to achieve topological phases, and there is no need to
tune their energies if the hybridisation, which can be con-
trolled by the distance between the magnetic moments,
is sufficiently strong.
B. Solution to the nonlinear eigenvalue problem
In the case of a periodic or infinite system, the problem
can be vastly simplified by going over to reciprocal space.
The submatrices a, b, c, d are all translationally invariant,
allowing a Fourier transform
ak =
∑
j 6=0
aije
ika(i−j) (7)
which reduces the equation to a 4 × 4 NLEVP. In this
form we can find an expression for the bulk spectrum
from the usual eigenvalue condition by requiring that the
determinant of the matrix in Eq. (4) vanishes. This gives
us a transcendental equation for the energy,
E(k) = ±∆
√
(a2k + b
2
k + c
2
k + d
2
k − 1/α)2 − 4(akbk + ckdk)2
(a2k + b
2
k + c
2
k + d
2
k − 1/α)2 − 4(akbk + ckdk)2 + 4(a2k + c2k)
. (8)
In comparison, the expression for the energy of the lin-
earised two-band model is
Eeff(k) = ±∆
√
(1− αa˜k)2 + α2c˜2k (9)
– note that this is not a transcendental equation, be-
cause E is set to 0 in the expressions for ak and ck and
hence it gives E directly for any coherence length. How-
ever, Eq. (8) can be solved numerically for any coherence
length with standard methods for transcendental equa-
tions. As shown in Appendix B, it turns out that replac-
ing ξE with ξ0 in the four-band model gives an excellent
approximation of the energy. This has two important
consequences. Firstly, after setting ξE → ξ0 on the right-
hand side, Eq. (8) essentially provides an explicit solution
of the subgap energy bands typically within accuracy of
the order of 10−2∆ or even much better. The accuracy
of the solution could be numerically improved systemat-
ically by iteration as also shown in Appendix B, but for
all practical purposes the zeroth order solution is suffi-
cient. Secondly, since the replacement ξE → ξ0 in the
bulk spectral problem is seen to lead to negligible correc-
tions to the energies, we also employ this approximation
when we solve the NLEVP in real space to study the
MBSs.
Remarkably, the eigenspinor can also be solved ana-
lytically from the 4× 4 NLEVP in reciprocal space. The
components of the eigenspinor Ψλ(k) ≡ (x1, x2, x3, x4)T
are, up to a normalisation factor,
x1 = −λ
[
c2 − d2 + λ
2d2 − (ad− bc)2
λ2 − (a2 + c2)
]
x3 = λ(ac− bd)− c+ λ(ab+ cd+ λb)(bc− ad+ λd)
λ2 − (a2 + c2)
x2 =
λ(ab+ cd+ λb)
λ2 − (a2 + c2) x1 +
λ(ad− bc+ λd)
λ2 − (a2 + c2) x3
x4 =
1
c
[λbx1 + (a− λ)x2 + λdx3] .
(10)
where we have suppressed the k index on the functions
a, b, c, d. The eigenvector |E+〉 corresponding to the pos-
itive energy can be found by inserting the appropriate
solution E(k) > 0 of Eq. (8) into the expressions (10)
for the components. Importantly, the negative energy
solution |E−〉 corresponding to E(k) < 0 is related to
the positive energy solution (at the same k) through
C|E+〉 = |E−〉 where C = τyσy in the original basis of
Eq. (1), or σz ⊗ σx in the rotated basis in which solution
(10) is obtained. The expression σz ⊗ σx stands for a
4×4 matrix where the Pauli matrices do not refer to the
electron spin anymore.
4III. TOPOLOGICAL CONSIDERATIONS
A. 1D flat-band Hamiltonian with chiral symmetry
In this section we will present the topological prop-
erties of the subgap Shiba bands described by Eqs. (8)
and (10). In the periodic table of topological insulators
and superconductors, d-dimensional gapped systems are
typically classified by studying associated d-dimensional
(Bloch) Hamiltonians and their symmetries. However,
while we started with a 2D Hamiltonian (1) we obtained
subgap energy bands that are essentially localised in the
vicinity of the 1D chain of magnetic atoms. In addition,
the eigenstates |E±〉 are parametrised by the 1D wave
vector k and so the subgap spectrum is effectively one-
dimensional. In the deep-dilute limit it is possible to
reduce the NLEVP to a linear problem in terms of an
effective Hamiltonian of type (6) and study the topolog-
ical properties by treating Heff as a bona fide 1D Hamil-
tonian. However, in our case another strategy must be
adopted due to the nonlinear formulation of the problem.
Therefore we define an effective Hamiltonian in terms of
the projectors of the subgap bands as
H˜ =
∑
ν=±
Eν |Eν〉〈Eν | ≡
∑
ν=±
Eν Pˆν = E+Pˆ+ + E−Pˆ−.
(11)
The low-energy properties of the initial 2D system coin-
cide with those of the 1D Hamiltonian (11). When we are
only interested in the topological properties of the sys-
tem, the precise details of the energy bands are irrelevant
and with no loss of generality we can adiabatically flatten
them E±(k)→ ±1 and study H˜ = Pˆ+− Pˆ−. Notice that
the property C|E+〉 = |E−〉 implies the anticommutation
relation {C, H˜} = 0, i.e., the 1D system has the chiral
symmetry and belongs to the symmetry class BDI31,32
as the original Hamiltonian (1) if motion is restricted to
the x direction (ky = 0).
B. Winding number
In noninteracting 1D systems with chiral symmetry
the topological classification is Z-valued, thus the system
can support an arbitrary number of different topological
states. These states can be most conveniently obtained
by evaluating the winding number invariant given in the
form
N = 1
4pii
ˆ pi/a
−pi/a
dk tr
[CH−1∂kH] . (12)
where C = C† = C−1 is the chiral symmetry operator
and H is a fully gapped 1D Bloch Hamiltonian.31,32 As
discussed above, in the transformed basis the chiral sym-
metry operator for this system is C = σz ⊗ σx. After
inserting the flat-band Hamiltonian H˜ in Eq. (12) and a
few lines of algebra, outlined in Appendix C, the winding
number can be expressed in terms of the band projectors
as
N = 1
pii
ˆ pi/a
−pi/a
dk tr
[
CPˆ+∂kPˆ+
]
. (13)
In the next section, we will analyse the topological phase
diagram by evaluating (13) as a function of the system
parameters.
C. Z2 invariant
The existence of chiral symmetry is typically ap-
proximate in real systems and topological classification
based on particle-hole redundancy that is built into the
Bogoliubov-de Gennes formalism is expected to be less
sensitive to disorder. Therefore we also consider Kitaev’s
Z2 invariant measuring the ground state fermion parity.
The phase transition between different parities is associ-
ated by the energy gap closing E(k) = 0 at k = 0, pi/a.
This is useful, as the phase boundary between of differ-
ent Z2 phases can be explicitly obtained from the NLEVP
matrix in reciprocal space, as discussed in Ref. 33. We
are especially interested in the phase diagram as a func-
tion of the single-impurity Shiba energy determined by α
and the hybridisation parameter kFa. Setting E(k) = 0
at k = 0, pi/a, we can solve the gap closing lines as a
function of α and kFa as
α =
1√
a˜2k + d˜
2
k
∣∣∣∣
k=0,pi/a
. (14)
This equation defines the phase boundary between re-
gions of different parity of the Z2 invariant, and is valid
for arbitrary coherence lengths. The corresponding equa-
tion for the two-band model is given by
α =
1
a˜k
∣∣∣∣
k=0,pi/a
, (15)
allowing for simple comparison of the Z2 phase diagram
of the exact four-band solution and the two-band approx-
imation valid in the deep-impurity limit. In the presence
of chiral symmetry the Z2 phases are captured by the
winding number parity so considering it separately brings
little new information. However, formulas (14) and (15)
yield semianalytic phase boundaries of the different par-
ity phases and make their analysis very convenient with-
out the need to perform integral (13) everywhere.
IV. TOPOLOGICAL PHASE DIAGRAMS
In the previous section we derived analytical formulas
describing the FM Shiba chain. In this section we will
use those results to examine the topological properties of
the chain. To that end we have used Eqs. (13) and (14)
to calculate the topological phase diagram of the system.
5Figure 2. a) Topological diagram of the four-band model,
created by plotting the winding number as a function of kF a
and α. The parameters used are ξ0 = 50a, ς = 0.1. Winding
numbers from −2 to +2 are represented. As kF a increases
the winding number configurations (quasi-)periodically flip
signs; this happens more often with increasing ς. b) Same
parameters as in a), but focused on a narrower range of kF a
values. c) Energy of the lowest-lying positive state for an
infinite system as a function of kF a and α. Parameters used
are the same as in a). The topological phase transitions are
seen here as bulk gap closings.
As seen in Fig. 2, the phase diagram thus obtained
reveals the presence of several topological phases, in ac-
cordance with the BDI classification of the FM chain.
In total we found five phases, corresponding to wind-
ing numbers 0,±1,±2. This feature is present in both
the general model and in the linearised two-band model,
a feature missed in previous works which either consid-
ered the parity of the winding number12 or examined
a parameter area too narrow to contain all the wind-
ing numbers.27 Often, nontrivial regions appear for pa-
rameter values where the validity of the two-band model
breaks down, so a reliable identification of the phase dia-
gram requires the full machinery of the four-band model
derived in the present work. As seen in Fig. 2 c), the
topological phase transitions are accompanied by closings
of the gap as expected. A phase with winding number
N supports |N | degenerate MBSs; further, domain walls
between regions with different winding numbers N1 and
N2 can support |N1 −N2| bound states. However, while
the energy gaps for phases |N | = 1 can be as high as
0.25∆, the |N | = 2 phases generally have smaller gaps;
this naturally provides a complication in realising domain
walls with more than two MBSs. The general behaviour
of the energy gap will be discussed in more detail in the
next section. Notice that significant regions of the non-
trivial topological phases extend to values α > 1.5 and
α < 0.6 for small values of kFa (large hybridisation),
translating to bound state energies between −0.4∆ and
0.5∆. Thus, provided that the separation of the moments
can be tuned in the fabrication of the chain, there is no
need for tuning the bound state energies close to the gap
centre.
It is interesting to compare the accuracy of the two-
band model to the exact four-band solution. Several re-
cent papers8,22,33 have considered a similar chain with
a helical spin configuration in an intrinsically 3D sys-
tem rather than the ferromagnetic planar version with
Rashba SOC that is the focus of this article. As seen in
Ref. 33, the two-band and four-band models are in fairly
good agreement in the helical system; however, in the fer-
romagnetic case the differences of the models are more
pronounced. While the two-band and four-band models
indeed agree in the deep-dilute limit α ≈ 1, kFa  1,
the convergence is much slower than in the helical 3D
model. In order to compare the two models, we plot the
Z2 phases of the four- and two-band models, using equa-
tions (14) and (15), in Fig. 3. Even though the two-band
model captures the behaviour reasonably in the dilute
regime kFa > 10pi, it is evident that non-negligible de-
partures remain. In the dense regime kFa . 4pi the dif-
ferences become qualitatively significant and the deep-
impurity approximation starts to break down.
Having analysed the impact of the parameter α, we
move on to consider the behaviour of the topological
phases as a function of the normalised SOC strength
ς = mαR/kF . In Fig. 4 we plot the winding number as a
function of kFa and ς for different values of α. While the
trivial regions do grow when the single-impurity bound
state is moved away from the gap centre α = 1, for the
parameters chosen here, the N = ±2 phases grow as well;
hence, lowering α in this case makes even parity more
likely. While the linearised model may not quantitatively
agree with the four-band model, its phase diagram shows
many of the same characteristics. To make contact with
previous work, we present in Fig. 4 c) a topological phase
diagram similar to that of Fig. 1 in Ref. 12. The evalua-
tion of the winding number reveals a richer structure of
topological regions as well as entirely new non-trivial re-
gions compared to the Z2 classification presented in that
work.
6Figure 3. Z2 phase diagram of the exact four-band model
(red) and the two-band deep-impurity (blue) model. Param-
eters used are ξ0 = 50a, ς = 0.01. Note that the agreement
is not accurate even in the deep-impurity α = 1 regime. The
agreement improves as kF a increases and the system becomes
more dilute.
V. MAJORANA BOUND STATES
In the previous section we analysed the topological
properties of the system, finding values for the winding
number between −2 and +2. In practice, realisation of
these phases may be limited by factors such as system
size and temperature. In this section we will study the
energy scales and spatial decay of the Majorana bound
states in finite chains with open boundary conditions.
This is carried out by numerically solving the 4N × 4N
NLEVP (4) in real space.
A robust topological phase requires the existence of a
well-defined energy gap between the MBSs at zero energy
and the bulk states. In the limit of an infinite system, this
gap can be straightforwardly calculated using Eq. (8). In
Fig. 5 a) we have plotted the energy gap of the system
as a function of kFa and α. Excepting an area of low
gap size around certain k = 0 transitions, the energy gap
is generally of the order of 0.1∆, reaching values around
0.25∆ at the center of the |N | = 1 region; assuming a gap
size similar to the 1.36 meV seen in the experiment on
Pb surface in Ref. 13, this corresponds to temperatures
≈ 4 K. While the parameters for a realistic system may
not reach this maximum it is clear that there are wide
regions where the gap size is large compared to temper-
atures that can realistically be reached in experimental
setups. The |N | = 2 phases generally have a much lower
bulk gap, often by an order of magnitude. For finite
systems the energy gap and the MBS splitting will de-
pend on the chain length. In Fig. 5 b) and c) we have
plotted the gap and MBS energy as a function of chain
length in the |N | = 1 and |N | = 2 region, respectively.
In the |N | = 1 region the dependence of the energy gap
on the chain length is negligible, and for relatively short
chains with N . 50 the MBS spitting is two orders of
Figure 4. Topological phase diagram plotting the winding
number as a function of kF a and ς. The color scheme is
the same as Fig. 2. a) Parameters used are α = 1, ξ0 =
50a b) Same diagram, but α = 0.85. The trivial regions
at the center and edges of the figure are larger than in a),
but so are the |N | = 2 phases, even at the expense of some
trivial regions. c) Topological phase diagram of the two-band
model. Parameters used are α = 1, ξ0 = 5a; compare Fig. 1
in Ref. 12, which plots the parity of the invariant for the same
parameters.
magnitude smaller than the energy gap. The oscillating
splitting of the MBSs localised at each end of the wire
will first go down exponentially after which it settles on
a slower algebraic suppression as discussed previously for
wavefunctions in Ref. 22. The algebraic tail of the MBS
splitting could, in principle, be harmful for quantum in-
formation applications, though the absolute value of the
splitting is orders of magnitude smaller than the gap. For
the |N | = 2 phase the energy gap is first reduced by an
increasing chain length before converging to a constant
value. Observation of the double MBSs at each end is
limited by the large splitting seen in short chains, hence
requiring larger system sizes and lower temperatures.
Besides the splitting behaviour we are also interested
in the spatial decay of the MBS wavefunctions. This
was previously analysed in the case of a helical chain by
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Figure 5. a) Bulk energy gap as a function of kF a and α. Parameters used are ς = 0.01 and ξ0 = 50a. The black lines
correspond to topological phase transitions; the wide black zones are areas of low bulk gap. The corresponding winding number
diagram is illustrated in Fig. 8 in Appendix B. b) Dependence of bulk and MBS energy on the length of the chain N in the
N = 1 phase. Parameters used are kF a = 20, α = 1, ς = 0.01, ξ0 = 50a. c) Dependence of bulk and MBS energy on the length
of the chain in the N = 2 phase. Parameters used are kF a = 5.7pi, α = 0.8, ς = 0.01, ξ0 = 50a.
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Figure 6. Spatial decay of Majorana wavefunctions. a) Wave-
function in N = 1 phase. Parameters used are N = 500,
kF a = 20, α = 1, ς = 0.01, ξ0 = ∞. The fitted function
is f(n) ≈ 0.43e−0.16n + 6.84n−1 ln−2(n/0.0011). b) Wave-
function in N = 2 phase. Parameters used are N = 800,
kF a = 17.74, α = 0.73, ς = 0.01, ξ0 =∞. The fitted function
is f(n) ≈ 0.31e−0.026n + 1.01n−0.79 ln−2(n/0.07).
Pientka et al.22 An analytical solution of this problem is
beyond the scope of this work, but numerical parameter
fitting indicates that the envelope of the wavefunctions
decays in a similar manner as those found in the helical
chain. As seen in Fig. 6, the decay is exponential over
short distances but over longer distances (but still < ξ0)
takes a character of x−β ln(x/x0)−γ , where β, γ ∈ R+.
This decay of the wavefunctions reflect the behaviour of
the MBS energy splitting which has the same origin. In
general, the MBSs seem to be more localised in the |N | =
1 phases, while the |N | = 2 phase features stronger finite-
size effects which are also apparent in Fig. 5.
VI. DISCUSSION AND OUTLOOK
Motivated by recent experimental developments in
topological chains, we studied the case of a ferromag-
netic chain of adatoms embedded on a superconductor
with Rashba spin-orbit coupling. Building upon previ-
ous works limited to the deep magnetic impurity regime,
we formulated a theory that can address 1D Shiba bands
at arbitrary subgap energies. This allowed us to make
a number of novel observations regarding the topological
states in the chain.
We found that the system, in accordance with its BDI
classification which allows a Z-valued topological invari-
ant, supports five different topological phases, some of
which have hitherto not been reported in this setup.
These phases may support zero, one or two Majorana
end states and their interfaces may support up to four
Majorana bound states. Our analysis revealed that en-
ergy gaps of the most robust phases may be as high as
0.2∆ and that the decoupled impurity energy does not
need to be fine-tuned close to the gap centre for obtaining
robust topological phases. In the dense-chain limit28,34,
where the orbitals of the magnetic atoms have a direct
overlap, the mechanisms of topological phases are quali-
tatively quite different, bearing a strong resemblance to
the proximity coupled nanowire physics. However, it is
remarkable that robust topological gaps can be obtained
also in the studied Shiba limit with bound state energies
well away from the gap centre. The sources and effects of
disorder in the long-range hopping model are expected to
be quite different from the conventional nanowire setting
and are left for future studies. Considering the richness
of the topological properties, and the fact that the system
allows for local probing in STM, the studied system is one
of the most promising platforms for studying topological
superconductivity.
The main obstacle for applications of topological
superconductivity35,36 may be the slow spatial decay of
the edge modes, which results in an algebraic energy
splitting of the Majorana end states. However, already
in relatively short wires the splitting could be orders of
magnitude smaller than the bulk energy gap, as found in
our numerical calculations. Our results are generally en-
couraging for the prospect of an experimental observation
of topological superconductivity in the studied setup.
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8Appendix A: Derivation of the NLEVP
In this appendix we will derive the nonlinear eigenvalue
problem for the four-band Rashba model. Our starting
point is Eq. (2)
[E − (ξk + αR(kyσx − kxσy)) τz −∆τx] Ψ(r)
= −J
∑
j
Sσzδ(r− rj)Ψ(rj), (A.1)
which we then Fourier transform, giving us
[E − (ξk + αR(kyσx − kxσy)) τz −∆τx] Ψk
= −J
∑
j
e−ik·rjSσzΨ(rj). (A.2)
Multiplying the equation by the inverse of the matrix on
the left-hand side, and transforming back to real space
yields
(1 + JE(0)Sσz) Ψ(xi) = −
∑
j 6=i
JE(xi − xj)SσzΨ(xj).
(A.3)
with the identification
JE(r) = JS
ˆ
dk
(2pi)2
eik·r[E − (ξk + αR(kyσx − kxσy))τz −∆τx]−1. (A.4)
By defining
M± =
E + ξ±τz + ∆τx
E2 − ξ2± −∆
(
1± ky
k
σx ∓ kx
k
σy
)
, (A.5)
where k =
√
k2x + k
2
y and ξ± = ξk ± αRk, we split JE
into two helicities corresponding to each sign,
JE(r) = JS
ˆ
dk
(2pi)2
eik·r(M+ +M−). (A.6)
We assume that the wavevector k is centered around the
point ξ± ≈ 0, or, equivalently, in the neighbourhood of
the Fermi surface for both helicities. In spherical coor-
dinates, we can then substitute k for ξ± in the integrals
as appropriate. This gives us four different integrals to
calculate, namely
I±1 (r) =
N±
(2pi)2
ˆ 2pi
0
dθ
ˆ ∞
−∞
dξ
ξeik±(ξ)r cos θ
E2 − ξ2 −∆2
I±2 (r) =
N±
(2pi)2
ˆ 2pi
0
dθ
ˆ ∞
−∞
dξ
ξeiθ+ik±(ξ)r cos θ
E2 − ξ2 −∆2
I±3 (r) =
N±
(2pi)2
ˆ 2pi
0
dθ
ˆ ∞
−∞
dξ
eik±(ξ)r cos θ
E2 − ξ2 −∆2
I±4 (r) =
N±
(2pi)2
ˆ 2pi
0
dθ
ˆ ∞
−∞
dξ
eiθ+ik±(ξ)r cos θ
E2 − ξ2 −∆2 .
(A.7)
Here we have introduced N± = 1 ∓ ς/
√
1 + ς2 and
k±(ξ) = kF (
√
1 + ς2 ∓ ς) + ξ/vF
√
1 + ς2, with the nor-
malised spin-orbit coupling ς = mαR/kF . To make fur-
ther progress, we restrict our attention to subgap ener-
gies, i.e. E < ∆. For r = 0, all integrals but the third
vanish trivially, and I±3 is simplified enough to be cal-
culated using standard contour integral methods. For
r > 0 we must employ Bessel and Struve functions. Set-
ting the chain to be along the x-direction, we can now
rewrite Eq. (A.3) into the form of Eq. (3) with
JE(x) =
α
2
[
(I−1 (x) + I
+
1 (x))τz + (I
−
2 (x)− I+2 (x))τzσy
]
+α2 (E + ∆τx)
[
(I−3 (x) + I
+
3 (x)) + (I
−
4 (x)− I+4 (x))σy
]
,
(A.8)
where
9I±1 (r) = N±Im
[
J0((kF,± + iξ−1E )|x|)) + iH0((kF,± + iξ−1E )|x|))
]
I±2 (r) = −iN±sgn(x)Re
[
iJ1((kF,± + iξ−1E )|x|)) +H−1((kF,± + iξ−1E )|x|))
]
I±3 (r) = −
N±√
∆2 − E2 Re
[
J0((kF,± + iξ−1E )|x|)) + iH0((kF,± + iξ−1E )|x|))
]
I±4 (r) = −i
N±√
∆2 − E2 Im
[
iJ1((kF,± + iξ−1E )|x|)) +H−1((kF,± + iξ−1E )|x|))
]
.
(A.9)
Here we have used the previously mentioned Bessel (J0,1)
and Struve (H0,−1) functions along with the two Fermi
momenta kF,± = kF (
√
1 + ς2 ∓ ς) and the quantity
ξE = ξ0/
√
1− E2/∆2. The problem can be further
simplified by working in the basis of the eigenstates of
τxσz, which correspond to the eigenstates of the single-
impurity problem. With the shorthand |τxσz〉, where for
example |+ ↑〉 = |+〉τx ⊗ | ↑〉σz , the spinor in the new
basis is
Ψj = (〈+ ↑|Ψj〉 〈− ↓|Ψj〉 〈+ ↓|Ψj〉 〈− ↑|Ψj〉)T . (A.10)
In the transformed basis, we obtain a 4N ×4N nonlinear
eigenvalue problem for a chain of length N . By defining
the matrices
aij = −
√
∆2 − E2
2m
(I−3 (xij) + I
+
3 (xij)) + δij
bij = − i
2m
(I−2 (xij)− I+2 (xij))
cij = −i
√
∆2 − E2
2m
(I−4 (xij)− I+4 (xij))
dij = − 1
2m
(I−1 (xij) + I
+
1 (xij))
(A.11)
we can transform Eq. (3) into the NLEVP in Eq. (4).
Appendix B: Validity of the energy-independent
coherence length approximation
The purpose of this appendix is to give some motiva-
tion as to why using ξ0 instead of ξE in the four-band
model is an excellent approximation. We first note that
for a given ξ0, we have ξE ≥ ξ0, so it is evident that the
real energy must lie within the interval [finf , fsup], where
finf / sup stands for the infimum/supremum in the interval
ξ ∈ [ξ0,∞) for the function f defined by E = ∆f(ξE),
i.e. the right-hand side of the expression for the energy in
Eq. (8). This, however, does not narrow the error down
too much as f(ξ) can vary greatly between ξ = ξ0 and
ξ =∞.
One way to approach the problem is through the use
of contractions. A contraction g : R → R is a Lipschitz
continuous function, whose Lipschitz constant Kg < 1.
In other words, if g is a contraction and R is equipped
with the usual metric, we have
|g(x)− g(y)| ≤ Kg|x− y|, (B.1)
Figure 7. a) Energy as a function of k for the first approxima-
tion ε0 as well as the numerically exact fixed-point solution ε
of Eq. (8). Parameter values are kF a = 20, α = 1, ς = 0.01,
ξ0 = 50a. Iterations are omitted here as they would be in-
distinguishable from the fixed-point solution. b) Difference in
energy between the solution of the transcendental equation
and several iterations of the solution for εn, plotted as a func-
tion of the inverse coherence length at zero energy. Parame-
ters used are kF a = 20, α = 1, ς = 0.01. We have arbitrarily
chosen the point k = pi/5 for the graphical presentation.
where x, y ∈ R and 0 < Kg < 1. If we now define the
iteration of a function for some x ∈ R as x0 = x, x1 =
g(x), · · · , xn = g(xn−1), we immediately get that
|xn − xn+1| ≤ Kng |x0 − x1|. (B.2)
Furthermore, this tells us that for any positive integers p
and n
|xn − xn+p| ≤
p−1∑
m=0
|xn+m − xn+m+1|
≤
p−1∑
m=0
Kn+mg |x0 − x1| =
Kng (1−Kpg )
1−Kg |x0 − x1|,
(B.3)
where we in the first step applied the triangle inequality.
Since this is valid for any p, we can take the limit p→∞,
resulting in
|xn − x∗| ≤
Kng
1−Kg |x0 − x1|. (B.4)
Here x∗ is the so called fixed point defined by x∗ = g(x∗).
For contractions, this fixed point is known to exist and
be unique according to the Banach fixed point theorem.
If we now introduce the dimensionless parameters ε ≡
E/∆ and χ ≡ a/ξ0, we can rewrite the equation for the
energy of a fixed point in reciprocal space as
ε = f(χ
√
1− ε2) ≡ h(ε). (B.5)
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Figure 8. Topological phase diagram obtained by calculating
the winding number using the ξ ≈ ξ0 approach. The white
line plots the border between regions where the topological in-
variant is of different parity, as calculated using Eq. (14); this
equation is valid for arbitrary coherence lengths. Parameters
used are αR = 0.01, ξ0 = 50a.
Evidently, the energy satisfying this equation is the fixed
point of h. If h is then also a contraction, we can ap-
ply the machinery developed in the previous paragraph.
Through the mean-value theorem, we know that for any
x < z ∈ [0, 1) there exists a y ∈ [x, z] such that
|h(x)−h(z)| = |x−z|χ |y|√
1− y2
df(x)
dx
∣∣∣∣
x=χ
√
1−y2
. (B.6)
Comparing to Eq. (B.1), then, if
Kh = χ max
y∈[finf ,fsup]
(
|y|√
1− y2
df(x)
dx
∣∣∣∣
x=χ
√
1−y2
)
< 1,
(B.7)
h becomes a contraction. Usually Kh is of the order of
10−2 − 10−1 regardless of the chosen k point, but due to
the complicated form of f this has to be checked for each
case separately. Nevertheless, we can finally conclude
that
|ε0 − ε| ≤ Kh
1−Kh |ε0 − ε1|, (B.8)
where ε0 = h(0), ε1 = h(ε0), and ε = h(ε) is the actual
normalised energy. Note that the approximation ξE → ξ0
corresponds to ε → ε0. An example of the effect of this
approximation is seen in Fig. 7 a), where the first ap-
proximation ε0(k) and the fixed-point solution ε(k) are
plotted in the same figure. The iterations converge to-
wards the exact solution very rapidly, but, as seen in the
figure, the first approximation using ξ0 is already rea-
sonably close. A comparison of the differences between
iterations for a selected k point is seen in subfigure b);
the initial error is minor, and each iteration reduces it by
several orders of magnitude. As expected the errors are
lowest at high coherence lengths; however, even at low
coherence lengths, error for the first iteration remains
lower than 10−2∆.
Another way to test the accuracy of our approxima-
tion, is to compare the topological phase diagram calcu-
lated using Eq. (13) to the phase diagram of the Z2 invari-
ant found using Eq. (14). Note that the former method
relies on the approximation, while the latter is inher-
ently equally valid for any coherence length. As even the
quantitative differences between iterations are generally
negligible, the qualitative effects on the topological prop-
erties of the system are minor. In Fig. 8 we see these two
methods in superposition. The regions in which the two
methods disagree coincide with areas where the gap size
is extremely low (see Fig. 5 a)). The apparent disagree-
ment between the two phase diagrams is hence due to
unreliability in the numerical calculation of the winding
number, rather than the ξ0 approximation. Physically
this is of little relevance, as the gap size in that are is
too low for observation of topological effects of the type
studied here.
Appendix C: The Winding Number formula
The topological invariant for the one-dimensional FM
Shiba chain can be calculated using Eq. (12). This is
straightforward for the linearised two-band model, but
the four-band NLEVP is not formulated in terms of a
Hamiltonian operator. As mentioned in the main text,
this can be circumvented by defining a topologically
equivalent flat-band version of the effective Hamiltonian,
H˜ = Pˆ+− Pˆ−. Inserting this expression in Eq. (12) gives
N = 1
4pii
ˆ pi/a
−pi/a
dk tr
[
C(Pˆ+ − Pˆ−)∂k(Pˆ+ − Pˆ−)
]
.
(C.1)
We can progress by considering the chiral symmetry op-
erator C. The effect of C on the energy eigenstates is
known to be C|E±〉 = |E∓〉. It is straightforward to see
that this also satisfies CH˜ = −H˜C. Together with the
properties of the trace, we obtain
N = 1
2pii
ˆ pi/a
−pi/a
dk tr
[
CPˆ+∂kPˆ+ − Pˆ+C∂kPˆ+
]
. (C.2)
Integration by parts finally yields Eq. (13) from the main
text.
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