Abstract--Given in this paper are some results about vector valued rational interpolants over triangular grids by means of Thiele-type branched continued fractions and the Samelson inverse. Characterization theorem and uniqueness theorem in a certain sense are obtained. Moreover, numerical examples are provided to support other properties of vector valued rational interpolants such as boundary interpolation and duality. And it is pointed out that all the results in the vector case can be transplanted to the matrix valued case by the technique of expansion of matrix into vectors. (~)
INTRODUCTION
Suppose 11 n is a given square set of points which is arranged in the following array: (z.,y0) (x.,yl) ... (~.,y.) (1.1) where xi ~ xj,yi ~ yj, if i ~ j. The square array (1.1) may be decomposed into the following four triangular sub-arrays (A), (B), (C), and (D) denoted by LB, RU, RB, and LU, respectively.
(x0,y0) (x0,y0) (~0,yl) ..' (z0,y~) where 9"* denotes the complex conjugate of the vector ~.
DEFINITION 1. A d-dimensional vector P(x, y) with polynomials Pl (x, y), . . . ,Pd(x, y) as its components is called a (d-dimensional) vector valued polynomial of degree n and denoted by OP = n if
OPi(x,y) < n for i = 1,2,...,d and OPj(x,y) = n for some j(1 < j < d 
M(x,y) e is called the collection of bivariate vector valued rational functions o[ type (~/m).
All vectors appearing in this paper are supposed to be d-dimensional unless otherwise there is specific declaration.
Many authors have contributed their work to the rational interpolants over rectangular points of grid by Thiele-type continued fractions, see [1] [2] [3] [4] for scalar case and [5, 6] for vector case. Realizing that for some given data, it is impossible to set up a rational interpolant over the rectangular grid, as demonstrated in [7] . We think that it is significant to take the policy of "dividing and conquering". This is the reason why we study the vector valued rational interpolants over triangular grids. 
and bi,j (...)s are obtained through the following recursive steps: Hence, Theorem 2 is verified by induction.
UNIQUENESS DEFINITION 3. Denote by BVRI(LB)x the collection of all the vector valued rational functions of form

~(x, y) = ~.(y)
+ _ x -zn +...
+ • -~_____~ s._l(y) #0(y) '
Sk(Y) = 5k(o) + y -Yk(o___. .) +... + Y --Yk(k-1)
~k ( 
any two vector valued rational functions i)r(x, y) and £~R(x, y) in BVRI(LB)~
If any two vector valued rational functions ¢(x, y) and Tt(x, y) in BVRI(LB)x and Sk(y)=gk(o) + Y--Yk(o--------~) +...+ y-yk(k-1) k=O,...,n,
(~k (1) ak(k) '
tk(y)----~(O) + y-y~(°) +...+Y--Y~ k=O,...,n, C*)¢(lj
Ck(k) '
with k (0) Applying the similar arguments, one can prove
19R(x, y) -19r(x, y). |
Theorem 3 illustrates that the vector valued rational functions in BVRI(LB)x are independent of the orderings of the points in every row of triangular set LB while the vector valued rational functions in BVRI(LB)~ do not rely on the orderings of the points in each column of LB. 
S,~(LB; y) -T,~(RU; y).
Assume that for k = n, n -1,..., i ÷ 1 there holds
Sk(LB; y) -Tk(RU; y),
It is easy to know that REMARK. We point out that the vector valued rational interpolants discussed in this paper can easily be generalized to the matrix valued case by means of the expansion of matrix into vectors (for details, we refer to [9] ).
Let us briefly introduce how this generalization can be realized. Suppose A = (aij)uxv is a T denote the the u row vectors in A. matrix with u rows and v columns, and let aT, a~,..., a u Now we array the u rows of matrix A tail-to-head to form a new vector which is u. v-dimensional and denote it by VecA. For example, if It is obvious that the generalized inverse of matrix A is nothing but the Samelson inverse of vector VecA. Therefore, to construct a matrix-valued rational interpolant, one only needs to carry out the following procedure. First of all, transform all the u x v matrices into the u. v-dimensional vectors, secondly, use the recursive schemes in Section 2 to get the vector-vMued rational interpolants over triangular grids and lastly cut each vector in the interpolant into u v-dimensional subvectors to form a u x v matrix. Matrix-valued rational interpolants are therefrom obtained.
