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We establish adiabatic theorems with and without spectral gap condition for gen-
eral – typically dissipative – linear operators A(t) : D(A(t)) ⊂ X → X with time-
independent domains D(A(t)) = D in some Banach space X. Compared to the
previously known adiabatic theorems – especially those without spectral gap condi-
tion – we do not require the considered spectral values λ(t) of A(t) to be (weakly)
semisimple. We also impose only fairly weak regularity conditions. Applications
are given to slowly time-varying open quantum systems and to adiabatic switching
processes.
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1 Introduction
Adiabatic theory – or, more precisely, time-adiabatic theory for linear operators with
time-independent domains – is concerned with slowly time-varying systems described by
evolution equations
x′ = A(εs)x (s ∈ [s0, 1/ε]) and x(s0) = y, (1.1)
where A(t) : D(A(t)) ⊂ X → X for t ∈ [0, 1] is a densely defined closed linear operator
with time-independent domain D(A(t)) = D in a Banach space X and where ε ∈ (0,∞)
is some (small) slowness parameter. Smaller and smaller values of ε mean that A(εs)
depends more and more slowly on time s or, in other words, that the typical time where
A(ε . ) varies appreciably gets larger and larger. Such slowly time-varying systems arise,
for instance, when an electric or magnetic potential is slowly switched on or in approxi-
mate molecular dynamics (in the context of the Born–Oppenheimer approximation). It
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is common and convenient in adiabatic theory to rescale time as t = εs and to consider
the equivalent rescaled evolution equations
x′ =
1
ε
A(t)x (t ∈ [t0, 1]) and x(t0) = y (1.2)
with initial times t0 ∈ (0, 1] and initial values y ∈ D. It is further assumed that these
evolution equations are well-posed, that is, for every initial time t0 ∈ (0, 1] and every ini-
tial value y ∈ D the initial value problem (1.2) has a unique classical solution xε( . , t0, y)
and xε( . , t0, y) continuously depends on t0 and y. A bit more concisely and conveniently,
the well-posedness of (1.2) can be characterized by the existence of a unique so-called
evolution system Uε for 1εA on D, that is, a two-parameter family of bounded solution
operators Uε(t, t0) in X determined by Uε(t, t0)y = xε(t, t0, y) for y ∈ D and t0 ≤ t.
Adiabatic theory is further concerned with curves of spectral values λ(t) ∈ σ(A(t)),
mostly eigenvalues, of the operators A(t). In the classical special case of skew-adjoint
operators A(t) (that is, operators of the form 1/i times a self-adjoint operator A0(t)),
these spectral values λ(t) = 1/i λ0(t) could correspond to the ground-state energy λ0(t) of
A0(t), for instance. If λ(t) is isolated in the spectrum σ(A(t)) of A(t) for every t ∈ [0, 1],
one speaks of a spectral gap. And such a spectral gap, in turn, is called uniform or
non-uniform depending on whether or not
inf
t∈[0,1]
dist
(
λ(t), σ(A(t)) \ {λ(t)}) > 0. (1.3)
Some typical spectral situations are illustrated below for the special case of skew-adjoint
operators A(t): the spectrum σ(A(t)) is plotted on the vertical axis iR against the
horizontal t-axis and the red line represents the considered spectral values λ(t). In the
first two figures, we have a spectral gap which is uniform in the first and non-uniform in
the second picture. And the third figure depicts a situation without spectral gap.
What adiabatic theory is interested in is how certain distinguished solutions to (1.2)
behave in the singular limit where the slowness parameter ε tends to 0. In more specific
terms, the basic goal of adiabatic theory can be described – for skew-adjoint and then
for general operators – as follows. In the special case of skew-adjoint operators A(t),
one wants to show that for small values of ε and every t the solution operator Uε(t, 0)
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takes eigenvectors of A(0) corresponding to λ(0) into eigenvectors of A(t) corresponding
to λ(t) – up to small errors in ε. Shorter and more precisely, one wants to show that
(1− P (t))Uε(t, 0)P (0) −→ 0 (ε↘ 0) (1.4)
for all t ∈ [0, 1], where P (t) for (almost) every t is the canonical spectral projection of
A(t) corresponding to λ(t). It is defined via the spectral measure PA(t) of A(t), namely
P (t) = PA(t)({λ(t)}), and it is the orthogonal projection yielding the decomposition of
X into P (t)X = ker(A(t) − λ(t)) and (1 − P (t))X = ran(A(t) − λ(t)). In the case of
general operators A(t), one again wants to show that
(1− P (t))Uε(t, 0)P (0) −→ 0 (ε↘ 0) (1.5)
for all t ∈ [0, 1], where now P (t) for (almost) every t is a suitable general spectral
projection of A(t) corresponding to λ(t). In the case with spectral gap, suitable spectral
projections are the so-called associated projections, which yield the decomposition
P (t)X = ker(A(t)− λ(t))m(t) and (1− P (t))X = ran(A(t)− λ(t))m(t) (1.6)
for some m(t) ∈ N provided λ(t) is a pole of ( . − A(t))−1. In the case without spectral
gap, suitable spectral projections are the so-called weakly associated projections, which
yield the decomposition
P (t)X = ker(A(t)− λ(t))m(t) and (1− P (t))X = ran(A(t)− λ(t))m(t) (1.7)
for some m(t) ∈ N. An adiabatic theorem is now simply a theorem that gives conditions
on A(t), λ(t), P (t) under which the convergence (1.5) holds true. A bit more precisely,
such a theorem should be termed a linear time-adiabatic theorem in contradistinction to
the various space-adiabatic theorems and nonlinear adiabatic theorems from the litera-
ture (see [70] and [64], [26], [25], for instance). Yet, space-adiabatic theory and nonlinear
adiabatic theory will not be touched upon in this paper at all and so there is no danger of
confusion in our slightly imprecise terminology. Also, adiabatic theory for resonances [3],
[21], [44] will not be treated here. Sometimes, we will distinguish quantitative and qual-
itative adiabatic theorems depending on whether they give information on the rate of
convergence in (1.5) or not.
Adiabatic theory has a long history going back to the first days of quantum theory
and many authors have contributed to it since then. In the first decades after 1928,
all adiabatic theorems were exclusively concerned with skew-adjoint operators A(t) and
until 1998 they all required a spectral gap condition. See, for instance, [11], [38], [48],
[27], [58], [50], [10], [35], [36], [53] for the case with spectral gap and [8], [12], [69] [24],
for instance, for the case without spectral gap. In the last decade, various adiabatic
theorems for more general operators A(t) have been established and again, just like in
the special case of skew-adjoint operators, the case with spectral gap has been treated
first. A major motivation for these general adiabatic theorems comes from applications
to open quantum systems which, unlike closed quantum systems, cannot be described
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by skew-adjoint operators anymore. See, for instance, [52], [37], [2], [32] for the case
with spectral gap and [9], [59], [34], for instance, for the case without spectral gap. A
detailed historical overview can be found in [62]. So far, however, almost all adiabatic
theorems with spectral gap condition, except those from [52] and [37], and all adiabatic
theorems without spectral gap condition require the considered spectral values λ(t) to
be semisimple (case with spectral gap) or weakly semisimple (case without spectral gap),
that is, the decomposition (1.6) or (1.7) holds with m(t) = 1. It is clear that the spectral
values of a general linear operator – as opposed to a skew-adjoint operator – will generally
fail to be (weakly) semisimple.
In this paper, we therefore extend and develop further the existing adiabatic theory
accordingly: we establish adiabatic theorems – with and especially without spectral gap
condition – for general linear operators A(t) : D ⊂ X → X with time-independent
domain D(A(t)) = D and with spectral values λ(t) that are no longer required to be
(weakly) semisimple. Additionally, the required regularity conditions on A(t), λ(t), P (t)
from our adiabatic theorems are fairly mild. We will apply our adiabatic theorems
without spectral gap to slowly time-varying open quantum systems described by weakly
dephasing generators A(t) and to adiabatic switching processes described by skew-adjoint
operators A(t) = A0 + κ(t)V with a switching function κ. In particular, we generalize
the classic Gell-Mann and Low theorem to not necessarily isolated eigenvalues. In more
detail, the contents and contributions of this paper can be described as follows.
In Section 2 we provide the most important preliminaries needed for our adiabatic theo-
rems. Sections 2.1 and 2.2 provide the preliminaries related to our regularity assumptions
and to well-posedness. At first reading one may well confine oneself to Section 2.2 where
the concept of well-posedness of non-autonomous linear evolution equations is defined
by way of evolution systems and where a fundamental criterion for well-posedness due
to Kato is recalled. Section 2.1 can be skipped at first reading because the less common
notions of Wm,1∗ -regularity and (M, 0)-stability of operator-valued functions introduced
there can, at any occurrence, be replaced by the simpler notions of m times strong con-
tinuous differentiability and contraction semigroup generators, respectively. Section 2.3
collects some basic facts about spectral operators and their spectral theory for the con-
venience of the reader.
In Section 2.4, in turn, we introduce suitable spectral projections for general linear
operators, namely the associated and the weakly associated projections, and discuss
their central properties. In particular, we discuss the decompositions (1.6) and (1.7) as
well as existence and uniqueness issues. While in the case with spectral gap existence
and uniqueness of associated projections is for granted, existence of weakly associated
projections is unfortunately not for granted in the case without spectral gap (but, at
least, existence of such a projection already implies uniqueness). We therefore present
criteria for the existence of weakly associated projections, particularly in the case of
spectral operators.
Section 2.5 properly defines uniform and non-uniform spectral gaps and introduces
the closely related intuitive notion of a set-valued map σ( . ) falling into σ(A( . )) \ σ( . ).
In addition, continuity of set-valued maps is explained. In Section 2.6 we introduce the
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basic concept of adiabatic evolution systems, that is, evolution systems V that for a given
family of projections P (t) exactly follow the subspaces P (t)X and (1 − P (t))X in the
sense that
V (t, t0)P (t0) = P (t)V (t, t0) (1.8)
for all t0 ≤ t. We also identify circumstances under which an adiabatic theorem holds
true already on trivial grounds. And finally, in Section 2.7 we provide the preliminar-
ies on generators – especially (weakly) dephasing generators – of quantum dynamical
semigroups needed for our application to open quantum systems.
In Section 3.1 and 3.2 we prove our adiabatic theorems with uniform and non-uniform
spectral gap condition which generalize in a quite simple way the adiabatic theorem of
Abou Salem from [2]. In simplified form, our theorems (combined) can be formulated as
follows (with I := [0, 1]). See [61]. If A(t) : D ⊂ X → X for every t ∈ I generates a
contraction semigroup, if λ(t) for every t ∈ I is a spectral value of A(t) and λ( . ) falls
into σ(A( . )) \ {λ( . )} at only countably many points which, in turn, accumulate at only
finitely many points, and if P (t) for every t ∈ I \ N is associated with A(t) and λ(t),
where N denotes the set of those points where λ( . ) falls into σ(A( . )) \ {λ( . )}, then –
under suitable regularity assumptions – one has:
sup
t∈I
‖Uε(t, 0)− Vε(t, 0)‖ = O(ε) or sup
t∈I
‖Uε(t, 0)− Vε(t, 0)‖ = o(1) (1.9)
as ε ↘ 0, depending on whether N = ∅ (uniform spectral gap) or N 6= ∅ (non-uniform
spectral gap). In the above relation, Uε and Vε denote the evolution system for 1εA and
1
εA+ [P
′, P ], respectively. Since Vε is adiabatic w.r.t. P in the sense of (1.8) for every ε,
one in particular has the convergence (1.5). Actually, we prove a slightly more general
version of the above theorems where at any occurrence the singleton {λ(t)} is replaced
by a general compact subset σ(t) of σ(A(t)). In Section 3.3 we discuss, among other
things, the special case of the above theorem where the spectral values λ(t) are poles of
( . −A(t))−1. It turns out that this special case is particularly enlightening with regard to
the proof of our adiabatic theorems without spectral gap condition. We also present an
example showing that the contraction semigroup generator assumption on A(t) cannot
be essentially weakened.
In Section 4.1 and 4.2 we establish our (qualitative and quantitative) adiabatic theo-
rems without spectral gap condition. With these theorems, we generalize the respective
adiabatic theorems of Avron, Fraas, Graf, Grech from [9] and of Schmid from [59], which
cover the case of weakly semisimple eigenvalues. Section 4.1 contains a qualitative adia-
batic theorem which, in simplified form, can be formulated as follows (with I := [0, 1]).
See [61]. If A(t) : D ⊂ X → X for every t ∈ I generates a contraction semigroup, if
λ(t) for every t ∈ I is an eigenvalue of A(t) such that λ(t) + δeiϑ(t) ∈ ρ(A(t)) for every
δ ∈ (0, δ0], and if P (t) is weakly associated with A(t) and λ(t) for almost every t ∈ I and
of finite rank and the reduced resolvent estimate∥∥∥(λ(t) + δeiϑ(t) −A(t))−1(1− P (t))∥∥∥ ≤ M0
δ
(δ ∈ (0, δ0]), (1.10)
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is satisfied, then – under suitable regularity assumptions – one has the convergence
supt∈I ‖(1− P (t))Uε(t, 0)P (0)‖ −→ 0 as ε ↘ 0. If, in addition, X is reflexive, then one
even has
sup
t∈I
‖Uε(t, 0)− Vε(t, 0)‖ −→ 0 (ε↘ 0), (1.11)
where Uε and Vε as before denote the evolution system for 1εA and
1
εA+ [P
′, P ], respec-
tively. An important step in the proof of this theorem is to find bounded operators B(t)
that approximately solve the commutator equation
B(t)A(t)−A(t)B(t) ⊂ [P ′(t), P (t)] (1.12)
up to a suitable controllable error. In the case with spectral gap, this commutator equa-
tion has an exact solution (which is used in Section 3) and, by recasting this exact
solution appropriately, we can guess an at least approximate solution to (1.12) in the
case without spectral gap. As has already been pointed out above, the existence of a
projection P (t) weakly associated with A(t) and λ(t) is not for granted in the situation
of the above theorem without spectral gap. We therefore identify a relatively large class
of spectral operators A(t) and corresponding eigenvalues λ(t) for which weakly associ-
ated projections do exist and for which, moreover, the reduced resolvent estimate (1.10)
holds true. Additionally, we extend the above adiabatic theorem to the case of several
eigenvalue curves λ1, . . . , λr. It seems that this extension is new even in the special case
of skew-adjoint operators A(t). Section 4.2 contains some quantitative refinements of the
qualitative adiabatic theorem above. In particular, it contains a quantitative adiabatic
theorem for scalar-type spectral operators A(t) whose spectral measures PA(t) are Hölder
continuous in t around λ(t) in some sense, and our bound on the rate of convergence
in (1.11) improves the respective bound from [8] and [69]. In Section 4.3 we present
some examples illustrating the generality of our theorems and the necessity of some of
their regularity assumptions. In particular, we show that adiabatic theory is typically
uninteresting for multiplication operators A(t) = Mft .
In Section 4.4 we apply our qualitative adiabatic theorem without spectral gap con-
dition to slowly time-varying open quantum systems described by weakly dephasing
generators A(t) of quantum dynamical semigroups on the Schatten class X = Sp(h) on
a Hilbert space h with p ∈ (1,∞). Such operators are of the form
A(t)ρ := Z0(t)(ρ) +
∑
j∈J
Bj(t)ρBj(t)
∗ − 1/2{Bj(t)∗Bj(t), ρ} (ρ ∈ D(Z0(t))) (1.13)
with Z0(t) being the generator of the semigroup on Sp(h) defined by eZ0(t)τ (ρ) :=
e−iH(t)τρ eiH(t)τ , where H(t) : D(H(t)) ⊂ h → h is a self-adjoint operator and Bj(t)
for every j in the arbitrary index set J is a bounded opertor in h such that∑
j∈J
Bj(t)Bj(t)
∗ =
∑
j∈J
Bj(t)
∗Bj(t) <∞ (1.14)
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for every t ∈ [0, 1]. We thereby generalize a result from [9] where the case of dephasing –
instead of weakly dephasing – generators A(t) with bounded operatorsH(t) is considered.
A dephasing generator is an operator of the form (1.13) such that the finiteness condition
from (1.14) is satisfied and such that Bj(t), Bj(t)∗ belong to the double commutant of
A := {f(H(t)) : f bounded measurable function σ(H(t))→ C} (1.15)
for every t ∈ [0, 1] and j ∈ J . In Section 4.5 we apply our qualitative adiabatic theorem
without spectral gap condition – in the version for several eigenvalues – to adiabatic
switching processes described by skew-adjoint operators of the form A(t) = A0 + κ(t)V
with a switching function κ. In doing so, we generalize the Gell-Mann and Low theorems
from [28], [51], [14] to the case of not necessarily isolated eigenvalues. In particular, we
obtain Gell-Mann and Low formulas of the following two types:
• a formula that relates the eigenstates of the perturbed system described by A0 +V
to the eigenstates of the unperturbed system described by A0
• a formula that expresses the change of energy during the switching process in terms
of the evolution system Uε for 1εA.
In the entire paper, we will use the following notational conventions. X, Y , Z will
denote Banach spaces over C, h will denote a Hilbert space over C, and ‖ . ‖X,Y will stand
for the operator norm on L(X,Y ), the space of bounded linear operators from X to Y .
If X = Y , we will usually simply write ‖ . ‖ for ‖ . ‖X,X . Also, we abbreviate
I := [0, 1] and ∆ := {(s, t) ∈ I2 : s ≤ t}
and for evolution systems U defined on ∆ we will write U(t) := U(t, 0) for brevity.
Whenever a family of linear operators A(t) : D ⊂ X → X with time-independent
domain D is given, then Uε will denote the evolution system for 1εA on D provided it
exists. And finally, in our examples Id := {1, . . . , d} for d ∈ N and I∞ := N.
2 Some preliminaries
2.1 Sobolev-regularity of operator-valued functions and stability
In this section we introduce a notion of Sobolev regularity and a notion of stability for
operator valued-functions that will be used in all our adiabatic theorems below.
We begin by defining the notion of Wm,p∗ -regularity for m ∈ N and p ∈ [1,∞) ∪ {∞}
which is inspired by the introduction of Kato’s work [43]. An operator-valued function
J 3 t 7→ A(t) ∈ L(X,Y ) on a compact interval J is said to belong to W 0,p∗ (J, L(X,Y )) =
Lp∗(J, L(X,Y )) if and only if t 7→ A(t) is strongly measurable and t 7→ ‖A(t)‖ has a
p-integrable majorant. And t 7→ A(t) is said to belong to W 1,p∗ (J, L(X,Y )) if and only
if there is a B ∈ Lp∗(J, L(X,Y )) (called a W 1,p∗ -derivative of A) such that for some (and
hence every) t0 ∈ J
A(t)x = A(t0)x+
∫ t
t0
B(τ)x dτ for all t ∈ J and x ∈ X. (2.1)
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Wm,p∗ (J, L(X,Y )) for arbitrary m ∈ N is defined recursively, of course.
In contrast to the usual vector-valued Sobolev spacesWm,p(J, Z), theWm,p∗ (J, L(X,Y ))-
spaces by definition, consist of functions (of operators) rather than equivalence classes of
such functions. It is obvious from the characterization of W 1,p(J, Y ) by way of indefinite
integrals that, if t 7→ A(t) is in W 1,p∗ (J, L(X,Y )), then t 7→ A(t)x is (the continuous
representative of an element) in W 1,p(J, Y ). It is also obvious that
W 1,∞∗ (J, L(X,Y )) ⊂W 1,p∗ (J, L(X,Y )) ⊂W 1,1∗ (J, L(X,Y )) (2.2)
and that W 1,1∗ - and W
1,∞
∗ -regularity imply absolute continuity or Lipschitz continuity
w.r.t. the norm topology, respectively. It should be noticed however that the converse
implication is not true: for example, t 7→ A(t) with
A(t)g := f(t)g (g ∈ C(I,C)) (f(t) := (t− . )χ[0,t]( . ) ∈ C(I,C))
is Lipschitz continuous from I to L(X,Y ) (X = Y := C(I,C)), but not W 1,∞∗ -regular
because t 7→ A(t)g is non-differentiable at every t ∈ (0, 1) for g := 1 (Example 1.2.8
of [6]). A simple and important criterion forW 1,∞∗ -regularity is furnished by the following
proposition.
Proposition 2.1. Suppose J 3 t 7→ A(t) ∈ L(X,Y ) is continuously differentiable
w.r.t. the strong or weak operator topology, where J is a compact interval. Then t 7→ A(t)
is in W 1,∞∗ (J, L(X,Y )).
Proof. It is well-known that a weakly continuous map J → Y is almost separably valued,
whence t 7→ A′(t)x is measurable for every x ∈ X by Pettis’ characterization of measur-
ability (Theorem 1.1.1 of [6]). With the Hahn–Banach theorem the conclusion readily
follows. 
It follows from Lebesgue’s differentiation theorem that W 1,p∗ -derivatives are essentially
unique, more precisely: if t 7→ A(t) is inW 1,p∗ (J, L(X,Y )) for a p ∈ [1,∞)∪{∞} and B1,
B2 are two W
1,p
∗ -derivatives of A, then one has for every x ∈ X that B1(t)x = B2(t)x for
almost every t ∈ J . It should be emphasized that this last condition does not imply that
B1(t) = B2(t) for almost every t ∈ J . (Indeed, take J := [0, 1], X := `2(J) and define
A(t) := 0 as well as B1(t)x := 〈et, x〉 et and B2(t)x := 0
for t ∈ J and x ∈ X, where et(s) := δs t. Then, for every x ∈ X, B1(t)x is different
from 0 for at most countably many t ∈ J , and it follows that B1 and B2 both are
W 1,∞∗ -derivatives of A, but B1(t) 6= B2(t) for every t ∈ J .)
A very important property of the W 1,p∗ -spaces is that W
1,p
∗ -regularity carries over to
products and inverses. It is used implicitly in [19] for p = 1 and noted explicitly in the
introduction of [43] for p =∞ and for separable spaces. A proof for general exponents p
and spaces can be found in [62] (Lemma 2.1.2).
Lemma 2.2. Suppose that J = [a, b] is compact and p ∈ [1,∞) ∪ {∞}.
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(i) If t 7→ A(t) is in W 1,p∗ (J, L(X,Y )) and t 7→ B(t) is in W 1,p∗ (J, L(Y,Z)), then
t 7→ B(t)A(t) is in W 1,p∗ (J, L(X,Z)) and t 7→ B′(t)A(t) + B(t)A′(t) is a W 1,p∗ -
derivative of BA for every W 1,p∗ -derivative A′, B′ of A or B, respectively.
(ii) If t 7→ A(t) is in W 1,p∗ (J, L(X,Y )) and A(t) is bijective onto Y for every t ∈ J ,
then t 7→ A(t)−1 is in W 1,p∗ (J, L(Y,X)) and t 7→ −A(t)−1A′(t)A(t)−1 is a W 1,p∗ -
derivative of A−1 for every W 1,p∗ -derivative A′ of A.
We now move on to briefly recall from [40] or [56] the concept of stable families of
operators. A family A of linear operators A(t) : D(A(t)) ⊂ X → X (where t ∈ J) is
called (M,ω)-stable (for some M ∈ [1,∞) and ω ∈ R) if and only if A(t) generates a
strongly continuous semigroup on X for every t ∈ J and∥∥∥eA(tn)sn · · · eA(t1)s1∥∥∥ ≤Meω(s1+ ···+sn) (2.3)
for all s1, . . . , sn ∈ [0,∞) and t1, . . . , tn ∈ J satisfying t1 ≤ · · · ≤ tn with arbitrary n ∈ N.
Alternatively, (M,ω)-stability could be defined via the resolvents of the A(t) (Proposi-
tion 3.3 of [40]) or certain monotonic families of norms (Proposition 1.3 of [55]).
Clearly, a family A of linear operators in X is (1, 0)-stable if and only if each member
A(t) of the family generates a contraction semigroup on X. In the particular case of
operators A(t) having the simple form λ(t) + α(t)N in X = `p(Id), stability of A can be
easily characterized in terms of the following condition.
Condition 2.3. N 6= 0 is a nilpotent operator in X := `p(Id) (with p ∈ [1,∞) and
d ∈ N), λ(t) ∈ C and α(t) ∈ [0,∞) for all t ∈ I, and there is an r0 > 0 such that
−Reλ(t) = |Reλ(t)| ≥ r0α(t) (t ∈ I).
Lemma 2.4. Suppose that N 6= 0 is a nilpotent operator in X := `p(Id) with p ∈ [1,∞)
and d ∈ N and that A(t) = λ(t)+α(t)N for every t ∈ I, where λ(t) ∈ C and α(t) ∈ [0,∞).
Then A is (M, 0)-stable for some M ∈ [1,∞) if and only if Condition 2.3 is satisfied.
Proof. Suppose first that A is (M, 0)-stable for some M ∈ [1,∞) and assume, without
loss of generality, that N = diag(J1, . . . , Jm) is in Jordan normal form with decreasingly
ordered Jordan block matrices J1, . . . , Jm We then show that −Reλ(t) = |Reλ(t)| ≥
1
4M α(t) for every t ∈ I. It is clear by the (M, 0)-stability of A that λ(t) ∈ σ(A(t)) ⊂
{Re z ≤ 0} for every t ∈ I and that the family A˜ with A˜(t) := Reλ(t) +α(t)N is (M, 0)-
stable as well. If α(t) = 0 for some t, then the desired inequality is trivial. If α(t) 6= 0
for some t, then Reλ(t) < 0 by the (M, 0)-stability of A and therefore we get from
(λ− A˜(t))−1e2 = ( α(t)
(λ− Reλ(t))2 ,
1
λ− Reλ(t) , 0, 0, . . . ) (λ ∈ (0,∞))
with the particular choice λ := |Reλ(t)| and from the (M, 0)-stability of A˜ that
α(t)
4 |Reλ(t)| ≤
∥∥∥|Reλ(t)| (|Reλ(t)| − A˜(t))−1 e2∥∥∥ ≤M,
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as desired. Suppose conversely that there is an r0 > 0 such that −Reλ(t) = |Reλ(t)| ≥
r0α(t) for every t ∈ I. Then, for M = Mr0 ∈ [1,∞) chosen such that
∥∥eNs∥∥ ≤ Mer0 s
for all s ∈ [0,∞), we obtain∥∥∥eA(tn)sn · · · eA(t1)s1∥∥∥ = eReλ(tn)sn · · · eReλ(t1)s1 ∥∥∥eN(α(tn)sn+···+α(t1)s1)∥∥∥ ≤M
for all s1, . . . , sn ∈ [0,∞) and all t1, . . . , tn ∈ I satisfying t1 ≤ · · · ≤ tn (with arbitrary n ∈
N), as desired. 
With this lemma, it is simple to produce examples of (M, 0)-stable families that fail to
be (1, 0)-stable. Choose, for instance, A(t) := −t/3 + t2N in X := `p(Id) with p ∈ [1,∞)
and d ≥ 2 and with N being the standard d by d Jordan block (with ones on the upper
diagonal and zeros everywhere else).
When it comes to estimating perturbed evolution systems in Section 3 and 4, the
following well-known criterion for stability (Proposition 3.5 of [40]) will always be used.
Lemma 2.5. If A is an (M,ω)-stable family of linear operators A(t) : D(A(t)) ⊂ X → X
for t ∈ J , B(t) is a bounded operator in X for t ∈ J and b := supt∈J ‖B(t)‖ is finite,
then A+B is (M,ω +Mb)-stable
In our examples, the following lemma will be important.
Lemma 2.6. Suppose A0 is an (M0, ω0)-stable family of operators A0(t) : D(A0(t)) ⊂
X → X for t ∈ J and R(t) : X → X for every t ∈ J is a bijective bounded operator such
that t 7→ R(t) is in W 1,∞∗ (J, L(X)). Then the family A with A(t) := R(t)−1A0(t)R(t) is
(M,ω)-stable for some M ∈ [1,∞) and ω = ω0.
Proof. We may assume that ω0 = 0, since (M˜, ω˜)-stability of a family A˜ is equivalent to
the (M˜, 0)-stability of A˜− ω˜. Set ‖x‖t := d e−M0ct ‖R(t)x‖0 t for x ∈ X and t ∈ J , where
c := ess-sup
t∈J
∥∥R′(t)R(t)−1∥∥ and d := sup
t∈J
eM0ct
∥∥R(t)−1∥∥
and the ‖ . ‖0 t are norms on X associated with A0 according to Proposition 1.3 of [55].
It then easily follows – in a similar way as in the proof of Theorem 4.2 of [45] – that the
norms ‖ . ‖t satisfy the conditions (a), (b), (c) of Proposition 1.3 in [55] for the family A
with a certain M ∈ [1,∞) and therefore A is (M, 0)-stable, as desired. 
2.2 Well-posedness and evolution systems
In this section, we recall from [22] the concepts of well-posedness and (solving) evolution
systems for non-autonomous linear evolution equations
x′ = A(t)x (t ∈ [s, b]) and x(s) = y (2.4)
with densely defined linear operators A(t) : D ⊂ X → X (t ∈ [a, b]) and initial values
y ∈ D at initial times s ∈ [a, b). We also recall a fundamental criterion for well-posedness
due to Kato which is constantly used in this paper.
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Well-posedness of evolution equations (2.4) means, of course, something like unique
(classical) solvability with continuous dependence of the initial data. In precise terms,
the initial value problems (2.4) for A are called well-posed on (the space) D if and only
if there exists a (solving) evolution system for A on (the space) D. Such an evolution
system for A on D is, by definition, a family U of bounded operators U(t, s) in X for
(s, t) ∈ ∆J := {(s, t) ∈ J2 : s ≤ t} such that
(i) for every s ∈ [a, b) and y ∈ D, the map [s, b] 3 t 7→ U(t, s)y is a continuously
differentiable solution to the initial value problem (2.4), that is, a continuously
differentiable map x : [s, b] → X such that x(t) ∈ D and x′(t) = A(t)x(t) for all
t ∈ [s, b] and x(s) = y,
(ii) U(t, s)U(s, r) = U(t, r) for all (r, s), (s, t) ∈ ∆J and ∆J 3 (s, t) 7→ U(t, s)x is
continuous for all x ∈ X.
If, for a given family A of densely defined operators A(t) : D ⊂ X → X, there exists
any solving evolution system, then it is already unique. In order to see this we need the
following simple lemma, which will always be used when the difference of two evolution
systems has to be dealt with.
Lemma 2.7. Suppose A(t) : D ⊂ X → X for every t ∈ J is a densely defined linear
operator such that t 7→ A(t)x is continuous for x ∈ D and suppose further that U is an
evolution system for A on D. Then, for every x ∈ D, the map [a, t] 3 s 7→ U(t, s)x is
continuously differentiable with derivative s 7→ −U(t, s)A(s)x.
Proof. Since U(t, s)U(s, r) = U(t, r) for (r, s), (s, t) ∈ ∆J and since ∆J 3 (s, t) 7→ U(t, s)
is strongly continuous, we obtain for every s0 ∈ [a, t) and x ∈ D that
U(t, s0 + h)x− U(t, s0)x
h
= −U(t, s0 + h)U(s0 + h, s0)x− x
h
−→ −U(t, s0)A(s0)x
as h ↘ 0. So, the map [a, t] 3 s 7→ U(t, s)x is right differentiable with right derivative
s 7→ −U(t, s)A(s)x. Since this right derivative is continuous, the asserted continuous
differentiability of [a, t] 3 s 7→ U(t, s)x for x ∈ D follows by Corollary 2.1.2 of [56]. 
Corollary 2.8. Suppose A(t) : D ⊂ X → X for every t ∈ J is a densely defined linear
operator. If U and V are two evolution systems for A on D, then U = V .
Proof. If U and V are two evolution systems for A on the space D, then for every
(s, t) ∈ ∆J with s < t and y ∈ D the map [s, t] 3 τ 7→ U(t, τ)V (τ, s)y is continuous and
right differentiable with vanishing right derivative by virtue of Lemma 2.7. With the
help of Corollary 2.1.2 of [56] it then follows that
V (t, s)y − U(t, s)y = U(t, τ)V (τ, s)y∣∣τ=t
τ=s
= 0,
which by the density of D in X implies U( . , s) = V ( . , s). Since s was arbitrary in [a, b)
we obtain U = V , as desired. 
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Condition 2.9. A(t) : D ⊂ X → X for every t ∈ I is a densely defined closed linear
operator such that A is (M,ω)-stable for some M ∈ [1,∞) and ω ∈ R and such that
t 7→ A(t) is in W 1,1∗ (I, L(Y,X)), where Y is the space D endowed with the graph norm
of A(0).
It follows from a classic theorem of Kato (Theorem 1 of [41]) that Condition 2.9
guarantees well-posedness of (2.4) on D as well as the bound
‖U(t, s)‖ ≤Meω(t−s) ((s, t) ∈ ∆)
for the evolution system U for A on D. Also, Condition 2.9 is essentially everything we
have to require of A in our adiabatic theorems: indeed, we have only to add the require-
ment that ω = 0 to arrive at the assumptions on A of these theorems. In most adiabatic
theorems in the literature – for example those of [10], [8], [69], [70], [1], [2] or [9] – by
contrast, the assumptions on A rest upon Yosida’s theorem (Theorem XIV.4.1 of [72]):
in these theorems it is required of A that each A(t) generate a contraction semigroup on
X and that an appropriate translate A−z0 of A satisfy the rather involved hypotheses of
Yosida’s theorem (or – for example in the case of [10] or [9] – more convenient strength-
enings thereof). It is shown in [60] that this is the case if and only if A(t)− z0, for every
t ∈ I, is a boundedly invertible generator of a contraction semigroup on X and
t 7→ A(t)x is continuously differentiable for all x ∈ D.
In particular, it follows (Proposition 2.1) that the regularity conditions on A of the
adiabatic theorems presented here are more general than the respective assumptions of
the previously known adiabatic theorems.
2.3 Spectral operators
In this section we recall from [20] some basic facts about spectral operators and their
spectral theory that will be needed in the sequel.
We begin with the definition of spectral measures. A spectral measure P on (C,BC, X)
is a map from BC to the set of bounded projections on X such that
(i) P (∅) = 0 and P (C) = 1,
(ii) P (E ∩ F ) = P (E)P (F ) for all E,F ∈ BC,
(iii) P (∪∞n=1En)x =
∑∞
n=1 P (En)x for all x ∈ X and all pairwise disjoint sets En ∈ BC.
If, in addition, X = H is Hilbert space and P (E) is an orthogonal projection for every
E ∈ BC, then we call P an orthogonal spectral measure on (C,BC, X). Sometimes, we
will also use the alternative notation PE := P (E).
A densely defined closed operator A : D(A) ⊂ X → X is called a spectral operator if
and only if there exists a spectral measure P on (C,BC, X) such that
P (E)A ⊂ AP (E) and σ(A|P (E)D(A)) ⊂ E
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for every E ∈ BC and such that P (E)D(A) = P (E)X for every bounded E ∈ BC. Such
a spectral measure P is called a spectral measure for A or a resolution of the identity for
A. It can be shown (Corollary XV.3.8 and Theorem XVIII.1.5 of [20]) that for a given
spectral operator A there exists only one spectral measure (called the spectral measure
of A and often denoted by PA).
A simple consequence of the definition is that, for every E ∈ BC, the restriction
A|PA(E)D(A) of a spectral opertor A is a spectral operator as well with spectral measure
given by
P
A|
PA(E)D(A)(F ) = PA(F )|PA(E)X = PA(F ∩ E)|PA(E)X (F ∈ BC). (2.5)
In particular, if the set E is bounded, then the operator A|PA(E)D(A) = A|PA(E)X is
bounded. It is also easy to see that PA(E) = 0 for every E ∈ BC with E ⊂ C \ σ(A). In
particular, PA(σ(A)) = 1, and if σ(A) is bounded, then the operator A = APA(σ(A)) is
bounded as well. And finally, if E ∈ BC is an isolated subset of σ(A), then
σ(A|PA(E)D(A)) = E and σ(A|(1−PA(E))D(A)) = σ(A) \ E. (2.6)
Important special classes of spectral operators are given by the spectral operators of
scalar or finite type, respectively. An operator A : D(A) ⊂ X → X is called
(i) spectral operator of scalar type if and only if A =
∫
z dP (z) for some spectral
measure P on (C,BC, X),
(ii) spectral operator of finite type if and only if A = S +N for some bounded spectral
operator S of scalar type and some nilpotent operator N with SN = NS.
See, for instance, Chapter XVIII.1 of [20] for the definition and central properties
of spectral integrals
∫
f(z) dP (z) w.r.t. a general – not necessarily orthogonal – spectral
measure P . Simple examples of spectral operators of scalar type are, of course, the normal
operators on a Hilbert space. In fact, every spectral operator A of scalar type on a Hilbert
space X = H is essentially (up to similarity transformation) a normal operator (by
Theorem 1 of [71]). Simple examples of spectral operators of finite type are the operators
on finite-dimensional spaces (Jordan normal form theorem!). See Chapter XV.11 and
XV.12 and Chapter XIX and XX of [20] for more interesting – differential operator –
examples of spectral operators. See also [29] where it is shown that the generic one-
dimensional periodic Schrödinger operator is spectral of scalar type (Remark 8.7).
It can be shown that spectral operators of scalar or finite type really are spectral oper-
ators: for every spectral measure P on (C,BC, X), the operator
∫
z dP (z) is spectral with
spectral measure P (Lemma XVIII.2.13 of [20]); and for every bounded spectral operator
S of scalar type and every nilpotent operator N with SN = NS, the operator S + N
is bounded spectral with spectral measure PS . In fact, one has the following sufficient
condition for an operator to be spectral (Corollary XVIII.1.4 and Theorem XVIII.2.28
of [20]), which is also necessary in the case of bounded operators (Theorem XV.4.5).
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Theorem 2.10. (i) If A = S + N for a spectral operator S of scalar type and some
quasinilpotent operator N with SN ⊃ NS, then A is a spectral operator with spectral
measure PS.
(ii) If A is a bounded spectral operator, then A = S + N for some bounded spectral
operator S of scalar type and some quasinilpotent operator N with SN = NS.
Additionally, S and N with the above properties are uniquely determined by A,
namely S =
∫
z dPA(z) and N = A− S.
At last, some facts from the spectral theory of bounded spectral operators (Theo-
rem XV.8.2, Theorem XV.8.3 and Theorem XV.8.6 of [20]). See [62] (Proposition 3.1.4)
for a simple proof.
Proposition 2.11. Suppose A is a bounded spectral operator on X (with spectral measure
PA) and λ ∈ σ(A).
(i) If λ ∈ σp(A), then PA({λ}) 6= 0.
(ii) If PA({λ}) = 0, then λ ∈ σc(A).
If, in particular, A is of finite type, then σr(A) = ∅ and for every λ ∈ σ(A) one has:
λ ∈ σp(A) iff PA({λ}) 6= 0 and λ ∈ σc(A) iff PA({λ}) = 0.
2.4 Spectral projections for general linear operators
In this section we introduce suitable notions of spectral projections for general linear
operators, namely the notion of associated projections (which is completely canonical)
and the notion of weakly associated projections (which – for non-normal, or at least,
non-spectral operators – is not canonical). Suppose A : D(A) ⊂ X → X is a densely
defined closed linear operator with ρ(A) 6= ∅, σ 6= ∅ is a compact isolated subset of σ(A),
λ a not necessarily isolated spectral value of A, and P a bounded projection in X. We
then say, following [67], that P is associated with A and σ if and only if P commutes
with A, PD(A) = PX and
σ(A|PD(A)) = σ whereas σ(A|(1−P )D(A)) = σ(A) \ σ.
We say that P is weakly associated with A and λ if and only if P commutes with A,
PD(A) = PX and
A|PD(A) − λ is nilpotent whereas A|(1−P )D(A) − λ is injective and
has dense range in (1− P )X.
If above the order of nilpotence is at most m, we will often, more precisely, speak of
P as being weakly associated with A and λ of order m. (It should be noticed that the
above definition allows weakly associated projections to be zero, which however will be
not relevant in our adiabatic theorems below.) Also, we call λ a weakly semisimple
eigenvalue of A if and only if λ is an eigenvalue and there is a projection P weakly
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associated with A and λ of order 1. In this context, recall that λ is called a semisimple
eigenvalue of A if and only if it is a pole of the resolvent map ( . −A)−1 of order 1 (which
is then automatically an eigenvalue by (2.7) below). Also, a semisimple eigenvalue is
called simple if and only if its geometric multiplicity is 1.
2.4.1 Central facts about associatedness and weak associatedness
We now state some central facts about associatedness and weak associatedness, concern-
ing the question of existence and uniqueness of (weakly) associated projections (for given
operators A and spectral values λ) and the question of describing (in terms of A and λ)
the subspaces into which a (weakly) associated projection decomposes the base space X.
We will use these facts again and again and they play an important role in our adiabatic
theorems. It should be pointed out that these facts are completely well-known in the
case of associatedness, but seem to be new in the case of weak associatedness.
Theorem 2.12. Suppose A : D(A) ⊂ X → X is a densely defined closed linear operator
with ρ(A) 6= ∅ and ∅ 6= σ ⊂ σ(A) is compact. If σ is isolated in σ(A), then there exists a
unique projection P associated with A and σ, namely
P :=
1
2pii
∫
γ
(z −A)−1 dz,
where γ is a cycle in ρ(A) with indices n(γ, σ) = 1 and n(γ, σ(A) \ σ) = 0. If P is
associated with A and σ = {λ} and λ is a pole of ( . −A)−1 of order m, then
PX = ker(A− λ)k and (1− P )X = ran(A− λ)k (2.7)
for all k ∈ N with k ≥ m.
Proof. See, for instance, [59] (Theorem 2.14 and Proposition 2.15) or [30] for detailed
proofs of the existence and uniqueness statement and Theorem 5.8-A of [66] for a proof
of (2.7). 
Theorem 2.13. Suppose A : D(A) ⊂ X → X is a densely defined closed linear operator
with ρ(A) 6= ∅ and λ ∈ σ(A). If λ is non-isolated in σ(A), then in general there exists no
projection P weakly associated with A and λ, but if such a projection exists it is already
unique. If P is weakly associated with A and λ of order m, then
PX = ker(A− λ)k and (1− P )X = ran(A− λ)k (2.8)
for all k ∈ N with k ≥ m.
Proof. We first show that a projection P weakly associated with A and λ decomposes
the space X according to (2.8). So, let P be weakly associated with A and λ. We
may clearly assume that λ = 0 because P , being weakly associated with A and λ, is
also weakly associated with A − λ and 0. Set M := PX and N := (1 − P )X. We
first show that M = kerAk for all k ≥ m. Since A|PX = A|PD is nilpotent of order
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m, Ak|PX = (A|PX)k = 0 and hence M = PX ⊂ kerAk for all k ≥ m. And since
A|(1−P )D(A) is injective,
Ak|(1−P )D(Ak) = (A|(1−P )D(A))k
is injective as well and hence kerAk ⊂ PX = M for all k ∈ N. We now show that
N = ranAk for all k ≥ m. As PX = kerAk for k ≥ m, we have
ranAk = AkPD(Ak) +Ak(1− P )D(Ak) = (1− P )AkD(Ak) ⊂ (1− P )X = N
and therefore ranAk ⊂ N for all k ≥ m. It remains to show that the reverse inclusion
N ⊂ ranAk holds true for all k ∈ N and this will be done by induction over k. Since
A|(1−P )D(A) has dense range in (1 − P )X = N , the desired inclusion is clearly satisfied
for k = 1. Suppose now that N ⊂ ranAk is satisfied for some arbitrary k ∈ N. Since
ranA|(1−P )D(A) = A(1− P )D(A) = A(z0 −A)−1N
and since A(z0 −A)−1 is a bounded operator for every z0 ∈ ρ(A), it then follows by the
induction hypothesis that A(z0 −A)−1N ⊂ ranAk+1 and hence
N = ranA|(1−P )D(A) ⊂ ranAk+1,
which concludes the induction and hence the proof of (2.8).
With (2.8) at hand, we can now easily show the uniqueness and existence statements.
Indeed, if P and Q are two projections weakly associated with A and λ of order m and n
respectively, then
PX = ker(A− λ)m = ker(A− λ)n = QX,
(1− P )X = ran(A− λ)m = ran(A− λ)n = (1−Q)X
by virtue of (2.8) and therefore P = Q. In order to see the existence statement, choose
A := S− on X := `2(N) and λ := 0 (S− the left shift operator on `2(N)) or alternatively
A := diag(0, S+) on X := `2(N) × `2(N) and λ := 0 (S+ the right shift operator on
`2(N)). It is then elementary to check that
ker(A− λ)k ( ker(A− λ)k+1 or ran(A− λ)k ) ran(A− λ)k+1
for all k ∈ N, respectively. In other words: the subspaces ker(A − λ)k and ran(A − λ)k
do not stop growing or shrinking, respectively. So, by virtue of (2.8), there cannot exist
a projection weakly associated with A and λ. (See also (2.16) for an example where A is
a spectral operator. Another class of examples for the possible non-existence of weakly
associated projections can be found at the beginning of Section 4.4). 
We make some remarks which discuss certain converses of the above two theorems as
well as the relation of associatedness and weak associatedness (and of semisimplicity and
weak semisimplicity) in the case of an isolated spectral value.
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1. It has been shown in the theorems above that associated and weakly associated
projections P of a densely defined operator A : D(A) ⊂ X → X and certain spectral
values λ ∈ σ(A) yield decompositions of the space X into the closed subspaces given
in (2.7) and (2.8). Conversely, such decompositions of X also yield associated and weakly
associated projections: let A : D(A) ⊂ X → X be a densely defined operator with
ρ(A) 6= ∅ and λ ∈ σ(A).
(i) If P is a bounded projection such that
PX = ker(A− λ)m and (1− P )X = ran(A− λ)m (2.9)
for some m ∈ N, then λ is isolated in σ(A) and P is associated with A and λ, and
furthermore, λ is a pole of ( . −A)−1 of order less than or equal to m.
(ii) If P is a bounded projection such that PA ⊂ AP and
PX = ker(A− λ)m and (1− P )X = ran(A− λ)m (2.10)
for some m ∈ N, then P is weakly associated with A and λ of order less than or
equal to m.
(See, for instance, Theorem 5.8-D of [66] for the proof of (i) – the proof of (ii) is not
difficult. In case m = 1 in (2.10), the assumption PA ⊂ AP is automatically satisfied.)
2. In the case of isolated spectral values λ of operators A as above, we have two
notions of generalized spectral projections (associated and weakly associated projections)
and so the question arises how these two notions are related. If λ is a pole of ( . −
A)−1, then associatedness and weak associatedness – as well as semisimplicity and weak
semisimplicity – coincide: a projection P is then associated with A and λ if and only if
it is weakly associated with A and λ. (Combine the preceding remark with the above
theorems to see this equivalence.) If, however, λ is an essential singularity of ( . −A)−1,
then associatedness and weak associatedness have nothing to do with each other: a
projection P associated with A and λ can then not possibly be weakly associated with A
and λ, and vice versa. (Indeed, if a projection P is both associated and weakly associated
with A and λ of order m, then
z 7→ (z −A)−1 = (z −A)−1P + (z −A)−1(1− P )
=
m−1∑
k=0
(A|PD(A) − λ)k
(z − λ)k+1 P +
(
z −A|(1−P )D(A)
)−1
(1− P )
has a pole of order m at λ.) A specific example of an operator A (on X = L2(I)×L2(I)),
where λ = 0 is an essential singularity of the resolvent and not only an associated
projection P1 but also a weakly associated projection P2 exists, is given by
A := diag(0, V ) with (V f)(t) :=
∫ t
0
f(s) ds (f ∈ L2(I)). (2.11)
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3. If A is an operator as above with distinct spectral values λ 6= µ and if P is weakly
associated with A and λ and Q is weakly associated with A and µ, then
PQ = 0 = QP. (2.12)
An analogous statement for associated projections is well-known and easy to see, but we
will not need that in the sequel. (In order to see (2.12), notice that
σ(A|PD(A)) ⊂ {λ} and QX = ker(A− µ)m (2.13)
by the definition of weak associatedness and the above theorem. If now x ∈ QX, then
(A|PD(A) − µ)mPx = P (A− µ)mx = P (A− µ)mQx = 0
by virtue of (2.13.b) and therefore Px = 0 by virtue of (2.13.a) and µ 6= λ. We have thus
shown PQ = 0 and the other equality follows by symmetry.)
2.4.2 Criteria for the existence of weakly associated projections
We have seen in the theorem above that for given operators A and spectral values λ,
there will in general exist no projection weakly associated with A and λ. It is therefore
important to have criteria for the existence of weakly associated projections.
In the case of spectral operators A one has the following convenient criterion for the
existence of weakly associated projections. In particular, this criterion applies if A is a
bounded spectral operator of finite type or if A is an unbounded spectral operator of
scalar type (for example, skew-adjoint or, more generally, normal).
Proposition 2.14. Suppose that A : D(A) ⊂ X → X is a spectral operator with spectral
measure PA and λ ∈ σ(A) such that for some bounded neighborhood σ of λ the bounded
spectral operator A|PA(σ)X is of finite type. Then there exists a (unique) projection P
weakly associated with A and λ and it is given by P = PA({λ}).
Proof. We often abbreviate AE := A|PA(E)D(A) for E ∈ BC. It is clear from the defi-
nition of spectral operators that PA({λ}) commutes with A and that PA({λ})D(A) =
PA({λ})X, so that we have only to establish the nilpotence, injectivity, and dense range
condition from the definition of weak associatedness.
As a first step we show that A|PA({λ})X − λ = A{λ} − λ is nilpotent. Since Aσ is a
bounded spectral operator of finite type, we have Aσ = S+N with S =
∫
z dPAσ(z) and
a nilpotent operator N (Theorem 2.10). So,
A{λ} = S|PA{λ}X +N |PA{λ}X = λ+N |PA{λ}X
and therefore A{λ} − λ is nilpotent, as desired.
As a second step we show that A|(1−PA({λ}))D(A) − λ = Aσ(A)\{λ} − λ is injective with
dense range in (1 − PA({λ}))X = PA(σ(A) \ {λ})X. In order to do so, we have to
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treat the case where λ is isolated in σ(A) and the case where λ is non-isolated in σ(A)
separately. Suppose first that λ is isolated in σ(A). Then
σ(Aσ(A)\{λ}) ⊂ σ(A) \ {λ} = σ(A) \ {λ}
(because λ is isolated in σ(A)) and therefore Aσ(A)\{λ} − λ : D(Aσ(A)\{λ}) ⊂ PA(σ(A) \
{λ})X → PA(σ(A) \ {λ})X is bijective. In particular, it is injective with dense range
in PA(σ(A) \ {λ})X, as desired. Suppose now that λ is non-isolated in σ(A). Then
Aσ\{λ} is a bounded spectral operator with λ ∈ σ(Aσ\{λ}) (because λ is non-isolated in
σ(Aσ)) and with PAσ\{λ}({λ}) = PA({λ})|PA(σ\{λ})X = 0. So, we have λ ∈ σc(Aσ\{λ})
(Proposition 2.11) or, in other words,
Aσ\{λ} − λ is injective with dense range in PA(σ \ {λ})X. (2.14)
We also have σ(Aσ(A)\σ) ⊂ σ(A) \ σ ⊂ C \ {λ} (because σ is a neighborhood of λ) and
therefore λ ∈ ρ(Aσ(A)\σ) or, in other words,
Aσ(A)\σ − λ : D(Aσ(A)\σ) ⊂ PA(σ(A) \ σ)X → PA(σ(A) \ σ)X is bijective. (2.15)
Combining now (2.14) and (2.15) and using that the direct sum decomposition PA(σ(A)\
{λ})X = PA(σ(A) \ σ)X ⊕ PA(σ \ {λ})X yields a corresponding decomposition of the
operator Aσ(A)\{λ}, we easily conclude that Aσ(A)\{λ} − λ is injective with dense range
in PA(σ(A) \ {λ})X, as desired. 
We point out that the finite-type assumption of the above proposition is essential.
Indeed, the operator A on X := C(I)× C(I) defined by
A := diag(0, V ) with (V f)(t) :=
∫ t
0
f(s) ds (f ∈ C(I)) (2.16)
is quasinilpotent and hence bounded spectral (Theorem 2.10), but there exists no pro-
jection weakly associated with A and λ = 0. (In order to see this, notice that 0 ∈ σr(V ).
So, if a weakly associated projection P existed, we would have
PX = ker diag(0, V m) = C(I)× 0 and (1− P )X ⊂ ran diag(0, V ) ( 0× C(I)
for some m ∈ N by virtue of Theorem 2.13 and so PX + (1− P )X ( C(I)×C(I) = X.
Contradiction!) Compare with the operator A from (2.11), which violates the finite type
assumption as well, but nonetheless does have a weakly associated projection.
In the case of generators A of bounded semigroups and spectral value λ ∈ iR, one
has another criterion for the existence of weakly associated projections, which is due to
Avron, Fraas, Graf, Grech (Lemma 14 of [9]) and will be used in Section 4.4.
Proposition 2.15. Suppose A : D(A) ⊂ X → X is the generator of a bounded semigroup
on a reflexive space X and λ ∈ σ(A) ∩ iR such that the subspace
ker(A− λ) + ran(A− λ)
is closed in X. Then there exists a (unique) projection weakly associated with A and λ.
We point out that the assumption that X be reflexive is essential here. (See Example 5
or 6 of [9] or the example at the beginning of Section 4.4.)
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2.4.3 Weak associatedness carries over to the dual operators
We close this section on spectral projections by noting that in reflexive spaces weak
associatedness carries over to the dual operators – provided that some core condition
is satisfied, which is the case for semigroup generators, for instance (Proposition II.1.8
of [22]). Associatedness carries over to dual operators as well (Section III.6.6 of [42]) –
but this will not be needed in the sequel.
Proposition 2.16. Suppose A : D(A) ⊂ X → X is a densely defined closed linear
operator in the reflexive space X such that ρ(A) 6= ∅ and D(Ak) is a core for A for all
k ∈ N. If P is weakly associated with A and λ ∈ σ(A) of order m, then P ∗ is weakly
associated with A∗ and λ of order m.
Proof. We begin by showing – by induction over k ∈ N – the preparatory statement that
(Ak)∗ = (A∗)k (2.17)
for all k ∈ N, which might also be of independent interest (notice that D(Ak) being a
core for A is dense in X, so that (Ak)∗ is really well-defined). Clearly, (2.17) is true
for k = 1 and, assuming that it is true for some arbitrary k ∈ N, we now show that
(Ak+1)∗ = (A∗)k+1 holds true as well. It is easy to see that (A∗)k+1 ⊂ (Ak+1)∗ and it
remains to see that D((Ak+1)∗) ⊂ D((A∗)k+1). So let x∗ ∈ D((Ak+1)∗). We show that
x∗ ∈ D((Ak)∗) and (Ak)∗x∗ ∈ D(A∗), (2.18)
from which it then follows – by the induction hypothesis – that x∗ ∈ D((A∗)k+1) as
desired. In order to prove that x∗ ∈ D((Ak)∗) we show that
x∗ ∈ D((Al)∗)
for all l ∈ {1, . . . , k} – by induction over l ∈ {1, . . . , k} and by working with suitable
powers of (A∗−z0)−1 = ((A−z0)−1)∗, where z0 is an arbitrary point of ρ(A∗) = ρ(A) 6= ∅
(Theorem III.5.30 of [42]). In the base step of the induction, notice that for all y ∈ D(A)〈
(A∗ − z0)−k(Ak+1)∗x∗, y
〉
=
〈
x∗, Ak+1(A− z0)−ky
〉
=
〈
x∗, (A− z0)y
〉
+
k∑
i=0
(
k + 1
i
)
zk+1−i0
〈
(A∗ − z0)−k+ix∗, y
〉
,
from which it follows that x∗ ∈ D((A−z0)∗) = D(A∗). In the inductive step, assume that
x∗ ∈ D(A∗), . . . , D((Al)∗) for some arbitrary l ∈ {1, . . . , k−1}. Since for all y ∈ D(Al+1)〈
(A∗ − z0)−(k−l)(Ak+1)∗x∗, y
〉
=
〈
x∗, Ak+1(A− z0)−(k−l)y
〉
=
〈
x∗, (A− z0)l+1y
〉
+
k∑
i=k−l+1
(
k + 1
i
)
zk+1−i0
〈
x∗, (A− z0)−(k−l)+iy
〉
+
k−l∑
i=0
(
k + 1
i
)
zk+1−i0
〈
(A∗ − z0)−(k−l)+ix∗, y
〉
,
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it follows by the induction hypothesis of the l-induction and by applying the binomial
formula to (A− z0)−(k−l)+iy for i ∈ {k − l + 1, . . . , k + 1} that x∗ ∈ D((Al+1)∗). So the
l-induction is finished and it remains to show that (Ak)∗x∗ ∈ D(A∗). Since D(Ak+1) by
assumption is a core for A, there is for every y ∈ D(A) a sequence (yn) in D(Ak+1) such
that 〈
(Ak)∗x∗, Ay
〉
= lim
n→∞
〈
(Ak)∗x∗, Ayn
〉
= lim
n→∞
〈
x∗, Ak+1yn
〉
=
〈
(Ak+1)∗x∗, y
〉
.
It follows that (Ak)∗x∗ ∈ D(A∗) and this yields – together with the induction hypothesis
of the k-induction – that x∗ ∈ D((A∗)k+1), which finally ends the proof the preparatory
statement (2.17).
After this preparation we can now move on to the main part of the proof where
we assume, without loss of generality, that λ = 0 and exploit the first remark after
Theorem 2.13 to show that P ∗ is weakly m-associated with A∗ and λ = 0. A∗ is densely
defined (due to the reflexivity of X (Theorem III.5.29 of [42])) with ρ(A∗) = ρ(A) 6= ∅
(Theorem III.5.30 of [42]) and
P ∗A∗ ⊂ (AP )∗ ⊂ (PA)∗ = A∗P ∗
because AP ⊃ PA. Since (Am)∗ = (A∗)m by (2.17) and since PX = kerAm and
(1− P )X = ranAm (by Theorem 2.13), we further have
P ∗X∗ = ker(1− P )∗ = ((1− P )X)⊥ = (ranAm)⊥ = ker(Am)∗ = ker(A∗)m
and
(1− P ∗)X∗ = kerP ∗ = (PX)⊥ = (kerAm)⊥ = (ker(Am)∗∗)⊥ = ran(Am)∗ = ran(A∗)m,
where in the fourth equality of the second line the closedness of Am (following from
ρ(A) 6= ∅) and the reflexivity of X have been used. (In the above relations, we denote
by U⊥ := {x∗ ∈ Z∗ : 〈x∗, U∗〉 = 0} and V⊥ := {x ∈ Z : 〈V, x〉 = 0} the annihilators of
subsets U and V of a normed space Z and its dual Z∗, respectively.) It is now clear from
the first remark after Theorem 2.13 that P ∗ is weakly m-associated with A∗ and λ = 0
and we are done. 
2.5 Spectral gaps and continuity of set-valued maps
We continue by properly defining what exactly we mean by uniform and non-uniform
spectral gaps. Suppose that A(t) : D(A(t)) ⊂ X → X, for every t in some compact
interval J , is a densely defined closed linear operator and that σ(t) is a compact subset
of σ(A(t)) for every t ∈ J . We then speak of a spectral gap for A and σ if and only if σ(t)
is isolated in σ(A(t)) for every t ∈ J . Such a spectral gap for A and σ is called uniform
if and only if σ( . ) is even uniformly isolated in σ(A( . )) in the sense that
inf
t∈J
dist(σ(t), σ(A(t)) \ σ(t)) > 0.
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Also, we say that σ( . ) falls into σ(A( . )) \ σ( . ) at the point t0 ∈ J if and only if there
is a sequence (tn) in J converging to t0 such that
dist(σ(tn), σ(A(tn)) \ σ(tn)) −→ 0 (n→∞).
It is clear that the set of points at which σ( . ) falls into σ(A( . )) \ σ( . ) is closed. And
by the compactness of J it follows that a spectral gap for A and σ is uniform if and only
if σ( . ) at no point falls into σ(A( . )) \ σ( . ). And finally, the set-valued map t 7→ σ(t)
is called continuous if and only if it is upper and lower semicontinuous in the sense of
Section IV.3 of [42], that is, for every t0 ∈ J and every ε > 0 there is neighborhood Jt0
of t0 in J such that for every t ∈ Jt0
σ(t) ⊂ Bε(σ(t0)) and σ(t0) ⊂ Bε(σ(t)).
2.6 Adiabatic evolutions and a trivial adiabatic theorem
As has been explained in Section 1, the principal goal of adiabatic theory is to establish
the convergence (1.5) or, in other words, to show that the evolution systems Uε for 1εA
are, in some sense, approximately adiabatic w.r.t. P as ε↘ 0. We say that an evolution
system for a family A of linear operators A(t) : D ⊂ X → X is adiabatic w.r.t. a family
P of bounded projections P (t) in X if and only if U(t, s) for every (s, t) ∈ ∆ exactly
intertwines P (s) with P (t), that is,
P (t)U(t, s) = U(t, s)P (s) (2.19)
for every (s, t) ∈ ∆. Since the pioneering work [38] of Kato, the basic strategy in proving
the convergence (1.5) has been to show that
Uε(t)− Vε(t) −→ 0 (ε↘ 0) (2.20)
for every t ∈ I, where the Vε are suitable comparison evolution systems that are adiabatic
w.r.t. the family P of spectral projections P (t) corresponding to A(t) and σ(t). A simple
way of obtaining adiabatic evolutions w.r.t. some given family P (independently observed
by Kato in [38] and Daleckii–Krein in [17]) is described in the following proposition.
Proposition 2.17 (Kato, Daleckii–Krein). Suppose A(t) : D ⊂ X → X for every t ∈ I
is a densely defined closed linear operator and P (t) a bounded projection in X such that
P (t)A(t) ⊂ A(t)P (t) for every t ∈ I and t 7→ P (t) is strongly continuously differentiable.
If the evolution system Vε for 1εA + [P
′, P ] exists on D for every ε ∈ (0,∞), then Vε is
adiabatic w.r.t. P for every ε ∈ (0,∞).
Proof. Choose an arbitrary (s, t) ∈ ∆ with s 6= t. It then follows by the proof of
Lemma 2.7 that, for every x ∈ D, the map
[s, t] 3 τ 7→ Vε(t, τ)P (τ)Vε(τ, s)x (2.21)
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is continuous and right differentiable. Since P (τ) commutes with A(τ) and
P (τ)P ′(τ)P (τ) = 0 (2.22)
for every τ ∈ I (apply P from the left and the right to the identity P ′ = (PP )′ =
P ′P + PP ′), it further follows that the right derivative of (2.21) is identically 0. So,
P (t)Vε(t, s)x− Vε(t, s)P (s)x = Vε(t, τ)P (τ)Vε(τ, s)x
∣∣τ=t
τ=s
= 0
by virtue of Corollary 2.1.2 of [56], as desired. 
We now briefly discuss two situations where the conclusion of the adiabatic theorem
is already trivially true.
Proposition 2.18. Suppose A(t) : D ⊂ X → X for every t ∈ I is a densely defined
closed linear operator and P (t) is a bounded projection in X such that the evolution
system Uε for 1εA exists on D for every ε ∈ (0,∞) and such that P (t)A(t) ⊂ A(t)P (t)
for every t ∈ I and t 7→ P (t) is strongly continuously differentiable.
(i) If P ′ = 0, then Uε is adiabatic w.r.t. P for every ε ∈ (0,∞) (in particular, the
convergence (1.5) holds trivially), and the reverse implication is also true.
(ii) If there are γ ∈ (0,∞) and M ∈ [1,∞) such that for all (s, t) ∈ ∆ and ε ∈ (0,∞)
‖Uε(t, s)‖ ≤Me−
γ
ε
(t−s), (2.23)
then supt∈I ‖Uε(t)− Vε(t)‖ = O(ε) as ε↘ 0, whenever the evolution system Vε for
1
εA+ [P
′, P ] exists on D for every ε ∈ (0,∞).
Proof. (i) See, for instance, Section IV.3.2 of [47] for the reverse implication (differentiate
the adiabaticity relation (2.19) with respect to the variable s) – the other implication is
obvious from Proposition 2.17.
(ii) Since for x ∈ D one has (by Corollary 2.12 of [56] and by the proof of Lemma 2.7)
Vε(t)x− Uε(t)x = Uε(t, s)Vε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)[P
′(s), P (s)]Vε(s)x ds
for every t ∈ I and ε ∈ (0,∞), it follows by (2.23) and a Gronwall argument that
‖Vε(s)‖ ≤Me(−γ/ε+Mc)s (s ∈ I), (2.24)
where c := sups∈I ‖[P ′(s), P (s)]‖. Combining now (2.23) and (2.24), we obtain
‖Uε(t)− Vε(t)‖ ≤M2c eMc t e−
γ
ε
t
for all t ∈ I and ε ∈ (0,∞), and from this the desired conclusion is obvious. 
Combining Proposition 2.18 (ii) with Example 3.3 below, one sees that adiabatic theory
is interesting only if the evolution systems for 1εA are only just bounded w.r.t. ε ∈ (0,∞):
if even the evolution for 1ε (A+γ) is bounded in ε ∈ (0,∞) for some γ > 0, then adiabatic
theory is trivial for A (by Proposition 2.18 (ii)), and if only the evolution for 1ε (A− γ) is
bounded in ε ∈ (0,∞) for some γ > 0, then adiabatic theory is generally impossible for
A (by Example 3.3).
23
2.7 Some facts about quantum dynamical semigroups
In this section we collect some basic facts about dephasing and weakly dephasing gen-
erators of quantum dynamical semigroups. A quantum dynamical semigroup (on S1(h))
is, by definition, a strongly continuous semigroup (Φt) of bounded linear operators on
S1(h) such that Φt for every t ∈ [0,∞) is trace-preserving and completely positive. Such
semigroups naturally arise in the description of open quantum systems. See [46], [7],
[4], [5], for instance. In our application below, we will work, following [9], with quantum
dynamical semigroups on Sp(h) with p ∈ (1,∞), that is, strongly continuous semigroups
(Φt) on Sp(h) such that (Φt|S1(h)) is a quantum dynamical semigroup on S1(h).
2.7.1 Weakly dephasing and dephasing generators of quantum dynamical
semigroups
A relatively large class of generators of quantum dynamical semigroups is provided by
the following theorem. All generators of quantum dynamical semigroups considered in
this paper will belong to that class.
Theorem 2.19. Suppose H : D(H) ⊂ h→ h is a self-adjoint operator and Bj for every
j ∈ J (J an arbitrary index set) is a bounded operator in h such that∑
j∈J
BjB
∗
j =
∑
j∈J
B∗jBj <∞. (2.25)
Suppose further that p ∈ [1,∞) and that Z0 is the generator of the (weakly and hence
strongly continuous) semigroup on X = Sp(h) defined by eZ0t(ρ) := e−iHtρeiHt. Then
(i) D(Z0) = {ρ ∈ Sp(h) : ρD(H) ⊂ D(H) and Hρ − ρH ⊂ σ for a σ ∈ Sp(h)} with
Z0(ρ) being the unique element σ of Sp(h) satisfying Hρ− ρH ⊂ σ and, moreover,
the series ∑
j∈J
B∗jBjρ,
∑
j∈J
ρB∗jBj ,
∑
j∈J
BjρB
∗
j
converge in the norm of Sp(h) for every ρ ∈ Sp(h) and define bounded linear oper-
ators from Sp(h) to Sp(h)
(ii) the operator A : D(Z0) ⊂ X → X defined by
A(ρ) := Z0(ρ) +
∑
j∈J
BjρB
∗
j − 1/2 {B∗jBj , ρ} (ρ ∈ D(Z0)) (2.26)
is the generator of a quantum dynamical semigroup on X = Sp(h).
We call an operator A of the form (2.26) in X = Sp(h) (p ∈ [1,∞)) with H and Bj as
in the theorem above a weakly dephasing generator of a quantum dynamical semigroup
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on X = Sp(h) and we refer to (2.25) as the weak dephasingness condition. Its precise
meaning is that there is a constant M ∈ [0,∞) such that∑
j∈F
BjB
∗
j ,
∑
j∈F
B∗jBj ≤M
for every finite subset F of J and that the strong limits
∑
j∈J BjB
∗
j and
∑
j∈J B
∗
jBj of
the nets (
∑
j∈F BjB
∗
j ) and (
∑
j∈F B
∗
jBj) (which exist by the theorem of Vigier) coincide.
In the case p = 1, the equality in the weak dephasingness condition (2.25) is actually
not needed. Indeed, for p = 1 the conclusion of the above generation result already
follows under the much more general condition that H and Bj for j ∈ J are self-adjoint
or bounded operators in h, respectively, such that∑
j∈J
B∗jBj <∞. (2.27)
See, for instance, Corollary 3.6.2 of [62] which easily follows by Lindblad’s fundamental
characterization [49] of generators of norm-continuous quantum dynamical semigroups
on S1(h). See also [18] and [15] for considerably more general sufficient conditions for
an operator to generate a quantum dynamical semigroup on S1(h). In the case p 6= 1,
the weak dephasingness condition (2.25) is used to reduce the conclusion of the above
generation result by way of complex interpolation theory (Calderón–Lions) to the case
p = 1. See Lemma 4.2.9 of [62] for a detailed proof of Theorem 2.19 and [9] for a
proof in the special case of so-called dephasing generators A with bounded H. A weakly
dephasing generator A in X = Sp(h) (p ∈ [1,∞)) is called dephasing if and only if Bj
and hence B∗j belongs to the double commutant {H}′′ of H for every j ∈ J or, for short,
Bj , B
∗
j ∈ {H}′′ = A′′ = A (closure w.r.t. the strong operator topology) (2.28)
A := {f(H) : f bounded measurable function σ(H)→ C}.
(In the first equality of (2.28), {H}′ = A′ is used and in the second equality, the double
commutant theorem of von Neumann is used. In case h is separable, the strong closure
in (2.28) is superfluous by the theorem of Riesz–Mimura, but for non-separable h it is
essential (Section X.2 of [65])). Since the commutativity of the ∗-algebra A carries over
to its strong closure A by the density theorem of Kaplansky (for instance), we see that
for a dephasing generator A the operators Bj are all normal and so the equality in the
weak dephasingness condition (2.25) is automatically satisfied.
2.7.2 Some important properties of dephasing and weakly dephasing generators
In the following proposition, we collect some important properties of dephasing and
weakly dephasing genertors A of quantum dynamical semigroups, especially concerning
the relation of kerA and kerZ0.
Proposition 2.20. Suppose A is a weakly dephasing generator of a quantum dynamical
semigroup in X = Sp(h) with p ∈ [1, 2].
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(i) If ρ ∈ kerA, then ρ commutes with Bj, B∗j for all j ∈ J and with H. In particular,
kerA ⊂ {H}′ ∩ Sp(h) = kerZ0.
(ii) If A is dephasing, then kerA = kerZ0. Conversely, if kerA = kerZ0 and the
spectrum of H is pure point, then A is dephasing.
(iii) If p = 1, then A is dephasing if and only if kerZ∗0 ⊂ kerA∗.
Proof. We prove only part (i) – for the other parts we refer to Proposition 3.6.3 (ii) (the
proof of which is easily seen to carry over from the case p = 1 to p ∈ [1, 2]) and to
Proposition 3.6.3 (i) of [62]. We can write A and the generator AS1 of the restricted
semigroup in the form (2.26) by assumption or, for brevity, in the form A = Z0 + W
and AS1 = Z0S1 + WS1 , respectively. Choose now ρ ∈ kerA and fix it for the rest
of the proof. Then ρ, ρ∗ ∈ D(Z0) = D(A) with A(ρ) = 0 = A(ρ)∗ = A(ρ∗) and
ρ∗ρ ∈ D(Z0S1) = D(AS1) with Z0S1(ρ∗ρ) = Z0(ρ∗)ρ+ ρ∗Z0(ρ). Indeed,
t 7→ eZ0S1 t(ρ∗ρ) = eZ0t(ρ∗)eZ0t(ρ)
is differentiable in the norm of S1(h) because Sp(h) is continuously embedded in S2(h)
by virtue of p ∈ [1, 2]. So,
AS1(ρ
∗ρ) = AS1(ρ∗ρ)−A(ρ∗)ρ− ρ∗A(ρ) = WS1(ρ∗ρ)−W (ρ∗)ρ− ρ∗W (ρ)
=
∑
j∈J
[ρ,B∗j ]
∗[ρ,B∗j ], (2.29)
where the last equality follows by straightforward computation using the weak dephas-
ingness condition (2.25). Since (eAS1 t) is trace-preserving and since the series in (2.29)
converges in the norm of S1(h) (Theorem 2.19 (i)), it follows from (2.29) that 0 =∑
j∈J tr([ρ,B
∗
j ]
∗[ρ,B∗j ]). So we see that ρ commutes with all B
∗
j . Since with ρ also ρ
∗
belongs to kerA, we see by the same arguments that also ρ∗ commutes with all B∗j .
Consequently, W (ρ) = 0 and thus Z0(ρ) = 0 as well. 
In the second implication of part (ii) of the above proposition, the assumption that H
have pure point spectrum is essential. See the example below.
Lemma 2.21. Suppose H : D(H) ⊂ h→ h is self-adjoint and suppose Z0 is the generator
of the semigroup on Sp(h) defined by eZ0t(ρ) := e−iHtρ eiHt, where p ∈ [1, 2].
(i) If σp(H) is finite and each µ ∈ σp(H) has finite multiplicity, then kerZ0 = {H}′ ∩
Sp(h) is finite-dimensional, more precisely
kerZ0 = span
{ 〈eµ i, . 〉 eµ j : µ ∈ σp(H) and i, j ∈ {1, . . . , nµ}},
where {eµ i : i ∈ {1, . . . , nµ}} is an orthonormal basis of ker(H − µ) for every
µ ∈ σp(H). In particular, kerZ0 = 0 in case σp(H) = ∅.
(ii) If h is infinite-dimensional, then {H}′ is infinite-dimensional.
26
Proof. (i) Clearly, kerZ0 = {H}′ ∩ Sp(h). If ρ ∈ kerZ0, then
ρ = 1/T
∫ T
0
eZ0t(ρ) dt = 1/T
∫ T
0
e−iHtρ eiHt dt −→
∑
µ∈σp(H)
Q{µ}ρQ{µ}
w.r.t. the strong operator topology as T → ∞ (Theorem 5.8 of [68]). Since Q{µ} =∑nµ
i=1 〈eµ i, . 〉 eµ i, we thus see that for ρ ∈ kerZ0,
ρ =
∑
µ∈σp(H)
Q{µ}ρQ{µ} =
∑
µ∈σp(H)
nµ∑
i,j=1
〈eµ j , ρeµ i〉 〈eµ i, . 〉 eµ j
belongs to span{〈eµ i, . 〉 eµ j : µ ∈ σp(H) and i, j ∈ {1, . . . , nµ}}. We have thus proved
the first of the asserted inclusions and the second inclusion is obvious.
(ii) In the case where σp(H) is infinite or some µ ∈ σp(H) has infinite multiplicity,
there exists an infinite orthonormal system {ϕn : n ∈ N} consisting of eigenvalues of H
and therefore the infinite subset
{ρn : n ∈ N} (ρn := 〈ϕn, . 〉ϕn)
of {H}′ ∩ S1(h) ⊂ {H}′ is linearly independent, which proves the assertion. In the
case where σp(H) is finite and every µ ∈ σp(H) has finite multiplicity, there exists an
interval J = [k, k + 1] with k ∈ Z such that σ(H) ∩ J = σ(H) ∩ [k, k + 1] is infinite.
(If this was not the case, then every spectral value µ ∈ σ(H) would be isolated in σ(H)
and would hence be an eigenvalue of H. Consequently, σ(H) = σp(H) and therefore
1 = Qσ(H) = Qσp(H) =
∑
µ∈σp(H)Q{µ} would have finite rank. Contradiction!) We now
show that the infinite subset
{HnJ : n ∈ N} (HJ := HQJ)
of {H}′ is linearly independent, which proves the assertion. Indeed, if there was a (finite)
linear combination
0 =
n∑
k=1
αkH
k
J = p(HJ) (p(µ) :=
n∑
k=1
αkµ
k)
with α1, . . . , αn ∈ C not all equal to 0, then the spectral mapping theorem would yield
p(σ(HJ)) = σ(p(HJ)) = {0} so that σ(HJ) and, a fortiori, σ(H) ∩ J would have to be
finite. Contradiction! 
With this lemma at hand, we can now convince ourselves that there exist weakly
dephasing generators A with kerA = kerZ0 that are non-dephasing.
Example 2.22. We choose a self-adjoint operator H : D(H) ⊂ h → h (with spectral
measure denoted by Q) in an infinite-dimensional Hilbert space h such that σp(H) is
finite and every µ ∈ σp(H) has finite multiplicity. We also choose
B :=
∑
µ∈σp(H)
βµQ{µ} + β 〈ψ, . 〉ψ
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where βµ ∈ C and β ∈ C \ {0} and where ψ = Hϕ/ ‖Hϕ‖ and ϕ ∈M⊥ \ {0} with
M := Qσp(H)h =
⊕
µ∈σp(H)
ker(H − µ).
It should be noticed that Hϕ 6= 0 because otherwise ϕ would be an eigenvector of H
contradicting ϕ ∈ M⊥ \ {0}. It should also be noticed that B is a normal operator
because ψ = Hϕ/ ‖Hϕ‖ ∈ HM⊥ ⊂M⊥. We now define
A(ρ) := Z0(ρ) +BρB
∗ − 1/2{B∗B, ρ} (ρ ∈ D(Z0))
on X = Sp(h) with p ∈ [1, 2], where Z0 is the generator of the semigroup on Sp(h) defined
by eZ0t(ρ) := e−iHt ρ eiHt. It is then clear that A is a weakly dephasing generator of a
quantum dynamical semigroup on Sp(h). With the help of Proposition 2.20 (i) and
Lemma 2.21 (i) it also follows that
kerA ⊂ kerZ0 and kerZ0 ⊂ kerA.
And finally, HB 6= BH, whence B /∈ {H}′′. So, A is not dephasing. (In order to see
that H indeed does not commute with B, compute
HBϕ = β 〈ψ,ϕ〉Hψ and BHϕ = β ‖Hϕ‖ψ.
In case 〈ψ,ϕ〉 = 0, it follows that HBϕ−BHϕ = −β ‖Hϕ‖ψ 6= 0 because β 6= 0. In case
〈ψ,ϕ〉 6= 0, it follows that HBϕ−BHϕ = β 〈ψ,ϕ〉 (Hψ−(‖Hϕ‖ / 〈ψ,ϕ〉)ψ) 6= 0 because
otherwise ψ would be an eigenvector of H with corresponding eigenvalue ‖Hϕ‖ / 〈ψ,ϕ〉
and would therefore belong to M . Contradiction!) J
3 Adiabatic theorems with spectral gap condition
After having provided the most important preliminaries, we now prove an adiabatic
theorem with uniform spectral gap condition (Section 3.1) and an adiabatic theorem
with non-uniform spectral gap condition (Section 3.2) for general operators A(t). In
these theorems the considered spectral subsets σ(t) are only assumed to be compact so
that, even if they are singletons, they need not consist of eigenvalues: they are allowed
to be singletons consisting of essential singularities of the resolvent. In [2], [9], [37] the
case of poles is treated and in [2], [9] they are of order 1.
3.1 An adiabatic theorem with uniform spectral gap condition
We begin by proving an adiabatic theorem with uniform spectral gap condition by ex-
tending Abou Salem’s proof from [2], which rests upon solving a suitable commutator
equation.
Theorem 3.1. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear operator such
that Condition 2.9 is satisfied with ω = 0. Suppose further that σ(t) for every t ∈ I is
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a compact subset of σ(A(t)), that σ( . ) at no point falls into σ(A( . )) \ σ( . ), and that
t 7→ σ(t) is continuous. And finally, for every t ∈ I, let P (t) be the projection associated
with A(t) and σ(t) and suppose that I 3 t 7→ P (t) is in W 2,1∗ (I, L(X)). Then
sup
t∈I
‖Uε(t)− Vε(t)‖ = O(ε) (ε↘ 0),
where Uε and Vε are the evolution systems for 1εA and
1
εA+ [P
′, P ].
Proof. Since σ( . ) is uniformly isolated in σ(A( . )) \ σ( . ) and t 7→ σ(t) is continuous,
there is, for every t0 ∈ I, a non-trivial closed interval Jt0 ⊂ I containing t0 and a cycle
γt0 in ρ(A(t0)) such that ran γt0 ⊂ ρ(A(t)) and
n(γt0 , σ(t)) = 1 and n(γt0 , σ(A(t)) \ σ(t)) = 0
for all t ∈ Jt0 . We can now define
B(t)x :=
1
2pii
∫
γt0
(z −A(t))−1P ′(t)(z −A(t))−1x dz
for all t ∈ Jt0 , t0 ∈ I and x ∈ X. Since ρ(A(t)) 3 z 7→ (z − A(t))−1P ′(t)(z − A(t))−1x
is a holomorphic X-valued map (for all x ∈ X) and since the cycles γt0 and γt′0 are
homologous in ρ(A(t)) whenever t lies both in Jt0 and in Jt′0 , the path integral exists in
X and does not depend on the special choice of t0 ∈ I with the property that t ∈ Jt0 . In
other words, t 7→ B(t) is well-defined on I.
As a first preparatory step, we easily infer from the closedness of A(t) that B(t)X ⊂
D(A(t)) = D = Y and that
B(t)A(t)−A(t)B(t) ⊂ [P ′(t), P (t)] (3.1)
for all t ∈ I, which commutator equation will be essential in the main part of the proof.
As a second preparatory step, we show that t 7→ B(t) is in W 1,1∗ (I, L(X,Y )), which is
not very surprising (albeit a bit technical). It suffices to show that Jt0 3 t 7→ B(t) is
in W 1,1∗ (Jt0 , L(X,Y )) for every t0 ∈ I. We therefore fix t0 ∈ I. Since ρ(A(t)) 3 z 7→
(z−A(t))−1 is continuous w.r.t. the norm of L(X,Y ) for every t ∈ Jt0 , we see that B(t)
is in L(X,Y ) for every t ∈ Jt0 . We also see, by virtue of Lemma 2.2, that for every
z ∈ ran γt0 the map t 7→ (z − A(t))−1P ′(t)(z − A(t))−1 is in W 1,1∗ (Jt0 , L(X,Y )) and
t 7→ C(t, z) = C1(t, z) + C2(t, z) + C3(t, z) is a W 1,1∗ -derivative of it, where
C1(t, z) = (z −A(t))−1A′(t)(z −A(t))−1P ′(t)(z −A(t))−1,
C2(t, z) = (z −A(t))−1P ′′(t)(z −A(t))−1, (3.2)
C3(t, z) = (z −A(t))−1P ′(t)(z −A(t))−1A′(t)(z −A(t))−1,
and A′, P ′′ are arbitrary W 1,1∗ -derivatives of A and P ′. Since t 7→ C(t, z) is strongly
measurable for all z ∈ ran γt0 , it follows that
t 7→ 1
2pii
∫
γt0
C(t, z) dz
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is strongly measurable as well (as the strong limit of Riemann sums), and since Jt0 ×
ran γt0 3 (t, z) 7→ (z − A(t))−1 is continuous w.r.t. the norm of L(X,Y ) and hence
bounded, it follows by (3.2) that
t 7→
∥∥∥ 1
2pii
∫
γt0
C(t, z) dz
∥∥∥
X,Y
has an integrable majorant. So t 7→ 12pii
∫
γt0
C(t, z) dz is in W 0,1∗ (Jt0 , L(X,Y )) and one
easily concludes that
B(t)x = B(t0)x+
∫ t
t0
1
2pii
∫
γt0
C(τ, z)x dz dτ
for all t ∈ Jt0 and x ∈ X, as desired.
After these preparations we can now turn to the main part of the proof. We fix x ∈ D
and let Vε denote the evolution system for 1εA+[P
′, P ] (which really exists due to the well-
posedness theorem recalled after Condition 2.9). Then s 7→ Uε(t, s)Vε(s)x is continuously
differentiable (Lemma 2.7) and we get, exploiting the commutator equation (3.1) for A
and B, that
Vε(t)x− Uε(t)x = Uε(t, s)Vε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)[P
′(s), P (s)]Vε(s)x ds
=
∫ t
0
Uε(t, s)
(
B(s)A(s)−A(s)B(s))Vε(s)x ds (3.3)
for all t ∈ I. Since for every t ∈ I the maps s 7→ Vε(s)
∣∣
Y
and s 7→ Uε(t, s)
∣∣
Y
are continuously differentiable on [0, t] w.r.t. the strong operator topology of L(Y,X)
(Lemma 2.7) and hence belong to W 1,1∗ ([0, t], L(Y,X)), and since s 7→ B(s) belongs
to W 1,1∗ ([0, t], L(X,Y )), we can further conclude that s 7→ Uε(t, s)B(s)Vε(s)x is in
W 1,1([0, t], X) by Lemma 2.2, so that by (3.3)
Vε(t)x− Uε(t)x = ε
∫ t
0
Uε(t, s)
(
− 1
ε
A(s)B(s) +B(s)
1
ε
A(s)
)
Vε(s)x ds (3.4)
= εUε(t, s)B(s)Vε(s)x
∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′(s) +B(s)[P ′(s), P (s)]
)
Vε(s)x ds
for all t ∈ I and ε ∈ (0,∞), where B′ denotes an arbitrary W 1,1∗ -derivative of B. Since
Uε and Vε are both bounded above by an ε-independent constant (Condition 2.9 with
ω = 0 and Lemma 2.5), the assertion of the theorem immediately follows from (3.4). 
3.2 An adiabatic theorem with non-uniform spectral gap condition
We continue by proving an adiabatic theorem with non-uniform spectral gap condition
where σ( . ) falls into σ(A( . )) \ σ( . ) at countably many points that, in turn, accumulate
at only finitely many points. We do so by extending Kato’s proof from [38] where finitely
many eigenvalue crossings for skew-adjoint A(t) are treated.
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Theorem 3.2. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear operator such
that Condition 2.9 is satisfied with ω = 0. Suppose further that σ(t) for every t ∈ I is
a compact subset of σ(A(t)), that σ( . ) at countably many points accumulating at only
finitely many points falls into σ(A( . )) \ σ( . ), and that I \N 3 t 7→ σ(t) is continuous,
where N denotes the set of those points where σ( . ) falls into σ(A( . ))\σ( . ). And finally,
for every t ∈ I \N , let P (t) be the projection associated with A(t) and σ(t) and suppose
that I \N 3 t 7→ P (t) extends to a map (again denoted by P ) in W 2,1∗ (I, L(X)). Then
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (ε↘ 0),
where Uε and Vε are the evolution systems for 1εA and
1
εA+ [P
′, P ].
Proof. We first prove the assertion in the case where σ( . ) at only finitely many points
t1, . . . , tm (ordered in an increasing way) falls into σ(A( . )) \ σ( . ). So let η > 0. We
partition the interval I as follows:
I = I0 δ ∪ J1 δ ∪ I1 δ ∪ · · · ∪ Jmδ ∪ Imδ,
where Ji δ for i ∈ {1, . . . ,m} is a relatively open subinterval of I containing ti of length
less than δ (which will be chosen in a minute) and where I0 δ, . . . , Imδ are the closed
subintervals of I lying between the subintervals J1 δ, . . . , Jmδ. In the following, we set
t−i δ := inf Ii δ and t
+
i δ := sup Ii δ for i ∈ {0, . . . ,m}, and we choose c so large that ‖P (s)‖,
‖P ′(s)‖ and ‖[P ′(s), P (s)]‖ ≤ c for all s ∈ I. Since
∥∥Vε(t, t+i−1 δ)x− Uε(t, t+i−1 δ)x∥∥ =
∥∥∥∥∥
∫ t
t+i−1 δ
Uε(t, s)[P
′(s), P (s)]Vε(s, t+i−1 δ)x ds
∥∥∥∥∥
≤McMeMc δ ‖x‖
for every t ∈ Ji δ, x ∈ D and ε ∈ (0,∞), we can achieve – by choosing δ small enough –
that
sup
t∈Ji δ
∥∥Vε(t, t+i−1 δ)− Uε(t, t+i−1 δ)∥∥ < η(4M2e2Mc)m (3.5)
for every ε ∈ (0,∞) and i ∈ {1, . . . ,m}. And since σ( . )∣∣
Ii δ
at no point falls into(
σ(A( . ))\σ( . ))∣∣
Ii δ
, we conclude from the above adiabatic theorem with uniform spectral
gap condition (applied to the restricted data A|Ii δ , σ|Ii δ , P |Ii δ) that there is an εδ ∈
(0,∞) such that
sup
t∈Ii δ
∥∥Vε(t, t−i δ)− Uε(t, t−i δ)∥∥ < η(4M2e2Mc)m (3.6)
for every ε ∈ (0, εδ) and i ∈ {0, . . . ,m}. Combining the estimates (3.5) and (3.6) and
using the product property from the definition of evolution systems, we readily conclude
for every i ∈ {1, . . . ,m} that
‖Vε(t)− Uε(t)‖ < η(
4M2e2Mc
)m−i ≤ η
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for all t ∈ Ii−1 δ ∪ Ji δ ∪ Ii δ and ε ∈ (0, εδ), and the desired conclusion follows.
We now prove the assertion in the case where σ( . ) at infinitely many points accumu-
lating at only finitely many points t1, . . . , tm (ordered in an increasing way) falls into
σ(A( . )) \σ( . ). In order to do so, we partition I and choose δ as we did above. We then
obtain the estimate (3.5) as above and the estimate (3.6) by realizing that σ( . )
∣∣
Ii δ
at
only finitely many points falls into
(
σ(A( . )) \σ( . ))∣∣
Ii δ
(so that the case just proved can
be applied). And from these estimates the conclusion follows as above. 
It should be noticed that, in the situation of the above theorem, one has P (t)A(t) ⊂
A(t)P (t) for every t ∈ I (although a priori this is clear only for t ∈ I \N), which follows
by a continuity argument. (Indeed, if t0 ∈ I then it can be approximated by a sequence
(tn) in I\N . Since t 7→ (A(t0)−1)(A(t)−1)−1 is norm continuous (by theW 1,1∗ -regularity
of t 7→ A(t) and Lemma 2.2), we see that for any x ∈ D
A(t0)P (tn)x = (A(t0)− 1)(A(tn)− 1)−1 P (tn)(A(tn)− 1)x+ P (tn)x
−→ P (t0)A(t0)x (n→∞) (3.7)
and therefore P (t0)A(t0) ⊂ A(t0)P (t0) by the closedness of A(t0).) In particular, the
evolution Vε appearing in the above theorem really is adiabatic w.r.t. to P by Proposi-
tion 2.17, as it should be.
3.3 Some remarks and examples
We begin with three remarks concerning the adiabatic theorems with uniform and non-
uniform spectral gap condition alike.
1. In the special situation where σ(t) = {λ(t)} and λ(t) is a pole of the resolvent
map ( . − A(t))−1 of order at most m0 ∈ N for all t ∈ I, the operators B(t) – used
in the proof of the adiabatic theorems with spectral gap condition above to solve the
commutator equation (3.1) – can be cast in a form, namely (3.8), which points the way
to the solution of an appropriate (approximate) commutator equation in the adiabatic
theorems without spectral gap condition below. Since PP ′P , PP ′P = 0 by (2.22) (where
P := 1− P ) and
(z −A(t))−1P (t) = 1
z − λ(t)
(
1− A(t)− λ(t)
z − λ(t)
)−1
P (t) =
m0−1∑
k=0
(A(t)− λ(t))kP (t)
(z − λ(t))k+1
for every z ∈ ρ(A(t)) by Theorem 5.8-A of [66], we see that
B(t) =
m0−1∑
k=0
1
2pii
∫
γt
R(t, z)
(z − λ(t))k+1 dz P
′(t)(A(t)− λ(t))kP (t)
+
m0−1∑
k=0
(A(t)− λ(t))kP (t)P ′(t) 1
2pii
∫
γt
R(t, z)
(z − λ(t))k+1 dz,
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and since the reduced resolvent map z 7→ R(t, z) := (z − A(t)|P (t)D(A(t)))−1P (t) is holo-
morphic on ρ(A(t)) ∪ {λ(t)}, we further see – using Cauchy’s theorem – that
B(t) =
m0−1∑
k=0
R(t, λ(t))k+1P ′(t)(λ(t)−A(t))kP (t)
+
m0−1∑
k=0
(λ(t)−A(t))kP (t)P ′(t)R(t, λ(t))k+1. (3.8)
2. In the even more special situation where σ(t) = {λ(t)} ⊂ iR and λ(t) is a pole of the
resolvent map ( . −A(t))−1, the hypotheses of the above adiabatic theorem with uniform
spectral gap condition become essentially – apart from regularity conditions – equivalent
to the hypotheses of the respective adiabatic theorem (Theorem 9) of [9], and a similar
equivalence holds true for the above adiabatic theorem with non-uniform spectral gap
condition. Indeed, if σ(t) for every t ∈ I is a singleton consisting of a pole λ(t) on the
imaginary axis, then the order m(t) of nilpotence of A(t)|P (t)D−λ(t) must be equal to 1,
since otherwise the relation
δ
(
λ(t) + δ −A(t))−1P (t) = m(t)−1∑
k=0
(A(t)− λ(t))k
δk
P (t) (3.9)
would yield the contradiction that the right hand side of (3.9) explodes as δ ↘ 0 whereas
the left hand side of (3.9) remains bounded as δ ↘ 0 (by virtue of the (M, 0)-stability of
A and by λ(t) ∈ iR). And therefore (by Theorem 5.8-A of [66]) P (t)X = ker(A(t)−λ(t))
and (1− P (t))X = ran(A(t)− λ(t)) as in [9].
3. We finally remark that the above adiabatic theorems – along with the commutator
equation method used in their proofs – can be extended to several subsets σ1(t), . . . ,
σr(t) of σ(A(t)). If A, σj , Pj for every j ∈ {1, . . . , r} satisfy the hypotheses of the above
adiabatic theorem with uniform or non-uniform spectral gap and if σj( . ) and σl( . ) for
all j 6= l fall into each other at only countably many points accumulating at only finitely
many points, then there exists an evolution system Vε, namely that for 1εA+K with
K(t) :=
1
2
r+1∑
j=1
[P ′j(t), Pj(t)] and Pr+1(t) := 1− P (t) := 1−
r∑
j=1
Pj(t), (3.10)
which on the one hand is simultaneously adiabatic w.r.t. all the Pj by [38] and on the
other hand well approximates the evolution system Uε for 1εA in the sense that
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (ε↘ 0).
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In order to see this, one has only to observe that B(t) := 12
∑r+1
j=1 Bj(t) with
Bj :=
1
2pii
∫
γj
(z −A)−1P ′j(z −A)−1 dz (j ∈ {1, . . . , r})
Br+1 :=
1
2pii
∫
γ
(z −A)−1P ′(z −A)−1 dz (3.11)
γ := γ1 + · · ·+ γr (γj = γj t as in the proofs above) and P := P1 + · · ·+ Pr
solves the commutator equation B(t)A(t) − A(t)B(t) ⊂ K(t) for all points t where no
crossing takes place (because [P ′r+1, Pr+1] = [P ′, P ]) and then to proceed as in the proofs
of the adiabatic theorems above. See also [14]. In the special case of skew-adjoint
operators A(t) one can further refine the statement above: it is then possible to show –
by further adapting the commutator equation method – that even the evolution system
V ε for 1εA+K with
K(t) :=
1
2
(
[(P−r+1)
′(t), P−r+1(t)] +
r∑
j=1
[P ′j(t), Pj(t)] + [(P
+
r+1)
′(t), P+r+1(t)]
)
well approximates the evolution system Uε for 1εA – notice that V ε is is not only adiabatic
w.r.t. Pr+1 = P−r+1 + P
+
r+1 but also w.r.t. P
−
r+1 and P
+
r+1 separately, where P
±
r+1(t) are
the spectral projections of A(t) corresponding to the parts σ±(t) of the spectrum which
on iR are located below respectively above all the compact parts σ1(t), . . . , σr(t). In
order to see this, set
B±r+1n(t) :=
1
2pii
∫
γ±n t
(z −A(t))−1(P±r+1)′(t)(z −A(t))−1 dz
where γ±n t(τ) := ± τ + c±(t) for τ ∈ [−n, n] with points c±(t) ∈ iR lying in the gap
between σ±(t) and the rest of σ(A(t)) and depending continuously differentiably on t,
and observe that (by the skew-adjointness of A(t))
P±r+1n(t)x :=
1
2pii
∫
γ±n t
(z −A(t))−1x dz −→ P±r+1(t)x−
1
2
x (n→∞)
and∥∥Br+1n(t)∥∥,∥∥B′r+1n(t)∥∥ ≤ ∫ ∞
−∞
c
dist
(
γ±n t(τ), σ(A(t))
)2 dτ ≤ C <∞ (n ∈ N, t ∈ I).
A slightly less general general statement was first proven in [50] by a different method
than the commutator equation technique indicated above.
We close this section with a simple example showing that the conclusion of the above
adiabatic theorems will, in general, fail if A is not (M, 0)-stable.
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Example 3.3. Suppose A, σ, P with A(t) := R(t)−1A0(t)R(t), σ(t) := {λ(t)} and
P (t) := R(t)−1P0R(t) are given as follows in X := `2(I2):
A0(t) :=
(
λ(t) 0
0 0
)
, P0 :=
(
1 0
0 1
)
, R(t) := eCt with C := 2pi
(
0 1
−1 0
)
,
and t 7→ λ(t) ∈ [0,∞) is absolutely continuous such that λ( . ) at only countably many
points accumulating at only finitely many points falls into 0. Then all the hypotheses
of Theorem 3.2 are fullfilled with the sole exception that A is not (M, 0)-stable (because
σ(A(t)) = {0, λ(t)} is contained in the closed left half-plane only for countably many
t ∈ I) and, in fact, the conclusion of this theorems fails. Indeed, since
R(t) = eCt =
(
cos(2pit) sin(2pit)
− sin(2pit) cos(2pit)
)
,
we see that
A(t) = R(t)−1A0(t)R(t) = λ(t)
(
cos2(2pit) cos(2pit) sin(2pit)
cos(2pit) sin(2pit) sin2(2pit)
)
is a positive linear operator (in the lattice sense) for all t ∈ [0, t0] with t0 := 14 . And since
1− P (t0) = P0, we see (by the series expansion for Uε) that
‖(1− P (t0))Uε(t0)P (0)e1‖ =
∣∣ 〈e1, Uε(t0)e1〉 ∣∣ = 〈e1, Uε(t0)e1〉
≥ 1 + 1
ε
∫ t0
0
〈e1, A(τ)e1〉 dτ = 1 + 1
ε
∫ t0
0
λ(τ) cos2(2piτ) dτ,
which right hand side does not converge to 0 as ε↘ 0, as desired. J
An example with non-diagonalizable A(t) and σ(A(t)) = {0, i} showing as well that
the conclusion of the above adiabatic theorems will generally fail if the family A is not
(M, 0)-stable can be found in Joye’s paper [37] at the end of Section 1.
4 Adiabatic theorems without spectral gap condition
After having established general adiabatic theorems with spectral gap condition in Sec-
tion 3, we can now prove an adiabatic theorem without spectral gap condition for general
operators A(t) with not necessarily weakly semisimple spectral values λ(t). In Section 4.1
it appears in a qualitative version and in Section 4.2 in a quantitatively refined version,
and both versions are applied to the special case of spectral operators. We thereby gener-
alize the recent adiabatic theorems without spectral gap condition of Avron, Fraas, Graf,
Grech from [9] and of Schmid from [59], which – although independently obtained – are
essentially the same (except for some regularity subtleties).
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4.1 A qualitative adiabatic theorem without spectral gap condition
We begin with a lemma that will be crucial in the proofs of the presented adiabatic
theorems without spectral gap condition.
Lemma 4.1. Suppose that A : D(A) ⊂ X → X is a densely defined closed linear
operator and that λ ∈ σ(A) and δ0 ∈ (0,∞) and ϑ0 ∈ R such that λ + δeiϑ0 ∈ ρ(A) for
all δ ∈ (0, δ0]. Suppose finally that P is a bounded projection in X such that PA ⊂ AP
and
(1− P )X ⊂ ran (A− λ)m0
for some m0 ∈ N, and that there is M0 ∈ (0,∞) such that∥∥∥(λ+ δeiϑ0 −A)−1(1− P )∥∥∥ ≤ M0
δ
(4.1)
for all δ ∈ (0, δ0]. Then δ
(
λ+ δeiϑ0 −A)−1(1− P )x −→ 0 as δ ↘ 0 for all x ∈ X.
Proof. If x ∈ ran(A− λ)m0 , then x = (λ−A)m0x0 for some x0 ∈ D(Am0) and by (4.1)
δ
(
λ+ δeiϑ0 −A)−1Px = δ(λ+ δeiϑ0 −A)−1P (− δeiϑ0)m0x0
+ δ
m0∑
k=1
(
m0
k
)(
λ+ δeiϑ0 −A)k−1(− δeiϑ0)m0−kPx0 −→ 0
as δ ↘ 0, where of course P := 1−P . And if x ∈ X, then x := Px can be approximated
arbitrarily well by elements y of ran(A− λ)m0 and therefore
δ
(
λ+ δeiϑ0 −A)−1Px = δ(λ+ δeiϑ0 −A)−1P (x− y) + δ(λ+ δeiϑ0 −A)−1Py
can be made arbitrarily small for δ small enough by (4.1) and the first step. 
With this lemma at hand, we can now prove the announced general adiabatic theorem
without spectral gap condition for not necessarily weakly semisimple eigenvalues. Simi-
larly to the works [8] of Avron and Elgart and [69] of Teufel its proof rests upon solving
a suitable approximate commutator equation. In this undertaking the insights from the
special case of poles, especially formula (3.8), will prove to be most helpful.
Theorem 4.2. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear operator such
that Condition 2.9 is satisfied with ω = 0. Suppose further that λ(t) for every t ∈ I
is an eigenvalue of A(t), and that there are numbers δ0 ∈ (0,∞) and ϑ(t) ∈ R such
that λ(t) + δeiϑ(t) ∈ ρ(A(t)) for all δ ∈ (0, δ0] and t ∈ I and such that t 7→ λ(t) and
t 7→ eiϑ(t) are absolutely continuous. Suppose finally that P (t) for every t ∈ I is a
bounded projection in X such that P (t) for almost every t ∈ I is weakly associated with
A(t) and λ(t), suppose there is an M0 ∈ (0,∞) such that∥∥∥(λ(t) + δeiϑ(t) −A(t))−1(1− P (t))∥∥∥ ≤ M0
δ
(4.2)
for all δ ∈ (0, δ0] and t ∈ I, let rkP (0) < ∞ and suppose that t 7→ P (t) is strongly
continuously differentiable.
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(i) If X is arbitrary (not necessarily reflexive), then
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)∥∥ −→ 0 (ε↘ 0),
where Uε and V0 ε are the evolution systems for 1εA and
1
εAP + [P
′, P ] on X for
every ε ∈ (0,∞).
(ii) If X is reflexive and t 7→ P (t) is norm continuously differentiable, then
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (ε↘ 0),
whenever the evolution system Vε for 1εA+[P
′, P ] exists on D for every ε ∈ (0,∞).
Proof. We begin with some preparations which will be used in the proof of both asser-
tion (i) and assertion (ii). As a first preparatory step, we show that t 7→ P (t) is in
W 1,1∗ (I, L(X,Y )) and conclude that P (t)A(t) ⊂ A(t)P (t) for every t ∈ I and that there
is an m0 ∈ N such that P (t)X ⊂ ker(A(t)−λ(t))m0 for every t ∈ I. Since P (t) for almost
every t ∈ I is weakly associated with A(t) and λ(t) and since
dimP (t)X = rkP (0)X <∞
for every t ∈ I (which equality is due to the continuity of t 7→ P (t) and Lemma VII.6.7
of [20]), there is a t-independent constant m0 ∈ N – for instance, m0 := rkP (0) – such
that P (t) is weakly associated of order m0 with A(t) and λ(t) for almost every t ∈ I. In
particular, it follows from Theorem 2.13 that
P (t)X ⊂ ker(A(t)− λ(t))m0 and (1− P (t))X ⊂ ran (A(t)− λ(t))m0
for almost every t ∈ I (with exceptional set N). It now follows by the binomial formula
that
P (t) = Sδ(t)
m0
(
A(t)− λ(t)− δeiϑ(t))m0P (t) = Sδ(t) m0−1∑
k=0
(
m0
k
)(− δeiϑ(t))m0−k·
· Sδ(t)m0−1−k
(
1 + δeiϑ(t)Sδ(t)
)k
P (t)
for every t ∈ I \ N , where Sδ(t) := (A(t) − λ(t) − δeiϑ(t))−1. Since both sides of this
equation depend continuously on t ∈ I, the equation holds for every t ∈ I, and since the
right-hand side belongs to W 1,1∗ (I, L(X,Y )) by Lemma 2.2, we also have
(t 7→ P (t)) ∈W 1,1∗ (I, L(X,Y )). (4.3)
With this regularity property at hand, it is now easy to see that the inclusions
P (t)A(t) ⊂ A(t)P (t) and P (t)X ⊂ ker(A(t)− λ(t))m0 (4.4)
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also hold for t ∈ N (while they clearly hold for t ∈ I \ N). In order to see that (4.4.a)
holds also for t ∈ N , notice that every such t is approximated by a sequence (tn) in I \N
and hence
P (tn)x −→ P (t)x,
A(t)P (tn)x = (A(t)−A(tn))P (tn)x+ P (tn)A(tn)x −→ P (t)A(t)x
for every x ∈ D(A(t)) = D by (4.3). So, (4.4.a) follows by the closedness of A(t).
(Alternatively, we could also have argued as in (3.7).) In order to see that (4.4.b) holds
also for t ∈ N , notice that dimP (t)X = rkP (0) <∞ and P (t)A(t) ⊂ A(t)P (t) for every
t ∈ I, so that P (t)X = P (t)D(A(t)) and P (t)X ⊂ D(A(t)m0) as well as
(A(t)− λ(t))m0P (t) = ((A(t)− λ(t))P (t))m0
for every t ∈ I. So, (4.4.b) follows by (4.3).
As a second preparatory step, we solve – in accordance with the proof of the adiabatic
theorems with spectral gap condition – a suitable (approximate) commutator equation.
Inspired by (3.8), we define the operators
Bn δ(t) :=
m0−1∑
k=0
( k+1∏
i=1
Rδi(t)
)
Qn(t)(λ(t)−A(t))kP (t)
+
m0−1∑
k=0
(λ(t)−A(t))kP (t)Qn(t)
( k+1∏
i=1
Rδi(t)
)
(4.5)
for n ∈ N, δ := (δ1, . . . , δm0) ∈ (0, δ0]m0 and t ∈ I, where
Rδ(t) := Rδ(t)P (t) with Rδ(t) :=
(
λ(t) + δeiϑ(t) −A(t))−1 and P (t) := 1− P (t)
for δ ∈ (0, δ0], and where
Qn(t) :=
∫ 1
0
J1/n(t− r)P ′(r) dr
with (J1/n) being a standard mollifier in C∞c ((0, 1),R). In other words, Qn is obtained
from P ′ by mollification, whence t 7→ Qn(t) is strongly continuously differentiable and
Qn(t) −→ P ′(t) as n→∞ w.r.t. the strong operator topology for t ∈ (0, 1) and
sup{‖Qn(t)‖ : t ∈ I, n ∈ N} ≤ sup
t∈I
∥∥P ′(t)∥∥ .
We now show that the operators Bn δ(t) satisfy the approximate commutator equation
Bn δ(t)A(t)−A(t)Bn δ(t) + Cn δ(t) ⊂ [Qn(t), P (t)] (4.6)
with remainder terms Cn δ(t) that will have to be suitably controlled below. Since
(λ−A)
( k+1∏
i=1
Rδi
)
=
( ∏
1≤i≤k
Rδi
)
− δk+1eiϑ
( k+1∏
i=1
Rδi
)
⊃
( k+1∏
i=1
Rδi
)
(λ−A)
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(the t-dependence being suppressed here and in the following lines for the sake of conve-
nience), it follows that
(λ−A)Bn δ =
m0−1∑
k=0
( ∏
1≤i≤k
Rδi
)
Qn(λ−A)kP +
m0−1∑
k=0
(λ−A)k+1PQn
( k+1∏
i=1
Rδi
)
− C+n δ
Bn δ(λ−A) ⊂
m0−1∑
k=0
( k+1∏
i=1
Rδi
)
Qn(λ−A)k+1P +
m0−1∑
k=0
(λ−A)kPQn
( ∏
1≤i≤k
Rδi
)
− C−n δ
where we used the abbreviations
C+n δ :=
m0−1∑
k=0
δk+1e
iϑ
( k+1∏
i=1
Rδi
)
Qn(λ−A)kP,
C−n δ :=
m0−1∑
k=0
(λ−A)kPQn δk+1eiϑ
( k+1∏
i=1
Rδi
)
. (4.7)
Subtracting Bn δ(λ − A) from (λ − A)Bn δ and noticing that, by doing so, of all the
summands not belonging to C+n δ, C
−
n δ only
QnP −
( m0∏
i=1
Rδi
)
Qn(λ−A)m0P + (λ−A)m0PQn
( m0∏
i=1
Rδi
)
− PQn = [Qn, P ]
remains (remember (4.4)), we see that
Bn δA−ABn δ ⊂ [Qn, P ]− C+n δ + C−n δ
which is nothing but (4.6) if one defines Cn δ := C+n δ − C−n δ.
As a third preparatory step we observe that t 7→ Bn δ(t) belongs to W 1,1∗ (I, L(X,Y ))
and estimate Bn δ as well as B′n δ. Since
t 7→ (A(t)− λ(t))kP (t) = ((A(t)− λ(t))P (t))k = P (t)((A(t)− λ(t))P (t))k (4.8)
is inW 1,1∗ (I, L(X,Y )) by the first preparatory step the assertedW
1,1
∗ (I, L(X,Y ))-regularity
of t 7→ Bn δ(t) follows from Lemma 2.2. Additionally, there is a constant c such that
sup
t∈I
∥∥Bn δ(t)∥∥ ≤ m0∑
k=1
c
( k∏
i=1
δi
)−1
(4.9)
for all δ ∈ (0, δ0]m0 by the assumed resolvent estimate and the continuity of (4.8) just
established. And since
‖Rδ(t)‖X,X ≤
m0−1∑
k=0
1
δk+1
∥∥∥(A(t)− λ(t))kP (t)∥∥∥
X,X
+
∥∥Rδ(t)∥∥X,X ≤ cδm0
as well as∥∥Rδ(t)∥∥X,Y ≤ ∥∥(A(t)− 1)−1∥∥X,Y ∥∥(A(t)− 1)Rδ(t)∥∥X,X ≤ cδ
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for all t ∈ I and all δ ∈ (0, δ0] (with another constant c) by the assumed resolvent
estimate and the continuity of of (4.8) just established, it follows from Lemma 2.2 that
there is a W 1,1∗ -derivative R
′
δ of t 7→ Rδ(t) such that∫ 1
0
∥∥R′δ(s)∥∥ ds ≤ cδm0+1 (4.10)
for all δ ∈ (0, δ0] (with yet another constant c) and, hence, that there is aW 1,1∗ -derivative
B′n δ of t 7→ Bn δ(t) such that∫ 1
0
∥∥B′n δ(s)∥∥ ds ≤ m0∑
k=1
cn
( k∏
i=1
δi
)−(m0+1)
(4.11)
for all δ ∈ (0, δ0]m0 and some constant cn ∈ (0,∞) depending on the supremum norm
supt∈I ‖Q′n(t)‖ of the strong derivative of t 7→ Qn(t).
As a fourth and last preparatory step, we observe that for every ε ∈ (0,∞) the evolution
system V0 ε for 1εAP + [P
′, P ] exists on X and is adiabatic w.r.t. P and satisfies the
estimate
‖V0 ε(t, s)P (s)‖ ≤MceMc(t−s) (4.12)
for all (s, t) ∈ ∆, where c is an upper bound of t 7→ ‖P (t)‖ , ‖P ′(t)‖. Indeed, t 7→ A(t)P (t)
is strongly continuous (by the first preparatory step) and therefore the evolution system
V0 ε for 1εAP + [P
′, P ] exists on X (Theorem 5.1.1 of [56]) and is adiabatic w.r.t. P for
every ε ∈ (0,∞) (by virtue of (4.4.a) and Proposition 2.17) . It follows that for all x ∈ X
and (s, t) ∈ ∆ the map [s, t] 3 τ 7→ Uε(t, τ)V0 ε(τ, s)P (s)x is continuously differentiable
by Lemma 2.7 (use the adiabaticity of V0 ε w.r.t. P and (4.4.b)) with derivative
τ 7→ Uε(t, τ)
(1
ε
A(τ)P (τ)− 1
ε
A(τ) + [P ′(τ), P (τ)]
)
V0 ε(τ, s)P (s)x
= Uε(t, τ)P
′(τ)V0 ε(τ, s)P (s)x,
where in the last equation the adiabaticity of V0 ε w.r.t. P and (2.22) are used. So,
V0 ε(t, s)P (s)x− Uε(t, s)P (s)x = Uε(t, τ)V0 ε(τ, s)P (s)x
∣∣τ=t
τ=s
=
∫ t
s
Uε(t, τ)P
′(τ)V0 ε(τ, s)P (s)x dτ (4.13)
for all (s, t) ∈ ∆ and x ∈ X, and this integral equation, by the Gronwall inequality, yields
the desired estimate for V0 ε(t, s)P (s).
After these preparations we can now turn to the main part of the proof where the
cases (i) and (ii) have to be treated separately. We first prove assertion (i). As has
already been shown in (4.13),
(
V0 ε(t)− Uε(t)
)
P (0)x = Uε(t, s)V0 ε(s)P (0)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)P
′(s)V0 ε(s)P (0)x ds
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so that, by rewriting the right hand side of this equation, we obtain(
V0 ε(t)− Uε(t)
)
P (0)x =
∫ t
0
Uε(t, s) (P
′(s)−Qn(s))P (s)V0 ε(s)P (0)x ds
+
∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0)x ds (4.14)
for all t ∈ I, ε ∈ (0,∞) and x ∈ X. Since Qn(s)P (s) −→ P ′(s)P (s) for every s ∈ (0, 1)
by the strong convergence of (Qn(s)) to P ′(s) for s ∈ (0, 1) and by rkP (s) = rkP (0) <∞
for s ∈ I, it follows by (4.12) and by the dominated convergence theorem that
sup
ε∈(0,∞)
sup
t∈I
∥∥∥∥∫ t
0
Uε(t, s) (P
′(s)−Qn(s))P (s)V0 ε(s)P (0) ds
∥∥∥∥ −→ 0 (4.15)
as n→∞. In view of (4.14) we therefore have to show that for each fixed n ∈ N
sup
t∈I
∥∥∥∥∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0) ds
∥∥∥∥ −→ 0 (4.16)
as ε ↘ 0. So let n ∈ N be fixed for the rest of the proof. Since s 7→ Bn δ(s) is
in W 1,1∗ (I, L(X,Y )) by the third preparatory step and since [0, t] 3 s 7→ Uε(t, s)|Y ∈
L(Y,X) as well as s 7→ V0 ε(s) ∈ L(X) are continuously differentiable w.r.t. the respective
strong operator topologies, Lemma 2.2 yields that
[0, t] 3 s 7→ Uε(t, s)Bn δ(s)V0 ε(s)P (0)x
is the continuous representative of an element of W 1,1([0, t], X) for every x ∈ X. With
the help of the approximate commutator equation (4.6) of the second preparatory step,
we therefore see that∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0)x ds = ε
∫ t
0
Uε(t, s)
(
− 1
ε
A(s)Bn δ(s)
+ Bn δ(s)
1
ε
A(s)
)
V0 ε(s)P (0)x ds +
∫ t
0
Uε(t, s)C
+
n δ(s)V0 ε(s)P (0)x ds
= εUε(t, s)Bn δ(s)V0 ε(s)P (0)x
∣∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′n δ(s) +Bn δ(s)[P
′(s), P (s)]
)
V0 ε(s)P (0)x ds+
∫ t
0
Uε(t, s)C
+
n δ(s)V0 ε(s)P (0)x ds (4.17)
for all t ∈ I, ε ∈ (0,∞), x ∈ X and δ ∈ (0, δ0]m0 . We now want to find functions
ε 7→ δ1 ε, . . . , δm0 ε defined on a small interval (0, δ′0] and converging to 0 as ε ↘ 0
in such a way that, if they are inserted in the right hand side of (4.17), the desired
convergence (4.16) follows. In view of the estimates (4.9), (4.11) and∫ 1
0
∥∥C+n δ(s)∥∥ ds ≤ m0∑
k=1
c
( ∏
1≤i<k
δi
)−1 ∫ 1
0
∥∥δkRδk(s)Qn(s)P (s)∥∥ ds, (4.18)
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we would like the functions ε 7→ δi ε to converge to 0 so slowly that
ε
( k∏
i=1
δi ε
)−(m0+1) −→ 0 (ε↘ 0) (4.19)
( ∏
1≤i<k
δi ε
)−1 ∫ 1
0
∥∥δk εRδk ε(s)Qn(s)P (s)∥∥ ds −→ 0 (ε↘ 0) (4.20)
for all k ∈ {1, . . . ,m0}. Since
η+n (δ) :=
∫ 1
0
∥∥δRδ(s)Qn(s)P (s)∥∥ ds −→ 0 (δ ↘ 0) (4.21)
by Lemma 4.1, by rkP (s) = rkP (0) < ∞ and by the dominated convergence theorem,
such functions ε 7→ δi ε really can be found. Indeed, define recursively
δm0 ε := ε
1
(m0+1)
2 and δm0−l ε := max
{(( ∏
m0−l+1≤i<k
δi ε
)−1
η+n (δk ε)
) 1
2
:
k ∈ {m0 − l + 1, . . . ,m0}
}
∪
{
ε
1
(m0+1)
2
}
for l ∈ {1, . . . ,m0−1}. With the help of (4.21) it then successively follows, by proceeding
from larger to smaller indices i, that δi ε −→ 0 as ε↘ 0 for all i ∈ {1, . . . ,m0} (so that,
in particular, δi ε ∈ (0, δ0] for small enough ε whence the expressions η+n (δi ε) used in the
recursive definition make sense for small ε in the first place) and that (4.19) and (4.20)
are satisfied. Assertion (i) now follows from (4.14), (4.15), (4.17) by virtue of (4.9),
(4.11), (4.18) and (4.12)
We now prove assertion (ii) and, for that purpose, additionally assume that X is
reflexive and t 7→ P (t) is norm continuously differentiable. Analogously to (4.14) we
obtain (
Vε(t)− Uε(t)
)
x =
∫ t
0
Uε(t, s) [P
′(s)−Qn(s), P (s)]Vε(s)x ds
+
∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s)x ds (4.22)
for all t ∈ I, ε ∈ (0,∞) and x ∈ D(A(0)) = D. Since Qn(s) −→ P ′(s) for every s ∈ (0, 1)
by the additionally assumed norm continuous differentiability of t 7→ P (t), it follows by
Lemma 2.5 and by the dominated convergence theorem that
sup
ε∈(0,∞)
sup
t∈I
∥∥∥∥∫ t
0
Uε(t, s) [P
′(s)−Qn(s), P (s)]Vε(s) ds
∥∥∥∥ −→ 0 (4.23)
as n→∞. In view of (4.22) we therefore have to show that for each fixed n ∈ N
sup
t∈I
∥∥∥∥∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s) ds
∥∥∥∥ −→ 0 (4.24)
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as ε↘ 0. So let n ∈ N be fixed for the rest of the proof. Again completely analogously
to the proof of (i) it follows that
[0, t] 3 s 7→ Uε(t, s)Bn δ(s)Vε(s)x
is the continuous representative of an element of W 1,1([0, t], X) for every x ∈ D(A(0)) =
D. With the help of the approximate commutator equation (4.6) of the second prepara-
tory step, we therefore see that∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s)x ds =
1
ε
∫ t
0
Uε(t, s)
(
− 1
ε
A(s)Bn δ(s)
+ Bn δ(s)
1
ε
A(s)
)
Vε(s)x ds +
∫ t
0
Uε(t, s)Cn δ(s)Vε(s)x ds
= εUε(t, s)Bn δ(s)Vε(s)x
∣∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′n δ(s) +Bn δ(s)[P
′(s), P (s)]
)
Vε(s)x ds+
∫ t
0
Uε(t, s)Cn δ(s)Vε(s)x ds (4.25)
for all t ∈ I, ε ∈ (0,∞), x ∈ D(A(0)) = D and δ ∈ (0, δ0]m0 . In view of the estimates
(4.9), (4.11), (4.18) and∫ 1
0
∥∥C−n δ(s)∥∥ ds ≤ m0∑
k=1
c
( ∏
1≤i<k
δi
)−1 ∫ 1
0
∥∥P (s)Qn(s)δkRδk(s)∥∥ ds, (4.26)
we would now like to find functions ε 7→ δ1 ε, . . . , δm0 ε defined on a small interval (0, δ′0]
and converging to 0 as ε↘ 0 so slowly that (4.19), (4.20) and( ∏
1≤i<k
δi ε
)−1 ∫ 1
0
∥∥P (s)Qn(s)δk εRδk ε(s)∥∥ ds −→ 0 (ε↘ 0) (4.27)
are satisfied for all k ∈ {1, . . . ,m0}. Why is it possible to find such functions ε 7→ δi ε?
In essence, this is because of (4.21) and because
η−n (δ) :=
∫ 1
0
∥∥P (s)Qn(s)δRδ(s)∥∥ ds −→ 0 (δ ↘ 0), (4.28)
which last convergence can be seen as follows: by virtue of Proposition 2.16, which
applies by the additionally assumed reflexivity of X, P (s)∗ is weakly associated of order
m0 with A(s)∗ and λ(s) for almost every s ∈ I, and therefore Lemma 4.1 together with
rkP (s)∗ = rkP (s) <∞ yields the convergence∥∥P (s)Qn(s)δRδ(s)∥∥ = ∥∥δRδ(s)∗Qn(s)∗P (s)∗∥∥ −→ 0 (δ ↘ 0)
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for almost every s ∈ I, from which (4.28) follows by the dominated convergence theorem.
We now recursively define
δm0 ε := ε
1
(m0+1)
2 and δm0−l ε := max
{(( ∏
m0−l+1≤i<k
δi ε
)−1
η+n (δk ε)
) 1
2
,
(( ∏
m0−l+1≤i<k
δi ε
)−1
η−n (δk ε)
) 1
2
: k ∈ {m0 − l + 1, . . . ,m0}
}
∪
{
ε
1
(m0+1)
2
}
for l ∈ {1, . . . ,m0−1}. With the help of (4.21) and (4.28) it then successively follows, by
proceeding from larger to smaller indices i, that δi ε −→ 0 as ε↘ 0 for all i ∈ {1, . . . ,m0}
and that (4.19), (4.20) and (4.27) are satisfied. Assertion (ii) now follows from (4.22),
(4.23), (4.25) by virtue of (4.9), (4.11), (4.18), (4.26) and Lemma 2.5. 
Some remarks, which in particular clarify the relation of the above theorem with the
adiabatic theorem without spectral gap condition from [9] and [59], are in order.
1. Clearly, the adiabatic theorem above generalizes the adiabatic theorems without
spectral gap condition from [9] (Theorem 11) and [59] (Theorem 6.4) which cover the
case of general operators A(t) and weakly semisimple eigenvalues λ(t) under less general
regularity conditions. In the special case where the eigenvalues λ(t) from the above
theorem lie on the imaginary axis iR for every t ∈ I, these eigenvalues are automatically
weakly semisimple by the (M, 0)-stability hypothesis of the theorem and by the weak
associatedness hypothesis. (Argue as in the second remark at the beginning of Section 3.3
to obtain that P (t) is weakly associated of order 1 with A(t) and λ(t) for almost every t.)
And so, the above adiabatic theorem – in the special case of purely imaginary eigenvalues
– essentially reduces to the adiabatic theorems without spectral gap condition from [9]
and [59].
2. An inspection of the above proof shows that if the finite-rank hypothesis on P (0)
is the only one to be violated, then one still has the strong convergence
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)x∥∥ −→ 0 (ε↘ 0) for every x ∈ X, (4.29)
provided that λ(t) is even a weakly semisimple eigenvalue of A(t) for almost every t ∈ I.
(In order to see this, notice that, under this extra condition, the inclusion P (t)X ⊂
ker(A(t)−λ(t)) holds for every t ∈ I by a closedness argument similar to the one in (3.7)
and the ε-dependence of V0 ε(s)P (0) is solely contained in a scalar factor,
V0 ε(s)P (0) = e
1
ε
∫ s
0 λ(τ) dτ W (s)P (0) (s ∈ I),
where W denotes the evolution system for [P ′, P ].) See [9] (Theorem 11).
3. As in the case with spectral gap, the adiabatic theorem without spectral gap
condition above can be extended to several eigenvalues λ1(t), . . . , λr(t). If A, λj , Pj
for all j ∈ {1, . . . , r} satisfy the hypotheses of part (ii) of the above adiabatic theorem
and if for all j 6= j′ one has λj 6= λj′ almost everywhere, then the evolution system Vε
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for 1εA+K with K as in (3.10) is adiabatic w.r.t. all the Pj and well approximates the
evolution system Uε for 1εA in the sense that
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (ε↘ 0), (4.30)
provided Vε exists on D. It seems that this version of the adiabatic theorem for several
eigenvalues is new even in the special case of skew-adjoint operators A(t). In order to
prove this version of the theorem, set Bδ n(t) := 12
∑r+1
j=1 Bj δ n(t) where
Bj δ n := Bjj δ n for j ∈ {1, . . . , r} and Br+1 δ n :=
r∑
j,j′=1
Bjj′ δ n
Bjj′ δ n :=
mj−1∑
k=0
( k+1∏
i=1
Rj δi
)
Qj′n(λj −A)kPj +
mj−1∑
k=0
(λj −A)kPjQj′n
( k+1∏
i=1
Rj δi
)
with Rj δ(t) := (λj(t)+δeiϑj(t)−A(t))−1(1−Pj(t)) and Qj′n(t) :=
∫ 1
0 J1/n(t−r)P ′j′(r) dr
andmj := rkPj(t). It then follows as in the proof of the above theorem that the operators
Bδ n(t) satisfy the approximate commutator equation
Bδ n(t)A(t)−A(t)Bδ n(t) + Cδ n(t) ⊂ Kn(t) (4.31)
for every t ∈ I, where the operators Kn(t) on the right-hand side are given by
Kn :=
1
2
r∑
j=1
P jQjnPj − PjQjnP j + 1
2
r∑
j,j′=1
P jQj′nPj − PjQj′nP j
and where the remainder terms Cδ n(t) are given by Cδ n(t) := 12
∑r+1
j=1 Cj δ n(t) with
Cj δ n := Cjj δ n for j ∈ {1, . . . , r} and Cr+1 δ n :=
r∑
j,j′=1
Cjj′ δ n
Cjj′ δ n :=
mj−1∑
k=0
δk+1e
iϑj
( k+1∏
i=1
Rj δi
)
Qj′nPj(λj −A)k
−
mj−1∑
k=0
(λj −A)kPjQj′nδk+1eiϑj
( k+1∏
i=1
Rj δi
)
.
It also follows that
Kn(t) −→ K(t) (n→∞) (4.32)
for all t ∈ (0, 1), because Pj(t)P ′j′(t)Pj(t) = 0 for j, j′ ∈ {1, . . . , r} and all t ∈ I (for
j = j′ recall (2.22) and for j 6= j′ use P ′j′ = P ′j′Pj′ + Pj′P ′j′ and the third remark after
Theorem 2.13) and because [P ′r+1, Pr+1] = [(1−Pr+1)′, 1−Pr+1]. With (4.31) and (4.32)
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at hand, the assertion (4.30) can be proved in the same way as part (ii) of the above
adiabatic theorem.
We close this section with a corollary tailored to the special situation of spectral
operators. In this situation there are relatively simple and convenient criteria for the
assumptions – in particular, the reduced resolvent estimate – of the above adiabatic
theorem to be satisfied.
Corollary 4.3. Suppose A(t) : D ⊂ X → X for every t ∈ I is a spectral operator
with spectral measure PA(t) such that Condition 2.9 is satisfied with ω = 0 and such
that supt∈I supE∈BC
∥∥PA(t)(E)∥∥ < ∞. Suppose further that λ(t) for every t ∈ I is an
eigenvalue of A(t) such that the open sector
λ(t) + δ0 S(ϑ(t)−ϑ0,ϑ(t)+ϑ0) :=
{
λ(t) + δeiϑ : δ ∈ (0, δ0), ϑ ∈ (ϑ(t)− ϑ0, ϑ(t) + ϑ0)
}
of radius δ0 ∈ (0,∞) and angle 2ϑ0 ∈ (0, pi) for every t ∈ I is contained in ρ(A(t)) and
such that rkPA(t)({λ(t)}) <∞ for almost every t ∈ I and t 7→ λ(t), eiϑ(t) are absolutely
continuous. Suppose finally that A(t)|PA(t)(σ(t))D for every t ∈ I is of scalar type for some
punctured neighborhood
σ(t) := σ(A(t)) ∩Br0(λ(t)) \ {λ(t)}
of λ(t) in σ(A(t)) of radius r0 ∈ (0,∞)∪{∞} and that t 7→ PA(t)({λ(t)}) coincides almost
everywhere with a strongly continuously differentiable map t 7→ P (t) and t 7→ PA(t)(τ(t))
is continuous, where τ(t) := σ(A(t)) \ (σ(t) ∪ {λ(t)}). Then the conclusions (i) and (ii)
of the preceding adiabatic theorem hold true.
Proof. We first observe that PA(t)({λ(t)}) is weakly associated with A(t) and λ(t) for
every t ∈ I where rkPA(t)({λ(t)}) <∞ by Proposition 2.14 and therefore P (t) is weakly
associated with A(t) and λ(t) for almost every t ∈ I. Also, rkP (0) = rkP (t) =
rkPA(t)({λ(t)}) < ∞ for almost every t ∈ I by the continuity of t 7→ P (t). We now
verify the (reduced) resolvent estimate (4.2) from the theorem above by showing that∥∥∥(λ(t) + δeiϑ(t) −A(t))−1PA(t)(σ(t))∥∥∥ ≤ M0 1
δ
(4.33)∥∥∥(λ(t) + δeiϑ(t) −A(t))−1PA(t)(τ(t))∥∥∥ ≤M0 2 (4.34)
for every t ∈ I and δ ∈ (0, δ′0]. Without loss of generality we may assume that λ(t) 6= 0
for all t ∈ I (because otherwise we can choose c ∈ iR such that λ(t) + c 6= 0 for all t and
consider the shifted data Ac(t) := A(t) + c, λc(t) := λ(t) + c and Pc(t) := P (t)). In order
to see (4.33) notice that(
λ(t) + δeiϑ(t) −A(t))−1PA(t)(σ(t)) = (λ(t) + δeiϑ(t) −Aσ(t))−1Pσ(t)
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where Aσ(t) := A(t)|PA(t)(σ(t))D and Pσ(t) := PA(t)(σ(t)), and that, by the scalar-type
spectrality of Aσ(t) and Theorem XVIII.2.11 of [20],∣∣〈x∗, (λ(t) + δeiϑ(t) −Aσ(t))−1Pσ(t)x〉∣∣ ≤ ∫
σ(Aσ(t))
1
|λ(t) + δeiϑ(t) − z| d
∣∣PAσ(t)x∗,Pσ(t)x∣∣(z)
≤ 1
dist(λ(t) + δeiϑ(t), σ(A(t)))
∣∣PAσ(t)x∗,Pσ(t)x∣∣(C) (4.35)
where |PAσ(t)y∗,y | denotes the total variation of the complex measure E 7→ PAσ(t)y∗,y (E) :=〈
y∗, PAσ(t)(E)y
〉
for y ∈ Pσ(t)X, y∗ ∈ (Pσ(t)X)∗. Since, by PAσ(t)(E) = PA(t)(E)|Pσ(t)X
and Lemma III.1.5 of [20],∣∣PAσ(t)x∗,Pσ(t)x∣∣(C) ≤ 4 sup
E∈BC
∣∣〈x∗, PA(t)(E ∩ σ(t))x〉∣∣ ≤ 4M ′ ‖x∗‖ ‖x‖
for every t ∈ I (where M ′ := supt∈I supE∈BC
∥∥PA(t)(E)∥∥ < ∞) and since, by the sector
condition,
dist
(
λ(t) + δeiϑ(t), σ(A(t))
) ≥ (sinϑ0) δ
for every t ∈ I and δ ∈ (0, δ′0] (where δ′0 is chosen small enough), the desired esti-
mate (4.33) follows from (4.35). In order to see (4.34) notice that, by λ(t) 6= 0 for
t ∈ I,
λ(t) + δeiϑ(t) /∈ σ(A˜τ (t)) ⊂ τ(t) ∪ {0} ⊂ C \Br0(λ(t)) ∪ {0}
for every t ∈ I and δ ∈ [0, δ′0] (where δ′0 is chosen small enough), and that(
λ(t) + δeiϑ(t) −A(t))−1PA(t)(τ(t)) = (λ(t) + δeiϑ(t) − A˜τ (t))−1Pτ (t),
where A˜τ (t) := A(t)PA(t)(τ(t)) and Pτ (t) := PA(t)(τ(t)). (Also notice that in the case
r0 = ∞ there is nothing to show because then τ(t) = ∅ for every t ∈ I.) We now show
that t 7→ A˜τ (t) is continuous in the generalized sense. Since, for every fixed z ∈ C with
Re z > 0,
(z − A˜τ (t))−1 =
(
z −A(t)Pτ (t)
)−1
Pτ (t) +
(
z −A(t)Pτ (t)
)−1
(1− Pτ (t))
= (z −A(t))−1Pτ (t) + 1
z
(1− Pτ (t)) (4.36)
and since (1− Pτ (t))X = PA(t)(σ(t) ∪ {λ(t)})X ⊂ D(A(t)) = D by the boundedness of
σ(t) ∪ {λ(t)} = Br0(λ(t)) ∩ σ(A(t)), we obtain (z − A˜τ (t0))−1X ⊂ D ⊂ D(A˜τ (t)) and
therefore
(z − A˜τ (t))−1 − (z − A˜τ (t0))−1 = (z − A˜τ (t))−1
(
A˜τ (t)− A˜τ (t0)
)
(z − A˜τ (t0))−1 (4.37)
for every t, t0 ∈ I. Since
A˜τ (t)(z − A˜τ (t0))−1 = Pτ (t)A(t)(z − A˜τ (t0))−1 −→ Pτ (t0)A(t0)(z − A˜τ (t0))−1
= A˜τ (t0)(z − A˜τ (t0))−1 (t→ t0)
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by the assumed continuity of t 7→ Pτ (t) and the W 1,1∗ -regularity of t 7→ A(t), and since
supt∈I ‖(z− A˜τ (t))−1‖ <∞ by (4.36) and the (M, 0)-stability of A, it follows from (4.37)
that t 7→ (z − A˜τ (t))−1 is continuous and therefore t 7→ A˜τ (t) is continuous in the
generalized sense (Theorem IV.2.25 of [42]). In particular, I × [0, δ′0] 3 (t, δ) 7→
(
λ(t) +
δeiϑ(t) − A˜τ (t)
)−1 is continuous by Theorem IV.3.15 of [42], hence bounded, and the
desired estimate (4.34) follows. Combining now (4.33) and (4.34) we obtain the desired
resolvent estimate (4.2) because 1−P (t) = 1−PA(t)({λ(t)}) = PA(t)(σ(t)) +PA(t)(τ(t))
for almost every t ∈ I and because the left-hand side of (4.2) is continuous in t. 
4.2 A quantitative adiabatic theorem without spectral gap condition
As a supplement to the qualitative adiabatic theorem above (Theorem 4.2), we note
the following quantitative refinement. It implies that, if in the situation of the above
theorem the maps t 7→ A(t), λ(t), eiϑ(t) and t 7→ P (t) are even W 1,∞∗ - or W 2,∞∗ -regular
respectively, then the rate of convergence (Lemma 4.1!) of the integrals
η+(δ) :=
∫ 1
0
∥∥∥δ(λ(s) + δeiϑ(s) −A(s))−1P ′(s)P (s)∥∥∥ ds,
η−(δ) :=
∫ 1
0
∥∥∥P (s)P ′(s)δ(λ(s) + δeiϑ(s) −A(s))−1∥∥∥ ds (4.38)
yields a simple upper bound on the rate of convergence of supt∈I ‖Uε(t)− Vε(t)‖ which
we are interested in here. See [69] for an analogous result in the case of skew-adjoint
operators A(t).
Theorem 4.4. Suppose that A(t), λ(t), P (t) are as in Theorem 4.2 with X not neces-
sarily reflexive and that t 7→ A(t) is even in W 1,∞∗ (I, L(Y,X)), t 7→ λ(t), eiϑ(t) are even
Lipschitz and t 7→ P (t) is even in W 2,∞∗ (I, L(X)). Suppose further that η : (0, δ0] ⊂
(0, 1]→ (0,∞) is a function such that η(δ) −→ 0 as δ ↘ 0 and
η(δ) ≥ δ as well as η±(δ) ≤ η(δ)
for all δ ∈ (0, δ0] with η± as above. Then there is a constant c such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c η˜m0
(
ε2/(m0(m0+1))
)
= c (η˜ ◦ · · · ◦ η˜)(ε2/(m0(m0+1)))
for ε sufficiently small, where η˜(δ) := η(δ
1
2 ).
Proof. We proceed as in the proof of the qualitative adiabatic theorem above, but now
replace Qn and Q′n at any occurrence by P ′ and P ′′. We can then conclude from (4.22)
and (4.25) (with the replacements just mentioned) that there is a constant c′ such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c′
( m0∑
k=1
ε
( k∏
j=1
δj
)−1
+
m0∑
k=1
ε
(
δm0+1k
∏
j 6=k
δj
)−1
η(δk)
+
m0∑
k=1
( ∏
1≤j<k
δj
)−1
η(δk)
)
(4.39)
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for all δ1, . . . , δm0 ∈ (0, δ0] and ε ∈ (0,∞). In this estimate the first, second, and third
sum correspond to the Bδ-, B′δ-, Cδ-terms in (4.25), respectively. See (4.9) and (4.18),
(4.26) for the estimation of the Bδ-terms and Cδ-terms. In order obtain the upper
bound for the B′δ-terms, refine the estimate (4.11) on
∫ 1
0 ‖B′δ(s)‖ ds from the proof of
the previous theorem by using the fact that
ess-sup
s∈I
∥∥(A′(s)− λ′(s)− δ r′(s))(A(s)− 1)−1∥∥ ≤ c <∞, (4.40)
where the additional assumption that t 7→ A(t) and t 7→ λ(t), r(t) := eiϑ(t) be even
W 1,∞∗ -regular enters. It follows from this that the integral (from 0 to 1) of the critical
terms in B′δ, namely
Rδ1(s) · · ·Rδl(s)
(
A′ − λ′ − δl r′
)
(s)Rδl(s) · · ·Rδk(s)P ′(s)P (s), (4.41)
P (s)P ′(s)Rδ1(s) · · ·Rδl(s)(A′ − λ′ − δl r′)(s)Rδl(s) · · ·Rδk(s), (4.42)
can be estimated by (δm0+1l
∏
j 6=l δj)
−1η(δl) for all l ∈ {1, . . . , k}, as desired. (In order
to see this, insert in both of the above products (4.41) and (4.42) the identity operators
(A(s)− 1)−1(A(s)− 1) behind (A′ − λ′ − δl r′)(s), commute (A(s)− 1)Rδl(s) directly in
front of P ′(s)P (s) and Rδl(s) directly behind P (s)P
′(s) respectively, and then use (4.40)
together with the fact that∫ 1
0
∥∥(A(s)− 1)Rδ(s)P ′(s)P (s)∥∥ ds, ∫ 1
0
∥∥P (s)P ′(s)Rδ(s)∥∥ ds ≤ c η(δ)
δ
and that sups∈I ‖Rδ(s)‖ , sups∈I ‖(A(s)− 1)Rδ(s)‖ ≤ cδm0 for all sufficiently small δ ∈
(0, δ0].) We now recursively define
δm0 ε := ε
1
m0(m0+1) and δm0−k ε :=
(
η(δm0−k+1 ε)
) 1
2
for ε so small that δm0−k+1 ε lies in (0, δ0] and for k ∈ {1, . . . ,m0−1}. (It should be noticed
that δm0−k+1 ε −→ 0 as ε↘ 0 because η(δ) −→ 0 and that δm0−k+1 ε therefore really lies
in the domain (0, δ0] of η for sufficiently small ε.) Since η(δ1 ε) = η˜m0(ε2/(m0(m0+1))) and
1
δk−1 ε η(δk ε) = δk−1 ε ≤ η(δk−1 ε) for k ∈ {2, . . . ,m0}, it follows by induction that( ∏
1≤j<k
δj ε
)−1
η(δk ε) ≤ η˜m0
(
ε2/(m0(m0+1))
)
(4.43)
and, in particular, η(δk ε) ≤ η˜m0
(
ε2/(m0(m0+1))
)
for all k ∈ {1, . . . ,m0} and sufficiently
small ε. Since δm0 ε ≤ δm0−k+1 ε ≤ δm0−k ε for k ∈ {1, . . . ,m0− 1} and small ε, it further
follows that
ε
( k∏
j=1
δj ε
)−1 ≤ ε(δm0+1k ε ∏
j 6=k
δj ε
)−1
η(δk ε) ≤ ε
( m0∏
j=1
δm0 ε
)−(m0+1)
η˜m0
(
ε2/(m0(m0+1))
)
= η˜m0
(
ε2/(m0(m0+1))
)
(4.44)
for all k ∈ {1, . . . ,m0} and sufficiently small ε. Combining (4.39), (4.43) and (4.44) we
finally obtain the assertion. 
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We now specialize to the case of spectral operators A(t) of scalar type and note the
following quantitative adiabatic theorem tailored to scalar-type spectral operators A(t)
whose spectral measures PA(t) are Hölder continuous in t around λ(t) in some sense
(which, in particular, means that in a punctured neighborhood of λ(t) there is no more
eigenvalue of A(t)). It generalizes a result for skew-adjoint A(t) of Avron and Elgart
(Corollary 1 in [8]) and a refinement of it due to Teufel (Remark 1 in [69]) and improves
the rates of convergence given there.
Corollary 4.5. Suppose A(t) : D ⊂ X → X for every t ∈ I is a spectral operator of
scalar type (with spectral measure PA(t)) such that Condition 2.9 is satisfied with ω = 0
and such that supt∈I supE∈BC
∥∥PA(t)(E)∥∥ <∞. Suppose further that λ(t) for every t ∈ I
is an eigenvalue of A(t) such that the open sector
λ(t) + δ0 S(ϑ(t)−ϑ0,ϑ(t)+ϑ0) :=
{
λ(t) + δeiϑ : δ ∈ (0, δ0), ϑ ∈ (ϑ(t)− ϑ0, ϑ(t) + ϑ0)
}
of radius δ0 ∈ (0,∞) and angle 2ϑ0 ∈ (0, pi) for every t ∈ I is contained in ρ(A(t)) and
such that t 7→ λ(t), eiϑ(t) are absolutely continuous. Suppose finally that P (t) for every
t ∈ I is a bounded projection in X such that P (t) = PA(t)({λ(t)}) for almost every t ∈ I
and t 7→ P (t) is in W 2,1∗ (I, L(X)), and suppose that PA(t) is Hölder continuous locally
around λ(t) with exponent α ∈ (0, 1] uniformly in t ∈ I in the following sense: there is a
constant c0 ∈ (0,∞) such that∥∥PA(t)(E)x∥∥ ≤ c0 λ(E)α2 ‖x‖
for all x ∈ X and for all t ∈ I and E ∈ BC that are contained in the punctured neighbor-
hood B˙r0(λ(t)) := Br0(λ(t)) \ {λ(t)} of λ(t) (with r0 independent of t). Then there exists
a constant c ∈ (0,∞) such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c ε
α
2(1+α)
for small enough ε ∈ (0,∞), where Vε denotes the evolution system for 1εA+ [P ′, P ].
Proof. We first show that there exists a function η : (0, δ′0]→ (0,∞) such that η(δ) −→ 0
as δ ↘ 0 and
η(δ) ≥ δ and ∥∥δRδ(t)∥∥ = ∥∥∥δ(λ(t) + δeiϑ(t) −A(t))−1(1− P (t))∥∥∥ ≤ η(δ) (4.45)
for all δ ∈ (0, δ′0] and t ∈ I (with a suitable δ′0). In fact, it is sufficient to prove (4.45) for
all t in the set I \N of those t where P (t) = PA(t)({λ(t)}), because this set I \N is dense
in I by assumption and because the left-hand side of the second inequality in (4.45) is
continuous in t by assumption. We observe that for every t ∈ I \N
∣∣ 〈x∗, δRδ(t)x〉 ∣∣ ≤ ∫
σ(A(t))\{λ(t)}
δ
|λ(t) + δeiϑ(t) − z| d
∣∣PA(t)x∗,x ∣∣(z),
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where
∣∣PA(t)x∗,x ∣∣ denotes the total variation of E 7→ PA(t)x∗,x (E) := 〈x∗, PA(t)(E)x〉 (use the
scalar-type spectrality of A(t) and Theorem XVIII.2.11 of [20]). We then divide the
punctured spectrum σ(A(t)) \ {λ(t)} into the parts
σ1 rδ(t) := σ(A(t)) ∩Brδ(λ(t)) \ {λ(t)} and σ2 rδ(t) := σ(A(t)) ∩ C \Brδ(λ(t))
of those spectral values that are close to λ(t) respectively far from λ(t), where rδ := δγ
and γ ∈ (0, 1) will be chosen in (4.47) below. Since, by Lemma III.1.5 of [20],∣∣PA(t)x∗,x ∣∣(E) ≤ 4 sup
F∈BE
∣∣〈x∗, PA(t)(F )PA(t)(E)x〉∣∣ ≤ 4M ′ ‖x∗‖ ∥∥PA(t)(E)x∥∥
for every t ∈ I and E ∈ BC (where M ′ := supt∈I supF∈BC
∥∥PA(t)(F )∥∥ < ∞) and since,
by the assumed sector condition,
dist
(
λ(t) + δeiϑ(t), σ(A(t))
) ≥ (sinϑ0) δ
for every t ∈ I and δ ∈ (0, δ′0] (where δ′0 is chosen small enough), there are positive
constants c1, c2 such that∫
σ1 rδ (t)
δ
|λ(t) + δeiϑ(t) − z| d
∣∣PA(t)x∗,x ∣∣(z) ≤ 1sinϑ0 ∣∣PA(t)x∗,x ∣∣(B˙rδ(λ(t))) ≤ c1δαγ ‖x∗‖ ‖x‖
as well as∫
σ2 rδ (t)
δ
|λ(t) + δeiϑ(t) − z| d
∣∣PA(t)x∗,x ∣∣(z) ≤ δrδ − δ ∣∣PA(t)x∗,x ∣∣(C) ≤ c2δ1−γ ‖x∗‖ ‖x‖
for every x ∈ X, x∗ ∈ X∗, δ ∈ (0, δ′0] and t ∈ I. Consequently,∥∥δRδ(t)∥∥ ≤ c1 δαγ + c2 δ1−γ ≤ max{c1, c2} δmin{αγ,1−γ} = c′0 δβ(γ) (4.46)
for every t ∈ I \ N and δ ∈ (0, δ′0] (notice that β(γ) := min{αγ, 1 − γ}, for given γ, is
the best – that is, biggest – possible exponent in the second inequality above). And as
γ 7→ β(γ) is maximal at γ0 := 11+α , we choose
γ := γ0, β := β(γ0) =
α
1 + α
, η(δ) := c′0 δ
β = c′0 δ
α
1+α , (4.47)
thereby obtaining (4.45) (first for all t ∈ I \N and then for all t ∈ I).
With (4.45) at hand, we can now show the desired conclusion in essentially the same
way as in the proof of the previous theorem (but for the convenience of the reader, we
give a self-contained argument). Indeed, since A(t) is a spectral operator of scalar type
and P (t) = PA(t)({λ(t)}) for almost every t ∈ I, the projection P (t) for almost every
t ∈ I is weakly associated of order 1 with A(t) and λ(t) (Proposition 2.14) and so
P (t)A(t) ⊂ A(t)P (t) = λ(t)P (t)
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holds for every t ∈ I by the closedness argument in (3.7). We can therefore conclude
from (4.22) and (4.25) (with Qn and Q′n replaced by P ′ and P ′′ at any occurrence and
with m0 = 1) and from (4.45) that there is a constant c′ such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c′
(
ε
1
δ
+ ε
1
δ2
η(δ) + η(δ)
)
(4.48)
for all ε ∈ (0,∞) and δ ∈ (0, δ′0] with η as in (4.47) above. Choosing now δε := ε
1
2 we
immediately get the desired conclusion from (4.48) and (4.47). (In order to see (4.48),
notice that the first and third term on the right-hand side of (4.48) are upper bounds
for the Bδ-terms and Cδ-terms in (4.25) by virtue of (4.45). And to see that the middle
term in (4.48) is an upper bound for the B′δ-terms in (4.25), argue as in the proof of
the previous theorem, but notice that now it is sufficient to have instead of (4.40) a δ-
independent bound on the integral of s 7→ (A′(s)−λ′(s)−δr′(s))(A(s)−1)−1 because now
we cannot only estimate the integral of s 7→ Rδ(s) but by (4.45) even its supremum.) 
4.3 Some examples
We begin with two examples of operators A(t) with eigenvalues λ(t) that are allowed
to be non-isolated and non-weakly-semisimple for every t ∈ I. In the first example, the
operators A(t) are spectral.
Example 4.6. Suppose A, λ, P with A(t) = R(t)−1A0(t)R(t), P (t) = R(t)−1P0R(t),
and R(t) = eCt are given as follows in X := `p(Id)×`p(I∞) (where p ∈ [1,∞) and d ∈ N):
A0(t) :=
(
λ(t) + α(t)N 0
0 diag
(
(λn)n∈N
)) and P0 := (1 00 0
)
,
where λ(t) ∈ (−∞, 0], α(t), N are such that Condition 2.3 is satisfied and where (λn)n∈N
is an enumeration of [−1, 0] ∩ Q such that λ(t) /∈ {λn : n ∈ N} for almost every t ∈ I.
Additionally, suppose t 7→ λ(t) and t 7→ α(t) are absolutely continuous and C is the right
shift operator on `p(Id)× `p(I∞) ∼= `p(I∞):
C(z1, . . . , zd, zd+1, . . . ) := (0, z1, . . . , zd−1, zd, . . . ). (4.49)
Then t 7→ A(t) is in W 1,∞∗ (I, L(X)) and t 7→ A0(t) is (M0, 0)-stable (by Lemma 2.4), so
that A is (M, 0)-stable for some M ∈ [1,∞) by Lemma 2.6. Since A0(t)|P0X − λ(t) is
nilpotent of order at most m0 := dim `p(Id) = d for every t ∈ I and since A0(t)|(1−P0)X−
λ(t) is injective and has dense range in (1−P0)X (because λ(t) /∈ {λn : n ∈ N}) for almost
every t ∈ I, P0 is weakly associated of order m0 with A0(t) and λ(t), whence the same is
true for A(t), P instead of A0(t) and P0. And finally, the resolvent estimate (4.2) is clearly
fulfilled if we choose ϑ(t) := pi2 for all t ∈ I. All other hypotheses of Theorem 4.2 (i) are
obvious. J
In the second example, the operators A(t) are not spectral (by Theorem XV.3.10
and XV.8.7 of [20] and by the uncountability of σr(S+) = B1(0) for the right shift
operator S+ on X = `p(I∞) with p 6= 1).
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Example 4.7. Suppose A, λ, P with A(t) = R(t)−1A0(t)R(t), P (t) = R(t)−1P0R(t),
and R(t) = eCt are given as follows in X := `p(Id) × `p(I∞) (where p ∈ (1,∞) and
d ∈ N):
A0(t) :=
(
λ(t) + α(t)N 0
0 S+ − 1
)
and P0 :=
(
1 0
0 0
)
,
where λ(t) ∈ ∂B1(−1), α(t), N are such that Condition 2.3 is satisfied. Additionally,
t 7→ λ(t) and t 7→ α(t) are absolutely continuous and C is the bounded linear operator
in `p(Id)× `p(I∞) ∼= `p(I∞) given by
C(z1, . . . , zd, zd+1, . . . ) := (0, . . . , 0, zd+1,−zd, 0, . . . ), (4.50)
where in the vector on the right zd+1, −zd appear in the dth and (d+ 1)th place. Since
λ(t) ∈ ∂B1(−1) = σc(S+ − 1) for every t ∈ I (because p 6= 1), P0 is weakly associated
with A0(t) and λ(t) and therefore the same goes for A0(t), P0 replaced by A(t) and P (t).
Also, if for every t ∈ I we choose ϑ(t) such that λ(t) = −1 + eiϑ(t), then the resolvent
estimate (4.2) holds true because∥∥∥(λ(t) + δeiϑ(t) −A0(t))−1(1− P0)∥∥∥ ≤ ∥∥∥(1 + δ − e−iϑ(t)S+)−1∥∥∥ ≤ 1
δ
for every t ∈ I and δ ∈ (0,∞) (use a Neumann series expansion!). J
We chose the operators C in the particular way (4.49) and (4.50) above in order
to make sure that the trivial adiabatic theorem from Section 2.6 cannot be applied and
that the examples cannot be reduced to finite-dimensional examples. See [62] for detailed
explanations. In our last example we show that the conclusion of the adiabatic theorem
without spectral gap condition may fail if the regularity assumption on P is the only one
to be violated.
Example 4.8. Set A(t) := Mft in X := Lp(R) (for some p ∈ [1,∞)), where
ft := f0( . + t) with 0 6= f0 ∈ C1c (R, iR),
λ(t) := 0 and P (t) := MχEt with Et := {ft = 0}. Then all the assumptions of the
adiabatic theorem without spectral gap condition – in the version for projections of
infinite rank (second remark after Theorem 4.2) – are satisfied with the sole exception
that t 7→ P (t) is not strongly continuously differentiable (by Lemma 3.5.3 of [62]). And
indeed, the conclusion of the adiabatic theorem already fails: as the A(t) are pairwise
commuting and t 7→ ft(x) is Riemann integrable for every x ∈ R, one has(
Uε(t, s)g
)
(x) =
(
e
1
ε
∫ t
s A(τ) dτ g
)
(x) = e
1
ε
∫ t
s fτ (x) dτ g(x)
for almost every x ∈ R and therefore (by f0(R) ⊂ iR)
‖(1− P (t))Uε(t)P (0)g‖p =
∫ ∣∣(1− χEt(x))χE0(x)g(x)∣∣p dx (4.51)
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for every t ∈ I, ε ∈ (0,∞) and g ∈ X. Since for every t ∈ (0, 1] there is a g ∈ X such that
the right-hand side of this equation the conclusion of the adiabatic theorem without spec-
tral gap – more precisely, the weaker assertion that supt∈I ‖(1− P (t))Uε(t)P (0)g‖ −→ 0
for all g ∈ X – fails. J
It should be pointed out that the failure of both the assumptions and the conclusion of
the adiabatic theorems without spectral gap condition presented above is a quite typical
phenomenon in the case where A(t) = Mft in X = Lp(X0) for some p ∈ [1,∞) and some
σ-finite measure space (X0,A, µ). Indeed, if A(t) = Mft in X = Lp(X0) for measurable
functions ft : X0 → {Re z ≤ 0} such that D(Mft) = D for all t ∈ I, if λ(t) is an
eigenvalue of A(t), and if P (t) for almost every t ∈ I (with exceptional set N) is weakly
associated with A(t) and λ(t), then
P (t) = Mχ{ft=λ(t)} = MχEt for every t ∈ I \N
by Theorem 2.13, and therefore the following holds true. As soon as I \ N 3 t 7→
P (t) is not constant, the assumptions of the adiabatic theorem without spectral gap
(Theorem 4.2) must fail (because then I \ N 3 t 7→ P (t) = MχEt cannot extend to a
strongly continuously differentiable map by Lemma 3.5.3 of [62]). And as soon as, in
addition, the maps ft are iR-valued and t 7→ ftg ∈ X is continuous for all g ∈ D, the
conclusion of Theorem 4.2, or more precisely, of its corollary
sup
t∈I
‖(1− P (t))Uε(t)P (0)‖ −→ 0 and sup
t∈I
‖P (t)Uε(t)(1− P (0))‖ −→ 0,
must fail as well. (In order to see this, observe from [54] (Theorem 2.3) or [63] (Theo-
rem 2.1) that the evolution system Uε for 1εA exists on D and can be strongly approxi-
mated by finite products of operators of the form eMfτ σ, so that for arbitrary g ∈ X∣∣∣(1− χEt(x))(Uε(t)χE0g)(x)− χEt(x)(Uε(t)(1− χE0)g)(x)∣∣∣ = ∣∣χEt(x)− χE0(x)∣∣∣∣g(x)∣∣
for almost every x ∈ X0. Consequently,∥∥(1− P (t))Uε(t)P (0)g − P (t)Uε(t)(1− P (0))g∥∥ = ‖P (t)g − P (0)g‖ (4.52)
for all t ∈ I \ N , ε ∈ (0,∞) and since I \ N 3 t 7→ P (t) is not constant, there is a
t ∈ (0, 1] and a g ∈ X such that (1− P (t))Uε(t)P (0)g and P (t)Uε(t)(1− P (0))g do not
both converge to 0 as ε↘ 0.)
4.4 An application to open quantum systems
In this section we apply the adiabatic theorem without spectral gap condition from
Section 4.1 to weakly dephasing generators A(t) of quantum dynamical semigroups in
X = Sp(h) with p ∈ (1,∞) and with λ(t) = 0. So,
A(t)ρ := Z0(t)(ρ) +
∑
j∈J
Bj(t)ρBj(t)
∗ − 1/2{Bj(t)∗Bj(t), ρ} (4.53)
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for ρ ∈ D(Z0(t)) with Z0(t) being the generator of the semigroup on Sp(h) defined by
eZ0(t)τ (ρ) := e−iH(t)τρ eiH(t)τ , where H(t) : D(H(t)) ⊂ h → h is a self-adjoint operator
and Bj(t) for every j ∈ J is a bounded opertor in h such that the weak dephasingness
condition ∑
j∈J
Bj(t)Bj(t)
∗ =
∑
j∈J
Bj(t)
∗Bj(t) <∞ (4.54)
is satisfied for every t ∈ I. It would be desirable to apply the adiabatic theorem to the
respective operators A(t) on the natural space X = S1(h), but in this (non-reflexive)
space, existence of projections P (t) weakly associated with A(t) and λ(t) = 0 goes wrong
quite often. In fact, every operator A of the form (2.26) in X = S1(h), where h is chosen
to be infinite-dimensional and where the operators H and Bj are chosen such that
• H has finite point spectrum σp(H) and each µ ∈ σp(H) has finite multiplicity, and
• (2.28) and (2.27) are satisfied,
is a dephasing generator of a quantum dynamical semigroup on S1(h), but there exists
no projection weakly associated with A and λ = 0. (If such a projection existed, then
S1(h) = X = kerA⊕ ranA = N ⊕R (N := kerA and R := ranA)
by the same argument as in the first remark after our adiabatic theorem without spec-
tral gap condition (Theorem 4.2). So, on the one hand X/R ∼= N and hence (X/R)∗
would be finite-dimensional by virtue of N = kerZ0 (Proposition 2.20 (ii)) and of
Lemma 2.21 (i), but on the other hand (X/R)∗ ∼= R⊥ (Theorem III.10.2 of [16]) would
be infinite-dimensional by virtue of R⊥ = kerA∗ ⊃ kerZ∗0 (Proposition 2.20 (iii)) and
of Lemma 2.21 (ii). Contradiction!) In the (reflexive) space X = Sp(h) with p 6= 1, by
contrast, existence of weakly associated projections is often for granted.
Lemma 4.9. Suppose A is a weakly dephasing generator of a quantum dynamical semi-
group on X = Sp(h) with p ∈ (1,∞) and that λ = 0 ∈ σ(A). If (i) kerA is finite-
dimensional or if (ii) p = 2, then there exists a unique projection P weakly associated
with A and λ.
Proof. Suppose first that kerA is finite-dimensional. We then see that kerA + ranA
is closed in X (Proposition III.4.3 of [16]) and hence the conclusion follows by Propo-
sition 2.15. Suppose now that p = 2. We show that kerA is orthogonal to ranA in
X = S2(h). It then follows that kerA+ ranA is closed in X and the conclusion follows
again by Proposition 2.15. So, let ρ ∈ kerA and write A = Z0 + W for brevity. Since
Z∗0 = −Z0, we see that ρ ∈ D(A) = D(Z0) = D(Z∗0 ) = D(A∗) and that
A∗(ρ) = Z∗0 (ρ) +W
∗(ρ) = −Z0(ρ) +
∑
j∈J
B∗j ρBj − 1/2{B∗jBj , ρ} = 0, (4.55)
where for the last equality Proposition 2.20 (i) was used. Consequently, kerA ⊂ kerA∗ =
(ranA)⊥, as desired. 
55
In the special case of dephasing generators A with bounded H, criterion (ii) of the
above lemma is due to [9]. If p ∈ (1, 2], then Proposition 2.20 (i) and Lemma 2.21 (i)
yield a simple sufficient condition for the finite-dimensionality criterion (i) from the above
lemma. If p = 2 and kerA = kerZ0, then the projection P weakly associated with A and
λ = 0 is orthogonal (by the orthogonality of the subspaces kerA and ranA in S2(h) just
proved in the lemma above) and hence, by kerZ0 = {H}′ ∩ S2(h), is given explicitly as
Pρ =
∑
µ∈σp(H)
QH{µ}ρQ
H
{µ} (ρ ∈ S2(h)), (4.56)
where QH denotes the spectral measure of H. See Theorem 5.8 of [68] or the discussion
at the very end of [9].
Theorem 4.10. Suppose that A(t) for every t ∈ I is a weakly dephasing generator on
X = Sp(h) (p ∈ (1,∞)) with time-independent domain D(Z0(t)) = D and that t 7→ A(t)
is in W 1,1∗ (I, L(Y,X)), where Y is the space D endowed with the graph norm of A(0).
Suppose further that λ(t) = 0 is an eigenvalue of A(t) for every t ∈ I and, finally, that
either
(i) kerA(t) is finite-dimensional for almost every t ∈ I or (ii) p = 2,
and that there is a null set in I such that the projections P (t) weakly associated with A(t)
and λ(t) for t outside that null set can be extended to a continuously differentiable map
t 7→ P (t) on the whole of I. Then
sup
t∈I
‖(Uε(t)− V0 ε(t))P (0)ρ‖ −→ 0 (ε↘ 0)
for every ρ ∈ X, where V0 ε is the evolution system for 1εAP + [P ′, P ] = [P ′, P ] on X.
Proof. We have only to notice that A(t) generates a contraction semigroup in X for every
t ∈ I (Theorem 2.19), that the projections P (t) weakly associated with A(t) and λ(t)
really exist for almost every t ∈ I (Lemma 4.9), and then to apply the second remark
after Theorem 4.2. 
Clearly, the above theorem is a generalization of the respective result (Theorem 22)
from [9] for dephasing generators A(t) of quantum dynamical semigroups on X = S2(h)
with bounded H(t). Incidentally, these types of generators are normal operators on
S2(h), that is, A(t)∗A(t) = A(t)A(t)∗ (as can be verified by straightforward calculations
using the fact that Bi and Bj commute for all i, j ∈ J by (2.28)). We conclude with a
simple example of generators A(t) in X = S2(h) satisfying the assumptions of the above
theorem without being dephasing (or normal).
Example 4.11. We choose the operators H and B as in Example 2.22 and, in addition,
we take H to be bounded. We then define A(t) for every t ∈ I on X := S2(h) through
A(t)ρ := Z0(t)(ρ) +B(t)ρB(t)
∗ − 1/2{B(t)∗B(t), ρ} (ρ ∈ S2(h))
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with Z0(t)(ρ) := −i[H(t), ρ], whereH(t) := R(t)−1HR(t) and B(t) := R(t)−1BR(t) with
R(t) := eiCt and C a bounded self-adjoint operator on h. Clearly, A(t) for every t ∈ I
is a weakly dephasing generator and D(A(t)) = X is time-independent while t 7→ A(t)
is W 1,1∗ -regular. It is also clear that kerA(t) = kerZ0(t) by Example 2.22. So, by the
remarks around (4.56), the projection P (t) weakly associated with A(t) and λ(t) = 0 is
explicitly given by
P (t)ρ =
∑
µ∈σp(H(t))
Q
H(t)
{µ} ρQ
H(t)
{µ} =
∑
µ∈σp(H)
R(t)−1QH{µ}R(t) ρR(t)
−1QH{µ}R(t)
for every t ∈ I, where QH(t) and QH denote the spectral measures of H(t) and H. In
particular, t 7→ P (t) is continuously differentiable. So all the assumptions of the above
theorem are satisfied, but A(t) is non-dephasing for every t because
H(t)B(t) 6= B(t)H(t)
by Example 2.22. Also, A(t) = Z0(t) + W (t) is non-normal on X for every t because
Z0(t) is skew-adjoint and W (t) is self-adjoint, but Z0(t) does not commute with W (t)
(as is verified in [62] (Example 4.2.11)). J
4.5 An application to adiabatic switching
In this section we apply the adiabatic theorem without spectral gap condition from
Section 4.1 – in the version for several eigenvalues – to adiabatic switching procedures.
4.5.1 Setting and assumptions
Adiabatic switching of (linear) perturbations has a long tradition in quantum physics.
Since the famous work [28] of Gell-Mann and Low, it has been used, for instance, to
relate – by what is now known as the Gell-Mann and Low formula – the eigenstates of
a perturbed system, described by A0 + V , to the eigenstates of the unperturbed system,
described by A0. Adiabatic switching, in this context, means that A0 = A(0) is infinitely
slowly deformed into A(1) = A0 + V in the following sense: one chooses a switching
function κ : (−∞, 0] → [0, 1] vanishing at −∞ and taking the value 1 at 0 and then
passes – more and more slowly – from A0 = A(κ(−∞)) via
{−∞} ∪ (−∞, 0] 3 s 7→ A(κ(εs)) = A0 + κ(εs)V
to A(κ(0)) = A0 + V by making the slowness parameter ε ∈ (0,∞) smaller and smaller.
A rigorous – and non-perturbative – proof of the Gell-Mann and Low formula for non-
degenerate and isolated eigenvalues λ(κ) of A(κ) = A0 + κV has been given by Nenciu
and Rasche in [51]. It is based on the adiabatic theorem with spectral gap condition. In
a recent paper [14] of Brouder, Panati, Stoltz, the Gell-Mann and Low theorem has been
extended to the case of degenerate isolated eigenvalues – again by using the adiabatic
theorem with spectral gap condition. In this section, we further extend the Gell-Mann
and Low theorem to the case of non-isolated degenerate eigenvalues. We consider the
following setting.
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Condition 4.12. A(κ) := A0 + κV for κ ∈ [0, 1], where A0 : D ⊂ H → H is a skew-
adjoint operator in the Hilbert space H and where V is a skew-symmetric operator in H
that is A0-bounded with relative bound less than 1. λ1(κ), . . . , λr(κ) for every κ ∈ [0, 1]
are eigenvalues of A(κ) such that κ 7→ λj(κ) is continuously differentiable for every j ∈
{1, . . . , r}. And finally, P 1(κ), . . . , P r(κ) for every κ ∈ [0, 1] are orthogonal projections in
H such that κ 7→ P j(κ) is twice strongly continuously differentiable, 0 6= rkP j(0) < ∞,
and P j(κ) is the spectral projection of A(κ) corresponding to λj(κ) for every κ ∈ [0, 1]\N
with some exceptional set N .
Condition 4.13. κ : (−∞, 0] → [0, 1] is a non-decreasing twice continuously differen-
tiable (switching) function such that
(i) κ(t) −→ κ(−∞) = 0 as t→ −∞ and κ(0) = 1
(ii) κ and κ′ are integrable on (−∞, 0].
Suppose now that A, λ1, . . . , λr, P 1, . . . , P r satisfy Condition 4.12 and that κ is as in
Condition 4.13 and define
A(t) := A(κ(t)), λj(t) := λj(κ(t)), Pj(t) := P j(κ(t)) (4.57)
for t ∈ (−∞, 0] and j ∈ {1, . . . , r}, along with
K(κ) :=
1
2
r+1∑
j=1
[P ′j(κ), Pj(κ)] and K(t) :=
1
2
r+1∑
j=1
[P ′j(t), Pj(t)] = κ
′(t)K(κ(t)), (4.58)
where P r+1(κ) := 1 − P 1(κ) − · · · − P r(κ) for κ ∈ [0, 1] and Pr+1(t) := P r+1(κ(t)) for
t ∈ (−∞, 0]. It then follows by the standard well-posedness result of Kato (Theorem 6.1
from [40]) mentioned in Section 2.2 that the evolution systems Uε, Vε for the families 1εA
and 1εA+K exist on D and, by the skew-adjointness of
1
εA(t) and K(t) for t ∈ (−∞, 0],
the evolution operators Uε(t, s), Vε(t, s) are unitary for all (s, t) ∈ ∆(−∞,0] := {(s, t) ∈
(−∞, 0]2 : s ≤ t}. Instead of Uε, Vε, the Gell-Mann and Low formula and its proof below
make use of the interaction picture counterparts U Iε , V Iε , defined by
U Iε (t, s) := e
−A0t/εUε(t, s)eA0s/ε and V Iε (t, s) := e
−A0t/εVε(t, s)eA0s/ε (4.59)
for (s, t) ∈ ∆(−∞,0]. It is easy to see that U Iε , V Iε are the evolution systems for 1εAI and
1
εA
I +KI on D, where
AI(t) := κ(t) e−A0t/ε V eA0t/ε
∣∣
D
and KI(t) := e−A0t/εK(t)eA0t/ε. (4.60)
(In order to see that the derivative of t 7→ U Iε (t, s)x for x ∈ D really is continuous – as
is required in the definition of evolution systems – use that t 7→ Uε(t, s)|Y is strongly
continuous in L(Y, Y ) (Theorem 6.1 (f) of [40]) and that V |Y is in L(Y,H), where Y
denotes the space D endowed with the graph norm of A0.)
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4.5.2 Adiabatic switching and a Gell-Mann and Low theorem without spectral gap
condition
We can now state and prove a Gell-Mann and Low theorem without spectral gap con-
dition, where the eigenvalues λ1(t), . . . , λr(t) of A(t) = A(κ(t)) are allowed to be non-
isolated in σ(A(t)) for every t ∈ (−∞, 0] – as long as they stay isolated from each other
except for a null set of crossing points.
Theorem 4.14. Suppose A, λ1, . . . , λr, P 1, . . . , P r are as in Condition 4.12 and that
κ is as in Condition 4.13 and define A(t), λj(t), Pj(t) for t ∈ {−∞} ∪ (−∞, 0] and
j ∈ {1, . . . , r} as in (4.5.1). Suppose further that for all j, j′ ∈ {1, . . . , r} with j 6= j′ one
has λj 6= λj′ almost everywhere, and that the exceptional set{
t ∈ {−∞} ∪ (−∞, 0] : κ(t) ∈ N}
where the Pj are allowed to differ from the spectral projection of A corresponding to λj,
is a null set (remember Condition 4.12 for the definition of N). Then
U Iε (0,−∞)x
〈x′, U Iε (0,−∞)x〉
−→ W (0,−∞)x〈x′,W (0,−∞)x〉 ∈ ker(A(0)− λj(0)) (ε↘ 0)
for all x ∈ Pj(−∞)H and x′ ∈ H such that 〈x′,W (0,−∞)x〉 6= 0. In the above relations
W denotes the evolution system for K, where K(t) is defined as in (4.58).
Proof. We proceed in three steps following the lines of proof of [14]. As a first simple
step observe that the limit
W (0,−∞) := lim
t→−∞W (0, t),
employed in the very formulation of the theorem, exists w.r.t. the norm operator topology
of H and that, likewise, the limits
U Iε (0,−∞)x := lim
t→−∞U
I
ε (0, t)x and V
I
ε (0,−∞)x := lim
t→−∞V
I
ε (0, t)x
exist for every x ∈ H. Indeed, by virtue of (4.58),
∥∥W (0, t)−W (0, t′)∥∥ = ∥∥∥∥∫ t′
t
W (0, τ)K(τ) dτ
∥∥∥∥ ≤ ∣∣∣ ∫ t′
t
c κ′(τ) dτ
∣∣∣ −→ 0 (t, t′ → −∞),
and similarly, using the relative boundedness of V w.r.t. A0 and the density of D in H,
one sees the existence of the two other limits.
As a second step we show that the assertion holds true at least for V Iε (0,−∞) instead
of U Iε (0,−∞), more precisely,
V Iε (0,−∞)x
〈x′, V Iε (0,−∞)x〉
=
W (0,−∞)x
〈x′,W (0,−∞)x〉 ∈ ker(A(0)− λj(0)) (4.61)
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for every x ∈ Pj(−∞)H and every x′ ∈ H such that 〈x′,W (0,−∞)x〉 6= 0. So choose
and fix vectors x and x′ as above – notice that such vectors always exist by rkPj(0) 6= 0
and by the unitarity of W (0,−∞). Since
Pj(t)H ⊂ ker(A(t)− λj(t)) (4.62)
for every t ∈ {−∞} ∪ (−∞, 0] (use a continuity argument to extend this inclusion from
{−∞}∪ (−∞, 0] \ κ−1(N) to all of {−∞}∪ (−∞, 0]) and since Vε is adiabatic w.r.t. Pj ,
it follows that
Vε(s, t)Pj(t) = e
1/ε
∫ s
t λj(τ) dτ W (s, t)Pj(t)
for all (t, s) ∈ ∆(−∞,0], in other words: the ε-dependence of Vε(s, t)Pj(t) is solely con-
tained in a scalar factor. Consequently,
V Iε (0, t)x = Vε(0, t)e
1/ελj(−∞)tx = e1/ε
∫ 0
t λj(τ)−λj(−∞) dτ W (0, t)Pj(t)x
+ e1/ε λj(−∞)t Vε(0, t)
(
Pj(−∞)− Pj(t)
)
x,
from which it follows with the help of∣∣λj(τ)− λj(−∞)∣∣ = ∣∣λj(κ(τ))− λj(0)∣∣ ≤ ∥∥λ′j∥∥∞ κ(τ) (τ ∈ (−∞, 0])
and the integrability of κ that
V Iε (0,−∞)x = e1/ε
∫ 0
−∞ λj(τ)−λj(−∞) dτ W (0,−∞)Pj(−∞)x (4.63)
for every ε ∈ (0,∞). We now see that the equality in (4.61) holds true, and the element
relation in (4.61) follows by the adiabaticity of W w.r.t. Pj and by (4.62).
As a third – core – step resting upon the adiabatic theorem without spectral gap
condition, we show that
V Iε (0,−∞)x− U Iε (0,−∞)x −→ 0 (ε↘ 0) (4.64)
for every x ∈ Pj(−∞)H, which then yields the convergence
V Iε (0,−∞)x
〈x′, V Iε (0,−∞)x〉
− U
I
ε (0,−∞)x
〈x′, U Iε (0,−∞)x〉
−→ 0 (ε↘ 0)
for every x ∈ Pj(−∞)H and every x′ ∈ H for which 〈x′,W (0,−∞)x〉 6= 0, and hence –
by virtue of (4.61) – the desired conclusion. So let x ∈ Pj(−∞)H be fixed. Since U Iε and
V Iε are the evolution systems for
1
εA
I and 1εA
I +KI on D with AI and KI as in (4.60),
we see that
V Iε (0, t)x− U Iε (0, t)x = V Iε (0, t0)
∫ t0
t
U Iε (t0, τ)K
I(τ)V Iε (τ, t)x dτ
+
(
V Iε (0, t0)− U Iε (0, t0)
)
U Iε (t0, t)x
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for every t0 ∈ (−∞, 0] and every t ∈ (−∞, t0]. So, by the unitarity of V Iε (t0, t), U Iε (t0, t),
eA0t/ε we get that
∥∥V Iε (0,−∞)x− U Iε (0,−∞)x∥∥ ≤ (C ∫ t0
−∞
κ′(τ) dτ +
∥∥Vε(0, t0)− Uε(0, t0)∥∥) ‖x‖
for every t0 ∈ (−∞, 0] and ε ∈ (0,∞), where C := supκ∈[0,1] ‖K ′(κ)‖ < ∞. In view of
the integrability of κ′ on (−∞, 0], it remains to show that∥∥Vε(0, t0)− Uε(0, t0)∥∥ −→ 0 (ε↘ 0)
for every fixed t0 ∈ (−∞, 0]. And this, in turn, is an immediate consequence of the
adiabatic theorem without spectral gap for several eigenvalues (third remark after The-
orem 4.2) with the interval [0, 1] replaced by [t0, 0]. 
If in the situation of the above theorem one additionally assumes ‖Pj(0)− Pj(−∞)‖ <
1, then the vectors x, x′ with 〈x′,W (0,−∞)x〉 6= 0 can be chosen to both lie in Pj(−∞)H.
Indeed, under this additional assumption 1 + Pj(−∞) − Pj(0) is invertible and, by the
adiabaticity of W w.r.t. Pj and the unitarity of W (0,−∞), we therefore see that for
every x ∈ Pj(−∞)H \ {0}
Pj(−∞)W (0,−∞)x =
(
1 + Pj(−∞)− Pj(0)
)
W (0,−∞)x 6= 0.
With the above theorem at hand, we can now also extend a formula for the energy shift
from [51], [31] to the more general situation of not necessarily isolated eigenvalues. It
expresses the energy shift λj(0)−λj(−∞) as a limit of logarithmic derivatives of certain
transition functions.
Corollary 4.15. Suppose that the assumptions of Theorem 4.14 are satisfied. Then the
energy shift λj(0) − λj(−∞) can be expressed as a limit of logarithmic derivatives of
certain transition functions, more precisely,
λj(0)− λj(−∞) = lim
ε↘0
ε
d
dt
log
〈
x′, U Iε (t,−∞)x
〉 ∣∣∣
t=0
(4.65)
for all x, x′ ∈ Pj(−∞)H with 〈x′,W (0,−∞)x〉 ∈ C \ (−∞, 0]. In the above equation, log
denotes the principal branch of the complex logarithm defined on C \ (−∞, 0].
Proof. We fix j ∈ {1, . . . , r} and assume x, x′ ∈ Pj(−∞)H with 〈x′,W (0,−∞)x〉 ∈
C \ (−∞, 0]. (It should be noticed that existence of such vectors x, x′ is not claimed in
the statement of the corollary. If, however, ‖Pj(0)− Pj(−∞)‖ < 1, then such vectors do
exist by the remark after Theorem 4.14. And if ‖Pj(0)− Pj(−∞)‖ ≥ 1, then one can
switch on the full perturbation V in intermediate steps as in [14] (Section 3.4) and then
apply the formula for the energy shift in each intermediate step.) We also set
fε(t) :=
〈
x′, U Iε (t,−∞)x
〉
and gε(t) :=
〈
x′, V Iε (t,−∞)x
〉
(4.66)
for t ∈ [−1, 0] and ε ∈ (0,∞).
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As a first step we show that the function fε : [−1, 0] → C is differentiable with
derivative at 0 given by
f ′ε(0) = −
1
ε
〈
V x′, U Iε (0,−∞)x
〉
(4.67)
for every ε ∈ (0,∞). In order to do so, we consider the pointwise approximants fε n :
[−1, 0]→ C to fε defined by
fε n(t) :=
〈
x′, U Iε (t,−n)x
〉
(n ∈ N). (4.68)
Since U Iε is the evolution system for
1
εA
I on D with AI given by (4.60), the function fε n
is differentiable for every ε ∈ (0,∞) and every n ∈ N with
f ′ε n(t) = −
κ(t)
ε
〈
e−A0t/ε V eA0t/ε x′, U Iε (t,−n)x
〉
(4.69)
for t ∈ [−1, 0], and, moreover,
sup
t∈[−1,0]
∥∥U Iε (t,−n)x− U Iε (t,−m)x∥∥ = sup
t∈[−1,0]
∥∥∥∥∫ −m−n U Iε (t, τ) κ(τ)ε e−A0τ/ε V eA0τ/εx dτ
∥∥∥∥
≤ 1
ε
∥∥V (A0 − 1)−1∥∥ ∣∣∣∣ ∫ −m−n κ(τ) dτ
∣∣∣∣ ‖(A0 − 1)x‖ −→ 0
as m,n → ∞. So, (f ′ε n) is uniformly convergent and, hence, the pointwise limit fε of
the functions fε n is differentiable with derivative given by f ′ε(t) = limn→∞ f ′ε n(t) for
t ∈ [−1, 0]. In particular, f ′ε(0) is given as in (4.67).
As a second step we show that fε(0) 6= 0 for ε small enough and that
ε f ′ε(0)/fε(0) −→ λj(0)− λj(−∞) (ε↘ 0), (4.70)
from which (4.65) readily follows. Since |gε(0)| = | 〈x′,W (0,−∞)x〉 | 6= 0 for all ε ∈
(0,∞) by virtue of (4.63) and since fε(0)− gε(0) −→ 0 as ε↘ 0 by virtue of (4.64), we
see that indeed fε(0) 6= 0 for ε small enough. With the help of (4.67) and the previous
theorem it then follows that
ε f ′ε(0)/fε(0) = −
〈
V x′, U Iε (0,−∞)x
〉
〈x′, U Iε (0,−∞)x〉
−→ −〈V x
′,W (0,−∞)x〉
〈x′,W (0,−∞)x〉 (ε↘ 0). (4.71)
Write now V = A(0)−A(−∞) and recall that x′ ∈ Pj(−∞)H ⊂ ker(A(−∞)−λj(−∞))
and that W (0,−∞)x ∈ Pj(0)H ⊂ ker(A(0)− λj(0)) to obtain〈
V x′,W (0,−∞)x〉 = (λj(−∞)− λj(0)) 〈x′,W (0,−∞)x〉 . (4.72)
Combining (4.71) and (4.72) we then arrive at the asserted convergence (4.70). Clearly,
f ′ε(0)/fε(0) = (log ◦fε)′(0) (4.73)
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precisely for those ε ∈ (0,∞) for which fε(0) ∈ dom(log) = C \ (−∞, 0]. So, (4.65)
will follow from (4.70) and (4.73), provided that 0 is an accumulation point of the set
E := {ε ∈ (0,∞) : fε(0) ∈ C \ (−∞, 0]}. Since
gε(0) =
〈
x′, V Iε (0,−∞)x
〉
= eiϕ0/ε z0,
iϕ0 :=
∫ 0
−∞
λj(τ)− λj(−∞) dτ ∈ iR and z0 :=
〈
x′,W (0,−∞)x〉 ∈ C \ (−∞, 0]
and since z0 ∈ C \ (−∞, 0], there exists a ϑ0 ∈ (0, pi/2) and a sequence (εn) such that
εn −→ 0 as n→∞ and such that gεn(0) belongs to the sector {z ∈ C : | arg(z)−pi| > ϑ0}
for all n ∈ N. Since, moreover, fε(0)− gε(0) −→ 0 as ε↘ 0 by virtue of (4.64), it follows
that fεn(0) ∈ C \ (−∞, 0] for sufficiently large n ∈ N. So, 0 is indeed an accumulation
point of E, and we are done. 
In physics, the switching function is almost always chosen as κ(t) = et for t ∈ (−∞, 0].
And for that special choice of κ, an alternative formula for the energy shift can be deduced
from the corollary above, namely
λj(0)− λj(−∞) = lim
ε↘0
ε
d
dµ
(
log
〈
x′, (Uµε )
I(0,−∞)x〉 )∣∣∣
µ=1
, (4.74)
where Uµε is the evolution system for 1εA
µ on D with Aµ(t) := A0+µκ(t)V = A0+µ et V
for t ∈ (−∞, 0] and µ ∈ (0, 1] and where
(Uµε )
I(t, s) := eA0t/ε Uµε (t, s) e
A0s/ε ((s, t) ∈ ∆(−∞,0]).
It seems that (4.74) is used more often in the physics literature than (4.65). See, for
instance, [23]. In order to deduce (4.74) from the corollary above, one has only to notice
that Aµ(t) = A(t+ logµ) for all t ∈ (−∞, 0] and µ ∈ (0, 1]. So,
Uµε (t, s) = Uε(t+ logµ, s+ logµ) ((s, t) ∈ ∆(−∞,0]) (4.75)
and therefore one sees for vectors x, x′ ∈ Pj(−∞)H ⊂ ker(A0 − λj(−∞)) that〈
x′, (Uµε )
I(0,−n)x〉 = 〈x′, eA0(log µ)/ε U Iε (logµ,−n+ logµ) e−A0(log µ)/εx〉
=
〈
x′, U Iε (logµ,−n+ logµ)x
〉
for all µ ∈ (0, 1] and n ∈ N. Consequently,〈
x′, (Uµε )
I(0,−∞)x〉 = 〈x′, U Iε (logµ,−∞)x〉 = fε(logµ) (4.76)
for all µ ∈ (0, 1] with fε defined as in (4.66), so that the corollary above and its proof
yield the desired alternative formula (4.74) for the energy shift.
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