Introduction
The language µCRL, see [9] , offers a uniform framework for the specification of data and processes. Data are specified by equational specifications (cf. [4] ): one can declare sorts and functions working upon these sorts, and describe the meaning of these functions by equational axioms. Processes are described in process algebraic style, where the particular process syntax stems from ACP [5, 3] , extended with data-parametric ingredients: there are constructs for conditional composition, and for data-parametric choice and communication. As is common in process algebra, infinite processes are specified by means of (finite systems of) recursive equations. In µCRL such equations can also be data-parametric. As an example each solution for the equation X = a·X specifies the process that can only repeatedly execute a, and so does Y (17) where Y(n) is defined by the data-parametric equation Y(n) = a · Y(n + 1) with n ∈ Nat.
Several timed extensions have been proposed for different kinds of process algebras. For an overview of ACP extensions with time we refer to [2] . According to [2] , timed process algebras can be categorized by three criteria: discrete vs. continuous time; relative vs. absolute time; twophase vs. timed-stamped model. In [8] µCRL is extended with time, and in [16] a sound and complete axiomatization of timed µCRL is presented. In [11] some examples of specification and reasoning in timed µCRL are given. Timed µCRL makes use of absolute time, timed stamped model, and the time domain can be defined by the user (both discrete and continuous domains are possible). For a way to interpret timed automata [1] in timed µCRL we refer to [19] .
In this paper we outline a method to describe and analyze real-time systems using timed µCRL. Most descriptions of such systems contain operators such as parallel composition that complicate analysis. As a first step towards the analysis of such systems, we linearize the given description using the algorithm from [18] . The result is a Timed Linear Process Equation (TLPE) which is equivalent to the original description and has a very simple structure.
Next we outline how a TLPE can be transformed into an LPE, i.e., a linear process equation without time. This transformation, called time-free abstraction, has been used for non-recursive timed µCRL processes in [16] . Crucial for this transformation is that the TLPE is transformed into a well-timed TLPE. Finally, all time-stamping is captured in the parameters of atomic actions. The result is an LPE for which the machinery of untimed µCRL can be put to use for further analysis. These are based on symbolic analysis of the specifications, such as invariants, term rewriting and theorem proving, or on explicit state space generation and model-checking.
µCRL and Timed µCRL
Timed µCRL specifications contain algebraic specifications of several abstract data types. The only data types that are required are booleans and time. The algebraic specifications of booleans are standard (see [6, Chapter IV] [8, 12] . The axioms say that ≤ is a total order on the Time domain, and 0 is the least element.
The last seven axioms allow to eliminate if from any boolean expression containing subterms of sort Time. Every term of sort Time can be represented as 0, a variable, or as if (b, t, u) where t and u are terms of sort Time. The above mentioned form has two extremes: one where all boolean terms b are variables, and another, where every variable of sort time (and 0) occurs at most once. The latter form is useful for proving time identities in the following way: if we order the time variables occurring in a term as 0 < t 1 < . . . < t n , then with the help of the axioms we can transform every term of sort Time to the
) with indices such that t i k < t i k+1 . Moreover, the conditions b 1 , . . . , b m can be made pairwise distinct, i.e. having the property that
Any other data type in µCRL is specified in a similar way by providing a signature and axioms from which all other identities are derived. Other data sorts have generally different axioms, and sometimes induction principles (cf. [10] ) are required to describe them.
The signature of timed µCRL consists of data sorts (or 'data types') including Bool and Time as defined above, and a distinct sort Proc of processes. The process operations are the ones listed below:
• actions a : − → D a → Proc where a ∈ ActLab is an action label and − → D a is a list of parameter types of a.
• deadlock δ :→ Proc. The constant δ models inaction, or the inability to perform actions.
• alternative composition + : Proc × Proc → Proc. The process p + q behaves like p or like q, depending on which of the two performs the first action.
• sequential composition · : Proc × Proc → Proc. The process p · q first performs the actions of p, until p terminates, and then continues with the actions from q. The alternatives that start later than t will express that p t can wait till time t (but not till that later time).
• initialization operator : Time × Proc → Proc. The initialization operator t p expresses the process in which all alternatives of p that start earlier than t are left out, but an alternative to delay till time t is added.
• parallel composition : Proc × Proc → Proc The process p q can first perform an action of p, first perform an action of q, or start with a synchronous communication between p and q. The process p q exists at time t only if both p and q exist at time t. The action resulting from a communication is defined by the partial commutative and associative function γ : ActLab×ActLab → ActLab. Furthermore, the communicating actions must occur at the same time and have the same data parameters.
process ∂ H (p) behaves as the process p where the execution of actions from the set H is prohibited. A key feature of timed µCRL is that it can be expressed that a process can delay till a certain time. The process p + δ t can certainly delay till time t, but can possibly delay longer, depending on p. Consequently, the process δ 0 can neither delay nor perform actions, and the process δ can delay for an arbitrary long time, but cannot perform any action. We follow the intuition that a process that can delay till time t can also delay till an earlier moment, and a process that can perform a first action at time t can also delay till time t.
To prove identities in timed µCRL we use a combined many-sorted calculus, which for the sort of processes has the rules of binding-equational calculus [17] , for the sorts of booleans and time has the rules of equational calculus, while other data sorts may include induction principles which could be used to derive process identities as well. We note that the derivation rules of binding-equational calculus do not allow to substitute terms containing free variables if they become bound.
The operational semantics (SOS) of timed µCRL and a sound and complete axiomatization are presented in [16] . Typical to process algebras, additional operations are used in the axiomatization. For the linearization we needed to extend the axiomatization in [16] with a number of axioms (see [18, Chapter 6] ) that are derivable in the setting of [16] for all closed terms. These extra axioms are needed to prove correctness of the linearization. We consider systems of process equations with the right hand sides (rhs) being timed µCRL process terms extended with parameterized recursive calls of the form Y( t) for process name Y with parameters t. For a system of process equations G containing a process equation for X, (X( t), G) is a process definition if t is a list of data terms that corresponds to the type of process X. The combination of the given data specification with a process definition (X( t), G) of process equations determines a timed µCRL specification. Such a specification depends on the finite set of actions ActLab and a communication function γ.
Linearization
The problem of linearization of a timed µCRL specification defined by (X( t), G) consists of generation of a new timed µCRL specification which
• depends on the same ActLab and γ,
• contains all data definitions of the original one, and, possibly, definitions of auxiliary data types, • is defined by (Z(m X ( t)), L), where L contains exactly one process equation for Z in linear form (defined later), and m X is a mapping from the parameters of X to the parameters of Z. such that all processes that are solutions of (X( t), G) are also
It is not possible to linearize a timed µCRL specification which is unguarded, e.g. X = X cannot be brought into linear form. The exact notion of guardedness in µCRL is rather complicated. In a nutshell, in a guarded process every occurrence of a recursive call is preceded (with sequential composition) by an action (see [18] for a precise definition). We define Timed Linear Process Equations (TLPE) as special forms of process equations in timed µCRL. TLPE is similar to the Greibach Normal Form [7] for context-free languages. A timed µCRL process equation is in TLPE if it is of the form (where I and J are disjoint):
The equation is explained as follows. 
, the process can wait till the absolute time t δ ( − −− → d, e δ ). As input for the linearization procedure we take a timed µCRL process definition (X( t), G). Transforming (X( t), G) into a TLPE is achieved in a number of steps that are described in [18, Chapter 6] and are proved to transform a system of process equations in timed µCRL to an equivalent one.
Time-free Abstraction
An important notion of timed µCRL processes is well-
is also well-timed. Terms a t and δ t are also well-timed. If p and q are well-timed, then p + q, d:D p and p c δ 0 are also well-timed, and TLPE is well-timed if its rhs is. The linearization method for timed µCRL ensures that the resulting TLPE is well-timed.
The time-free abstraction (cf. [16, Section 4.2]) of welltimed TLPEs can be used for further analysis with methods designed for untimed µCRL. For instance, strong bisimilarity of time-free abstractions of two well-timed TLPEs is equivalent to the timed bisimilarity of them. In the initial timed µCRL specification time has a direct influence on the specified behavior, for instance on the interleavings of parallel components (a 1 b 2 ≈ a 1·b 2 in timed µCRL). This is why performing the time-free abstraction on the initial specification will not work (because a(1) b(2) ≈ a(1) · b(2) in µCRL). However, after linearization the influence of time on the specified behavior is encoded in the parameters and conditions of the resulting TLPE, i.e. time becomes just a conventional data type in untimed µCRL.
Conclusions and Future Work
We presented the language of timed µCRL and outlined the method of simplifying transformations based on equational axiomatization. This transformation allows for a time-free abstraction of the specification, which in turn enables the use of tools and techniques for verification of untimed systems.
An interesting direction for future work is in adapting efficient real-time abstraction techniques similar to the regions and zones methods [1] for timed automata. Another interesting approach is to make use of model checking techniques, similar to the ones available for timed automata in tools like UPPAAL [14] . A symbolic model checking approach for untimed µCRL has been recently proposed in [13] . It looks more applicable to the time setting than the explicit model checking [15] of modal mu-calculus formulas. In order to apply any of these methods for timed setting a well-thought extension of modal mu-calculus (or another action-based temporal logic) to real-time is needed.
