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Introduction 19
In the biological, medical and social sciences, the validity of research findings is generally assessed 20 via statistical significance tests. Valid significance tests ensure the trustworthiness of scientific results 21 and should reduce the amount of random noise entering the scientific literature. Brunner and Austin 22 (2009) even regard this as the "primary function of statistical hypothesis testing in the discourse of 23 science". A P-value of < 0.05 is usually accepted as sufficiently low for rejecting the null hypothesis. has been argued that the inappropriate use of statistics is a leading cause of irreproducible results 30 (Forstmeier, Wagenmakers & Parker 2017 ). Yet researchers may often be uncertain about which 31 statistical practices can be considered as safe and which are prone to yield overconfident conclusions. 32
Searching the literature, we found relatively little pragmatic advice (Box & Watson 1962 underlies the most commonly used tests for statistical significance (linear models "lm" and linear 36 mixed models "lmm" with Gaussian error, which includes the often more widely known techniques of 37 regression, t-test, and ANOVA). How much deviation is tolerable under which circumstances (in 38 terms of sample size and α -threshold)? 39
40
We here use Monte Carlo simulations to explore how violations of the normality assumption affect 41 the probability of drawing false-positive conclusions (the rate of type I errors), because these are the 42 greatest concern in the current reliability crisis (Open Science Collaboration 2015). We aim at 43 deriving simple rules of thumb, which researchers can use to judge whether the violation may be 44 tolerable and whether the P-value can be trusted. Furthermore, we provide an R package 45 ("TrustGauss") that researchers can use to explore the effect of specific distributions on the reliability 46 of P-values. Counter to intuition, we find that violations are rarely problematic, and we argue that the 47 commonly recommended solutions to the problem (e.g. using non-parametric tests, generalized linear 48 models) may represent a greater threat to the reliability of conclusions because of their lower 49 flexibility or robustness. 50
51

The linear regression model and its assumptions 52
At this point we need to briefly introduce the notation for the model of least squares linear regression. 53
In its simplest form, it can be formulated as Y i = a + b × X i + e i , where each element of the dependent 54 variable Y i is linearly related to the predictor X i through the regression coefficient b (slope) and the 55 intercept a. e i is the error or residual term, which describes the deviations of the actual from the true 56 unobserved (error) or the predicted (residual) Y i and whose sum equals zero (Sokal & Rohlf 1995; 57 Gelman & Hill 2007 ). An F-test is usually employed for testing the significance of regression models 58 (Ali & Sharma 1996) . 59 60 Basic statistics texts introduce (about) five assumptions that need to be met for interpreting all 61 estimates from linear regression models safely (validity, independence, linearity, homoscedasticity 62 and normality; Gelman & Hill 2007) . Recall that these criteria are concerned with the dependent 63 variable Y, or -to be more precise -the regression error e. The predictor X is usually not 64 considered. We refrain from revisiting all criteria in detail, but want to specifically focus on the 65 normality assumption here, which is usually tested via inspecting the distribution of the dependent 66 test statistic is on average normally distributed (Lumley et al. 2002) . Importantly, the robustness of 80 regression methods to deviations from normality of the regression errors e does not only depend on 81 sample size, but also on the distribution of the predictor X (Box & Watson 1962; Mardia 1971) . 82
Simulations to assess effects on P-values 84
To illustrate the consequences of violating the normality assumption, we performed Monte Carlo 85 simulations on five continuous and five discrete datasets that were severely skewed, platy-and 86 leptokurtic or zero-inflated (distributions D0-D9; Figure 1A distribution D0 for reference, we sorted the remaining distributions D1-D9 by increasing tendency to 91 produce strong outliers (calculated as the average distance of the maximum or minimum from the 92 sample mean relative to the standard deviation of the sample for the case of N = 100). We used these 93 data both as our dependent variable Y and as our predictor variable X in linear regression models, 94 yielding 10 × 10 = 100 combinations of Y and X for each sample size (see Figure S1 for distributions 95 of the independent variable Y, the predictor X, and residuals). 96
97
We assessed the significance of the models via an F-test wherever possible and used a likelihood ratio 98 test otherwise. We fitted these models to 50,000 datasets for each combination of the dependent and 99 predictor variable. We did not simulate any effect, which means that both the regression coefficient b 100 and the intercept a were on average zero. This enabled us to use the frequency of all models that 101 yielded a P-value ≤ 0.05 as an estimate of the type I error rate at an α -level of 0.05. The null 102 distribution of P-values is uniform on the interval [0,1] and because all P-values are independent and 103 identically distributed, we constructed confidence intervals using a beta-distribution (cf. Casella & 104 Berger 2002; QQ-plots of expected vs observed P-values are depicted in Figure S1 ). We assessed the 105 deviation of observed from expected -log 10 (P-value) at an expected value of 3 (P = 10 -3 ) and 4 (P = 106 10 -4 ) and by estimating the scale shift parameter υ = σ observed / σ expected (Lin 1989) , where σ is the 107 variance in -log 10 (P-value). 108
109
Since some of the predictor variables were binary rather than continuous, our regression models also 110 comprise the situation of classical two-sample t-tests, and we assume that the results would also generalize to the situation of multiple predictor levels (ANOVA), which can be decomposed to 112 multiple binary predictors. To demonstrate that our conclusions from univariate models (involving a 113 single predictor) generalize to the multivariate case (involving several predictors), we fitted the above 114 models with a sample size of N = 100 to the same 10 dependent variables with three normally 115 distributed predictors and one additional predictor sampled from the 10 different distributions. We 116 further fitted the above models as mixed-effects models using the lme4 R package (v 1.1-14; Bates et 117 al. 2015) . For that we simulated N = 100 independent samples each of which was sampled twice, such 118 that the single random effect "sample ID" explained roughly 30% of the variation in Y. We encourage 119 readers to try their own simulations using our R package "TrustGauss". 120 121
Results
122
The rate at which linear regression models with Gaussian error structure produced false-positive 123 results (type I errors) was very close to the expected value of 0.05 (Figure 1B) Table S1 ). 134
135
Next we examine the scale shift parameter (Figure 1C ) which evaluates the match between observed 136 and expected P-values across the entire range of P-values (not only the fraction at the 5% cut-off). 137
Whenever either the dependent variable Y or the predictor X was normally distributed, the observed 138 and expected P-values corresponded very well (first row and first column in Figure 1C) . Accordingly, the P-values fell within the 95% confidence bands across their entire range (rightmost 140 column in Figures S1). This observation was unaffected by sample size (Table S2) . However, if both 141 the dependent variable Y and the predictor X were heavily skewed, consistently inflated P-values 142 outside the confidence bands occurred, yet this was almost exclusively limited to the case of N = 10 143 ( Figure 1C) . For larger sample sizes only the most extreme distribution D9 produced somewhat 144 unreliable P-values (Figure 1C) . This latter effect of unreliable (mostly anti-conservative) P-values 145 was most pronounced when judgements were made at a very strict α -level (Figure 1D were biased maximally 3.36-fold when both X and Y were sampled from distribution D9. This means 148 that P-values of about P = 10 -10 occurred at a rate of 0.001 (P = 10 (-3 × 3.36) = 10 -10.08 ; Figure 1D ). At N 149 = 100, and for α = 0.0001, the bias was maximally 4.54-fold ( Figure 1E) . Our multivariate and 150 mixed-model simulations confirmed that these patterns are general and also apply to models with 151 multiple predictor variables (Figure S3 ) and to models with random effects (Figures S4) . to count data, we are concerned about practicability when non-experts have to make decisions about 181 the most adequate resampling procedure. In this field of still developing statistical approaches it 182 seems much easier to get things wrong (and obtain a highly overconfident P-value) than to get 183 everything right. Finally, with the inclusion of random effects glmms are much more computationally 184 intensive than lmms and often fail to converge, leading to the recommendation to model all traits as 185
Gaussian (e.g. Ives & Garland 2014). 186
187
The biggest downside of non-parametric approaches is that they are less advanced and user-friendly 188 compared to linear (mixed) models (e.g. Akritas & Brunner 2003) , such that only simple procedures 189 are widely known and applied. The latter, however, are applicable only to the simplest and idealized 190 scenario of fully independent data points and of only a single explanatory variable with no 191 confounding factors or covariates to be controlled for. Real data sets rarely fulfil that condition, such 192 that simple non-parametric tests often suffer from pseudoreplication and unaccounted confounds. 
