Abstract: Subspace clustering (SC) is a promising clustering technology to identify clusters based on their associations with subspaces in high dimensional spaces. SC can be classified into hard subspace clustering (HSC) and soft subspace clustering (SSC). While HSC algorithms have been extensively studied and well accepted by the scientific community, SSC algorithms are relatively new but gaining more attention in recent years due to better adaptability. In the paper, a comprehensive survey on existing SSC algorithms and the recent development are presented.
Introduction
Despite extensive studies of clustering techniques over the past decades in various application areas like statistics, machine learning and database [1] [2] , the conventional clustering techniques fall short when clustering is performed in high dimensional spaces [4] [5] [6] . A key challenge to most clustering algorithms is that, in many real world problems, data points in different clusters are often correlated with some subsets of features, i.e., clusters may exist in different subspaces or a certain subspace of all features. Therefore, for any given pair of data points within the same cluster, it is possible that the points are indeed far apart from each other in a few dimensions of high dimensional space.
Recent years have witnessed proliferating development of subspace clustering (SC) techniques
to overcome this challenge. The goal of SC is to locate clusters in different subspaces or a certain subspace of the original data space. The two main schools of SC algorithms are Hard Subspace Clustering (HSC) and Soft Subspace Clustering (SSC). Research in SC begins with in depth study of HSC methods for clustering high dimensional data. This category of SC algorithms attempts to identify the exact subspaces for different clusters, which can be further divided into bottom-up and top-down subspace search methods [4] . Examples of the former include CLIQUE [8] , ENCLUS [9] and MAFIA [10] ; and that of the latter are ORCLUS [11] , FINDIT [12] , DOC [13] ,  -Clusters [14] , and PROCLUS [15] . Other common HSC algorithms also include HARP [16] and LDR [17] . A detailed review of HSC algorithms can be found in [4] [5] [6] [7] .
While the goal of HSC is to identify exact subspaces, SSC algorithms performs clustering in high dimensional spaces by assigning a weight to each dimension to measure the contribution of individual dimensions to the formation of a particular cluster. SSC can be considered as an extension of the conventional feature weighting clustering [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In this paper, SSC algorithms are hierarchically classified into three main categories, namely, (1) conventional SSC (CSSC), (2) independent SSC (ISSC), and extended SSC (ESSC). Here, CSSC refers to conventional feature weighting clustering algorithms, i.e., all clusters share the same subspace and a common weight vector. On the contrary, the weight vectors in ISSC are different for different clusters. In other words, each cluster has an independent subspace. Thus, ISSC may also be referred to as multiple features weighting clustering. XSSC represents a category of algorithms developed by extending the CSSC or ISSC algorithms with the introduction of new mechanisms to enhance clustering performance. The definitions of these three types of SSC are given in Table 1 . A detailed review of the characteristics of the algorithms will be discussed.
The rest of this paper is organized as follows. The classification of the existing SSC algorithms is given in Section 2. The CSSC, ISSC and ESSC algorithms are comprehensively reviewed in Sections 3, 4 and 5 respectively. The perspectives and prospects of SSC are discussed in Section 6 and conclusions are given in Section 7. For clarity, the notations used in this paper are defined in Table 2 .
Table 1 Definitions of three categories of SSC algorithms

SCC algorithms Descriptions
Conventional SSC (CSSC) algorithms
Classical feature weighting clustering algorithms with all the clusters sharing the same subspace and a common weight.
Independent SSC (ISSC) algorithms
Multiple feature weighting clustering algorithms with all the clusters having their own weight vectors, i.e., each cluster has an independent subspace, and the weight vectors are controllable by different mechanisms. Extended SSC (XSSC) algorithms Algorithms extending the CSSC or ISSC algorithms with new clustering mechanisms for performance enhancement. Table 2 Notations commonly used by algorithms discussed in this paper
v is the center of the i th cluster. 
Classification of SSC
As discussed previously, SSC algorithms can be broadly classified into three main categories, CSSC, ISSC and XSSC. Each of these categories can be further divided into subcategories based on variations in clustering mechanisms, as shown in Table 3 . For CSSC, clustering is performed by first identifying the subspace with some strategies and then carrying out clustering in the obtained subspace to partition the data. This is referred to as separated feature weighting where data partitioning involves two separate processes -subspace identification and clustering in subspace. On the other hand, clustering can also be conducted with the two processes performed simultaneously, which is thus referred to as coupled feature weighting. For ISSC, algorithms are developed based on fuzzy C-means (FCM)/K-means model or mixture model, where fuzzy weighting, entropy weighting or other weighting mechanisms are adopted to implement the clustering models. Finally, XSSC algorithms can be subdivided into six subcategories depending on the strategies used to enhance the CSSC and ISSC algorithms, including between-class separation, multi-view learning, evolutionary learning, adoption of new metrics, unbalanced clusters, and other approaches like reliability mechanism and those used for clustering categorical dataset. The classification of SSC algorithms is presented in Table 3 . These algorithms will be discussed in the sequent sections. 
CSSC
CSSC algorithms can be classified based on the methods of feature weighting approaches adopted. They are thus divided into two categories, one adopting separated feature weighting and the other coupled employing feature weighting. For the former, the weights are determined before clustering is performed; while the weights are learned during the clustering process in the latter.
Separated Feature Weighting Algorithms
(1) OVW-UAT
The Optimal Variable Weighting for Ultrametric and Additive Tree (OVW-UAT) is a feature weighting strategy developed for hierarchical clustering methods to solve the variable weighting problems [18] . In this approach, two objective functions are developed to determine the weights for trees in ultrametric and additive forms respectively. Once the optimal variable weights are obtained, the resulting inter-object dissimilarities can be applied to any of the existing ultrametric or additive tree fitting procedures. Since hierarchical clustering methods are computationally complex, the OVW-UAT approach cannot handle large data sets efficiently. Makarenkov and
Legendre extended the OVW-UAT approach to optimal variable weighting for the k-means clustering [19] . The simulation results showed that the method was effective for identifying important variables, but still not scalable to large data sets.
(2) C-K-means
The Convex K-means (C-K-means) is a method proposed specifically for variable weighting in k-means clustering [20] . This method aims to optimize variable weights in order to achieve the best clustering result by minimizing the generalized Fisher ratio Q -the ratio of the average within-cluster distortion to the average between-cluster distortion. To find the minimum Q value, a set of feasible weight groups are first defined. For each weight group, the k-means algorithm is used to generate a data partition and Q is calculated from the partition. The most desirable cluster is then determined as the partition having the minimum Q value. However, this method of finding optimal weights from a predefined set of variable weights may not guarantee that the predefined set of weights would always contain the optimal weights. Besides, it is not practical to obtain a predefined set of weights for high dimensional data.
(3) WFCM
The Weighted FCM (WFCM) algorithm is another clustering method grouped under the category of separated feature weighting [21] . In the algorithm, clustering is performed by employing the weighted Euclidean distance as metric that incorporates feature weights into the commonly used Euclidean distance. The algorithm begins by estimating the weight vector using the objective function below and the gradient descent learning technique, Once the weights are determined, WFCM can be implemented by replacing the common Euclidean distance in FCM by the weighted Euclidean distance.
Coupled Feature Weighting Algorithms
(1) SYNCLUS
The Synthesized Clustering (SYNCLUS) algorithm is developed to deal with variable weighting in k-means clustering [22] . The algorithm is divided into two stages. Starting from an initial set of weights, SYNCLUS first employs k-means clustering to partition data into k clusters, followed by the estimation of a set of new weights for different features by optimizing a weighted mean-square stress-like cost function. The two stages iterate until convergence to an optimal set of weights is achieved. The algorithm is computationally intensive and very time-consuming [3] , making it not suitable for handling large data sets.
(2) FWFKM
The Feature Weighted Fuzzy K-means (FWFKM) algorithm performs clustering through an iterative procedure based on the fuzzy k-means algorithm and the supervised ReliefF algorithm [23] . With D as the number of features, the FWFKM algorithm begins by setting the weights as 1/ D and implementing the fuzzy k-means algorithm with the weighted distances to obtain the initial clustering result and label the data. With the labeled data, the supervised ReliefF algorithm is then used to assign the new weights for every feature. This procedure is conducted iteratively with the weights updated repeatedly until the final clustering result is achieved. 
With the current partition in the iterative k-means clustering process, the W-k-means algorithm calculates a new weight for each variable, i.e., feature, based on the variance of the within-cluster distances. The new weights are used to decide the cluster memberships of objects in the next iteration. The optimal weights are found when the algorithm converges, which can then be used to identify important features for clustering. The features that may indeed be noise to the clustering process can be removed in future analysis. The W-k-means algorithm has received increasing attention, based on which modified algorithms are proposed, such as the fuzzy subspace clustering algorithm [32, 33] to be reviewed in Subsection 4.1.1. [26] . The algorithm adopts the objective function below,
Furthermore, the following sub-optimization function is used to adjust the weights
where || || i C denotes the number of the i th cluster obtained in the current iteration and
is the global center of all data objects in the data set. The final clustering results and weights are then obtained iteratively. 
ISSC
ISSC algorithms are distinct from CSSC in that each cluster has an independent subspace associated with a weight vector. The algorithms can be implemented based on FCM/K-means model, mixture model and other models, and with the application of different weighting approaches such as fuzzy weighting, entropy weighting and other mechanisms.
FCM/K-means model based ISSC
Fuzzy Weighting
For 
To our knowledge, AWFCM is the first fuzzy weighing ISSC algorithm. Based on AWFCM, improved versions of the algorithm have been proposed, such as EFWSSC algorithm [41] .
(2) SCAD
Frigui and Nasraoui proposed the Simultaneous Clustering and Attribute Discrimination (SCAD) method [29] . Two versions of SCAD algorithms, SCAD-1 and SCAD-2, were proposed with the objective functions as follows,
By comparing the objective functions of AWFCM and SCAD-2, it can be found that they are essentially fuzzy weighting SSC algorithms of the same kind.
(3) AWA
The Attribute Weighting Algorithm (AWA) developed by Chan et al. [30] employed an objective function similar to that of the W-k-means algorithm [24] . However, the sharing weights 
In fact, it is also clear from the objective function of AWA and that of AWFCM as discussed above [28] that AWA is a hard clustering version of the AWFCM algorithm.
(4) FWKM
A weakness of AWA is that when some of the attributes have zero standard deviation, the learning rules derived by the algorithm fail to work. The Fuzzy Weighting K-Means (FWKM)
algorithm [31] is proposed to overcome this problem. The objective function of FWKM is as follows, 
It is clear from these five fuzzy weighting ISSC algorithms that the fuzzy weighting weighting, algorithms adopting fuzzy weighting have better elasticity and, meanwhile, can be easily analyzed using fuzzy optimization techniques.
Entropy Weighting
Another category of ISSC algorithms has been developed based on the FCM/K-means model and entropy weighting. Unlike the fuzzy weighting based algorithms described in the previous subsection, the weighting in this category of algorithms are controllable by entropy. Two representative entropy weighting FCM/K-means model based ISSC algorithms are described.
(1) EWKM Jing et al. proposed the Entropy Weighting K-Means (EWKM) clustering algorithm [34] using the following objective function,
where the second term in the objective function is the Shannon entropy and  is used to balance its influence on the clustering procedure. By introducing the entropy term, the obtained weight can be effectively controllable by entropy. For example, if  is very large, the features will be apt to be assigned with equal values. EWKM has become a benchmarking ISSC algorithm and is further extended to develop various XSSC algorithms, such as ESSC algorithm [34] .
(2) LAC
The weighting in the Local Adaptive Clustering (LAC) algorithm [35] is also controllable by entropy. The objective function can be expressed as
The objective functions of EWKM and LAC are indeed very similar. The only difference is that 12 the effect of cluster size is considered in LAC but disregarded in EWKM.
In addition to the entropy weighting LAC in [35] , Domeniconi proposed an alternative LAC algorithm with a different objective function [36] as follows
Note that the objective function is maximized to solve the solution variables, which is distinct from the entropy-based LAC approach [35] discussed earlier.
Mixture Model based ISSC
In addition to classical FCM/K-means model, probability mixture model is also adopted to develop ISSC algorithms. In this subsection, two representative algorithms are introduced. the mixture model [37, 38] . In FPC/MPC, each projected dimension is assumed to fit in the Gaussian mixture distribution as follows, 
Based on the above criterion, the objective function for clustering is finally given by
When only axis-aligned subspace is considered, the above objective function can be reduced to
It can be seen that the FPC/MPC algorithm also involves the entropy term for the clustering procedure, however, the entropy term here is used to control the partition ij u instead of the feature weight ij w .
(2) EWMM
Peng and Zhang proposed the entropy weighting mixture model (EWMM) algorithm [39] . By using an approach similar to that in FPC/MPC, the objective function of EWMM can be formulated as follows, 
Note that although both mixture model based algorithms, i.e., Fuzzy/Model algorithm and EWMM algorithm, contain an entropy term, the purposes are very different. The former uses it to control the partition ij u while the latter use it for controlling the weight ij w .
When compared with the classical FCM/K-means model based ISSC algorithms, the two mixture model based algorithms are expected to possess stronger adaptation abilities to the data distributions, as evident from that promising clustering results achieved on high dimensional data [39] . However, the mixture model based ISSC algorithms are much more complicated than the FCM/K-means based algorithms and therefore not very popular in the field of SSC.
Other Model based ISSC
In addition to the FCM/K-Means and mixture model based ISSC algorithms, other ISSC algorithms have also been proposed. Among them, the Clustering Objects on Subsets of Attributes (COSA) is a representative algorithm which was proposed by Friedman and
Meulman [40] with the following objective function.
where i  are the cluster weights and i n is the number of objects assigned to the ith cluster.
COSA is an entropy-based subspace clustering algorithm. As discussed in [34] , a shortcoming of COSA is that it may not be scalable to accommodate large data sets.
XSSC
XSSC algorithms refers to a category of SSC methods developed to improve the performance of CSSC and ISSC algorithms by introducing new learning mechanisms to improve the clustering performance. In the paper, we divide the XSSC algorithms into six subcategories. The techniques applied are reviewed respectively in this subsection.
Between-cluster Separation
Most SSC algorithms perform clustering by optimizing the within-cluster compactness without making use of the between-cluster information. Recently, algorithms integrating between-cluster separation with within-cluster compactness have been developed. Three representative algorithms are reviewed.
(1) ESSC
Based on the EWKM method [34] , the Enhanced SSC (ESSC) algorithm was proposed to improve clustering performance by minimizing the within-cluster compactness in the weighting subspace and maximizing the between-cluster separation simultaneously. The objective function of the ESSC algorithm is as follows, algorithm is reduced to the EWKM algorithm [34] . Thus, the EWKM algorithm can be regarded as a special case of the ESSC algorithm.
(2) EFWSSC
Using a similar strategy, Guan improved the FSC algorithm [32, 33] by making use of between-cluster separation and proposed the Enhanced Fuzzy Weighting Soft Subspace Clustering (EFWSSC) algorithm [42] . The objective function of the algorithm is
Similarly, when 1 m  and 0   , the EFWSSC algorithm degenerates into the FSC algorithm, i.e., the FSC algorithm is as a special case of the EFWSSC algorithm. 
Although the IEWKM algorithm here and the ESSC algorithm [41] are both based on EWKM and they both employ the between-cluster separation, the former is much more difficult to be optimized. Besides, from the viewpoint of optimization, the learning rules for the cluster centers in the IEWKM algorithm lack rigorous derivation [43] .
Multi-view Learning
Multi-view learning is becoming a popular approach in the fields of machine learning for learning on multi-view data. It has been used for SSC recently and two representative multi-view SSC algorithms are introduced as follows.
(1) TW-k-means Chen et al. proposed the Two-level variable Weighting k-means (TW-k-means) by introducing
the view weighting mechanism [44] . It is a multi-view SSC algorithm based on traditional weighting clustering methods. The objective function of TW-k-means is given by
In this algorithm, feature weighting is performed in the first level weighting where the importance of features in each view is adjusted. View weighting is then performed in the second level weighting where the influence of each view in the clustering procedure is adjusted.
(2) FG-k-means
Another multi-view SSC algorithm to be introduced is the Feature Groups weighting k-means (FG-k-means) algorithm [45] . It is based on the EWKM algorithm and the corresponding objective function is given by
By comparing the FG-k-means and TW-k-means algorithms, it can be seen that former is indeed an extension of the latter from CSSC to ISSC.
Evolutionary Leaning
Most of the existing SSC algorithms make use of iterative learning strategy for optimizing the objective functions. However, these algorithms suffer from poor initialization sensitivity and local optimization of solutions. In order to overcome the deficiencies, evolutionary learning technique has been introduced to optimize the objective functions of SSC. Several representative XSSC algorithms developed based on evolutionary learning are reviewed below.
(1) Coevolutionary SSC Gangrski et al. proposed two SSC algorithms based on coevolution learning [46] . The first algorithm was inspired by the Lamarck theory and used the distance-based cost function defined in the AWC algorithm [30] as the fitness function. The second algorithm employed a fitness function based on a new partitioning quality measure. The experimental results in [46] highlighted the benefits of using coevolutionary feature weighting methods to improve the knowledge discovery process. 
By transforming the original constrained variable weighting problem into a problem with bound constraints, i.e., using a normalized representation of variable weights, the particle swarm [48] . Here, two objective functions are adopted for SSC, i.e., 
Adaptive Metric
In SSC, Euclidean distance is commonly used as the metric for defining the distance between the data points and the cluster centers in each dimension. In order to improve clustering performance, a number of modified metrics have been proposed. Two of the metrics are introduced below, along with the corresponding XSSC algorithms thus developed.
(1 
Imbalanced Clusters
For data with imbalanced cluster, a XSSC algorithm, called the Weighted LAC (WLAC), is proposed based on elite selection of weighted clusters [51] . The objective function of WLAC can be expressed as follows,  and 2  in the WLAC algorithm.
Other XSSC Algorithms
In addition to the five subcategories of XSSC algorithms discussed above, many other XSSC algorithms have also been reported recently [52] [53] [54] [55] [56] [57] [58] [59] and are described briefly as follows.
(1) Category Data
While the IEWKM algorithm is first proposed for category and numeric mixture data [52] Evaluation on gene expression data shows that the algorithms can improve their corresponding baseline techniques and outperform important soft and crisp subspace clustering methods.
Future Development
Following a comprehensive review of various SSC methods, the potential future development of SSC is discussed in this section. In particular, the discussions will be made from the perspectives of new SSC algorithms based on transfer learning and multi-view learning.
Transfer Learning
The effectiveness of traditional clustering algorithms depends on the sufficiency of data and information. Most of the algorithms fail when the data available is insufficient for performing the clustering tasks, which is not uncommon in real-world applications. This presents a major challenge for traditional clustering algorithms. A promising approach to deal with the issue is to capitalize transfer learning techniques to improve the performance of the clustering algorithms.
Transfer learning and domain adaptive learning [60] [61] [62] [63] [64] are very attractive approaches in the fields of machine learning for their applicability in the real-world modeling and learning tasks, such as classification, regression and clustering, particularly in situations where the data of the current scene (also commonly named as the target domain) are insufficient, or are difficult to be used for a certain task, while some information of a related scene (also commonly named as the source domain) is available for the task.
The conceptual diagram in Fig. 1 illustrates the improvement in clustering performance by exploiting transfer learning. The inset in the left shows that the data in the target domain, delineating the situation where it is difficult to obtain satisfactory clustering result with the data using traditional no-transfer learning based clustering algorithms. However, if a reference scene, i.e., the source domain, is available and the information is taken into consideration (right of Fig.   1 ), more promising clustering result can be obtained. For example, if it known that there are two related domains and the number of clusters in these two domains is expected to be the same, then the induced knowledge in the source domain, such as the cluster centers, can be employed to guide the clustering process in the target domain. It can be seen from this example that the realization of effective knowledge/information transfer mechanisms from the source domain to the target domain is the key to develop transfer clustering algorithms. This issue requires special attention and should be properly addressed in the development of effective transfer learning strategy for SSC. For example, the knowledge induced in the source domain, such as the cluster centers and/or the subspace of the clustering results, should be used appropriately to boost the clustering performance in the target domain. Despite the potential of transfer learning and the extensive study for classification and regression tasks in recent years, the application of transfer learning for clustering remains very scarce, especially for high dimensional data. Therefore, research towards the development of transfer leaning based SSC algorithms is promising. It is expected to yield effective algorithms for high dimensional data clustering analyses where transfer learning is useful to enhance clustering performance.
Enhanced Multi-view Leanring
Another direction of further development in SSC is to leverage multi-view learning for advanced clustering algorithms. Multi-view data are becoming popular in many real-world modeling tasks, such as multi-view visual recognition. The research presented in [44, 45] indicates that multi-view clustering is a very effective approach to improve clustering Knowledge Transfer performance for multi-view learning scenes.
However, the existing multi-view SSC algorithms are yet to meet the requirement of the real-world data mining tasks since the multi-view learning mechanisms adopted are still very simple and not effective enough for clustering the high dimensional datasets such as gene expression datasets and text dataset. The development of effective multi-view learning mechanisms is thus an important research area and will make significant contribution to multi-view clustering analysis of high dimensional data.
Scalable Learning for Large Dataset
Another challenge to SSC is the fast and scalable learning abilities for the large datasets. As reviewed for the existing SSC algorithms, most of them are ineffective for clustering the large datasets due to high computational complexity. This problem is hampering further extensive applications of SSC. In order to overcome this challenge, some existing techniques about the scalable and fast learning on large datasets in classical clustering algorithm, can be integrated into the SSC to design the effective algorithms. Related work can be seen in [66] . Some new advancement for the learning on the large datasets, such as the minimal enclosing ball approximation technique [67] [68] [69] [70] [71] , can also be taken into account to develop the scalable and fast SSC algorithms.
Conclusions
In this paper, a comprehensive survey of SSC has been presented. A wide variety of existing algorithms are systematically classified into three main categories, i.e., CSSC, ISSC and XSSC.
These three categories of SSC algorithms, along with the different subcategories have been reviewed and discussed in detail. We foresee that transfer learning and multi-view learning will play an important role in the development of SCC in the future. A thorough understanding of SSC algorithms and insights into the advancement of SSC can be obtained through this survey paper.
