The double scalar mixing layer ͑DSML͒ is a canonical problem for studying the mixing of multiple streams and, with reaction, combustion of the partially premixed type. In a DSML, a third stream consisting of a premixture of the reactants is introduced in between the pure fuel and air streams of the classic twin-feed or binary mixing problem. The well-known presumed probability density function ͑PDF͒, such as the ␤-PDF, can adequately model passive scalar mixing for the binary mixing problem on which state-of-the-art turbulent combustion models such as conditional moment closure and flamelet approaches rely. However, the ␤-PDF model, now a standard in CFD simulation, cannot describe turbulent mixing involving multiple streams; e.g., the asymmetric three-stream mixing characterizing the DSML. In this paper, direct numerical simulations of the DSML are performed to make available a high-fidelity database for developing more general, fine-scale mixing models required to compute turbulent combustion problems of practical engineering interest, which usually involve mixing between multiple streams. In this first part of two investigations, nonreacting numerical experiments are presented with emphasis on the nontrivial distributions of the passive scalar and its dissipation rate. Mapping closure modeling is applied to describe the PDFs and conditional dissipation rates of a single mixture fraction.
I. INTRODUCTION
The use of complex, multistream mixing scenarios abound in practical combustion devices such as industrial furnaces and gas turbine combustors. Increasing efficiency, reducing pollutant emissions, and enhancing performance, all while maintaining flame stability, are design challenges commonly met by novel fuel and air staging tactics. It is not uncommon to also pair such methods with partial premixing of reactant streams as done, for example, in stationary gas turbines. The partially premixed combustion modes that ensue remain as yet unmet challenges for state-of-the-art combustion models such as the flamelet, 1,2 conditional moment closure, 3, 4 and transported probability density function 5, 6 approaches.
A comparatively simple, illustrative example of a multistream mixing problem is the common laboratory piloted jet flame. The pilot is a partially premixed third stream set in between the fuel jet and coflowing oxidizer streams to stabilize combustion. A now famous series of such jet flames 7 forms an extensive, detailed data set used to help the further development and validation of the state-of-the-art turbulent combustion models.
To make simulations of practical flows affordable, these state-of-the-art approaches model the diffusive and reactive processes occurring at scales below the resolution of the computational grid. Of primary interest is the mixing rate of the fuel with air occurring at the unresolved scales. This can be the rate-limiting process that determines the heat release in a stably burning, nonpremixed combustion mode, or the determining process that transitions the reacting flow into combustion modes of the partially premixed or locally purely premixed type.
A normalized measure of the local fuel-to-air ratio is Bilger's well-known mixture fraction, where Y Fu and Y Ox are the local mass fraction of fuel and oxidizer ͑air͒, respectively, and r is the number of moles of air to fuel. By its definition, the field variable ͑t , x͒ is a passive scalar. Since random molecular mixing of fuel and air is described by the continuum diffusion of , the scalar energy dissipation rate,
then represents the local rate of molecular mixing of fuel with air. Here, D is the molecular diffusion coefficient of .
a͒ Currently, the presumed ␤-PDF ͑␤ probability density function͒ is the most commonly used computational fluid dynamics ͑CFD͒ model ͓͑Reynolds-averaged Navier-Stokes ͑RANS͒ or large-eddy simulation͔ for the unresolved distribution of and ͑͒. The presumed ␤-PDF owes its deserved popularity to both accuracy and convenience: given the first two moments of , solved for in most typical CFD computations, the two-parameter ␤-PDF distribution function is simple and efficient to compute and is well known to yield a fairly accurate description of the bounded, nontrivial distributions of even at the early stages in a binary mixing problem. However, the ␤-PDF "model" has no sound physical basis and when applied to the mixing of multiple streams, cannot describe the distributions of ͑until the mixing reaches some approximately binary mixing state͒.
To illustrate, consider the three-stream mixing problem represented by the double scalar mixing layer ͑DSML͒, the "simplest-but-no-simpler" problem for studying the mixing of multiple streams. In the DSML, a third "pilot" stream, a premixture of the fuel and oxidizer, is introduced in between the pure fuel ͑Y Fu =1 or =1͒ and pure oxidizer ͑Y Ox =1 or =0͒ feeds of the classic binary or two-stream mixing problem. In the present case, the pilot stream is premixed to = 0.25 ͑or r =3͒. Figure 1 shows a schematic of the mean distribution in the DSML. Figure 2 motivates the work. The figure shows, at an early stage of mixing between the three streams, the failure of the conventional ␤-PDF ͑dash-dotted lines͒ to describe p ͑͒, or equivalently, ͗ ͉ = ͘. The data ͑symbols͒ shown are from the direct numerical simulation ͑DNS͒ of the DSML. The distinguishing feature of ͗ ͉ = ͘ =0 at = 0.25 shown in Fig. 2͑a͒ is due to the pilot stream and has been recognized, for example, in large-eddy simulations of the piloted Sandia jet flame D. 9 The exact first and second moments of from the DNS are used as inputs to the ␤-PDF model. The dashed and solid lines in 2͑b͒ are Pope's "statistically most likely" ͑SML͒ distributions 10, 11 and are described later in the paper. The motivation of the work is to provide the necessary high-fidelity mixing data to develop the statistical fine-scale mixing models for more practical flows characterized by the mixing of multiple streams. This first part of two papers focuses on the turbulent mixing of the passive scalar field, , in the DSML. ͑The forthcoming companion paper will consider the fine-scale mixing of the reacting scalars.͒ Although the fidelity of laboratory measurements, e.g., for the piloted Sandia jet flames, is rapidly approaching that of numerical simulations, they still lack the complete, detailed threedimensional small-scale information, such as the fields, the knowledge of which is crucial for developing the fine-scale mixing models. Thus, DNS here is an ideal tool for the initial study of the multistream mixing problem. The DNS of the three-stream DSML has not existed until now.
In a similar DNS study of mixing, two passive scalars were considered by Juneja and Pope.
12 Under homogeneous Typical distributions of the dissipation rate of ͑mixture fraction͒ conditionally averaged on all values of ͑left subplot͒ and the corresponding probability density function of ͑right subplot͒ when a third stream is introduced into the classical binary mixing problem between two streams with = 0 and = 1. The third stream here is introduced with = 0.25. Dash-dotted line shows the well-known two-parameter ␤-PDF constructed using the exact first and second moments ͑I ϵ 2͒ of the data; dashed and solid lines show the SML distribution given the exact known first three moments ͑I =3͒ and the first 20 moments ͑I =20͒. All moments are known exactly, taken from DNS. The motivation of the work is to describe multistream mixing with the least number of transport equations for the moments of .
turbulence, the effect of the initial length scales and diffusivity of the scalars on the evolution of the initial "triple-delta function" joint probability density function was studied as well as the long-time, Gaussian behavior of the joint PDF. Here, we consider a nonhomogeneous case, constant Schmidt number, and focus on the early-time behavior from the triple-delta function PDF of a single passive scalar.
As a modeling objective of the present paper, the mapping closure model [13] [14] [15] [16] is applied to develop a mixing model for an N-stream mixing problem and validated against the special case of the three-stream DNS. Past efforts in mapping closure modeling for N Ͼ 2 streams have either considered multiple scalar mappings 17, 18 or a single passive scalar with a symmetric, triple-delta function initial distribution. 19 The former approach introduces added computational overhead associated with solving the moments of each additional passive scalar and introduces new terms in the combustion modeling. Thus, the latter simpler strategy is adopted here. In Ref. 19 , the focus was on the time required to reach an approximate binary mixing state for the initially symmetric three-stream case. The present work addresses the more practically relevant transition regime and also considers the general, asymmetric initial trinary ͑and N-ary͒ mixing state.
The paper is organized as follows. In the next section, the important role of p and in turbulent combustion modeling is reviewed. We note that this section may be skipped altogether for the reader with an advanced background in turbulent combustion modeling. In Sec. III, the DNS of the DMSL is detailed. Section IV describes the application of mapping closure to the N-stream mixing problem, motivated by results from the application of the statistically most likely distribution to the DSML. In Sec. V, the mixing stages of the DSML are delineated and behavior of the unconditional moments studied focusing on the stages of interest. The scalar probability distributions and conditional dissipation rate data are shown and compared with the mapping closure model. Section VI concludes the paper.
II. BACKGROUND
The modern turbulent combustion modeling approaches are briefly reviewed and the roles of p and in each of the approaches recognized. The important interdependence between these quantities is also briefly reviewed for related discussion in later sections.
In both conditional moment closure ͑CMC͒ modeling and most variants of flamelet ͑FL͒ modeling, the average mixing rate field conditional on all possible values of , i.e., ͗ ͉ = ͑͘t , x͒, is used to obtain the conditionally averaged value of the temperature, i.e., ͗T ͉ = ͑͘t , x͒, and all the reacting scalars, e.g., ͗Y Fu ͉ = ͑͘t , x͒. Modeling some of the unresolved, fine-scale details of ͑t , x͒ is necessary and generally done by a presumed functional form of with , or equivalently, by a presumed distribution of at the unresolved scales, p ͑͒. In the former approach,
where the function F = / 0 describes the entire dependence of on . Note that, owing to the assumed self-similarity of F, the normalization factor 0 can be evaluated at a single, fixed value, usually taken at the stoichiometric value of = st . Conditionally averaging ͑1a͒ then yields
F͑͒ is usually modeled by a presumed function derived from a laminar counterflow or mapping closure for a binary mixing problem. Kolmogorov's hypothesis that equilibrium of turbulence holds on average allows ͗ 0 ͘ ͑͗͘ at some specific, specified value of the mixture fraction͒ to be modeled by the available averaged or resolved large-scale quantities. An averaged relation of this kind is not always sufficient, 20, 21 but provides the necessary information to solve many stably burning reacting flow problems of the nonpremixed type.
To obtain the standard, unconditional Favre averages of species concentrations and temperature in CMC and FL modeling, p is also required and is usually constructed by the generally only available first and second moments of . The most commonly used form for p ͑͒ is the ␤-PDF.
22
Presuming a probability distribution of is not independent from prescribing the functional distribution for F͑͒.
The dependence between p ͑͒ and ͗ ͉ = ͘ or F͑͒ can be seen explicitly within the framework of the transported probability density function ͑TPDF͒ approach for the passive scalar :
͑2͒
where homogeneity has been assumed. Equation ͑2͒ is derived from the exact continuum transport equation for and thus represents the self-consistent relationship between ͗ ͉ = ͘ and p ͑͒, i.e., yields p ͑͒ given ͗ ͉ = ͘ or vice versa. For example, assuming a presumed ␤-PDF for , ͑2͒ can be used to obtain ͗ ͉ = ͘ or F͑͒ with ͑1a͒.
24,25 Note, following ͑2͒, the unique relationship between p ͑͒ and ͗ ͉ = ͘ is established with an initial condition for p . For more details and discussion, see Mortensen, 26 where the relationship between the PDF and the conditional dissipation ͑and diffusion͒ rate has been established for the more general, inhomogeneous case.
In TPDF modeling, to obtain p ͑͒ ͑or the more general reacting analog, p Y Fu¯T ͒, Monte Carlo calculation techniques are usually employed. 27 In either the Eulerian or Lagrangian variants, an ensemble of "notional particles" represents the probability distribution, in the case of ͑2͒, of . In a single-point framework, a micromixing model is used to account for the unresolved diffusive processes wherein the mean dissipation rate of provides the physically relevant mixing time scale, e.g.,
where ͗Љ 2 ͘ is the variance of and D its diffusivity. For the reacting scalars, ͑3͒ can also be used to specify the mixing time scale for all the scalars under distributed combustion;
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Direct numerical simulations of the DSML Phys. Fluids 18, 067106 ͑2006͒ otherwise, the conditional mean of is additionally required to account for flamelet combustion. 28, 29 In the current paper, a model for ͗ ͉ = ͘ to be used in CMC and FL modeling is described and tested. Additionally, for the TPDF approach, a new particle micromixing model is established for p .
III. NUMERICAL EXPERIMENT
The flow fields are assumed to satisfy the incompressible Navier-Stokes and conserved scalar transport equations
These equations have been nondimensionalized by the initial integral length scale L 0 , and the initial rms velocity u 0 , so that Re 0 =u 0 L 0 / , where is the kinematic viscosity. Sc is the Schmidt number. The flow is simulated in three dimensions using a numerical method that is discussed in detail by de Bruyn Kops and Riley. 30, 31 Briefly, the transport equations for momentum and the conserved scalar are advanced in time using a thirdorder fractional step method with spatial derivatives computed with the pseudo-spectral technique. The nonlinear term in the momentum equation is computed in rotational form while the nonlinear term in the scalar transport equation is computed in advection and conservation form on alternate time steps to minimize aliasing. 32 Periodic boundary conditions are used in the streamwise ͑x͒ and spanwise ͑z͒ directions. Free-slip boundaries are used in the direction of the mean scalar gradient ͑y͒. The numerical domain size is 512ϫ 513ϫ 512 grid points ͑x ϫ y ϫ z͒.
A. Velocity fields
The current simulations are designed so that the largest dynamically significant length scales are resolved, which may be important in interpreting the mixing data that are presented later in this paper. To see how, consider, for instance, Ref. 33 , in which are reported the results of some carefully executed simulations, but ones that were not designed to capture the largest scales. A comparison of those results to the current results, and to laboratory data, shows that omitting the largest scales results in a faster energy decay rate and a slower growth rate in the velocity integral length scale. de Bruyn Kops and Riley 30 present a physical argument to explain these characteristics, and Wang and George 34 develop an explanation based on theory. Regardless of why the evolution of the velocity length and times scales are affected by large-scale resolution in the simulations, these characteristics affect the mixing time scale and, in particular, the time dependence of the mixing time scale. To our knowledge, Peters 35 was the first to suggest that these effects be considered when intepreting DNS data related to reacting flows.
In order to minimize the need for those using the current data set to be concerned with the effects of large-scale resolution on the evolution of simulated velocity fields, the velocity in the simulations has been designed to evolve like that in the classic experiment of Comte-Bellot and Corrsin 36 in homogeneous isotropic turbulence with Re 0 = 358. Specifically, the initial velocity fields are statistically the same as those reported in Ref. 30 . They are not identical because free-slip boundary conditions are used here in the direction of the mean scalar gradient, whereas periodic boundary conditions were used in the earlier simulations. As a result, the evolution of the velocity is nearly the same as, but not identical to, that reported in Ref. 30 . The integral length scale ͑L͒, the Taylor microscale ͑͒, rms velocity ͑u rms ͒, turbulent kinetic energy ͑k͒, and its dissipation rate ͑͒ are shown in Fig. 3 . Consistent with the scaling used to nondimensionalize ͑4͒, time has been scaled by the initial large-eddy turnover time L 0 / u 0 . To ensure that the impact of free-slip boundary conditions on the isotropy of the turbulence near the boundaries was minimal, the velocity fields between this and the periodic case were compared. The evolution of the kinetic energy and of the integral and Taylor length scales were verified to be nearly the same.
B. Scalar field
The scalar is taken to be the mixture fraction ranging from zero as y → ϱ to unity as y → −ϱ. In the initially pre- 
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i.e., L pm = 2. The scalar field was allowed to evolve for six initial large-eddy turnover times in order to see the evolution of the layer after the time at which the premixed region in the initial condition ceases to have much effect on mixing and the layer has begun to act much like a single scalar layer. After the full simulation was run, the simulation was repeated from t =0 to t = 1.2, with the center of mixing layer located at five different y locations, and also with the layer flipped about y = 0 for another five simulations. This resulted in a total of ten simulations of the mixing layer using the same velocity field. The process was repeated using a statistically similar velocity field to produce another ten simulations. Furthermore, each simulation includes 512 xz planes, each of which is treated as a separate realization of the layer. Thus, the data reported for 0 Յ t Յ 1.2 are from an ensemble average of 10,240 realizations, while the data for 1.2Ͻ t Յ 6 are from 512 realizations. The notation "͗͘" is used to denote these ensemble averages.
In the practical applications mentioned in Sec. I, the Schmidt numbers are of order unity. The laminar values of diffusivity are not important in these applications due to their high Re. Presently, the Schmidt number in ͑4c͒ is set to Sc= 0.7 in all simulations.
Care was also taken to minimize the effect of the freeslip boundary conditions on the evolution of the scalar field. The computational domain of the DNS spans over an order of magnitude of L 0 in the nonhomogeneous, transverse direction: −10Յ y Յ 10. This large y domain insures that the boundary conditions do not influence the mixing. This was verified by checking that the DSML was well within the domain where the three components of the fluctuating velocity and the kinetic energy dissipation rate tensor are consistent with isotropy.
IV. MODELING
Typically, only the first two moments of are calculated in a CFD simulation. Additional moment information, such as the skewness, kurtosis, and higher moments, are currently unmet modeling challenges, not to mention posing the undesirable, additional computational burden for their associated calculation. Returning to the three-stream mixing data in Fig. 2 , the modeling objective is then to describe the smallscale mixing with the minimal number of large-scale equations for the statistical moments while, ideally, maintaining the computational convenience that presumed distributions like the ␤-PDF grants; e.g., a direct, algebraic, or analytical formula for p .
We first show that a model based on statistical inference alone, in similar fashion to the ␤-PDF model, cannot meet the modeling objective. Pope's "statistically most likely" ͑SML͒ distribution can be employed to illustrate the large number of moments necessary to describe the three-stream mixing statistics shown in Fig. 2 . Briefly, the most likely ͑or least biased͒, statistical distribution with I given moments corresponds to the maximum "entropy" of the probability distribution, since the I given moments corresponds to the only given ͑or minimal͒ information of p . Applied to the present case, the entropy of p can be written as
͓For convenience, the distribution of is considered rather than the standardized ͑ − ͗͒͘ / .͔ Pope's SML distribution is then obtained by maximizing H with the given, first I moments of as constraints:
Substitution of ͑5a͒ into ͑5b͒ and approximating the integral with the discrete trapezoidal rule yields an algebraic equation of the form f͑C͒ = 0, the roots of which yield the coefficients C = ͓C 0¯CI ͔ T in ͑5a͒, the SML model for p . Details can be found in Ref. 37 .
Returning to Fig. 2 , the dashed line in subplot ͑b͒ shows the SML distribution given the exact, first I = 3 moments of from the DNS. For I = 2, the SML distribution gives comparable estimates as the ␤-PDF ͑see also Ref. 11͒. The solid line in subplot ͑b͒ shows that even the most likely distribution with minimal information given by the first I = 20 moments of is arguably insufficient to describe the shape of p . Obviously, a model requiring this many statistical moments would also not be practical.
A. Mapping closure
The mapping closure model of Chen et al. 13 is instead applied to describe the fine-scale statistics for the multistream mixing problem. Briefly, in the mapping closure approach, the statistics of a stochastic field variable ͑ in this case͒ is modeled by a deterministic mapping function X from a "reference field" whose statistics are known, usually taken as a Gaussian field. The PDF of can then be determined from
where p ͑͒ = ͑2͒ −1/2 exp͑− 2 /2͒ for the case of a standardized Gaussian reference field. The mapping = X͑ , t͒ is determined from the exact transport equation of . For homogeneous turbulence, Gao 38 has derived the general solution
where a 2 ϵ 1−e −2 , = ͗D͑١͒ 2 ͘t ͑since ͗ 2 ͘ϵ1͒, and X͑ ,0͒ is the initial condition.
Application of ͑7͒ to multiple scalar mixing can be done by formulating X͑ ,0͒ for an initially segregated state of N Ն 2 scalars. The initial PDF is then Direct numerical simulations of the DSML Phys. Fluids 18, 067106 ͑2006͒
where ␦͑x͒ represents the Dirac delta function and D n the relative mass of = n in the system; i.e., ͚ n=1 N D n = 1. The initial mapping function is then a sum of Heaviside functions H͑x͒,
shown pictorially in Fig. 4 . Note that X͑ ,0͒ also specifies the boundaries of ; i.e., X͑− ϱ ,0͒ = 1 and X͑ϱ ,0͒ = N . Substituting ͑9͒ into ͑7͒, it can be shown that
͑10͒
Taking the derivative of ͑10͒ and substituting into ͑6͒ finally yields 
follows from ͑8͒. Here, erf −1 ͑x͒ is the inverse error function. Extension to the inhomogeneous case can be done following the common method used for the binary mixing problem. 39, 40, 28, 29 This is done by setting, at each computational grid cell, 1 ϵ − , N ϵ + , and obtaining for a given in ͑11a͒, now the statistically stationary PDF of . Physically, − and + represent the respective minimum and maximum local values of in a given computational grid cell and are usually approximated by 0 and 1, respectively. Here, for the general N Ͼ 2 case, to find the unknown parameters for ͑11a͒ given − , + , and I Ͼ 2 moments at any given point, the N + 1 generic constraints represented by ͑5b͒ are equivalently written as 0 = ͵ X n p ͑͒d − ͗ n ͘ for n = 0, ... ,I ͑11c͒ using the change of variables of the mapping closure approach. Again, p here is the standardized Gaussian PDF. The analogous numerical procedure used to obtain C for ͑5a͒ can thus be used to solve for the parameters 
B. Implementation
Implementation of the mapping closure model for the turbulent combustion models reviewed in Sec. II is described.
In contrast to using ͑2͒ to obtain the conditional scalar dissipation rate given p for the CMC and FL modeling approaches, the mapping relation = X͑͒ can instead be used to directly obtain ͗ ͉ = ͘ using
where ‫ץ‬X / ‫ץ‬ is the derivative of ͑10͒ and p is given by ͑11a͒. Note that the right-hand side of ͑12͒ represents F͑͒ ϫ͑͗ 0 ͘ / ͗͒͘ following ͑1a͒. For TPDF modeling, Monte Carlo particle simulations of ͑2͒ for N streams readily follows the procedure for twostream mixing described in Ref. 29 . Briefly, stochastic differential equations for the notional particles are simulated for the reference field following an Ornstein-Uhlenbeck process:
͑13͒
Here, superscript "͑i͒" represents the ith notional particle in the ensemble of N p total particles, T =2͗͑dX / d͒ 2 ͘ / ͗͘ is the time scale for , and W͑t͒ is a standard Wiener process. The mapping function ͑10͒ is used to obtain ͑i͒ = X͑ ͑i͒ ͒, whose ensemble then represents the p of ͑2͒.
V. RESULTS AND DISCUSSION
Before turning to the modeling validations of p ͑͒ and 
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Cha, de Bruyn Kops, and Mortensen Phys. Fluids 18, 067106 ͑2006͒ existing modeling, and any new physics that would be necessary to model for the particular DSML case versus the well-known, single scalar mixing layer ͑the binary mixing problem͒.
A. Moment profiles
Profiles of the mean, rms, skewness ͑Sk͒, and kurtosis ͑Ku͒ of are plotted in Figs. 5-8 in the nonhomogeneous direction ͑y͒ and for various times. The initial premixed region ͑ = 0.25͒ of nondimensionalized thickness 2 can be clearly seen in the mean profiles ͑left subplot of Fig. 5͒ . Due to the two resulting mean scalar gradients, there are two distinct peak locations in the rms profiles ͑left subplot of Fig.  6͒ . This is a result of scalar turbulence production being proportional to ͉١͉͗͘ 2 . For the DSML, the only nonzero component of this term is ͉d͗͘ / dy͉ 2 , which is greatest at these peak locations. That the scalar variance is larger for y Ͻ 0 is due to the larger mean scalar gradient on the fuel ͑ =1͒ side, since d͗͘ / dy ϳ ⌬͗͘ = ͑1 − 0.25͒ is larger as compared to the oxidizer ͑ =0͒ side, where ⌬͗͘ = ͑0.25− 0͒. At comparable times, there are four distinct peaks in the higher moments ͑Figs. 7 and 8͒ corresponding to the edges of the two quasi-independent mixing layers of the DSML. These mark the regions of high intermittency that occur at the edge locations of standard, single mixing layers. For increasing times t Ն 1 ͑right subplots of Figs. 5-8͒, all moments can be seen to become indistinguishable, qualitatively, from a single mixing layer. Note that t is nondimensionalized by the largeeddy turnover time, hence merging of the two scalar mixing layers of 2L 0 distance in O͑1͒ time is expected.
The physics behind the first two moments can be described by existing, well-known modeling used in current, standard RANS CFD computations. The expectation is that standard RANS modeling will hence also describe the nonhomogeneous mean and rms fields of the DSML. The turbulence modeling issues of the unclosed terms for the higher moments have not currently been addressed by standard RANS CFD modeling except within the more general TPDF approach, where all moments are computed with the direct computation for the PDF of ͓cf. ͑2͒ and corresponding discussion͔. ͑In Part II of this two-part paper, a method to circumvent solution of these higher moments is described and validated within a combustion modeling framework.͒ Temporally, it is useful to divide the evolution of the DSML into three stages. For dimensionless time less than about 0.2, each of the two steps in the double layer behaves approximately independently. At about t Ϸ 0.2, the field enters the second stage of its evolution in which the two layers are not independent, but the effect of the premixed region from the initial condition is strong. This stage lasts until about t = 1. There are still two distinct peaks in the rms profile, and four distinct peaks in the profiles of the higher moments at this time, but there is no longer a region of nearly zero fluctuations near y = 0, and the statistics of the fluctua- 
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Direct numerical simulations of the DSML Phys. Fluids 18, 067106 ͑2006͒ tions in change very rapidly near the center of the layer compared with the rate at which they change at other locations in the layer. The flow begins the third and final stage of its evolution shortly after t = 1. During this time, the effects of the premixed region in the center of the layer are small, and the double layer behaves nearly as a single layer. Beyond t Ϸ 1 then, there is little qualitative difference between the evolution of the DSML and the evolution of the single scalar mixing layer as reported in Ref. 41 . As a consequence, we focus on the period 0 Յ t Շ 1.2, which encompasses the first two stages in the evolution of the flow, for most of the remaining discussion in this paper.
B. Unconditional dissipation rate
The transverse profile of the unconditional mean of the dissipation rate of is shown in Fig. 9͑a͒ . As expected, for t Շ 1.2, ͗͘ has a nontrivial, two-peak distribution in y due to the two scalar mixing layers of the DSML. The behavior of the two peaks at these times follow from the physical observations already made above. For example, that the peak of ͗͘ is greater for y Ͻ 0 is due to the larger scalar variance in the fuel side mixing layer versus the oxidizer side mixing layer. The larger scalar rms is physically indicative of the larger local scalar gradients in the fuel side, whence the larger peak ͗͘ there. The reason for the larger local scalar gradients in the fuel side is due to the turbulence mixing =1 ͑fuel values͒ with = 0.25 versus the mixing of = 0 and = 0.25 on the oxidizer side. For a location in the pilot stream, y = 0, the evolution of ͗͘ in time is shown in Fig.  9͑b͒ . As expected, ͗͘ starts out as zero due to the uniform = 0.25 values in the pilot stream, then quickly increases as the turbulence increases the local scalar gradients ͑i.e., the scalar rms͒ due to mixing from the fuel and oxidizer streams. During the third, single mixing layer stage of the DSML, ͗͘ gradually decays.
In the turbulent combustion models ͑reviewed in Sec. II͒, the unconditional mean of the dissipation rate of is taken to be known. Kolmogorov's hypothesis of turbulence equilibrium provides the well-known modeling closure for ͗͘. The present modeling ͑Sec. IV͒ also requires ͗͘ as input. In more advanced turbulent combustion models that account for intermittency effects, 20, 27, 42 the time-limiting PDF of is also of interest. Kolmogorov and Obukhov's hypothesis is generally also adopted for the scalar dissipation, giving
where X is the sample space variable for . The parameter contains some Reynolds number dependence, 43, 44 but in practice, is generally assumed constant. 42, 45, 46 Note that the value of in ͑14͒ does not change whether ͑14͒ describes or rescaled/nondimensionalized by some constant value. In Fig. 10 , the un-normalized PDFs of log are shown for a range of times and transverse locations. At early time, the PDFs are bimodal, except near the centerline. As the flow evolves, the PDFs tend toward lognormal, but even at t =6, ͑14͒ is not a particularly good model for p ͑X͒. The figure clearly shows that the conventional method of modeling the distribution of with ͑14͒, for a single mixing layer, for instance, will not be sufficient even during the late stages of the DSML.
C. Probability density functions and conditional dissipation rates
The probability density of the mixture fraction ͑p ͒ and the corresponding conditional scalar dissipation rate ͑͗ ͉ = ͒͘ from the DNS are shown by the symbols in Fig. 11 for the nondimensional times of interest ͑t Յ 1.2͒, and at representative y locations across the mixing layer: Top subplots show the DNS data on the fuel ͑ =1͒ and pilot side at y = −1.5; middle subplots in the pilot stream ͑ = 0.25͒ at y = 0; and bottom subplots on the oxidizer ͑ =0͒ and pilot side at y = 0.5. The data here have been tabulated with equal DNS data points per bin instead of using an equal bin spacing. 47 Recall that the initial pilot stream spans −1 Յ y Յ 1 in physical space, a distance comparable to the largest scale turbulent eddies. Physically, this leads to values of Ϸ 0, which originate from the oxidizer side ͑y Ͼ 1͒, to mix by large-scale motions clear across and into the fuel side ͑y Ͻ −1͒. Hence, at y = −1.5 for example ͑top row in Fig. 11͒ , small but nonzero probabilities are observed at low values of on this fuel side even during these relatively early stages of mixing. As we move to the center of the DMSL, at y =0 ͑middle row in Fig. 11͒ , the mixture fraction PDFs become more equally weighted between the three values of =0, 0.25, and 1. This is to be expected as the most equal count of these mixture fraction values should be near the physical origin. Three zero points in ͗ ͉ = ͘ are observed at these same locations. Physically, these points represent the zero gradients of in the pure fuel, oxidizer, and pilot streams, which are then mapped to these same single points in the phase space of . Finally, as we move into the oxidizer side, to y = 0.5 ͑bottom row in Fig.11͒ , the probability of finding high, fuel side values of naturally decreases. At all locations at these early times, the shape of ͗ ͉ = ͘ with follows from the observation made in the previous subsections on the approximate decomposition of the DSML into two single ͑a fuel and pilot and an oxidizer and pilot͒ mixing layers. As such, two almost independent counterflow distributions can be seen in the dependence of ͗ ͉ = ͘ in Fig.   11 ; i.e., between = 0 and 0.25 and = 0.25 and 1. The corresponding variation of p with follows directly from ͑2͒.
͓These observations of F͑͒ for the DSML are exploited in Part II.͔ Consistent with the observations of the scalar profiles, the PDFs evolve temporally through three corresponding stages. At early times, the PDF for the entire layer is approximately a triple-delta function with peaks at = 0, 0.25, and 1, so that, when plotted at a given y value, the initial p shows a single peak. During the second stage and after a period of time that depends on the y location, the PDF exhibits three peaks at locations near y = 0 and two peaks at other ͉y ͉ Ͼ 0 locations. Again, the formation of the second peak reflects FIG. 9 . Profiles of the mean scalar dissipation rate ͑a͒ in space and ͑b͒ at y = 0 versus time.
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bulk or large-scale stirring of the fluid. At much later times or third stage ͑not shown͒, the PDFs at all transverse locations resemble those for a single scalar mixing layer; i.e., the binary mixing problem.
The corresponding mapping closure model results are shown by the lines in Fig. 11 . Plotted are ͑11͒ and ͑12͒ with N = 3, which then requires the first I = 3 moments of at a given y location to obtain the mapping closure parameters. Values of − and + are set to 0 and 1, respectively, at all locations in the flow even though − Ͼ 0 or + Ͻ 1 in regions far away from y = 0. For example, at y = −1.5, values of = 0 do not exist because it is outside the range of the largescale turbulence for these times of interest. In spite of this approximation, the mapping closure results are excellent at all times and locations in the mixing layer, validating ͑10͒, from which p and ͗ ͉ = ͘ are derived.
VI. SUMMARY AND CONCLUSIONS
Modeling the rate of molecular scalar mixing ͑͒ is of primary importance for turbulent combustion applications. The response of the heat-releasing chemical reactions to determines whether nonpremixed combustion modeling is sufficient or whether more computationally expensive partially premixed modeling need be resorted to. In practice, relations for the unresolved conditional dissipation rate and passive scalar probability distributions provide the necessary information for mixture fraction-based closure modeling such as flamelet modeling and conditional moment closure to describe the temperature, density, and products of chemical reactions. Accurate description of the dissipation rate is also necessary for transported probability density function approaches at the single-point level.
Most practical engineering flows are characterized by FIG. 10 . PDFs of log from the DNS at six transverse locations and eight times. To make the curves easier to distinguish, the symbols at t = 6.0 are twice as far apart as at t = 1.2. mixing between multiple streams. The double scalar mixing layer ͑DSML͒ is a simple model problem which mimics the most essential, multistream mixing behavior by introducing an additional, pilot stream into the classic two-feed or binary mixing problem. High-resolution direct numerical simulations ͑DNS͒ are performed to obtain the fine-scale mixing statistics necessary to investigate and develop mixing models that can be applied in the practical configurations.
Comparisons made against the DNS data show that existing standard CFD models, such as the ␤-PDF, cannot describe the fine-scale passive scalar mixing of in the DSML.
Indeed, modeling based on statistical inference alone would require many more moments than just the mean and variance of used to construct the ␤-PDF. Mapping closure modeling is able to describe the complex PDFs and conditional dissipation rates of the DSML using only the single passive scalar .
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