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SuperCDMS (Super Cryogenic Dark Matter Search) est une expérience de détection directe
de la matière sombre qui utilise des détecteurs cryogéniques au silicium et au germanium
capables de mesurer des dépôts d’énergie aussi petits que quelques eV. L’un des défis les
plus importants de la recherche de la matière sombre est de réussir à bloquer les nombreux
bruits de fond. Une de ces sources de bruit de fond est la production de plasmons par la
diffusion Compton, un phénomène ne déposant généralement qu’une dizaine d’eV et affectant
surtout les détecteurs à semi-conducteurs. Dans cet ouvrage, nous allons estimer le taux de
production de ces plasmons et démontrer qu’il est primordial de tenir compte de ce bruit de
fond avant de pouvoir affirmer avoir trouvé la matière sombre.
Un autre enjeu majeur de SuperCDMS est l’étalonnage de ses détecteurs à très faible éner-
gie. En effet, la matière sombre est supposée interagir avec le noyau des atomes. Toutefois,
il n’existe présentement aucune donnée sur le degré d’ionisation pour des reculs nucléaires
de moins de 0,7 keVnr dans le silicium, où keVnr représente l’énergie déposée en keV lors
d’une collision nucléaire (nr). Dans la deuxième partie de cet ouvrage, nous allons montrer
comment l’expérience IMPACT (Ionization Yield Measurement with Phonons At Cryogenic
Temperature), une sous-expérience de SuperCDMS composée de membres de SuperCDMS,
compte mesurer ce degré d’ionisation pour des reculs nucléaires entre 0,1 et 4 keVnr dans le
silicium. Connaître ce degré d’ionisation est d’une grande importance pour SuperCDMS car
il permet de reconstruire l’énergie déposée par une particule de matière sombre lorsqu’elle
effectue une collision nucléaire dans ses détecteurs de matière sombre.
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SuperCDMS (Super Cryogenic Dark Matter Search) is an experiment for the direct detection
of dark matter that uses cryogenic silicon and germanium detectors which can measure energy
deposition as low as a few eV.
One of the biggest challenges in the search for dark matter is to block the various back-
ground events. One of those background source is the excitation of plasmons by Compton
scattering, a phenomenon that generally deposits about ten eV and which affects mainly
semiconductor detectors. In this work, we will estimate the production rate of plasmons and
argue that we must understand this background in order to claim evidence of dark matter.
One of SuperCDMS’s other challenges is the calibration of its detectors at very low energy.
Indeed, dark matter is known to interact with the atom’s nucleus, but unfortunately, there
is no data at the moment about the ionization yield of nuclear recoils below 0,7 keVnr in
silicon, where keVnr is the energy deposited in keV in a nuclear recoil (nr). In the second
part of this work, we will show how the IMPACT experiment (Ionization yield Measurement
with Phonons At Cryogenic Temperature), a sub-experiment of SuperCDMS composed of
members of SuperCDMS, aims to measure the ionization yield for nuclear recoils between
0,1 and 4 keVnr in silicon. It is important for SuperCDMS to know this ionization yield to
reconstruct the energy deposited in their detectors by a nuclear recoil from a dark matter
particle.
Keywords: dark matter, direct detection, SuperCDMS, plasmons, ionization
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Introduction
La matière sombre reste, encore à ce jour, l’un des plus grands mystères de la physique
moderne. Plus de 80 ans après sa théorisation, les efforts pour détecter la ou les particules
à l’origine de la matière sombre continuent. En effet, même si plusieurs phénomènes astro-
physiques tel que l’amas du boulet ou la vitesse de rotation des galaxies laissent présager
l’existence de la matière sombre, la ou les particules la composant n’ont encore jamais étés
formellement détectées. Les expériences de détection de la matière sombre se sont multipliées
au fils des dernières décennies, chacune espérant être la première à pouvoir revendiquer sa
détection.
Parmi celles-ci, on retrouve notamment l’expérience de détection directe SuperCDMS
(Super Cryogenic Dark Matter Search) qui utilise des détecteurs cryogéniques au silicium et
au germanium pour tenter de découvrir cette ou ces fameuses particules. La section 2.2.3
décrit le mode de fonctionnement en détail de ces détecteurs et comment le modèle HVeV
(High Voltage eV resolution) en particulier permet d’atteindre une sensibilité de quelques
paires électron-trou (ce qui correspond à un dépôt d’énergie d’environ quelques eV). Le nom
du modèle HVeV n’est pas anodin car il permet, comme son nom l’indique, de mesurer des
dépôts d’énergie de quelques eV en appliquant une grande tension sur le détecteur.
En bref, les détecteurs de SuperCDMS fonctionnent de la manière suivante : ils sont
refroidis à la limite de la température de transition vers l’état supraconducteur de sorte
qu’un petit dépôt d’énergie par une particule incidente fait sortir le détecteur de l’état
supra-conducteur. Il en résulte une grande variation dans la résistance qu’on peut facilement
mesurer et ainsi déterminer l’énergie déposée. Plus précisément, lorsqu’une particule, comme
par exemple la matière sombre, frappe le détecteur, elle excite un certain nombre de paires
électron-trou ainsi que des phonons (oscillations des atomes du détecteur) dont l’énergie
totale est égale à l’énergie de recul s’il s’agit d’une collision nucléaire. En mettant sous
haute tension le détecteur, les charges à la dérive produisent d’autres phonons, qu’on appelle
phonons de Luke-Neganov-Trofimov (NTL) [39, 42], dont l’énergie est proportionnelle au
voltage et au nombre de paires électron-trou. Les phonons brisent ensuite des paires de
Cooper dans une mince couche d’aluminium déposée sur le dessus du substrat de silicium.
Ces paires de Cooper dérivent ensuite elles aussi pour finalement déposer leur énergie sous
forme de chaleur dans le capteur en tungstène, ce qui fait sortir ce dernier de la phase
supraconductrice permettant ainsi de mesurer l’énergie déposée par la particule incidente.
Bref, le fait de mettre sous tension le détecteur force les charges à exciter d’autres phonons
amplifiant ainsi l’énergie totale des phonons et permettant de mesurer des petits dépôts
d’énergie. Ce que mesure ainsi SuperCDMS est l’énergie de phonons qu’on peut associer
à un nombre de paires électron-trou et donc à une énergie de collision sachant l’énergie
moyenne pour produire une paire électron-trou .
citeexemple
Depuis 2017, SuperCDMS est capable d’atteindre une résolution d’une seule paire
électron-trou [49, 4],unepaireres3 comme on peut le voir à la figure 0.1. Dans ce graphique,
un phonon de 160 eVt (les unités eVt représentent l’énergie totale des phonons soit l’énergie
de recul nucléaire (nulle pour les photons) plus l’énergie des phonons de NTL.) correspond
au signal d’un seul électron pour une tension de 160 V et pas d’énergie de recul.
La possibilité de mesurer des dépôts d’énergie aussi petits que quelques eV amènent son
lot de défis. Entre autres, deux nouveaux problèmes indépendants l’un de l’autres surgissent
pour l’expérience SuperCDMS.
L’un de ceux-ci est l’apparition d’un nouveau pic de résonance dans le bruit de fond de la
diffusion Compton. En effet, il faut maintenant tenir compte de la production de plasmons
(oscillations collectives des électrons) par une diffusion Compton. Cette excitation, expliquée
dans la section 1.1, dépose généralement une énergie d’une dizaine d’eV et survient dans les
métaux ou les semi-conducteurs. Jusqu’à tout récemment, ni SuperCDMS ni aucun autre
détecteur de rayonnement ne pouvait mesurer d’aussi petits dépôts d’énergie. Toutefois,
depuis quelques années, SuperCDMS et SENSEI sont devenues les seules expériences à avoir
un détecteur assez massif pour être sensible aux diffusions Compton tout en étant capable de
détecter une seule paire électron-trou. Ceci les rend donc sensibles à cette nouvelle source de
bruit de fond. Il est primordiale pour SuperCDMS et toutes autres expériences de détection
directe de la matière sombre de bien connaître les différentes sources de bruits de fond si elles
veulent pouvoir affirmer avoir trouvé la matière sombre. En effet, ces expériences essayent
de réduire le plus possible ces bruits de fond environnants en plaçant, par exemple, leurs
détecteurs à plusieurs centaines de mètres sous terre (pour bloquer les rayons cosmiques entre
autres) ou derrière des murs de plomb et d’eau (pour bloquer les photons et les neutrons
ambiants respectivement). Toutefois, il est impossible de bloquer complètement tous les
bruits de fond. C’est pourquoi ces expériences essaient aussi de comprendre le signal du
bruit de fond qu’elles devraient normalement observer même après en avoir bloquer une
grande partie. Celles-ci peuvent ensuite comparer le signal attendu à celui qu’elles observent
et si un excès significatif du nombre d’événements est observé et ne peut être expliqué par
les bruits de fond connus, ces expériences peuvent en conclure que c’est peut-être causé par
un bruit de fond inconnu ou encore par une ou des nouvelles particules, comme la matière
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Fig. 0.1. Distribution de l’énergie des phonons des données de calibration prises avec un
laser monochromatique pulsé de 650 nm (1,91 eV). Tiré de [49]. Les unités eVee représentent
l’énergie déposée lors d’une collision électronique (comme dans le cas des photons utilisés
ici).
sombre. On comprend alors toute l’importance de bien connaître les bruits de fond, comme la
production de plasmons, avant de s’avancer sur la découverte de la ou les particules derrière
la matière sombre.
Le chapitre 1 présentera d’abord une description générale des plasmons suivie de la
théorie décrivant leurs excitations par des photons soit la diffusion inélastique de rayons X.
Finalement, une approximation du taux d’excitation des plasmons par diffusion Compton
sera calculée afin de montrer l’importance de ce phénomène dans le spectre de bruit de fond.
Dans un autre ordre d’idée, l’autre nouveau défi auquel fait face l’expérience SuperCDMS
est la reconstitution des très faibles énergies déposées par les particules incidentes. En effet,
en bas de 0,7 keVnr, il n’existe présentement aucune mesure du degré d’ionisation pour des
reculs nucléaires dans le silicium. Ce degré est primordial pour reconstruire l’énergie déposée
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par les particules incidentes, surtout la matière sombre, car elle interagit avec le noyau des
atomes du détecteur et peut déposer une énergie plus basse que 0,7 keVnr. Ceci n’était
pas un problème avant, car les détecteurs SuperCDMS n’avaient pas encore la capacité de
mesurer d’aussi petits dépôts d’énergie.
Le chapitre 2 présentera ainsi comment l’expérience IMPACT (Ionization Measurement
with Phonons At Cryogenic Temperatures), une sous-expérience SuperCDMS, composée de
membres de SuperCDMS, s’est prise pour mesurer le degré d’ionisation pour des reculs nu-
cléaires entre 0,1 keVnr et 4 keVnr dans le silicum. La collaboration entière de SuperCDMS
s’intéresse à ces résultats car ils permettront d’augmenter la sensibilité des détecteurs aux
très faibles énergies. On y verra premièrement l’historique des mesures prises au fil des décen-
nies de ce degré d’ionisation pour le silicium. Par la suite, nous présenterons le montage de
l’expérience. Ensuite, nous verrons brièvement l’étalonnage et les coupures sur les données
du détecteur HVeV suivi de l’étalonnage et des coupures sur les données des scintillateurs
liquides utilisés lors de cette expérience. Puis, nous passerons rapidement à l’algorithme de
coïncidence permettant de reconstruire la trajectoire d’une particule de sa collision avec le dé-
tecteur au silicium jusqu’à sa collision avec un scintillateur liquide. Enfin, nous présenterons




Excitations de plasmons dans les détecteurs
de matière sombre de SuperCDMS
Les plasmons sont des oscillations collectives d’électrons qui peuvent survenir quand un élec-
tron ou un photon frappe un métal ou un semi-conducteur et y dépose une énergie proche de
la fréquence plasma (autour de 10 eV) tout en ne transférant qu’une petite quantité de mou-
vement ( q < quantité de mouvement limite qc). Deux expériences de détection directe de
la matière sombre, soit SuperCDMS et SENSEI, utilisent des détecteurs à semi-conducteurs
avec une résolution d’une seule paire électron-trou et devraient donc être sensibles à la pro-
duction de plasmons, ces derniers ne produisant que quelques paires électron-trou lorsqu’ils
sont excités. Entre autres, on peut utiliser l’approximation de la densité locale dépendante
du temps (TDLDA) du facteur de structure dynamique S(q,ω) pour calculer l’effet des plas-
mons sur le spectre de diffusion Compton, un bruit de fond nécessaire à comprendre avant de
pouvoir affirmer avoir trouvé la matière sombre. Dans ce chapitre, nous allons premièrement
définir ce qu’est un plasmon et ses propriétés générales. Puis, nous allons voir la théorie
derrière les diffusions inélastiques de rayons X. Finalement, nous calculerons la probabilité
d’exciter un plasmon lorsqu’un photon est diffusé sur les électrons de valence de notre détec-
teur au silicium. Nous en arriverons à la conclusion que cette probabilité d’excitation n’est
pas négligeable et qu’on doit donc tenir compte de l’excitation plasmonique dans les bruits
de fond de la diffusion Compton si l’on veut pouvoir affirmer avoir trouvé la matière sombre.
1.1. Description générale des plasmons
De manière générale, lorsque les électrons et les photons passent au travers de la ma-
tière, ils perdent de l’énergie principalement de deux manières. La première est la perte
d’énergie par excitation, c’est-à-dire qu’ils font passer les électrons des atomes d’une couche
moins énergétique à une couche plus énergétique. La deuxième perte d’énergie probable est
l’ionisation, c’est-à-dire d’éjecter l’électron hors de l’atome. Parmi les pertes d’énergie par
excitation, on retrouve l’excitation plasmonique. Ce processus ne peut que survenir dans
les métaux ou les semi-conducteurs où le nombre d’électrons faiblement liés est assez grand.
[47, 54, 31] 1. Dans les métaux, les électrons faiblement liés sont les électrons dans la bande
de conduction alors que dans les semi-conducteurs, ce sont plutôt les électrons dans la bande
de valence. Si l’électron ou le photon incident dépose une énergie proche de la fréquence
plasma (de l’ordre de 10 eV) dans le cristal en plus de transférer une petite quantité de mou-
vement (q < qc), il aura alors une certaine probabilité de produire une oscillation collective
des électrons qu’on appelle aussi plasmons. Plus précisément, un plasmon est une oscillation
à la fréquence plasma de la fluctuation de la densité moyenne des électrons [46, 8]. La figure
1.1 montre de manière schématique ces fluctuations pour des électrons liés.
Fig. 1.1. Schéma des fluctuations de la densité moyenne des électrons (plasmon) pour une
onde longitudinale (en haut) et pour une onde transverse (en bas). L’onde transverse néces-
site la présence d’une fonction diélectrique non homogène et est associée aux plasmons de
surface. Tiré de [47].
Si cette excitation se produit à la surface du cristal (ce qui arrive quand le champ et
le déplacement électriques sont continus, mais non nuls loin de la surface), on lui donne le
nom de plasmon de surface alors que si cela arrive à l’intérieur du volume du cristal, on
appelle plutôt cela un plasmon de volume. Ces deux types de plasmons ne requièrent pas
la même énergie pour être créés (les plasmons de surface ont besoin de moins d’énergie) et
leur probabilité et leurs moyens d’excitation ne sont pas les mêmes non plus [47, 40]. Dans
cet ouvrage, nous allons nous concentrer uniquement sur les plasmons de volume, que nous
appellerons simplement plasmon à partir de maintenant par souci de concision, car c’est ce
type d’événements qui est plus suceptibles d’affecter le bruit de fond de SuperCDMS.





ment plus grande que leur énergie de liaison.
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Dans le cas où q > qc les photons et les électrons incidents vont plutôt exciter une
paire électron-trou. Dans l’éventualité où un plasmon serait quand même créé avec q > qc,
ce dernier serait très fortement atténué et se désintègrerait assez rapidement en une paire
électron-trou [47, 54].
Jusqu’à présent, les plasmons n’ont été observés que dans les expériences de spectroscopie
de perte d’énergie des électrons (EELS) et de diffusions inélastiques de rayons X (IXS) où
l’on mesure la différence d’énergie entre l’électron (ou le photon) incident et l’électron diffusé
afin de savoir quelle énergie a été déposée dans la cible. Comme les plasmons ne nécessitent
qu’un dépôt d’énergie d’environ 10 à 20 eV (dépendamment du type de matériau) et qu’aucun
calorimètre ne possédait la résolution nécessaire pour détecter de si petites quantités d’énergie
jusqu’à tout récemment, les expériences de EELS et de IXS sont les seules à avoir détecté
des plasmons. Toutefois, depuis quelques années, deux expériences de détection directe de la
matière sombre, soit SuperCDMS et SENSEI, possèdent des détecteurs capables d’atteindre
une résolution d’une seule paire électron-trou et sont donc sensibles à des dépôts d’énergie
de quelques eV seulement. La plupart des détecteurs utilisés par ces expériences sont faits
de silicium, un élément ayant une énergie de plasmon de 16,9 eV [47, et les références qui
s’y trouvent]. Comme il faut, en moyenne, 3,6 eV pour créer une paire électron-trou dans le
silicium [4, 50, 11, 17, 53, 33, 45, 38, 43], on devrait s’attendre à la création de quelques
paires électron-trou dans ces détecteurs lorsqu’un plasmon est excité.
1.2. Diffusion inélastique de rayons X
Dans une expérience de diffusion inélastique de rayons X, des photons d’énergie ~ω1, de
vecteur d’onde K1 et de polarisation e1 sont diffusés d’un angle θ en des photons d’énergie
~ω2, de vecteur d’ondeK2 et de polarisation e2. L’énergie transférée par les photons incidents
à l’échantillon est donc simplement : ~ω1 - ~ω2 = ~ω. La quantité de mouvement transférée
est calculée de la même manière : q =K1 -K2. La figure 1.2 illustre de manière schématique
une diffusion inélastique d’un rayon X. Le nombre de photons diffusé dans un angle solide
[Ω,Ω + dΩ] et ayant transféré une énergie entre [ω, ω + dω] sur le nombre total de photons









où S(q, ω) est le facteur de structure dynamique et Th est l’abréviation pour diffusion Thom-
son. Comme on peut apercevoir à la figure 1.1, ce n’est que la composante radiale ou per-
pendiculaire du photon qui peut exciter les plasmons de volume, de sorte qu’on peut écrire















| cos θ|2 (1.2.2)
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Fig. 1.2. Schéma d’une diffusion inélastique d’un rayon X. Tiré de [55]
où r0 est le rayon classique de l’électron r0 = e2/4πε0mc2. Le facteur de structure dynamique
est simplement la transformée de Fourier sur le temps et l’espace de la fonction de corrélation
de paires dépendante du temps de Van Hove [59]:





d3r exp(iq · r)Gc(r,t) (1.2.3)
Le facteur de structure dynamique peut également être exprimé en fonction de la partie
imaginaire de la fonction de polarisation χ à l’aide du théorème de fluctuation-dissipation.
Cette fonction de polarisation est, à son tour, reliée à la fonction diélectrique (qui peut être
séparée en une partie réelle et une partie imaginaire : ε(q, ω) = ε(1)(q, ω) + iε(2)(q, ω)), de












On retrouve dans la littérature plusieurs expériences qui ont mesuré la fonction diélec-
trique du silicium, mais celles-ci se limitent généralement au cas ω → 0 [44] ou à seulement
quelques valeurs de q [55, 60]. Comme nous nous intéressons à la fonction diélectrique du
silicium pour un large éventail de valeurs de q (entre 0 et qc) et de ω (entre 5 eV et 40 eV),
nous devons nous rabattre vers une approche plus théorique.
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1.2.1. Approximation TDLDA de la fonction diélectrique
Il existe plusieurs approximations de la fonction diélectrique dans la littérature scien-
tifique. Une des plus importantes est l’approximation de la densité locale dépendante du
temps (TDLDA) [54, 47] :
εTDLDA(q,ω) = 1− v(q)(1− G̃(q,ω))χ0(q,ω)
1 + G̃(q,ω)v(q)χ0(q,ω)
(1.2.5)
où v(q) = 4πe2
q2
est la transformée de Fourier du potentiel coulombien et χ0 est la fonction
de polarisation de Lindhard [35]. G̃(q,ω) représente les corrections du champ local, qui
tiennent en compte des interactions électron-électron. Il existe plusieurs approximations de
ces corrections du champ local dans la littérature. La plus simple est sans aucun doute
l’approximation de la phase aléatoire (RPA) et est tout simplement G̃(q,ω) = 0 [28, 54].
Les articles de Hubbard [26], Toigo et Woodruff [57], Utsumi et Ichimaru [58] et Farid
[21] discutent d’autres approximations. On remarque que chacune d’elles est dans la limite
G̃(q,ω)) = G̃(q,0)) aussi connue sous le nom de corrections statiques du champ local (par
opposition à correction dynamique). Malgré tout, l’utilisation d’approximations statiques
peut se justifier pour deux raisons. La première est que la dépendance de G̃(q,ω)) en ω
est vraiment faible [54]. La deuxième est qu’on ne retrouve que très peu de corrections
dynamiques du champ local dans la littérature, notamment parce que c’est plus complexe à
calculer. De plus, parmi les quelques approximations dynamiques qui existent, soit qu’elles ne
sont valides que pour de petites valeurs de q [30], soit qu’elles ont des singularités [25, 5, 15].
Pour toutes ces raisons, nous nous limiterons donc aux 5 corrections statiques du champ local
suivantes dans ce mémoire : RPA, Hubbard [26], Toigo et Woodruff [57] Utsumi et Ichimaru
[58] et Farid [21]. Ces corrections ont été tracées en fonction de q/kf où kf est le vecteur
d’onde de Fermi à la figure 1.3.






où n est la densité d’électrons de valence et a0 le rayon de Bohr. Le paramètre rs est donc
une mesure de la distance entre les électrons en unités de a0. Dans le silicium, rs ≈ 2 ce qui
est la valeur que nous avons utilisée à la figure 1.3 et que nous utiliserons pour le reste de
nos calculs plus loin dans cet ouvrage. À faible q, les corrections ont toutes une dépendance
en q2.
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Fig. 1.3. Différentes corrections statiques du champ local G(q) pour rs = 2. Ces corrections
sont, dans l’ordre : RPA (random phase approximation), Hubbard [26], Toigo et Woodruff
(TW) [57] Utsumi et Ichimaru (UT) [58] et Farid [21].
1.3. Taux d’excitations des plasmons
On peut remplacer la dérivée par rapport à Ω dans l’équation 1.2.1 par une dérivée par
rapport à q. En effet, sachant que ω  ω1, on peut alors réécrire q de la manière suivante :
q = (ω21 + ω2 − 2ω1ω2 cos θ)1/2/c ≈ 2K1 sin(θ/2) (1.3.1)
où K1 est la quantité de mouvement du photon incident. En appliquant la règle de la
dérivation en chaîne et en intégrant par rapport à φ de 0 à 2π l’équation 1.2.1, on obtient le





















de chaque côté de l’équation. Puis, on intègre par
rapport à q de 0 à qc, soit la région pour laquelle les plasmons sont bien définis et dominent
la fonction de structure dynamique. Toutefois, comme la fonction S(q,ω) est d’environ 0
pour q > qc aux faibles valeurs d’énergie qui nous intéressent (entre 0 et 30 eV), on peut














Par le théorème fondamental du calcul différentiel et intégral, cela revient donc à «annuler»












Finalement, on divise chaque côté par la section efficace différentielle par rapport à l’énergie
de la diffusion Thomson. On utilise pour cela la règle de la dérivation en chaîne et le fait



























































Par conséquent, on se retrouve avec le ratio de la section efficace différentielle de la diffusion
Thomson sur les électrons de valence d’un atome sur la même section efficace, mais pour
les électrons libres. Dans la section suivante, nous allons calculer ce ratio S(ω) pour les
différentes approximations de la fonction de structure dynamique que nous avons abordées
plus tôt.
1.3.1. Résultats
Premièrement, on remarque à la figure 1.4 qu’il y a un pic de résonance proche de la
fréquence plasma. En effet, S(ω) atteint son maximum autour de 25 eV pour l’approximation
RPA et autour de 21 eV pour toutes les autres approximations. Nous avons mentionné
précédemment que l’énergie de plasmon dans le silicium est autour de 16,9 eV alors que
le maximum des différentes approximations se trouve un peu plus haut. Cet effet est dû
à la structure de bande qui provoque une certaine dispersion dans l’énergie du plasmon
[20, 19, 24]. En effet, l’énergie du plasmon augmente avec q. Le maximum atteint est
max(S(ω)) ≈ 0.17, soit le ratio entre les diffusions collectives contre les électrons de valences
et les diffusions incohérentes (Compton) sur les électrons complètement libres.
On remarque également que toutes les courbes, à l’exception de RPA, sont très similaires.
On peut facilement expliquer ceci par le fait que l’intégrale sur q de l’équation 1.3.5 va de 0
à qc où qc < 1.5kf . Entre 0 et 1,5 kf , la correction due aux champs locaux est très similaire
pour toutes les approximations, elles ont toutes un comportement en q2 comme on peut
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Fig. 1.4. S(ω) pour le silicium pour les différentes approximations TDLDA de la fonction
de structure dynamique.
le voir à la figure 1.3 et c’est donc pourquoi la fonction diélectrique, et par conséquent la
fonction de structure dynamique, est très similaire pour les différentes approximations.
On en conclut donc que le spectre de diffusion Compton du silicium a une résonance à la
fréquence plasma causée par des excitations collectives des électrons de valence qu’on appelle
aussi plasmons. L’expérience SuperCDMS, qui utilise des détecteurs au silicium capable de
mesurer des dépôts d’énergie de quelques eV, est donc sensible à cet effet. Elle devra ainsi
tenir compte de cet effet collectif dans sa modélisation des bruits de fond et du spectre de
diffusion Compton si elle veut pouvoir prétendre à la découverte de la matière sombre. En
effet, rappelons-nous que la procédure de SuperCDMS pour détecter la matière sombre est
de placer ses détecteurs à plusieurs centaines de mètres sous terre et derrière des murs de
plomb et d’eau ou de polyéthylène pour bloquer les particules incidents ambiantes le plus
possible et ainsi réduire le bruit de fond au maximum. Toutefois, comme il est impossible
de bloquer complètement ces bruits de fond, celle-ci estime le signal attendu produit pas
ces sources et le compara au signal mesuré. Si des déviations entre le signal attendu et le
signal mesuré surviennent, généralement sous forme d’excès d’événements mesurés, ce peut-
être en raison d’une nouvelle particule, comme la matière sombre, ou encore d’un bruit de
fond inconnu ou non pris en compte dans la modélisation du signal. Ainsi, en inculant les
plasmons dans notre modèle de bruit fond, nous limitons la possibilité, si nous mesurons un
excès d’événements produisant 4-5 paires électron-trou (≈ 20 eV) dans nos détecteurs, que




Le degré d’ionisation pour des reculs nucléaires ou "ionization yield for nuclear recoils" en
anglais est le ratio du nombre de paires électron-trou excitées par une particule interagissant
avec le noyau d’un atome sur le nombre de paires produites par une particule déposant la
même énergie, mais interagissant avec les électrons. En effet, pour la même énergie déposée,
une particule interagissant avec les électrons va produire plus de paires électron-trou qu’une




où Y est le degré d’ionisation, Qnr le nombre de charges produites pour une collision nucléaire
et Qer le nombre de charges produites pour une collision électronique de même énergie. La
figure 2.1 montre quelques valeurs du degré d’ionisation pour des énergies de recul entre 0,7
keVnr et 28 keVnr où keVnr est le dépôt d’énergie en keV pour une collision nucléaire (nr).
Dans le cas où il s’agirait d’une collision électronique (ee), le symbole serait alors keVee.
L’axe des ordonnées est le degré d’ionisation. Le graphique se lit donc de la manière
suivante : une particule interagissant avec le noyau et déposant 5 keVnr a un degré d’ionisa-
tion de 0,25 ce qui revient à dire qu’elle produira 4 fois moins de paires électron-trou qu’une
collision de même énergie avec les électrons. À ce jour, il n’existe pas de données pour des
reculs nucléaires plus bas que 0,7 keVnr pour le silicium.
L’expérience IMPACT (Ionization Measurements with Phonons at Cryogenic Tempera-
ture) a pour but de mesurer le degré d’ionisation pour des reculs nucléaires dans le silicium
allant de 0,1 keVnr à 4 keVnr. Cette mesure est importante pour deux raisons.
Premièrement, on remarque que les données expérimentales sont en accord avec le mo-
dèle théorique de Lindhard pour ENR > 4 keVnr. En mesurant le degré d’ionisation dans
l’intervalle 0,1 à 4 keVnr, il nous sera donc possible de confirmer si le modèle théorique de
Lindhard ne tient plus à ces basses énergies, ce qui semble être déjà le cas si on se fie aux
données actuelles. Du point de vue de la physique fondamentale, cette mesure est donc très
Fig. 2.1. Degré d’ionisation pour des reculs nucléaires dans le silicium. Ce graphique est
tiré de F. Izraelevitch et al. [27]
importante, car elle nous indique les limites de notre compréhension de la physique des très
basses énergies.
Deuxièment, cette mesure a aussi des applications pratiques. Par exemple, les détecteurs
de matière sombre de SuperCDMS fonctionnent au silicium et la matière sombre est supposé
interagir avec les noyaux des atomes. Ainsi, les détecteurs cryogéniques de SuperCDMS ont
absolument besoin de connaître ce degré d’ionisation pour reconstituer l’énergie déposée par
les particules de matière sombre frappant le détecteur. En effet, ces détecteurs mesurent
l’énergie de phonons. Il est ensuite possible de d’extraire le nombre de paires électron-trou
créées lors de la collision à partir du degré d’ionisation. Ce nombre de paires nous permet
finalement de connaître l’énergie déposée sachant l’énergie moyenne qu’il faut pour exciter
une paire électron-trou dans le silicium. De plus, comme les particules de matières sombres
peuvent déposer une énergie inférieure à 0,7 keVnr dans les détecteurs, il est nécessaire de
connaître le degré d’ionisation à ces énergies si on veut pouvoir mesurer ces dépôts. Mesurer
le degré d’ionisation à des valeurs plus hautes que 0,7 keVnr nous permet plutôt de comparer
et de valider nos résultats avec les données actuelles.
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Dans les sections qui suivent, nous allons d’abord résumer l’historique de toutes les me-
sures du degré d’ionisation dans le silicium. Ensuite, nous allons décrire le montage de
l’expérience IMPACT. Puis, nous allons aborder brièvement l’étalonnage et les coupures
sur les données du détecteur cryogénique HVeV de SuperCDMS. Par la suite, nous allons
discuter de l’ étalonnage et des coupures sur les données des PMTs, soit ma contribution
principale à cette expérience. Par après, nous allons expliquer brièvement le fonctionne-
ment de l’algorithme de coïncidence. Finalement, nous allons présenter quelques résultats
préliminaires.
2.1. Historique
En 1963, un premier modèle théorique permettant de prédire le nombre moyen d’ionisa-
tions produites (et son écart-type) en fonction de l’énergie cinétique transférée au noyau fut
développé par Lindhard, Nielsen et Scharff [37, 36].
Deux ans plus tard, en 1965, une première mesure du degré d’ionisation pour des re-
culs nucléaires dans le silicium fut effectuée par Sattler [52]. Ce dernier mesura le degré
d’ionisation du silicium pour des reculs nucléaires allant de 21,2 keVnr à 3,14 MeVnr. Pour
ce faire, il utilisa des neutrons monoénergétiques ayant une énergie entre 159 keV et 23,6
MeV ainsi qu’un détecteur au silicium capable de mesurer l’énergie déposée par ces neu-
trons interagissant avec les noyaux du détecteur. Il se servit également du fait que l’énergie
de recul maximum qu’un neutron peut déposer dans le 28Si est environ 17,5 fois son énergie
cinétique [52]. Il compara ensuite l’énergie maximum déposée dans ses détecteurs, qui cor-
respond au «bord» dans un spectre d’énergie, à celle théorique de Ecinétique7,5 pour inférer le
degré d’ionisation. Il trouva des valeurs en bon accord avec le modèle théorique de Lindhard.
Par la suite, en 1990, Gerbier et al. [22] mesurèrent aussi le degré d’ionisation, mais d’une
manière légèrement différente et pour des énergies de recul allant de 3,2 keVnr à 21 keVnr. Ils
utilisèrent également des neutrons, mais à une énergie de 200 keV. Ils envoyèrent ces derniers
sur un détecteur au silicium où ils entraient en collision avec les noyaux de silicium, déposaient
de l’énergie et étaient diffusés avec un certain angle. Gerbier et al. placèrent également des
compteurs à scintillation à des angles bien précis pour évaluer la véritable énergie déposée
par les neutrons à partir de leur angle de diffusion. Finalement, ils comparèrent l’énergie
véritablement déposée par les neutrons à celle mesurée par les détecteurs au silicium pour
extraire le degré d’ionisation. Ils trouvèrent eux aussi des résultats en accord avec le modèle
de Lindhard.
La même année, Zecher et al. [61] mesurèrent également le degré d’ionisation pour des
reculs nucléaires compris entre 4 et 54 keVnr. Ils utilisèrent une méthode très similaire
à celle de Gerbier et al., mais avec des neutrons variant de 1 MeV à 4 MeV et placèrent
leurs scintillateurs liquides (reliés à des tubes photomultiplicateurs ou PMTs) à des angles
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différents. Ceux-ci trouvèrent également des valeurs en relativement bon accord avec le
modèle de Lindard.
Puis, en 1992, Dougherty [18] mesura ce degré d’ionisation d’une manière se rapprochant
de celle de Sattler soit en exploitant l’énergie maximum pouvant être déposée par un recul
nucléaire . En utilisant des neutrons de 56, 189, 566 et 815 keV, il obtint des résultats pour
des reculs nucléaires compris entre 4 et 100 keVnr. Comme ses prédécesseurs, il trouva des
valeurs en accord avec le modèle de Lindhard.
Plus récemment, en 2015, Chavarria et al. [12] mesurèrent le degré d’ionisation pour
des dépôts d’énergie encore plus petits. Dans cette expérience, ils analysèrent le spectre
d’ionisation mesuré par leur détecteur CCD, notamment au moyen d’ajustement de courbe,
pour extraire des valeurs de degré d’ionisation près de l’énergie maximum. Avec des neutrons
de 24 keV, ils obtinrent des résultats pour des reculs nucléaires entre 0,68 et 2,28 keVnr. À
ces énergies, les valeurs trouvées sont en désaccord avec les prédictions de Lindhard.
En 2017, Izraelevitch et al. [27] mesurèrent le degré d’ionisation avec une méthode sem-
blable à celle de Gerbier et al. et Zecher et al., c’est-à-dire qu’ils utilisèrent eux aussi
un détecteur au silicium et des scintillateurs liquides pour mesurer l’angle de diffusion des
neutrons. Ils générèrent des neutrons d’énergie entre 0 et 600 keV ce qui leur permirent d’ex-
traire le degré d’ionisation pour des reculs nucléaires allant de 1,79 keVnr à 20,67 keVnr. Ils
trouvèrent des données en accord avec Lindhard sauf aux énergies plus basses que 4 keVnr.
En 2018, l’expérience SuperCDMS publia un article dans lequel elle fit une révision de
vielles données prise entre 2007 et 2008 à Soudan Underground Laboratory pour extraire
le degré d’ionisation pour des reculs nucléaires entre 6 et 100 keV. Une source de 252Cf
fut utilisée pour produire les neutrons. SuperCDMS trouva des résultats en accord avec
Lindhard entre 6 et 20 keV. Au-dessus de 20 keV, les valeurs trouvées étaient légèrement
plus basses que les valeurs attendues de Linhard, notamment en raison des charges piégées.
L’ensemble des résultats des expériences décrites plus haut, à l’exception de ceux de
SuperCDMS, est regroupé en un seul graphique à la figure 2.1.
2.2. Montage
Dans ses grandes lignes, la prise de données réalisée par IMPACT peut se résumer ainsi:
tout d’abord, nous avons envoyé un faisceau de protons de 1,889 MeV (accéléré par un tan-
dem) sur une cible de LiF. Cela produisait un faisceau de neutrons de 56 keV que nous
dirigions ensuite sur notre détecteur cryogénique au silicium HVeV. Les neutrons entraient
en collision avec les noyaux de silicium du détecteur, transférant ainsi une partie de leur
énergie et de leur quantité de mouvement et déviaient de leur trajectoire d’un certain angle.
Les neutrons étaient ensuite capturés par des scintillateurs liquides placés à plusieurs angles
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différents par rapport au faisceau. On associait ensuite les collisions survenues dans le détec-
teur HVeV à celles provenant du même neutron survenues dans un des scintillateurs liquides,
notamment en calculant le temps de vol entre ces deux détecteurs. Il était alors possible
de comparer l’énergie déposée dans le détecteur au silicium à celle déposée véritablement




















(a) Schéma du montage
(b) Photo du montage
Fig. 2.2. Photo et schéma du montage de l’expérience IMPACT à TUNL.
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Plus précisément, IMPACT s’est rendu à Triangle Universities Nuclear Laboratory
(TUNL) (Durham, Caroline du Nord) de la période du 22 juin 2019 au 22 juillet 2019
pour y utiliser un accélérateur Tandem Van de Graaff FN capable de produire des protons
de 1,889 MeV. L’expérience IMPACT TUNL car il possède des dizaines de détecteurs à scin-
tillateur liquide. Les protons, après avoir été collimatés par des aimants, étaient diffusés sur
une cible de fluorure de lithium sur tantale (LiF-Ta) ce qui produisait des neutrons selon la
réaction 7Li(p,n)7Be [9]. Il est à noter que des photons d’énergie allant de 110 keV jusqu’à
7115 keV étaient également produits selon la réaction 19F(p,pγ)19F [7] et 19F(p,αγ)16O [10].
Un moniteur de faisceau était également placé juste avant la cible de LiF pour numériser le
signal du faisceau de protons. L’énergie dans le référentiel du laboratoire des neutrons qui



























où En est l’énergie du neutron, Ep l’énergie du proton, mp la masse du proton, mn la
masse du neutron, mA la masse du produit (Be dans ce cas-ci), Q l’énergie de seuil de
la réaction (Q = −1.644 MeV) et θ l’angle de diffusion entre le neutron et le faisceau de
protons incidents. Les neutrons étaient ensuite eux aussi collimatés en un faisceau d’angle
de diffusion θ = 0 à l’aide d’un collimateur composé de plomb et de polyéthylènede haute
densité (HDPE). Cela permettait d’obtenir des neutrons duoénergétiques de 11 et 56 keV
[23, 34] comme le montre l’équation 2.2.1 qui, de par son signe ±, donne deux valeurs
possibles pour l’énergie du neutron. Le faisceau de neutrons collimaté était orienté vers
le détecteur au silicium HVeV, qui avait été préalablement refroidi dans un réfrigérateur
à désaimantation adiabatique (ADR). Les neutrons, en interagissant avec les noyaux de













où mc est la masse de la cible (silicium dans ce cas-ci) et α est l’angle entre le faisceau
incident de neutrons et le neutron diffusé. Enfin, des assemblages de scintillateurs liquides
et de tubes photomultiplicateurs (PMT) étaient placés à des angles spécifiques pour récolter
le reste de l’énergie des neutrons. En choisissant l’angle auquel on plaçait les PMTs, on
choisissait également l’énergie qu’avaient déposée les neutrons dans le détecteur HVeV juste
avant. Les scintialleurs liquides étaient également recouverts d’un capuchon de plomb pour
bloquer les photons produits par les réactions 19F(p,pγ), 19F(p,αγ)16O et ceux venant de la
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capture de neutrons telle que 1H(n,γ)2H [41]. On retrouve un schéma ainsi qu’une photo du
montage de l’expérience IMPACT à la figure 2.2.
Finalement, par une analyse de coïncidence entre le détecteur HVeV, qui mesure l’énergie
déposée par les neutrons dans le détecteur au silicium, et les PMTs, qui mesure la véritable
énergie de recul déposée par les neutrons à l’aide de la formule (2.2.2), on peut extraire le
degré d’ionisation.
Dans cette section traitant du montage, nous allons tout d’abord décrire les propriétés
du faisceau de protons et de neutrons. Puis, nous allons expliquer le fonctionnement du
détecteur HVeV suivi de celui des PMTs. Finalement, nous allons expliquer comment nous
avons aligné les diverses composantes de l’expérience.
2.2.1. Faisceau de protons
Rappelons-nous que les neutrons furent produits à partir d’un faisceau de protons selon
la réaction 7Li(p,n)7Be. Il est donc tout naturel de commencer par parler du faisceau de
protons avant de parler de celui de neutrons.
Nous nous sommes servis du Tandem à TUNL pour créer un faisceau de protons pulsé à
une fréquence de 2,5 MHz (un paquet de protons de 2 ns de largeur à mi-hauteur (FWHM)
était formé toutes les 400 ns) et d’énergie entre 1,888 et 1,889 MeV. Nous avons opté pour la
fréquence maximum pouvant être produite soit 2,5 MHz afin d’augmenter le plus possible la
luminosité et ainsi avoir un plus grand échantillon statistique. Pour sélectionner cette plage
d’énergie, nous avons tout d’abord accéléré les protons en plaçant sous tension le terminal
du tandem (généralement autour de 940 kV). Puis nous avons choisi l’énergie voulue en
faisant dévier les protons ayant la bonne énergie à l’aide d’aimants (le champ magnétique
était généralement autour de 198 mT). Pour créer un faisceau pulsé, nous avons commencé
par envoyer un faisceau continu. Puis, un hacheur coupait 90% du faisceau toutes les 400
ns ne laissant que 10% ou 40 ns. Enfin, le faisceau de 40 ns restant était compressé en un
paquet de largeurs à mi-hauteur de 2 ns. Un schéma du faisceau séparé en paquet de 2 ns
se trouve à la figure 2.3.
Le courant du faisceau était également maximisé tous les matins notamment en ajustant
le courant et le voltage des aimants et des éléments de déviations («steerers») du tandem.
Le courant du faisceau de protons variait entre 400 nA et 600 nA la plupart des jours sauf
pour les deux derniers où il tournait plutôt autour de 900 nA.
Finalement, un moniteur à faisceau (ou BPM) était placé juste devant la cible de LiF
et numérisait le signal du faisceau de protons (courant à l’intérieur de la chambre à vide) à
une fréquence d’échantillonnage de 250 MHz (4 ns par échantillon). Le numériseur utilisé
est le même que celui utilisé pour enregistrer le signal des PMTs soit un SIS 3316 Digitizer
avec 32 ports. Cela nous a permis de connaître le temps de vol (TOF) des particules soit
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Fig. 2.3. Schéma des paquets de 2 ns du faisceau de protons. Un hacheur coupe 90% du
faisceau toutes les 400 ns et compresse le 40 ns restant en un paquet de largeur à mi-hauteur
de 2 ns.
le temps entre la détection d’un paquet de protons de 2 ns au BPM et la détection d’un
neutron/photon dans un des PMTs. À la figure 2.2(a), cela correspondrait au temps pour
passer du BPM (identifié en rose) aux PMTs (identifiés en gris). À l’aide du TOF, il est
possible de discriminer les neutrons des photons dont le temps de vol est différent (les photons
voyagent à la vitesse de la lumière alors que les neutrons ont une vitesse environ 100 fois
plus petite). La figure 2.4(a) montre un exemple de calcul du TOF. On y retrouvre le signal
du faisceau de protons (signal BPM) de même que le temps auquel à été détecté le paquet
de 2 ns (bpm_bd0) ainsi que le signal d’un des PMTs (signal PMT) et le temps auquel
la particule (un neutron dans ce cas-ci) à été détectée dans le PMT (bd0). Les quantités
bpm_bd0 et bd0 seront également définies en de plus amples détails dans la section 2.4. Il
est aussi à noter que nous appliquons l’opération modulo 400 ns à tous nos calculs de TOF
pour trouver le paquet de 2 ns le plus près de notre signal PMT. Nous pouvons faire cette
opération car le signal du faisceau de protons est périodique et se répète toutes les 400 ns.
La figure 2.4(b) montre une distribution du temps de vol pour une heure de données du
PMT 19. On remarque deux pics distincts, l’un à 180 ns causé par les neutrons et l’autre
par les gammas à 250 ns. On remarque également un bruit de fond constant causé par des
associations aléatoires et non reliées entre un signal du moniteur à faisceau et un signal des
PMTs. On pourrait croire que les neutrons ont un temps de vol plus petit que les photons,
mais si le pic de neutron est devant celui des photons, c’est à cause du modulo 400 dans le
calcul du TOF.
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(a) Exemple de calcul d’un temps de vol
(b) Distribution du TDV pour une heure de donnée
Fig. 2.4. En a), exemple de calcul d’un temps de vol avec la trace du moniteur à faisceau et
d’un événement dans un PMT. Les valeurs bpm_bd0 et bd0 indiquent le temps de détection
des signaux du faisceau et du PMT respectivement. En b), distribution du temps de vol
pour une heure de données du canal 19.
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2.2.2. Faisceau de neutrons
L’énergie des protons choisie n’est pas anodine. En utilisant des protons de 1,889 MeV,
on produisait des neutrons de 56 keV et 11 keV à θ = 0. Si on regarde la section efficace totale
d’une interaction neutron-silicium 28, il se trouve qu’il y a une résonance à 55,7 keV [56]
(voir la figure 2.5). En choisissant cette énergie, on augmentait donc le nombre de collisions
entre les neutrons et les noyaux de silicium et, par extension, notre échantillon statistique.
Les neutrons de 11 keV, quant à eux, ne déposaient pas assez d’énergie dans les PMTs pour
être détectés de sorte qu’on peut les négliger.
Fig. 2.5. Sections efficaces de l’interaction neutron et Si-28. Les valeurs sont moyennées en
70 intervalles d’énergie. Le graphique est tiré de Shibata et al. [56]
L’épaisseur de la cible de LiF fut également un autre point d’importance pour la création
du faisceau de neutrons. D’une part, plus une cible de LiF est mince, moins elle produit de
gammas, notre source principale de bruits de fond. D’autre part, une cible très mince veut
aussi dire que les neutrons résultants sont monoénergétiques de sorte que si le faisceau de
protons n’est pas exactement à la bonne énergie, la cible produit des neutrons à une énergie
autre que 56 keV et donc en dehors de la résonance. Au contraire, si la cible a une certaine
épaisseur, les protons perdent un peu d’énergie en la traversant [29, 63] et les neutrons
résultants n’ont pas tous la même énergie. Ceux produits au début de la cible sont plus
énergétiques que ceux produits à la fin. Cette répartition dans l’énergie des neutrons nous
20
assure qu’au moins une fraction des neutrons aura l’énergie de résonance de 55,7 keV. Nous
avons donc fait un compromis et tranché pour une cible de LiF épaisse de 100 nm. Le taux
de production de neutrons pour une cible de cette épaisseur avec un courant de 400 nA est
de 23 neutrons/cm2/s à 70 cm de la cible [9]. Le détecteur au silicium se trouvait à 92 cm
de la cible de LiF.
Pour finir, le faisceau de neutrons était collimaté à un angle de diffusion α = 0 degré et
dirigé vers le détecteur HVeV. Le collimateur consistait en un assemblage de polyéthylène
de haute densité (HDPE) et de polyéthylène au bore pour bloquer les neutrons et d’un mur
de plomb pour bloquer les photons. Le collimateur avait une hauteur de 71,12 cm et une
longueur (le long de l’axe du faisceau) de 65,56 cm. Le BPE et le plomb avaient une épaisseur
de 10,16 cm chacun (le long de l’axe du faisceau). Un schéma du collimateur se trouve à la
figure 2.6. Une ouverture carrée de 2,54 cm focalisait les neutrons vers le détecteur HVeV.
Ce trou donnait lieu à une ouverture angulaire de ± 4 ◦.
Fig. 2.6. Schéma du collimateur vu de côté. La partie en jaune correspond au polyéthylène
au bore, la partie en mauve au polyéthylène de haute densité (HDPE) et celle en gris au
plomb. La cible de LiF est en rouge et le faisceau de neutrons en vert.
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2.2.3. Détecteur HVeV
Le détecteur HVeV est un détecteur cryogénique au silicium de 0,93 gramme et ayant les
dimensions suivantes : (1 X 1 X 0.4) cm3. Ce dernier est placé entre deux circuits électriques
imprimés sur un support en cuivre comme on peut le voir à la figure 2.10
Fig. 2.7. Schéma de la création de phonons dans le détecteur HVeV lors d’une collision.
Son fonctionnement général est le suivant : lorsqu’un neutron interagit avec le détecteur,
celui-ci le fait en entrant en collision avec les noyaux de silicium et transfère une partie
de son énergie. La valeur de cette énergie de recul est déterminée par l’équation 2.2.2.
Ceci a pour effet de produire un grand nombre de phonons, que nous appellerons phonons
«immédiats», et d’exciter un certain nombre de paires électron-trou. Ces paires dérivent
ensuite vers les extrémités des faces du détecteur en raison de la différence de potentiel
appliquée au détecteur. Les électrons dérivent vers la face positive et les trous vers la face
négative. Pendant leur dérive, les charges produisent d’autres phonons athermiques qu’on
appelle phonons de Neganov-Trofimov-Luke (NTL) [39, 42]. Par conservation de l’énergie,
ces phonons NTL ont nécessairement une énergie totale égale à l’énergie potentielle due à la
différence de potentiel, soit la charge totale multipliée par le potentiel électrique (nombre de
paires électron-trou · e · V). Ainsi, l’énergie totale des phonons produits par la collision du
neutron est :
Eph = Er + neh · e · V (2.2.3)
où Er est l’énergie de recul déposée par le neutron, neh le nombre de paires électrons-trous,
e la charge de l’électron et V la tension appliquée au détecteur. De plus, le nombre de paires
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où Y est le degré d’ionisation pour des collisions nucléaires, soit le ratio du nombre de paires
électron-trou produites par une collision nucléaire sur une collision électronique de même
énergie. εeh est l’énergie moyenne requise pour exciter une paire électron-trou soit 3,7 eV
pour le silicium 1 [4, 50, 11, 17, 53, 33, 45, 38]. Le degré d’ionisation est de 1 pour
les collisions électroniques et entre 0 et 1 pour les collisions nucléaires (le type de collisions
qu’effectuent les neutrons et la matière sombre). Rappelons-nous que le but d’IMPACT est
de mesurer la valeur de ce degré d’ionisation pour un dépôt d’énergie entre 0,1 keV et 4 keV
dans le silicium. Enfin, on peut réécrire l’équation 2.2.3 comme :
Eph = Er
(




En appliquant un haut voltage, on peut donc amplifier l’énergie des phonons produits et
ainsi mesurer un très petit nombre de paires électron-trou. Un calorimètre mesurant plutôt le
courant des charges produites par un rayonnement ionisant ne peut généralement pas mesurer
d’aussi petit dépôt d’énergie, car le courant généré par les charges produites est généralement
trop faible pour être détecté [39]. Le détecteur HVeV (High Voltage eV resolution) tient donc
son nom du fait qu’en appliquant une grande tension (high voltage), on peut obtenir une









Par la suite, l’énergie des phonons est récoltée par un capteur s’appelant «Quasiparticle-
assisted Electrothermal-feedback Transition Edge Sensors» (QETs). On retrouve un schéma
du QET à la figure 2.8.
Le mode de fonctionnement du QET est le suivant : une mince couche d’aluminium est
placée sur le substrat de silicium et est refroidie, comme l’ensemble du détecteur, à une
température de 50 mK grâce à un réfrigérateur ADR. Comme la température critique de
l’aluminium est de 1,2 K [13], ce dernier est à la phase supraconductrice et possède donc des
paires de Cooper. Les phonons, produits plus tôt par les collisions des particules incidentes
avec le détecteur, se déplacent vers la couche d’aluminium où ils sont absorbés et brisent
des paires de Cooper. Ces dernières dérivent ensuite vers le tungstène. Comme l’énergie
de gap du tungstène est encore plus petite que celle de l’aluminium [48] et qu’une région
de chevauchement existe à l’extrémité des deux métaux, les paires de Cooper perdent peu
à peu leur énergie jusqu’à ne plus avoir assez d’énergie pour retourner dans l’aluminium.
1Les détecteurs SuperCDMS opèrent à des température de quelques dizaines de mK où l’énergie moyenne
pour créer une paire électron-trou dans le silicium est environ 3,7 eV contrairement à 3,62 eV à 300 K
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Fig. 2.8. Schéma de fonctionnement du QET qui collecte (sous forme de chaleur) l’énergie
des phonons excités par les interactions des particules avec le détecteur.
Elles sont alors piégées dans le tungstène et finissent par déposer leur énergie sous forme
de chaleur [32]. Ces dépôts d’énergie sont très petits; c’est pourquoi on utilise un TES
(Transition Edge Sensor) pour les mesurer. Le TES est refroidi et maintenu à la limite de
sa température critique soit 65 mK grâce à un très faible courant électrique, de sorte qu’un
tout petit dépôt de chaleur de la part des phonons réchauffe suffisamment le tungstène pour
le faire sortir de l’état supraconducteur. Il en résulte alors une grande variation dans la
résistance électrique qu’on peut facilement mesurer et ainsi déterminer l’énergie déposée par
les phonons.
Fig. 2.9. Schéma des deux QETs soit le «outer channel» en forme de cadre et le «inner
channel» en forme de carré. Les deux QETs ont la même aire et sont placés sur le dessus du
détecteur HVeV.
Le détecteur HVeV est en fait recouvert de deux QETs de même aire soit un en forme
de carré qu’on appelle «inner channel» et un autre en forme de cadre qu’on appelle «outer
channel». Ces deux QETs sont placés sur le dessus du détecteur HVeV tel qu’on peut
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l’apercevoir à la figure 2.10. La différence de potentiel est appliquée de sorte que les QETs
soient à V=0 et que le dessous du détecteur, une grille d’aluminium de 30 nm d’épaisseur,
soit à la tension électrique désirée. Au cours de cette expérience, nous avons appliqué des
tensions de 0, 20 V, 100 V et 180 V pour mesurer le degré d’ionisation. Un schéma des deux
QETs se trouve à la figure 2.9. L’utilisation de deux QETs permet de savoir sur laquelle des
deux régions la particule a interagi et donc de mieux situer la collision.
(a) Vue du dessus du détecteur.
(b) Vue de côté du détecteur avant qu’il ne soit déposé sur le support de
cuivre.
Fig. 2.10. En a), photo du détecteur HVeV monté sur un support de cuivre et entre deux
circuits imprimés. En b), avant qu’il ne soit monté sur le support en cuivre.
Le réfrigérateur de type ADR utilisé pour refroidir le détecteur HVeV à 52 mK utilise
deux sels de même que de l’hélium liquide sous vide (2,2K) pour atteindre d’aussi petites
températures. Entre autres, ce dernier aligne le spin des électrons du sel au moyen d’un élec-
troaimant. On peut controller la force de l’aimant en ajustant le courant électrique circulant
dans l’électroaimant. L’alignement des spins a pour effet de réchauffer le sel. On refroidit
ensuite ce sel avec l’hélium liquide à 2,2 K. Une fois l’équilibre thermique atteint, on diminue
peu à peu le champ magnétique en abaissant le courant, ce qui a pour effet de désaligner les
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spins des électrons et de refroidir encore plus le sel. On atteint ainsi une température de 52
mK qu’on peut facilement contrôler en ajustant le courant de l’électroaimant.
Afin d’être certains de l’efficacité de nos algorithmes et aussi pour pouvoir réanalyser nos
données dans le futur si nécessaire, nous avons décidé d’enregistrer les données du détecteur
HveV sans système de déclenchement. Le signal du HVeV était numérisé à l’aide d’un
PCIe-6374 ADC National Instrument, card à une fréquence de 1,51 MHz ou 660 ns par
échantillon. Le numériseur enregistrait le courant du SQUID, un élément du détecteur qui
permet d’amplifier de manière linéaire le courant dans le TES. Il numérisait ce courant sur un
disque dur à coup de fichiers de 1 seconde de données jusqu’à atteindre 3600 fichiers ou 1 heure
de données (qu’on appelle une série). Sans entrer dans les détails, chaque trace de 1 seconde
était ensuite brièvement analysée pour trouver le temps de déclenchement des signaux. Pour
chaque signal trouvé, on enregistrait les 1024 échantillons avant le temps de déclenchement
et les 3072 échantillons suivants pour un total de 4096 échantillons ou 2,7 ms. Chacune de
ces traces de 2,7 ms correspondait à un événement. Finalement, chacun de ces événements
était traité afin d’y extraire les informations utiles pour l’analyse telles que l’énergie déposée
par l’événement, le niveau plancher de la trace ou «baseline», la température du détecteur,
etc. Ces informations, qu’on appelle quantités réduites, étaient ensuite enregistrées.
2.2.4. Scintillateurs liquides et détecteurs PMTs
Par souci de concision, nous avons appelé, jusqu’à présent, PMT l’assemblage de scintilla-
teur liquide et de tube photomultiplicateur que nous avons utilisé à TUNL pour l’expérience
IMPACT. En tout, nous avons utilisé 29 PMTs dont 3 du modèle EJ-301 (fournis par Fer-
milab) et 26 du modèle EJ-309 (fournis par TUNL). Ces deux modèles font référence au
scintillateur liquide utilisé soient le EJ309 et le EJ301, tous deux produits par Eljen [3]. La
compagnie assemble ensuite elle-même le scintillateur liquide et le tube photomultiplicateur
[2]. Elle utilise, pour cela, des tubes photomultiplicateurs R7724 de Hamamatsu [1]. Le
scintillateur liquide tient dans un volume cylindrique de 5,08 cm de diamètre et de 5,08 cm
de hauteur. La figure 2.11 montre deux photos des PMTs.
Avec un «quenching factor» de 10% [6], les neutrons de 56 keV pouvaient déposer, au
maximum, 5 keV d’énergie dans les PMTs. L’énergie de seuil des PMTs était d’environ 2,5-3
keV comme nous le verrons plus tard à la section 2.4. Cela est assez haut pour éviter que le
bruit de fond ne déclenche constamment les PMTs tout en étant assez bas pour détecter 90%
des neutrons incidents sur eux, comme nous le verrons également à la section 2.4. Toutefois,
la résolution des PMTs à ces énergies est très faible de sorte que l’intervalle d’énergie pouvant
être «déposée» par les neutrons n’est pas exactement de 2,5 keV à 5 keV. Nous avons aussi
mis un seuil maximum autour de 40 keV pour éviter que les photons de hautes énergies ne
déclenchent inutilement les PMTs. De plus, comme 5 keV se rapproche de l’énergie minimum
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(a) Photo des trois loups solitaires. De gauche à droite :
canal 19 (35.8 ◦), canal 18 (60.6 ◦) et canal 20 (90 ◦)
(b) Photo de l’ «inner »et du «outer ring».
Fig. 2.11. Photos des PMTs et de leur arrangement.
27
pouvant être lue par les PMTs, nous avons appliqué une très grande tension électrique
sur nos tubes photomultiplicateurs pour amplifier le signal des neutrons quitte à produire
beaucoup de courant sombre en même temps. Techniquement, ces scintillateurs liquides
furent construits de manière à pouvoir distinguer la forme des signaux des photons de ceux
des neutrons, mais comme nous mesurions des dépôts d’énergie très proche du seuil, il
est presque impossible d’utiliser la forme des signaux pour discriminer les neutrons des
photons. Le courant sombre est d’environ 11,3 kHz d’après les spécifications du fabricant.
Les scintillateurs liquides étaient également recouverts d’un capuchon de plomb épais de 1
mm pour bloquer les photons produits par la cible de LiF.
Les détecteurs étaient répartis en trois groupes :
• Loups solitaires ou «Lone wolves»: Ces trois PMTs étaient placés à 20,3 cm du
détecteur HVeV et pointaient en direction de celui-ci. Ils étaient accrochés à un
support permettant d’être à la même hauteur que le détecteur HVeV et de manière
à être à trois angles différents avec le faisceau de neutrons. Ces angles sont spécifiés
au tableau 2.1 On retrouve une photo de ces loups solitaires à la figure 11(a).
• Anneau intérieur ou «Inner ring»: 8 des PMTs étaient répartis uniformément sur
un cercle de 29,4 cm de rayon sur une structure mobile. La structure était placée
à 83,6 cm de la paroi extérieure du réfrigérateur du 3 au 10 juillet et à 131 cm du
11 au 22 juillet. Les PMTs étaient orientés parallèlement au faisceau de neutrons, le
scintillateur liquide faisant face à ce dernier.
• Anneau extérieur ou «Outer ring»: Les 18 PMTs restants étaient orientés de la même
manière que le «inner ring» et sur la même structure, mais sur un cercle de 45,2 cm
de rayon. Cela permettait d’avoir 4 angles de diffusion en tout soit 2 par rayon de
cercle et 2 par position de la structure. Une photo de ces deux cercles est montrée à
la figure 11(b).
Le tableau 2.1 montre les positions, les angles par rapport au faisceau et les énergies de
recul des neutrons de chacun des PMTs :
Détecteurs Angle (± 1 ◦) Énergie de recul (keV)
LS 1 (CH19) 35,8 ◦ 3,9
LS 2 (CH18) 60,6 ◦ 2,0
LS 3 (CH20) 90,0 ◦ 0,75
83,6 cm inner ring 19,0
◦ 0,22
outer ring 27,8 ◦ 0,46
131 cm inner ring 12,6
◦ 0,1
outer ring 19,0 ◦ 0,22
Tableau 2.1. Énergie de recul déposée par les neutrons en fonction de l’angle des PMTs.
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La figure 2.12 montre plutôt de manière schématique les énergies de recul comptabilisées
plus haut. Il est à noter que les angles entre le détecteur HVeV et les scintillateurs liquides
se calculent à partir du milieu du scintillateur liquide. On remarque également que deux des
positions ont la même énergie de recul soit 0,22 keV. Cela nous permettra de comparer le












460 eV outer ring
220 eV outer ring100 eV inner ring
Fig. 2.12. Schéma de montage et des énergies de recul mesurées à chaque position des
PMTs.
Le signal des PMTs était enregistré à l’aide d’un numériseur à une fréquence d’échan-
tillonnage de 250 MHz ou 4 ns par échantillons. Ce numériseur est le même que celui utilisé
pour le faisceau de protons et permet, tel qu’expliqué précédemment, de calculer le temps
de vol entre le proton qui frappe la cible de LiF et la nouvelle particule (neutron ou photon)
qui frappe le PMT. Les PMTs se déclenchaient de la manière suivante : un filtre trapézoï-
dal permettait de détecter lorsqu’un événement déposait une énergie comprise entre le seuil
minimum de ∼ 3 keV et le seuil maximum de ∼ 40 keV dans un PMT (ces valeurs variaient
légèrement d’un canal à l’autre). On enregistrait ensuite le signal des 120 échantillons pré-
cédents et des 280 suivants (pour un total de 400 échantillons) de tous les canaux. Ainsi,
le pic principal de nos signaux devrait se trouver près de l’échantillon 120, le temps de dé-
clenchement déterminé par le DAQ. Les traces de 400 échantillons étaient ensuite traitées
pour en extraire les informations importantes telles que le temps de déclenchement exact des




Finalement, l’alignement des détecteurs avec le faisceau de neutrons était d’une grande
importance. Premièrement, parce que la surface du détecteur HVeV n’est que de 1 cm2 et que
l’on devait s’assurer que le faisceau de neutrons frappait bien notre détecteur. Deuxièmement,
parce que la position, et donc l’angle des PMTs par rapport au détecteur HVeV, déterminait
l’énergie de recul véritablement déposée par les neutrons dans les collisions nucléaires avec
les noyaux de silicium, valeur indispensable pour extraire le degré d’ionisation.
2.2.5.1. Alignement HVeV. Le détecteur HVeV était placé à l’intérieur du réfrigérateur
ADR qui était lui-même suspendu devant le faisceau de neutrons par un support en alumi-
nium et en acier inoxydable. Le support ajustable permettait de mouvoir le réfrigérateur de
haut en bas et de gauche à droite pour aligner le faisceau de neutrons avec le détecteur qui
se trouvait à l’intérieur du réfrigérateur. Nous avons trouvé la position exacte du détecteur
HVeV à l’intérieur du réfrigérateur à l’aide d’une source de 57Co (≈ 10 mCi) qui émettait
des photons de 6,4 keV. Nous avons placé la source de 57Co près de la paroi extérieure du
réfrigérateur ADR et nous la déplacions de gauche à droite et de haut en bas le long du
plan perpendiculaire au faisceau. Nous avons ensuite comparé le taux de déclenchement du
détecteur TES pour chaque position ce qui nous a permis de trouver la position pour laquelle
le taux est maximum. Cette technique nous permet de connaître la position du détecteur
HVeV à l’intérieur du réfrigérateur avec une incertitude de ± 1 cm.
2.2.5.2. Alignement PMTs. L’alignement des PMTs se fit en deux étapes. La première fut
d’aligner perpendiculairement le centre de la structure mobile avec le faisceau de neutrons.
Pour cela, on se servit d’un fil à plomb et de marques au sol tracées perpendiculairement au
faisceau. La deuxième fut de mesurer la distance entre les PMTs et le détecteur au silicium.
On utilisa, pour cela, un laser pouvant mesurer la distance entre la structure amovible et
la paroi extérieure du réfrigérateur ADR. On répéta les mêmes étapes après que nous ayons
déplacé la structure plus loin le 10 juillet pour obtenir d’autres énergies de recul. Les mesures
prises sont compilées à la figure 2.13. Celles-ci ont une incertitude ± 0,3 cm.
2.3. Étalonnage et analyse HVeV
Cette section n’aborde que très brièvement l’étalonnage et les coupures du détecteur
HVeV, car entrer davantage dans les détails dépasserait largement le cadre de ce travail
d’autant plus que c’est une partie de l’expérience à laquelle je n’ai pas contribué personnel-
lement. C’est surtout Ziqing Hong, Valentina Novati, Runze Ren (Tom), Corey Bathurst,
Tyler Reynolds et Harrison Coombes qui ont travaillé sur cette partie de l’expérience.
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LiF Si
170,7 ± 0,3 cm (du 3 au 10 juillet)
218,1 ± 0,3 cm (du 11 au 22 juillet)
64,8 ± 0,3 cm (du 3 au 10 juillet)











« outer ring »
« inner ring »
Scintillateur liquide
5,1 cm X 5,1 cm
Fig. 2.13. Schéma des distances entre les détecteurs et la cible de LiF.
2.3.1. Étalonnage
Le détecteur HVeV devait être étalonné de manière à mesurer des énergies de phonons
allant de 100 eV jusqu’à 109 keV. En effet, la plus petite énergie de phonons produite durant
cette expérience survenait lorsqu’on opérait le détecteur à 0 V et que les neutrons déposaient
une énergie de recul de 100 eV. Cela produisait des phonons ayant une énergie de 100 eV
selon la formule 2.2.3. À l’autre extrême, lorsqu’on opérait le détecteur à la tension électrique
maximum de 180 V et que les neutrons déposaient l’énergie maximum pouvant être déposée
dans le détecteur soit ≈ 7 keVnr, on produisait des phonons de ≈ 109 keV. Afin d’obtenir un
étalonnage pour une étendue aussi large d’énergie, plusieurs sources de radiations différentes
furent utilisées. Notamment, nous avons utilisé un laser peu puissant et avons opéré le
détecteur HVeV à 100 V pour couvrir la plage d’énergie allant de 0 à 600 eV. Nous avons
aussi employé un laser à haute puissance et avons opéré le détecteur à 250 V pour la plage
allant de 250 eV à 7 keV et une source de 55Fe à 70 V pour la région allant de 6 à 120 keV.
Les données d’étalonnage furent ensuite nettoyées au moyen de coupures telles que sur la
température du réfrigérateur ou sur le niveau plancher des signaux (baseline). Nous avons
ensuite trouvé l’énergie des différentes données d’étalonnage en prenant l’intégrale sous la
courbe des signaux. Finalement, nous avons combiné le tout en une courbe d’étalonnage
pour la plage d’énergie allant de 100 eV à 120 keV.
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2.3.2. Coupures
Nous avons opté pour trois coupures sur les données du détecteur HVeV. La première est
sur le niveau plancher (baseline) des signaux qui doit être compris entre deux valeurs. Cela
permet de rejeter les événements qui se produisent sur la queue d’un signal étant survenu
juste avant (généralement des événements de haute énergie telle que des gammas, des muons
ou issus de la radioactivité naturelle ambiante). La deuxième coupure élimine les traces avec
plus d’un événement. Lors du traitement des données, un algorithme identifiait combien
d’événements étaient présents dans la trace. Il devenait alors facile de ne garder que celles
avec un seul événement. La dernière coupure regarde la différence entre le signal observé et
un signal «théorique» de même énergie. Plus précisément, on calcule le χ2 entre le vrai signal
et le gabarit «théorique» pour la variable du temps. On rejette ensuite les événements ayant
une valeur de χ2 à l’extérieur d’un certain intervalle de, ces événements ayant un signal trop
différent de celui attendu.
2.4. Étalonnage et analyse PMT
Cette section traite de ma contribution principale à l’expérience IMPACT, c’est-à-dire
l’étalonnage et l’analyse des détecteurs PMTs. Plus précisément, nous verrons d’abord com-
ment les PMTs ont été étalonnés. Ensuite, nous aborderons comment nous avons pu identifier
les détecteurs fonctionnant moins bien en estimant l’énergie de seuil de déclenchement des
PMTs ainsi que leur taux de déclenchement. Finalement, nous ferons un survol des diffé-
rentes coupures qui nous ont permis de sélectionner les neutrons parmi nos données et de
rejeter les autres types d’événements tels que les photons et le courant sombre.
Une photo des PMTs et des scintillateurs liquides se trouve à la figure 2.11. Rappelons-
nous que la fréquence d’échantillonnage des PMT est de 2,5 MHz ou encore 4 ns par échan-
tillons. Rappelons-nous également de la manière dont les données étaient enregistrées. Pen-
dant que les PMTs fonctionnaient, un filtre trapézoïdal était appliqué sur leur trace brute.
Lorsqu’un événement déposait une énergie entre le seuil inférieur (autour de 2,5-3 keV) et
supérieur (autour de 40 keV) dans un des PMTs, on enregistrait les 120 derniers échantillons
et les 280 suivants de tous les PMTs. Ainsi, on se retrouvait avec une trace d’une longueur
de 400 échantillons pour chacun des 29 PMT. Généralement, l’une de ces traces contenait un
pic principal autour de l’échantillon 120. Ces traces étaient ensuite traitées pour en extraire
les informations pertinentes telles que l’énergie déposée, le niveau plancher (baseline), etc.
L’ensemble de ces informations extraites porte le nom de quantités réduites ou QRs. Puis,
après avoir observé attentivement les différentes QRs de nos événements, nous avons opté
pour différentes coupures sur nos données, coupures qui seront présentées plus loin dans cette
section. Résumons les QRs plus importantes ici:
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(1) baseline (baseline2) : Moyenne des 50 premiers (derniers) échantillons de la trace.
Initialement, le nombre 50 a été choisi arbitrairement afin de réduire les fluctuations
aléatoires survenant dans notre baseline, mais comme nous le verrons plus tard, 50
s’est avéré être un bon choix. Ce nombre a aussi été utilisé par les autres expériences
de mesure du degré d’ionisation avant nous à TUNL.
(2) bd0(bd02) : Temps auquel le PMT a été déclenché. bd0(2) utilise la méthode du
discriminateur à fraction constante (DFC) pour trouver le temps de déclenchement du
premier pic qu’il rencontre dans la trace. bd0 cherche un pic à partir de l’échantillon
100 alors que bd02 commence à 0. Les deux arrêtent de chercher s’ils n’ont trouvé
aucun pic à l’échantillon 220 et retournent alors une valeur négative de -1000 ou
-2000.
(3) PeakHighValue : La valeur maximum en ADU (Analog-to-digital units) de la trace.
(4) baselinemid : la moyenne des échantillons 60 à 110. Cette plage n’a pas été choisie
arbitrairement. Comme nous allons le voir plus loin, l’échantillon 60 correspond au
temps où la queue des photons de haute énergie arrête de déclencher les PMTs à
l’échantillon 120 tandis que 110 est tout près du pic principal tout en étant assez loin
pour ne pas intégrer de l’énergie venant de la partie ascendante de celui-ci.
(5) stdbaselinemid : l’écart-type des échantillons 60 à 110. Cette plage a été choisie pour
les même raisons que baselinemid.
Nous avons aussi fait appel à deux méthodes pour calculer l’énergie (l’aire sous la courbe)
des impulsions du PMT :
• La première méthode, appelée «short integral» ou intégrale courte, additionne la
hauteur en ADU des 12 échantillons allant de 5 échantillons avant bd0 (temps de
déclenchement du signal) jusqu’à 7 échantillons après bd0. On soustrait ensuite la
baseline 12 fois.
• La deuxième méthode, appelée «long integral» ou intégrale longue procède de la même
manière que l’intégrale courte sauf qu’elle va de 5 échantillons avant bd0 jusqu’à 170
échantillons après bd0 (au lieu de 7).
Les temps de montée des pulsations des PMT sont généralement très courts (autour de
2 échantillons ou 8 ns) à l’échelle d’énergie qui nous intéresse (environ 5 keV). Ainsi, en
commençant les intégrales 5 échantillons avant le temps de déclenchement de la pulsation,
nous sommes certains de récolter toute l’énergie déposée durant la montée du pic. Également,
nous avons remarqué que la plupart des événements déposent toute leur énergie en un temps
moindre que 12 échantillons. Toutefois, à cause de la scintillation lente, certains événements
déposent de l’énergie au-delà des 12 échantillons. En effet, les constantes de désintégrations
du EJ-301 et du EJ-309 (les scintillateurs liquides utilisés dans nos PMTs) sont de t1 = 3
ns (ce qui correspond à environ 1 échantillon), t2 = 32 ns (8 échantillons) et t3 = 270 ns
33
(68 échantillons) [3] de telle sorte que si on utilise l’intégrale courte (12 échantillons), nous
récoltons la scintillation venant des deux premières constantes de désintégration, mais pas
nécessairement de la troisième. Avec l’intégrale longue (175 échantillons), nous sommes sûrs
de récolter toute la scintillation. Par contre, il est important de rappeler qu’aux énergies
qui nous intéressent (environ 5 keV), nous n’excitons que peu d’états. Cela veut dire que
la scintillation se produit généralement sur quelques échantillons seulement, de sorte que
l’utilisation de l’intégrale courte ne manque que très peu d’énergie. Également, en choisissant
l’intégrale longue, on a beaucoup plus de chance d’intégrer des pulsations qui ne proviennent
pas de l’événement principal et qui sont réparties de manière aléatoire tout le long de la trace.
Ces pics aléatoires sont souvent causés par le courant sombre ou encore par des événements
venant de la radioactivité et faussent donc l’énergie mesurée par l’intégrale longue. Aussi,
comme nous devons soustraire le niveau plancher 175 fois lors du calcul de l’intégrale longue,
une petite fluctuation de ce niveau plancher provoque une grande fluctuation dans la valeur de
l’intégrale longue. Par exemple, une déviation de 1 ADU dans la baseline donne une déviation
de 175 ADU dans l’intégrale longue ou encore environ 2,5 keV avec notre étalonnage (que
nous allons voir un peu plus loin). De l’autre côté, on aurait plutôt une déviation de 12 ADU
dans l’intégrale courte ou encore 0,2 keV, ce qui est nettement avantageux surtout si on veut
mesurer des dépôts d’énergie de l’ordre de quelques keV. Pour toutes ces raisons, nous avons
donc décidé d’utiliser l’intégrale courte pour calculer l’énergie déposée par les particules dans
le PMT. Toutefois, nous utiliserons les deux types d’intégrales dans les sections qui suivent
pour justifier nos coupures notamment parce que certaines caractéristiques de nos données
sont mieux mises en valeur par l’une des deux méthodes. Afin de mieux comprendre les
différentes quantités réduites, voici, à la figure 2.14, un exemple de pulsation qu’on retrouve
dans nos PMTs avec chacune des QRs énumérées plus haut mises en évidence.
Dans un signal idéal, on devrait trouver un seul pic à l’échantillon 120, comme c’est le
cas à la figure 2.14. Un seul pic veut aussi dire que bd0 et bd02 ont la même valeur puisqu’ils
trouvent le même pic et donc le même temps de déclenchement. On remarque également que
bd0-5 et bd02-5 commencent bien avant la partie ascendante du pic et que donc on récolte
bien toute l’énergie déposée dans cette région. Finalement, les 3 baselines ont sensiblement
la même valeur ici puisqu’il n’y a pas vraiment de bruit dans la trace. Cette absence de bruit
fait aussi en sorte que l’intégrale longue et courte a presque la même valeur.
2.4.1. Étalonnage
L’étalonnage des PMTs se sépare en trois étapes. Dans un premier temps, nous avons
trouvé l’échelle d’énergie des PMTs au moyen d’un rayonnement gamma ayant une énergie
bien connue. Cette échelle d’énergie nous permet de convertir une valeur d’intégrale en
énergie. Ensuite, nous avons trouvé le seuil de nos PMTs afin de nous assurer que ces seuils
34
(a) La trace au complet
(b) Échantillons 80 à 180
Fig. 2.14. Exemple d’une trace avec les différentes quantités réduites mises en évidence.
LG, LG2, SG et SG2 correpondent à intégrale longue, intégrale longue 2 , intégrale courte
et intégrale courte 2.
étaient suffisamment bas pour que les PMTs détectent les neutrons, mais assez hauts pour
ne pas laisser les bruits de fond déclencher constamment les PMTs. Pour finir, nous avons
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calculé le taux de déclenchement de nos PMTs pour identifier ceux qui étaient potentiellement
problématiques.
2.4.1.1. Échelle d’énergie. Trouver l’échelle d’énergie des PMTs s’est fait au moyen d’une
source de 137Cs dont la principale désintégration est un rayon gamma de 662 keV. Chaque
matin, on plaçait la source près des PMTs pendant 2 minutes et on récoltait un spectre
d’énergie. On ajustait ensuite une courbe autour du bord du fond Compton (477 keV pour
le 137Cs) de nos sceptres d’énergie.
Fig. 2.15. Exemple d’un spectre d’énergie du 137Cs et de son bord du fond Compton.
Le bord du fond Compton réel est décrit comme étant le produit de convolution d’un bord
du fond Compton idéal et d’une gaussienne [51] :












où Ec est l’énergie Compton soit l’énergie maximum que peut transférer un photon par
diffusion Compton. erfc(E) est la fonction d’erreur complémentaire et α1 et β1 sont définis











· a · (E + Ec) + b, (2.4.3)
où a, b, c et σ sont des paramètres à ajuster. On trouve ensuite le maximum local du
Compton Edge et l’on prend 80% [62] de cette valeur comme étant notre vrai bord du fond
Compton (représenté par une ligne verte à la figure 2.15).
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De manière plus précise, nous avons d’abord identifié le minimum local (illustré par une
ligne rouge à la figure 2.15) entre 10000 et 25000. Ensuite, nous avons tout simplement pris
la valeur maximum (illustrée par une ligne jaune) de notre fonction ajustée à la droite de
ce minimum local. Puis, nous avons pris 80% de ce maximum comme étant notre bord du
fond Compton (représenté par une ligne verte). Nous aurions pu prendre Ec comme valeur
de bord du fond Compton, mais comme ce dernier fluctuait trop chaque jour, nous avons
préféré opter pour l’autre méthode décrite plus haut et qui donne des valeurs plus stables.
Finalement, on divise 477 keV par la valeur de l’intégrale courte du bord du fond Compton
pour trouver notre échelle d’énergie. La figure 2.16 contient l’ensemble des facteurs d’échelle
pour tous les PMTs de tous les jours où nous avons pris des données. Nous avons ensuite
calculé la moyenne des facteurs d’échelle pour chacun des PMT. C’est ce facteur moyen,
propre à chaque PMT, que nous avons utilisé pour le reste de l’analyse.
Fig. 2.16. L’ensemble des facteurs d’échelle des 29 PMTs pour chaque journée de prise de
données. Ces facteurs sont pour l’intégrale courte.
Cet étalonnage a, par contre, une très grande incertitude aux petites énergies qui nous
intéressent. En effet, l’incertitude en énergie à 5 keV est d’environ 80% et de 100% à 3
keV. De manière approximative, on trouve ces résolutions en partant du paramètre σ de la
formule 2.4.2 ce qui nous donne la résolution des PMTs à 478 keV soit environ 8%. Puis, on
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⊕ β ⊕ γ
E
(2.4.4)
où α, β et γ sont des constantes à déterminer et le symbole ⊕ représente une addition en
quadrature. On peut ensuite assumer que le terme α√
E
, qui représente l’aspect stochastique
du PMT (production et atténuation de la lumière, efficacité quantique et amplification du
signal d’électrons aux dynodes), domine et ainsi négliger les deux autres termes. Ceux-ci
représentent respectivement la non-uniformité du détecteur (β) et le bruit électronique ( γ
E
).
2.4.1.2. Seuils des PMTs. Dans un deuxième temps, nous avons également approximé
le seuil minimum de déclenchement de nos PMTs en ajustant une gaussienne autour du
maximum du pic principal et avons pris 80% de ce maximum comme étant notre valeur de
seuil. Un exemple de cette technique est montré à la figure 2.17. Nous avons répété cette
étape sur la première série de chaque journée pour tous les PMTs.
Fig. 2.17. Exemple d’un calcul du seuil d’un PMT. La ligne rouge 80% de la valeur maxi-
mum du pic et permet d’estimer l’énergie de seuil.
L’ajustement gaussien n’a pas besoin d’être très précis. En effet, les valeurs de seuil
servent surtout à identifier les PMT qui ne fonctionnaient pas bien. Notamment, ils per-
mettent de savoir si le seuil était assez haut pour ne pas laisser passer trop de bruit de fond
tout en n’étant pas trop haut pour conserver le plus de neutrons possible. Par exemple, nous
avons trouvé, comme on peut le voir à la figure 2.18, que le PMT 14 avait un seuil trop bas
et enregistrait énormément d’événements de basse énergie (fort probablement du bruit de
fond).
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Fig. 2.18. L’ensemble des énergies de seuil des 29 PMTs pour chaque journée de prise
de données. Les seuils furent calculés à partir de la première heure de données de chaque
journée.
Nous avions estimé, avant d’aller à TUNL, qu’une énergie de seuil d’environ 2,5-3 keV
était optimal. En effet, nous avions réalisé une simulation du scintillateur liquide utilisé
à TUNL sur lequel nous avions envoyé 1 million de neutrons de 55.7 keV et avions trouvé
qu’autour de 2,5 keV-3 keV, on détectait environ 90% des neutrons.
2.4.1.3. Taux de déclenchement. Dans un dernier temps, nous avons calculé le taux de
déclenchement de chacun de nos PMTs chaque jour. Pour y arriver, nous avons pris la
première série de chaque journée et avons divisé le nombre d’événements dans un canal par
la durée de la série (habituellement 1 heure). De cette manière, on pouvait savoir quel(s)
PMT(s) avai(en)t un taux trop élevé et apporter les ajustements nécessaires lors de l’analyse.
Par exemple, nous avons trouvé que les PMTs 14 et 18 avaient un taux anormalement élevé
comme on peut le voir à la figure 2.19.
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Fig. 2.19. Taux de déclenchement des 29 PMTs à chaque jour. Ces taux furent calculés à
partir de la première série de données de chaque journée.
2.4.2. Coupures
Le but des coupures est de sélectionner, parmi nos données, les neutrons et de rejeter
les autres types d’événements comme les photons, le courant sombre, la radioactivité, etc.
Avant d’entrer plus en détail dans chacune de ces coupures, il serait judicieux de regarder
un exemple d’un bon événement (neutron) et d’un mauvais événement (photon).
Dans un signal idéal, comme c’est le cas à la figure 2.20(a) et (b), on retrouve un seul pic
près de l’échantillon 120. L’énergie déposée par cette pulsation est d’environ 4,4 keV selon
l’étalonnage obtenu à la section précédente, ce qui est de l’ordre de ce à quoi on s’attend
pour un neutron. Également, la forme de la pulsation est une exponentielle décroissante
qui a lieu sur quelques échantillons comme c’est le cas pour un événement provenant de la
scintillation. Un événement venant plutôt du courant sombre (et donc pas de la scintillation),
par exemple, aura tendance à déposer son énergie sur un seul, parfois 2 échantillons et n’aura
pas de forme exponentielle. Pour ce qui est du photon à la figure 20(c) et (d), on remarque
rapidement que bd0 et bd02 n’ont pas la même valeur. En effet, comme bd02 cherche un
pic en allant de l’échantillon 0 à 200, il rencontre la pulsation à l’échantillon 93 en premier
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(a) La trace au complet (b) Échantillons 80 à 180
(c) La trace au complet (d) Échantillons 80 à 180
Fig. 2.20. Exemple de la trace d’un neutron (a et b) et d’un photon (c et d).
alors que bd0, qui cherche de l’échantillon 100 à 220, ne voit pas ce pic, mais plutôt celui
à 112 en premier. On remarque aussi que ce deuxième pic à l’échantillon 112 n’est pas un
événement physique, mais plutôt causé par la queue du photon de haute énergie. Ce genre
d’événements arrive très souvent dans nos détecteurs et constitue l’un des bruits de fond les
plus importants. Nous allons donc nous servir du fait que les valeurs de bd0 et bd02 de ce
type d’événements sont différentes et du fait que leur QR baselinemid est élevée pour mieux
les retrancher.
2.4.2.1. Événements saturés. Une première coupure assez facile à réaliser concerne les
événements saturés. Ceux-ci ont des pulsations ayant une hauteur dépassant 16383 ADC
soit la valeur maximum pouvant être lue par les PMTs. Cela veut donc dire qu’on ne connaît
pas la vraie valeur en ADC du pic, ce pourrait être aussi bas que 16384 (1 ADC de plus
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que le maximum) ou, au contraire, de plusieurs dizaines de milliers. Bref, il est impossible
de savoir la véritable énergie déposée par ces événements. De plus, ce sont généralement
des photons de très hautes énergies (>1 MeV) qui causent ces événements saturés alors que
nous sommes intéressés par les neutrons de basses énergies ne déposant que quelques keV.
Les enlever est donc tout naturel.
Fig. 2.21. Exemple d’un événement saturé.
À la figure 2.21, on voit très clairement que le haut de la pulsation est plat et fixé à 16383
parce que le DAQ du PMT ne peut pas enregistrer les valeurs au-delà de ce nombre.
2.4.2.2. Baseline. Parmi nos quantités réduites, on retrouve baseline qui est la moyenne
des 50 premiers échantillons et baseline2 qui est la moyenne des 50 derniers. Le nombre
50 avait déjà été utilisé par les autres expériences qui nous ont précédés à TUNL et qui
ont aussi mesuré le degré d’ionisation. Ce nombre servait surtout à éliminer les périodes de
bruit électronique en moyennant le niveau plancher des traces des PMTs. Lorsqu’on calcule
l’intégrale (longue ou courte) des pulsations dans nos détecteurs, on soustrait toujours la
QR baseline 12 fois pour l’intégrale courte et 175 pour la longue. Il faut donc s’assurer de
choisir la meilleure des deux baselines si on veut que la valeur d’intégrale soit la plus exacte
possible. Nous avons remarqué que dans la quasi-majorité des cas c’est la baseline2 qui est
la meilleure, car les 50 derniers échantillons sont généralement plus stables et comportent
moins de bruit comme le montre la figure 2.22.
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(a) Canal 1 (b) Canal 1
(c) Canal 27 (d) Canal 27
Fig. 2.22. Les quantités réduites baseline et baseline2 pour les PMTs 1 et 27
Les deux canaux ont été pris au hasard parmi nos 29 PMTs, mais ils illustrent des conclu-
sions similaires aux 27 autres PMTs. La distribution de baseline2 est plus étroite que celle de
baseline. Il y a aussi beaucoup plus d’événements avec une baseline très élevée, notamment
à cause des photons de haute énergie très présents dans les 50 premiers échantillons. Ainsi,
baseline2 est un meilleur choix et c’est pourquoi nous l’utiliserons pour tous nos calculs
d’intégrale.
Une alternative possible serait de choisir la QR baseline avec le plus petit écart-type
pour chaque événement. Toutefois, dans la quasi-totalité des cas, il s’agit de baseline2. Pour
les rares fois où c’est baseline qui a le plus petit-écart-type, c’est généralement parce que
baseline et baseline2 ont une valeur presque identique.
Nous avons mentionné plus haut qu’une des raisons pourquoi nous avons utilisé 50 échan-
tillons pour estimer baseline et baseline2 est que ce nombre avait déjà été utilisé par les autres
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expériences de mesure du degré d’ionisation à TUNL avant nous. Une autre des raisons qui
justifient l’utilisation de ce nombre est qu’il permet de réduire l’effet des fluctuations aléa-
toires survenant dans notre baseline. Certains peuvent se demander si un nombre autre
que 50 y parviendrait mieux. Toutefois, même si c’était le cas, notre résolution en énergie
n’en serait que très peu affectée. En effet, l’écart-type sur la distribution des baseline2 est
d’environ 2,5 ADU pour tous les canaux. Si l’on transpose ce chiffre en énergie, on aurait
donc une fluctuation dans l’intégrale courte de 12 échantillons · 2,5 ADU/échantillons =
30 échantillons soit ≈ 0,5 keV (si on prend un facteur d’échelle de 0,017 keV/ADC). Cette
contribution à la résolution totale en énergie est assez négligeable puisque nous avons déjà
une contribution de 3-4 keV qui nous vient de la stochastique. Pris en quadrature, 0,5 keV
est encore plus petit devant 3-4 keV, de telle sorte que même si on trouve qu’un nombre
autre que 50 nous permet d’avoir une meilleure résolution que 0,5 keV, on n’améliorerait que
de très peu notre résolution totale. Pour toutes ces raisons, nous avons décidé d’utiliser 50
échantillons pour calculer baseline et baseline2.
2.4.2.3. Temps de déclenchement des pulsations, bd0 et bd02 (coupure stricte). Un des
plus grands défis de cette expérience est de maximiser la taille de notre échantillon statistique,
ce dernier étant déjà très petit, afin de minimiser l’incertitude sur nos mesures. Ainsi, nous
voulons enlever la plupart des événements ayant plus qu’un pic dans leur trace tout en
gardant les quelques bons événements qui ont plus d’un pic dans leur signal. Par bons
événements, nous faisons référence à ceux dont le pic à l’échantillon 120 (qui a déclenché les
PMTs) n’est pas causé par de la scintillation lente d’un gamma de haute énergie ayant frappé
le détecteur plus tôt. Les quantités bd0 et bd02 utilisent la technique du discriminateur à
faction constante (DFC) pour trouver le temps de déclenchement des pics qu’ils rencontrent.
Cette technique consiste à identifier le temps de déclenchement comme le moment où le signal
atteint une certaine fraction de son maximum. La quantité bd02 balaye de l’échantillon 0 à
l’échantillon 220 et arrête lorsqu’elle rencontre son premier pic alors que bd0 balaye plutôt de
100 à 220. On peut mettre en graphique ces deux quantités afin de mieux dégager certaines
de leurs caractéristiques.
À la figure 23(a), la région entre les deux lignes rouges représente les événements où bd0
et bd02 ont la même valeur, c’est-à-dire des événements où il n’y a qu’un seul pic dans la trace
(du moins entre l’échantillon 0 et bd0). Tous les événements à l’extérieur de ces lignes ont
donc plus d’un pic dans leur trace, c’est pourquoi une première coupure très conservatrice,
mais très facile, serait d’enlever tous les événements hors de ces lignes rouges. On veut aussi
que bd0 et bd02 soient positifs, car une valeur négative veut dire que l’algorithme n’a pas
réussi à identifier un pic dans la trace. De manière spécifique, on devrait demander que les
événements respectent les deux conditions suivantes :
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Fig. 2.23. La quantité bd0 en fonction de bd02. Les deux graphiques couvrent un intervalle
de valeur différent.
(1) abs(bd0-bd02) < 2,5 : le nombre 2,5 est choisi de manière empirique et permet de
garder les traces avec un seul pic. Cela ne veut pas nécessairement dire qu’il ne peut
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y avoir de pic plus loin dans la trace après bd0, mais cela n’a pas d’importance, car
on voulait seulement s’assurer qu’il n’y en a pas avant.
(2) bd0 > 0 et bd02 > 0 : Lorsque l’algorithme DFC ne trouve pas de pic, il assigne une
valeur négative à bd0 ou bd02. En demandant que bd0 et bd02 soient positifs, on
s’assure que l’algorithme a réussi à trouver au moins un pic.
La première coupure enlève environ 30% de tous les événements et la deuxième 20-25%.
Ensemble, ils enlèvent environ 45% des événements totaux. Dans la prochaine section, nous
allons essayer de trouver une approche alternative pour assouplir la première coupure.
2.4.2.4. Temps de déclenchement des pulsations bd0 et bd02 (coupure relâchée). Il est
évident que plusieurs des événements avec plus d’un pic dans leur trace sont quand même
de bons événements. En voici deux exemples à la figure 2.24.
(a) La trace au complet (b) Échantillon 80 à 180
(c) La trace au complet (d) Échantillons 80 à 80
Fig. 2.24. Exemples de traces avec plus d’un pic et un bon événement à l’échantillon 120.
Les figures a) et b) montrent le même événement et les figures c) et d) montrent un autre
événement.
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L’événement dans les figures 2.24(a) et (b) comporte un photon de haute énergie à l’échan-
tillon 9 ainsi qu’un neutron à l’échantillon 120 de telle sorte que si nous appliquons la coupure
abs(bd0-bd02) < 2,5 nous allons rejeter cet événement même s’il comporte un neutron. Les
figures 2.24(c) et (d) ont eux aussi deux pics, l’un à l’échantillon 37 et l’autre à 120. Le
premier pic indique une déposition d’une énergie d’environ 2 keV ce qui est trop bas pour
déclencher les PMTs. Il est évident que c’est la pulsation à l’échantillon 120 qui l’a fait et
encore une fois, il serait possible de sauver ce genre d’événement avec une coupure moins
conservatrice sur bd0 et bd02. Nous voulons donc sélectionner les événements avec plus d’un
pic où la pulsation à l’échantillon 120 n’est pas causée par de la scintillation d’un photon de
haute énergie ayant frappé le détecteur immédiatement avant. Une manière de procéder est
de regarder les quantités réduites bd02 et l’intégrale courte. Ces deux quantités sont mises
en graphique à la figure 2.25.
Fig. 2.25. La quantité bd02 en fonction de l’intégrale courte.
Les événements dans le cercle rouge sont principalement des photons de haute énergie
dont la scintillation lente déclenche les PMTs autour de l’échantillon 120. On pourrait alors
penser qu’une coupure sur bd02 telle que bd02 < 50 permettrait d’enlever tous ces mauvais
événements, mais encore une fois, on enlèverait trop d’événements surtout si notre but est
d’assouplir les coupures de la section précédente. En effet, beaucoup d’événements, ont
un pic à l’échantillon 120 et un pic de faible énergie après l’échantillon 50 et seraient donc
rejetés par la coupure bd02 < 50. Une meilleure approche serait de regarder l’écart-type et la
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moyenne des échantillons précédents l’échantillon 120. En effet, un photon de haute énergie
frappant le détecteur va produire de la scintillation sur quelques dizaines d’échantillons ce qui
va créer une région avec une moyenne et un écart-type plus élevés que la valeur habituelle.
Nous regarderons donc la région allant de l’échantillon 60 à 110. L’échantillon 60 est environ
le temps auquel les queues des gammas très énergétiques ne déclenchent plus les PMTs
autour de 120 et l’échantillon 110 est assez proche de la valeur attendue de 120 tout étant
assez éloigné pour ne pas prendre en compte la montée du pic principal dans le calcul de la
moyenne et de l’écart-type.
Nous proposons donc de garder les événements avec un écart-type en dessous de 60. Si
nous reproduisons la figure 2.25 avec cette coupure, on obtient alors :
Effectivement, nous enlevons la quasi-totalité des événements du cercle rouge de la figure
2.25. On remarque également que plusieurs photons de haute énergie restent dans la figure,
2.27 mais ceux-ci arrivent assez tôt dans la trace pour que leur scintillation n’affecte pas ce
qui se passe à l’échantillon 120. Finalement, comme nous pouvons avoir plus d’un pic dans
notre trace, nous devons nous nous assurer de garder le bon, soit le neutron qui a déclenché
les PMTs autour de l’échantillon 120. On s’assure de cela en imposant les deux coupures
suivantes :
(1) abs(bd0-120) < 2,5 : le nombre 2,5 est choisi de manière empirique. On s’assure que
la pulsation soit bien à l’échantillon attendue soit environ 120.
(2) stdbaselinemid < 60 : Ce nombre est aussi déterminé de manière empirique à l’aide
des figures 26(a) et (b) entre autres. Cette coupure permet de rejeter les événements
où des photons de haute énergie frappent le détecteur et dont la scintillation lente
déclenche les PMTs autour de l’échantillon 120.
Ces deux coupures sont une alternative moins conservatrice à celles présentées dans la
section précédente. Dans l’éventualité où, après avoir levé l’insu sur le reste des données,
on se rend compte qu’on a coupé trop d’événements et qu’on veut alléger les coupures un
peu, on pourra utiliser celles présentées dans cette section à la place de celles de la section
prédécente.
2.4.2.5. PeakHighValue et intégrale longue. En regardant nos données, nous avons trouvé
que dans certains PMTs et certaines séries, on trouvait parfois une deuxième bosse dans
le spectre d’énergie (calculé avec l’intégrale longue). Ce phénomène survient surtout dans
les canaux 8, 13 et 24 et l’heure ou le jour de son apparition est aléatoire quoiqu’il s’étale
généralement sur quelques heures consécutives. Un exemple de cette deuxième bosse est
présenté à la figure 2.28(b).
Le nombre d’événements dans un histogramme typique de l’intégrale longue devrait être
décroissant après le pic principal comme on le voit à la figure 2.28(a). En effet, les neutrons
ne peuvent déposer plus de ∼ 5 keV dans les PMTs, ce qui correspond environ à l’énergie du
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Fig. 2.26. Moyenne des échantillons 60 à 110 en fonction de leur écart-type.
pic maximum à la figure 2.28(a). De plus, le spectre devrait techniquement avoir d’autres
pics causés pas les photons , mais comme nous ne déclenchons pas les PMTs sur les dépôts
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Fig. 2.27. La quantité bd02 en fonction de l’intégrale courte avec la coupure stdbaselinemid
< 60.
d’énergie de plus de 40 keV, on ne voit pas ces pics dans nos spectres d’énergie. Bref, nos
spectres ne devraient pas avoir plus d’un pic principal causé par les neutrons.
Toutefois, il arrive quelques fois qu’on retrouve une deuxième bosse comme à la figure
2.28(b). La hauteur et la position de cette deuxième bosse varient d’un canal à l’autre, mais
le genre d’événements qui la compose a les caractéristiques suivantes : la hauteur maximum
de la pulsation est toujours basse malgré le fait que l’intégrale soit élevée. Par exemple, si
on met en graphique les quantités peakHighValue et intégrale longue pour un bon canal et
un avec une deuxième bosse, on obtient le résultat suivant (voir figure 2.30).
Dans le cas du graphique 2.30(b), on voit bel et bien une région à droite de la ligne rouge
ayant une concentration anormale d’événements avec une petite valeur de peakHighValue et
une grande valeur d’intégrale longue. Le type d’événement qui peuple cette région ressemble
à celui présenté à figure 2.29 :
On ne connaît toujours pas l’origine de ce type d’événement, mais on est certain que ce
ne sont pas des neutrons qui auraient pu les causer. On applique alors une coupure diagonale
(illustrée par une ligne rouge à la figure 2.30(b)) et on conserve les événements à gauche de
celle-ci. L’algorithme permettant de trouver les paramètres de la courbe rouge est discuté
en plus amples détails dans le mémoire de François De Brienne [14]. À la figure 2.31, on
reproduit le spectre d’énergie de la figure 2.28(b) avant et après avoir appliqué la coupure
diagonale.
Effectivement, on enlève la deuxième bosse et le canal redevient utilisable pour l’analyse.
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(a) Spectre sans deuxième bosse comme on devrait s’y attendre
(b) Spectre avec une deuxième bosse aux énergies plus hautes
Fig. 2.28. Spectre d’énergie (intégrale longue) d’une heure de données pour deux canaux.
2.4.2.6. PeakHighValue et intégrale courte 2. On peut également regarder la hauteur
maximum du pic en fonction de l’intégrale courte 2 pour observer une autre classe d’événe-
ments.
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Fig. 2.29. Exemple d’événement dans la deuxième bosse de la figure 2.28(b).
On distingue très clairement deux queues de pentes différentes à la figure 2.32. La queue
de gauche (pente plus élevée) correspond à des événements qui ont déposé leur énergie sur
une très courte période de temps et ne sont généralement pas des événements physiques
(par exemple, du courant sombre ou des événements causés par la radioactivité) [29]. Les
neutrons et les photons, qui ont un signal qui décroit exponentiellement, déposent leur énergie
sur plusieurs échantillons. Ainsi, un moyen de discriminer les événements physiques, comme
les neutrons et les photons, des autres événements dans nos détecteurs est de couper cette
queue gauche. Pour y arriver, on se sert du fait que ces événements ne venant pas de la
scintillation déposent une grande fraction de leur énergie totale dans un seul échantillon.
On appelle échantillon maximum l’échantillon contenant l’amplitude maximum de la
trace (peakHighValue). On sélectionne ainsi les événements dont la fraction d’énergie déposée
dans l’échantillon maximum est inférieure à une certaine valeur. Dans notre cas, on définit
cette valeur comme la fraction moyenne d’énergie déposée dans l’échantillon maximum + 2
écarts-types.
Pour chaque événement, la fraction de l’énergie totale déposée dans l’échantillon maxi-
mum (f) se définit de la manière suivante :
f = Énergie dans échantillon max
Énergie totale
= peakHighValue - baselineintégrale courte 2 (2.4.5)
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(a) Série et canal sans deuxième bosse
(b) Série et canal avec une deuxième bosse ainsi qu’une coupure indiquée
par la ligne rouge
Fig. 2.30. Hauteur maximum du pic en fonction de l’intégrale longue.
On peut ensuite trouver la moyenne de f en calculant la pente de la queue droite (p) entre
1000 et 2000 au moyen d’une régression linéaire. Certains pourraient se demander pourquoi
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Fig. 2.31. Distribution de l’intégrale longue avant et après la coupure diagonale. Il s’agit
de la même distribution que la figure 2.28(b)
ne pas calculer f pour tous les événements et en faire la moyenne. Toutefois, cette stratégie
inclurait dans la moyenne tous les événements de la queue gauche, soient ceux qu’on essaie
de couper. Cela augmenterait faussement la valeur moyenne de f .
Il faut ensuite calculer l’écart-type de la distribution de f . Une manière de procéder est de
se rappeler que l’énergie déposée par une particule dans un PMT peut aussi se calculer en un
nombre de photo-électrons. En effet, on peut définir e comme le nombre de photo-électrons
produit par valeur d’intégrale (ou par énergie déposée). Sachant cela, chaque photo-électron
a une certaine probabilité p de se retrouver dans l’échantillon maximum de la trace et une
probabilité q = 1− p de ne pas s’y retrouver. En termes mathématiques, cela correspond à
une loi binomiale de valeur p. Sachant qu’on ne garde que les événements ayant un nombre
de photo-électrons dans l’échantillon maximum inférieur à la moyenne +2 σ, on se retrouve
avec l’expression suivante (où x est l’intégrale courte) :
γe−échantillonmax < moy(γe−échantillonmax) + 2σ
(peakHighV alue− baseline) · e < p · x · e+ 2√p · q · x · e
peakHighV alue < p · x+ 2
√




Fig. 2.32. La quantité PeakHighValue en fonction de l’intégrale courte 2. Les événements
plus proches de la partie supérieure de la queue de droite tels que ceux dans le cercle rouge
ont déposé une plus grande fraction de leur énergie totale dans l’échantillon maximum que
la moyenne. Les événements dans le cercle vert ont déposé une plus petite fraction de leur
énergie totale dans l’échantillon maximum que la moyenne et les événements dans le cercle
jaune ont déposé une fraction de leur énergie totale dans l’échantillon maximum près de
la moyenne. Les événements dans les trois zones (rouge, jaune et verte) ont pourtant tous
déposé la même énergie, mais pas la même quantité dans l’échantillon maximum. La courbe
rouge indique la coupure sur nos données.
Finalement, on peut définir une zone de ±2σ autour de notre nombre moyen de photo-
électrons dans l’échantillon maximum. Cette zone est délimitée supérieurement par l’équa-
tion 2.4.6 et inférieurement par la même équation, mais avec > au lieu de < et -2 σ au lieu
de +2 σ. On fait ensuite varier la valeur de e jusqu’à ce que le nombre d’événements compris
dans cette zone soit de 95 % (±2σ). On trouve ainsi, de manière très approximative que le
paramètre e est égal à :
e = 0,077 pe
ADC




On produit donc un photo-électron par 0,22 keVee d’énergie déposée. Finalement, on ap-
plique la coupure de l’équation 2.4.6 à nos données. Un exemple de cette coupure se trouve
à la figure 2.32
Cette coupure permet en effet de retrancher la queue de gauche. Cela permet ainsi de
garder les bons événements à basses énergies de la queue de droite, ce qui aurait été plus dur
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à faire avec une ligne droite comme coupure. Cette coupure a aussi l’avantage d’écarter les
mauvais événements de la queue gauche du calcul de la moyenne et de l’écart-type. De plus,
elle nous permet d’avoir une idée approximative de la valeur de e. On répète ce procédé
pour les autres canaux/séries.
2.4.2.7. Résumé des coupures. En résumé, nous avons trouvé qu’il faut appliquer les cou-
pures suivantes sur les données de nos PMTs (l’auteur principal de la coupure est entre
parenthèses) :
(1) Événements saturés (François De Brienne et Émile Michaud): On rejette les événe-
ments saturés, car ceux-ci déposent trop d’énergie (> 1 MeV) pour être des neutrons
(qui peuvent déposer au maximum ∼ 5 keVee).
(2) Niveau plancher (baseline) (Émile Michaud) : Utiliser les 50 derniers échantillons
comme niveau plancher afin de réduire le plus possible les fluctuations aléatoires
survenant dans celui-ci.
(3) Plus d’un pic dans la trace (conservateur) (Émile) : garder les événements avec les
conditions suivantes :
• abs(bd0-bd02) < 2.5 : Les deux recherches du temps de déclenchement donnent
le même résultat (un seul pic dans la trace)
• bd0 > 0 et bd02 > 0 : Une valeur négative de bd0 ou bd02 indique que la
recherche pour trouver un pic a échoué.
(4) Plus d’un pic dans la trace (relâché) (Émile Michaud) : Après avoir levé l’insu sur
nos données, si on remarque que les coupures étaient trop sévères sur notre déjà
faible échantillon statistique, on allégera la coupure précédente en la remplaçant par
la suivante :
• abs(bd0-120) < 2,5 : permets de s’assurer que l’événement qui a déclenché les
PMTs s’est bel et bien produit à l’échantillon attendu soit 120.
• stdbaselinemid < 60 : Enlève les photons de haute énergie qui ont frappé le
détecteur juste avant l’échantillon 120 et dont leur scintillation lente a faussement
déclenché les PMTs.
(5) PeakHighValue en fonction l’intégrale longue (François De Brienne) : Finalement, une
coupure diagonale sur PeakHighValue en fonction de l’intégrale longue est obligatoire
si on veut enlever ces faux événements avec une valeur d’intégrale longue élevée, mais
une valeur de peakHighValue basse.
(6) Temps de déposition de l’énergie (Émile Michaud) : Afin d’enlever les événements ne
venant pas de la scintillation tels que le courant sombre ou ceux dus à la radioactivité,
on sélectionne seulement ceux qui ont déposé leur énergie sur une période de temps
attendu pour un neutron (nombre de photo-électrons dans l’échantillon maximum à
moins de 2 écarts-types de la moyenne).
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2.5. Algorithme de coïncidence
Cette section n’aborde que brièvement l’algorithme de coïncidence, car entrer davantage
dans les détails dépasserait le cadre de ce travail sans compter que je n’ai pas contribué
personnellement à cette partie de l’expérience. C’est surtout François De Brienne qui a
travaillé sur cette section.
Dans notre expérience, les neutrons frappaient en premier le détecteur HVeV et ensuite
un des PMTs, laissant un signal dans chacun des deux détecteurs. L’analyse de coïncidence
permet d’associer ces deux signaux (ensemble) et d’ainsi s’assurer qu’ils soient causés par
la même particule. Cette analyse de coïncidence est donc primordiale, notamment car sans
elle il serait impossible d’extraire le degré d’ionisation. En effet, pour mesurer ce degré
d’ionisation, il faut comparer l’énergie déposée par les neutrons dans le détecteur au silicium
HVeV à celle véritablement déposée (déterminée par l’angle de diffusion mesuré par les
PMTs). On calcule ensuite le ratio entre les deux énergies pour extraire le degré d’ionisation
tel qu’on peut le voir à l’équation 2.2.6.
Fig. 2.33. Différence de temps entre le signal du TES et du PMT.
Dans ses grandes lignes, l’algorithme de coïncidence consiste tout d’abord à synchroniser
les horloges du système d’acquisition de données (DAQ) du PMT et du TES. La fréquence
d’échantillonnage du DAQ du TES est de 1,515 MHz ou 660 ns par échantillons alors que
celle des PMTs est de 250 MHz ou 4 ns par échantillons. De plus, le temps de départ des
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séries du TES et des PMTs est très rarement le même (souvent décalé de quelques secondes)
sans oublier que les deux horloges n’ont pas exactement la même vitesse.
On envoie donc un signal de synchronisation chaque minute dans les deux DAQ afin de
synchroniser les deux horloges. Entre autres, l’algorithme associe à chaque événement du
TES un autre temps, calculé en nombre d’échantillons de PMT depuis le signal de synchro-
nisation le plus près. L’algorithme corrige également la différence de vitesse entre les deux
horloges en multipliant le temps du TES par le ratio de ces deux vitesses. Nous avons décidé
d’exprimer le temps des signaux du TES en termes de l’horloge des PMTs, car celle-ci est
plus précise.
Ensuite nous trouvons le temps de vol entre le TES et les PMTs et on ne garde que
les événements à l’intérieur d’un certain intervalle dt. La figure 2.34 montre la distribution
des dt pour le canal 19 pour une heure de données. On remarque un pic autour de 0 qui
correspond aux événements coïncidents et un bruit de fond constant causé par de fausses
coïncidences aléatoires (fortuites).
2.6. Résultats préliminaires à 0V
Cette section présente l’analyse préliminaire effectuée sur les données à 0 V. En tout,
nous avons opéré le détecteur HVeV à 0 V seulement deux jours soit le 9 et le 14 juillet
2019. Les PMTs du «inner» et du «outer ring» étaient placés à 83,6 cm du réfrigérateur
le 9 juillet et à 131 cm le 14 juillet. Outre les trois énergies accessibles grâce aux PMTs
loups solitaires, soit 750 eV, 2 keV et 3,9 keV, ces deux positions du support mobile nous
permettent également de mesurer les énergies de recul suivantes : 100 eV, 220 eV et 460
eV. La figure 2.12 montre un schéma du montage et des énergies de recul disponibles pour
chaque position des PMTs.
Comme ces données sont à 0 V, il est impossible d’en extraire un degré d’ionisation (voir
équation 2.2.6). Toutefois, analyser ces données nous permet de valider notre algorithme de
coïncidence et de confirmer ou corriger, si c’est le cas, la position des PMTs avant de lever
l’insu sur le reste de nos données.
2.6.1. Coupures supplémentaires
Dans cette section, outre les coupures présentées à la section 3 sur les données du détec-
teur HVeV et ceux présentées à la section 4 sur les données des PMTs, nous avons également
appliqué trois autres coupures.
2.6.1.1. Coupure sur l’énergie déposée dans les PMTs. Cette coupure supplémentaire s’as-
sure que l’énergie déposée par l’événement dans les PMTs soit comprise entre 1,5 et 10 keV.
Comme expliqué plus haut, les neutrons de 56 keV ne peuvent pas déposer plus de ∼ 5 keVee
dans les scintillateurs liquides [6] ni moins de ∼ 2,5 keV (énergie de seuil pour déclencher
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les PMTs). Toutefois, comme la résolution en énergie des PMTs est très mauvaise proche
de leur seuil, nous avons opté pour une coupure plus large que 2,5 keV à 5 keV. De cette
manière nous nous assurons de ne pas couper les neutrons, quitte à garder plus de photons
et de bruits aléatoires de faible énergie. Dans le cas du PMT 14, nous avons défini la borne
inférieure à 4 keV au lieu de 1,5 keV car son énergie de seuil était anormalement basse et
donc enregistrait plus de bruits de faible énergie. Dans le futur, les bornes de cette coupure
seront optimisées.
2.6.1.2. Coupure sur dt. Cette deuxième coupure supplémentaire concerne dt soit le
temps qui s’est écoulé entre un événement survenu dans le TES et un survenue dans les
PMTs. Elle permet d’identifier les événements coïncidents. Premièrement, on a regroupé
les trois loups solitaires et les autres PMTs ensemble. Puis, on a appliqué une coupure de
±2σ autour de la moyenne du pic des loups solitaires et une coupure de ±4σ autour de la
moyenne du pic des «inner» et «outer ring». Nous montrons cette coupure à la figure 2.34.
Dans le futur, nous allons bien évidemment améliorer cette coupure, notamment en
essayant de l’appliquer à chacun des trois PMTs loups solitaires séparément et pour chaque
position d’anneau («inner» et «outer ring» pour les deux positions du support mobile).
Également, nous voulons optimiser la coupure de ±2σ pour tenir compte de la dépendance
de dt sur l’énergie de la particule (une particule plus énergétique voyage plus vite et a un dt
plus petit).
2.6.1.3. Coupure sur le temps de vol. Cette coupure ne concerne que les données des
PMTs. On se rappellera que le temps de vol est la différence entre le temps de déclenchement
du BPM (quand un paquet de protons passe juste devant la cible de LiF) et du signal dans
un des PMTs. Cette coupure permet de sélectionner les neutrons. En effet, ces derniers ont
un temps de vol propre à eux et plus long que les photons qui voyagent à la vitesse de la
lumière.
Le canal 19 a été utilisé ici, car c’est celui avec la distribution du TDV où l’on distingue
le mieux le pic causé par les neutrons. En effet, le canal 19 reçoit beaucoup de neutrons et
moins de bruits de fond que les autres loups solitaires. Les neutrons qui atteignent le PMT
19 ont tous déposé la même énergie dans le TES (∼ 0,75 keVnr) et ont donc la même vitesse
(on s’attend à de légères variations causées par l’énergie initiale du faisceau de neutrons et
le volume du scintillateur liquide). Ils se rendaient donc de la cible de LiF au PMT 19 en
un temps propre à leur vitesse. On peut oser une première coupure empirique préliminaire
autour de ce pic de neutrons. Ensuite, comme le pic de neutrons des distributions des autres
canaux n’est pas aussi clair, on peut extrapoler sa position à partir de la distance entre les
autres PMTs et le canal 19. On trouve ainsi une coupure sur le TDV pour tous les autres
canaux.
59
(a) PMTs loups solitaires
(b) PMTs de l’«inner» et «outer ring» pour les deux positions du
support amovible.
Fig. 2.34. Coupure de ±2σ en a) et de ±4σ en b) autour de la moyenne de la quantité dt
(en bleu). La position 1 est la position du support mobile avant le 11 juillet alors que la
position 2 est celle à partir du 11 juillet. Les coupures des sections 2,3 et 2,4 et 2.6.1.1 ont
été appliqués sur ces figures.
2.6.2. Résultats
On présente dans cette section l’énergie des phonons mesurée par le détecteur HVeV
une fois que toutes les coupures, à la fois celles sur les données du TES, des PMTs, sur le
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Fig. 2.35. Distribution du temps de vol (TDV). La région en bleue représente la coupure
sur le TDV. Les coupures des sections 2.3, 2.4, 2.6.1.1 et 2.6.1.2 ont été appliquées sur cette
figure.
temps de vol et sur dt, aient été appliquées. Comme il s’agit des données à 0 V, on devrait
s’attendre à ce que l’énergie mesurée soit égale à l’énergie de recul. Cela veut aussi dire qu’il
est impossible d’extraire le degré d’ionisation à partir de ces données. Toutefois, si on obtient
un pic à l’énergie de recul attendu, cela viendra confirmer que l’algorithme de coïncidence
fonctionne, que les coupures sélectionnent bel et bien les neutrons et que l’alignement des
divers détecteurs était bon (dans le cas contraire, on obtiendrait une énergie un peu décalée
et on pourrait ajuster la position de nos détecteurs en fonction de ce décalage).
Premièrement, on remarque que la plupart des énergies moyennes des pics des figures 2.36
et 2.37 sont en accord avec les énergies de recul attendues. Toutefois, on remarque des écarts
un peu plus grands pour certains PMTs notamment pour les figures 37(d) et 37(c). C’est
probablement parce qu’on ne connaît pas parfaitement la position des PMTs par rapport
au détecteur HVeV (la source de 57Co nous permet seulement de connaître la position en
x et y, mais pas en z (le long du faisceau) du détecteur HVeV). Deuxièmement, même si
la position des pics est généralement la bonne, le nombre d’événements mesurés est très
loin du nombre attendu. En effet, on a mesuré, en moyenne, trois fois moins d’événements
que ce à quoi on s’attendait (et même jusqu’à 7 fois moins pour la figure 2.37(b)). Il est
possible que ce soit parce que l’énergie du faisceau de neutrons n’était pas toujours sur la
résonance. Une analyse plus approfondie nous permettra de le savoir. Bref, le faible nombre
de statistiques peut aussi expliquer pourquoi nous avons des valeurs légèrement différentes
de celles attendues pour certains des PMTs.
61
(a) Canal 19 (0,75 keV attendu) (b) Canal 18 (2 keV attendu)
(c) Canal 20 (3,87 keV attendu)
Fig. 2.36. Spectre d’énergie du TES après toutes les coupures appliquées (sur les données
du HVeV, des PMTs et sur la coïncidence).
En résumé, on peut conclure que l’algorithme de coïncidence fonctionne bien et que
les coupures semblent sélectionner les neutrons parmi nos données. La prochaine étape
consistera donc à lever le masque sur le reste de nos données, à peaufiner les coupures et
finalement à extraire le degré d’ionisation. Cela devrait se faire au cours des quelques mois
suivants le dépôt de ce travail.
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(a) «inner ring» le 14 juillet (100 eV attendu) (b) «inner ring» le 9 juillet (220 eV attendu)
(c) «outer ring» le 14 juillet (220 eV attendu) (d) «outer ring» le 9 juillet (460 eV attendu)
Fig. 2.37. Spectre d’énergie du TES après toutes les coupures appliquées (sur les données




En résumé, nous avons d’abord mentionné que la découverte de la ou des particules à l’ori-
gine de la matière sombre reste l’un des enjeux les plus importants de la physique moderne.
C’est d’ailleurs pourquoi plusieurs expériences essayent depuis des décennies de trouver la
ou les particules de la matière sombre. Parmi celles-ci, on retrouve l’expérience de détec-
tion directe SuperCDMS (Super Cryogenic Dark Matter Search) qui utilise des détecteurs
cryogéniques au silicium et au germanium capables de mesurer une seule paire électron-trou.
Cette capacité à mesurer d’aussi petits dépôts d’énergie la rend sensible à la production de
plasmons par la diffusion Compton qui constitue un bruit de fond qui mimique la matière
sombre. Entre autres, nous avons vu que ce processus ne dépose généralement qu’environ
17 eV dans le silicium ce qui produit 4-5 paires électron-trou. Dans ce travail, nous avons
estimé que le ratio entre la diffusion collective contre les électrons de valence d’un atome et la
diffusion incohérente (Compton) est S(ω) ≈ 0,2 proche de la fréquence plasma. SuperCDMS
devrait donc tenir compte de ce pic car il affecte le signal du bruit de fond. Notamment,
il permet d’estimer le nombre d’événements déposant 20 eV ou 4-5 paires électron-trou que
devraient mesurer les détecteurs de SuperCDMS. Comme nous avons expliqué précedem-
ment, SuperCDMS se fie aux excès significatifs d’événements observés dans ses détecteurs
et ne pouvant pas être expliqués par le signal du bruit de fond pour supposer que ces excès
sont probablement causés par la ou les particules derrière la matière sombre. Ainsi, il est
primordial de bien comprendre ce nouveau bruit pour ne pas faussement attribuer un excès
d’événements autour de 20 eV (si SuperCDMS en mesure un) à la ou les particules de la
matière sombre.
Dans un deuxième temps, nous avons aussi vu que pour reconstruire l’énergie déposée par
les particules incidentes dans ses détecteurs, SuperCDMS doit connaître le degré d’ionisation
pour des reculs nucléaires dans le silicium. Cette mesure n’existe pas encore pour des énergies
de recul en dessous de 0,7 keVnr. Pour y remédier, SuperCDMS a mis sur pied une expérience
appelée IMPACT (Ionization Measurement with Phonons At Cryogenic Temperature) dont
le but est de mesurer le degré d’ionisation dans le silicium pour des reculs nucléaires entre
0,1 keVnr et 4 keVnr. Pour y arriver, IMPACT a construit une expérience de diffusion de
neutrons de 56 keV. Elle s’est servie d’un détecteur au silicium pour mesurer l’énergie de
recul déposée par les neutrons et de scintillateurs liquides pour mesurer l’angle de diffusion
et donc connaître la véritable énergie de recul déposée. Au moment de la rédaction de ce
travail, l’analyse des données d’IMPACT est encore en cours, mais des résultats devraient
paraître dans les mois suivants le dépôt de ce mémoire. Nous aurons alors enfin une première
mesure du degré d’ionisation dans le silicium pour des reculs nucléaires plus petits que 0,7
keVnr.
Par la suite, IMPACT compte remesurer le degré d’ionisation, mais en exploitant une
autre méthode soit le bord des spectres d’énergie. Ce bord correspond à l’énergie de recul
maximum que peut déposer un neutron dans le silicium 28 soit son énergie cinétique divisé
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