Abstract: This paper proposes a structural time series model for the intra-day price dynamics on fragmented financial markets. We generalize the structural model of Hasbrouck (1993) to a multi-variate setting. We discuss identification issues and propose a new measure for the contribution of each market to price discovery. We illustrate the model by an empirical example using Nasdaq dealer quotes.
Introduction
The markets in many financial assets are fragmented. To give a few examples, NYSE listed US stocks are often also traded on regional exchanges; many European stocks are cross-listed on the NYSE or Nasdaq; on Nasdaq itself and in the foreign exchange and bond markets there are multiple dealers and the markets for the trading between dealers and their clients is quite separated from the inter-dealer market. Starting with Hasbrouck's (1995) pioneering work, the modeling of microstructure data from such fragmented markets has received considerable attention in the financial literature. The purpose of price discovery models is to describe the dynamic interactions between the quotes or transaction prices from two or more markets, or from two or more dealers of the same asset.
1 The most natural model for quotes p it by dealer i (or prices on market i) is that they equal the fundamental value of the asset, p * t , plus a transitory term:
This equation is in the form of an unobserved components model, or a structural time series model in the terminology of Harvey (1989) . Prices are observed, but the efficient price p * t is not. The fundamental value is a random walk, whereas the dealer dependent transitory term u it is stationary and typically close to white noise. The price changes, ∆p it therefore have a very typical serial correlation pattern: a strong and negative first order autocorrelation, and small and often negligible higher order autocorrelations.
Despite its intuitive appeal, the unobserved components model is rarely used in empirical work, neither for estimation nor for the definition of measures of price discovery. The standard time series model proposed by Hasbrouck (1995) is the Vector AutoRegression introduced by Sims (1980) in macroeconomics. Since all price series share the same long term (random walk) component, the VAR is subject to cointegration restrictions and estimated as a vector error correction model (VECM).
The central quantity of interest is the information share, which measures the relative importance of each market in the price discovery process. Hasbrouck defines the infor-1 See Hasbrouck (1995) for an example with multiple markets. Huang (2002) is a recent application to multiple dealers.
2 See e.g. Hasbrouck (1993) , Zhou (1996) , and Lehmann (2002) mation share as the fraction of the variance of the random walk component that can be attributed to a particular market (or dealer). The VECM and information share methodology has been applied in many empirical studies, for example by Hasbrouck (1995) and Harris et al. (2002) for US equities traded on the NYSE and regional exchanges; Hupperets and Menkveld (2001) for European equities cross listed in the US; Upper and Werner (2002) for the relation between the cash and futures market in German government bonds; De Jong, Mahieu and Schotman (1998) and Covrig and Melvin (2002) for the foreign exchange market.
In this paper, we revisit the unobserved components model. The information flow is modeled through the simultaneous and lagged covariances between the 'noise' terms in (1) and the innovations in the fundamental values. Working directly within the structural time series model has advantages over the VECM approach in settings with many markets or many dealers. The parsimony of the unobserved components model has advantages both for the statistical inference as well as the definition of information shares. Parsimony is usually not seen as a major concern with high frequency microstructure data. Yet both the VAR approach as well as the definition and measurement of the information share have several drawbacks in applications with many markets (dealers).
First, the particular pattern of autocorrelations in prices (or quotes) is difficult to describe with low order autoregressive models. Autoregressions often require long lags to capture a strong first order autocorrelation but a second autocorrelation that is almost zero. The VECM also suffers from lack of parsimony in the error correction part. In a model with N dealers, the cointegration restrictions lead to N − 1 different error correction terms in each of the N equations. Related to this is a potential problem with the data. Although microstructure time series have many observations, we do not always have that many observations for all markets (dealers). The NYSE is much more active than its regional satellite markets. Foreign exchange dealers are often at a few large banks. Most Nasdaq quotes are issued by a handful of dealers and Electronic Communication Networks (ECN). In these circumstances the time series for a multivariate model of dynamic interactions is sampled at the pace of the slowest market (Harris et al., 2002) or with relatively long fixed calendar intervals.
This problem is particularly serious for large dimensional systems, i.e. a setting with multiple markets. When the number of dealers increases, the number of simultaneously available observations generally decreases, but the number of parameters in a VAR increases quadratically with the number of time series.
The other problem with the VAR model is in the information shares. These are not uniquely defined, but depend on the allocation of the covariance terms in the error covariance matrix. Hasbrouck suggests to report upper and lower bounds, obtained by different ordering of the markets. For a two variable system these bounds are sometimes fairly narrow, but there are also applications (for example, Melvin and Covrig, 2002) where the bounds are very wide. In a high dimensional system the number of off-diagonal elements in the covariance matrix increases quadratically in N , and will eventually dominate the variance decomposition, so that it is difficult to obtain meaningful estimates of the information shares.
The unobserved components model is appealing in these situations. Within this model, we introduce a new measure of the contribution to price discovery. Unlike the traditional information share, which is defined within a reduced form time series model, the new measure is defined directly within the structural time series model and will remain meaningful in high dimensional settings.
The unobserved components model has a drawback of its own. Since it contains the efficient price as a latent variable, there is an inherent identification problem.
For the univariate version of the model this identification problem is discussed in depth in Hasbrouck (1993) . In the multivariate version of (1), that is of interest for price discovery models, the identification problem turns out to be less severe. Full identification is achieved under plausible assumptions regarding the dealer noise u it .
The structure of this paper is as follows. First, we provide a theoretical investigation of the properties of the structural price discovery model. We compare the implications of this model for price dynamics and information shares with the usual VECM approach. Next, we present our alternative measure for the contribution to price discovery. We end with an empirical illustration of the structural approach using Nasdaq multiple dealer quotes.
A structural time series model
This section explores a structural time series model for market microstructure and price discovery in fragmented markets. The model generalizes the univariate model of Hasbrouck (1993) to a multiple market setting. This section first reviews the results for a univariate pure random walk plus noise model. Then the model is extended to a multivariate random walk plus noise. Finally higher order dynamics are introduced. Hasbrouck (1993) considers the univariate structural model for p t , the logarithm of the price of a security,
Univariate model
where p * t is the unobserved efficient price (random walk) and u t a transitory component. The shocks e t and r t are uncorrelated. The coefficient α determines the covariance between transitory and permanent shocks: Cov(u t , r t ) = ασ 2 .
We can write the price changes (returns) in this model as
The auto-covariances of returns implied by this model are therefore
All higher order covariances are zero, and therefore the reduced form of the structural model is a first order Moving Average process in the price changes.
From the moment equations, the parameter σ 2 is uniquely identified as
The parameters α and ω 2 cannot be identified separately. Hence, some identifying restriction is necessary. Hasbrouck (1993) In order to better understand the differences between these normalizations, we first define a range of admissible values for α. From the moment conditions we obtain
where ρ 1 = γ 1 /γ 0 is the first order autocorrelation. For microstructure data, the first order autocorrelation is typically negative, but bigger than −0.5. Therefore, we assume that − 1 2 < ρ 1 ≤ 0. For the interpretation of the model ω 2 must remain positive. This provides a bound on the admissible values of α. Equation (6) implies the inequality
These intervals typically contain both positive and negative values for α. Boundary cases are ρ 1 → − 1 2 , in which case α is not restricted at all, and ρ 1 = 0, in which case −1 ≤ α ≤ 0. For a typical first order autocorrelation ρ 1 = −0.3, we find the interval
Notice that with a negative first order autocorrelation, the value α = 0 is always admissible, but other values for α are also possible. Morley, Zivot and Nelson (2002) study the identification of α in a model with positive first order autocorrelation, which is typical for macro-economic data. In that case, the range of admissible α may not contain zero, and the Watson restriction is not feasible. But since the first order autocorrelation for microstructure return data is almost always negative, the Watson restriction is always feasible for typical microstructure data.
Using (6) we can write the variance of the idiosyncratic term as
Since γ 0 > 0 and − 1 2 < ρ 1 ≤ 0, the noise variance attains a lower bound when α is at its maximum value. This occurs when the right inequality in (7) holds as an equality and corresponds to the BN normalization. Hasbrouck shows that the choice of normalization for α may have an important effect on the estimate Var(u t ) in empirical applications. This completes the summary of Hasbrouck's (1993) model.
We now turn to a multivariate generalization of his model.
Multivariate model
Let p t now be a vector of N prices for the same asset from different markets. The multivariate model reads,
where α is a vector, ι is a vector of ones, and Ω a (N ×N ) matrix. Again, Cov(u t , r t ) = ασ 2 . As in the univariate model, the innovations in the efficient price and the transi-tory term may be correlated. By construction, all price series share the same random walk component and are therefore cointegrated.
The price changes (returns) in this model are written as
and the serial covariances are
The remainder of this section considers identification of α in the multivariate model.
First, the sum of lead, current and lag covariances,
(over-)identifies the variance of the efficient price innovation. Next consider the difference between lead and lag cross-covariances
From this, α can be identified up to a translation along ι. Finally, given values for σ 2 and α, the noise covariance matrix Ω can be identified from equation (11a), or from the sum of the lead and lag covariances
All parameters in this model are (over)identified, except the vector α, which is only identified up to a translation along the unit vector. Let w be a scalar. The entire set of equivalent solutions is characterized by
where α * and Ω * constitute an admissable solution. Since Ω is a covariance matrix, it must be positive definite. Therefore not all values for w are admissable, analogous to the univariate case.
For a general Ω, one element (or linear combination of elements) of α needs to be fixed as a normalizing restriction. The identification for α is such that given one α i , the others can be determined from moment conditions derived from equation (13).
The remaining elements of α are even overidentified, as we can use any column of Γ 1 − Γ 1 to estimate α. So, essentially we only need bivariate information (the covariances between an arbitrary ∆p it and the vector ∆p t ) to estimate the vector α.
In empirical applications we could use the covariances of individual markets with the central market or a market index to estimate all α i 's (up to a constant).
Various restrictions will lead to full identification of α. Analogous the univariate model we first consider the Beveridge-Nelson and Watson restrictions. The BN representation is obtained from the reduced form. The reduced form of the multivariate random walk plus noise model is the first order vector moving average (VMA) process,
where cointegration requires that
for some vector θ. The common trends representation of the reduced form is
Under the Beveridge-Nelson restriction, the innovations in the permanent component are equal to an exact linear combination of the VMA innovations: r t = θ t . With this structure, we can write
where the last equality follows from (10). This gives a particular choice for α, that we shall call the BN value,
For the BN normalization the covariance matrix of e t is semi-definite
The BN value of α is the maximal value, since for values w < 0, the implied covariance matrix Ω is not positive semi-definite any more.
3 The Beveridge-Nelson value α BN is always feasible, irrespective of the empirical serial correlation patterns. The range of alternative equivalent combinations of α and Ω in the multivariate is smaller than in the univariate model. For each price series the univariate restrictions must hold for the diagonal element ω ii and they must hold jointly. In addition positive definiteness
for Ω is stronger than just positive diagonal elements.
A generalization of the Watson restriction is found by setting α i = 0 for some markets, or more generally α π = 0, where π ι = 1. In this case a weighted average of the different price series is unrelated to the change in the efficient price. Imposing the Watson restriction α i = 0 on every market, however, leads to N − 1 overidentifying restrictions, which may be violated by the data. The interpretation of the Watson restriction is that one market is designated as the central market. In some applications there is a natural choice for the central market. For example, when studying the relation between the NYSE and regional markets in the US, the NYSE would be the central market. As another example, in an application with cross-listed stocks, the home market is the candidate central market. Setting some arbitrary α i = 0 could easily be inadmissable because it will violate the condition that Ω must be positive definite. Admissability must be checked on a case by case basis and will restrict the potential normalizations of α.
A third way to identify α is by imposing that Ω is diagonal. Under that assumption the deviations between quotes and the efficient price, p it − p * t , will only be correlated among dealers because of their joint dependence on the innovation in the efficient price r t . The innovations in the quotes would than have a single factor structure with factor loadings α. The factor structure imposes overidentifying restrictions on the reduced form that fully identify α. Uncorrelated dealer shocks is a natural assumption in UC models.
Other identification restrictions work through higher order lags. These models will be discussed in the next subsection.
Higher order models
In practice, microstructure data show second order and sometimes even higher order serial covariances. Another empirical motivation for the need to model higher order correlations is given by the correlation pattern in the differences (spreads) between dealer quotes
In practice, these differences show positive serial correlation, which can be captured by a richer serial correlation structure of the transitory terms. We discuss two ways to model the higher order correlations.
Autocorrelation in dealer shocks
The first way to model higher order dynamics is by assuming that the noise term e t is serially correlated. Looking at the simplest case, the specification for the dealer behavior becomes
with Ψ an (N × N ) matrix. The moment conditions become
The additional parameter matrix Ψ is just identified from the second order autocovariance matrix Γ 2 . All implications and identification results remain as in the first order case.
Adding further lags Ψ j e t−j does not alter anything in the identification of α. With more lags the model becomes increasingly more difficult to analyse, but α remains easily connected to the autocovariance structure. The result is given in the form of a theorem.
Theorem 1 Let prices be generated by the unobserved components model (9) but with dealer shocks
where E[e t r s ] = 0 for all t and s. Then
The proof is in the appendix. This provides an easy statistic to learn about the dealer responses to changes in the efficient price. In a bivariate setting it amounts to comparing lead and lag cross covariances of returns. The difference in α for two markets is
Market i is more informative about the efficient price than market j if lagged prices changes of market i have more predictive power for the current price change in market j than vice versa. The asymmetry in predictive power between markets i and market j is a determinant of the information contents of the prices.
Lagged effects of the efficient price
The second way of modeling higher order dynamics is by including lagged effects of the efficient price in the transitory term. With a single lag r t−1 we write
with φ a vector, and of course Cov(e t , ∆r t ) = 0. In this formulation α measures the long run effect of r t on the dealer quotes. The returns follow as
The serial covariance matrices become
Since φ is now a vector, the second order covariances in Γ 2 are overidentified. This provides just enough additional structure for the full identification of α. Notice however that this needs the full second order covariance matrix. If we use bivariate information only (i.e. only one row or column of Γ 2 ) we need to impose one additional restriction on α, like in the first order serial correlation case.
Adding further lagged ∆r t−j is straightforward, but does not provide further insights. As in the previous subsection the same sum of lag and lead covariances identifies relative values of α. However, due to the restrictions on the higher order Γ j for j > 1, in this case all elements of α are also identified in an absolute sense.
Information shares
Information measures of price discovery summarise the relation between the change in the efficient price and actual price changes. The most common measure is due to Hasbrouck (1995) , who defines information shares within a reduced form model. In this section we suggest a modification of this definition. Instead of the reduced form definition we define the information shares directly within the structural unobserved components model. We also suggest an alternative way to present the information measure in both the reduced form and unobserved components model. Hasbrouck's (1995) information shares are defined within an infinite order vector moving average reduced form for an N -vector of prices,
The shocks t have zero mean and covariance matrix Σ. The coefficients C i are assumed to be absolutely summable, meaning that ∞ j=0 j|C j | is bounded. As a normalization we set C 0 = I, the (N × N ) identity matrix. Since all prices refer to the same security, the elements in p t cointegrate and every spread series p it − p jt is stationary. This imposes structure on the persistence matrix C(1), which must satisfy
where ι is a vector of ones, and θ an N -vector of parameters. Using the structure in (32) we can write the level of prices as the sum of a random walk component and a stationary component. One such decomposition is the common trend representation of Stock and Watson (1988) , also known as the Beveridge-Nelson decomposition,
The trend componentp t is the efficient price. The innovation of the efficient price, r t = θ t , has been used to measure the contribution of each dealer to the price discovery process. Let σ 2 = E[r 2 t ] denote the variance of the efficient price. Hasbrouck (1995) proposed the variance decomposition
to define information shares for each dealer. If the shocks it would be mutually uncorrelated the information shares
would measure the part of the variance of the innovation to the efficient price that is due to the information in dealer i's quotes. When the covariances σ ij are not equal to zero, it is not clear how much of the covariance θ i θ j σ ij should be attributed to dealers i and j. In empirical work the covariance terms are always large. For large N the covariance terms could even dominate the contributions of the diagonal elements.
By varying the order of the variables in p t in alternative Cholesky decompositions of Σ it is possible to obtain an upper and a lower bound.
Although the variance decomposition (35) might not always be very informative, the parameters θ and Σ fully describe the instantaneous relation between the innovation to the efficient price r t and the price innovations t . Instead of reporting upper and lower bounds of the variance decomposition, we can learn more from alternative decompositions of t . The essence of the common trends representation is that there is a single random walk component with innovations that are correlated with all elements in t . For each individual market (dealer) we can separate the total shock in a permanent part β i r t and an orthogonal component e it with only transitory effects.
Such a permanent/transitory decomposition was introduced by Blanchard and Quah (1989) in the macroeconomics literature and is often used in impulse response analysis of vector autoregressions as an alternative to the Cholesky decomposition. The decomposition for market i follows from the regression of the price innovation i on the change in the efficient price,
The regression parameters are defined as β i = Cov(r t , it )/Var(r t ). Since r t = θ t , this leads to the following expression for β = (β 1 , . . . , β N ) ,
The regression coefficients β i measure how much of each dealer's quote adjustment is due to a change in the efficient price. The quote updates over a longer horizon must eventually be equal to the change in the efficient price, and all β i 's will go to one.
When β i is less than one, the dealer's quote updates only partially reflect the change in the efficient price.
The residual variance in (36) follows as
The first component in all it is the innovation to the efficient price r t , while the remaining N − 1 components are orthogonal to r t and are all temporary. After extracting the common permanent component, it is much more plausible that the remaining dealer noise is nearly uncorrelated.
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The fraction of the variance of it due to a change in the efficient price is
Since it is constructed as a regression R 2 , we have that 0 ≤ R 2 i ≤ 1. It is also identical to the R 2 of the reverse regression of r t on it alone, and therefore equal to the Hasbrouck information share when the series p it is put first in the Cholesky decomposition. Except for exceptional cases this will be the upper bound of the Hasbrouck information share. When all covariances are zero, the measure is identical to Hasbrouck's information share k i . The higher the R 2 i the closer market i is following the efficient price. If several markets closely track the efficient price, the sum of all R 2 i will be (much) larger than one. Rather than summarising the information contents in a single number it is of interest to report both β i and R 
The difference with the reduced form is that the expectation of the price changes is conditional on the unobserved past idiosyncratic shocks and changes in the efficient price instead of past observed prices. The latter would, using the Kalman filter prediction equations, lead back to the reduced form implications.
In the structural unobserved components model the parameters β i in (36) become
This measure will depend on the particular normalization for α, but notice that for the BN normalization, α = Σθ −ι, the value of β is exactly the one from the reduced form MA model, β = Σθ/σ 2 . This is also the maximum possible value for β, because the BN normalization gives the highest possible value for α, i.e. the maximal correlation between r t and the idiosyncratic component u t .
The fraction of the variance of v it due to a change in the efficient price in the structural model is
which also depends on the normalization or identification for α. Using the measures from the unobserved components model therefore requires identification. Without full identification of α it depends on the range of admissable values for w whether the identification problem is serious, which is an empirical issue.
Empirical Application
To illustrate the various models we consider a set of Nasdaq dealer quotes. For the five most active dealers for Intel we considered midquotes for the six month The variance of the random walk component can be estimated from the long run
It is clear from table 1 that with L = 2 not all elements inΓ are the same, nor that all correlations are equal to one. For the three wholesale dealers the diagonal elements are still larger than for the two ECN's. Given the large number of observations, the differences are significant. Further lags must add some negative autocorrelations for the three dealers. We did not obtain full equality of all elements ofΓ by adding a small number of lags. On the other hand, a few more lags hardly affects the estimate of the random walk variance σ 2 . We therefore estimate all models with a maximum of second order lags, with cointegration as a maintained hypothesis. Applying GMM to estimate σ 2 from the ten moments inΓ givesσ 2 = 2.54 with a standard error of 0.06.
Implications for α can be obtained from the moment matrix 
Vector Error Correction Model
A VECM is the most common model for estimating information shares. We estimated the model with second order dynamics, From the alternative decomposition of the dealer shocks (36) we find that all β i are close to one with the exception of β N IT E = 0.76. NITE appears to adjust slower to changes in the efficient price. Since the maximum information shares in table 2 are equal to the regression R 2 in (36), we also conclude that the quotes of the two ECN's have less volatility around the efficient price than the quotes of the wholesale dealers.
Reduced Form Vector Moving Average
The reduced form VMA with second order dynamics is
The 45 parameters in θ, Σ and B 2 are estimated by GMM using the 65 moment conditions for Γ 0 , Γ 1 and Γ 2 . Table 3 
Unobserved Components
By reparameterising the VMA we obtain alternative observationally equivalent unob- diagonal Ω is a structural modeling assumption about the behavior of dealers.
The fit of the model with lagged effects of the efficient price is significantly worse than all other models. Yet the estimates of the interesting parameters remain very similar.
Conclusion
In this paper we proposed an Unobserved Components model for price discovery in fragmented markets. The model decomposes the observed prices in an underlying common efficient price and market-specific transitory components. We show how this model is related to the usual VAR or VECM models for price discovery, and argue that the unobserved components model is a natural and parsimonious way of modeling price discovery. The parameters in the unobserved components model have natural interpretations as the variance of the efficient price, variances and covariances of the transitory terms, and correlations between transitory terms and the efficient price.
Because of this structure, it is easy to impose economically interesting or plausible restrictions on the model, for example diagonality of the transitory term covariance matrix. Moreover, the dynamic structure (lag length) of the model can be easily adapted to the serial correlation pattern observed in the data.
We also propose a new measure for the contribution to price discovery based on a permanent/ transitory decomposition of the error terms instead of the usual Cholesky decomposition. This measure is based on the covariance between the transitory components and the efficient price and can also be applied in the context of the usual VECM models.
Our empirical example using Nasdaq quotes illustrates the approach. We conclude that the key parameters of interest can be estimated from a parsimonious unobserved components model. These parsimonious models could prove useful for applications on smaller data sets, for example around specific events as corporate announcements.
Appendix A Maximum α
In this appendix we show that the BN normalization of α is the maximum possible value. Recall that for the BN normalization the covariance matrix of e t is semi-definite
For other normalizations of α, we can write
We now show that this implies that only positive values for w are allowed. First, preand post-multiply the expression for Ω by θ and note that θ Ω BN θ = 0,
The right hand side of this equation is a quadratic function of w with w = 0 and
As long as 0 < θ ι < 2, w 1 is positive and θ Ωθ is positive for values 0 < w < w 1 .
Negative values for w are not allowed, like too high positive values (too low values of α). The condition 0 < θ ι < 2 seems reasonable. Consider for example the MA model for θ ∆p t ,
which can be written as
with e t = θ t . An MA coefficient 1 − θ ι between 0 and 1 seems reasonable for stationary microstructure data with negative first order serial correlation. If θ ι = 1, then θ p t is a weighted average of individual prices which follows a random walk, equal to the efficient price p Summing the elements in (B2) gives
since all terms of the form M i=j Ψ i Ψ i−j cancel because the coeffients (−(j + 1) + 2j − (j − 1)) are always zero. Putting the efficient price changes (ι + α)r t − αr t−1 back in, the same sum of the moments of ∆p t follows as
Subtracting the transpose of this matrix all symmetric terms cancel and we are left with the result
Analogous algebra establishes the same result for the specification (28). Also reported are the regression parameters from the errors on the random walk component, t = βr t + e t , with r t = θ t . The "Info shares" are the minimum and maximum information shares (percentage) for each of the dealers, estimated using the methodology of Hasbrouck (1995 Parameters are estimated by GMM using the moment conditions for Γ 0 , Γ 1 and Γ 2 . Also reported are the regression parameters from the errors on the random walk component, t = βr t + e t , with r t = θ t . The "Info shares" are the minimum and maximum information shares for each of the dealers, estimated using the methodology of Hasbrouck (1995 In panels A and B the dealer shocks are defined as u t = αr t + Ψe t−1 + e t .
Panel A is the "Watson" representation with i α i = 0, obtained as a reparameterization of the VMA in table 3. In panel C the specification is u t = αr t + φ∆r t + e t .
In panels B and C the covariance matrix Ω = E[e t e t ] is diagonal. Entries report GMM estimates for σ 2 , α, Ω and the GMM criterion function. The R 2 refers to the squared correlation beteen the innovation of a quote update and r t . 
A) "Watson" representation

