To get the knowledge of local corrosion, thinning is useful for developing targeted inspection plans for pipe components in the oil/gas industry. Aiming at this object, this work presents a computer fluid dynamics (CFD) method to predict CO 2 aqueous corrosion in complex fluid domains. The processes involved in CO 2 aqueous corrosion, including flow dynamics, mass transfer, chemical reactions, and electrochemical reactions, are modeled and simulated by a commercial CFD software of Fluent V15.0 (Version, manufacturer, city, country). Mass transfer in the straight pipe flow and jet impinging flow are simulated using three low-Reynolds-number turbulent models (Abe-Kondoh-Nagano k − ε model, Change-Hsieh-Chenk k − ε model, and k − ε shear stress transport model). The flow domains are meshed by grids with the first near-wall node at the position at y + = 0.1. Comparisons between simulations and experimental data show the Abe-Kondoh-Nagano model provides the best predictions of near-wall flow and mass transfer. Thus, it is used to predict CO 2 aqueous corrosion. Corrosion rates of dissolved CO 2 in straight pipes and a jet impinging are predicted. The predicted corrosion rates are compared with experimental data and results derived from commercial software, Multicorp V5.2.105. The results show that predicted corrosion rates are reasonable. The locations of the highest corrosion rate for a jet impinging system are revealed.
Introduction
CO 2 gas in the presence of liquid water is a main cause of corrosion in oil/gas production and transport. Predictions of uniform CO 2 corrosion have received much attention in the past few decades. Many models, including empirical models as well as semi-empirical models [1] [2] [3] [4] [5] and mechanistic models [6] [7] [8] [9] [10] [11] [12] [13] [14] , have been developed for the effects of species, water chemistry, flow, pH, water cut, temperature, and film on the overall corrosion rate.
Nesic et al. [6] presented a mechanistic model for uniform CO 2 corrosion with no protective film based on several individual electrochemical reactions, such as hydrogen ion reduction, carbolic acid reduction, water reduction, oxygen reduction, and iron dissolution. The corrosion rate can be calculated from the combination of the active current density and the diffusion-limited current density. Moreover, the latter is directly related to the mass transfer coefficient, which can be derived from the experience model of Berger and Hau [15] . Anderko [7] similarly calculated the uniform corrosion rate of selected metals in CO 2 aqueous solution. Later, Nesic and coworkers extended the model to the corrosion of high-pressure CO 2 in the presence of acetic acid (HAC) [8] and corrosion of CO 2 corrosion
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Transport Model
The time-average momentum and species transport equations are:
According to the Boussinesq eddy viscosity approximation, the Reynolds stresses are defined by:
Meanwhile, the turbulent mass flux is given by:
where
and Sc t is fixed at 0.9 in this work [18] . The LRN turbulent models emphasize on modelling the turbulent transport across the entire near-wall region and get widely applied to predictions of mass transfer. The AKN, CHC, and SST models are selected because of their robust and accurate predictions of flow and mass transfer in the near wall zone [21] [22] [23] [24] . The steady-state governing equations of LRN k − ε models can be written as:
where P k = µ t ε . The other parameters are given in Tables 1 and 2 . Table 1 . Constants and boundary conditions of the LRN k − ε models [24, 25] . Table 2 . Damping function of the LRN k − ε models [24, 25] . For the SST model, the steady-state governing equations are [26] : The constants in the SST model are mixtures of corresponding parameters in the standard k − ε model and the k − ω model. The general blend functions for constants (ϕ ≡ σ k , σ ω , β, γ) are defined as:
Model
The empirical constants are σ k1 = 0.85, σ k2 = 1.0, σ ω1 = 0.5, σ ω2 = 0.856, a 1 = 0.31, β 1 = 0.075, β 2 = 0.0828, γ 1 = 0.5532, γ 2 = 0.4404, β * = 0.09, α 1 = 5/9, and α * = 1 for high-Reynolds number flow [21, 26] .
Chemical Reactions
After CO 2 dissolves in water, a small fraction of the CO 2 is hydrated to give carbonic acid, which then dissociates into hydrogen and bicarbonate ions. The latter ion dissociates again into hydrogen ion and carbonate ion. Such homogeneous reactions produce buffers of carbonic acid and hydrogen ion, which directly get charged on metal surfaces and increase the corrosion rate.
The homogenous dissociation reactions are fast enough that involved species are in a state of chemical equilibrium, while the CO 2 hydration reaction is rather slow and could lead to local non-equilibrium in solution. The main chemical reactions and related constants are given in Table 3 . Table 3 . Equilibrium (K), forward (K f ), and backward (K b ) reaction rate coefficients (K = K f /K b ).
Reactions
Constant Source
K f ,ca = 10 195.3−27.6171lnTK −11715/TK s −1 [27] H 2 CO 3 <--> HCO 3
K b,wa = 7.85 × 10 10 M −1 s −1 [13] Notes: T K -Kelvin temperature (K), T C -Celsius temperature ( • C), P CO2 -CO 2 partial pressure (bar), P re f = 1 bar.
Electrochemical Reactions
The main electrochemical reactions at the cathode electrode surface in the CO 2 corrosion system are hydrogen ion reduction and carbonic acid direct reduction. When pH < 4, hydrogen reduction is the Metals 2018, 8, 1001 5 of 18 main cathodic reaction, while H 2 CO 3 reduction becomes important when 4 < pH < 6. Water reduction cannot be neglected if P CO2 << 1 and pH > 5. Dissolution of iron in water is the dominant anodic reaction and is considered to be a pH-dependent reaction with a multi-step mechanism [29] . Nesic [16] showed that the dissolution of iron is also affected by the presence of CO 2 .
Electrochemical reactions at a metal surface involve the exchange of electrons, and the rate can thus be expressed by the electrical current density on each electrode. The charge-transfer current density can be calculated using the Tafel equation as [13] .
A negative sign applies for cathodic reactions while a positive sign applies for anodic reactions. Meanwhile, the exchange current of the electrode (revised from [13] ) is defined as:
The electrochemical reactions and key parameters are given in Table 4 . 
Transport Equations
In CO 2 aqueous solutions, reactions of hydration and dissociation result in productions of species. Source terms should be appended to the species transport equations. The difference in diffusion speeds of ions in solutions leads to a charge imbalance and builds a potential gradient that forces ions to move to their opposites. The process is called electro-migration. Considering migration and homogenous reactions, the steady-state mass transport equation revised from Equation (2) is:
However, in most instances, the migration is rather smaller than other items in Equation (12) , and it can thus be neglected in calculations. Temperature not only accelerates chemical and electrochemical reactions involved in the corrosion process, but also improves mass transfer. The diffusion coefficient is determined by [13] :
where T re f = 293.15 K and µ
. Meanwhile, water density is also dependent of temperature. It is given by [13] :
Source Terms
Homogeneous chemical reactions lead to local sources of species in solution. The source terms in the species transport Equation (12) are determined by the net productions of species. The terms are given in Table 5 . Table 5 . Source terms for species involved in homogenous reactions.
Species
Source Term
Some source terms of species involved in dissociation reactions are huge and nonlinear, and thus must be treated implicitly. Otherwise, the results will not be convergent.
Boundary Conditions
The mixture, E mix , in Equation (10) is unknown. It can be determined by the charge balance at one point on corroded walls. The equation is [13] :
For the species involved in electrochemical reactions, such as H + , H 2 CO 3 , and Fe 2+ , the flux is:
If species do not participate in electrochemical reactions, their flux is zero. It should be mentioned that HCO 3 − is produced when H 2 CO 3 is directly reduced on a metal wall. Thus, the wall flux of HCO 3 − is the negative value of the wall flux of H 2 CO 3 .
Numerical Simulations of Mass Transfer and Corrosion
First, the selected LRN turbulent models are evaluated according to their predictions of mass transfer in fully developed pipe flow and in jet impinging flow. Then, the best model is determined and used to predict corrosion rates. The corrosion process of dissolved CO 2 involves chemical reactions, electrochemical reactions, migration, and transportation. To simplify the scenario, only reactions in pure CO 2 solution are considered; film growth is not considered. Predictions of dissolved CO 2 corrosion are implemented by UDFs.
Mass Transfer Validation
The pipe is modeled using 2D axisymmetric geometry. The Schmidt number is fixed at 1396, which is the largest of Schmidt number of species involved in CO 2 solution at room temperature. The Reynolds number is firstly fixed at 44,000, which is the same value as that used in direct numerical simulation (DNS) by Wu and Moin [30] , so that flow predictions made using LRN models can be compared with the DNS results. Later, the Reynolds number is varied from 10,000 to 100,000 to investigate the effect of flow velocity on mass transfer. The inlet and outlet boundaries are set as periodic boundaries so that pipe flow approaches fully developed flow after a certain number of iterations. There is only one species in flow. The concentration at the pipe center is defined as C b = 1. The wall concentration is given as C w = 0. The near-wall mesh has 120 cells in the wall normal direction, with the first node at the y + = 0.1 position and the cell height increasing ratio of 1.2. The coupling of velocity and pressure is solved by the SIMPLE algorithm. The QUICK difference scheme is used to discretize of momentum, species, turbulent kinetic energy, and turbulent dissipation rate equations.
The law of wall is predicted by the LRN models. The dimensionless axial velocity profile is computed and compared with DNS data [30] (Figure 1) . The results show that the CHC model over predicts the axial velocity in the buffer region and the logarithmic region while the SST model under predicts the axial velocity in the logarithmic region. The AKN model matches the DNS data best. It makes a slight over prediction in the buffer region and a slight under prediction in the logarithmic region. SIMPLE algorithm. The QUICK difference scheme is used to discretize of momentum, species, turbulent kinetic energy, and turbulent dissipation rate equations. The law of wall is predicted by the LRN models. The dimensionless axial velocity profile is computed and compared with DNS data [30] (Figure 1 ). The results show that the CHC model over predicts the axial velocity in the buffer region and the logarithmic region while the SST model under predicts the axial velocity in the logarithmic region. The AKN model matches the DNS data best. It makes a slight over prediction in the buffer region and a slight under prediction in the logarithmic region. Figure 1 . Axial velocity predicted using LRN models V.S. DNS data [30] .
The friction factor is estimated using the LRN models ( Table 6 ). The CHC model gives a lower estimation of the friction factor, , and its prediction of U z + (U z + = U z / ) is thus higher than DNS data. The AKN and SST models provide a more accurate prediction of than the CHC model with a relative error less than 6%; thus, the axial velocity profiles of the AKN and SST models are closer than the CHC model to DNS data. Assuming that the mass transport between the first node (y + = 0.1) and wall is molecular diffusion, the local mass transfer coefficient is determined as [22] :
The empirical mass transfer coefficient can be derived from Berger and Hau's model [15] : The friction factor is estimated using the LRN models ( Table 6 ). The CHC model gives a lower estimation of the friction factor, f , and its prediction of U + z (U + z = U z /U τ ) is thus higher than DNS data. The AKN and SST models provide a more accurate prediction of f than the CHC model with a relative error less than 6%; thus, the axial velocity profiles of the AKN and SST models are closer than the CHC model to DNS data. Table 6 . Validation of friction factors and Stanton numbers derived from the LRN models.
Models
Friction Factor Stanton Number Assuming that the mass transport between the first node (y + = 0.1) and wall is molecular diffusion, the local mass transfer coefficient is determined as [22] : The empirical mass transfer coefficient can be derived from Berger and Hau's model [15] :
The Stanton number is determined and compared with the empirical value ( Table 6 ). The results show that the AKN model accurately predicts the Stanton number with a relative error of 6.54% while the SST and CHC models estimate the Stanton number with relative errors even greater than 40%. In the viscous sublayer (y + < 5), the species concentration changes appreciably [21] . Except in the near-wall sublayer (y + < 0.2), where molecular diffusion controls mass transfer [20] , turbulent transport is significant and dominates in the viscous sublayer. The ratio of turbulent viscosity over laminar viscosity is predicted using the LRN models and compared with the ratio derived from DNS data [30] as shown in Figure 2 . The turbulent diffusion coefficient, (
, is nearly four or five orders of magnitude greater than the laminar diffusion coefficient in the region of 1 < y + < 5. All LRN models under predict the turbulence viscosity in the viscous sublayer; thus, they will also under predict the turbulent diffusion coefficient and mass transfer coefficient. The smaller the distance to the wall, the lower the predictions. The AKN model provides the most accurate prediction of mass transfer since its estimated turbulent viscosity is closest to DNS data. The SST model gives the lowest predictions of turbulence viscosity and mass transfer estimation. The CHC model provides predictions that are intermediate of those of the other two models. The Stanton number is determined and compared with the empirical value ( Table 6 ). The results show that the AKN model accurately predicts the Stanton number with a relative error of 6.54% while the SST and CHC models estimate the Stanton number with relative errors even greater than 40%. In the viscous sublayer (y + < 5), the species concentration changes appreciably [21] . Except in the nearwall sublayer (y + < 0.2), where molecular diffusion controls mass transfer [20] , turbulent transport is significant and dominates in the viscous sublayer. The ratio of turbulent viscosity over laminar viscosity is predicted using the LRN models and compared with the ratio derived from DNS data [30] as shown in Figure 2 . The turbulent diffusion coefficient, ( = ), is nearly four or five orders of magnitude greater than the laminar diffusion coefficient in the region of 1 < y + < 5. All LRN models under predict the turbulence viscosity in the viscous sublayer; thus, they will also under predict the turbulent diffusion coefficient and mass transfer coefficient. The smaller the distance to the wall, the lower the predictions. The AKN model provides the most accurate prediction of mass transfer since its estimated turbulent viscosity is closest to DNS data. The SST model gives the lowest predictions of turbulence viscosity and mass transfer estimation. The CHC model provides predictions that are intermediate of those of the other two models.
Figure 2.
Turbulent viscosity predicted using LRN models V.S. that derived from DNS data [30] .
The effect of flow velocity on mass transfer is also simulated using the LRN models. The predicted Stanton number are compared with the results derived from the Berger and Hau's model [15] (Figure 3) . The distance between the closest node and wall is adjusted to ensure y + = 0.1 when the velocity is changed. The results show that the AKN model still provides the best prediction of mass transfer. Its predicted Stanton number is lower than that derived from the model of Berger and Hau, with a relative error between 4% and 10%, for 10,000 < Re < 100,000. The values obtained using the SST and CHC models are less than those for Berger and Hau's model, with the relative error ranging from 40% to 50%. The effect of flow velocity on mass transfer is also simulated using the LRN models. The predicted Stanton number are compared with the results derived from the Berger and Hau's model [15] (Figure 3) . The distance between the closest node and wall is adjusted to ensure y + = 0.1 when the velocity is changed. The results show that the AKN model still provides the best prediction of mass transfer. Its predicted Stanton number is lower than that derived from the model of Berger and Hau, with a relative error between 4% and 10%, for 10,000 < Re < 100,000. The values obtained using the SST and CHC models are less than those for Berger and Hau's model, with the relative error ranging from 40% to 50%. 
Corrosion Predictions
Predictions of dissolved CO2 corrosion are carried out and compared with experimental data for straight pipes (d = 15 mm and 105 mm) and a simplified jet impinging, which is modified from reference [32] ( = 10mm, = 7mm) . A 2D axisymmetric geometry is built for the straight pipe. The inlet and outlet of the pipe are treated as the periodic boundary. We simplify the outlet geometry of 
Predictions of dissolved CO 2 corrosion are carried out and compared with experimental data for straight pipes (d = 15 mm and 105 mm) and a simplified jet impinging, which is modified from reference [32] (H = 10 mm, d = 7 mm). A 2D axisymmetric geometry is built for the straight pipe. The inlet and outlet of the pipe are treated as the periodic boundary. We simplify the outlet geometry of the jet impinging in reference [32] and make fluid directly impact on the flat. A 3D geometry is created for the simplified jet impinging (Figure 6 ). The flat with a width of 40 mm and a length of 20 mm is opposite to the nozzle. Its upper surface is treated as a corroded wall. Mesh independence is checked and ensured in numerical predictions. The y + value of the node closest to the corroded wall is close to 0.1 in all numerical cases. Important parameters of corrosion predictions are listed in Table 7 . 
Predictions of dissolved CO2 corrosion are carried out and compared with experimental data for straight pipes (d = 15 mm and 105 mm) and a simplified jet impinging, which is modified from reference [32] ( = 10mm, = 7mm) . A 2D axisymmetric geometry is built for the straight pipe. The inlet and outlet of the pipe are treated as the periodic boundary. We simplify the outlet geometry of the jet impinging in reference [32] and make fluid directly impact on the flat. A 3D geometry is created for the simplified jet impinging (Figure 6 ). The flat with a width of 40 mm and a length of 20 mm is opposite to the nozzle. Its upper surface is treated as a corroded wall. Mesh independence is checked and ensured in numerical predictions. The y + value of the node closest to the corroded wall is close to 0.1 in all numerical cases. Important parameters of corrosion predictions are listed in Table 7 . Table 7 . Fluid parameters of numerical predictions [13] . Predictions of CO 2 corrosion are made using UDFs with the AKN model under steady-state flow conditions. The predicted corrosion rates are compared with experimental data, which are derived from polarization and weight loss measurements based on a mixed control corrosion process of the combination of charge control and mass diffusion control. In other words, the rate of the corrosion process is jointly controlled by the surface electrochemical reaction and the transport of species to and from the surface. At the beginning of iterations, the wall concentrations of hydrogen ion and carbonic acid decrease quickly. After a number of iteration steps, they reduce very slowly. If the residuals of all flow variables reach 10 −4 and the relative error of surface concentrations between two adjacent iterations is less than 10 −3 , the calculation is considered to be convergent.
Parameters value
Firstly, the corrosion rates of CO 2 solutions in a straight pipe of carbon steel with a diameter of 15 mm are predicted. The flow velocity varies from 1 to 10 m/s. The pH value changes from 4 to 6. The temperature is fixed at 20 • C and the CO 2 pressure is fixed at 1 bar. Predictions are compared with experimental data [33] (Figures 7-9) . The results show that the predicted corrosion rates are slightly higher than experimental data, especially when the velocity is lower than 8 m/s. As the flow velocity reduces, mass transfer slows and becomes the controlling step in the corrosion.
Thus, the corrosion rate will be more easily affected by flow with low velocity than flow with high velocity. The predicted corrosion rates follow the trends. All predicted profiles change sharply in the low-velocity zone, but hardly vary in the high-velocity zone. Meanwhile, the effect of flow on corrosion is more pronounced for low pH since the dominant cathodic reaction is direct H + ion reduction, which is under mass transfer control. The predicted profile of the corrosion rate at pH = 4 is sharper than those at pH = 5 and 6. It is concluded that the numerical predictions correctly reflect the effect of flow on CO 2 corrosion.
residuals of all flow variables reach 10 −4 and the relative error of surface concentrations between two adjacent iterations is less than 10 −3 , the calculation is considered to be convergent.
Firstly, the corrosion rates of CO2 solutions in a straight pipe of carbon steel with a diameter of 15 mm are predicted. The flow velocity varies from 1 to 10 m/s. The pH value changes from 4 to 6. The temperature is fixed at 20 °C and the CO2 pressure is fixed at 1 bar. Predictions are compared with experimental data [33] (Figures 7-9) . The results show that the predicted corrosion rates are slightly higher than experimental data, especially when the velocity is lower than 8 m/s. As the flow velocity reduces, mass transfer slows and becomes the controlling step in the corrosion. Thus, the corrosion rate will be more easily affected by flow with low velocity than flow with high velocity. The predicted corrosion rates follow the trends. All predicted profiles change sharply in the lowvelocity zone, but hardly vary in the high-velocity zone. Meanwhile, the effect of flow on corrosion is more pronounced for low pH since the dominant cathodic reaction is direct H + ion reduction, which is under mass transfer control. The predicted profile of the corrosion rate at pH = 4 is sharper than those at pH = 5 and 6. It is concluded that the numerical predictions correctly reflect the effect of flow on CO2 corrosion. The corrosion rates at various temperatures are predicted and compared with results obtained using the Multicorp software (Figure 10 ). With an increase in temperature, the corrosion rate increases because the temperature accelerates all process involved in corrosion. Both results correctly reflect the temperature's effect. However, the AKN model gives lower corrosion rates than the The corrosion rates at various temperatures are predicted and compared with results obtained using the Multicorp software (Figure 10 ). With an increase in temperature, the corrosion rate increases because the temperature accelerates all process involved in corrosion. Both results correctly reflect the temperature's effect. However, the AKN model gives lower corrosion rates than the Multicorp software. The relative error of predicted corrosion rates is approximately 20-40% for (Figure 11 ). Good agreement is seen between predictions and Multicorp data. The predicted corrosion rates do not change greatly with a change in velocity. This is reasonable since, under tested conditions, corrosion is mainly controlled by the CO2 hydration rate, which is insensitive to velocity. The experimental corrosion rate under Um = 2 m/s is dispersive. Its lower bound matches the predictions. We think the lower bound is reasonable since corrosion is not sensitive to velocity under tested conditions. The flow in the jet impinging with an impact angle of 90°and a flow velocity of 3 m/s is simulated by the AKN model ( Figure 12) . A flow stagnation zone appears in the center of the flat. The corrosion rate is highly related to flow velocity. Thus, the maximum corrosion rate is not in the center. Later, the corrosion rates of the jet impinging under Tc = 22 °C, PCO2 = 1bar, and pH = 5.11 are predicted with the same flow conditions. The corrosion rates on the central line (x direction) are given and compared with experimental data [32] (Figure 13) . Because of fluctuations of the mass transfer rate, concentrations of H + and H2CO3 change with positions on the corroded wall. The positions with the maximum corrosion rate are around 0.6*d from the center of the corroded wall. Good agreement is also achieved between predictions and experiments, except the tested corrosion rate on the center (Figure 11 ). Good agreement is seen between predictions and Multicorp data. The predicted corrosion rates do not change greatly with a change in velocity. This is reasonable since, under tested conditions, corrosion is mainly controlled by the CO 2 hydration rate, which is insensitive to velocity. The experimental corrosion rate under U m = 2 m/s is dispersive. Its lower bound matches the predictions. We think the lower bound is reasonable since corrosion is not sensitive to velocity under tested conditions. (Figure 11 ). Good agreement is seen between predictions and Multicorp data. The predicted corrosion rates do not change greatly with a change in velocity. This is reasonable since, under tested conditions, corrosion is mainly controlled by the CO2 hydration rate, which is insensitive to velocity. The experimental corrosion rate under Um = 2 m/s is dispersive. Its lower bound matches the predictions. We think the lower bound is reasonable since corrosion is not sensitive to velocity under tested conditions. The flow in the jet impinging with an impact angle of 90°and a flow velocity of 3 m/s is simulated by the AKN model ( Figure 12) . A flow stagnation zone appears in the center of the flat. The corrosion rate is highly related to flow velocity. Thus, the maximum corrosion rate is not in the center. Later, the corrosion rates of the jet impinging under Tc = 22 °C, PCO2 = 1bar, and pH = 5.11 are predicted with the same flow conditions. The corrosion rates on the central line (x direction) are given and compared with experimental data [32] (Figure 13) . Because of fluctuations of the mass transfer rate, concentrations of H + and H2CO3 change with positions on the corroded wall. The positions with the maximum corrosion rate are around 0.6*d from the center of the corroded wall. Good agreement is also achieved between predictions and experiments, except the tested corrosion rate on the center point of the corroded wall, which is far less than its neighbor and predicted value. According to The flow in the jet impinging with an impact angle of 90 • and a flow velocity of 3 m/s is simulated by the AKN model ( Figure 12) . A flow stagnation zone appears in the center of the flat. The corrosion rate is highly related to flow velocity. Thus, the maximum corrosion rate is not in the center. Later, the corrosion rates of the jet impinging under T c = 22 • C, P CO 2 = 1 bar, and pH = 5.11 are predicted with the same flow conditions. The corrosion rates on the central line (x direction) are given and compared with experimental data [32] (Figure 13 ). Because of fluctuations of the mass transfer rate, concentrations of H + and H 2 CO 3 change with positions on the corroded wall. The positions with the maximum corrosion rate are around 0.6*d from the center of the corroded wall. Good agreement is also achieved between predictions and experiments, except the tested corrosion rate on the center point of the corroded wall, which is far less than its neighbor and predicted value. According to Figure 5 , mass transfer performance does not change much around the center point. Ion concentrations as well as corrosion rates around the center should be similar. Thus, we think the tested data on the center is not as good as others. Moreover, we can also draw a conclusion that a circle with a radius of 0.6*d and a circle center on the wall center is the most serious corrosion zone in the jet impinging system. tested data on the center is not as good as others. Moreover, we can also draw a conclusion that a circle with a radius of 0.6*d and a circle center on the wall center is the most serious corrosion zone in the jet impinging system. Figure 14 shows the main species concentrations vary with normal distance from the corroded wall at the position with a maximum corrosion rate. The concentration of H2CO3 changes faster with the normal distance from the corroded wall than the concentration of H + . It denotes that H2CO3 is the main depolarizer and plays a greater role in corrosion.
It can be concluded that the predictions of CO2 corrosion using the AKN model are reasonable and reliable. tested data on the center is not as good as others. Moreover, we can also draw a conclusion that a circle with a radius of 0.6*d and a circle center on the wall center is the most serious corrosion zone in the jet impinging system. Figure 14 shows the main species concentrations vary with normal distance from the corroded wall at the position with a maximum corrosion rate. The concentration of H2CO3 changes faster with the normal distance from the corroded wall than the concentration of H + . It denotes that H2CO3 is the main depolarizer and plays a greater role in corrosion.
It can be concluded that the predictions of CO2 corrosion using the AKN model are reasonable and reliable. Figure 14 shows the main species concentrations vary with normal distance from the corroded wall at the position with a maximum corrosion rate. The concentration of H 2 CO 3 changes faster with the normal distance from the corroded wall than the concentration of H + . It denotes that H 2 CO 3 is the main depolarizer and plays a greater role in corrosion.
It can be concluded that the predictions of CO 2 corrosion using the AKN model are reasonable and reliable. 
Conclusions
(1) Turbulent transport is appreciable and dominantly contributes to concentration verification in the viscous sublayer. All LRN models (AKN, CHC, SST) under predicted the turbulent viscosity in this sublayer, and thus also under predicted the local mass transfer coefficient. The AKN model gave the best estimation of turbulent viscosity in the viscous sublayer. (2) The AKN model accurately predicted the Stanton number with a relative error of 6.54% while the SST and CHC models' estimate of the Stanton number with relative errors was even greater than 40% for straight pipe flow at Re = 44,000. Moreover, the Stanton number predicted by the AKN model was less than that derived from the experience model of Berger and Hau with a relative error of 4-10%, in the region of 10,000 < Re < 100,000. (3) Predictions of CO2 corrosion were made using UDFs and the AKN model for domains with 2D geometry under steady-state flow. Boundary conditions of corroded walls can be derived from the mixture potential, which was responsible for the charge balance of the corroded surface. Corrosion rates of CO2 solutions in a straight pipe with d = 15 mm under pH = 4, 5 and 6, PCO2 = 1 bar were predicted. Results show that predictions have good agreement with experimental data and correctly reflect the effect of velocity on the corrosion. Corrosion rates were not only more sensitive to change in flow at low pH than at high pH, but were also more sensitive to change in flow at low velocity than at high velocity. 
(1) Turbulent transport is appreciable and dominantly contributes to concentration verification in the viscous sublayer. All LRN models (AKN, CHC, SST) under predicted the turbulent viscosity in this sublayer, and thus also under predicted the local mass transfer coefficient. The AKN model gave the best estimation of turbulent viscosity in the viscous sublayer. (2) The AKN model accurately predicted the Stanton number with a relative error of 6.54% while the SST and CHC models' estimate of the Stanton number with relative errors was even greater than 40% for straight pipe flow at Re = 44,000. Moreover, the Stanton number predicted by the AKN model was less than that derived from the experience model of Berger and Hau with a relative error of 4-10%, in the region of 10,000 < Re < 100,000. (3) Predictions of CO 2 corrosion were made using UDFs and the AKN model for domains with 2D geometry under steady-state flow. Boundary conditions of corroded walls can be derived from the mixture potential, which was responsible for the charge balance of the corroded surface. Corrosion rates of CO 2 solutions in a straight pipe with d = 15 mm under pH = 4, 5 and 6, P CO 2 = 1 bar were predicted. Results show that predictions have good agreement with experimental data and correctly reflect the effect of velocity on the corrosion. Corrosion rates were not only more sensitive to change in flow at low pH than at high pH, but were also more sensitive to change in flow at low velocity than at high velocity. 
