Generator Reversal by Kilcher, Yannic et al.
Generator Reversal
Yannic Kilcher
ETH Zurich, Switzerland
yannic.kilcher@inf.ethz.ch
Aurélien Lucchi
ETH Zurich, Switzerland
aurelien.lucchi@inf.ethz.ch
Thomas Hofmann
ETH Zurich, Switzerland
thomas.hofmann@inf.ethz.ch
Abstract
We consider the problem of training generative models with deep neural networks
as generators, i.e. to map latent codes to data points. Whereas the dominant
paradigm combines simple priors over codes with complex deterministic models,
we propose instead to use more flexible code distributions. These distributions
are estimated non-parametrically by reversing the generator map during training.
The benefits include: more powerful generative models, better modeling of latent
structure and explicit control of the degree of generalization.
1 Introduction
Continuous latent variable models have been developed and studied in statistics for almost a century,
with factor analysis [41, 5] being the most paradigmatic and widespread model family. In the neural
network community autoencoders have been studied classically as dimension reduction methods
[4, 9], which encode observations into low-dimensional codes allowing approximate reconstruction
via decoder or generator networks. By driving such a generator with randomness [27], one obtains a
probabilistic generative model. This line of research has been further developed for deep autoencoders
[21, 40] and belief networks [20, 6], making use of stacked or layerwise training with a focus on
pre-training representations for supervised tasks.
However, generative models have recently moved to the center stage of deep learning in their own
right. Most notable is the seminal work on Generative Adversarial Networks (GAN) [16] as well as
probabilistic architectures known as Variational Autoencoder (VAE) [24, 33]. Here, the focus has
moved away from density estimation and towards generative models that – informally speaking –
produce samples that are perceptually indistinguishable from samples generated by nature. This is
particularly relevant in the context of high-dimensional signals such as images, speech, or text.
Generative models like GANs, VAEs and others typically define a generative model via a deterministic
generative mechanism or generator Gφ : Rk → Rm, z 7→ G(z) = x, parametrized by φ. They
are often implemented as a deep neural network (DNN), which is hooked up to a code distribution
z ∼ Pz, to induce a distribution x ∼ Px. It is known that under mild regularity conditions, by a
suitable choice of generator, any Px can be obtained from an arbitrary fixed Pz [22]. Relying on the
power and flexibility of DNNs, this has led to the view that code distributions should be simple and a
priori fixed, e.g. Pz = N (0, I). As shown in [1] for DNN generators, Im(Gφ) is a countable union
of manifolds of dimension k though, which may pose challenges, if k < m. Whereas a current line
of research addresses this via alternative (non-MLE or KL-based) discrepancy measures between
distributions [13, 31, 2], we investigate an orthogonal direction:
Claim 1. It is advantageous to increase the modeling power of a generative model, not only via Gφ,
but by using more flexible prior code distributions Pz.
ar
X
iv
:1
70
7.
09
24
1v
1 
 [s
tat
.M
L]
  2
8 J
ul 
20
17
Another benefit of this approach is the ability to reveal richer structure (e.g. multimodality) in
latent space via Pz, a view which is also supported by evidence on using more powerful posterior
distributions [28].
Deep generative models have proven to be notoriously hard to train. The use of complementing
recognition networks that operate in a bottom-up fashion and provide approximations to posteriors,
has been a common trait of many models from the Helmholtz machine [8] to recent VAEs. In
GANs this is avoided by pairing-up the generator with a discriminator in a minimax game. However,
GANs can be brittle to train [32] and the training signal provided by the discriminator can become
weak (vanishing gradients) or misleading (mode collapse). We would like to retain benefits of both
approaches and propose an alternative method that does not make use of a recognition network and
instead relies on the generator itself to compute an approximate inverse map H : Rm → Rk such
that H ◦Gφ ≈ id.
Claim 2. The generator Gφ implicitly defines an approximate inverse, which can be computed with
reasonable effort using gradient descent and without the need to co-train a recognition network. We
call this approach generator reversal.
Our generator reversal is similar in spirit to [23], but their intent differs as they use this technique
as a tool to visualize the information processing capability of a neural network. Unlike previous
works that require the transfer function to be bijective [3, 34], our approach does not strictly have
this requirement, although this could still be imposed by carefully selecting the architecture of the
network as shown in [10, 2].
Note that, if the above argument holds, we can easily find latent vectors z = H(x) corresponding to
given observations x. This then induces an empirical distribution of "natural" codes, which we can
combine with the first argument.
Claim 3. Using generator reversal we can model natural code distributions in a non-parametric
manner, for instance, using kernel density estimation. This can then be incorporated into an improved
learning method for GANs.
We have presented our main ideas as claims above and the rest of the paper will make these ideas
specific and support them with evidence.
2 Generator Reversal
2.1 Gradient–Based Reversal
Let us begin with making Claim 2 more precise. Given a data point x, we aim to compute some
approximate code H(x) such that (G ◦H)(x) = G(H(x)) =: x˜ ≈ x. We do so by simple gradient
descent, starting from some random initialization for z (see Algorithm 1). We will come back to the
question of how to define the termination condition.
Algorithm 1 Generator Reversal
input Data point x, loss function `, initial value z0
1: Initialize z← z0
2: repeat
3: xˆ = Gφ(z) {run generator}
4: z← z− η∇z`(x, x˜) {backpropagate error}
5: until termination condition
output latent code z
A key question is whether good (low loss) codevectors exist for data points x. First of all, whenever
x was actually generated by Gφ, then surely we know that a perfect, zero-loss pre-image z exists. Of
course finding it exactly would require the exact inverse function of the generator process but our
experiments demonstrate that, in practice, an approximate answer is sufficient.
Secondly, if x is in the training data, then as Gφ is trained to mimic the true distribution, it would
be suboptimal if any such x would not have a suitable pre-image. We thus conjecture that learning
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Figure 1: Reconstruction loss in generator net-
works with random weights.
Figure 2: Reconstruction quality using generator
networks with random weights. The left column
is the original image, followed by reconstructions
after 5, 20 and 400 steps.
a good generator will also improve the quality of the generator reversal, at least for points x of
interest (generated or data). Note that we do not explicitly train the generator to produce pre-images
that would further optimize the training objective. This would require backpropagating through the
reversal process which is certainly possible and would likely yield further improvements.
2.2 Random Network Experiments
It is very hard to give quality guarantees for the approximations obtained via generator reversal. Here,
we provide experimental evidence by showing that even a DNN generator with random weights φ can
provide reasonable pre-images for data samples. As we argued above, we believe that actual training
of Gφ will improve the quality of pre-images, so this is in a way a worst case scenario.
Examples for three different image data sets are shown in Figure 1. Here we show the average
reconstruction error as a function of the number of gradient update steps. We observe that the error
decreases steadily as the reconstruction progresses and reaches a low value very quickly. We also
show randomly selected reconstructed samples in Figure 2, which reflect the fast decrease in terms
of reconstruction error. After only 5 update steps, one can already recognize the general outline
of the picture. This is perhaps even more surprising considering that these results were obtained
using a generator with completely random weights. A similar finding was also reported in [19] which
constructed deep visualizations using untrained neural networks initialized with random weights.
2.3 Analysis
Let us provide a simple insight into generator reversal that ensures that locally, gradient descent will
provide the correct pre-image.
Proposition 1. Let G(z) be locally invertible 1. For a point x = G(z∗), the reconstruction problem
with the L2-loss is locally convex at z∗.
Proof. Let JG(z) denote the Jacobian of G(z). We prove the result stated above by showing that the
Hessian at z∗ is positive semidefinite.
`(z) =
1
2
‖G(z)− x‖2 = 1
2
‖G(z)−G(z∗)‖2
=⇒ ∇z`(z) = JG(z) (G(z)−G(z∗))
=⇒ ∇2z`(z∗) = 0 · ∇2zG(z) + JG(z∗)JG(z∗)>
1Note that this is a less restrictive assumption than the diffeomorphism property required in [1]
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Since G(z) is assumed to be locally invertible, then JG(z) 6= 0 and the Hessian is therefore positive
semidefinite.
Note that one could also add an `2 regularizer to obtain a locally strongly-convex function.
3 Code Vector Distribution
3.1 Latent Code Structure
With generator reversal at hand, we can now investigate the empirical distribution of code vectors for
data samples. Basically, what we want to provide evidence for, is that a (GAN-)trained generator
retains interesting structure in the latent code space, while this is not the case for a generator with
random weights. Moreover, we also want to stress, that there is far more structure in the latent space
of the trained model than what an isotropic Gaussian is able to capture. We use data with class labels
to be able to assess how much of the class information is preserved in the latent codes. Note, however,
that we have not used the labels in any way during training.
Results on MNIST are shown in Figure 3, where we have projected latent representations from
a trained network to a 2-dimensional space using t-SNE [26] and then colored according to their
respective class label. Compared to an untrained network, there is a clear emergence of structure in
the latent space which we can attribute to the GAN training procedure.
We believe these results to be paradigmatic in that they show that we should not assume that the latent
space density always varies smoothly in all directions, nor that latent space directions are necessarily
picking up on independent modes of variation. Even if we hard-wire such simplistic assumptions into
the model (as we do in GANs), generator reversal reveals that the true code distribution of natural
data can be quite different. This hints at a mismatch between modeling assumptions and natural data
distributions, which can be most directly overcome by increasing the model flexibility with regard
to Pz. By off-loading some of the modeling complexity from the mechanism Gφ to the driving
distribution, the generator’s challenge becomes easier, as anisotropic and clustered distributions do
not have to be converted back into multivariate normal densities. This way, one can learn more
meaningful representations and ultimately better generative models.
3.2 Kernel Density Estimation
We propose to use a non-parametric method to estimate a density in the space of latent code vectors.
We use kernel density estimation (KDE) as it is commonly used in the literature (see e.g. [31]). We can
then use the resulting density to drive the generation of new examples, controlling the generalization
of the model vs. pure memorization by the bandwidth of the kernel. More concretely, given a
translation-invariant kernel k, bandwidth h, and a sample of codes {zi}ni=1, we can approximate the
probability density at point z as pˆ(z) = 1nh
∑n
i=1 k
(
z−zi
h
)
. In this work, we chose a kernel density
estimator with an RBF kernel. Note that sampling from this distribution is straightforward. This
approach can also be combined with mixed sampling from a broader background distribution in order
to prevent overfitting to the training data.
4 Improved GAN Training
What we have done so far is to introduce a technique to estimate a flexible prior over the latent codes
given by a generator Gφ. This technique revealed a clear structure in the latent space as suggested
by the results shown in Figure 3. Yet this information is typically ignored by the standard training
procedure for GANs, which we review below.
Standard GAN training. The main idea behind GANs is to pit two networks - a generator and
a discriminator - against each other. The generator Gφ takes as input a random noise vector z
drawn from Pz = N (0, I), and outputs a sample xˆ = Gφ(z). The other network, the discriminator
D attempts to differentiate the generator sample xˆ from samples drawn from the true distribution.
Formally, the two networks play the following minimax game:
min
Gφ
max
D
Ex∼Px [logD(x)] + Ez∼Pz [log(1−D(Gφ(z)))] . (1)
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In [16], the authors suggested minimizing Eq. 1 by alternatingly optimizing the parameters of Gφ
and D using minibatch stochastic gradient descent (SGD) training. Under the assumptions that Gφ
and D have enough capacity, and that at each step of SGD, the discriminator is allowed to reach its
optimum then the generator will match the data distribution. However these assumptions often do not
hold in practice and consequently many problems arise when training GANs. A common problem
encountered in practice is the imbalance between the discriminator and the generator. To overcome
this difficulty, one can either make the discriminator weaker or make the generator stronger. Most
existing work focusing on weakening the discriminator [35, 36] has faced difficulties to find the right
level by which one should "dumb-down" the discriminator. Here we pursue the direction of making
the generator stronger by being able to stay closer to the true data distribution.
GAN training with a flexible prior. We now describe a novel training procedure for GANs that
uses the reversal technique presented in Section 2 to continually reconstruct latent representations
of data samples. By doing this, we obtain the real data’s empirical latent distribution. We will later
demonstrate that this yields significant speeds up at training time. The method we propose is detailed
in Algorithm 2. It requires constructing and continuously updating a prior Pz durng GAN training.
Although this might seem like a costly procedure, we will demonstrate that relatively few gradient
steps in the generator reversal process are required at each step of the GAN training loop.
Algorithm 2 Improved GAN training
1: for i = 1 : T do
2: Estimate Pz using the generator reversal process
3: Sample minibatch of noise samples from Pz
4: Sample minibatch of examples from Px
5: Update the discriminator and generator using SGD
6: end for
Ideally, we would like to perform enough steps such that the obtained latent representations is
informative enough for the training procedure. This inevitably raises the question of what would be a
good heuristic to determine the quality required from generator reversal. Perhaps the most naive way
would be to use a fixed number of steps or fix a threshold on the reconstruction loss. However these
two approaches might waste computation as they disregard the GAN objective presented in Eq. 1.
We instead argue for a different criterion:
Claim 4. The minimum level of accuracy required for the obtained latent representations to be useful
is determined by the possibility to differentiate - in the latent space - generated samples from real
data samples.
Our claim closely follow the underlying principle of the minimax game where the discriminator tries
to differentiate between real samples drawn from Px and samples generated by the generator Gφ.
Following this principle we suggest using a statistical test to determine if, in the latent space, samples
from the generator are drawn from the same distribution as Px. As demonstrated by our experiments,
this will naturally lead to crude reconstructions at the beginning of training, while increasing the
reconstruction quality as the generator generates samples more similar to the true samples. In the
following, we detail our choice of a specific statistical test.
Two-sample test. The two-sample problem, also known as homogeneity testing, is a classic
problem in statistics. Given two i.i.d. samples {xi}mi=1 ∼ p and {yi}mi=1 ∼ q, one would like to test
the hypothesisH1 : p 6= q (i.e. the two samples are drawn from different distributions) against the
null hypothesisH0 : p = q. This is equivalent to testing whether γ(p, q) > 0 for a metric γ on the
space of probability measures. In this work, we choose γ to be the Maximum Mean Discrepancy
(MMD) [17] which has been applied to the setting of unsupervised learning with GANs in [38].
Given two pairs of independent random variables (x,x′) ∼ p and (y,y′) ∼ q and a characteristic
kernel [15] k with associated RHKSH, the squared population MMD is defined as
MMD2 [k, p, q] = Ex,x′ [k(x,x′)] + Ey,y′ [k(y,y′)]− 2Ex,y [k(x,y)] . (2)
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Figure 3: Generator reversal on a sample of 1024
MNIST digits. Projections of data points with an
untrained (left) and a fully trained GAN (right).
Colors represent the respective class labels. The ra-
tios of between-cluster distances to within-cluster
distances are 0.1 (left) and 1.9 (right).
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Figure 4: MMD in the latent space between a
mini-batch of real data samples and a mini-batch
of samples produced by the generator.
As shown in [17] various unbiased estimators of MMD2 [k, p, q] can be computed. We will here use
a quadratic estimator defined as
MMD2u [k, p, q] =
1
m(m− 1)
m∑
i6=j
[k(xi, xj) + k(yi, yj)− k(xi, yj)− k(xj , yi)] . (3)
The time complexity for computing this estimator is quadratic in the number of samples O(m2), but
linear time O(m) approximations exist [17]. In this work, we choose a Gaussian (RBF) kernel for k,
since it can be efficiently computed and fulfils the requirements of a characteristic kernel.
MMD as a stopping criterion. We now detail how MMD is used in Algorithm 2 as a stopping
criterion. Following claim 4, what we would like is to check whether the distribution produced by the
generator network in the latent space Qz is a good fit for the latent distribution of the true data Pz.
As evaluating the whole distribution would be too expensive, we instead estimate the MMD distance
on minibatches of samples from Pz and Qz using the estimator in Eq. 3 after each step of generator
reversal. Once we can confidently distinguish the reconstructed latent representations of the true data
from those of the generated data, we terminate the reversal procedure.
Figure 4 shows the maximum mean discrepancy between the obtained latent representations of a
data mini-batch and the obtained latent representations of a mini-batch of generated samples as a
function of reconstruction steps taken. The increase in MMD matches our expectations: with better
reconstructions, we can more confidently distinguish the data’s latent representations from those of
the generated samples. Further, the graphs show that the MMD continues to increase even after a
large number of steps.
Experimental results. Our experimental setup closely follows popular setups in GAN research
and is detailed in the Appendix.
Figure 5 highlights two important results from our experiments: In the top row we plot the inception
score [35] on a test set over the course of training. As can be seen, our method reaches higher scores
more quickly and retains this advantage until the end of training.
In the bottom row we plot the number of reconstruction steps that are taken for each training step.
Recall that this is determined by the MMD two-sample test. As expected, the number of steps needed
to produce useful reconstructions increases during training, if only slightly. More details and results
of the training procedure can be found in the Appendix.
Visual results. Figures 6 and 7 compare samples generated from a standard GAN and a KDE GAN
as training progresses and at the end of training. The images in Figure 6 clearly demonstrate the faster
progress of KDE GAN which generates visually better samples in the early stage of the optimization
procedure. The samples generated by the fully trained model in Figure 7 also appear to be of superior
quality.
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Figure 5: Top row: Test set inception score over the course of the training procedure. Bottom row: The number
of reconstruction steps taken by the generator reversal process in the inner loop until the MMD threshold is
reached. Shaded areas denote one standard deviation around the mean, averaged over five training runs.
(a) mnist (b) svhn
(c) cifar10 (d) celeba64
Figure 6: Image samples from the generative model at the beginning of training. Vanilla DCGAN samples on
the left, our KDE GAN on the right. Each row is sampled after 50 steps of training, starting at step 100.
Manifold traveral. Given two seeding images from the dataset, we linearly interpolate between
their latent representations, which we obtain by generator reversal. The resulting images in Figure 8
show that we learn a smooth transition function between the data space and the latent space. This
indicates that the better performance of KDE GAN is not at the detriment of overfitting to the training
data, since the model has a notion of semantically neighbouring images. This is also confirmed by
our neighborhood exploration experiments, given in the Appendix.
5 Related Work
VAEs vs GANs. Another example of a popular technique to train a neural generative model
is the Variational Auto-encoder approach proposed by [24, 33] which explicitly models the data
distribution in the latent space and learn its parameters using an encoder neural network to minimize
the reconstruction error. A common criticism against VAEs is that they tend to generate blurry
samples, a problem which is typically alleviated by GANs.
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Figure 7: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN (right).
Figure 8: Manifold traversal with KDE GAN. We linearly interpolate between the latent codes of two given
seeding images (far left and right).
However, GANs lack an efficient inference mechanism. This problem was addressed by some recent
work, e.g. [7, 12, 11] which focus on training a separate encoder network in order to map a sample
from the data space to its latent representation. Our goal is however different as our procedure is
used to estimate a more flexible prior over the latent space. The importance of using an appropriate
prior for GAN models has also been discussed in [18] which suggested to infer the continuous latent
factors in order to maximize the data log-likelihood. However this approach still makes use of a
simple fixed prior distribution over the latent factors and does not use the inferred latent factors to
construct a prior as suggested by our approach.
As discussed throughout this paper, standard GAN training requires to strike a good balance between
the two networks. The work of [29] introduced a method to stabilize training by defining the generator
objective with respect to an unrolled optimization of the discriminator. They show that a gradient
update procedure can be effectively included into the back-propagation step of another gradient
update procedure. Although our approach is fundamentally different, it does also stabilize training
and can also be implemented end-to-end as part of the back-propagation step.
MMD. The Maximum Mean Discrepancy measure [17] is a particular instance of an integral prob-
ability metric [30], a class of metrics on probability measures that includes a wide variety of known
divergences, such as the Kolmogorov Distance, the Total Variation Distance and the Wasserstein
Distance. For an excellent discussion of the relation of MMD to other integral probability metrics as
well as other commonly used divergence measures, such as the Kullback-Leibler Divergence, we
refer the reader to [37]. The connection between MMD and GANs have also been explored in the
literature. Both [14] and [25] proposed an approximation to adversarial learning that replaces the
discriminator with the MMD criterion in the data space.
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6 Conclusion
We presented a novel approach to estimate a flexible prior over the latent codes given by a generator
Gφ. This is achieved through a reversal technique that continually reconstruct latent representations of
data samples and use these reconstructions to construct a prior over the latent codes. We empirically
demonstrated that this reversal technique yields several benefits including: more powerful generative
models, better modeling of latent structure and explicit control of the degree of generalization.
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A Detailed Experiment Setup.
Our experimental setup closely follows popular setups in GAN research in order to facilitate repro-
ducibility and enable qualitative comparisons of results. Our network architectures are as follows:
The generator samples from a latent space of dimension 200, which is fed through a padded deconvo-
lution to form an initial intermediate representation of 4× 4× 512, which is then fed through three
layers of deconvolutions with 256, 128 and 64 filters, followed by a last deconvolution to get to the
desired output size and channels. For the CelebA dataset, which we cropped and rescaled to image
size 64× 64, we employ an additional deconvolutional layer with 512 filters between the first and
second layer.
The discriminator consists of three layers of convolutional layers with 256, 128 and 64 filters, followed
by a fully connected layer and a sigmoid classifier. Again, for the CelebA dataset, the discriminator
is augmented by an additional convolutional layer using 512 filters.
Both the generator and the discriminator use 4 × 4 filters with a stride of 2 in order to up- and
downscale the representations, respectively. The generator employs ReLU non-linearities, except for
the last layer, which uses hyperbolic tangent. The discriminator uses Leaky ReLU non-linearities
with a leak of 0.2, which is standard in the GAN literature.
We use RMSProp[39] with a step size of 0.0003 and mini-batches of size 100 for optimization for
both the generator and discriminator. Both networks are updated once per iteration.
For the generator reversal process, we use a learning rate of 1.0 and an MMD threshold of 0.0001
with a kernel bandwidth of 0.0001. The initial noise vectors are sampled from a normal distribution
with σ = 0.0001.
We train until we can no longer see any significant qualitative imrovement in the generated images or
any quantitative improvement in the inception score. This amounts to 3 epochs on MNIST, 10 epochs
on SVHN, 50 epochs on CIFAR10 and 5 epochs on CelebA.
We crop the images of the CelebA dataset to a size of 118× 118 pixels, after which we resize them to
64× 64 pixels. Our images from MNIST, SVHN and CIFAR10 retain their original sizes of 28× 28,
32× 32 and 32× 32 pixels, respectively.
As for the effect of generator reversal on wall clock time, in our TensorFlow implementation, an
iteration performing 5, 20 or 50 generator reversal steps takes about 1.9, 4.9 or 9.8 times as long as
an iteration without generator reversal, but there is still a lot of room for optimization.
B Additional Training Metrics
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Figure 9: Top row: Discriminator mean accuracy over the course of the training procedure. Bottom row:
Training loss of the generator as training progresses. Shaded areas denote one standard deviation around the
mean over five repetitions.
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Figure 9 shows the training loss of the generator as well as the mean accuracy of the discriminator
over the course of training. Both metrics indicate that our training procedure improves the generator,
such that it achieves a better loss as well as manages to fool the discriminator more easily.
C Additional Evaluation Metrics
Nearest-neighbor test. We evaluate the generalization properties of our model using the common
procedure of examining nearest-neighbors in the data space [16, 29]. Specifically, we take samples
from the training distribution and compute the nearest-neighbor images in pixel space from the
training data. We then report the average pairwise distance between each sample and its neighbors.
The results shown in Table 1 show that the distance is the same as the standard GAN approach which
indicates that our model has similar generalization properties and thus does not simply overfit to the
training data.
normal kde
MNIST 4.56± 0.34 4.26± 0.37
SVHN 9.93± 0.12 9.90± 0.13
CIFAR10 10.06± 0.40 10.11± 0.12
Table 1: Mean pixel-wise euclidean distance (and standard deviation) from the generated samples to
their nearest neighbor in the training set.
Holdout Likelihood. We sample a set of images from a holdout test dataset and compute their
latent representation using Generator Reversal. We then evaluate the likelihood of the latent codes
under the distribution obtained from KDE over the latent space. The results shown in Figure 10
demonstrate that our approach achieves a very similar holdout likelihood compared to the GAN model.
The fact that data that has not been seen during training is assigned substantial likelihood is evidence
for the generalization capacity of our approach and indicates that it is not a simple memorization
of the training data. An interesting direction for future work would be to investigate the role of the
kernel bandwidth parameter in the tradeoff between memorization and generalization.
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Figure 10: Holdout likelihood of a test set on MNIST, SVHN and CIFAR10, computed in the latent code space,
while varying the kernel bandwidth used in the KDE computation.
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D Additional Experimental Results
Recovery of dropped modes. We create the MNIST1000 dataset by randomly concatenating 3
digits from the MNIST dataset. This yields a dataset with 1000 modes. To make the task more
challenging, we bias sampling in favor of the high digits in a linear fashion (a 9 is 20 times more
likely to be sampled than a 1). We would like to compare the different training procedures and their
ability to recover from mode dropping. We simulate mode dropping by first restricting the dataset to
samples that only consist of digits 6, 7, 8 and 9. We train the model until convergence on this limited
dataset, then we provide the full dataset and continue training, again until convergence. The final
inception score is a measure of how well each model is able to recover previously dropped modes.
We compare Generator Reversal to Vanilla GAN as well as to BiGAN[11], since we hypothesize that
the inclusion of an encoder network might help recover from mode dropping. The results are shown
in Table 2. As can be seen, all models are able to recover from the initial mode dropping, but both
Vanilla GAN and BiGAN are not able to reach the same score compared to when they are trained on
the full dataset from the beginning. This is an indication that some of the dropped modes have not
been recovered. In comparison, Generator Reversal is able to reach a comparable inception score as
when trained on the full dataset, which indicates that it can successfully recover from mode dropping.
Restricted Dataset Full Dataset after restriction Full Dataset
Vanilla GAN 107 196 248
BiGAN 102 200 265
Generator Reversal 99 289 291
Table 2: Inception scores of GAN, BiGAN and GAN trained using Generator Reversal on the
MNIST1000 dataset after restriction to only 3-digit numbers made up of digits 6, 7, 8 and 9. Scores
on the full dataset are provided for comparison.
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More Trained Samples. Figures 11, 12, 13, 14 and 15 show more samples from the fully trained
models of vanilla DCGAN and our KDE GAN.
(a) mnist (b) svhn (c) cifar10 (d) celeba64
Figure 11: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN
(right).
(a) mnist (b) svhn (c) cifar10 (d) celeba64
Figure 12: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN
(right).
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(a) mnist (b) svhn (c) cifar10 (d) celeba64
Figure 13: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN
(right).
(a) mnist (b) svhn (c) cifar10 (d) celeba64
Figure 14: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN
(right).
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(a) mnist (b) svhn (c) cifar10 (d) celeba64
Figure 15: Dataset images (left) and samples from fully trained vanilla DCGAN (middle) and KDE GAN
(right).
16
More Beginning-Of-Training Samples. Figures 16, 17, 18 and 19 show more samples from the
fully trained models of vanilla DCGAN and our KDE GAN.
(a) mnist (b) svhn
(c) cifar10 (d) celeba64
Figure 16: Image samples from the generative model at the beginning of training. Vanilla DCGAN samples on
the left, our KDE GAN on the right. Each row is sampled after 50 steps of training, starting at step 100.
(a) mnist (b) svhn
(c) cifar10 (d) celeba64
Figure 17: Image samples from the generative model at the beginning of training. Vanilla DCGAN samples on
the left, our KDE GAN on the right. Each row is sampled after 50 steps of training, starting at step 100.
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(a) mnist (b) svhn
(c) cifar10 (d) celeba64
Figure 18: Image samples from the generative model at the beginning of training. Vanilla DCGAN samples on
the left, our KDE GAN on the right. Each row is sampled after 50 steps of training, starting at step 100.
(a) mnist (b) svhn
(c) cifar10 (d) celeba64
Figure 19: Image samples from the generative model at the beginning of training. Vanilla DCGAN samples on
the left, our KDE GAN on the right. Each row is sampled after 50 steps of training, starting at step 100.
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More Manifold Traversals. We perform more manifold traversal experiments and show the results
in Figure 20.
Figure 20: Manifold traversal with KDE GAN. We linearly interpolate between the latent codes of two given
seeding images (far left and right).
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Latent Neighborhood Exploration. We now perform an experiment similar to manifold traversal
but targeted at checking the local structure of the latent manifold around a datapoint. This is achieved
by picking a random seeding image x0 from the dataset, obtaining its latent representation z0 via
generator reversal and generating images by sampling from increasing neighborhood sizes r > 0
centered at x0, i.e. z ∼ Br(z0) = {y|‖y−z0‖ < r}. The results give more evidence of the ability of
the KDE GAN model to learn a neighborhood structure. Displayed are images for low r in Figure 21,
medium r in Figure 22, high r in Figure 23 and overly high r in Figure 24.
Figure 21: KDE GAN neighborhood exploration for a small neighborhood around a seeding image (show on
the left).
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Figure 22: KDE GAN neighborhood exploration for a medium sized neighborhood around a seeding image
(show on the left).
21
Figure 23: KDE GAN neighborhood exploration for a large neighborhood around a seeding image (show on
the left).
22
Figure 24: KDE GAN neighborhood exploration for an overly large neighborhood around a seeding image
(show on the left).
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