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Abstract
Advection-diffusion problems of magnetic field and tracer field are analyzed us-
ing the field theoretic perturbative renormalization group. Both advected fields are
considered to be passive, i.e., without any influence on the turbulent environment,
and advecting velocity field is generated by compressible version of stochastic Navier-
Stokes equation. The model is considered in the vicinity of space dimension d = 4
and is a continuation of previous work [N.V. Antonov et al., Phys. Rev. E 95, 033120
(2017)]. The perturbation theory near the special dimension d = 4 is constructed
within a double expansion scheme in y (which describes scaling behavior of the ran-
dom force that enters a stochastic equation for the velocity field) and ε = 4 − d.
We show that up to one-loop approximation both types of advected fields exhibit
similar universal scaling behavior. In particular, we demonstrate this statement on
the inertial range asymptotic behavior of the correlation functions of advected fields.
The critical dimensions of tensor composite operators are calculated in the leading
order of (y, ε) expansion.
Keywords
fully developed turbulence, magnetohydrodynamics, advection-diffusion problem, field-
theoretic renormalization group, anomalous scaling
1 Introduction
Many natural phenomena involve broad range of spatial or time scales. For instance,
continuous phase transitions, diffusion-driven systems, population dynamics or turbulent
flows provide famous examples [1, 2, 3]. Both from theoretical and practical point of view
turbulence plays a distinguished role. Due to a relatively low value of air viscosity [4, 5, 6],
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turbulent flows are much more easily generated than is commonly believed. Despite a vast
amount of efforts that has been put into, the fundamental understanding of turbulence
remains unsolved and it is widely regarded as a last unsolved classical problem. Arguably,
turbulence exhibits many interesting features, such as scaling behavior, prominent inter-
mittency, coherent structures and others [4, 6, 7]. A distinctive quantitative aspect is
known as anomalous scaling, i.e., singular power-law dependence of outer scale L of some
statistical quantities in the inertial-convective range [4, 5]. Its proper investigation requires
a lot of thorough analysis. The general aim of theory is to predict possible macroscopic
behavior of a turbulent fluid and to give a quantitative prediction about characteristic
quantities (correlation and structure functions).
In astrophysics turbulence plays probably even more important role than in terrestrial
events [8, 9, 10]. Being a mechanism for an explanation of many effects: magnetic dynamo
in interior of planets, convective processes in stars, outbreaks of prominences on Sun’s
surface, galaxy formations and others [11, 12, 13, 14, 15, 16], it is clear that mutual interplay
between turbulent flow and additional advected field is quite common in nature. Well-
known model for a theoretical description of magnetohydrodynamic (MHD) is so-called
Kazantsev-Kraichnan kinematic model [17]. Its basic premise is to assume that a magnetic
vector field (later in this article referred just as a vector field) is passively advected by
turbulent velocity field with no backward influence to the velocity field (for a general
introduction to magnetohydrodynamic see, e.g., [18]). Thus, the Kazantzev-Kraichnan
model can be viewed as a simplified version to the full MHD problem, in which the Lorentz
force is neglected. There are many studies [19, 20] devoted to this problem, mainly because
it provides a mechanism for a generation of turbulent dynamo [8, 18]. The main point
of criticism on Kazantsev-Kraichnan model is an assumption of the velocity field, which
according to this model is simply given by a Gaussian random variable. More appropriate
approach would consider velocity field to be generated by some dynamical mechanism.
As a rule, in astrophysical context we are dealing with a compressible fluid rather
than incompressible [9]. Here, we therefore employ a compressible version of Navier-Stokes
equation (NS) for a generation of velocity fluctuations [21, 22] and study its effect on an
advection of magnetic field. Such (compressible) MHD models witnessed a considerable
scientific activity in recent years [23, 24, 25, 26, 27, 28, 29, 30].
This work is motivated by the previous studies [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41]
of the incompressible case. Besides advection problem of vector quantity, we consider in
this paper also a problem of passive scalar. In particular, we have in mind tracer field
advected by the aforementioned compressible version of stochastic Navier-Stokes eqaution.
The reason is that as concrete calculations shows, results for vector and tracer case share
similarities. As we will see, concrete expressions for universal quantities will be the same
up to some factor.
The investigation of such behavior as anomalous scaling requires a lot of thorough anal-
ysis to be carried out. The phenomenon manifests itself in a singular intermittent behavior
of some statistical quantities (correlation and response functions, structure functions, etc.)
in the inertial-convective range in the fully developed turbulence regime [4, 6, 7]. As has
been mentioned previously, turbulent flows are accompanied by a lack of typical scale.
This shares a somewhat formal similarity with a physics related to critical phenomena. A
very useful and computationally effective approach to the problems with many interacting
degrees of freedom on different scales is the field-theoretic renormalization group (RG) ap-
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proach which can be subsequently accompanied by the operator product expansion (OPE);
see the monographs [1, 2, 42].
It is a difficult problem to investigate both the Navier-Stokes equation for a compressible
fluid and passive advection problems by this velocity ensemble. The first relevant discussion
and analysis of passive advection emerged a few decades ago for the Kraichnan’s velocity
ensemble which modelled advection of impurity by incompressible fluid [43, 44, 45]. Further
studies developed its more realistic generalizations [32, 33, 34, 35, 36, 37, 38, 39, 40, 41,
46, 47, 48, 49, 50, 51] and, in particular, to the compressible case [52, 53, 54, 55, 56, 57,
58, 59, 60, 61, 62, 63, 64, 65, 66, 67].
As we will see, studied models of compressible fluid reveal intriguing behavior near the
specific space dimension d = 4. Usually, d plays a passive role in advection problems, but
sometimes may affect the RG procedure: consideration of compressible fluid near d = 4
is very close to analysis of incompressible fluid near special space dimension d = 2. In
this case an additional divergence appears in the 1-irreducible Green function 〈v′v′〉1-ir,
see [68, 69, 70]. This feature allows us to employ a double expansion scheme, in which
the formal expansion parameters are y, which describes the scaling behavior of a random
force, and ε = 4− d, i.e., a deviation from the space dimension d = 4.
The paper is organized as follows. First, we begin with a description of compressible
fluid dynamics in Section 2. Then, in Section 3 we proceed to a description of advection
problem of passive tracer quantity and magnetic (vector) field, respectively. In Section 4
we reformulate studied models into a field-theoretic formalism, which is subsequently an-
alyzed in Section 5. Discussion of the fixed points’ structure and related scaling regimes
is presented in Section 6. In Section 7 the renormalization of a certain composite fields is
considered and anomalous exponents are calculated. In Section 8 OPE is applied to the
various correlation functions. The concluding Section 9 is devoted to the brief discussion.
2 Navier-Stokes for compressible fluid
A quantitative parameter that describes intensity of turbulent motion is so-called
Reynolds number Re which represents a ratio between inertial and dissipative forces [4, 6,
21]. For high enough values of Re ≫ 1 inertial interval emerges in which just transfer of
kinetic energy from outer L (input) to microscopic l (dissipative) scales take place. One
of the microscopic models used for a description of fully developed turbulence in inertial
interval is based on a stochastic version of Navier-Stokes equation [1, 42]. According to it
the dynamics of a compressible fluid is governed by the following equation [21, 61]
ρ∇tvi = ν0[δik∂
2 − ∂i∂k]vk + µ0∂i∂kvk − ∂ip+ f
v
i , (1)
where the operator ∇t denotes Lagrangian convective derivative ∇t = ∂t + vk∂k, ρ =
ρ(t,x) is a fluid density field, vi = vi(t,x) is the velocity field, p = p(t,x) is the pressure
field, and f vi is the external force, ∂t = ∂/∂t is a time derivative, ∂i = ∂/∂xi is i-th
component gradient, and ∂2 = ∂i∂i is the Laplace operator. Two parameters ν0 and µ0
in Eq. (1) are two viscosity coefficients [21]. In this work we use a shorthand notation
in which summations over repeated vector indices (Einstein summation convention) are
always implied. In subsequent sections we employ RG method, in which it is necessary to
distinguish between unrenormalized (bare) and renormalized parameters. The former we
denote by a subscript “0.”
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Let us note two important remarks regarding the physical interpretation of Eq. (1).
First, velocity field vi should be regarded as a fluctuating part of the total velocity field. In
other words, it is implicitly assumed that the mean (regular) part of the velocity field has
been already subtracted [4, 6]. This point of view reflects philosophy behind the theory
of critical phenomena, where order parameter fluctuates around certain mean value as
well [1, 71]. Second, the random force f vi accounts for two underlying physical processes:
a) continuous input of energy, which is needed in order to compensate losses of energy due
to viscous terms in Eq. (1), and b) interactions between fluctuating part of the velocity
and the regular mean flow [6, 42].
To conclude the theoretical setup of velocity field, Eq. (1) has to be supplemented by
two equations: a continuity equation
∂tρ+ ∂i(ρvi) = 0 (2)
and an additional relation coming from thermodynamic considerations
δp = c20δρ. (3)
Here, δp = p − p and δρ = ρ − ρ give deviations from the equilibrium (mean) values of
pressure field p and density field ρ, a parameter c0 is the adiabatic speed of sound.
Viscous terms in Eq. (1) proportional to parameters ν0 and µ0 characterize dissipative
processes, which are predominantly relevant at small spatial scales. Without a continuous
input of energy turbulent processes necessarily fade away and the flow eventually becomes
regular. There are several possibilities for theoretical description of energy input [42, 72].
It is advantageous to define properties of the random force f vi in frequency-momentum
representation
〈f vi (t,x)f
v
j (t
′,x′) =
δ(t− t′)
(2π)d
∫
k>m
ddk Dvij(k)e
ik·(x−x′), (4)
where the delta function ensures Galilean invariance of the model [42]. The integral is in-
frared (IR) regularized with a parameter m ∼ L−1v , where Lv denotes outer scale, i.e., scale
of the largest turbulent eddies [42, 73]. Parameter d denotes dimensionality of space. In
what follows d will be considered as a continuous parameter in a dimensional regularization,
therefore we write it explicitly and do not immediately insert its realistic three-dimensional
value. The kernel function Dvij(k) reads
Dvij(k) = g10ν
3
0k
4−d−y
{
Pij(k) + αQij(k)
}
+g20ν
3
0δij. (5)
The non-local term proportional to the charge g10 is chosen in a power law form that
facilitates application of RG method. Dimensionless parameter α measures an intensity
with which energy flows into a system via longitudinal modes [16]. Scaling exponent
y measures a deviation from a logarithmic behavior achieved for y = 0. Moreover, it
is possible to obtain a perturbative expansion in formally small y [1, 73]. Stochastic
theory of turbulence is mainly interested in the limiting case y → 4 that corresponds
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to an idealized input of energy from infinite spatial scales [4, 42]. The transverse and
longitudional projection operators Pij and Qij in the momentum space read
Pij(k) = δij − kikj/k
2, Qij(k) = kikj/k
2; (6)
k = |k| is the wave number. As we will see in Section 5 the presence of local term in (5)
is imposed by the renormalizability considerations [74, 75, 76, 77]. Effectively, presence of
two charges leads to a double expansion scheme in (y, ε), where y has been introduced in
Eq. (5), and ε = 4− d, i.e., ε gives a deviation from the space dimension d = 4 [51].
3 Stochastic formulation of advection models
In this section we briefly describe differential equations that govern advection of impu-
rity fields by some velocity flow: time evolution of magnetic field in so-called Kazantsev-
Kraichnan model and dynamics of simple tracer admixture.
The inclusion of magnetic field in Kazantsev-Kraichnan model follows a simple physical
considerations called magnetohydrodynamic limit [8, 9]. We assume that the medium
is completely neutral at macroscopic scale and that free path of the particles is much
smaller than Debye length. Therefore, we may neglect the displacement current, which is
responsible for bulk motion of the ions and electrons, and describe our system in the bulk
variables of density, pressure, and mean velocity fields only. From the technical point of
view and RG principles displacement current is IR irrelevant and, therefore, we do not need
to preserve it in our model. Taking into account Faraday’s law ∂tB = −∇ ×E together
with a generalized Ohm’s law for a conducting fluid in motion J = σ(E+v×B) one gets
advection-diffusion equation ∂tB −∇ × (v × B) = κ0∇
2B. In a similar philosophy to
Sec. 2 stochastic version then takes the following form
∂tθi + ∂k(vkθi − viθk) = κ0∂
2θi + f
θ
i , (7)
where θi is a fluctuating component of total magnetic field, κ0 is the magnetic diffusion,
and we have added stochastic term f θi on the right hand side being the random component
of the curl of current and stemming from intrinsic stochasticity of the magnetic field [42].
Detailed exposition of the MHD equation can be found in the literature [8, 9, 18]. Let us
note that in stochastic approach to MHD Eq. (7) should be understood as an equation
for the fluctuating part θi = θi(t,x) of the total magnetic field Bi, i.e., Bi = B
0(ni + θi)
with B0i = B
0ni and n being a constant background field and a constant unit vector,
respectively [19, 20, 78, 79].
Random force f θi in Eq. (7) is assumed to be a Gaussian random variable with zero
mean and given covariance,
〈f θi (t,x)f
θ
j (t
′,x′)〉 = δ(t− t′)Cij(r/Lθ), r = x− x
′, (8)
where Cij(r/Lθ) is a function, whose precise functional form is unimportant. It has a
finite limit at (r/Lθ) → 0 and it rapidly decays for (r/Lθ) → ∞. Magnetic field θi is
divergence-free, which yields an equality between terms ∂k(viθk) and (θk∂k)vi.
In more realistic scenarios there should be an additional Lorentz term in Eq. (1), which
corresponds to the active advection of magnetic field. This would require presence of the
Lorentz term v ×B ∼ J ∼ (∇ ×B) ×B, which would affect dynamics of velocity field
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and the resulting model would contain two interconnected stochastic differential equations.
However, this is beyond the scope of the present paper. Moreover, it was found that in
some special cases the only IR attractive fixed point in full model corresponds to passive
(not active) advection of impurity fields [19, 20, 80].
Thus, model (7) corresponds to a model of passive advection of magnetic field, which
we later refer to as a vector model. Related problem can be considered for a case of
scalar quantity θ = θ(t,x) which represents the density of some pollutant, temperature
field, concentration, etc. There are two permissible kinds of passive scalar fields in na-
ture: the density field (density of some pollutant) and the tracer field which describes the
temperature or entropy [21]. The advection of a density field is governed by equation
∂tθ + ∂i(viθ) = κ0∂
2θ + f θ, (9)
whereas advection of a tracer field is governed by equation
∂tθ + (vi∂i)θ = κ0∂
2θ + f θ; (10)
here in both equations κ0 is the corresponding molecular diffusivity coefficient and f =
f(t,x) is again a Gaussian random variable with zero mean and given covariance,
〈f(t,x)f(t′,x′)〉 = δ(t− t′)C(r/L), r = x− x′. (11)
The function C in Eq. (11) meets same criteria as function Cij in Eq. (8). For the incom-
pressible fluid the density and tracer advection problems are identical since transversality
condition ∂ivi = 0 makes expressions ∂i(viθ) and (vi∂i)θ equal, but for the compressible
flows differences might appear [81]. The case of density advection was considered earlier
in [74, 76]; the case of tracer field is considered here together with vector model.
4 Field-theoretic formulation
The main aim of this study is to investigate the scaling behavior of various statistical
quantities (Green functions) of the theory near the special space dimension d = 4. In sta-
tistical physics we are interested in the macroscopic large-scale behavior that corresponds
to the IR range. Our main theoretical tool is the renormalization group theory, which al-
lows us to identify scaling regimes and analyse certain composite operators. An important
difference of the present study with the traditional approaches is a special role of the space
dimension d = 4.
Fortunately, despite the obvious differences between the stochastic formulations for
vector and tracer fields [compare Eqs. (7) and (10)], there exist some similarities which
allows us to perform their RG analysis at once. In order to derive renormalizable field
theory, the stochastic equation (1) has to be divided by ρ, and fluctuations in viscous
terms have to be neglected [82]. Further, by using the expressions (2) and (3) the problem
can be recast in the form of two coupled equations:
∇tvi = ν0[δik∂
2 − ∂i∂k]vk+µ0∂i∂kvk −∂iφ+fi, (12)
∇tφ = −c
2
0∂ivi. (13)
Here, a new field φ = φ(t,x) has been introduced and it is related to the density fluctuations
via the relation φ = c20 ln(ρ/ρ) [74, 82], and fi = fi(t,x) is the external force normalized
per unit mass.
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According to the general theorem [1, 3], stochastic problems summarized by Eqs. (7),
(12), (13) and Eqs. (10), (12), (13), respectively, are equivalent to the field theoretic models
with a doubled set of fields and certain De Dominicis-Janssen action functional [83, 84, 85].
In the case of Kazantsev-Kraichnan model it is given by a sum of two terms
S1 = Svel + Smag, (14)
where Svel describes a velocity part
Svel =
v′iD
v
ijv
′
j
2
+ v′i
[
−∇tvi + ν0(δij∂
2 − ∂i∂j)vj + u0ν0∂i∂jvj − ∂iφ
]
+ φ′[−∇tφ+ v0ν0∂
2φ− c20(∂ivi)] (15)
with Dvij being the correlation function (5). Note that we have introduced a new di-
mensionless parameter u0 = µ0/ν0 > 0 and a new term v0ν0φ
′∂2φ with another positive
dimensionless parameter v0, which is needed to ensure multiplicative renormalizability.
Also we employ a condensed notation, in which integrals over the spatial variable x and
the time variable t are implicitly assumed, for instance φ′∂tφ =
∫
dt
∫
ddxφ′(t,x)∂tφ(t,x).
The term Smag in the action (14) takes form
Smag =
1
2
θ′iD
θ
ijθ
′
j + θ
′
k[−∂tθk − (vi∂i)θk + (θi∂i)vk + ν0w0∂
2θk], (16)
where for convenience we have introduced new dimensionless parameter w0 via κ0 = ν0w0,
and Dθij denotes correlation function (8). On the other hand, advection of the tracer field
corresponds to the field-theoretic action
S2 = Svel + Stracer, (17)
where Svel is given by Eq. (15) and Stracer reads
Stracer =
1
2
θ′Dθθ′ + θ′[−∂tθ − (vi∂i)θ + ν0w0∂
2θ] (18)
with Dθ being the correlation function (11).
In a field-theoretic formulation various stochastic quantities (corresponding to Green
functions in quantum field theory) are calculable as functional integrals with a given weight
functional expS. Main benefits of such approach are transparency of a perturbation theory
in Feynman graphs and feasibility of the other powerful methods such as renormalization
group and operator product expansion [1, 2, 3].
It is convenient to express the propagators of the theory in momentum-frequency rep-
resentation
〈viv
′
j〉0 = 〈v
′
jvi〉
∗
0
= Pij(k)ǫ
−1
1 +Qij(k)ǫ3R
−1, 〈vjφ
′〉0 = 〈φ
′vj〉
∗
0 = −
ikj
R
, (19)
〈vivj〉0 = Pij(k)
df1
|ǫ1|2
+Qij(k)d
f
2
∣∣∣ǫ3
R
∣∣∣2 , 〈φv′j〉0 = 〈v′jφ〉∗0 = − ic20kjR , (20)
〈φφ′〉0 = 〈φ
′φ〉
∗
0 =
ǫ2
R
, 〈φφ〉0 =
c40k
2df2
|R|2
, (21)
〈viφ〉0 = 〈φvi〉
∗
0 =
ic20d
f
2ǫ3ki
|R|2
, (22)
7
Figure 1: Graphical representation of all propagators of the models given by the quadratic
part of the actions (14) and (17).
where the symbol z∗ denotes the complex conjugate of the expression z and the following
abbreviations have been used:
df1 = g10ν
3
0 k
4−d−y + g20ν
3
0 , d
f
2 = αg10ν
3
0 k
4−d−y + g20ν
3
0 , ǫ1 = −iω + ν0k
2,
ǫ2 = −iω + u0ν0k
2, ǫ3 = −iω + v0ν0k
2, R = ǫ2ǫ3 + c
2
0k
2. (23)
Graphical representation of propagators is depicted in Fig. 1. Remaining propagators for
magnetic admixture and tracer field take the following form, respectively
〈θiθ
′
j〉0 = 〈θ
′
jθi〉
∗
0 =
Pij(k)
−iω + κ0k2
, (24)
〈θθ′〉0 = 〈θ
′θ〉∗0 =
1
−iω + κ0k2
. (25)
There are two additional non-zero propagators 〈θiθj〉0 and 〈θθ〉0, but in actual calculations
they are in fact not needed [62, 63]. Therefore, we do not quote them here. All the
remaining propagators are identically zero, i.e., 〈φ′φ′〉0 = 〈v
′
iφ
′〉0 = 〈v
′
iv
′
j〉0 = 〈θ
′
iθ
′
j〉0 =
〈θ′θ′〉0 = 0. Self-explanatory graphical representations of non-linearities in studied models
together with their vertex factors are depicted in Fig. 2 and Fig. 3.
Since the theory of critical phenomena corresponds to limit k → 0, in accordance with
general theory all the terms in actional functional (and, as a consequence, in propagators)
should have the same IR behavior. From the quantity R in Eqs. (23) it follows that
c20k
2 ≃ ǫ2ǫ3. This means, that c0 is IR significant parameter and, moreover, c0 ≃ k. Thus,
c0 → 0 in IR asymptotic and considered model corresponds to large (at least not small as
mentioned in [61]) Mach numbers. The situation is typical for processes occuring in the
solar corona but not in the atmosphere of the Earth. Note, that this requirement is not
connected with calculation scheme which we use (MS scheme, see below) and which allows
us to put c0 = 0 in Feynman graphs just as a simplest way to performe calculations and give
Figure 2: Graphical representation of all interaction vertices of the model related velocity
non-linearities of the action (15). For brevity we have retained only those momentum
arguments that appear in a resulting vertex factors.
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Figure 3: Graphical representation of all interaction vertices of the model given by the
advection terms derived from action (16) and action (18), respectively.
no restriction for the model. Here, we deal with basic feature of the theory; the situation
is analogous to well-known ϕ4 model, where parameter τ = T − Tc is IR significant and
requirement τ → 0 near the critical point is in accordance with both physical meaning and
requirement of the model. This is the reason why it is impossible to compare our results
with previous works [82, 86] where corrections in small Mach numbers to the incompressible
case were calculated.
5 Renormalization group analysis
Theoretical models (14) and (17) are amenable to a standard loop expansion using well-
known Feynman diagrammatic rules [1, 2]. However, as it is often the case, ordinary per-
turbation theory is plagued by divergences and these must be properly taken care of. The
help comes from renormalization group method, which is considered here in dimensional
regularization within minimal subtraction (MS) scheme.
From a practical point of view, theory is renormalized once all 1-particle irreducible
Green functions Γ (further referred to as 1-irreducible functions) are finite [1, 2]. For dy-
namical models two independent scales have to be introduced: the time scale T and the
length scale L. Canonical dimensions of model parameters are found from the require-
ment that each term of the action functionals (14) and (17) be dimensionless quantity
with respect to both the momentum and frequency scales separately. We adopt standard
normalization conditions
dkk = −d
k
x = 1, d
ω
k = d
ω
x = 0, d
ω
ω = −d
ω
t = 1, d
k
ω = d
k
t = 0. (26)
Then, the overall (total) canonical dimension of any quantity F is described by two num-
bers, the frequency dimension dωF and the momentum dimension d
k
F , and given quantity F
therefore scales as [F ] ∼ [T ]−d
ω
F [L]−d
k
F .
Based on dkF and d
ω
F , the total canonical dimension dF = d
k
F + 2d
ω
F can be introduced,
which in the renormalization theory of dynamic models plays the same role as the conven-
tional (momentum) dimension does in static problems [1, 3]. Assuming quadratic dispersion
law ω ∼ k2 brought about a scaling relation between time and spatial scale which ensures
that all the viscosity and diffusion coefficients in the model are dimensionless.
The canonical dimensions for the velocity part of the model (15) are given in Tab. 1,
whereas parameters of the magnetic and tracer part are given in Tab. 2. From Tabs. 1
and 2 it directly follows that the coupling constants g10 ∼ [L]
−y and g20 ∼ [L]
−ε become
simultaneously dimensionless at y = ε = 0 what corresponds to the logarithmic theory.
Since we use MS scheme the ultraviolet (UV) divergences in the Green functions manifest
themselves as poles in y, ε and their linear combinations.
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Table 1: Canonical dimensions of the fields and parameters entering field-theoretic ac-
tion (15) for velocity fluctuations.
F v′i vi φ
′ φ ν0, ν c0, c g10 g20 u0, v0, u, v, g1, g2, α
dkF d+ 1 −1 d+ 2 −2 −2 −1 y 4− d 0
dωF −1 1 −2 2 1 1 0 0 0
dF d− 1 1 d− 2 2 0 1 y 4− d 0
Table 2: Canonical dimensions of the fields and parameters entering actions (16) and (18)
for advecting fields θi (magnetic field) and θ (tracer field), respectively.
F θ′i, θ
′ θi, θ κ, κ0 w0, w
dkF d 0 −2 0
dωF 1/2 −1/2 1 0
dF d+ 1 −1 0 0
The total canonical dimension of any 1-irreducible function Γ is given by the relation
δΓ = d+ 2−
∑
Φ
NΦdΦ, (27)
where NΦ is the number of the given type of field entering the function Γ, dΦ is the
corresponding total canonical dimension of field Φ, and the summation runs over all types
of the fields Φ entering the 1-irreducible function Γ, see [1].
Superficial UV divergences whose removal requires counterterms can be present only in
those functions Γ for which the formal index of divergence δΓ is a non-negative integer. A
dimensional analysis should be augmented by the several additional considerations. They
are summarized in the previous works [62, 63, 74] and we do not repeat them here. The
crucial property of studied models is Galilean invariance, whose direct consequence is
that fields v′i, vi, θi and θ are not renormalized. Thus, models under considerations with
the actions (14) and (17) are renormalizable and the only graphs that are divergent and
needed to be considered are two-point Green functions. For a velocity part (15), the
following graphs should be analyzed:
. (28)
For an advected part (vector or tracer field with appropriate changes in propagators and
vertices) we have one additional graph:
. (29)
Remaining graphs are either UV finite or the Galilean invariance prohibits their appearance.
The calculation of the divergent parts of Feynman graphs proceeds in a straightforward
fashion and details can be found in [62, 63, 74].
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Although, the intermediate steps involved in calculation of the graph presented in (29)
differs for vector and tracer cases, the resulting divergent part of the graph is the same
and reads
D =
Sd
2d
p2ν
{
1− d
1 + w
[
g1
y
(
µ
m
)y
+
g2
ε
(
µ
m
)ε]
−
u− w
u(u+ w)
[
αg1
y
(
µ
m
)y
+
g2
ε
(
µ
m
)ε]}
, (30)
where Sd = Sd/(2π)
d with Sd = 2π
d/2/Γ(d/2) being the surface area of the unit sphere in
the d-dimensional space; Γ(x) is Euler’s Gamma function. Parameter µ is a renormalization
mass employed in minimal subtraction scheme [1, 3]. For vector admixture expression (30)
should be multiplied by a projection operator Pij(p) due to a vector nature of magnetic
field θi.
From the result (30) we easily derive renormalization constant Zκ for the parameter κ
related to the advected fields [see Eq. (16)] and the anomalous dimension γκ:
Zκ = 1−
g1
2dwy
[
d− 1
1 + w
+
α(u− w)
u(u+ w)2
]
−
g2
2dwε
[
d− 1
1 + w
+
(u− w)
u(u+ w)2
]
, (31)
γκ =
g1
2dw
[
d− 1
1 + w
+
α(u− w)
u(u+ w)2
]
+
g2
2dw
[
d− 1
1 + w
+
(u− w)
u(u+ w)2
]
. (32)
6 Scaling regimes
Underlying idea of RG approach [1, 2, 3] is embodied in a relation between the initial and
renormalized action functionals S(Φ, e0) = SR(ZΦΦ, e, µ), where e0 denotes the complete
set of bare parameters, e is the set of their renormalized counterparts, and Φ stands for
a complete set of fields {ϕ} and their response counterparts {ϕ′}. This relation can be
converted into a differential form{
DRG +Nϕγϕ +Nϕ′γϕ′
}
GR(e, µ, . . . ) = 0, (33)
where G = 〈Φ · · ·Φ〉 is an arbitrary Green function of the theory; Nϕ and Nϕ′ are the
numbers of entering fields ϕ and ϕ′ in G, the ellipsis commonly denotes remaining argu-
ments of G (such as spatial and time variables), DRG is the operation D˜µ expressed in the
renormalized variables, and D˜µ is the differential operation µ∂µ at fixed bare parameters
e0. For the present model it takes the form
DRG = Dµ +
∑
βg∂g − γνDν − γcDc, (34)
where the sum runs over the set of all charges {g1, g2, u, v, w}, ν and c are viscosity and
adiabatic speed of sound, respectively, and differential operator Dx = x∂x has been intro-
duced. The γ and β-functions are defined as γF = D˜µ lnZF and βg = D˜µg. The latter ones
can be expressed in terms of anomalous dimensions:
βg1 = g1 (−y − γg1), βg2 = g2 (−ε − γg2), βu = −uγu, βv = −vγv, βw = w(γν − γκ). (35)
The last expression follows from the introduced definition of the charge w in Eq. (16).
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Macroscopic scaling regimes are naturally identified with the IR attractive (“stable”)
fixed points g∗ ≡ {g∗1, g
∗
2, u
∗, v∗, w∗}, whose coordinates are found from the conditions [1, 3]
βg1(g
∗) = βg2(g
∗) = βu(g
∗) = βv(g
∗) = βw(g
∗) = 0. (36)
This statement is a direct consequence of the invariant couplings behavior. Let us consider
a set of invariant couplings gi = gi(s, g) with the initial data gi|s=1 = gi, where s = k/µ.
IR (macroscopic) asymptotic behavior is obtained in the limit s → 0. An evolution of
invariant couplings satisfies flow equations Dsgi = βi(gj), and in a limit s → 0 it can be
approximated as gi(s, g
∗) ∼= g∗ + const × sωi. A set {ωi} contains all eigenvalues of the
matrix
Ωij = ∂βi/∂gj |g=g∗ . (37)
The existence of IR attractive solutions of the RG equations corresponds to such fixed
points for which the matrix (37) is positive definite. These fixed points are then natural
candidates for macroscopically observable scaling regimes.
In the double expansion approach we have used, the character of the IR behavior
depends on the mutual relation between y and ε. In work [74] the velocity part of the
system (35), which don’t include βw, was thoroughly analyzed. The net result of the
analysis is a prediction of three IR attractive fixed points. The fixed point FPI (the trivial
or Gaussian point) is stable if y, ε < 0 and has the coordinates
g∗1 = 0, g
∗
2 = 0, both u
∗ and v∗ are arbitrary. (38)
The fixed point FPII, which is stable if ε > 0 and y < 3ε/2, has the coordinates
g∗1 = 0, g
∗
2 =
8ε
3
, u∗ = v∗ = 1. (39)
The fixed point FPIII, which is stable if y > 0 and y > 3ε/2, has the coordinates
g∗1 =
16y(2y − 3ε)
9[y(2 + α)− 3ε]
, g∗2 =
16αy2
9[y(2 + α)− 3ε]
, u∗ = v∗ = 1. (40)
The crossover between the two nontrivial points (39) and (40) takes place across the line
y = 3ε/2, which is in accordance with results of [53].
Substituting obtained values of u∗ and v∗ together with d = 4 we obtain for the charge
w the following beta function
βw =
w − 1
16w(1 + w)2
[
g1(6 + 2α+ 9w + 3w
2) + g2(3w
2 + 9w + 8)
]
. (41)
Note that this result agrees with previous works for the passive scalar case [74] and vector
case [87] as well. The expression in the square brackets in Eq. (41) is always positive
for physically permissible values g1 > 0, g2 > 0, w > 0 and α > 0. Therefore, only one
nontrivial solution for the fixed point w∗ = 1 exists. It is straightforward to prove that
∂wβw > 0 for nontrivial fixed points FPII and FPIII, which ensures IR stability with
respect to w charge. Once scaling regimes are found, the critical dimensions for various
quantities F can be calculated via the relation
∆[F ] = dkF +∆ωd
ω
F + γ
∗
F , (42)
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where dωF is the canonical frequency dimension, d
k
F is the momentum dimension, γ
∗
F is
the anomalous dimension at the fixed point (FPII or FPIII), and ∆ω = 2 − γ
∗
ν is the
critical dimension of frequency. Using Eq. (42) the critical dimensions of advected fields
are obtained for the fixed points FPII and FPIII:
∆θi = −1 + ε/4, ∆θ′i = d+ 1− ε/4 for FPII, (43)
∆θi = −1 + y/6, ∆θ′i = d+ 1− y/6 for FPIII. (44)
7 Composite Fields
From experimental point of view much more relevant than critical dimensions are quan-
tities known as correlation and structure functions. In field-theoretic framework they are
usually represented by certain composite operators. A local composite operator is a mono-
mial or polynomial constructed from the primary fields and their finite-order derivatives at
a single space-time point. In the Green functions with such objects, new UV divergences
arise due to the coincidence of the field arguments. Their removal requires an additional
renormalization procedure [1, 3].
It is not common to consider in one paper both tracer and vector admixtures. The
reason is that the expressions for tracer case are completely analogous to the vector ones
in the part connected with composite fields θ and can be easily obtained by considering
operator ∂iθ instead of θi in all formulas quoted below (note, that propagators (24), (25)
and vertices depicted in Fig. 3 still differs for tracer and vector cases). This is a consequence
of the fact that instead of density case for tracer admixture the operators θn are UV finite
and, therefore, we should consider operators ∂iθ which contain derivatives. This is why both
density and tracer are scalar fields, but yield different expressions. Moreover, consideration
of tracer field is much more closer to the vector case rather to the density one.
For brevity, hereinafter we write all expressions related to operators θi or ∂iθ (for vector
or tracer cases, respectively) below only for the vector case and use notation θi for vector
field. In the case of vector admixture we should focus on the irreducible tensor operators
of the form
F
(n,l)
i1...il
= θi1 · · · θil (θjθj)
s + . . . , (45)
where l is the number of the free vector indices (the rank of the tensor) and n = l + 2s
is the total number of the fields θi entering the operator. The ellipsis stands for the
subtractions with the Kronecker’s delta symbols that make the operator irreducible (so
that a contraction with respect to any pair of the free tensor indices vanish). For instance,
F
(2,2)
ij = θiθj −
δij
d
(θkθk). (46)
For a theoretical analysis, it is convenient to contract the tensors (45) with an arbitrary
constant vector λ= {λi}. The resulting scalar operator then takes the form
F nl = (λiwi)
l(wiwi)
s + . . . , wi ≡ θi, (47)
where the subtractions, denoted by the ellipsis, necessarily contain factors of λ2 = λiλi.
In order to calculate the critical dimension of an operator, we have to renormalize it.
The operators (45) can be treated as multiplicatively renormalizable, F nl = ZnlF
nl
R , with
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certain renormalization constants Z(n,l) [62, 63]. The counterterm to F
nl must have the
same rank as the operator itself. It means that the terms containing λ2 should be excluded
since the contracted fields wiwi, which naturally appear in such terms, reduce the number
of free indices. The renormalization constants Znl are determined by the finiteness of the
1-irreducible Green function Γnl(x; θ), where x = (t,x) is a functional argument of the
operator θ. In the one-loop approximation we have a diagrammatic equation
Γnl(x; θ) = F
nl +
1
2
, (48)
where numerical factor 1/2 is a symmetry factor of the graph. The thick dot in the top of
the graph represents the operator vertex, which up to irrelevant terms can be presented in
the form
V (x; x1, x2) =
∂2F nl
∂wi∂wj
δ(x− x1) δ(x− x2). (49)
The differentiation yields
∂2F nl/∂wi∂wj = 2s(w
2)s−2(λw)l
[
δijw
2 + 2(s− 1)wiwj
]
+ l(l − 1)(w2)s
× (λw)l−2λiλj + 2ls(w
2)s−1(λw)l−1(wiλj + wjλi), (50)
where w2 = wkwk, (λw) = λkwk and substitution wi → θi is assumed. Two more factors
wpwr are attached to the bottom of the graph due to the derivatives stemming from the
vertices θ′i(vk∂k)θi.
The UV divergence is logarithmic and one can set all the external frequencies and
momenta equal to zero. Since propagators (24), (25) and vertices depicted in Fig. 3 are
different for vector and tracer cases, the core of the graph also differs for these two cases.
For tracer field it reads
D̂prij =
∫
dω
2π
∫
k>m
ddk
(2π)d
kikj D
v
pr(ω,k)
1
ω2 + w2ν2k4
. (51)
Here, the first factor comes from the derivatives in (50), Dvpr is the velocity correlation
function [see Eq. (5)], and the last factor comes from the two propagators 〈θ′iθj〉0. The
indices i and j should be later contracted with expression (50), the indices p and r with
external fields wp and wr denoted by “legs” of the graph.
For vector field the core of the graph takes the form
D˜xyij =
∫
dω
2π
∫
k>m
ddk
(2π)d
Pai(k)Pbj(k)D
v
pr(ω,k)
1
ω2 + w2ν2k4
Vapx(k)Vbry(k), (52)
where Pai(k) and Pbj(k) follows from propagators (25), Vapx(k) and Vbry(k) are two vector
vertices (see Fig. 3), and Dvpr is the velocity correlation function. For brevity we do not
draw here picture for the graph with explicitly written vector indices, but they may be
easily restored from the above written expression.
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After the integration, combining all the factors, contracting the tensor indices and
expressing the result in terms of n = l + 2s and l, one obtains
= −
Fnl
2wd(d+ 2)
[
Q1
(1 + w)
(
g1
y
+
g2
ε
)
+
Q2
u(u+ w)
(
αg1
y
+
g2
ε
)]
, (53)
where
Q1 = −n(n + d)(d− 1) + l(d+ 1)(d+ l − 2),
Q2 = −n(3n + d− 4) + l(d+ l − 2) (54)
for tracer case and
Q1 = −n(n + d)(d− 1) + l(d+ 1)(d+ l − 2),
Q2 = −n(n + nd− d)(d− 1) + l(d+ l − 2) (55)
for vector case1. Finally, expression (48) reads
Γnl(x; θ) = F
nl(x)
{
1−
1
4wd(d+ 2)
[
Q1
(1 + w)
(
g1
y
+
g2
ε
)
+
Q2
u(u+ w)
(
αg1
y
+
g2
ε
)]}
. (56)
The renormalization constants Znl calculated in the MS scheme thus take the form
Znl = 1−
1
4dw(d+ 2)
[
Q1
1 + w
(
g1
y
+
g2
ε
)
+
Q2
u(u+ w)
(
αg1
y
+
g2
ε
)]
(57)
and for the corresponding anomalous dimensions we get
γnl =
1
4dw(d+ 2)
{
Q1
1 + w
(g1 + g2) +
Q2
u(u+ w)
(αg1 + g2)
}
. (58)
Now in order to evaluate the critical dimensions of the operators Fnl one needs to
substitute the coordinates of the fixed points into the expression (58) and then use the
relation (42). For the fixed point FPII the critical dimension is
∆nl =
n
4
ε+
Q1 +Q2
72
ε; (59)
for the fixed point FPIII it is
∆nl =
n
6
y +
y
12
Q1(αy + 2y − 3ε) + 3αQ2(y − ε)
9[y(2 + α)− 3ε]
. (60)
Both expressions (59) and (60) might be affected by higher order corrections in y and
ε. Inspection of expressions (59) and (60) reveals that increasing value of n leads to a
infinite set of operators with negative critical dimensions. Their spectra are unbounded
from below, see Appendix A in [63].
1 Note that in previous study [63] there are misprints in expressions (5.18) for quantities Q1 and Q2.
Right expressions are Eq. (55) written above and Eq. (5.7) in [87].
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The latter result for FPIII is in accordance with previously known results [62, 63] for
the analysis near three-dimensional space d = 3:
∆nl =
ny
6
+
y(Q1 + αQ2)
6(d− 1)(d+ 2)
, (61)
where Q1 and Q2 coincide with those given in Eqs. (54) and (55) for tracer and vector
cases, respectively. Expression (61) at d = 4 reads
∆nl
∣∣∣∣
d=4
=
ny
6
+
y(Q1 + αQ2)
108
. (62)
Expanding the expression (60) in y at fixed value ε = 1 (which corresponds to d = 3) yields
∆nl =
ny
6
+
y(Q1 + αQ2)
108
+O(y2). (63)
From the expressions (62) and (63) it follows that the expression (60), obtained as a result
of the double y and ε expansion near d = 4, may be considered as a certain partial infinite
resummation of the ordinary y expansion. This resummation significantly improves the
situation at large α: now we do not have the pathology when the critical dimensions ∆nl
are linear in α and, therefore, grow with α without a bound.
8 Operator Product Expansion
Our main interest are pair correlation functions constructed from the composite op-
erators, whose unrenormalized counterparts have been defined in Eq. (45). For Galilean
invariant equal-time functions we can write the representation
〈Fmi(t,x)F nj(t,x′)〉 ≃ µdF νd
ω
F (µr)−∆mi−∆njζmi;nj(mr, c(r)), (64)
where r = |x− x′| and c(r) is effective speed of sound. Its limiting behavior is
c(r) = c
(µr)∆c
µν
→
{
c(0) for non-local regime FPIII;
c(∞) for local regime FPII,
(65)
see [74].
Expression (64) is valid in the asymptotic limit µr ≫ 1. Further, the inertial-convective
range corresponds to the additional restriction mr ≪ 1. The behavior of the functions ζ
at mr → 0 can be studied by means of the OPE technique [1, 3]. The basic idea of this
method is to represent a product of two operators at two close points x and x′ with a
condition x− x′ → 0 in the form
Fmi(t,x)F nj(t,x′) ≃
∑
F
CF (mr)F
(
t,
x+ x′
2
)
, (66)
where functions CF are regular in their arguments and a given sum runs over all permissible
local composite operators F allowed by RG and symmetry considerations. Taken into
account (64) and (66) in the limit mr → 0 we arrive at the relation
ζ(mr) ≃
∑
F
AF (mr)(mr)
∆F . (67)
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Singularities for mr → 0 (and thus the anomalous scaling) result from the contributions
in (67) of the operators with negative critical dimensions, see Eqs. (59) and (60).
Considering OPE for the correlation functions 〈F (p,0)F (k,0)〉 constructed from scalar
operators of the type (45), one can observe that the leading contribution to the expansion
is determined by the operator F (n,0) with n = p + k from the same family. Therefore, in
the inertial range these correlation functions acquire the form
〈F (p,0)(t,x)F (k,0)(t,x′)〉 ∼ r−∆p0−∆k0+∆n0 . (68)
The inequality ∆n0 < ∆p0+∆k0, which follows from both explicit one-loop expressions (59)
and (60), indicates, that the operators F (n,0) demonstrate a multifractal behavior for both
regimes FPII and FPIII; see [88, 89].
A direct substitution of d = 4 leads to the following prediction for a critical dimensions
∆nl = n∆θ + γ
∗
nl =
{
−n + nε
4
+ (Q1+Q2)ε
4
for FPII,
−n + ny
6
+ Q1y
108
+ Q2αy(y−ε)
36[y(2+α)−3ε]
for FPIII,
(69)
where we have
Q1|d=4 = −3n(n + 4) + 5l(l + 2), Q2|d=4 = −3n
2 + l(l + 2) (70)
for tracer case and
Q1|d=4 = −3n(n + 4) + 5l(l + 2), Q2|d=4 = −3n(5n− 4) + l(l + 2) (71)
for vector case. From Eq. (69) and Eqs. (70), (71) it follows that for fixed n a kind of an
hierarchy present with respect to the index l, which measures the “degree of anisotropy:”
∂∆nl
∂l
> 0. (72)
In other words, the higher l the less important contribution. The most relevant is given
by the isotropic shell with l = 0. This is in accordance with previous studies [62, 63, 87]
and hypothesis about restoration of isotropy and symmetries of turbulent motion in the
statistical sence in the depth of inertial interval [90].
9 Conclusion
In the present paper the advection problem of the vector and tracer field by the Navier-
Stokes velocity ensemble have been examined. The fluid was assumed to be compressible
and the space dimension was close to d = 4. This specific case allows us to take into
consideration one more divergent function, namely 〈v′v′〉1-ir, and construct the double
expansion in y and ε = 4 − d. This leads to richer results in comparison with naive
consideration of the system near physical dimension d = 3.
Using renormalization group technique two nontrivial IR stable fixed points were iden-
tified and, therefore, the critical behavior in the inertial range demonstrates two different
nontrivial regimes depending on the relation between the exponents y and ε. The ex-
pressions for the critical exponents of the advected fields θ were obtained in the leading
one-loop approximation.
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In order to find the anomalous exponents of the structure functions, the composite
fields (45) were renormalized. The critical dimensions of them were evaluated. Moreover,
operator product expansion allowed us to derive the explicit expressions for the critical
dimensions of the structure functions.
The existence of the anomalous scaling (singular power-like dependence on the integral
scale L) in the inertial-convective range was established for both possible scaling regimes.
From the leading order (one-loop) calculations it follows that the main contribution into the
OPE is given by the isotropic term corresponding to l = 0, where l is the rank of the tensor
and serves as a degree of the anisotropy; all other terms with l ≥ 2 provide only corrections.
These facts give a quantitative illustration of the general concept that the symmetries of
the Navier-Stokes equation, broken spontaneously and by initial or boundary conditions,
are restored in the statistical sense for the fully developed turbulence [4, 5, 6]. Another very
interesting result is that correlations of the advected fields exhibit multifractal behavior.
The results of this study are especially significant at large values of α (purely potential
random force). In contrast to analysis near d = 3, in the present case the anomalous
dimensions of the composite operators (59) and (60) do not grow with α without a bound.
This is a consequence of eliminating the poles in ε near d = 4, which leads to a significant
improvement of calculated expressions for critical dimensions near physical value d = 3.
Expression (60) obtained in this study may be considered as an example of infinite re-
summation of ordinary y expansion. It works well at large α being not expanded in y,
and the first term of this expansion coincides with the answer presented earlier in [63]; see
expressions (62) – (63).
Regarding future tasks, it would be interesting to go beyond the one-loop approximation
and to analyze the behavior more accurately. Another very important issue to be further
investigated is to have a closer look at the both scalar and vector active fields, i.e., to
consider a back influence of the advected fields to the turbulent environment flow.
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