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The study and manipulation of low dipole moment quantum states has been historically difficult due to their
inaccessibility by conventional spectroscopic techniques. Controlling the spin in such states requires unfeasibly
strong magnetic fields to overcome the typical decoherence rates. However, the advent of terahertz technology
and its application to magnetic pulses opens up a new scenario. In this article, we employ an electron-hole pair
model to demonstrate that it is possible to control the precession of the spins and to modify the transition rates
to different spin states. Enhancing transitions from a bright state to a dark state with different spin means that
the latter can be revealed by ordinary spectroscopy. We propose a modification of the standard two-dimensional
spectroscopic scheme in which a three laser pulse sequence is encased in a circularly polarised magnetic pulse,
whose role is to induce ultrafast coherent transitions between a bright and a dark spin state making the latter
susceptible to spectroscopic investigation.
INTRODUCTION
Due to their slow decoherence rates dark states often play
a fundamental role in a wide variety of fields touching the
quantum realm. Ranging from quantum optics to solid state
physics, dark states are essential for understanding phenom-
ena of energy and charge transport at the quantum level.
In quantum information, dark states create decoherence-
free subspaces, supporting long-lived quantum coherence [1].
Dark charge transfer states support efficient charge transport
and charge separation in natural and artificial light harvest-
ing complexes [2–4]. Efficient transport within quantum wells
and two-dimensional materials or optical control in solid-state
and semiconductor systems are all critically dependent on dif-
ferent manifestations of dark states [5–7]. Moreover, sev-
eral new physical effects such as electromagnetically induced
transparency, subrecoil laser cooling or ultracold molecules
owe their discovery to the role played by dark states [8–10].
As the degree of control on the dynamics of quantum sys-
tems increases, it becomes necessary to fully comprehend the
influence exerted by all the degrees of freedom that interact
with the system. Mastering dark states holds the potential to
all-optical control of quantum systems, which, combined with
the possibility of spintronics, opened up by the capability of
addressing single spins with magnetic pulses. This line of re-
search offers intriguing possibilities in quantum technological
applications, such as quantum computing or sensing.
Detection of dark states remains challenging; one option is
to utilise laser light with sufficiently high intensity to couple
beyond the dipole order, thereby enabling forbidden transi-
tions. However, such a method is typically not possible in
most applications, systems and materials, as the employed
light intensities have to be small enough to prevent bleaching
or destruction of the sample. Another possibility is to employ
indirect detection techniques such as the dark state’s low fluo-
rescence yields [11, 12], or more conventionally by employing
modified or engineered samples that either displace or do not
contain the supposed dark state (which allows its detection
by comparison of spectra [3, 13, 14]). Time resolved Two-
Dimensional Electronic Spectroscopy (2DES) has emerged as
the most comprehensive technique for the study of dynamics,
due to its versatility and by its main characteristic of resolv-
ing a non-linear signal in excitation and emission frequencies
[15]. In this article, we will propose a modification of 2DES
that allows one to directly detect and measure spin-dependent
dark states.
Despite its success, 2DES alone still relies on the strength
of transition dipole moments in the investigated samples and
is therefore ill-suited for the study of dark states by their ab-
sorption or fluorescence properties. 2DES can go beyond the
scope of linear methods, however, by detecting excited state
absorption (ESA) signatures of dark states. Depending on the
properties of the sample, this signature may be nonetheless
shifted out of the detection range of the experiment [16], or be
buried under stronger ESA-signals. Generally, ESA-features
may be broad, featureless, convoluted, and therefore hard to
analyse [17, 18]. We argue that, apart from the linear spectro-
scopic signal and ESA-signatures, there are other properties
of quantum states that can be exploited to make dark states
responsive to spectroscopic probing.
It was recently demonstrated that a static magnetic field can
manipulate charge transfer states, owing to the non-trivial spin
and small Coulomb binding properties [2]. Moreover, these
states can be inferred through the behaviour of the resultant
photocurrent when affected by magnetic fields of varying in-
tensity [19]. In particular, it was shown that a magnetic field
can be used to induce coherent transitions from a bright singlet
charge transfer state to a dark triplet charge transfer state. This
result suggests that the same principle could be applied to any
such dark state that is spin-connected to a bright state. How-
ever, for most applications and even for the highest magnetic
fields, the time-scales in which static magnetic fields are able
to modify the evolution of spin-states is nanoseconds at most,
far from the 2DES femtosecond scale. The latter is nonethe-
less necessary to detect quantum states before decoherence
dominates. The solution we propose in this article is employ-
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Figure 1. Schematic representation of the proposed magnetic field
enhanced two-dimensional spectroscopic experiment. In (a) the three
laser pulse sequence is shown. The first pulse excites a bright state
in the system, which evolves freely for a variable time τ (coherence
time), during which the magnetic pulse (which acts all through the
laser pulses sequence) induces coherent transitions from the excited
bright state to a dark state. The second pulse stabilises the population
in the dark state while the third produces a rephasing signal. (b)
displays the fully non-collinear phase matching geometry of the laser
pulses which in our design are immersed in a magnetic pulse (violet
filled curve).
ing a terahertz magnetic pulse to modify the dynamics of spin
precession, consequently achieving at the same time a redis-
tribution of dipolar moment that has the potential to turn dark
states bright. By combining such a magnetic pulses with a
conventional 2DES scheme (see Fig. 1), we demonstrate that
it is possible to study the properties of dark states exhaustively,
due to the spectral resolution offered by 2DES.
2DES WITH A MAGNETIC PULSE
The development of the theory of nonlinear spectroscopy
[20], together with the progress of ultrafast laser technologies
and multidimensional spectroscopic methods [21] represented
a decisive step forward in the study of dynamics in condensed-
matter quantum systems. The result was a deeper understand-
ing of processes such as light absorption, energy transport,
and quantum dynamics in open systems. 2DES represents a
recent highlight in this development [15, 22–30].
2DES is a powerful technique to study nuclear and elec-
tronic correlations between different transitions or initial and
final states. It utilises three ultrashort, spectrally broad laser
pulses separated by controlled time delays (see Fig. 1(a)). The
Fourier transform of the system response with respect to the
coherence time t1 (time between the first and second pulses)
and with respect to the rephasing time t3 (time between the
third pulse and the signal) yields a 2D spectrum in the fre-
quency domain which correlates absorption and emission fre-
quencies at each population time t2 (time between the second
and third pulses). To increase the number of coherent superpo-
sitions between quantum states, broad-band excitation lasers
are used. Each specific feature in the 2D spectrum will then
correspond with one superposition between quantum states
and will provide real-time information about the both popu-
lation and coherence dynamics in the system.
The theoretical simulation of the 2DES requires calculating
the third-order, non-linear response function for the polarisa-
tion of the system in an electric field, which is expressed as
P(3)(r, t) =
∫
dt3
∫
dt2
∫
dt1S (3)(t3, t2, t1)
E3(r, t − t3)E2(r, t − t3 − t2)E1(r, t − t3 − t2 − t1),
(1)
where E j are the pulse electric fields at different time delays.
S (3)(t3, t2, t1) describes the third order non-linear response of
the material and relates the driving fields at t1, t2 and t3 to the
induced nonlinear polarization at time t. The response func-
tion contains information about the relevant quantum states
of the sample, all possible optical transitions between them at
time t1, t2 and t3 and their evolution when they are not inter-
acting with the fields. S (3)(t3, t2, t1) is only defined for positive
times and reads
S (3)(t3, t2, t1) =(
− i
~
)n
< µ(t3 + t2 + t1)[µ(t2 + t1), µ(t1)[µ(0), ρ(−∞)]] >,
(2)
where µ(t) represents the dipole-dipole interaction at time
t. The simulations are then performed writing the oper-
ator in the Heisenberg representation by replacing µ(t) by
exp(H(t)ti)µ(0)exp(−H(t)ti). For time-independent Hamilto-
nians, the computational effort is greatly reduced by comput-
ing the time evolution due to the final laser pulse and cor-
relating it with all the possible time orderings of the initial
pulses; calculation of all possible time orderings one by one
can therefore be avoided.
In this article, we introduce a magnetic pulse that is act-
ing on the sample through the duration of the laser pulses se-
quence (see Fig. 1); consequently, the Hamiltonian now de-
pends explicitly on time. To optimise the time needed to per-
form the numerical simulations including the magnetic pulse,
we are going to calculate Eq. (2) using a methodology that
requires acting with the dipole-dipole operator in both the left
”bra” and right ”ket” of the density matrix of the system. In
order to reduce the simulation time, the magnetic field will no
longer be a unique pulse that oscillates during the whole du-
ration of the laser pulse sequence; instead, the magnetic pulse
is going to change its phase, at discrete time intervals, every
time a laser pulse is applied in the simulation. This means
the oscillating component of the laser pulse will have a non-
physical random phase added in the simulations. These non-
physical phases will not affect the accuracy of the simulation
procedure; this approximation is justified because the relevant
operation to recover the properties of the system is the action
of the magnetic field throughout the population time.
3MODEL
To illustrate the mechanism of the magnetic field enhanced
2DES, we use a minimal model containing a spin one sin-
glet electron-hole (e-h) pair whose dipole moment is low but
not zero, and its counterpart triplet state, which is completely
dark. We choose the e-h pair to have low Coulomb binding,
representing states which are known as charge transfer, po-
laron, or simply exciton states. Our choice is based on the
importance that these states have in a wide variety of systems
ranging from quasi 2D quantum wells to natural and artifi-
cial light conducting and harvesting systems [5, 6, 31–34].
Low Coulomb binding bright states are expected to have low
dipole moments. Moreover, owing to the loose nature of the
e-h Coulomb binding in charge transfer states, they will be
less sensitive to strong magnetic fields. States with just one
electron are easier to manipulate with a magnetic field; com-
posite states with stronger binding will typically have a higher
dipole moment and will provide a clearer optical signal.
The absence in our model of a singlet exciton state, which
is usually present together with charge transfer states, imposes
yet more restrictive limits to the dipole moment of the singlet
charge transfer state. The formation of tightly bound exci-
ton states occurs faster than the formation of charge transfer
states, and their decay to the latter can be seen as an effec-
tive dipole moment redistribution in which the singlet charge
transfer state shares the exciton light absorption, enlarging the
fluorescence yield of all the states involved.
The electronic level diagram we employ in our model is
depicted in Fig. 2. In principle, singlet and triplet charge
transfer states are energetically separated only in the ultra-
short regime, becoming degenerate in the µs timescale. As
decoherence times impose a limit of few picoseconds at most
for a 2DES experiment involving charge transfer states [28],
we will consider singlet and triplet as energetically separated
throughout this article, even though their degeneracy would
not change the results we present. Contrary to what happens
in the presence of a static magnetic field, a magnetic pulse is
able to transfer population from the singlet to the triplet, even
in the degenerate case.
As shown in Fig. 2, the only mechanism of inter-system
crossing (i.e. singlet-triplet transitions) in the model is the ex-
ternal magnetic pulse, whose dynamics are explained in detail
in the next section. Any other source of inter-system crossing
is disregarded, considering the ultrafast time-scale relevant for
2DES. Spontaneous spin changes are strictly forbidden in the
absence of interaction.
In addition to possible coherent singlet-triplet transitions,
charge transfer states are subject to the action of an environ-
ment composed of electronic and vibrational degrees of free-
dom interacting with each one of the states shown in Fig. 2.
This environment causes decoherence and dephasing of the
quantum states. To model the action of the environment, we
employ the well known Lindblad formalism described by the
equation
L =
∑
α
γα
[
σαρ(t)σ†α −
1
2
{
σ†ασα, ρ(t)
}]
. (3)
Figure 2. Model system employed to demonstrate how a magnetic
pulse turns dark states bright in a 2DES experimental scheme. In the
model, a singlet (charge transfer) state with low dipole moment is ex-
cited through laser light. The three components of the corresponding
triplet CT state (degenerate in absence of a magnetic field) are com-
pletely dark with respect to the electronic ground state as spin transi-
tions are prohibited upon excitation. An appropriately tuned external
magnetic pulse, B(t), is able to induce spin flips on the individual
components of an e-h pair by modifying the precession frequency of
the spins. Consequently, a magnetic pulse is used to transfer popula-
tion from the singlet state to the spin zero triplet state. Subsequently,
according to Eqs. (5) the magnetic pulse may transfer population to
and among the spin ± one states.
Each of the operators in Eq. (3) describes a different incoher-
ent process happening at a particular rate γ that characterises
the environment. In our model, we will consider these as rates
empirically defined numbers. Notice that in the proposed ex-
perimental scheme, rates in the femtosecond can be inferred
from the experimental data. Thus, no a priori knowledge is
necessary.
TERAHERTZ INTER-SYSTEM CROSSING
Nowadays, controlling spins with an external magnetic field
is technically achievable [35–37]. Terahertz magnetic field
pulses have become only recently available [38, 39], offering
the possibility of accessing ultrafast magnetisation dynam-
ics on the femtosecond time-scale [40–46]. Moreover, (and
contrary to what happens with laser spin manipulation meth-
ods) magnetic pulses overcome the problem of undesired elec-
tronic excitations and potentially destructive thermal effects
[47]. They thus represent a non-invasive technique to address
individual spins.
To produce spin flips –as it is needed for inter-system
crossing– the coupling induced by the magnetic field has to
be strong enough to ensure that the precession of the spins
is faster than the relaxation time of the states. However, the
typical coupling of an electron (hole) to a magnetic field is
mediated by the Bohr magneton and the Lande´ factor. The
small value of these two factors in typical e-h pairs has to be
compensated with a magnetic field of at least kiloteslas in or-
der to produce the sub-picosecond inter-system crossing nec-
essary for having an effect on the 2D spectra [2]. Such mag-
netic fields are beyond any experimental instrument available
4nowadays, and would be likely to disrupt the sample. To cir-
cumvent the limitation, we propose employing terahertz mag-
netic pulses, whose interaction with the spin components is
strong enough to produce the necessary spin flips [48–51]. As
we demonstrate in this article, the key factor which allows to
reduce the magnitude of the fields employed, is not the inter-
action strength, but rather the frequency with which the mag-
netic pulse oscillates. Note that we will still be working in the
strong coupling regime, as the amplitude of the fields must
still be big enough for a sufficient coupling. As such, typical
fields are around one Tesla.
The interaction of a spin in an external oscillating magnetic
field is governed by the equation S˙ = B × S , which provides
the Hamiltonian that describes the dynamics of a spin pair
[52]. Choosing the magnetic field to have components both
in the z and x directions (B = Bzz + Bxx), the Hamiltonian for
a charge transfer motion reads
H = BeS ze + BhS
z
h + 2Bx(S
x
e + S
x
h), (4)
where each component Be,h references the total magnetic field
acting on either the electron or the hole. Be,h includes any
source of magnetic interaction, i.e. the external magnetic
pulse and the hyperfine component felt by the spin. However,
for the purposes of this article, the external magnetic field is
always going to be much stronger than any local hyperfine
magnetic field; hence, the hyperfine contribution can be safely
disregarded from the calculations and we will not consider it
further. Be,h(Bx) in Eq. (4) already includes the coupling of
the magnetic field with the spin in the form giµB/2, with g be-
ing the Lande´ factor and µB the Bohr magneton constant. The
Lande´ factor is specific for either the electron or the hole.
The equations of motion are better understood in the
singlet-triplet basis spanned by the total spin of the charge
transfer state. The dynamics will describe the motion in terms
of four functions for S(t), T−(t), T0(t) and T+(t), which repre-
sent the four possible spin one states of an e-h pair. This base
is a logical choice as excitation by an incoming photon occurs
directly in such states (we assume the impulsive limit in which
the laser pulses is much faster than any other timescale in the
dynamics). The time evolution for such states is calculated
employing the Heisenberg equation with the Hamiltonian Eq.
(4), transformed to the exciton basis
dS
dt
= −iΓS − iδ0T0,
dT0
dt
= −iδ0S − i
√
2B(T+ + T−),
dT+
dt
= −iB¯T+ − i
√
2BT0,
dT−
dt
= iB¯T− − i
√
2BT0.
(5)
In principle, the equation of motion for the singlet state S (t)
in Eq. (5) includes a relaxation term γS (t) that describes gem-
inate recombination or dissociation of the spin pair. In prac-
tice however, relaxation of the singlet charge transfer states
occurs on time-scales much longer than those probed on a
2DES experiment, where processes of decoherence and de-
phasing are dominant. Therefore, we will consider Γ = 0
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Figure 3. Numerical solution of Eqs. (5) for a set of singlet-triplet
charge transfer states, subject to the effect of a magnetic pulse of
the form in Eq. (6). In the upper row, (a) displays a resonant pulse
B0 ≈ ω with B0 = 1 Tesla, which induces coherent Rabi oscillations
on an initially populated singlet charge transfer state (b), transfer-
ring population to the initially dark triplet states (c). After the pulse
ends, no population remains in the triplet state. In the lower row,
the magnetic pulse is off-resonant with B0 = 1 Tesla, but ω = 100
GHz, as shown in (d). Such a pulse produces coherent population
transfer from an initially populated singlet state (e) to initially dark
triplet states in (f). In this case, the oscillations not only have a much
bigger amplitude than in (a), but also they have more frequencies in-
termixed. Moreover, the population at the end of the pulse remains
partially on the triplet components. Triplet states ± 1 have identical
population time evolution.
henceforth. Triplet states do not include relaxation terms, as
they relax on a much longer time-scale. This is generally true
for any dark state and thus valid in our experimental scheme
for any spin state model.
In Eqs. (5), B represents the magnetic field, while δ0 and B¯
are, respectively, the difference and sum of the interaction of
the magnetic field with each of the spins, i.e. δ0, B¯ = Be∓Bh2 .
From these equations two conclusions emerge immediately:
first, why it is required that the Lande´ factor has to be differ-
ent for the electron and the hole, for otherwise the dynamics
would be trivial. And second: the magnetic field must ex-
hibit z- and x- polarisation components. The previous point
relates to the aim of spin state mixing not only between the
singlet and triplet spin zero states –both polarised along the z-
direction– but also among the three triplet spin states, which
will be Zeeman split and therefore, will show up as distinct
peaks in a 2D map.
5The magnetic pulse is described by the equation
B = B0sin(ωt)exp
[
(t − t0)2
2σ2t
]
, (6)
with an oscillating component and a Gaussian envelope. In
Figs. 3(a) and (d), we represent two possible examples of
magnetic pulses. In both cases, the amplitude of the pulse B0
is chosen to be 1 Tesla while the frequency is correspondingly
in the terahertz domain with ω in Fig. 3(a) an order of magni-
tude bigger than in Fig. 3(e). In both upper and lower panels
on Fig. 3 the initial state witnesses the spin singlet charge
transfer state (Figs. 3(b) and (e)) completely populated while
the three triplet states have no population at all. Initially, as
the pulse interacts with the spin pair, the population is par-
tially transferred to the spin zero triplet charge transfer state
and afterwards into the spin ± 1 triplet charge transfer states,
as represented in Figs. 3(c) and (f) (only the spin +1 case is
shown as the spin -1 behaves in exactly the same way).
The response of the spin states to the pulse depends on
whether or not a resonance condition is fulfilled. A reso-
nant pulse produces coherent Rabi oscillations that vanish as
the pulse ends. In this case, very clean oscillations in the
population of the charge transfer states can be observed, but
there will be no final steady state population in the dark triplet
charge transfer state. On the other hand, working out of res-
onance means a) that several frequency components show up
in the population oscillations and b) that the steady state after
the pulse has ended shows population in all four spin charge
transfer states, which will decay on a slow timescale. Con-
sequently, effective population transfer to the triplet states oc-
curs with pulses as the one represented in Fig. 3(c). We con-
clude that for the purposes of this article where clean oscilla-
tions are ideal, resonant pulses are much better suited, while
for applications where the interest lays in transferring popula-
tion and controlling the spin states, off-resonant pulses would
be required.
DARK STATES DETECTION
We simulate the dynamics of a singlet-triplet system in-
teracting with a resonant magnetic pulse in different spectro-
scopic configurations. The magnetic pulse is chosen to have
amplitude B0 = 1 T, oscillation frequency ω = 1 THz, and
a Gaussian envelope that guarantees the pulse has approxi-
mately constant amplitude through the duration of the laser
sequence simulation, namely > 400 fs. Initially, dipole mo-
ment is associated only with the singlet state, meaning that
the triplet state is completely dark in all the simulations. Con-
sequently, in the absence of a magnetic field, the only contri-
bution comes from the singlet charge transfer state absorption.
We note that the model presented here is not substantially al-
tered by marginal singlet-triplet coupling or non-zero dipole
moment of the dark state.
2DES is a costly technique and its use has to be well-
motivated when simpler spectroscopy techniques might suf-
fice. In Fig. 4(a), we plot the absorption spectrum in the ab-
sence and in the presence of a magnetic pulse. These results
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Figure 4. Numerical simulation of absorption spectra (a) and tran-
sient absorption spectra (b) in the model with a singlet and triplet
charge transfer states with energies in 1.4 and 1.39 eV respectively,
in the absence (grey) and presence (purple) of a magnetic pulse of
frequency 1 THz and amplitude 1 Tesla, with an envelope that guar-
antees the pulse duration for the whole experiment. Notice that the
peaks have been scaled to appear with similar height. In the absence
of magnetic interaction only an absorption peak for the singlet charge
transfer state shows in the spectrum while in the presence of interac-
tion a complicated peaks structure develops.
demonstrate that, while in absence of B-induced interaction,
there is only one absorption peak corresponding with the sin-
glet state. In the presence of such an interaction, a compli-
cated spectral signature emerges. However, any further anal-
ysis is hampered by the convoluted character of the signal,
leading to complicated lineshapes.
Moving on to time-resolved methods, transient absorption
spectroscopy (pump-probe) yields information about the en-
ergy of the quantum states and the transition and relaxation
rates among them. In Fig. 4(b), we plot the pump-probe
spectrum. In the absence of a magnetic field, the lineshape
of the singlet absorption peak is a well-defined Lorentzian.
Similar to the case of the linear spectrum discussed above,
the spectral features are convoluted in a non-trivial manner
in the presence of a magnetic field. Thus, even in a model
with only four states, interpretation becomes difficult, as the
spectral features in the presence of a magnetic field cannot be
decomposed in a simple sum of Lorentzians. Since the only
source of peak splitting is the magnetic pulse, resolution de-
pends on the interaction strength of the magnetic pulse with
6the electron and the hole, which is in principle unknown. The
information about the interaction is encoded in the coherent
transport among states, conspicuous either as oscillations in
the population peaks or as distinctive features in 2DES. Inas-
much as transient absorption spectroscopy generates intricate
spectra, 2DES with its fully resolved spectra, is the natural
choice to study dark states through a magnetic pulse.
In Fig. 5, we plot the real part of the spectrum resulting
from the sum of all rephasing and non-rephasing components.
The polarization of the excitation pulses was set to all-parallel.
Such a configuration yields the strongest overall 2D-signal,
but will also contain coherence dynamics from intramolecular
vibrational states [53], which is readily accounted for in sim-
ulations. Fig. 5(a) displays a characteristic absorption peak
corresponding with the singlet state which in absence of a
magnetic pulse is the only bright state of the system. Inter-
action of the states with a magnetic pulse through the duration
of the 2DES sequence produces a spectrum richly populated
with distinctive features in Fig. 5(b).
Focusing the analysis on the central part of the spectrum,
we observe several peaks along the diagonal (see also Figs.
4(a) and(b)) that correspond to absorption peaks from differ-
ent states composing the system. We are witnessing the triplet
dark states mixed with the singlet state by the magnetic pulse.
In addition, the numerous crosspeaks correspond to the dif-
ferent coherences that gather the information of population
transfer from singlet to triplet states and among triplet states,
according to Eqs. 5.
We have demonstrated that 2DES can reveal the presence
of dark states if supplemented with a magnetic pulse. As a
next step, we reconstruct the properties that characterise these
dark states. In Eq. 7, we present the original Hamiltonian
which needs to be reconstructed. The diagonal terms are the
energies of the states prior to the interaction with the magnetic
pulse with an extra term we name Z accounting for the Zee-
man splitting. The non-diagonal terms are the different inter-
actions according to Eqs. 5. Conversely, the diagonal peaks
in the 2D spectrum in Fig. 5(b) provide information about
the exciton energies, namely, about the eigenvalues of Eq. 7.
Therefore, to reconstruct the original energies we need the in-
teraction terms of Eq. 7 and then revert the diagonalisation
procedure.
H =

S 0 A 0
0 T−1 − Z B C
A B T 0 B
0 C B T +1 + Z
 . (7)
The diagonal peaks in Fig. 5(b) are located at 1.342, 1.375,
1.396, and 1.428 eV. The information about the interaction
terms is encoded in the non-diagonal peaks of Fig. 5(b). The
location of these peaks tells us about between which two states
the coherence transport is happening. The frequency of os-
cillation of these peaks in population time encodes the infor-
mation about the interaction strength between energy levels.
Hence, after a multi-exponential fitting to get rid of dephasing,
the Fourier transform in population time of the non-diagonal
peaks provides us with the interaction terms. These give us the
Figure 5. Numerical simulation of 2DES in the model with a sin-
glet and triplet charge transfer states with energies in 1.4 and 1.39
eV respectively. In (a), in the absence of a magnetic pulse the ab-
sorption peak corresponding to the singlet charge transfer state. In
(b), the action of a magnetic pulse of frequency 1 THz and ampli-
tude 1 Tesla, with an envelope that guarantees the pulse duration for
the whole experiment, permits population transfer from the singlet
to the various triplet charge transfer states, as evidenced by several
diagonal peaks and non-diagonal structures which demonstrate the
presence of coherent transport among different quantum states. The
latter are Zeeman split, with a gap of 1 meV. The coupling strength
of the magnetic pulse to the charge transfer states is 100 meV while
the lifetimes are 80 fs for the singlet charge transfer state and 200 fs
for the triplet components. Both plots are at population time 90 fs.
following numbers: 0.008 eV for A, 0.04 for B, and 0.009 for
C. With them we obtain that the interaction of the magnetic
pulse with the electron and the hole is 110 meV, which gives
us a Zeeman splitting of 1.4 meV and a reconstructed states
at 1.415, 1.392, 1.389, and 1.387 eV. Hence we are able to
reconstruct the original states with an error smaller than 2%.
Note that the information required to perform the state’s re-
7construction is unattainable from linear spectroscopy and tran-
sient absorption spectroscopy, since neither of which provide
information about the population’s transfer rates. Therefore,
2DES not only provides with more resolution to untangle the
peak structure but it is necessary to determine the properties
of the sates.
CONCLUSIONS
Summarising, we propose and test numerically a modified
version of 2DES in which a terahertz magnetic pulse is em-
ployed to create coherent population transfer from a bright
spin singlet electron-hole pair to the components of the corre-
sponding triplet state. The magnetic pulse is able to modify
the spins precession in a time-scale relevant for 2DES. The ef-
fect can be understood as a dipole moment redistribution that
allows transitions from the ground state to the triplet states,
which then appear as distinctive peaks in the 2D-spectrum.
State reconstruction from the position of the peaks and the os-
cillation frequencies of the coherences allows one to infer the
properties of the original states, a feature that simpler spectro-
scopic techniques do not allow either for lack of information
or lack of resolution.
The magnetic pulse employed to demonstrate the feasibil-
ity of the proposal is realistic by today standards. The param-
eters describing the charge transfer states are as well within
the typical range. Tuning the magnetic pulse so as to produce
the maximum effect requires some work, as it is the balance
between the amplitude of the pulse and the frequency that
dictates the transfer rate among states and the frequency at
which the coherences will oscillate. Nonetheless, the split of
peaks and the unveiling of dark states is observed for almost
any sensible magnetic pulse; it is therefore easy to obtain a
first estimation that permits fine-tuning the experiment. The
strength with which the magnetic pulse couples to the spin
states depends on the nature of the later, and has to be elu-
cidated experimentally. However, knowing the value of this
coupling is necessary in order to reconstruct the in principle
unknown energies of the states analysed. Hence the need for
2DES experiments is warranted.
Notice that different kinds of dark states with different spin
configurations will have different equations of motion than
Eq. (5), and the constraints imposed by the Lande´ factor will
not necessarily apply. However, the background physics re-
mains unchanged, and any spin dark state can be manipulated
so. Therefore, the conclusions obtained in this article are valid
for a wide class of dark states.
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