A s more complex and functionally diverse requirements are placed on high consequence embedded applications, ensuring safe and secure operation requires an ultra -reliable execution environment. The selection of an embedded processor and its development environment has the most farreaching effects on the production of the system than any other element in the design. This choice ripples through the remainder of the hardware design and profoundly affects the entire software development process. Experience indicates an object oriented (00) methodology provides a superior development environment. However, embedded programming languages do not directly support 00 techniques.
Introduction
Three properties are necessary for a computer system to be considered secure: confidentiality, availability, and integrity [l] . All three properties ultimately depend on the reliable operation of the underlying hardware and software. However, the confidentiality and availability of the system can be heavily influenced by outside factors, such as administrative controls, physical barriers, and redundant, dissimilar power sources.
On the other hand, the integrity of the computer system rests mainly on the degree to which vulnerabilities have been eliminated from the system. Likewise, the safety of a system can encompass many factors, with integrity being one of the most important and interesting properties here as well. This paper discusses a processor architecture that addresses two main problem areas that tend to affect the integrity of a computer system. The first problem concerns managing the complexity of an application. The second problem involves eliminating the introduction of errors during development. The primary focus of this discussion is a processor architecture and its development environment that can execute an application compiled to Java class files.
Managing Complexity
Building an abstract model of an application is the first step in managing the complexity of that application. The model is used to capture everything that is understood about the requirements and to describe the intended behavior of the system. Current methodologies utilize object-oriented modeling techniques to describe the system and object-oriented languages to implement it. Once a model is built, it becomes an effective communication medium, enabling developers, testers, and fault analysts to reach a common understanding about the intended operation. The biggest advantage of this process is that the abstraction described in the model is retained in the implementation. There is a direct relationship between the modeled objects and the objects instantiated at run-time.
Unfortunately, for deeply embedded applications, it is unlikely that an object-oriented language is available. Therefore, much of the abstraction is lost as the implementation is translated into an imperative language. Even worse, once the application has been compiled and loaded into program memory, there is almost no visible relationship to the original model. Proving that the code contained in the program memory correctly implements the model is a daunting, if not impossible, task.
An object-aware hardware architecture could significantly improve this task because the same understanding present in the model is retained as the implementation proceeds down to the hardware level.
Utilizing the architectural features prescribed by the Java Virtual Machine (JVM) in designing a CPU core provides the basis for an object-aware processor. Incorporating the object awareness into the basic input-output (VO) capability of the processor enables a much more complete understanding that extends to the peripheral interfaces of the system.
Preventing Errors
Preventing errors from being introduced into an application during development is one of the main goals of the formal processes in use today. In fact, the Software Engineering discipline evolved from efforts to reduce the occurrence of errors in software. These errors, while seemingly well understood, appear to be very difficult to exclude, especially when neither the programming language nor the execution environment provides any means to locate or prevent them. Developers must rely on inspections, reviews, and testing to discover them, all of which are time consuming and not always reliable.
A programming language coupled with an execution environment that does not allow basic errors to go undetected is very desirable. Precluding errors associated with pointer arithmetic, uninitialized variables, and array accesses, to name a few, significantly improves development time, and makes a fault analysis much more manageable. The Java language provides many of these capabilities, and, coupled with its run-time environment can form a good foundation for a secure architecture. It should be noted that this only refers to the language proper, as reflected in the operation of the Java bytecodes. For the purposes of this discussion it is assumed that a high-consequence, deeply embedded system would either not use the Java Class Libraries, or would provide extensive analysis and testing before using them.
The Java programming language is a general purpose, class based, object-oriented, programming language that is platform independent and was originally intended for embedded consumer electronic applications. The platform independence of Java is achieved through two principal features of the language specification: the class file and the Java Virtual Machine [2].
Java Class Files
Java class files are produced by a Java compiler Each class from the application source code. definition in the source code produces a class file. A class file is composed of three main parts: a symbolic constant pool, information about the class fields, and information about the class methods. These three parts are transformed during the loading process into two principal structures: a method area and a resolved constant pool. Each class in a fully resolved and loaded application has an associated method area and resolved constant pool within the program memory.
These structures provide the basis for the object awareness of the processor architecture. Dedicated registers in the processor point to the current method area and constant pool. These registers are part of the processor's state information and are saved and restored on method invocation and return, respectively. The instruction execution unit within the processor uses the information contained in these data structures to execute the Java bytecode instructions directly in hardware.
The Constant Pool
The constant pool in each class file provides a roadmap for that class. Besides containing constants, the constant pool also contains symbolic references to other classes and their methods and fields, as well as the methods and fields defined by this class. This roadmap is used by objects instantiated from the class to interact with other objects in the application. For example, when one object wants to invoke a method of another object, the first object will use its constant pool to "lookup" the second object's method.
The constant pool generated by the Java compiler contains symbolic references to the things an object needs to access. This constant pool must be resolved into the actual physical locations of the classes, methods, and fields within the application before it can be used. This process is accomplished by the class loader. As each new class is encountered, the class loader will resolve the symbolic references within that class file and then load and link the class into the application. [5] 
Fields and Methods
Fields make up the variables associated with classes and objects. There are two types of fields: static and instance. Static fields are associated with the class. Only a single copy of the static field ever exists. It is shared by all objects instantiated from the class. On the other hand, instance fields are associated with objects. Each object contains its own copy of the field. Accessibility of an object's fields is controlled by keywords defined in the language [3] .
Methods provide the behavior of the classes and objects. Like fields, there are two types of methods: static methods and instance methods. Static methods are associated with a class and can be invoked even if no objects have been instantiated from that class. The "main" method, which provides the entry point for the application is always a static method.
Instance methods are associated with an object and can only be invoked through an object. In Java, all instance methods are virtual. Invocation of a virtual method is accomplished using a method table located within the method area of the class. Like fields, the accessibility of an object's methods can be controlled via keywords in the language [3] .
The Class Loader
In a high-consequence embedded system, loading classes. dynamically at run time is not a desirable behavior since it could introduce vulnerabilities into the system after it has been analyzed and deployed. Therefore, this behavior is not allowed and the class loader exists only at load time and is not included in the run time environment. Besides the obvious advantages, this requirement also simplifies the behavior of the instruction execution and reduces the run time memory size requirements. This means that load time is distinct and separate from run time. However, they are still very closely related since the hardware depends upon the class loader to build the executable correctly.
For an object-aware microprocessor, the program memory's data structures and their contents provide the "knowledge" to create and access objects. Thus, the class loader and the object-aware microprocessor are intimately related.
The basic function of the class loader is to translate a collection of binary class files that make up an application into an executable program image containing the data structures discussed previously. There are five main steps to accomplishing this function.
The first step is to read in all the class files associated with an application and then organize them based on inheritance hierarchies and a top-down ordering.
The second step is to resolve each class into its associated method area and resolved constant pool. This step involves translating the data structures into an intermediate form that preserves the hierarchy and ordering defined in the first step.
Step 3 resolves interclass information. In this step,
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One-to-one Correspondence the method table for a parent class is inserted into each child's method table and any overridden methods are fixed up. In addition, information about classes, fields, and methods are collected and inserted into every constant pool that needs that information.
The fourth step is to translate the intermediate language into the final executable for storage into the program memory. As part of this step, the Java bytecodes that make up each method are inserted into the appropriate method area and the exception table for each method is created. As it copies the bytecodes to the method area, the class loader converts immediate data into the form required by the processor's instruction execution unit. This conversion preserves the bytecode integrity and relative location within the method so that the branch offsets computed by the compiler remain valid.
The last step is to build an initialization method in the Startup class, which provides the initialization of all the static fields in the application. This step includes building the initialization methods for the static and instance U 0 objects, which will be discussed
shortly.
An educated guess about the complexity of the class loader puts it somewhere between that of an assembler/linker and a compiler. Modern compilers, with thousands to hundreds of thousands of users, require many iterations before they are even considered robust, let alone correct. The class loader we have been discussing will probably have only a few tens to at most a few hundred users over its entire lifetime. Therefore, a formal methods approach is being used to develop the class loader, providing a mathematically provable correct solution to managing this complex task. The class loader is implemented using the High Assurance Transformation System (HATS) currently in development at Sandia [lo] . Figure 1 illustrates the process of building a ROM image.
The Sandia Secure Processor
The Sandia Secure Processor (SSP) is a hardware instantiation of a Java Virtual Machine (JVM). TheJava Virtual Machine SpeciJcation [4] provides most of the information necessary to implement an abstract machine. Some decisions about structure and the details of mapping the abstract architecture to a real microprocessor are left to the implementers. The primary features of a JVM are captured in the following list:
O It contains a method area for each class loaded. The method area contains information about the class and where it sits in the object hierarchy, as well as all the methods implemented by the class. Knowing where its method area is located allows an object to know what its "type" is at runtime. Therefore, the correct behavior for the object is performed regardless of the type of the reference that points to the object. 
An Object-Aware Architecture
In any high-consequence system, multiple threads of execution make the system extremely difficult to analyze. Garbage collection is also very difficult to analyze, and the techniques used in software implementations of the JVM are non-deterministic in terms of when the garbage collection will occur and how long it will take. This is unacceptable for many embedded systems, especially those dealing with highconsequence safety and security problems where certain critical actions must take place at precisely prescribed times.
Several features of a traditional JVM are not implemented in the SSP. Multithreading and garbage collection were left out for the reasons specified above. Since garbage collection is not supported in the current version, built in String objects are also not supported. The basic data structures and instructions for handling Strings are defined for the SSP but were not included in this version. String manipulations can create a very large number of String objects on the heap, and those objects take up valuable memory space and are generally not reusable. If a garbage collection capability is added to a future version of the SSP, String support can be added.
A floating-point arithmetic unit is not included in the current version either, which means the floatingpoint instructions are not implemented. The first applications targeted for the SSP do not require floating point capabilities. Adding a floating-point unit (FPU) and implementing the floating-point instructions would be straightforward for an enhanced version of the SSP.
The remaining bytecode instructions are completely implemented in the hardware with only two additional non-JVM instructions added for object-oriented I/O support. Thus, other than the exceptions noted above, the SSP supports and enforces the object-oriented execution environment defined by the Java bytecodes, including the interaction with external hardware peripherals. This object-oriented environment creates an object awareness that is possible because of special purpose registers in the hardware, instruction processing that is object-aware, and the data structures in the program memory that support the creation of and access to objects.
The special purpose registers provide runtime links to the data structures in the program memory, enabling the processor to "know" what type of object is associated with the method currently being executed. They also provide access to that object's data and methods, and other objects within the application. As new methods are invoked, the current state of the microprocessor is saved on the state stack and a new state, possibly for a different object, is created. Information for the new state is obtained from the data structures stored in the constant pool and method area of the calling method. When the new method begins execution, the special purpose registers point to the new method area and constant pool. When the new method returns, the state of the previous method is restored and execution proceeds with the state of the previous object contained in the special purpose registers.
A Modified Harvard Architecture
The S S P is based on a modified Harvard architecture. In a traditional Harvard architecture, the program memory and data memory spaces are separate, with separate address and data busses. The SSP goes a step further and separates the main data memory into individual stack, heap and state memories with their own controllers for address and data busses. The program memory has its own controller also. This partitioning improves the understandability and analyzability of the processor design, as well as enabling a high degree of overlap during instruction execution.
As discussed above the program memory contains the method areas and constant pools for all the classes contained in the application program. The program memory controller contains the special purpose registers used to access these data structures as well as the Program Counter register (PC) and the control logic for performing program memory operations.
The special purpose registers are composed of a Method Area register (MA), a Constant Pool register (CP), an Exception Table register (ET), and a Super Method Area register (SMA). The ET and SMA registers are used during exception processing.
The stack memory contains each executing method's stack frame. A stack frame is composed of zero or more local variable locations at the start of the frame. The Frame Pointer register (FP) points to the start of the frame and the local variables are accessed as offsets from the FP. Following the local variables is the current method's stack, which is used for data manipulation. The Stack Pointer register (SP) keeps track of the top of stack. Data to be operated on is pushed onto the top of the stack by the program. An instruction that operates on the data will pop the data off the stack, perform the operation, and then push the result back onto the top of the stack.
When the current method returns, its stack frame is destroyed and the previous method's stack frame becomes active. Once a stack frame has been destroyed, the data that was stored in its local variables and on its stack are unavailable. The SSP will store zeros in these locations as the stack frame is destroyed.
The heap memory is used to store the static fields for all the classes in the application program and the instance fields associated with objects that are created by the program. Objects that are created on the heap contain additional information allowing the object to locate the class used to create it. This information provides the mechanism by which the object's virtual methods are invoked.
The state memory provides an efficient means of saving the processor state when invoking a method. The processor state consists of the MA, CP, PC, FP, and ET registers. These registers are pushed onto the state stack during the invocation of a method and are popped off the state stack when the method returns, restoring the previous state. Figure 2 illustrates the runtime configuration of the SSP.
An Object-Oriented 110 Model
The SSP is capable of supporting traditional U 0 devices through its static I/O model. the class. It also contains the location within the 110 address space of each instance of the OOYO class and the name of the container class that corresponds to the OOYO class. Each OOI/O class has a corresponding container class, which only contains static references to instances of the OOI/O class. Since these references are static and they are initialized to new instances of the U0 objects, the compiler will generate an initialization method for the container class that creates the objects and initializes them.
The class loader generates startup code that calls these initialization methods before the application program starts so all OOI/O objects will have been created and initialized upon entry into the main method. The OOI/O objects are accessed exactly like ordinary objects allowing the 1/0 behavior of the system to be expressed at the same level of abstraction as the rest of the application. Figure 3 illustrates the relationship between regular objects and VO objects. Figure 4 contains an example of a simple OOVO class and Figure 5 shows its corresponding container class. 
Conclusions
Object oriented methodologies have proven significantly more helpful in providing the abstraction necessary to work successfully in the application domain. Current object oriented languages like C++ and Java have proven beneficial for use in implementing the abstract models. However, when the design is analyzed at the machine level, there is very little resemblance to the abstract model the implementation is based on. One solution to this dilemma is to embed an object awareness into the hardware, providing a strong cohesion between the abstract model describing the operation of the system and the hardware and software used to implement it. For this object awareness to work, a new processor architecture is necessary, one that directly supports objects. This new processor architecture relies heavily on a provably correct class loader capability. The class loader is responsible for creating the data structures that the hardware relies on to make it objectaware. Only a coordinated cooperation between the class loader software and the secure microprocessor hardware can provides a total solution for high consequence embedded systems.
This paper presents an overview of an object-aware microprocessor currently in development at Sandia National Laboratories. The architecture is based on implementation of that model. It is our belief that by narrowing this gap, a significant improvement in understandability and analyzability of designs incorporating this architecture will occur. This improved understanding and analyzability will improve the security, safety, and reliability of those designs. Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy under Contract DE-AC04-94AL85000.
