ABSTRACT Detection of a periodic signal hidden in noise is the goal of Superconducting Gravimeter (SG) data analysis. Due to spikes, gaps, datum shrifts (offsets) and other disturbances, the traditional FFT method shows inherent limitations. Instead, the least squares spectral analysis (LSSA) has showed itself more suitable than Fourier analysis of gappy, unequally spaced and unequally weighted data series in a variety of applications in geodesy and geophysics. This paper reviews the principle of LSSA and gives a possible strategy for the analysis of time series obtained from the Canadian Superconducting Gravimeter Installation (CGSI), with gaps, offsets, unequal sampling decimation of the data and unequally weighted data points.
Introduction
The fast Fourier transform (FFT) algorithms are popular spectral estimation techniques for the determination of the power spectrum and show computational efficiency in the analysis of signal process. However, there are certain inherent limitations in the FFT techniques. The most prominent limitations arise from the requirement that the data should be equally spaced and equally weighted with no gaps and datum shifts. Pre-processing of the data is required if there are gaps, spikes, datum shifts and trends in the original data series.
In order to avoid unnecessary data pre-processing that may corrupt or obliterate the useful information hidden in the series (signal) El? , the least squares spectral analysis (LSSA)is used as an alternative to the classical Fourier method. 
PrincipLe of LSSA

Least squares parametric adjustment in vector space
Before describing LSSA, it is expedient to refer to the least squares parametric adjustment in a vector space ES?. As we know, the shortest distance between a point and a plane is the perpendicular from the point to the plane (projection theorem).. We can also extend this notion to n-dimensional space, in which the shortest dis- 280 Geo-spatial Information Science (Quarterly) tance between a point and any sub-space is the perpendicular from the point to the sub-space.
Below is the mathematical description of the projection theorem.
. . Projection theorem
Let H be a vector space with inner product, 
i By use of the inner product, we get
In fact, this is the normal equation of parametric adjustment in which x~ is the unknown vector.
1 . 2 Least squares parametric adjustment in vector space
We can now use the concept of Hilbert space to the least squares parametric adjustment. 
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From the projection theorem, we know that v ~l . This means that the projection theorem allows us to decompose I into two orthogonal corn ponents, l (the orthogonal projection of l onto M) and v (the perpendicular from l to M).
. 2 L e a s t s q u a r e s spectrum
Given a vector of observations f = f ( t ) = {f~}, i = l , 2 , " -, n , we can set up a model p that can be expressed as follows. 
The residual vect~)r can be written as v = f --p = f --t:/~(t~TI~) lr
From the projection theorem, we know that v L p. This means that f has been decomposed into a signal p and noise v (residual series). If we project p back onto f , we can get the length of this orthogonal projection as follows (see Fig. 2) ( f , p) (10)
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Fig. 2 Second projection
To describe how closely p approaches f , we use a fractional measure S that is the ratio of the length of
