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1. Introduction
In this paper, we consider the traveling waves for the following equation with Hodgkin–Huxley
source
∂u
∂t
= ∂
2um
∂x2
+ f (u,uτ ), t  0, x ∈R, (1.1)
where m > 0, f (u, v) = u(1− u)(v − a) with a ∈ (0,1), and uτ (x, t) = u(x, t − τ ) for τ > 0.
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2 C. Jin et al. / J. Differential Equations 254 (2013) 1–29Differential equations with time delays are traditionally formulated for spatially homogeneous
equations, and different kinds of delayed equations have been proposed by many authors, for ex-
ample, the typical logistic growth models
dN(t)
dt
= rN(t)
(
1− N(t − τ )
K
)
,
dN(t)
dt
= rN(t − τ )
(
1− N(t)
K
)
,
where r is the rate of natural growth of the population N , and K is the carrying capacity of the
environment. The Hodgkin–Huxley equation
du(t)
dt
= u(t)(1− u(t))(u(t − τ ) − a)
is ﬁrst proposed by Hodgkin and Huxley in 1952 [1], and describes the propagation of a voltage pulse
through the nerve axon of a squid, where u is the membrane potential, the term on the right side is
the current contribution from the ion movement across the membrane. See also [2]. The appearance
of the delay term implies that the regulatory effect depends not only on the state at time t , but also
on that at an earlier time t − τ . However, the diffusion process introduced into these models is more
practical because of the irregular individual motion of these particles, for example the assemblage of
cells, bacteria, animals and so on [3]. In recent years, more and more attention has also been paid to
parabolic equations with time delay. A natural extension of the logistic growth model is the following
two typical diffusion equations [4,5]
∂u
∂t
= ∂
2u
∂x2
+ uτ (1− u),
∂u
∂t
= ∂
2u
∂x2
+ u(1− uτ ),
where uτ = u(x, t − τ ). The former comes from the corresponding ODE model (also called Hutchinson
equation [4]), and the latter was derived by Kobayashi from a branching process [5]. The other typical
model is the H–H model, where the population disperses via linear diffusion [2]
∂u
∂t
= ∂
2u
∂x2
+ u(1− u)(uτ − a).
Eq. (1.1) is known as the porous medium equation, for describing various natural phenomena. An
earlier application appeared in the study of groundwater inﬁltration by Boussinesq in 1903 [6], and
other applications can be found in mathematical biology, soil physics, ﬂuid dynamics and combustion
theory, see for example [7–11]. Such equations have been the subject of intense investigation for
years. The general theories of porous medium equations, including the existence, uniqueness, and
regularity etc., are being quite perfect. Please refer to [12–15] for more details.
In the present paper, our interest is centered on the investigation of the so-called traveling waves.
By a traveling wave solution, we mean a solution u(x, t) of Eq. (1.1) in Q = {(x, t); x ∈ RN , t > 0}
of the form u(x, t) = ϕ(x + ct) with wave speed c > 0. The traveling wave solution is usually char-
acterized as a wave which travels without change of shape, and the speed of propagation of this
shape is a constant. As a kind of special solutions, the traveling wave solutions play an important
role in describing the property of ﬁnite speed of propagation of reaction–diffusion equations, that is
the property of ﬁnite propagation is closely linked with the existence of ﬁnite traveling waves, see
for example [24]. From the physical point of view, as one of the examples, the traveling wave can be
used to describe transition process from one equilibrium to another, which usually forgets their initial
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Fig. 2. Traveling wave for linear diffusion.
conditions and the properties of the medium itself [16]. The early important contribution on traveling
waves was made in [17,18], since then, the investigation on traveling wave phenomena has played
an important role in the qualitative theory of solutions to reaction–diffusion systems [19]. Please
see for example [20,21] and the references therein for much research about the traveling waves of
reaction–diffusion equations. While, on the other hands, the classical research of traveling waves for
the standard linear diffusion equations with various sources has been extended to some degenerate
or singular diffusion equations. See for example [24–26]. From these results, we see that the most ob-
vious difference between the linear diffusion equations and the degenerate diffusion equations is that,
the traveling wave solution may be a sharp-front (see Fig. 1), i.e. the support of which is bounded
above or below, and at the boundary of the support, the derivative of the traveling wave solution is
discontinuous. While for the linear diffusion, the traveling wave solutions are of smooth-front-type
(Fig. 2), that is, the solutions are classical solutions, which approach to the steady states at inﬁnity.
Delay has been introduced into the diffusion equation for years. It is Schaaf (1987) [22] who ﬁrst
studied the traveling wave solutions for a diffusion equation with time delay. Thereafter, the existence
of traveling wavefronts in the delayed linear or semilinear reaction–diffusion equations has been ex-
tensively studied, see for example [16,23] and references therein. However, to our knowledge, there
is no such study concerning the traveling wave solutions for degenerate or singular equations with
time delay. On the other hand, due to the degeneracy in the time delayed equation, some classical
methods, for example the method of upper–lower solutions, fail to work. Thus, we must try some
new techniques.
The aim of this paper is to discuss the existence and asymptotic behavior of sharp- or front-type
traveling waves. Let u(t, x) = ϕ(x+ ct) = ϕ(ξ). Then Eq. (1.1) is transformed into the following form
cϕ′(ξ) = (ϕm)′′(ξ) + ϕ(ξ)(1− ϕ)(ϕ(ξ − cτ ) − a).
Before going further, we ﬁrst give the deﬁnition.
Deﬁnition 1.1. A function ϕ(ξ) is called a sharp-type traveling wave with wave speed c > 0, if there
exist a number ξ∗ > −∞ and a monotonic increasing ϕ ∈ C1(ξ∗,+∞) ∩ C2(ξ∗,+∞) such that
cϕ′(ξ) = (ϕm)′′(ξ) + ϕ(ξ)(1− ϕ)(ϕ(ξ − cτ ) − a), ξ ∈ (ξ∗,+∞), (1.2)
ϕ(ξ) = 0 for ξ∗ − cτ < ξ  ξ∗, (ϕm)′(ξ∗)= 0, ϕ(+∞) = 1, (1.3)
or ξ˜∗ < +∞ and a monotonic decreasing ϕ ∈ C1(−∞, ξ˜∗) ∩ C2(−∞, ξ˜∗) such that
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ϕ(−∞) = 1, ϕ(˜ξ∗−)= 0, (ϕm)′(˜ξ∗−)= 0. (1.5)
Instead, the classical traveling wave, that is ξ∗ = −∞ or ξ˜∗ = +∞, will be called a front-type solution.
Let ψ(ξ) = (ϕm)′(ξ). Then Eq. (1.2) or (1.4) is transformed into
⎧⎪⎨⎪⎩
ϕ′(ξ) = 1
m
ϕ1−m(ξ)ψ(ξ),
ψ ′(ξ) = c
m
ϕ1−m(ξ)ψ(ξ) − ϕ(ξ)(1− ϕ)(ϕ(ξ − cτ ) − a). (1.6)
Furthermore, by (1.3) or (1.5), we have the asymptotic boundary conditions
ϕ(ξ) = 0, for ξ∗ − cτ < ξ  ξ∗, ψ(ξ∗)= 0, ϕ(+∞) = 1, (1.7)
or
ϕ(−∞) = 1, ϕ(˜ξ∗−)= 0, ψ (˜ξ∗−)= 0. (1.8)
If ψ(ξ) is strictly positive or negative for 0< ϕ < 1, then (1.6) is equivalent to
dψ
dϕ
= c − mϕ
m(1− ϕ)(ϕcτ − a)
ψ
, (1.9)
where ϕcτ is a function of ϕ and ψ . Clearly, for any given ϕ > 0, if
ϕ∫
0
mσm−1
ψ(σ )
dσ = ∞,
then ϕcτ can be deﬁned by
cτ =
ϕ∫
ϕcτ
mσm−1
ψ(σ )
dσ .
However, if for some ϕ > 0,
ϕ∫
0
mσm−1
ψ(σ )
dσ < ∞,
then when ϕ is near 0,
∫ ϕ
0
mσm−1
ψ(σ ) dσ may be less than cτ , and the above deﬁnition is not reasonable.
In what follows, we give the deﬁnition of ϕcτ .
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cτ =
ϕ∫
ϕcτ
mσm−1
ψ(σ )
dσ , if
ϕ∫
0
mσm−1
ψ+(σ )
dσ  cτ ,
ϕcτ = 0, if
ϕ∫
0
mσm−1
ψ+(σ )
dσ < cτ ,
(1.10)
where ψ+ is a solution of the following problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
dψ
dϕ
= c + maϕ
m(1− ϕ)
ψ
, for ϕ ∈ (0,1),
ψ
(
0+
)= 0,
ψ(ϕ) > 0, for ϕ ∈ (0,1).
(ii) If ψ is negative, deﬁne ϕcτ by⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
cτ =
ϕcτ∫
ϕ
mσm−1
−ψ(σ ) dσ , if
1∫
ϕ
mσm−1
ψ−(σ )
dσ  cτ ,
ϕcτ = 1, if
1∫
ϕ
mσm−1
ψ−(σ )
dσ < cτ ,
(1.11)
where ψ− is a solution of the following problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
dψ
dϕ
= c − m(1− a)ϕ
m(1− ϕ)
ψ
, for ϕ ∈ (0,1),
ψ
(
1−
)= 0,
ψ(ϕ) < 0, for ϕ ∈ (0,1).
Consider the following system ⎧⎪⎨⎪⎩
dψ
dϕ
= c − mϕ
m(1− ϕ)(ϕcτ − a)
ψ
,
ψ
(
0+
)= 0, ψ(1−)= 0. (1.12)
In the next section, we shall verify that ϕ is a monotonic traveling wave of the problem (1.2)–(1.3)
(or (1.4)–(1.5)) is equivalent to that ψ(ϕ) > 0 (or ψ(ϕ) < 0) is a solution of the problem (1.12).
Now we state the main results of this paper.
Theorem 1.
(i) If
∫ 1
0 ms
m(1− s)(s − a)ds 0, then there is no increasing traveling wave.
(ii) If
∫ 1
0 ms
m(1− s)(s−a)ds > 0, then there is a unique wave speed c∗(τ ) > 0, such that the problem (1.2)–
(1.3) admits an increasing traveling wave. In particular, the traveling wave is of front-type if 0 <m < 2,
or sharp wave if m 2.
In addition, the wave speed c∗(τ ) is nonincreasing in delay τ , namely, if τ1 < τ2 , then c∗(τ1) c∗(τ2).
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(i) If
∫ 1
0 ms
m(1− s)(s − a)ds 0, then there is no decreasing traveling wave.
(ii) If
∫ 1
0 ms
m(1− s)(s−a)ds < 0, then there is only decreasing traveling wave. That is, there is a unique wave
speed c∗(τ ) > 0, such that the problem (1.2)–(1.3) admits a decreasing front-type traveling wave.
In addition, the wave speed c∗(τ ) is nonincreasing in delay τ , namely, if τ1 < τ2 , then c∗(τ1) c∗(τ2).
Theorem 3. Let ϕ(ξ) be the increasing traveling wave solution corresponding to the unique wave speed c∗(τ ).
(i) ϕ(ξ) converges to 0 at some ﬁnite position if m > 1, and ϕ(ξ) converges to 0 as ξ → −∞ if 0 <m 1.
More precisely:
a) Whenm > 1, there exists a constant ξ∗ such that ϕ(ξ∗) = 0, that is the traveling waves go to 0 at some
ﬁnite position ξ∗ .
b) While if 0<m 1, then ϕ(ξ) > 0 for any ξ > −∞, and ϕ(ξ) → 0 as ξ → −∞. More precisely, when
m = 1,
ϕ(ξ) ∼ e
√
c∗2+4a+c∗
2 ξ , as ξ → −∞;
when 0<m < 1,
ϕ(ξ) ∼
(
(m− 1)√a√
2m(m+ 1) ξ
) 2
m−1
, as ξ → −∞.
Here ϕ(ξ) ∼ g(ξ) means that limξ→∞ ϕ(ξ)g(ξ) = 1.
(ii) ϕ(ξ) converges exponentially to 1 as ξ → +∞. More precisely,
sup
{
λ; lim
ξ→+∞ e
λξ
(
1− ϕ(ξ))= 0}= inf{λ; lim
ξ→+∞ e
λξ
(
1− ϕ(ξ))= +∞}
=
√
c∗2 + 4m(1− a) − c∗
2m
. (1.13)
Theorem 4. Let ϕ(ξ) be the decreasing traveling wave solution corresponding to the unique wave speed c∗(τ ).
Then ϕ(ξ) converges to 1 as ξ → −∞, and converges to 0 as ξ → +∞. More precisely:
(i)
sup
{
λ; lim
ξ→−∞ e
−λξ (1− ϕ(ξ))= 0}= inf{λ; lim
ξ→−∞ e
−λξ (1− ϕ(ξ))= +∞}
=
√
c∗2 + 4m(1− a) + c∗
2m
. (1.14)
(ii)
sup
{
λ; lim
ξ→+∞ e
λξϕ(ξ) = 0
}
= inf
{
λ; lim
ξ→+∞ e
λξϕ(ξ) = +∞
}
= a
c∗
, when m 1; (1.15)
ϕ(ξ) ∼
(
1−m
2m
√
2ma
m+ 1ξ
) 2
m−1
, when m < 1. (1.16)
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In this section, we consider the existence of sharp- or front-type traveling waves in different cases,
namely, the existence of increasing traveling waves for
∫ 1
0 ms
m(1− s)(s − a)ds > 0 and the existence
of decreasing traveling waves for
∫ 1
0 ms
m(1− s)(s − a)ds < 0.
Before going further, we ﬁrst introduce a comparison lemma.
Lemma 2.1. Let u, v be the solutions of the following problems respectively
du
dϕ
= c − mϕ
m(1− ϕ)(ϕ − a)
u
for ϕ < 1, with ψ
(
1−
)= 0,
and
dv
dϕ
= c − mϕ
m(1− ϕ)(1− a)
v
for ϕ < 1, with ψ
(
1−
)= 0.
And let ψ solve the problem (1.12). Then ψ(ϕ) u(ϕ) v(ϕ) for ϕ < 1 if ψ,u, v are positive, while v(ϕ)
ψ(ϕ) u(ϕ) for ϕ < 1 if ψ,u, v are negative.
Proof. Notice that ϕcτ  ϕ when ψ is positive, and thus
1
2
dψ2
dϕ
− cψ = −mϕm(1− ϕ)(ϕcτ − a)
−mϕm(1− ϕ)(ϕ − a)
= 1
2
du2
dϕ
− cu,
that is
d(ψ2 − u2)
dϕ
− 2c(ψ2 − u2)g(ϕ) 0,
where
g(ϕ) = 1
ψ + u .
Consequently,
d((ψ2 − u2)e2c
∫ 1
ϕ g(s)ds)
dϕ
 0.
Integrating from ϕ to 1 yields
ψ2(ϕ) − u2(ϕ) 0,
and so, ψ(ϕ) u(ϕ) since that ψ,u(ϕ) > 0. Similarly, u(ϕ) v(ϕ) for u, v > 0.
The proof for ψ,u, v < 0 is similar, and omitted here. 
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2.1. Existence of increasing traveling waves
In this subsection, we shall ﬁnd a solution ψ(ϕ) of the problem (1.12) with ψ(ϕ) > 0 for ϕ ∈ (0,1).
Since ψ > 0 implies that ϕ(ξ) is increasing in ξ , we know ϕcτ (ξ) < ϕ(ξ). Thus, to investigate the
behavior of the trajectories ψc(ϕ) of Eq. (1.9), we have to start from the left side, namely, study the
trajectories starting from (0,0), since the property of ψc at ϕ depends on the behavior of ψ at ϕcτ
closely. Consider the following problem
⎧⎪⎪⎪⎨⎪⎪⎪⎩
dψ
dϕ
= c − mϕ
m(1− ϕ)(ϕcτ − a)
ψ
for ϕ ∈ (0, β),
ψ
(
0+
)= 0,
ψ(ϕ) > 0 for ϕ ∈ (0, β),
(2.1)
where (0, β) with β  1 is the maximal existence interval of the solution ψ > 0.
To deal with the behavior of the trajectories ψc(ϕ) of the problem (2.1), we introduce the level set
Lk =
{
(ϕ,ψ) ∈R2; 1
2
ψ2 +m
ϕ∫
0
sm(1− s)(s − a)ds = k
}
(2.2)
for any k 0. Clearly, for c = 0, the level set Lk are exactly the trajectories of solutions to (1.4) or (1.9).
Namely, every component of Lk corresponds to one solution (ϕk,ψk) of (1.4) or (1.9) for c = 0. Now,
we deﬁne
L+k = Lk ∩ {ψ > 0}. (2.3)
Noticing that if (ϕ,ψ) ∈ L+k is a solution of the system (1.6), we have
dk(ξ)
dξ
= ψψ ′ +mϕm(1− ϕ)(ϕ − a)ϕ′ = c
m
ϕ1−mψ2 + ψϕ(1− ϕ)(ϕ − ϕcτ )
 c
m
ϕ1−mψ2 > 0, (2.4)
since ϕ(ξ) is increasing in ξ , which implies that (ϕ,ψ) wanders through increasing level sets with
increasing ξ . See Fig. 3.
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(1.3) for some ﬁxed speed c > 0, if and only if ψ(ϕ) with ψ(ϕ) > 0 for any ϕ ∈ (0,1) is a solution of the
problem (1.12).
Proof. The necessity is clear now from the above discussion. So it suﬃces to consider the suﬃcient
one. Let ψ(ϕ) be a solution of the problem (1.12), and ϕ(ξ) solve
ϕ′(ξ) = ψ(ϕ(ξ))
mϕm−1(ξ)
.
Without loss of generality, let ϕ(0) = 12 , and ]α,β[ ⊂ R be the maximal interval of existence of ϕ
such that 0< ϕ < 1. Firstly, we have
(
ϕm(ξ)
)′′ = ψ ′(ϕ)ϕ′(ξ) = (c − mϕm(1− ϕ)(ϕcτ − a)
ψ
)
ϕ′
= cϕ′ − ϕ(1− ϕ)(ϕcτ − a).
That is, ϕ(ξ) satisﬁes Eq. (1.2). Moreover, ϕ(ξ) = 0 for α − cτ < ξ < α, (ϕm)′(α) = 0 and ϕ(β−) = 1.
Therefore, when both α = −∞ and β = +∞, ϕ is a front-type solution satisfying boundary condi-
tions (1.3).
While if β < +∞, we note that
lim
ξ→β−
ϕ′(ξ) = lim
ϕ→1−
ψ(ϕ)
mϕm−1(ξ)
= 0.
Therefore, ϕ can be extended to [β,+∞) by taking ϕ(ξ) = 1 on [β,+∞). Thus, ϕ(ξ) becomes a
solution (sharp- or front-type) of the problem (1.2)–(1.3) on (α,+∞). 
Next, we shall show that there exists a unique speed c∗ > 0 such that the problem (1.12) admits a
positive solution for ϕ ∈ (0,1) if and only if c = c∗ .
Before going further, we ﬁrst prove the following lemmas.
Lemma 2.2. Assume that 0 < ϕ0 < 1, ψ1(ϕ0)  ψ2(ϕ0) > 0, ψ1(ϕ) > ψ2(ϕ) > 0 for 0 < ϕ < ϕ0  1 and
ϕ1(ξ1) = ϕ2(ξ2) = ϕ0 . Then, ϕ1(ξ1 − s) < ϕ2(ξ2 − s) for any s > 0 if
∫ ϕ0
0
mσm−1
ψ2(σ )
dσ > s; and ϕ1(ξ1 − s) =
ϕ2(ξ2 − s) = 0 if
∫ ϕ0
0
mσm−1
ψ2(σ )
dσ  s.
Proof. Recalling (1.10), we see that
s =
ϕ0∫
ϕis
mσm−1
ψi(σ )
dσ if
ϕ0∫
0
mσm−1
ψi(σ )
dσ > s,
and
ϕis = 0 if
ϕ0∫
0
mσm−1
ψi(σ )
dσ  s,
where ϕis = ϕi(ξi − s), i = 1,2. The desired conclusion follows immediately. 
10 C. Jin et al. / J. Differential Equations 254 (2013) 1–29Fig. 4. The monotonicity of ψc(ϕ) on c.
Lemma 2.3. For any given τ > 0, and c1 > c2  0, let ψ1(ϕ), ψ2(ϕ) be the solution of (2.1) corresponding to
c1 , c2 respectively. Then ψ1(ϕ) > ψ2(ϕ) for any ϕ ∈ (0, β2), where (0, β2) is the maximal existence interval
of the solution ψ2(ϕ) > 0. In addition, ψ1(β2) > 0. (See Fig. 4.)
Proof. We ﬁrst show that ψ1(ϕ) > ψ2(ϕ) for suﬃciently small ϕ > 0. The argument consists of three
steps, related to the cases m > 1, m = 1, 0<m < 1, respectively.
(i) Consider the case m > 1. According to (2.1), we have
dψ
dϕ
= c + mϕ
m(1− ϕ)(a− ϕcτ )
ψ
.
Noticing that ϕcτ  ϕ , we have for ϕ  a that
dψ
dϕ
= c + mϕ
m(1− ϕ)(a− ϕcτ )
ψ
 c.
Integrating from 0 to ϕ yields
ψ(ϕ) cϕ.
We further have
dψ
dϕ
= c + mϕ
m(1− ϕ)(a− ϕcτ )
ψ
 c + mϕ
m(1− ϕ)(a− ϕcτ )
cϕ
 c + am
c
ϕm−1.
Integrating from 0 to ϕ gives
ψ(ϕ) cϕ + a
c
ϕm.
Therefore, ψ1(ϕ) > ψ2(ϕ) for suﬃciently small ϕ > 0.
C. Jin et al. / J. Differential Equations 254 (2013) 1–29 11(ii) When m = 1, linearize the system (1.6) at (0,0) to get the eigenvalues
λ+ = c +
√
c2 + 4a
2
, λ− = c −
√
c2 + 4a
2
of the linearized system. We know
ψ(ξ) = λ+ϕ(ξ) + o(ϕ)
as ϕ → 0+ . Thus, ψ1(ϕ) > ψ2(ϕ) for suﬃciently small ϕ > 0.
(iii) When 0<m < 1, we have
dψ
dϕ
= c + mϕ
m(1− ϕ)(a− ϕcτ )
ψ
 mϕ
m(1− ϕ)(a− ϕ)
ψ
,
which means that
ψ2(ϕ)
ϕ∫
0
2msm(1− s)(a − s)ds = 2ma
m+ 1ϕ
m+1 + O (ϕm+2).
Consequently,
dψ
dϕ
 c + amϕ
m
ψ
 c + amϕ
m
( 2mam+1 )1/2ϕ(m+1)/2 + O (ϕ(m+3)/2)
= c +
(
ma(m+ 1)
2
)1/2
ϕ(m−1)/2 + O (ϕ(m+1)/2).
That is, ψ  cϕ + ( 2mam+1 )1/2ϕ(m+1)/2 + O (ϕ(m+3)/2). Thus, we have
ψ(ϕ) =
(
2ma
m+ 1
)1/2
ϕ(m+1)/2 + o(ϕ(m+1)/2). (2.5)
Furthermore,
(
ψ2
)′
(ϕ) 2cψ + 2maϕm + O (ϕm+1)
 2c
(
2ma
m+ 1
)1/2
ϕ(m+1)/2 + 2maϕm + o(ϕ(m+1)/2),
which implies that
ψ2(ϕ) 4c
m+ 3
(
2ma
m+ 1
)1/2
ϕ(m+3)/2 + 2ma
m+ 1ϕ
m+1 + o(ϕ(m+3)/2).
Moreover, we also have
12 C. Jin et al. / J. Differential Equations 254 (2013) 1–29dψ2
dϕ
 2cψ + 2amϕm
 2c
(
2ma
m+ 1
)1/2
ϕ(m+1)/2 + 2amϕm + o(ϕ(m+1)/2),
and hence,
ψ2  4c
m+ 3
(
2ma
m+ 1
)1/2
ϕ(m+3)/2 + 2ma
m+ 1ϕ
m+1 + o(ϕ(m+3)/2).
Summing up, we arrive at
ψ2(ϕ) = 4c
m+ 3
(
2ma
m+ 1
)1/2
ϕ(m+3)/2 + 2ma
m+ 1ϕ
m+1 + o(ϕ(m+3)/2). (2.6)
This implies that ψ1(ϕ) > ψ2(ϕ) for suﬃciently small ϕ > 0.
We claim that ψ1(ϕ) > ψ2(ϕ) for any ϕ ∈ (0, β2). Suppose for contradiction that there exists ϕ0 ∈
(0, β2) such that ψ1(ϕ0) = ψ2(ϕ0) = ψ0, and ψ1(ϕ) > ψ2(ϕ) for ϕ ∈ (0,ϕ0). Then,
ψ ′1(ϕ0)ψ ′2(ϕ0),
which means
c1 + mϕ
m(1− ϕ)(a− ϕc1τ )
ψ0
∣∣∣∣
ϕ=ϕ0
 c2 + mϕ
m(1− ϕ)(a− ϕc2τ )
ψ0
∣∣∣∣
ϕ=ϕ0
,
that is
0< c1 − c2  mϕ
m
0 (1− ϕ0)
ψ0
(ϕc1τ − ϕc2τ ).
Thus ϕc1τ > ϕc2τ . Denote ϕ1(ξ1) = ϕ2(ξ2) = ϕ0. By Lemma 2.2, we also have
ϕ1(ξ1 − c1τ ) ϕ2(ξ2 − c1τ ) ϕ2(ξ2 − c2τ ),
which means that ϕc1τ  ϕc2τ , a contradiction.
In what follows, we shall show that ψc1 (β2) > 0. In fact, recalling the ﬁrst equation of (2.1), we
infer
1
2
(
ψ2i
)′
(ϕ) = ciψi −mϕm(1− ϕ)(ϕciτ − a), i = 1,2.
By Lemma 2.2, we have for any ϕ1(ξ1) = ϕ2(ξ2) < β2 that
ϕ1(ξ1 − c1τ ) ϕ2(ξ2 − c1τ ) ϕ2(ξ2 − c2τ )
since ψ1 > ψ2. Then we have
1 (
ψ21
)′
(ϕ) >
1 (
ψ22
)′
(ϕ)2 2
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1
2
ψ21 (ϕ) >
1
2
ψ22 (ϕ) +
1
2
ψ21 (ϕ0) −
1
2
ψ22 (ϕ0).
Letting ϕ → β2 yields that
1
2
ψ21 (β2)
1
2
ψ21 (ϕ0) −
1
2
ψ22 (ϕ0) > 0,
namely, ψ1(β2) > 0. The proof is complete. 
Recalling the ﬁrst two equations of (2.1) with a simple calculation, we arrive at
1
2
ψ2(ϕ) =
ϕ∫
0
cψ(s)ds −m
ϕ∫
0
sm(1− s)(scτ − a)ds

ϕ∫
0
cψ(s)ds −m
ϕ∫
0
sm(1− s)(s − a)ds.
This excludes ψ(1−) = 0 if ∫ 10 msm(1 − s)(s − a)ds  0. Thus, we need only to ﬁnd the increasing
sharp- or front-type traveling wave for the case
∫ 1
0 ms
m(1− s)(s−a)ds > 0. Recalling the deﬁnition of
level set and the inequality (2.4), and letting
k0 =m
1∫
0
sm(1− s)(s − a)ds,
we know that Lk0 passes through the critical point (1,0). Denote
ψ∗(ϕ) =
√√√√√2m 1∫
ϕ
sm(1− s)(s − a)ds.
In what follows, we shall see that ψ∗ plays a special role for the proof of the main result. We ﬁrst
need a lemma as follows.
Lemma 2.4. The trajectory (ϕ,ψc) of the problem (2.1)must intersect ψ∗(ϕ) for suﬃciently large wave speed
c > 0. (See Fig. 5.)
Proof. From the proof of Lemma 2.3, we know ψc(ϕ) > cϕ for any ϕ ∈ (0,a]. Denote
M = max
ϕ∈(a,1)
mϕm(1− ϕ)(ϕ − a)
a
.
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Then, for any c  M1/2, we have ψc(a)  ac  aM1/2. By the expression of ψc , we see that ψc is
increasing on [a,1), since
ψc(ϕ) > ψc(a) max
ϕ∈[a,1]
{
mϕm(1− ϕ)(ϕ − a)
c
}
 max
ϕ∈[a,1]
{
mϕm(1− ϕ)(ϕcτ − a)
c
}
for any ϕ ∈ (a,1). Therefore, ψc must intersect ψ∗(ϕ) for any c  M1/2. The proof is complete. 
Proposition 2.2. If
∫ 1
0 ms
m(1 − s)(s − a)ds  0, then there is no nontrivial nonnegative solution for the
problem (1.12). While if
∫ 1
0 ms
m(1 − s)(s − a)ds > 0, then there exists a unique wave speed such that the
problem (1.12) admits a nonnegative solution ψ(ϕ), and ψ(ϕ) > 0 for any ϕ ∈ (0,1).
Proof. The case
∫ 1
0 ms
m(1− s)(s − a)ds 0 has been discussed in the above argument. So, it suﬃces
to consider the case
∫ 1
0 ms
m(1 − s)(s − a)ds > 0. From (2.4), we see that for any ﬁxed wave speed
c > 0, (ϕ,ψc) wanders through increasing level sets strictly. Thus, (ϕ,ψc) intersects a level set Lk at
most once. Denote by ψ̂k the trajectory of the level set corresponding to k, namely,
ψ̂k(ϕ) =
(
2k − 2m
ϕ∫
0
sm(1− s)(s − a)ds
)1/2
,
and let (ϕk, φk) be the intersection point of Lk with (ϕ,ψc). Then for any φk > 0, we have
dψ̂k(ϕ)
dϕ
∣∣∣∣
ϕ=ϕk
= −mϕ
m(1− ϕ)(ϕ − a)
ψ̂k
∣∣∣∣
ϕ=ϕk
−mϕ
m(1− ϕ)(ϕcτ − a)
φk
∣∣∣∣
ϕ=ϕk
= dψc
dϕ
∣∣∣∣
ϕ=ϕk
− c. (2.7)
Deﬁne
c∗ = inf{c > 0; ψc intersects ψ̂k0 at (σck0 , φck0) with ϕ ∈ (0,1]}.
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follows, we shall show that the c∗ is just the desired wave speed. We ﬁrst have c∗ > 0. Indeed, when
c = 0, the ﬁrst equation of (2.1) becomes
dψ0
dϕ
= −mϕ
m(1− ϕ)(ϕ − a)
ψ0
.
Noticing ψ0(0+) = 0, we have
ψ20 (ϕ) = −2m
ϕ∫
0
msm(1− s)(s − a)ds.
Then there exists ϕ0 ∈ (a,1) such that
ψ0(ϕ0) = 0,
since
∫ 1
0 ms
m(1 − s)(s − a)ds > 0. The continuous dependence of ψc on c ensures that ψc goes to
zero before reaching ψ̂k0 for suﬃciently small c > 0. Thus c
∗ > 0. In addition, we also have σck0 is
decreasing on c, and goes to 1 for c ↘ c∗ . In fact, the monotonicity of σck0 on c is a direct consequence
of Lemma 2.3. We might as well assume that
lim
c↘c∗ σck0 = σc∗k0 .
If σc∗k0 < 1, namely, φc∗k0 > 0, then by means of (2.7), we arrive at
ψ ′c∗(σc∗k0) ψ̂ ′k0(σc∗k0) + c∗.
So, there exists σc∗k0 < ϕ1 < 1, such that ψc∗ (ϕ1) > ψ̂k0 (ϕ1). By the continuous dependence of ψc
on c, there is c > 0 with c < c∗ and close to c∗ suﬃciently such that ψc(ϕ1) ψ̂k0 (ϕ1), which implies
that ψc intersects ψ̂k0 , since ψc(ϕ) < ψ̂k0 (ϕ) for ϕ suﬃciently small. This contradicts the deﬁni-
tion of c∗ . Thus, σc∗k0 = 1, which also implies that φc∗k0 = 0, since (σck0 , φck0) ∈ (ϕ, ψ̂k0 (ϕ)) and
ψ̂k0 (1) = 0. Moreover, for c > c∗ , by Lemma 2.3, we conclude that ψc(1) > 0. While if c < c∗ , there
exists ϕc with a < ϕc < 1 such that ψc(ϕc) → 0 as ϕ ↗ ϕc . If this is not true, that is ϕc = 1, then by
Lemma 2.3, we have ψc∗ (1) > 0, a contradiction. The proof is complete. 
Furthermore, we also have the following result.
Proposition 2.3. Let ϕc∗ be the traveling wave solution corresponding to the wave speed c∗ . Then the traveling
wave is of front-type when m < 2, or sharp-type if m 2.
Proof. From the proof of Lemma 2.3, we see that when ϕ > 0 and close to 0 suﬃciently, ψc∗ (ϕ) =
c∗ϕ + o(ϕγ ) with γ > 1 for 1<m < 2. Furthermore,
ϕ′(ξ) = 1
m
ϕ1−mψ = c
∗
m
ϕ2−m + o(ϕγ+1−m).
For 1<m < 2, we have ϕ′(ξ∗+) = 0. While if 0<m 1, it is easy to see that
ϕ′
(
ξ∗+
)= 1 ϕ1−m(ξ∗+)ψ(ξ∗+)= 0.
m
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= −∞, then ϕ could be extended to (−∞,+∞) smoothly by taking ϕ(ξ) = 0 for ξ ∈ (−∞, ξ∗].
So, ϕ is a front-type solution.
While if m = 2, we have ϕ′(ξ∗+) = c∗m . If m > 2, then ϕ′(ξ∗+) = +∞. This means that ϕ is a
sharp-type solution. The proof is complete. 
Furthermore, we have the following result.
Proposition 2.4. The above c∗(τ ) is nonincreasing on the delay τ , namely, if τ1 > τ2 , then c∗(τ1) c∗(τ2).
Proof. Suppose for contradiction that there exist time delays τ1 and τ2, with τ1 > τ2 and c∗(τ1) >
c∗(τ2). Denote c∗1 = c∗(τ1), c∗2 = c∗(τ2) for simplicity. Take c such that c∗2 < c < c∗1 and cτ1 > c∗2τ2.
In what follows, denote the solutions of (2.1) corresponding to wave speed and time delay (c∗1, τ1),
(c, τ1), (c∗2, τ2) by ψc∗1 , ψc , ψc∗2 , respectively. Similar to the proof of Lemma 2.3, we know that ψc(ϕ) >
ψc∗2 (ϕ) for suﬃciently small ϕ > 0. Furthermore, we claim that ψc(ϕ) > ψc∗2 (ϕ) for ϕ ∈ (0,1). Other-
wise, there exists ϕ0 ∈ (0,1) such that ψc(ϕ) > ψc∗2 (ϕ) for ϕ ∈ (0,ϕ0), and ψc(ϕ0) = ψc∗2 (ϕ0) = ψ0.
Then we have ψ ′c(ϕ0)ψ ′c∗2 (ϕ0), that is
0< c − c∗2 
mϕm0 (1− ϕ0)(ϕcτ1 − ϕc∗2τ2)
ψ0
,
which implies that ϕcτ1 > ϕc∗2τ2 . On the other hand, by Lemma 2.2, we have ϕcτ1  ϕc∗2τ2 , a contradic-
tion. Similarly, we can get ψc∗1 (ϕ) > ψc(ϕ). From the uniqueness of wave speed of traveling wave on
any ﬁxed τ > 0, this contradicts the deﬁnition of c∗1. 
Now, Theorem 1 is a direct consequence of Propositions 2.2–2.4.
2.2. Existence of decreasing traveling waves
This subsection deals with the decreasing traveling waves. We aim to ﬁnd a negative solution of
(1.12) for ϕ ∈ (0,1).
We ﬁrst note that ϕ(ξ) is decreasing on ξ since ψ < 0. So, ϕcτ (ξ) > ϕ(ξ). To get the behavior of
the trajectories ψc(ϕ) of (1.9), we have to study the trajectories starting from (1,0), since the property
of ψc at ϕ depends on the behavior of ψ at ϕcτ closely. Consider the following problem
⎧⎪⎪⎪⎨⎪⎪⎪⎩
dψ
dϕ
= c − mϕ
m(1− ϕ)(ϕcτ − a)
ψ
, for ϕ ∈ (α,1),
ψ
(
1−
)= 0,
ψ(ϕ) < 0 for ϕ ∈ (α,1),
(2.8)
where (α,1) with α  0 is the maximal existence interval of the solution ψ > 0. By (2.8),
1
2
ψ2(ϕ) = −
1∫
ϕ
cψ(s)ds +m
1∫
ϕ
sm(1− s)(scτ − a)ds
−
1∫
ϕ
cψ(s)ds +m
1∫
ϕ
sm(1− s)(s − a)ds.
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Hence, ψ(0+) = 0 is impossible if ∫ 10 msm(1− s)(s−a)ds 0. So, we need only to ﬁnd the decreasing
sharp- or front-type traveling wave for the case
∫ 1
0 ms
m(1− s)(s− a)ds < 0. Similar to Section 3.1, we
denote level set Rk by
Rk =
{
(ϕ,ψ) ∈R2; 1
2
ψ2 −m
1∫
ϕ
sm(1− s)(s − a)ds = k
}
(2.9)
for any k 0, and correspondingly, deﬁne
R−k = Rk ∩ {ψ < 0}. (2.10)
Notice that if (ϕ,ψ) ∈ R−k solves the system (1.6), then
dk(ξ)
dξ
= ψψ ′ +mϕm(1− ϕ)(ϕ − a)ϕ′ = c
m
ϕ1−mψ2 + ψϕ(1− ϕ)(ϕ − ϕcτ )
 c
m
ϕ1−mψ2 > 0, (2.11)
since ϕ(ξ) is decreasing on ξ . This implies that the trajectory (ϕ,ψ) of (2.8) wanders through increas-
ing level sets with increasing ξ as ϕ ↘ α. See Fig. 6. Before going further, we ﬁrst give the following
two conclusions without proof, which are parallel to Proposition 2.1 and Lemma 2.2 respectively.
Proposition 2.5. ϕ(ξ) is a monotone decreasing traveling wave (sharp- or front-type) of the problem (1.4)–
(1.5) for some ﬁxed speed c > 0, if and only if ψ(ϕ) with ψ(ϕ) < 0 for any ϕ ∈ (0,1) is a solution of the
problem (1.12). 
Lemma 2.5. Assume that 0 < ϕ0 < 1, ψ1(ϕ0) ψ2(ϕ0) < 0, ψ1(ϕ) < ψ2(ϕ) < 0 for 0 ϕ0 < ϕ < 1, and
ϕ1(ξ1) = ϕ2(ξ2) = ϕ0 . Then ϕ1(ξ1 − s) > ϕ2(ξ2 − s) for any s > 0 if
∫ 1
ϕ0
mσm−1
−ψ2 dσ > s; and ϕ1(ξ1 − s) =
ϕ2(ξ2 − s) = 1 if
∫ 1
ϕ0
mσm−1
−ψ2 dσ  s. 
We need more lemmas as follows.
Lemma 2.6. For any given τ > 0, let c1 > c2  0, and ψ1(ϕ), ψ2(ϕ) be the solution of (2.1) corresponding to
c1 , c2 respectively. Then ψ1(ϕ) < ψ2(ϕ) for any ϕ ∈ (α2,1), where (α2,1) is the maximal existence interval
of the solution ψ2(ϕ) < 0. In addition, ψ1(α2) < 0. (See Fig. 7.)
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Proof. Consider the following two systems⎧⎪⎨⎪⎩
ϕ′(ξ) = 1
m
ϕ1−m(ξ)u1(ξ),
u′1(ξ) =
c
m
ϕ1−m(ξ)u1(ξ) − ϕ(ξ)(1− ϕ)
(
ϕ(ξ) − a), (2.12)
and ⎧⎪⎨⎪⎩
ϕ′(ξ) = 1
m
ϕ1−m(ξ)u2(ξ),
u′2(ξ) =
c
m
ϕ1−m(ξ)u2(ξ) − ϕ(ξ)(1− ϕ)(1− a).
(2.13)
Notice that the right hand sides of the above two systems share the same Jacobian matrix
P =
(
0 1m
1− a cm
)
(2.14)
at (1,0). By a simple calculation, we get the eigenvalues of the matrix P
λ+ = c +
√
c2 + 4m(1− a)
2m
, λ− = c −
√
c2 + 4m(1− a)
2m
.
It is easy to see that (1,0) is a saddle point. And the eigenvector associated to the eigenvalue λ+ can
be
Q =
(
1
mλ+
)
.
We express the local explicit solution of the problem (1.6) in the left neighborhood of (1,0) to reach{
ϕ(ξ) = 1− k1eλ+ξ + O
(
(1− ϕ)2),
ui(ξ) = −k1mλ+eλ+ξ + O
(
(ui)
2), i = 1,2.
Therefore, near (1,0), we have
ui ∼mλ+(ϕ − 1) = c +
√
c2 + 4m(1− a)
(ϕ − 1), i = 1,2.
2
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du1
dϕ
= c − mϕ
m(1− ϕ)(ϕ − a)
u1
,
du2
dϕ
= c − mϕ
m(1− ϕ)(1− a)
u2
,
and ϕ  ϕcτ  1. By the comparison lemma, u2 ψ  u1, which implies
ψ ∼mλ+(ϕ − 1) = c +
√
c2 + 4m(1− a)
2
(ϕ − 1). (2.15)
Thus for any c1 > c2, we have ψ2 > ψ1 in a left neighborhood of ϕ = 1. We claim that ψ2(ϕ) > ψ1(ϕ)
for any ϕ ∈ (α2,1). Otherwise, there exists ϕ0 with 0 < ϕ0 < 1 such that ψ2(ϕ0) = ψ1(ϕ0) = ψ0 and
ψ2(ϕ) > ψ1(ϕ) for ϕ ∈ (ϕ0,1), which implies that
ψ ′2(ϕ0)ψ ′1(ϕ0).
That is
c1 − mϕ
m(1− ϕ)(ϕc1τ − a)
ψ0
∣∣∣∣
ϕ=ϕ0
 c2 − mϕ
m(1− ϕ)(ϕc2τ − a)
ψ0
∣∣∣∣
ϕ=ϕ0
,
namely,
0< c1 − c2  mϕ
m
0 (1− ϕ0)
ψ0
(ϕc1τ − ϕc2τ ).
Thus ϕc1τ < ϕc2τ , since ψ0 < 0. On the other hand, denote ϕ1(ξ1) = ϕ2(ξ2) = ϕ0. By virtue of
Lemma 2.5, we obtain
ϕ1(ξ1 − c1τ ) ϕ2(ξ2 − c1τ ) ϕ2(ξ2 − c2τ ),
which means that ϕc1τ  ϕc2τ , a contradiction.
In what follows, we shall show that ψ1(α2) < 0. In fact, it follows from the ﬁrst equation of (2.8)
that
1
2
(
ψ2i
)′
(ϕ) = ciψi −mϕm(1− ϕ)(ϕciτ − a), i = 1,2.
By Lemma 2.5, we have for any ϕ1(ξ1) = ϕ2(ξ2) > α2,
ϕ1(ξ1 − c1τ ) ϕ2(ξ2 − c1τ ) ϕ2(ξ2 − c2τ )
since ψ1 < ψ2. Thus,
1
2
(
ψ21
)′
(ϕ) <
1
2
(
ψ22
)′
(ϕ)
for any ϕ ∈ (α2,1). Integrating the above inequality from ϕ to ϕ0 for any α2 < ϕ < ϕ0 < 1 yields
ψ21 (ϕ) > ψ
2
2 (ϕ) + ψ21 (ϕ0) − ψ22 (ϕ0).
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Let ϕ ↘ α2 to get
ψ21 (α2) > ψ
2
1 (ϕ0) − ψ22 (ϕ0) > 0,
namely, ψ1(α2) < 0. The proof is complete. 
By the deﬁnition of level set Rk and the inequality (2.11) with
k0 = −m
1∫
0
sm(1− s)(s − a)ds,
we know that Rk0 passes through the critical point (0,0). Denote the curve of level set R
−
k0
by
ψ˜∗(ϕ) = −
√√√√√−2m ϕ∫
0
sm(1− s)(s − a)ds.
We introduce the following lemma.
Lemma 2.7. The trajectory (ϕ,ψc) of the problem (2.8)must intersect ψ˜∗(ϕ) for suﬃciently large wave speed
c > 0. (See Fig. 8.)
Proof. Recalling (2.8), and noticing that ψ(ϕ) < 0, ϕcτ > ϕ , we have for ϕ  a that
dψ
dϕ
= c − mϕ
m(1− ϕ)(ϕcτ − a)
ψ
 c + mϕ
m(1− ϕ)(ϕ − a)
−ψ
 c.
Integrating from ϕ to 1 yields
ψ(ϕ)−c(1− ϕ),
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ψ(a)−c(1− a).
Let
M˜ = max
ϕ∈(0,a)
{
mϕm(1− ϕ)(a− ϕ)
1− a
}
.
Then for any c > M˜1/2, we have
ψc <
mϕm(1− ϕ)(ϕ − a)
c
 mϕ
m(1− ϕ)(ϕcτ − a)
c
,
which implies that ψc is increasing on (0,a). Thus, ψc must intersect ψ˜∗(ϕ) whenever c > M˜1/2. The
proof is complete. 
Proposition 2.6. If
∫ 1
0 ms
m(1 − s)(s − a)ds  0, then there is no nontrivial and nonpositive solution for
the problem (1.12). While if
∫ 1
0 ms
m(1 − s)(s − a)ds < 0, there exists a unique wave speed c∗ such that the
problem (1.12) admits a nonpositive solution ψ(ϕ). In addition, ψ(ϕ) < 0 for any ϕ ∈ (0,1).
Proof. The ﬁrst conclusion is obvious by the argument at the beginning of this section. It remains to
consider the case
∫ 1
0 ms
m(1− s)(s− a)ds < 0. From (2.4), we see that for any ﬁxed wave speed c > 0,
(ϕ,ψc) wanders through increasing level sets strictly as ϕ ↘ α. Thus (ϕ,ψc) intersects a level set R−k
at most once. Denote the trajectory of the level set corresponding to k by
ψ˜k(ϕ) = −
(
2k + 2m
1∫
ϕ
sm(1− s)(s − a)ds
)1/2
,
and the intersection point of R−k with (ϕ,ψc) by (ϕ˜k, φ˜k). Then for any φ˜k < 0, we have
dψ˜k(ϕ)
dϕ
∣∣∣∣
ϕ=ϕ˜k
= −mϕ
m(1− ϕ)(ϕ − a)
ψ˜k
∣∣∣∣
ϕ=ϕ˜k
−mϕ
m(1− ϕ)(ϕcτ − a)
φ˜k
∣∣∣∣
ϕ=ϕ˜k
= dψc
dϕ
∣∣∣∣
ϕ=ϕ˜k
− c. (2.16)
Deﬁne
c∗ = inf{c > 0; ψc intersects ψ˜k0 at (ηck0 , φ˜ck0) with ϕ ∈ (0,1]}.
By Lemma 2.7, c∗ is well deﬁned, since for suﬃcient large c > 0, ψc must intersect ψ˜k0 . In what
follows, we shall show that c∗ is the desired wave speed. We ﬁrst have c∗ > 0. Indeed, when c = 0,
the ﬁrst equation of (2.8) becomes
dψ
dϕ
= −mϕ
m(1− ϕ)(ϕ − a)
ψ
.
Noticing that ψ0(1+) = 0, we have
22 C. Jin et al. / J. Differential Equations 254 (2013) 1–29ψ2c (ϕ) = 2m
1∫
ϕ
msm(1− s)(s − a)ds.
Then there exists ϕ0 ∈ (0,a) such that
ψc(ϕ0) = 0
since
∫ 1
0 ms
m(1 − s)(s − a)ds < 0. The continuous dependence of ψc on c ensures that ψc goes to
zero before reaching ψ˜k0 for suﬃciently small c > 0. Thus, c
∗ > 0. In addition, we also have ηck0 is
increasing on c, and goes to 0 for c ↘ c∗ . In fact, the monotonicity of ηck0 on c is a direct consequence
of Lemma 2.5. We might as well assume that
lim
c↘c∗ ηck0 = ηc∗k0 .
If ηc∗k0 > 0, namely φ˜c∗k0 < 0, then by means of (2.16), we arrive at
ψ ′c∗(ηc∗k0) ψ˜ ′k0(ηc∗k0) + c∗.
Then there exists ϕ∗ ∈ (0, ηc∗k0), such that ψc∗ (ϕ∗) < ψ˜k0 (ϕ∗). By the continuous dependence of ψc
on c, there exists c > 0 with c < c∗ and close to c∗ suﬃciently such that ψc(ϕ∗)  ψ˜k0(ϕ∗), which
implies that ψc intersects with ψ˜k0 since ψc(ϕ)  ψ˜k0 (ϕ) when ϕ is suﬃciently close to 1. This
contradicts the deﬁnition of c∗ . Thus we have ηc∗k0 = 0, which also implies that φ˜c∗k0 = 0 since
(ηck0 , φ˜ck0) ∈ {(ϕ, ψ˜k0(ϕ)); 0  ϕ  1} and ψ˜k0 (0) = 0. Moreover, for c > c∗ , by Lemma 2.6, we con-
clude that ψc(0) < 0. While if c < c∗ , there exists ϕc with 0< ϕc < a such that ψc(ϕc) → 0 as ϕ ↘ ϕc .
If this is not true, that is ϕc = 0, then by Lemma 2.6, we have ψc∗ (0) > 0, a contradiction. The proof
is complete. 
Proposition 2.7. The traveling wave solution corresponding to the wave speed c∗ obtained above is a front-
type traveling wave.
Proof. Let ψ = −Kϕm with K  amc∗ . We assert that ψc∗ > ψ for ϕ ∈ (0,a). Otherwise, there exists
ϕ0 ∈ (0,a) such that ψc∗ (ϕ0)ψ(ϕ0). Then,
dψc∗
dϕ
∣∣∣∣
ϕ=ϕ0
= c∗ − mϕ
m(1− ϕ)(ϕc∗τ − a)
ψc∗
∣∣∣∣
ϕ=ϕ0
 c∗ − mϕ
m(1− ϕ)(ϕ − a)
ψc∗
∣∣∣∣
ϕ=ϕ0
 c∗ − mϕ
m(1− ϕ)(ϕ − a)
ψ
∣∣∣∣
ϕ=ϕ0
> 0
dψ
dϕ
∣∣∣∣
ϕ=ϕ0
. (2.17)
Let
G = {ϕ ∈ [0,ϕ0); ψc∗(ϕ) > ψ(ϕ)}.
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ϕ1 = supG.
It is obvious that ϕ1 > 0 since ψc∗ (0) = ψ(0). In addition, noticing that ψc∗ (ϕ0)ψ(ϕ0) and combin-
ing with the deﬁnition of ϕ1, we see that
ψc∗(ϕ1) = ψ(ϕ1),
which implies that
ψ ′c∗(ϕ1)ψ ′(ϕ1).
On the other hand, by (2.17), we also have
ψ ′c∗(ϕ1) > ψ ′(ϕ1),
a contradiction. Thus ψc∗ (ϕ) > ψ(ϕ) for any ϕ ∈ (0,a). Recalling that
ϕ′(ξ) = 1
m
ϕ1−mψc,
we know
0 ϕ′(ξ)− K
m
ϕ,
which means that ϕ′(ξ∗) = 0 since that ϕ(ξ∗) = 0. Thus if ξ∗ = +∞, we could extend ϕ to
(−∞,+∞) smoothly by taking ϕ(ξ) = 0 for ξ ∈ (ξ∗,+∞). That is, ϕ is a front-type solution. The
proof is complete. 
Furthermore, we also have the following result.
Proposition 2.8. c∗(τ ) is nonincreasing on the delay τ . Namely, if τ1 > τ2 , then c∗(τ1) c∗(τ2).
Proof. Suppose to the contrary, there exist time delays τ1, τ2 with τ1 > τ2 and c∗(τ1) > c∗(τ2). For
simplicity, we denote them by c∗1, c∗2 respectively. Take c such that c∗2 < c < c∗1 and cτ1 > c∗2τ2. In
what follows, we denote the solutions of the problem (2.1) corresponding to wave speed and time
delay (c∗1, τ1), (c, τ1), (c∗2, τ2) by ψc∗1 , ψc , ψc∗2 respectively. Similar to the proof of Lemma 2.6, we see
that ϕ < 1 and ϕ close to 1 suﬃciently, ψc(ϕ) < ψc∗2 (ϕ). Furthermore, we claim ψc(ϕ) < ψc∗2 (ϕ) for
ϕ ∈ (0,1). Otherwise, there exists ϕ0 ∈ (0,1) such that ψc(ϕ) < ψc∗2 (ϕ) for ϕ ∈ (ϕ0,1), and ψc(ϕ0) =
ψc∗2 (ϕ0) = ψ0. So, ψ ′c(ϕ0)ψ ′c∗2 (ϕ0), and hence
0< c − c∗2 
mϕm0 (1− ϕ0)(ϕcτ1 − ϕc∗2τ2)
ψ0
,
which implies that ϕcτ1 < ϕc∗2τ2 . While by Lemma 2.5, we also have ϕcτ1  ϕc∗2τ2 , a contradiction.
Therefore, we have ψc(ϕ) < ψc∗2 (ϕ) < 0 for ϕ ∈ (0,1). Similarly, we also have ψc∗1 (ϕ) < ψc(ϕ) < 0 for
ϕ ∈ (0,1). By the uniqueness of wave speed of traveling wave on any ﬁxed τ > 0, this contradicts the
deﬁnition of c∗1 since ψc∗1 (0
+) = 0. The proof is complete. 
Obviously, Theorem 2 is the direct consequence of Propositions 2.6–2.8.
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In Section 2, we have obtained the existence of sharp- or front-type traveling waves. In what
follows, we pay our attention to the asymptotic behavior of the traveling wave solutions, as well as
the convergent rate of the solutions near inﬁnity.
Proof of Theorem 3. Firstly, from the proof of Lemma 2.3, we see that as ϕ → 0,
ψ(ϕ) = c∗ϕ + o(ϕ), m > 1,
ψ(ϕ) = c
∗ + √c∗2 + 4a
2
ϕ + o(ϕ), m = 1,
ψ(ϕ) =
(
2ma
m+ 1
)1/2
ϕ(m+1)/2 + o(ϕ(m+1)/2), 0<m < 1.
Noticing that there exists ϕ0 small enough such that when 0< ϕ < ϕ0,
ξ(ϕ0) − ξ(ϕ) =
ϕ0∫
ϕ
msm−1
ψ(s)
ds,
we have
lim
ϕ→0+
ξ(ϕ) > −∞, m > 1,
which implies that there exists a constant ξ∗ such that ϕ(ξ∗) = 0, i.e., the traveling waves go to 0 at
some ﬁnite position ξ∗ . If m = 1, we have
lim
ϕ→0+
ξ(ϕ)
lnϕ
= C1 =
√
c∗2 + 4a− c∗
2a
,
that is
ϕ(ξ) ∼ e 1C1 ξ , as ξ → −∞.
While if 0<m < 1,
lim
ϕ→0+
ξ(ϕ)
ϕ
m−1
2
= C2 =
√
2m(m+ 1)
(m− 1)√a < 0,
and hence
ϕ(ξ) ∼
(
ξ
C2
) 2
m−1
, as ξ → −∞.
Next, study the convergent rate of ϕ going to 1. To obtain the estimate of the convergent rate, we
ﬁrst show that
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ϕ→1−
ξ(ϕ) = +∞.
For this purpose, consider the following problem without delay
⎧⎪⎨⎪⎩
ϕ′(ξ) = 1
m
ϕ1−m(ξ)v(ξ),
v ′(ξ) = c
∗
m
ϕ1−m(ξ)v(ξ) − ϕ(ξ)(1− ϕ)(ϕ(ξ) − a). (3.1)
The Jacobian matrix of the right hand side of the above system at (1,0) is
A =
(
0 1m
1− a c∗m
)
,
with the eigenvalues
λ+ = c
∗ +√c∗2 + 4m(1− a)
2m
, λ− = c
∗ −√c∗2 + 4m(1− a)
2m
.
Then (1,0) is a saddle point, and the eigenvalue λ− corresponds to the eigenvector
T =
(
1
mλ−
)
.
The local explicit solution of the problem (3.1) in the left neighborhood of (1,0) can be expressed as{
ϕ(ξ) = 1− k1eλ−ξ + O
(
(1− ϕ)2),
v(ξ) = −k1mλ−eλ−ξ + O
(
v2
)
,
where k1 > 0 is an arbitrary constant. Therefore, near (1,0), we have
v ∼mλ−(ϕ − 1) =
√
c∗2 + 4m(1− a) − c∗
2
(1− ϕ).
By Lemma 2.1 of comparison, we have
ψ 
√
c∗2 + 4m(1− a) − c∗
2
(1− ϕ) + o((1− ϕ)).
There exists ϕ˜0 < 1 with 1− ϕ˜0 small enough such that when ϕ˜0 < ϕ < 1,
ξ(ϕ) − ξ(ϕ˜0) =
ϕ∫
ϕ˜0
msm−1
ψ(s)
ds
ϕ∫
ϕ˜0
msm−1√
c∗2+4m(1−a)−c∗
2 (1− s) + o((1− s))
ds,
which implies that
lim
ϕ→1−
ξ(ϕ) = +∞.
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problem
⎧⎪⎨⎪⎩
ϕ′(ξ) = 1
m
ϕ1−m(ξ)u(ξ),
u′(ξ) = c
∗
m
ϕ1−m(ξ)u(ξ) − ϕ(ξ)(1− ϕ)(1− ε − a).
(3.2)
By the similar argument as above, we obtain that
u ∼mλ˜−(ϕ − 1) =
√
c∗2 + 4m(1− ε − a) − c∗
2
(1− ϕ).
Noticing
du
dϕ
= c∗ − mϕ
m(1− ϕ)(1− ε − a)
u
,
and ϕc∗τ > 1− ε as ϕ approaches 1 enough, we have ψ  u by Lemma 2.1. We obtain√
c∗2 + 4m(1− ε − a) − c∗
2
(1− ϕ) + o((1− ϕ))ψ(ϕ)

√
c∗2 + 4m(1− a) − c∗
2
(1− ϕ) + o((1− ϕ)),
as ϕ goes to 1. With ψ(ϕ) = (ϕm)′ , a direct calculation gives
M1e
−
√
c∗2+4m(1−a)−c∗
2m ξ  1− ϕ  M2e−
√
c∗2+4m(1−ε−a)−c∗
2m ξ ,
for some M1, M2 > 0. By the arbitrariness of ε > 0, the desired (1.13) is proved. 
In what follows, we deal with the decreasing traveling waves.
Proof of Theorem 4. We ﬁrst consider the convergent rate of ϕ going to 1. By (2.15), we know
ψ ∼mλ+(ϕ − 1) = c
∗ +√c∗2 + 4m(1− a)
2
(ϕ − 1).
Thus,
lim
ϕ→1−
ξ(ϕ) = −∞,
and there exist constants M˜1, M˜2 with M˜1 < M˜2 such that
M˜1e
√
c∗2+4m(1−a)+c∗
2m ξ  1− ϕ  M˜2e
√
c∗2+4m(1−a)+c∗
2m ξ .
This yields (1.14).
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ψc∗ > −am
c∗
ϕm for ϕ ∈ (0,a). (3.3)
We have with ϕ0 < a that
ξ(ϕ0) − ξ(ϕ) =
ϕ0∫
ϕ
msm−1
ψc∗(s)
ds−c
∗
a
ϕ0∫
ϕ
1
s
ds → −∞, as ϕ → 0+,
which implies that ϕ(ξ) → 0+ , as ξ(ϕ) → +∞. And recalling the curve
ψ˜∗(ϕ) = −
√√√√√−2m ϕ∫
0
sm(1− s)(s − a)ds
of level set R−k0 , we get
ψc∗  ψ˜∗(ϕ)−
√√√√√2ma ϕ∫
0
sm ds = −
√
2ma
m+ 1ϕ
m+1
2 . (3.4)
On the other hand, for any given small ε > 0, consider the following inequality
1
2
du2
dϕ
− c∗u m(a− ε)ϕm(1− ϕ). (3.5)
We claim that if u(ϕ) < 0 satisﬁes the inequality (3.5) with u(0+) = 0, then u  ψc∗ when ϕc∗τ < ε.
In fact, we have with ϕc∗τ < ε that
1
2
dψ2c∗
dϕ
− c∗ψc∗ = −mϕm(ϕc∗τ − a)(1− ϕ)
mϕm(a− ε)(1− ϕ) 1
2
du2
dϕ
− c∗u,
that is
d(ψ2c∗ − u2)
dϕ
− (ψ2c∗ − u2) 2c∗ψc∗ + u  0,
and consequently,
ψ2c∗(ϕ) − u2(ϕ)
(
ψ2c∗(ϕ0) − u2(ϕ0)
)
e
∫ ϕ
ϕ0
2c∗
ψc∗ (s)+u(s) ds.
Letting ϕ0 → 0+ , we have ψ2c∗ (ϕ) − u2(ϕ) 0, and hence 0 u(ϕ) ψc∗ (ϕ). Next, construct a func-
tion satisfying the inequality (3.5) when ϕc∗τ < ε. Let ψ(ϕ) = −Aϕr , with constants A, r to be
determined. Due to 0< ϕ < ϕc∗τ , ψ(ϕ) satisﬁes (3.5) provided
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When m  1, take r =m and A = 2m(a−ε)(1−ε)
c∗+
√
c∗2+4m2εm−1(a−ε)(1−ε) . Then the above inequality holds. While
if m < 1, take r = m+12 . Then the above inequality holds if and only if
m+ 1
2
A2ϕ
m−1
2 + c∗A m(a− ε)ϕ m−12 (1− ε)(1− ε 1−m4 + ε 1−m4 ),
which is ensured by the following inequalities
m+ 1
2
A2 m(a− ε)(1− ε)(1− ε 1−m4 ), and c∗A m(a− ε)ε m−14 (1− ε).
Take A =
√
2m(a−ε)(1−ε)(1−ε 1−m4 )
m+1 . Then the above inequalities hold when ε <min{ a2 , (m
√
a
2c∗ )
4
1−m }.
Summing up, we have that for any given ε <min{ a2 , (m
√
a
2c∗ )
4
1−m }:
When m 1,
−am
c∗
ϕm ψc∗ − 2m(a− ε)(1− ε)
c∗ +√c∗2 + 4m2εm−1(a− ε)(1− ε)ϕm
for any ϕ with ϕc∗τ < ε. Noticing that ψc∗ = (ϕm)′ , we have
−am
c∗

(
ln
(
ϕm
))′ − 2m(a− ε)(1− ε)
c∗ +√c∗2 + 4m2εm−1(a− ε)(1− ε) .
So, there exist C1,C2 > 0 such that
C1e
− ac∗ ξ  ϕ(ξ) C2e
− 2(a−ε)(1−ε)
c∗+
√
c∗2+4m2εm−1(a−ε)(1−ε) ξ .
By the arbitrariness of ε > 0, we obtain (1.15).
When m < 1,
−
√
2ma
m+ 1ϕ
m+1
2 ψc∗ −
√
2m(a− ε)(1− ε)(1− ε 1−m4 )
m+ 1 ϕ
m+1
2
for any ϕ with ϕc∗τ < ε. Noticing that ψc∗ = (ϕm)′ , we have
(
1−m
2m
√
2ma
m+ 1
) 2
m−1
 lim
ξ→+∞ϕ(ξ)ξ
2
1−m 
(
1−m
2m
√
2m(a− ε)(1− ε)(1− ε 1−m4 )
m+ 1
) 2
m−1
.
Thus, (1.16) is true by the arbitrariness of ε > 0. 
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