Quality of the Observed Image

The Need for an Empirical Approach to Image Quality
At present, and in the foreseeable future, diagnostic images must be interpreted by human observers. Therefore, image quality in medicine must be judged in terms of the extent to which a class of images allows real observers, such as radiologists, to correctly determine each patient's state of health or disease. Although image quality in this practical sense may be inferred, in some cases, from the calculated performance of an ideal observer (see Section 3), final judgements concerning image quality must, at least for the present, be made empirically, by measuring human observer performance directly.
Receiver Operating Characteristic (ROC) Analysis
For simplicity, the evaluation of observer performance is usually restricted to situations in which possible truth concerning the object can be divided into two states (e.g., "abnormal" vs. "normal," "malignancy present" vs. "malignancy absent," etc.) and in which two corresponding decisions can be made. The adequacy and limitations of this restriction are discussed elsewhere (Metz, 1986a; 1988) . Often, the two states are indicated by the abstract terms "positive" and "negative" to denote a defined (possibly composite) truth state and its complement. In studies that seek to measure medical image quality, the two states of truth can be chosen by the designer of the experiment to represent alternative diagnoses, the presence and absence of some diagnostically relevant image feature, or the presence and absence of an idealized geometric object. Images obtained from actual clinical cases, phantoms or computer simulation can be used in the experiment, depending on the compromise between realism and convenience that is considered appropriate.
Basic Concepts
Any valid analysis of observer performance must account for the fact that two fundamentally different kinds of errors can be made in a visual detection task: an observer can fail to detect an object feature when it is actually present ("false-negative error" or "miss"); or an object feature can be incorrectly "detected" when none, in fact, is present ("false-positive error" or "false alarm"). In the medical literature, this need is often met by reporting the performance of a diagnostic test in terms of its "sensitivity," the fraction of patients actually having a disease that is called "positive" by the test; and "specificity," the fraction of patients actually without the disease that is called "negative" (Lusted, 1978; Weinstein and Fineberg, 1980) . This pair of indices distinguishes between the two kinds of error, but it suffers from an important limitation: The numerical values depend upon the "critical confidence level," or "decision criterion," that each observer adopts to distinguish "positive" image readings from "negative" readings (Metz, 1978; 1986a) .
For example, consider the situation in which a radiologist reads each image in a collection of chest radiographs as "positive" or "negative" with regard to the presence of lung nodules. To avoid an unacceptably high number of false-positive readings, the radiologist presumably calls positive only those radiographs in which his confidence in the presence of a nodule exceeds some minimum acceptable level. Clearly, the sensitivity and specificity of the radiologist's readings could be calculated if the actual presence or absence of nodules in each radiograph were established subsequently by biopsy, clinical followup, etc. Now suppose that the same radiologist reads the same radiographs more aggressively, in the sense that he requires less confidence in the presence of a nodule in order to issue a positive report. The sensitivity of the radiologist's readings will increase because some actually positive cases that had not previously exceeded the radiologist's "critical confidence level" will now correctly be called positive; but the specificity of the radiologist's readings will decrease because some of the marginally suspect cases previously called negative and now called positive will, in fact, be without nodules. Similarly, the radiologist's sensitivity would decrease, but his specificity would increase if he were to read the images more conservatively, issuing a positive report only if his confidence in the presence of a nodule were very high.
The radiologist's inherent ability to associate the appearance of an image with the likelihood that a lung nodule is actually present remains unchanged across these different sensitivities and specificities. Hence, the ability of a human observer to distinguish between two states of truth cannot be characterized by a single sensitivity-specificity pair. This problem can be overcome by determining all of the combinations of sensitivity and specificity that an imaging procedure provides in a particular detection task as the critical confidence level is varied over all possible settings, and by plotting one of these indices against the other in a unit square, as shown in Figure 4 .1a. More commonly, TPF, which is equivalent to sensitivity, is plotted against FPF, which is equal to 1.0 minus specificity, thereby producing an ROC curve (Green and Swets, 1966; Metz, 1978; 1986a ; Swets >.
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Examples of three possible combinations of sensitivity and specificity that can be obtained in image reading by the use of different settings of the critical confidence level (points) and the continuous trade off that is available between these quantities (curve). (b) The same combinations and relationship expressed in terms of TPF and FPF, the convention employed in ROC analysis.
and Pickett, 1982) , as shown in Figure 4 .1b. Receiver Operating Characteristic curves rise from the lowerleft corner of the unit square; bend to the right with decreasing slope; and finally enter the upper-right corner of the square. High ROC curves represent better detection performance than low ones because with appropriate settings of the decision criterion, a larger TPF can be obtained on a higher ROC for any given FPF, or a smaller FPF can be obtained for a given true positive fraction. If ROC curves of interest do not intersect each other, detection performance can be summarized by the area under an ROC inside the unit square (Swets and Pickett, 1982; Metz, 1986a) . Alternatively, ROCs can be compared in terms of the TPF values they provide at a particular FPF of practical interest (Swets and Pickett, 1982; McNeil and Hanley, 1984) .
Receiver Operating Characteristic
Curves from Confidence-Rating Data Two different experimental approaches can be used to measure conventional ROC curves for imaging systems.
In the first approach, sometimes called the "Yes/ No" method (Green and Swets, 1966) , the observer views a series of images sequentially and is required to give a binary (e.g., "positive" or "negative") response for each image. The series is then re-read on several occasions, with the reader motivated to use either a "stricter" or "more lenient" confidence threshold on each subsequent occasion. The observer's responses from each reading occasion can be compared with the truth about the cases and thus used to compute different [FPF, TPF) pairs, each of which is plotted as a point in the unit square. Vertical and horizontal error bars can then be calculated for each point on the basis of binomial statistics (Green and Swets, 1966) , and a smooth curve can be drawn near the points. This approach follows directly from the conceptual basis for ROC analysis, but it is experimentally inefficient, requiring each observer to read the series of images M times to generate estimates of M points on the Receiver Operating Characteristic curve.
The' 'rating method" is more efficient and is almost always used in practice. In this approach (Green and Swets, 1966; Goodenough et al., 1974; Metz, 1979; Swets and Pickett, 1982) , the observer is required to select one of several categories of confidenceusually represented by numerical ratings -to report his impression of the likelihood that each image arose from one or the other state of truth. These categories can be given qualitative labels such as: (1) definitely or almost definitely negative, (2) probably negative, (3) possibly positive, (4) probably positive and (5) definitely or almost definitely positive. It is not necessary for different observers to interpret these category labels in the same way; the essential requirement is that the labels provide an unambiguously ordered set of categories for each observer's relative confidence in the two states of truth. Also, for statistical efficiency, it is desirable that the category labels motivate the observer to generate combinations of FPF and TPF (as explained below) that are distributed more or less uniformly along the ROC curve. When the images included in an experiment are approximately half actually positive and half actually negative, this is accomplished if the observer uses the categories with roughly equal frequencies in respond-ing to the combination of actually positive and actually negative images.
The idea that underlies the rating method is shown schematically in Figure 4 .2. Ifthe observer is asked to give a categorical rating to describe his confidence that each image is positive, then we can assume that he must set several boundaries on his continuous confidence scale and report the interval into which his impression of each image falls. To establish a fivecategory rating scale, e.g., he would need to set four thresholds, or "category boundaries," like those shown in Figure 4 .2. Suppose that the observer is required to use a five-category rating scale, such that a rating of 5 indicates the category of highest confidence in a positive diagnosis and 1 indicates the category of lowest confidence in a positive diagnosis. In other words, a rating of 1 represents the category of highest confidence in a negative diagnosis. In this situation, the cases that are rated as 5 can be interpreted by the data analyst as those that would be called "positive" in a "Yes/No" experiment for which the observer uses a very strict confidence threshold, and cases with any other rating can be interpreted as those that would be called "negative" in that experiment. From this viewpoint, the rating data yield a single combination of FPF and TPF -in other words, a single point on the ROC curve.
The same data can be considered in other ways, however. For example, the cases that were assigned a rating of 4 or 5 can be interpreted as those that would be called "positive" by the same observer in a "Yes/
Four Different Confidence Thresholds
Used at the Same Time
Actually Negative Patients ~
No" experiment if he were using the less strict confidence threshold that corresponds to the boundary between Category 3 and Category 4 on the decision axis in Figure 4 .2. Thus, the cases that are rated 4 or 5 can be scored as "positive" readings to produce a second point on the ROC curve, above and to the right of the first point. By proceeding in this way, the data analyst can calculate M-1 different points on an ROC curve from a single set of Mcategory rating data obtained in a single experiment. Usually five or six categories have been employed in confidence-rating experiments to obtain four or five points on the ROC curve in addition to points in the lower left and upper right corners of the unit square, through which we know a conventional ROC curve must pass. These numbers of categories represent a compromise between the desirability of obtaining as many ROC points as possible and the empirical fact that some observers find it difficult to partition subjective judgements into more than five or six categories. Recently, Rockette et ai. (1992) suggested the use of a continuous confidence-judgement scale in ROC experiments to reduce the likelihood of "degenerate" data sets, which cause problems in curve fitting (Metz, 1989) . They showed that the continuous and five-category scales gave equivalent results when data degeneracy was not problematic, and they found that the continuous scale was preferred by the radiologists who served as observers in their experiment.
Receiver Operating Characteristic curves are fitted
Actually Positive Patients
Confidence in a Positive Decision Less ~.------------+~ More Fig. 4 .2. The model upon which the "confidence-rating" method of measuring an ROC curve is based, sketched here for a five-category rating scale. To establish a rating scale with M discrete categories of confidence on the decision-variable axis, the observer must set M-l different confidence thresholds simultaneously (from Metz, 1986a) .
to confidence-rating data by maximum-likelihood estimation, using an assumption that the measured ROCs have the "binormal" form that plots as a straight line on "normal-deviate" axes (Swets, 1979; 1986; Swets and Pickett, 1982; Metz, 1986a) . According to the binormal model, which includes two adjustable parameters, each ROC curve is assumed to have the same functional form as that implied by two "normal" (i.e., Gaussian) decision-variable distributions with generally different means and standard deviations (Green and Swets, 1966; Swets, 1979; Egan, 1975) . Empirically, this functional form has been found to provide satisfactory fits to ROC data generated in a very broad variety of situations (Swets, 1986) . Conventional least-squares methods are not appropriate for fitting ROCs because the assumptions that underlie those methods are not valid for confidence-rating data (Metz, 1986b) . Two approaches can be used when several sets of rating data (from repeated readings by the same or different observers) are available for estimation of a single ROC: The data sets can be fit individually and the resulting binormal curve parameters averaged, or the data can be pooled and then fit. The advantages and disadvantages of the two methods have been discussed by Metz (1986a) .
A large and sometimes confusing variety of statistical tests is available for evaluating the statistical significance of differences between ROC curves. Most of these tests have been developed specifically for ROC analysis because most conventional statistical tests are not able to distinguish between differences in confidence-rating data that are due to changes in the ROC and differences that are due only to changes in the observer's use of the confidence-rating scale. The various tests apply to different experimental designs and address different null hypotheses. Statistical tests for differences between ROC curves have been reviewed by McNeil and Hanley (1984) , Hanley (1989) and Metz (1986b; 1989) . A new approach that employs "jackknifing" and analysis of variance was proposed recently by Dorfman et al. (1992 (A.,) as an Index of Performance. An ROC curve represents all of the compromises between sensitivity and specificity that can be achieved by a diagnostic system as the confidence threshold is varied, and ROCs indicating better decision performance lie higher in the unit square. Therefore, the index A z provides a summary of inherent discrimination performance that is independent of possible variations in the confidence threshold (Swets, 1979; Hanley and McNeil, 1982; Swets and Pickett, 1982) . This area can be interpreted as the average value of sensitivity on the corresponding ROC if the system's specificity is selected randomly between 0 and 1, or, equivalently, as the average value of specificity on the ROC if sensitivity is selected randomly between 0 and 1 (Metz, 1986a) .
The univariate index A z provides a useful basis for ranking imaging systems, and can be plotted as a function of any physical parameter of the imaging process (such as lesion size, spatial resolution or patient radiation exposure) to summarize the effect of that parameter on detectability. One must recognize that any univariate summary of detection performance can be misleading, however. For example, ROC curves having the same A z value may provide substantially different sensitivities at a particular specificity of practical interest, or substantially different specificities at a selected sensitivity, because the two ROCs may cross inside the unit square. Similarly, an imaging system characterized by a lower A z value may, in fact, provide better detection performance over a limited range of sensitivity or specificity than a system with a higher A z value (Metz, 1989) . Possibilities of this kind are inevitable with any univariate summary index because detection performance is described fully only by the complete ROC, which has at least two degrees of freedom. 4.2.3.2 Signal-to-Noise Ratio. An equivalent index of performance to A z is d a , defined as y2 times the standard normal deviate corresponding to the probability A z ; i.e., A z = </>(d a / /2), where </> represents the cumulative standard-normal distribution function. That is, (4.1) Thus, the index d a can be interpreted as an effective SNR and is a generalization of the index d', which applies only to binormal ROCs that are symmetric about the -45 0 diagonal of the unit square (Simpson and Fitter, 1973; Swets, 1979) . In effect, the value of d a for a general ROC represents the d' value of a symmetric binormal ROC with the same area under it. It has, therefore, precisely the same normalization as the SNR" the Hotelling observer and the NPWMF discussed in Section 3 (i.e., they use the average of the variances under the two hypotheses as the denominator of the SNR2). If these SNRs are known, they can be used in place of d a in Equation 4.1 to determine the area under the ROC curve when an ROC study is made using phantoms with the signal and noise characteristics discussed in Section 3.
Forced-Choice Analysis
Receiver Operating Characteristic analysis provides a more complete description of observer performance than other currently available techniques and, in principle, it can be applied to any two-alternative decision task. However, ROC experiments often require a substantial amount of time and effort by the observer, since each image reading must be graded on a confidence scale that the observer must attempt to hold constant during his participation in the experiment. In situations where only a summary index is sought and the full ROC is not required, "forced choice" methodology provides an alternative, and sometimes more efficient, approach.
Two-Alternative Forced-Choice Experiments
As noted in Section 4.2.3.1, the ROC area indexA z provides a useful summary of discrimination performance. Perhaps surprisingly, A z can be measured directly in a "two-alternative forced-choice" (2-AFC) experiment (Green and Swets, 1966) without measurement of -or explicit reference to -the ROC curve.
The observer in a 2-AFC experiment views independent pairs of images together. One image in each pair is always actually positive, whereas the other is always actually negative, and the observer is required to state which image is positive (or negative). If the actually positive image is varied randomly in each pair (between left and right, say, with equal probability), then the percentage of correct decisions in this task can range from 0.5 (indicating chance performance) to 1 (indicating perfect performance). With this paradigm, the observer does not need to adopt any confidence threshold; instead, his impressions of the two images are compared with each other. It can be shown, under very general assumptions, that the expected fraction of correct decisions in this 2-AFC experiment equals the expected A z that would be measured with the same images viewed one at a time in a conventional ROC experiment, (Green and Swets, 1966; Hanley and McNeil, 1982) . Thus, if only the ROC area, A" is of interest, it can be measured directly by the 2-AFC paradigm, with some apparent saving in experimental effort.
The chief disadvantage of the 2-AFC approach lies in the fact that the trade-off between sensitivity and specificity (i.e., the ROC curve) is never determined. Therefore, the result of a 2-AFC experiment cannot be used in a higher-order efficacy analysis involving costs and benefits (see Section 6.1.1), where a particular compromise between sensitivity and specificity must be considered. Although the 2-AFC paradigm can be more efficient than the ROC approach in terms of observer time, it is less efficient in terms of the number of images required for the experiment because greater statistical precision in the A z index can be gained with a given number of images if confidencerating data, which determine the ROC, are obtained from the observer (Hanley and McNeil, 1982) . Thus, the 2-AFC technique should be considered for use primarily in situations where the A z index provides an adequate summary of performance and where observer time -rather than the number of images available with truth -is the scarce experimental resource.
Multiple-Alternative Forced-Choice Experiments
A generalization of the 2-AFC paradigm involves a task in which exactly one of M> 2 simultaneouslypresented images (or locations in a single image) is actually positive, and the observer is required to identify the actually positive image (or location). The level of performance achieved by the observer is represented by the fraction of such trials in which his decision is correct (Green and Swets, 1966) . For a given level of image quality, the difficulty of this "multiple-alternative forced-choice" (M-AFC) task increases with M, the number of images (or candidate locations) presented to the observer in each trial. The theoretical relationship among the probability of a correct response in an M-AFC trial, effective SNR and M is demonstrated in An advantage of the M-AFC paradigm is that statistical power can be optimized, for any given level of image quality (SNR), by use of an appropriate value of M. The M-AFC technique also provides substantially better sampling statistics than 2-AFC experiments for a given number of decision trials and allows the investigation of observer performance at higher signal-to-noise ratios (Burgess, 1989) .
It should be noted that the use of Elliot's tables (Table 4 .1) involves an implicit, but rather strong assumption about the form of the ROC curve which would be obtained if the multiple images (or image locations) used in each trial of the M-AFC experiment were interpreted individually in an ROC experiment. This assumption is that the ROC would plot on "normal-deviate" axes (Green and Swets 1966' Swets 1979) as a straight line with unit slop~, i.e.,' that it would have the same form as an ROC arising from two Gaussian decision-variable distributions with equal standard deviations. Any small departure from the strict validity of this assumption may not have a substantial effect on the inferred value of d' when M is small, but its impact will increase with M. Therefore, the M-AFC method with large numbers of decision alternatives must be used cautiously in observer-efficiency experiments. Results of M-AFC experiments relevant to medical imaging have been reported by, e.g., Burgess and Ghandeharian (1984a), Ishida et al. (1984) and Loo et al. (1984) .
Test Patterns for Observer Performance Experiments
Both the ease with which observer performance experiments are conducted, and the results that those experiments provide, depend upon the objects about which decisions must be made and upon the images that are used as a basis for those decisions. Therefore, careful attention must be devoted to the selection of objects and images if the results of an observer performance experiment are to provide meaningful indicators of image quality. Several possible classes of objects and images are considered here.
Clinical Images
Questions of image quality in diagnostic medicine ultimately concern the ability of radiologists or other trained observers to correctly decide patients' states of health and disease from images made under clinical conditions. Therefore, observer performance experiments that employ clinical images can provide direct assessments of image quality, and such studies are preferred whenever they are feasible and scientifically valid. Several practical considerations often make the use of clinical images difficult, however.
In any objective evaluation of a diagnostic system, the true state of the object (e.g., patient) from which each image is made must be known by the data analyst so that observers' responses can be compared with truth. Unfortunately, the establishment of diagnostic truth in clinical images is sometimes difficult, both in principle and in practice (because great effort may be required to determine the actual state of health or disease of a particular patient at a particular point in time "beyond a reasonable doubt"). Important issues that must be confronted in establishing truth in clinical evaluation studies have been reviewed elsewhere CRansohoff and Feinstein, 1978; Swets and Pickett, 1982; Metz, 1986a; Begg and McNeil, 1988) . Particular attention must be focused on biases that may be caused by the omission of clinical cases for which truth is particularly difficult to establish CRansohoff and Feinstein, 1978; Grayet al., 1984) .
The detectability of a lesion in an image obviously depends not only upon the physical properties of the imaging system, but also upon the size, contrast, etc. of the lesion in question and upon the characteristics of non-lesion structures and other lesions that are (or may be) present in the images. More generally, the ability of an observer to discriminate visually between two classes of objects or "cases" depends upon the subtlety of the differences between the two classes in question. Therefore, the result of an observerperformance experiment obtained with a particular set of images -and so, according to an operational definition of image quality, the quality of those images -depends not only upon the physical properties ofthe images, such as spatial resolution and noise level, but also upon the characteristics of the particular actually positive cases (patients) and actually negative cases from which the images were made. This dependence is inconvenient, but it is consistent with the common observation that different imaging systems can excel in depicting different classes of scenes and in different image-based tasks. Similarly, image quality as defined here depends upon the skill of the observer who reads the images, but this dependence also is appropriate because different imaging systems may be best when used by observers with different training or experience. Ideally, all observers who perform a particular image-reading task would possess the highest level of skill that is humanly attainable; in reality, however, images are read by observers with diverse skills.
Because the results of an image-evaluation study generally depend upon the cases and observers that the study employs, care must be taken to ensure that those cases and observers are selected appropriately. It is important to recognize that sampling issues must be addressed in any evaluation study, and that ROC methodology is no more demanding in this regard than other methods of analysis that provide less meaningful descriptions of detection performance (Metz, 1986a) .
In designing a visual-detection experiment for the evaluation of image quality, one must decide first whether an absolute measure of the detectability of some class of diagnostic features or some particular disease is desired, or whether the goal is more simply to rank alternative imaging procedures (Metz, 1989) . The sampling issues that must be confronted in these two kinds of experiments can be quite different.
Reliable absolute measurements of disease detectability in a defined patient population are often extremely difficult to obtain -in part because the sample of patients included in the study must accurately reflect the population of patients at large about which conclusions are to be drawn -and many sources of potential bias must be taken into account (Begg and McNeil, 1988) . For example, an experiment that attempts to measure the absolute detectability of lung nodules by chest radiography must ensure that the distribution of nodule sizes is the same in the study sample as in the defined population of interest because the detectability of a nodule depends on its size. Formal "stratified sampling" techniques (Kendall and Stuart, 1976) have not yet been used formally in medical imaging, but may prove useful for reliable absolute measurements of system performance. In the detection of lung nodules, for example, these techniques can help to ensure that an appropriate distribution of nodule sizes is used in a study (Metz, 1988) .
The absolute detectability obtained in medical imaging depends not only on the difficulty of the cases, but also on the experience and skill of the observers (e.g., radiologists) who read the images: Experienced mammographers have been shown to perform better than general radiologists in using xeromammograms to discriminate between malignant and benign breast lesions (Getty et al., 1988) , for example. Therefore, if reliable absolute measurements of detectability are to be obtained from a medical imaging study, the relevant population of observers must be defined, and the sample of observers employed in the study must accurately represent that population. Similarly, to measure accurately the absolute detectability of disease that would be obtained in routine clinical practice, the conditions under which images are read in the study, e.g., reading time, ambient light level, etc., must represent those that would be used in clinical practice.
Studies that seek only to rank systems are often much more straightforward. Sampling considerations still require attention in the study design, but now the only requirement is that these factors do not affect the ranking of the systems; their effects on absolute detect ability are no longer of primary concern. The key need becomes one of ensuring that a system which would provide superior diagnostic performance in its real-world application is found better in the study, and that two systems providing equivalent performance in the real world are found equivalent by the study. Issues that should be addressed in selecting clinical cases for an observer performance study that seeks to rank imaging systems have been discussed by Metz (1988; 1989) .
Carefully designed clinical image-evaluation studies can be done, and useful conclusions can be drawn from them (see, e.g., Swets and Pickett, 1982; Metz, 1986a) , but studies that use non-clinical imagesthough subject to other limitations, noted beloware less demanding and often adequate.
Phantom Images
Some of the practical difficulties of clinical images in observer performance experiments are overcome by the use of specially-designed inanimate objects ("phantoms") instead of human patients. "Truth" is defined by the phantom's construction, and the features to be detected or distinguished by the observers are readily controlled. Images of carefully designed phantoms can accurately represent virtually all of the physical aspects of the clinical image-forming process. The task of selecting object features and/or images with an appropriate level of difficulty has been discussed by Metz (1989) .
The chieflimitation of phantom images in observer performance experiments usually is the problem of designing and manufacturing phantoms that represent clinical object structures with realism sufficient to ensure that the experiment's results are similar to those that would be obtained in clinical practice. Accurate representation of complex anatomical background is often difficult or impossible, particularly because that background must vary from image to image if it is to represent the normal anatomical variation among patients which typically complicates clinical image interpretation. Generation of large numbers of phantom images sometimes can be laborious, especially when the positioning and/or background ofthe phantom is varied in a controlled way to simulate clinical conditions. Phantom images are most useful in observer performance studies when the determination of truth in clinical cases is difficult and an absence of realistic, variable background structure is considered unlikely to affect the results sought from the study.
Computer-Generated Images
Large numbers of images for use in an observer performance study can be generated quickly and inexpensively by digital computer and subsequently displayed on film or a video monitor. Knowledge of the physical processes associated with a particular imaging modality often can be used to produce images that closely approximate those that could be obtained more laboriously with phantoms. Object features to be detected and/or background structures can be varied stochastically with relative ease. A unique advantage of computer-generated images in research is their ability to simulate the images that would be produced by hypothetical imaging modalities or by various combinations of imaging parameters in existing modalities.
The chief disadvantage of computer-generated images is that the accuracy with which they represent real images is sometimes limited or unknown, either because inclusion of the full complexity of the physical image-forming process may be difficult or because computer-modelled object features and background structures may be oversimplified.
Hybrid Images
In an attempt to combine the advantages of clinical and computer-simulated images in observer perfor-mance experiments that involve lesion detection, actually normal clinical images can be modified by computer to represent the inclusion of abnormal object features. Hybrid images of this kind reduce the difficulty of determining clinical truth; allow a detection experiment to include lesions with any desired size, shape and contrast; and automatically include realistic -indeed, real -variations in normal anatomical background.
Hybrid images are produced most easily with modalities such as CT and scintigraphy, in which clinical images are readily available in digital form and the imaging process is essentially linear, but they can be generated also in other modalities such as screen/film radiography by digitization of analog images and appropriate attention to sensitometric effects. Simulated lesions superimposed upon actually normal clinical images must take into account the spatial resolution of the imaging system and must include the effects of any (significant) perturbations which the presence of a lesion would impose on the detected radiation field.
Summary
Image quality in medicine must be judged in terms of the extent to which a class of images allows real observers, such as radiologists, to decide correctly each patient's state of health or disease. Image quality in this sense can be assessed experimentally.
Receiver Operating Characteristic analysis, which estimates all of the combinations of "sensitivity" and "specificity" available from a diagnostic imaging procedure, provides the most complete description of observer performance and, thus, of image quality. Experiments based on the forced-choice paradigm can be more efficient than those which use ROC analysis when images with known truth are readily available, but their results cannot be used in higher-order efficacy analyses. Other approaches to the evaluation of visual detection performance, such as the method of constant stimulus and "contrast-detail" measurements (see Section 2), are substantially less reliable and cannot be recommended broadly.
Questions of image quality in diagnostic medicine ultimately concern the ability of radiologists or other trained observers to correctly decide patients' states of health and disease from images made under clinical conditions. Therefore, observer performance experiments that employ clinical images can provide direct assessments of image quality, and such studies are recommended whenever they are feasible and scientifically valid. Practical considerations often make the use of clinical images difficult, however. Alternative approaches include the use of real images of inanimate objects ("phantoms"), wholly synthetic images generated by computer, or hybrid images in which simulated abnormalities are added digitally to actuallynormal clinical images. Each of these alternatives provides a different compromise between realism and convenience.
