For operators with homogeneous disorder, it is generally expected that there is a relation between the spectral characteristics of a random operator in the infinite setup and the distribution of the energy gaps in its finite volume versions, in corresponding energy ranges. Whereas pure point spectrum of the infinite operator goes along with Poisson level statistics, it is expected that purely absolutely continuous spectrum would be associated with gap distributions resembling the corresponding random matrix ensemble. We prove that on regular rooted trees, which exhibit both spectral types, the eigenstate point process has always Poissonian limit. However, we also find that this does not contradict the picture described above if that is carefully interpreted, as the relevant limit of finite trees is not the infinite tree graph but rather what is termed here the canopy graph. For this tree graph, the random Schrödinger operator is proven here to have only pure-point spectrum at any strength of the disorder.
Introduction

An overview
For random operators with extensive disorder it is generally expected that there is an interesting link between the nature of the spectra of the infinite operator and the statistics of energy gaps of the finite-volume version of the random operator. Extensively studied examples of operators with disorder include the Schrödinger operator with random potential [CL90, PF92, St01] and the quantum graph operators, as in [KS99, ASW06] . The often heard conjecture (see eg. [AS86, SS+93, Ef97, DR03] and references therein) is that on the scale of typical energy spacing the energy levels will exhibit Poisson statistics throughout the pure point (pp) spectral regimes, and level repulsion through energy ranges for which the infinite systems has absolutely continuous (ac) spectrum.
The presence of pp spectra for random Schrödinger operators on ℓ 2 (Z d ) or L 2 (R d ) is now thoroughly investigated. In this context, the conjectured Poisson statistics has been established throughout the localization regime for the lattice cases [Mi96] , and also for the d = 1 continuum operators [Mo81] , which exhibit only pure point spectra. In dimensions d > 2 it is expected that random operators will exhibit also ac spectra. However, so far the only cases of operators with extensive disorder for which the existence of an ac spectral component was proven are operators on tree graphs [Kl95, Kl98, ASW05, FHS06] . Attempting to analyze the conjecture in that context we encountered two surprises, on which we would like to report in this note. The surprises are:
1. For random operators on trees, under under an auxiliary technical assumption which is spelled below, the level distribution is given by Poisson statistics through the entire spectral regime. In particular, the statistics of the neighboring levels is free of level repulsion even throughout the spectral regimes where the infinite tree operator has ac spectrum.
2. For the purpose of the level statistics of finite tree graph operators, as observed within energy windows scaled by a volume factor, the relevant infinite graph is not the regular tree graph, but another one, which is introduced below as the canopy graph.
The first surprise is then somewhat diminished by the next result:
3. The corresponding random operator on the (infinite) canopy graph, has only pp spectrum at any non-zero level of extensive disorder.
We shall now make those statements more explicit.
The random operator on finite regular trees
Let T denote the vertex set of a rooted tree graph for which all vertices have K neighbors in directions away from the root 0, for some fixed K ≥ 2. Out of the infinite tree T we carve an increasing sequence of finite trees of depth L, denoting:
T L := {x ∈ T : dist(0, x) < L} , (1.1)
Here dist(·, ·) refers to the natural distance between two vertices in T . The adjacency operator on the Hilbert space of square-summable functions ψ ∈ ℓ 2 (T L ) is given by (Aψ) (x) := y∈TL : dist(x,y)=1 ψ(y) .
(1.2)
In the notation for A we omit the index (T L ) indicating on what ℓ 2 -space the operator acts. We will be concerned with random perturbations of the adjacency operator, namely self-adjoint operators of the form Here {ω x } x∈T stands for a collection of independent identically distributed (iid) random variables, and b ∈ R is a fixed number. The latter serves as a control parameter, in effect allowing to vary the boundary conditions at the outer boundary, a term by which we refer to the set ∂T L := {x ∈ T : dist(0, x) = L − 1}. Throughout this discussion we restrict ourselves to random potentials whose probability distribution meets the following condition:
A1 The distribution of the potential variables ω x is of bounded density, ̺ ∈ L ∞ (R), and satisfies R |ω 0 | τ ̺(ω 0 )dω 0 < ∞ for some τ ∈ (0, 1/2).
The main object of interest will be the random point process of eigenvalues of H TL , seen on the scale of the mean level spacing. For a finite operator, the expected number of eigenvalues in an interval is proportional to the number of sites of the finite graph, |T L | (see the Wegner estimate (2.1) below). It is therefore natural to consider the point process of the eigenvalues as seen under the magnification by the volume. Thus, for a given energy E ∈ R we consider the random point measure where {E n (T L )} denotes the sequence of random eigenvalues of H TL , counting multiplicity.
Our main results are derived under the additional assumption:
A2
The expectation values E ln δ 0 , H TL − E −1 δ 0 are equicontinuous functions of E ∈ I over some Borel set I ⊂ R.
An explicit example, which satisfies both Assumptions A1 and A2 for I = R, is the Cauchy distribution for which one can calculate the expectation value in A2 explicitly. Via a Thouless-type formula one has
where ν L (E) := E Tr P (−∞,E) (H TL ) −K E Tr P (−∞,E) (H TL−1 ) defines the spectral shift function related to the removal of the root in T L . Assumption A2 is therefore connected to the regularity of this spectral shift function. Such regularity may be deduced from some of the results in [AK92] which address distributions "near" the Cauchy case.
The first of the results mentioned above is Theorem 1.1 (Poisson statistics). Assume A1 and A2 holds for I ⊂ R. Then for Lebesgue almost every E ∈ I the random point measures µ
The proof is provided in Section 4 below. The convergence in Theorem 1.1 refers to the usual notion of weak convergence of random point measures [Ka02] . The intensity of the limiting Poisson point process µ E will be the topic of Subsection 4.2. In particular, it is shown there that this intensity is non-zero in some energy regimes.
As explained above, at first glance Theorem 1.1 may appear to be very surprising, since it is known that random Schrödinger operators on regular infinite trees exhibit also spectral regimes where the spectrum is ac [Kl95, Kl98, ASW05, FHS06] . Furthermore, the cases for which this result was established include some for which both assumptions are satisfied, and the ac spectrum was even shown to be pure in the present setting [Kl98] . Thus, the result may appear to fly in the face of the oft repeated expectation that ac spectra of the infinite volume limit should be linked with level repulsion of the finite subsystems. However, that discrepancy is resolved by the observations presented next.
The canopy operator
It may seem natural to take the line that the infinite-volume limit of the sequence of finite regular trees T L is the infinite tree T . That is indeed what the graph converges to when viewed from the perspective of the root, or from any site at fixed distance from the root. However, if one fixes the perspective to be that of a site at the outer boundary of T L , the limit which emerges is different. We use the term canopy tree to describe that limiting graph. More explicitly, the rooted canopy tree C is recursively defined in terms of a hierarchy of infinite layers of vertices: it starts from an infinite outermost boundary layer ∂C, and each vertex in a given layer is connected to K distinct vertices in the previous layer; see Figure 1 . 
∂C
Figure 1: Sketch of a finite fraction of the canopy graph C for K = 2. The dots indicate that the boundary layer ∂C as well as any layer below is infinite. The vertices x 0 , x 1 , x 2 , . . . mark the points on the unique path P(x 0 ) of x 0 to "infinity".
The observation that a given nested sequence of graphs may have different limits applies also to other graphs. In particular, for the sequence
In view of the multiplicity of the limits, one needs to address the issue of which is the limit of the relevance for a given question. If the question concerns an extensive quantity, e.g.
where H L is a local operator and F some smooth function, then the choice should depend on how the environment appears from the perspective of a point which is chosen at random uniformly within the finite graph. In this respect there is a fundamental difference between the finite subgraphs of Z d and the finite subgraphs of a regular tree.
, as L → ∞ under the uniform sampling, the distance from the boundary regresses to infinity, and Z d is the natural limit. However, for the tree graphs T L the distribution of the distance to the boundary converges to the exponential distribution: the fraction of points whose distance to the outer boundary exceeds n, decays as K −n . In this case it is the canopy graph which captures the limit as will be shown in the subsequent theorem. For its formulation we introduce the canopy operator acting on ℓ 2 (C),
Here, A is the adjacency opertor on ℓ 2 (C) which is defined similarly to (1.2), and the multiplication operator B b acts as in (1.5) with the same b ∈ R. Moreover, the iid random variables {ω x } x∈C underlying the random multiplication operator V are supposed to satisfy A1. Associated to H C is the following density of states (dos) measure given by
where the sum ranges over all vertices x 0 , x 1 , . . . on the unique path P(x 0 ) of a given vertex x 0 ∈ ∂C to infinity, see Figure 1 . Moreover, P I denotes the spectral projection onto the Borel set I ⊂ R. Note that n C does depend on the choice of b ∈ R on the boundary.
Theorem 1.2 (Bulk averages are captured by the canopy graph). For the random camopy operator
The statement reflects the fact that on trees, asymptotically, almost all points are located not far from the surface. The proof is given in Appendix B.
Part of the suprise of Theorem 1.1 is now removed by the following result, which is proven in Section 5. It may also be of interest to note the following curious property of C. 
Proof strategy and a sufficient condition
A general strategy for proving convergence of the energy level process to a Poisson process is based on the following observations [Ka02]:
1. For every E ∈ R the sequence of {µ E L }, is tight with respect to the vague topology on the space of Borel measures on the real line. Since the subspace of point measures is closed with respect to this topology, all accumulation points of the above sequence are point measures.
2. In order to show that any accumulation point is a Poisson measure, it is sufficient to prove that each such point is infinitely divisiblity and has almost surely no double points. The convergence then follows by determining the unique intensity measure of any accumulation point.
Since the occurrence of double points is excluded by Minami's estimate (2.2), it remains to prove infinite divisibility. For certain random operators on ℓ 2 (Z d ) this divisibility and hence convergence of the energy level process to a Poisson process has been proven by Minami under a natural localization condition, namely the fractional moment characterization of the pp spectral regime [Mi96] . Minami's proof however does not extend to tree graphs, since it makes use of the fact that on Z d most of the volume of the finite subgraphs is far from the surface, which is not true on trees. For trees however there is a natural alternative pathway towards divisibility.
In order to show N -divisibility of any accumulation point of {µ E L } with N ∈ N arbitrary, we cut the finite tree T L below the N th generation. This leaves us with a "tree trunk" and the subtrees T L (x) which are forward to vertices x in the N th generation. Associated with the above collection of forward subtrees is the collection of iid point measures µ
For the sum dist(0,x)=N µ E x,L to be is asymptotically equal to µ E L , so that any of its accumulation points is N -divisible, the spectral measure associated with the root of the any subtree has to satisfy a certain fluctuation condition.
For any site x ∈ T L the spectral measure is defined for Borel sets I ⊂ R by
By a Wegner-type estimate the averaged spectral measure, E [σ x,L ], is seen to be ac with a density bounded uniformly in L ∈ N. The above mentioned condition now requires that the typical value of σ x,L on the scale of |T L | −1 is much smaller than the average value.
Definition 2.1. For a fixed x ∈ T the sequence of spectral measures {σ x,L } is said to have divergent fluctuations at E ∈ R iff for all w > 0
where the limit refers to distributional convergence.
Several remarks apply:
1. The prelimit in (2.5) compares the spectral measure σ x,L to Lebesgue measure on the microscopic scale of the mean level spacing. If the (weak) limiting measure, δ x , P · (H T ) δ x = lim L→∞ σ x,L for x ∈ T , is purely singular in the neighborhood of some energy E ∈ R, it is not surprising that the spectral measures underperforms at E ∈ R on all scales in comparison to Lebesgue measure. This will be proven in Appendix C. It is more of an issue to verify that (2.5) holds for all x ∈ T and energies from the regime of delocalized states of H T . This will be proven in Subsection 4.1 below.
(2.6) By Wegner's estimate (2.1), any Borel set with Lebesgue measure proportional to |T L | −1 carries only a finite number of eigenvalues. The fluctuation condition (2.5) is hence equivalent to the property that eigenfunctions are asymptotically not uniformly spread out over the volume.
Theorem 2.2 (Condition for Poisson statistics).
Suppose that the sequence of spectral measures at the root, {σ 0,L }, has divergent fluctuations at E ∈ R. Then for any
As a consequence, all accumulation points of µ E L are random Poisson measures. Proof. Since the set of functions
, it suffices to verify (2.7) for such functions. It is easy to see that the latter follows from the distributional convergence
(2.9)
The first term on the right side converges to zero in distribution as L → ∞. Using the resolvent identity twice the modulus in the second term is seen to be equal to
where x − is the backward neighbor of x in T L . The second term in (2.10) is bounded in probability as L → ∞. Thanks the fluctuation condition and Lemma 2.3 below the first term, when dividing by |T L |, converges to zero in this limit.
The previous proof was based on the following Lemma 2.3. Either of the following statements is equivalent to the sequence of spectral measures {σ x,L } having divergent fluctuations at E ∈ R:
For all
z ∈ C + : P−lim L→∞ Im δ x , H TL − E − z |T L | −1 −1 δ x = 0.
Proof. 1. ⇒ 2. ⇒ Divergent fluctuations:
These two implications are a consequence of the following chain of elementary inequalities
valid for all z ∈ C + , where I(E, w) := E + (−w, w) denotes the open interval centred at E of width 2w > 0. Divergent fluctuations ⇒ 1.: We split the prelimit in 1. into two terms by inserting a spectral projection onto the interval I L := I(E, w|T L | −1 ) and its complement. Abbreviating ξ L := E + α |T L | −1 the first term is then estimated as follows
Using Wegner's estimate (2.1) and (2.5), this term is seen to converge in distribution to zero as L → ∞ for any w > 0. The remaining second term is
The imaginary part of the resolvent is bounded in probability. Therefore the probability that the right side in (2.13) is greater than any arbitrarily small constant is arbitrarily small for w large enough.
Next, we shall derive some essential estimates on the decay rate of the Green function, which will eventually allow us to apply the above criterion.
Decay estimates of the Green function
As was shown in [AM93, Thm. II.1], fractional moments of the Green function of rather general random operators are uniformly bounded.
Proposition 3.1 (Fractional moment bounds). Under assumption A1 for any s
where the last line involves the conditional expectation with respect to the sigmaalgebra the generated by {ω v } v∈T \{x,y} .
The main aim of this section is to prove that fractional moments of the Green function of H TL are not only bounded but decay exponentially along any ray in the tree.
Theorem 3.2 (Exponential decay)
. Assume A1 and A2 holds for a bounded Borel set I ⊂ R. Then there exists s ∈ (0, 1), δ, C ∈ (0, ∞) such that for all E ∈ I, L ∈ N and all x ∈ T L which are in the future of
1. The exponential decay (3.2) does not imply complete localization, i.e. dense pure point spectrum at all energies, for the infinite-volume operator H T . The latter has a regime with delocalized eigenstates [Kl95, Kl98, ASW05, FHS06]. As will be seen in Subsection 4.1 below, the decay estimate yields information on how extended these delocalized states may be. Moreover, as will be shown in Section 5 below, (3.2) serves as the key in proving complete localization for the random canopy operator H C .
2. The rate of decay in (3.2) is related to a Lyapunov exponent of the infinitevolume operator H T , cf. Subsection 3.2 below. Note that in the unperturbed case where H T = A, the decay rate in (3.2) would be given by ln √ K. It is important for us that the decay rate in (3.2) is strictly larger.
The rate of decay of fractional moments
Our proof of the decay of the Green function, Theorem 3.2, is based on similar reasonings as in a one-dimensional setup [CKM87] . As in the latter case, this decay is governed by a Lyapunov exponent. In order to relate the decay of the fractional-moment of the Green function to that Lyapunov exponent, the following trivial lemma will be helpful. 
Proof. This is a straightforward consequence of the assumed independence and the elementary inequalities e α ≤ 1 + α + α2 (e α + 1) /2 and 1 + β ≤ e β valid for all α, β ∈ R.
Lemma 3.4. Let I ⊂ R be a bounded Borel set and assume A1. Then for every ε > 0 there exists s ε ∈ (0, 1/2) and
The proof of the above lemma is based on the following factorization of the Green function on a tree which we recall from [Kl98, Eq. (2.8)]
Here 0 =: x 0 , x 1 , . . . , x dist(0,x) := x are the vertices on the unique path connecting the root 0 with x. Moreover, T L (x j ) is that subtree of T L which is rooted at and forward to x j .
Proof of Lemma 3.4.
The idea is to group together subproducts of (3.5) und use certain independence properties in order to apply Lemma 3.3. To do so we pick L 0 ∈ N \ {1} and express the distance of x to the root modulo L 0 ,
with suitable N x ∈ N 0 and L x ∈ {0, . . . , L 0 − 1}. Thanks to the factorization (3.5) we may thus write
with
Each product X k Y k may now be split into two terms by setting Y k equal to the modulus of a diagonal element of the operator corresponding to the forward subtree T L (x kL0 ),
The point is that in this way we obtain a collection (X k )
Nx−1 k=0 of independent, positive random variables. Moreover, 1. each random variable X k is independent of the value of the potential at vertex
2. the random variable Y k is independent of the value of the potential at vertex x j with 0 ≤ j < kL 0 .
We may therefore succesively integrate the product in (3.7) by first conditioning on x L0−1 thereby integrating Y 0 , then conditioning on x 2L0−1 thereby integrating Y 1 and so forth until we reach x NxL0−1 and integrate Y Nx−1 . Thanks to (3.1) these integrals are all uniformly bounded,
Moreover, conditioning on the values of the potential at x NxL0 and x, the fractionalmoment bound (3.1) also yields
We are therefore left with integrating the product Nx−1 k=0 X k , which can be bounded with the help of Lemma 3.3. For that purpose it is useful to note that
The above result is based on the Cauchy-Schwarz and Minkowski inequality. Moreover, the last inequality uses (3.1) which also proves that the expectations of powers of logarithms of diagonal Green functions are uniformely bounded by Lemma A.2 in the Appendix. In applying Lemma 3.3 it is also useful to note that
where we have again used the fact that expectations of logarithms of diagonal Green functions are uniformely bounded. Summarizing the above estimates we obtain the bound
14)
where the last inequality holds provided dist(0, x) ≥ L 0 . Consequently, for a given ε > 0 we may then pick L 0 = L ε large enough and s ε small enough such that the right side in (3.14) is smaller that ε dist(0, x) for every s ∈ (0, s ε ).
Lower bound on the Lyapunov exponent
In [ASW05] we defined a Lyapunov exponent for the operator H T on the infinite regular rooted tree with branching number K ≥ 2,
It was shown in [ASW05, Thm. 3.1 & Thm. 4.1] that this Lyapunov exponent enjoys the following properties:
1. γ(z) is a positive harmonic function of z ∈ C + and hence its boundary values γ(E + i0) with E ∈ R define a locally integrable function.
For all z ∈ C
+ and all α ∈ (0, 1/2) 
where ξ − (X, α) := sup{ ξ , P (X < ξ) ≤ α} and ξ + (X, α) := inf{ ξ , P (X > ξ) ≤ α}.
Our next task is to further estimate the right side of (3.16) from below. This will be done with the help of the following lemma.
Lemma 3.5. Let X be a positive random variable with probability measure P. Suppose 1. there exists σ ∈ (0, 1] and C σ < ∞ such that P (X ∈ I) ≤ C σ |I| σ for all Borel sets I ⊂ [0, ∞) with |I| ≤ 1.
there exists
Then for all α ∈ (0, 1/2)
Proof. The first assumption implies that
by a Chebychev inequality. Inserting these two estimates into (3.17) completes the proof.
Lemma 3.6. Let I ⊂ R be a bounded Borel set and
where τ is the constant appearing in Assumption A1. Then γ(E + i0) ≥ δ > 0 for any E ∈ I.
Proof. In order to apply Lemma 3.5 to the right side in (3.16) we need to check its assumptions. We first note that by the Krein formula |Γ 0 (z)| −2 = (ω 0 − a)2 + b2 with suitable a, b ∈ R. An elementary computation shows that for every Borel set
Moreover, Lemma A.1 in the Appendix guarantees that
Associated with γ(z) is the following finite-volume approximation
It is easy to see that γ L (z) also defines a harmonic function of z ∈ C + . Moreover, its boundary values γ L (E) are defined everywhere by setting z = E ∈ R in (3.21). Strong resolvent convergence implies that lim L→∞ γ L (z) = γ(z) for every z ∈ C + . Assumption A2 guarantees that this convergence holds and is locally uniform also for real arguments.
Lemma 3.7. Suppose A2 holds for a bounded Borel set
Proof. Since γ L (E) are uniformly bounded for E ∈ I, cf. Lemma A.2. By the ArzelaAscoli theorem Assumption A2 thus implies that every subsequence of γ L has a uniformly convergent subsequence. The claim (3.22) then follows by showing that any pointwise limit of γ L (E) coincides with γ(E+i0). This is derived from the above mentioned strong resolvent convergence and the dominated convergence theorem, which imply that for any bounded and compactly supported function φ ∈ L ∞ c (R)
(3.23) provided lim L→∞ γ L (E) exists for Lebesgue-almost all E ∈ R.
Proof of Theorem 3.2
Proof of Theorem 3.2. If x = y is in the future of y, the Green function factorizes according to
where v is that forward neighbor of y which lies on the unique path connecting x and y. We may therefore suppose without loss of generality that y coincides with the root in T L .
In this case, Lemma 3.4 bounds the fractional moment of the Green function by an exponential involving
where we the last equality results from (3.5), stationarity and the definition of the finitevolume Lyapunov exponent in (3.21). According to Lemma 3.7, for a given ε > 0 there exists
where δ(I) > 0 was defined in Lemma 3.6. The proof is completed by choosing ε small enough in the last estimate and in Lemma 3.4.
Proof of Poisson statistics for tree operators
We will follow the general strategy outlined in Subsection 2.2. The proof of Poisson statistics therefore first and foremost requires to the verify non-uniformity condition (2.5).
Divergent fluctuations of the spectral measure in the bulk
The following theorem in particular implies that for any x ∈ T the sequence of spectral measures {σ x,L } has divergent fluctuations at any E ∈ R in the sense of Definition 2.1.
Theorem 4.1 (Divergent fluctuations of the spectral measure). Assume A1 and A2 holds for a bounded Borel set
In order to prove Theorem 4.1 we subsequently fix x ∈ T . For L ∈ N large enough to ensure x ∈ T L and every y ∈ T L we define the ratio
It is well-defined for Lebesgue-almost all E ∈ R. Moreover, by the rank-one pertubation formula and the spectral theorem it is seen to enjoys the following properties:
1. g y,L (E) is independent of the value of the potential at y ∈ T L .
2. The function E → g y,L (E) has a continuous extension on R. Moreover, if the eigenvalue E n (T L ) of H TL is non-degenerate, then the corresponding eigenfunction satisfies
Theorem 4.1 will now be a consequence of the following result.
Lemma 4.2. Under the assumptions of Theorem 4.1 for any
Proof. The proof is based on the spectral averaging principle (cf.
for all bounded Borel sets I ⊂ R. Using this inequality and the fact that g y,L (E) does not depend on ω y , the prelimit in (4.4) can be bounded from above by
We now pick N ∈ N and split the summation in (4.6) into two terms. The first term collects all contributions corresponding to
In the limit L → ∞ this term is arbitrarily small for N large enough. To estimate the remaining second term, we abbreviate α y,L (E) := δ y , H TL − E −2 δ y and write
where the last inequality holds for any α ∈ (0, ∞). The first term on the right side of (4.8) gives rise to the following contribution to the sum in (4.6),
where I ⊂ R is some bounded Borel set which contains eventually all I L . While the prefactors on the right side of (4.9) remains finite in the limit L → ∞, the supremum converges to zero in this limit, since it is bounded by |I L ||T L | C exp (−2sδ (L − N )) for sufficently small s by Theorem 3.2. To complete we note that the second term in (4.8), converges to zero as α ↓ 0, uniformly in E ∈ I, L ∈ N and y ∈ T L . This follows from the bound
where the last step requires 2s < min(1, τ ).
Proof of Theorem 4.1. Wegner's bound (2.1) implies that I L carries only a finite number of eigenvalues
It therefore remains to prove that for any ε > 0
where 1{· · · } stands for the indicator function. Using the fact that H TL has almost surely no degenerate eigenfunctions (cf. Proposition 2.1) and (4.3), the left side in (4.12) is seen to be equal to the left side in (4.4). 
The intensity measure
The intensity measure of the random point measure µ 
where we used the fact that the expectation in the second line does not depend on x as long as dist(0, x) is constant. Moreover, x n denotes any vertex with dist(x n , ∂T L ) = n. In view of Lemma B.1 in the appendix, the above calculation (4.14) suggests that the intensity measure µ E L converges for Lebesgue almost all E ∈ R to Lebesgue measure times the canopy density of states given by 
for all bounded Borel sets I ⊂ R.
Proof. As an immediate consequence of Wegner's estimate (2.1) and the first line in (4.14) we have that for Lebesgue-almost all E ∈ R and all L ∈ N the measures µ E L are absolutely continuous with bounded density,
The same applies to any accumulation point µ E . As a consequence, the linear functional given by µ Moreover, elementary inequalities show that it suffices to verify
with z ∈ C + fixed but arbitrary. A computation similiar to (4.14) then proves that this derives from
for x ∈ C with dist(x, ∂C) ∈ N 0 fixed but arbitrary. For a proof of (4.20), we appeal to Riesz's theorem which guarantees that the claimed L 1 -convergence follows from
and the convergence of the integrand in (4.20) almost surely with respect to the product of the probability measure and Lebesgue measure. In fact, we only need to show that the integrand in (4.20) converges in distribution with respect to the product measure.
To prove the latter we first note that one has the non-tangential limit
for Lebesgue-almost all E ∈ R. Moreover, using the resolvent identity twice, we obtain the inequality
where 0 L is the root in T L and 0 − L is its backward neighbor. The right side converges to zero in distribution with respect to the product of the probability measure and Lebesgue measure on any bounded interval. This follows from Lemma 3.2 and the fact that the factional-moment bound (3.1) implies that the probability that the last term in (4.23) is large is bounded.
Proof of Theorem 1.1
Theorem 1.1 may be stated using the characterisation of the Poisson process in terms of its characteristic functional. Namely, the random measure µ E is Poisson if for any bounded Borel set I ⊂ R E e −µ
Given Theorem 2.2 and Theorem 4.1, the proof of (4.24) is basically a repetition of well-known arguments how to conclude the Poisson nature of accumulation points from infinite divisibility and the exclusion of double points [Ka02] .
Proof of Theorem 1.1. Let µ E be an accumulation point of {µ E L }. Theorem 2.2 implies that for any N ∈ N and any bounded Borel set I ⊂ R
(4.25)
Since the measures in the left side of (4.25) are iid, the expectation factorizes into a K N fold product of
By (2.2) this term is arbitrarily small in the limit L → ∞ provided N is large enough. The second term in (4.26) converges,
The claim now follows by taking the subsequent limit N → ∞ in (4.25) from the fact that lim n→∞ 1 + x n /n) n = e x for any complex-valued sequence with lim n→∞ x n = x.
Proof of pure point spectrum for the canopy operator
Another consequence of the decay estimate of the finite-volume Green's function, Theorem 3.2, is the complete localization of all canopy states, Theorem 1.3. The argument is based on the following lemma and the Simon-Wolff criterion [SW86] for localization.
We now regard T L as being embedded into C in such a way that the outer boundary ∂T L is embedded into ∂C for every L ∈ N.
Lemma 5.1. Assume A1 and A2 holds for a bounded Borel set I ⊂ R. Then there exists s ∈ (0, 1) such that for all x ∈ C and Lebesgue-almost all
where
Proof. We first note that the inequality
implies that we only need to bound the ℓ 2 (T L )-norm in (5.1) for η = 0. The expectation of the fractional-moment of this ℓ 2 (T L )-norm is split into two contributions. One involves all terms corresponding to the finite subtree C(x) := {y ∈ C : y is forward (in the direction of ∂C) or equal to x} , (5.3)
which has x as its root, and the other collects all remaining terms. Employing the elementary inequality ( j α j ) s ≤ j α s j , which is valid for any s ∈ (0, 1) and any collection of non-negative numbers α j , we thus obtain
By the fractional-moment bound (3.1) the first terms, S 1 , is bounded for any s ∈ (0, 1/2) by a constant, |C(x)|C, which is independent of L ≥ L x and z ∈ C + . To bound the second term, S 2 , we use the fact that the Green's function factorizes,
where v is the first joint ancestor of x and y, and w is that neighbor of v which has the least distance from y. We may therefore organize the summation in S 2 as follows. We sum over the vertices on the unique path in P(x) ⊂ C which connects x and "infinity", cf. Figure 1 . For each vertex along this path we then collect terms of the form
which stem from the K − 1 neighbors w of v, which are not in P(x). Consequently, the second term in (5.4) is bounded according to
where C(s, K) :
is independent of w and v, and w is any of the (K − 1) neighbors of v with w / ∈ P(x). According to Lemma 5.2 below, the last term in the right side of (5.7) is bounded from above by a constant which is independent of w. Lemma 3.2 then proves that the remaining sum over v ∈ P(x) ∩ T L in (5.7) is bounded from above by a constant which is independent of L ∈ N.
Lemma 5.2. Under assumption A1 for any s ∈ (0, 1/4)
Proof. A combination of (2.12), (2.13) (with w = 1) and (2.11) below yields for all z ∈ C + and L ∈ N
We now take the fractional-moment and apply the Cauchy-Schwarz inequality. The claim then follows from the fractional-moment bound (3.1) and Wegner's estimate (2.1).
Proof of Theorem 1.3. We pick an arbitrary bounded Borel set I ⊂ R. By the strong resolvent convergence,
for all x ∈ C and all z ∈ C + , and monotone convergence, it follows from (5.1) that for Lebesgue-almost all
with the same s as in (5.1). Since the conditional distribution of ω x -conditioned on the sigma-algebra generated by {ω y } y =x -has a bounded density, ̺, the Simon-Wolff localization criterion [SW86, Thm. 8] is thus satisfied and yields the assertion.
Discussion
Theorem 1.1 can be read as a negative result from the perspective of the quest for a relation between the existence of extended eigenfunctions of the infinite tree and random matrix-like statistics in the corresponding finite graph spectra. Let us therefore comment on a number of other directions in which it is natural to look for such a relation.
As we saw, the negative result concerning the above relation reflects the fact that a finite tree is mostly surface. By implication, bulk averages of local quantities yield results representing the local mean not at sites deep within a tree but at sites near the canopy. In physicists discussions, the term 'Bethe lattice average' is usually reserved for the former, and a standard devise is used for obtaining it from the bulk sum. Within our context, an example of an extensive quantity is F L = Tr F (H TL ) where the tilde in T L indicates that the tree is homogeneous in the sense that also the root has K + 1 neighbors, just as any other non-boundary site.
To extract from F L the 'Bethe lattice average' F BL it may seem natural to take not lim L→∞ F L /| T L |, which gives the weighted canopy average (1.10), but rather (as in [MD93] )
It would be of interest to see an adaptation of this approach for some separation of the statistics of eigenvalues corresponding to regions deep within the tree from the canopy average. However, even for the average over disorder it remains to be shown that the limit exists, and corresponds to a positive spectral measure. Furthermore, it is not clear how to use an analog of (6.1) for specific realizations of an operator with disorder, as the latter ruins the homogeneity.
Alternatively, one may look for graphs which have local tree structure without an obvious surface. Let us briefly comment on results which relate to two such cases: the random regular and the random Erdős-Rényi graph (also known as the sparse random matrix ensemble).
The ensemble of random c-regular graphs [Bo85] consists of the uniform probability measure on graphs on N ∈ N vertices where each vertex has c neighbors. It is known that as N → ∞ almost all graphs are trees and numerical simulations suggest [JM+99] that for large c the eigenvalue spacing distribution of the adjacency operator approaches that of the Gaussian Orthogonal Ensemble (GOE).
The ensemble of Erdős-Rényi graphs results from the complete graph on N ∈ N vertices by removing bonds with probability 1 − p. This ensemble is known to have a percolation transition with an infinite tree-like connected component appearing as N → ∞ if the average connectivity c := pN is bigger than one. The adjacency operator on these graphs is believed to exhibit a quantum percolation transition, i.e., the existence of extended eigenstates, at some value c > 1. Numerical [Ev92, EE92, BG00] and theoretical-physics calculations [MF91] suggest that the eigenvalue spacing distribution of the adjacency operator approaches GOE at least for large values of c (possibly depending on N ).
Since the graphs in both ensembles do not show a an obvious surface for finite N , they may offer a natural setting for the study of the relation between the extendedness of eigenstates of a finite volume random Schrödinger operator and its level statistics (a point which was also made, in private discussions, by T. Spencer).
Appendix
A Green function bounds
In this appendix we compile a few elementary estimates on expectations of functions of the diagonal of the Green function. The first bounds concern fractional moments of the Green function going back to [AM93] .
Lemma A.1. Assume A1 and let s ∈ (0, 1), z ∈ C and L ∈ N. Then
where C s is the constant appearing in (3.1)..
Proof.
The first inequality is an immediate consequence of the fractional moment bound (3.1). The second one is a consequence of the first and the recursion relation which the diagonal of the resolvent is well-known satisfy, cf.
[Kl98],
where we recall that T L (x) is that subtree of T L which is forward to x.
Lemma A.1 in particular implies that any moment of the logarithm of the Green function is uniformly bounded.
Lemma A.2. Assume A1 and let I ⊂ R be a bounded Borel set and n ∈ Z. Then
Proof. This estimate immediately follows from Lemma A.1 and the fact that |ln ξ| ≤ ξ τ + ξ −τ for any ξ > 0 and τ = 0.
B Some properties of the canopy operator B.1 Existence of the canopy density of states measure
We will give a brief sketch of the proof of Theorem 1.2.
Proof of Theorem 1.2. We embed T L into C so that ∂T L ⊂ ∂C. The trace in (1.10) can be decomposed into contributions from layers with a fixed distance to the outer boundary,
Each contribution T n,L (F ) is normalized to one for F = 1 and, more generally, T n,L (F ) ≤ F ∞ . Thanks to dominated convergence, it is therefore enough to prove the following almost-sure convergence for each
where x n ∈ C is an arbitrary vertex with dist(x n , ∂C) = n, cf. Figure 1 . The proof of (B.2) boils down to the Birkhoff-Khintchin ergodic theorem [Ka02] and an approximation argument. Since the functions ϕ z = (· − z) −1 with z ∈ C + are dense in L ∞ (R) and the linear functionals in both sides of (B.2) are (uniformly) continuous on L ∞ (R), it is sufficient to prove (B.2) for F = ϕ z . By truncating T L at a layer n + L 0 below the outer boundary, we may approximate the sum T n,L (ϕ z ) by K L−1−n−L0 stochastically independent terms of the form
3)
The approximation error can be kept arbitrarily small by taking L 0 ∈ N large. The approximating average of K L−1−n−L0 stochastically independent terms satisfies the assumptions of the Birkhoff-Khintchin ergodic theorem for iid random variables. As L → ∞, it therefore converges almost surely to
where x n is an arbitrary vertex in the nth layer below the surface ∂T n+L0 . Taking L 0 → ∞, the last term converges to the right side in (B.2) by the dominated convergence theorem.
Standard arguments also allow to conclude some regularity of n C .
Lemma B.1. Assumption A1 guarantees that the canopy density of states measure n C is absolutely continuous with bounded density given by
Proof. This is an immediate consequence of (1.10) with F an indicator function of some interval and (2.1).
B.2 The adjacency operator on the canopy graph
We will give a brief sketch of the proof of the following assertion:
The spectrum of of the adjacency operator with boundary condition A + B b on ℓ 2 (C) consists of infinitely degenerate eigenvalues coinciding with the union of all eigenvalues of the adjacency operator (with constant boundary condition b ∈ R) on ℓ 2 ({1, 2, . . . , n}) with n ∈ N arbitrary. The corresponding eigenfunctions are compactly supported.
To determine the spectrum of A + B b on ℓ 2 (C) we use a decomposition of the Hilbert space into invariant subspaces analogously to [AF00]: The orthogonal decomposition (B.6) reduces the operator A + B b on ℓ 2 (C) to an orthogonal sum of operators on Q x , each of which is unitarily equivalent to the orthogonal sum of K − 1 operators on S y where y is one of the forward neighbors of x. In turn, each operator on S y is unitary equivalent to the adjacency operator (with constant boundary condition b ∈ R) on the Hilbert space ℓ 2 ({1, 2, . . . , dist(y, ∂C)}).
C Divergent fluctuations of the spectral measure within the singular spectrum
The purpose of this appendix is to discuss the counterpart of Theorem 4.1, namely the behavior on the scale of the average eigenvalue separation of the local spectral measure studied within the singular spectrum of the infinite-volume operator. It will be shown that compared to Lebesgue measure the scaled spectral measure under performs.
In fact the subsequent the theorem is valued not only in the tree setup, is based on a general result for singular measures. Proof. We first note that this claim is equivalent to the assertion that for every ε > 0 and every w > 0
for Lebesgue almost all E ∈ Σ sing (H T ). By Fubini's theorem this is in turn equivalent to the statement that for every ε > 0 and every w > 0
P-almost surely. Since the spectral measure σ x,L converges as L → ∞ vaguely to δ x , P · (H T )δ x , which is finite and purely singular on Σ sing (H T ), the claim (C.3) is implied by the subsequent lemma.
Following is a rather general observation for singular measures. where A n (ε, w) := {E ∈ Σ : σ n (E − w ξ n , E + w ξ n ) > ε ξ n }.
Proof. We prove the assertion by contradiction. Suppose there exists ε > 0, w > 0, M ∈ N such that Inserting this inequality in (C.7), we thus obtain δ > ε 2 (|B| − δ), which yields a contradiction for δ small enough.
