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Abstract
Representation learning has been widely applied in real-world recommendation systems 
to capture the features of both users and items. Existing grocery recommendation methods 
only represent each user and item by single deterministic points in a low-dimensional con-
tinuous space, which limit the expressive ability of their embeddings, resulting in recom-
mendation performance bottlenecks. In addition, existing representation learning methods 
for grocery recommendation only consider the items (products) as independent entities, 
neglecting their other valuable side information, such as the textual descriptions and the 
categorical data of items. In this paper, we propose the Variational Bayesian Context-
Aware Representation (VBCAR) model for grocery recommendation. VBCAR is a novel 
variational Bayesian model that learns distributional representations of users and items by 
leveraging basket context information from historical interactions. Our VBCAR model is 
also extendable to leverage side information by encoding contextual features into represen-
tations based on the inference encoder. We conduct extensive experiments on three real-
world grocery datasets to assess the effectiveness of our model as well as the impact of dif-
ferent construction strategies for item side information. Our results show that our VBCAR 
model outperforms the current state-of-the-art grocery recommendation models while inte-
grating item side information (especially the categorical features with the textual informa-
tion of items) results in further significant performance gains. Furthermore, we demon-
strate through analysis that our model is able to effectively encode similarities between 
product types, which we argue is the primary reason for the observed effectiveness gains.
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1 Introduction
Learning latent factors (or embeddings), as an effective method for capturing and filter-
ing features about real-world entities, has been widely used to support many tasks such as 
image generation (Kingma and Welling 2014), network analysis (Meng et al. 2019a) and 
recommendation systems  (He et  al. 2017). For example, in the field of recommendation 
systems, latent factor learning methods such as matrix factorization (Mnih and Salakhutdi-
nov 2008; Rendle et al. 2009, 2020) and deep neural networks (He et al. 2017; Liang et al. 
2018) provide competitive and often state-of-the-art performances.
Recommendation systems that use the historical customer-product interactions to pro-
vide customers with useful suggestions have been of interest to both academia and industry 
for many years. Grocery recommendation is an important recommendation use-case, which 
aims to predict which items (products) a user might choose to buy in the future based on 
their shopping history. Grocery recommendation systems have been widely used in many 
online grocery shopping platforms (e.g. Amazon) as well as in physical chain stores (e.g. 
Walmart) to enhance their customers’ shopping experience and save their users time when 
choosing products. In contrast to many other recommendation use-cases, such as music or 
movie recommendation that represent user interactions as a sequence of user-item pairs, a 
user’s grocery shopping history is typically represented as a sequence of baskets that con-
tain multiple products (Wan et al. 2018, 2015). Hence, in this paper, we study the task of 
grocery recommendation, which predicts what the user will buy in the next basket, given 
a time-ordered sequence of that user’s previously purchased shopping baskets. In this task, 
both the user’s general interest (what items the user tends to buy) and the associations 
between items (what items the user tends to buy together) are important factors to account 
for.
Many representation learning models (Grbovic et al. 2015; Wan et al. 2017, 2018) have 
been proposed, which target the grocery recommendation task, among which the Skip-
gram-based methods have been shown to be effective solutions and have achieved state-
of-the-art performances. For example, Triple2vec (Wan et al. 2018) is an effective model 
that learns latent representations capturing the basket context by maximizing the likelihood 
of reconstructing sampled triples (e.g. ⟨user1,item1,item2⟩ is a triple that is sampled from 
user1’s purchase basket with item1 and item2 co-occurring within the basket). In these 
models, both the user’s general interest (which items the user likes) and the personalized 
dependencies between items (what items the user commonly includes in the same basket) 
are encoded by the embeddings of users and items. Furthermore, when combined with 
negative sampling approaches (Wan et al. 2018), these Skip-gram-based models are able 
to scale to very large shopping datasets. Meanwhile, through the incorporation of basket 
contextual information during representation learning, significant improvements in grocery 
recommendation have been observed (Wan et al. 2018).
However, these representation models still have several limitations: (1) they represent 
users and items by single deterministic points in a low-dimensional vector space, thereby 
limiting the expressive ability of their embeddings and recommendation performances; 
(2) these models are simply trained by maximizing the likelihood of recovering the pur-
chase history, which is a point estimate solution that is prone to overfitting  (Salakhutdi-
nov and Mnih 2008) and is more sensitive to outliers when training (Barkan 2017) since it 
only finds a single point estimate of the parameters; (3) while grocery shopping data often 
has rich product side information (Chen and de Rijke 2018), the aforementioned methods 
assume that products are independent, neglecting the intrinsic features of products as well 
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as the similarities between products. Indeed, product similarities can be captured using side 
information, including the categorical features (e.g. product type, display aisle, etc.) and 
the textual information (e.g. product descriptions). Many prior works have attempted to 
leverage side information for other recommendation tasks (Chen and de Rijke 2018; Ning 
and Karypis 2012; Xiao et al. 2019), but none of them has investigated the extent to which 
different types of side information add value over the grocery shopping data.
To alleviate the aforementioned issues, we propose the Variational Bayesian Context-
Aware Representation model, abbreviated as VBCAR ,1 which extends the existing Skip-
gram-based representation models (Wan et al. 2018) to capture both the basket contextual 
and entity (e.g. products) side contextual information for grocery recommendation. Our 
VBCAR model jointly models the representation of users and items in a Bayesian man-
ner, which represents users and items as (Gaussian) distributions and ensures that these 
probabilistic representations are similar to their prior distributions (using the variational 
auto-encoder framework Kingma and Welling 2014). In particular, the model is optimized 
according to the amortized inference network that learns an efficient mapping from samples 
to variational distributions (Shu et al. 2018), a method for efficiently approximating maxi-
mum likelihood training. Having inferred the representation vectors of users and items, we 
can then calculate the preference scores of items for each user based on these two types of 
Gaussian embeddings to make recommendations. Moreover, we extend the VBCAR model 
by encoding the item representation from various types of item side information, which 
we refer to as the VBCAR-S model, thereby providing more information about each item 
than is captured by the standard randomly-generated initial embedding. With the VBCAR-
S model, we can encode additional item features into embeddings by extracting item fea-
tures based on different types of item side information (e.g. the categorical features and the 
textual information). We compare our proposed models using these additional item features 
with several baseline methods on three real-world grocery shopping datasets. The contribu-
tions of this paper are as follows: 
1. We propose a novel variational Bayesian context-aware representation model (VBCAR) 
for grocery recommendation that jointly learns probabilistic user and item representa-
tions while capturing the shopping basket contextual information by training on the 
sampled item-user-item triples.
2. We extend VBCAR for the scenario of grocery recommendation with item side informa-
tion, so that the similarities between items can be captured.
3. We explore different strategies for representing textual item descriptions as well as 
different types of side information, to determine the most useful side information for 
grocery recommendation.
4. We conduct extensive experiments on three real-world grocery shopping datasets and 
using eight baseline methods, showing that our VBCAR model outperforms these base-
line models, while integrating item side information results in further performance gains. 
In addition, we demonstrate that incorporating a random key with both the categorical 
features and the textual information can generally lead to the best performances across 
the used datasets.
1 We note that initial exploratory experiments with our model have been reported at the CARS 2.0 work-
shop of Recsys 2019  (Meng et  al. 2019b). However, the present manuscript includes many additional 
details of our model and further experimental results not previously presented.
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The rest of this paper is organized as follows. We first discuss some related work in Sect. 2, 
and describe the tackled task and the Triple2vec model that our model is built on in Sect. 3. 
Then, we elaborate our proposed methods in Sect. 4. Afterwards we describe the experi-
mental setting in Sect. 5 and report our experimental results in Sect. 6. Finally, we con-
clude the paper and highlight some future directions in Sect. 7.
2  Related work
In this section, we review the recent related work, focusing on grocery recommendation 
and approaches that attempt to integrate side information in the recommendation process.
2.1  Recommendation systems
Recommendation systems have attracted much interest in both academia and industry. 
Most of the commonly used techniques in recommendation systems can be classified into 
two main categories, i.e. the classical collaborative filtering methods and the neural net-
work (NN)-based methods. Early work on recommendation systems mainly focused on 
modelling explicit feedback about items (i.e. rating scores) from users based on the matrix 
factorization (MF) algorithms (Koren 2009; Mnih and Salakhutdinov 2008; Rendle et al. 
2009). An MF algorithm encodes the user-item explicit feedback as a rating matrix and 
predicts the rating scores of unseen items for users by completing the matrix. Many sophis-
ticated matrix factorization techniques, such as time Singular Value Decomposition (Koren 
2009), implicit factorization machines (FM) (Hu et al. 2008) and context-aware FM (Ren-
dle et al. 2011), have been proposed to address both classical item recommendation as well 
as more advanced scenarios, such as time-aware (Koren 2009), implicit feedback (Hu et al. 
2008) and context-aware recommendation  (Rendle et  al. 2011). However, these classical 
methods suffer from the matrix sparsity problem and cannot capture non-linear relation-
ships between users and items. To address these issues, recent deep neural network-based 
recommendation methods (He et al. 2017; Liang et al. 2018; Manotumruksa et al. 2018; 
Sachdeva et al. 2019; Wang et al. 2019) were proposed to learn the embeddings of users 
and items by neural networks from user-item interactions, as well as from various types of 
contextual information, resulting in significant performance gains. For instance, the Neural 
Collaborative Filtering (He et al. 2017) model is a general framework that integrates deep 
neural networks into matrix factorization approaches using implicit feedback (e.g. pur-
chase history and click behavior). Meanwhile, both the implicit and explicit relationships 
between items and users from both content and ratings have been used to enhance a recom-
mendation system by learning deep latent representations using a collaborative variational 
auto-encoder (Li and She 2017) or graph neural networks (Liu et al. 2020). However, these 
approaches only focus on the general recommendation task and have no explicit objec-
tive for modeling baskets and item side information, both of which are important modeling 
dimensions for enhancing performance in grocery recommendation.
2.2  Grocery recommendation
Our task in this paper is to predict the items that a user will purchase next, given a sequence 
of shopping baskets (each containing multiple items) that they have previously bought. Some 
variants of the early MF-based methods can also be applied to this task, e.g. Factorizing 
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Personalized Markov Chains (FPMC)  (Rendle et  al. 2010) can model sequential behaviors 
between every two adjacent baskets by conducting a tensor factorization over the transition 
cube. Recurrent Neural Networks (RNNs) are also another category of methods that can cap-
ture global sequential features among baskets (Yu et al. 2016). However, RNNs suffer from 
the problem of high computational costs (Manotumruksa et al. 2018). On the other hand, skip-
gram-based methods have been shown to be both effective and reasonably efficient at address-
ing the grocery recommendation task  (Barkan and Koenigstein 2016; Grbovic et  al. 2015; 
Wan et al. 2018). For example, the Triple2vec (Wan et al. 2018) model is both an effective 
and scalable solution for grocery recommendation. It first samples a large set of triples from 
the historical baskets, then uses the Skip-gram model to predict the occurrence probability of 
each triple. However, as we have discussed in the Introduction section, this method is a point 
estimate solution that only represents entities as deterministic embedding vectors and hence it 
cannot integrate the rich intrinsic features of products, leaving much room for improving the 
expressive ability of the embeddings. Note that none of the existing grocery recommendation 
models has investigated leveraging item side information and the extent to which different 
types of side information can add value over the more commonly used grocery shopping data.
2.3  Integrating side information within recommendation systems
With the increased availability of side information for a range of recommendation tasks, inte-
grating such information into the recommendation systems has been widely studied (Chen and 
de Rijke 2018; Ning and Karypis 2012; Xiao et al. 2019). Indeed, there are variants of the 
MF methods, such as the hierarchical Bayesian matrix factorization (Park et al. 2013), which 
incorporates side information into traditional MF approaches. For example, the HIRE  (Liu 
et  al. 2019) model is a recommendation model that uses weighted matrix factorization to 
obtain users’ and items’ representations that encode both the flat and hierarchical side infor-
mation, thereby improving the recommendation performance. Other works have examined 
the integration of side information for deep neural networks, such as the stacked denoising 
auto-encoder (Wang et al. 2015) and the marginalized denoising auto-encoder (Li et al. 2015). 
More recently, many recommendation models have explored the use of Variational auto-
encoders (VAEs)  (Chen and de Rijke 2018; Xiao et al. 2019; Pang et al. 2019; Wu et al. 2020) 
to jointly encode user ratings and side information when training, in order to overcome the 
(often) high-dimensionality of side information. However, most of these methods only con-
sider a single type of item feature, for instance, only using a bag-of-words/one-hot categorical 
feature vector (Chen and de Rijke 2018; Wu et al. 2020) or a product category (Liu et al. 2019; 
Pang et al. 2019). The research scope of this paper is to build a recommendation system for 
the grocery shopping data, where the side information for items is typically rich of both cat-
egorical and textual information, and the user side information is commonly sparse and use-
less due to legitimate privacy concerns. To the best of our knowledge, our work is the first to 
explore different strategies for encoding textual information into item embeddings, as well as 
to quantify their performance impact.
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3  Preliminaries
In this section, we first introduce the basic notations and the problem that we address 
(Sect.  3.1). Then, we briefly review a state-of-the-art representation model called Tri-
ple2vec (Wan et al. 2018) (Sect. 3.2), which is tailored to grocery recommendation, and that 
we build upon.
3.1  Problem definition and notations
We use U = {u1, u2,… , uN} to denote the set of users and I = {i1, i2,… , iM} to denote 
the set of items, where N is the number of users and M is the number of items. Then, in 
the scenario of grocery recommendation, the users’ purchase history can be represented as 
S = {(u, i, o) ∣ u ∈ U, i ∈ I, o ∈ O} with O = {o1, o2,… , oL} being the set of orders (i.e. 
baskets).
In this paper, we tackle the task of next-item prediction in grocery recommendation. Given 
U , I  , O and S , our aim is to infer the D-dimensional representation vectors (i.e. embeddings) 
of both users and items, such that these embeddings can be used to predict the next items that 
a user will be interested to purchase.
3.2  The Triple2vec model
Modern recommendation systems apply embedding techniques to learn latent representations 
of users and items from interaction data. In the grocery shopping use-case, historical purchase 
behaviors are represented by both individual user-product interactions and baskets represent-
ing purchase associations among products for each user. Thus, an effective embedding method 
for grocery recommendation should be capable of encoding product co-occurrences within a 
basket or across baskets from each user.
Triple2vec  (Wan et  al. 2018) is a recently proposed approach extended from Product-
2vec  (Grbovic et  al. 2015), which uses the Skip-gram model to capture the semantics in 
the users’ grocery shopping basket for product representation and purchase prediction. 
The Skip-gram model used in Triple2vec is a neural embedding technique originally intro-
duced in Word2vec  (Mikolov et  al. 2013). Specifically, given the users’ purchase history 
S = {⟨u, i, o⟩ ∣ u ∈ U, i ∈ I, o ∈ O} , the Triple2vec model first samples a large number of 
triples T = {⟨u, i, j⟩ ∣ ⟨u, i, o⟩ ∈ S, ⟨u, j, o⟩ ∈ S} reflecting two items purchased by the same 
user in the same basket within the historical grocery shopping baskets. The model then tries 
to learn the latent embedding for users and items to predict the occurrence probability of these 
triples.
Following the basic idea of Word2vec (Mikolov et al. 2013), one can treat these sampled 
triples as context windows and learn latent embeddings by optimizing the log likelihood of the 
triple samples:
(1)







(log p(i�j, u) + log p(j�i, u) + log p(u�i, j))
def
= LTriple2vec.
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This leads to the training objective of Triple2vec (Wan et al. 2018). Here p(i|j, u), p(j|i, u) 
and p(u|i, j) are the softmax formulations predicting the occurrence probability of a context 































 are the final output embeddings of user u and items i and j, respectively. This 
skip-gram-based loss objective is commonly trained with the negative sampling trick that 
uses the Noise Contrastive Estimation (NCE) to approximate the softmax func-
tion (Mikolov et al. 2013).
4  The proposed model
The Triple2vec model only represents each user and item by single deterministic points in a 
low-dimensional continuous space, which limits both the expressive ability of their embed-
dings and the recommendation performance. To address this issue, we propose to use the 
Bayesian Skip-gram model  (Barkan 2017) to learn the Gaussian distributions representing 
the users’ and items’ embeddings. In this section, we first present our proposed representa-
tion learning model, i.e. the Variational Bayesian Context-Aware Representation (VBCAR) 
model, and show how to use the learned embeddings for downstream recommendation 
tasks (Sect. 4.1). Then, we describe the VBCAR-S model, which extends VBCAR for inte-
grating the item side information (Sect. 4.2).
4.1  The VBCAR model
Our VBCAR model extends Triple2vec by assuming that both the representations of users 
and items, i.e. u and i , are random variables, which are generated by the same priors. Like 
other probabilistic methods for embedding  (Meng et  al. 2019a) and recommendation sys-
tems (He et al. 2017; Liang et al. 2018), these priors are assumed to be the standard Gaussian 
distributions:
where 2 is the same hyperparameter for all the priors—we use the default setting of  = 1 
in this paper, following (Kingma and Welling 2014).
However, the exact inference of the posterior density of these random variables is intracta-
ble due to the non-differentiable marginal likelihood (Kingma and Welling 2014). Variational 
Bayes resolves this issue by constructing a tractable lower bound of the logarithm marginal 
likelihood and maximizing the lower bound instead (Blei et al. 2017). Hence, we introduce 
a variational evidence lower bound over the observed triple samples in our task, following 
the Variational Autoencoding framework (Kingma and Welling 2014). To infer the users’ and 
items’ embeddings, we start by formulating the logarithm marginal likelihood of an observed 
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 Then, the likelihood of T  is given by 
∑
Ti∈T
log p(Ti) , leading to the overall loss function of 
our VBCAR model:
 where KL(⋅‖⋅) is the Kullback-Leibler (KL) divergence2 and q(u, i) is the variational 
distribution of the embeddings u and i . Following previous works  (Meng et  al. 2019a; 
Kingma and Welling 2014; Liang et al. 2018), we assume that the variational distribution 
can be factorized in the mean-field form of Gaussian distributions and are inferred by their 












 , where u and 

i are the feature vectors of the user and item, respectively. These two variational distribu-
tions (i.e. q1 (





 ) are independent and can be inferred by two different 
encoder networks by the features of users and items (i.e. u and i ) as input, respectively:
 where [u,u2] = 1(u) , [i,i2] = 2(i) , 1,2 are implemented by the full connected 
layers, and u , i are the identity codes of users and items, respectively. The means of u 
and i are then used as the final embeddings of users and items respectively. Since encod-
ing items and users using a One-hot identity representation is computationally expensive 
for large datasets, our VBCAR model uses randomly generated keys as the identity codes 

u and i for items and users respectively, where a key is a random vector initialized from 
the standard normal distribution. For ease of reference, we denote the key-based represen-
tations of each item and user as the Item Key and User Key representations, respectively. 
Figure 1a provides an overview of our VBCAR model.
4.2  Integrating item side information
Item key initialization for encoding item representations is a simple and effective solu-
tion to distinguish items, however, it cannot capture the similarities between items, which 
we argue is an important factor to consider. For instance, if the user previously bought a 
































































































2 The KL divergence can be factorized into an analytic form in a similar fashion to Meng et al. (2019a).
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recommend that they buy a 2-litre bottle of milk and a carton of eggs ( ⟨u1,milk2L, eggs6⟩ ), 
if we know that a 1-litre bottle milk (milk1L) and a 2-litre bottle of milk (milk2L) are simi-
lar. Typically, such similarity information is captured by item categories or by the (tex-
tual) item descriptions in the grocery shopping scenario. Hence, one approach to capture 
such similarities between items would be to encode these types of side information into 
the item embeddings. As discussed in Sect. 2.3, integrating the side information of items 
into the recommendation systems has been shown to be effective for other recommendation 
tasks, particularly when the available interaction data is sparse. We extend the VBCAR 
model into the scenario of grocery recommendation with item side information, denoted as 
VBCAR-S.
To encode item representations from item side information, we first analyzed the meta-
data available about items in most of the grocery shopping scenarios/datasets. We found 
that there are two main types of item side information, namely, the categorical data such 
as the product’s department and manufacturer, and the textual data such as the product’s 
name and description. The categorical data (aka categorical features) can be easily encoded 
using a One-hot encoding, since the number of the categories is usually small. For the tex-
tual data or features, one can also use the One-hot encoding (i.e. bag-of-words Chen and 
de Rijke 2018), however, the textual data fields often have a large vocabulary size that is 






























































(b) Integration of side information
Fig. 1  Representation learning for VBCAR with item side information
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are many existing techniques that can encode a sequence of words into vectorial represen-
tations, such as Word2vec (Mikolov et al. 2013) and BERT (Devlin et al. 2019). However, 
it is not clear which technique (if any) is effective for representing similarities between 
products in our grocery recommendation task. Therefore, in this paper, we study the effect 
of different feature extraction methods over item descriptions/names to determine which 
representations are more useful for grocery recommendation.
Accordingly, besides the Item Key baseline representation of items, we also experiment 
with three feature extraction methods for preprocessing the item descriptions/names into 
vectorial representations, in addition to the encoding of categorical side information. Fig-
ure 1b shows the integration process of the side information, while the tested text encoding 
techniques are summarized below: 
(1) One-hot (One) Since encoding the full item description into One-hot category rep-
resentations would be prohibitively expensive due to the large vocabulary size, we 
instead resort to encoding only the high frequency words (after stopwords removal) in 
the training triples into One-hot representations.
(2) Word2vec (W2v) (Mikolov et al. 2013) Word2vec is one of the most popular methods 
to learn word embeddings using neural networks. We use the Google pre-trained Word-
2vec model3 to obtain embeddings for all the words appearing in the item descriptions. 
We construct the product description embedding by simply mean-pooling the word 
embedding vectors for all the words in the description (Yang et al. 2018).
(3) BERT (Devlin et al. 2019) We also use the Bidirectional Encoder Representations from 
Transformers (BERT), a popular pre-trained language model for encoding words and 
sentences into embeddings. In particular, we use DistilBert (Wolf et al. 2019) from 
HuggingFace, which is a smaller and faster architecture based on BERT. The embed-
ding of a textual description is generated via mean-pooling the BERT embeddings of 
the multi-words in the description. Note that BERT can be tuned to enhance perfor-
mance in different tasks. However, we do not fine-tune the BERT model here, since 
it is prohibitively expensive to update the tens of millions of parameters in DistilBert 
with millions of training triples.
In our later experiments, we also combine (concatenate) different item representations 
together to evaluate the impact each has on the product recommendation performance. 
Note that integrating the side information of users can be deployed in the same way. How-
ever, the user side information is not generally available in most of the grocery shopping 
datasets due to legitimate privacy concerns. Hence, in this paper, we only focus on the side 
information of items.
5  Experimental setup
In this section, we describe our experimental setup, including the research questions 
(Sect. 5.1), datasets (Sect. 5.2), baselines (Sect. 5.3), evaluation protocol (Sect. 5.4) and 
parameter tuning (Sect. 5.5).
3 http:// code. google. com/ archi ve/p/ Word2 vec/.
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5.1  Research questions
In this paper, we evaluate our proposed model on three real-world grocery datasets, aiming 
to answer the following research questions: 
(RQ1)  How do our proposed models perform, compared with existing methods in terms 
of two aspects—using item side information and without using any item side 
information?
(RQ2)  What is the best strategy for encoding textual information into item embeddings? 
To what extent do item text descriptions add value for grocery recommendation?
(RQ3)  Can our VBCAR-S model better capture item similarity than VBCAR?
(RQ4)  How do different hyperparameters (e.g., number of sampled triples, embedding 
dimension and hidden layer dimension) affect the performances of our models?
5.2  Datasets
We conduct experiments on three real-world grocery transaction datasets, namely Instac-
art,4 Dunnhumby5 and Worldline. The Instacart and Dunnhumby datasets are public bench-
mark datasets in the research community of grocery recommendation systems (Wan et al. 
2018; Meng et al. 2019b), while the Worldline dataset has been collected by the World-
line company6 from one of its retail customers. Table 1 shows the statistics of the three 
datasets. Since the interaction size of the Instacart dataset is very large, it is prohibitively 
expensive (hours to weeks of computation time depending on the model used) to train/vali-
date/test most recommendation algorithms (including ours) over the full dataset. Hence, 
following prior work (Li et al. 2017; Meng et al. 2019b), we randomly sample a subset of 
users and items to reduce training time. We experimented with 5%, 10%, 25% and 50% 
samples of the Instacart dataset, which exhibit the same trends and lead to the same con-
clusions, hence in this paper, we only report results on the 25% sample.7 The Instacart 
dataset contains three columns of item side information, corresponding to two types of 
categorical data (‘aisle_id’ and ‘department_id’) and one type of textual data (‘product 
name’). We extracted four types of item side information from the Dunnhumby dataset, 
where two types (Manufacturer and Department) are regarded as categorical data and two 
Table 1  Statistics of the datasets





Instacart 25% 29,769 8045 461,030 1,429,811 3.10 2 1
Dunnhumby 2497 61,600 113,831 1,048,575 9.21 2 2
Wordline 5252 10,612 126,065 845,630 6.71 3 0
4 http:// www. insta cart. com/ datas ets/ groce ry- shopp ing- 2017.
5 http:// www. dunnh umby. com/ caree rs/ engin eering/ sourc efiles.
6 http:// www. world line. com.
7 This 25% sample is comparable in terms of the number of interactions to the other two datasets used.
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types (Commodity Description and Sub Commodity Description) are textual data. The 
Worldline dataset only has three categorical features of items over three categorical levels. 
We cleaned the three datasets by removing items purchased less than 20 times as well as 
users who purchased more than 30 items and 10 baskets, in a similar manner to Rendle 
et al. (2010); He et al. (2017).
5.3  Baselines
We compare our proposed approaches to the following eight baselines: 
(1) TopPop: A naive method that recommends the top-k frequent items in the training set 
to each user in the test set.
(2) BPR (Rendle et al. 2009): The Bayesian Personalized Ranking (BPR) method is a clas-
sical method for learning personalized ranking from implicit feedback.
(3) NeuCF (He et al. 2017): NeuCF is a deep neural network-based collaborative filter-
ing model that uses a multi-layer perceptron internally to learn non-linear user-item 
interactions.
(4) NGCF (Wang et al. 2019): This is a recent recommendation framework that uses the 
graph neural network to integrate the user-item interactions into the embedding pro-
cess.
(5) Triple2vec (Wan et al. 2018): A representation model that learns the embeddings of 
users and items to recover product co-occurrences both within a basket and across 
baskets from the same user based on the Skip-gram model.
(6) cVAE (Chen and de Rijke 2018): The cVAE model is a recommendation model that 
uses two Variational Autoencoders to simultaneously recover the user ratings and side 
information of items.
(7) SSLIM (Ning and Karypis 2012): This is a classical sparse linear recommendation 
model, which learns a sparse aggregation coefficient matrix based on both the user-item 
purchase profiles and the item side information.
(8) HIRE (Liu et al. 2019): The HIRE model is a recommendation model that uses the flat 
and hierarchical side information to improve the performance of recommendation. In 
this paper, for fair comparison, we only use its variant that eliminates the contribution 
of the hierarchical side information of users and items.
We note that the Triple2vec, VBCAR and VBCAR-S models are tailored for capturing the 
basket information in the grocery shopping data, while the cVAE, SSLIM and HIRE mod-
els can capture the item side information.
5.4  Evaluation protocol
For model evaluation, different from prior works  (He et  al. 2017; Manotumruksa et  al. 
2018), which used the leave-one-out split strategy, we split the dataset using the temporal 
split strategy (Meng et al. 2020a), where all the baskets of the datasets are split into training 
(80%) and test (20%) sets according to the temporal order of the baskets, and the last 20% 
of baskets in the training set are also used as the validation set for tuning the hyper-parame-
ters and iterations. Note that temporal data splitting is more realistic (Quadrana et al. 2018; 
Campos et  al. 2011) than the more commonly reported  (He et  al. 2017; Manotumruksa 
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et  al. 2018) leave-one-out data splitting strategy, as evidence from the future can ‘leak’ 
into the learned model under the leave-one-out strategy. We treat product recommendation 
as an item ranking task (for each user). We report four main metrics, namely NDCG@k,8 
Precision@k, Recall@k and MAP@k, which are all standard ranking evaluation metrics 
and are widely used for evaluating recommendation systems (Valcarce et al. 2020; He et al. 
2017; Wan et al. 2018).
5.5  Parameter tuning
We implemented our VBCAR and VBCAR-S models in Pytorch under the Beta-RecSys 
platform (Meng et al. 2020b).9 The baseline methods are trained using their original imple-
mentations and the hyper-parameters (e.g. the factor number of NCF He et al. 2017) are 
tuned based on the validation sets. To fairly compare the performances of all the models, 
we train/validate/test all of them using the same training/validation/testing sets, and the 
embedding sizes are set to 64. To reduce the time it takes to calculate the performance 
per user (which can be prohibitive for tens of thousands of users), we employ the standard 
practice of randomly sampling 100 negative items for each user in both the test sets and 
validation sets (Manotumruksa et al. 2017; He et al. 2017).10 For all the compared meth-
ods, the number of iterations and hyperparameters are chosen based on the validation sets, 
and all the reported performance results are based on the test sets. The Triple2vec, VBCAR 
and VBCAR-S models are trained with an RMSprop optimizer based on the same amount 
of sampled triples (1 million). For reference, our VBCAR and VBCAR-S models use the 
following hyperparameters: 512 (dimension of hidden layer in encoder), 0.001 (learning 
rate), and 512 (batch size).
6  Results
In this section, we describe the results of our experiments over the Dunnhumby, Instacart 
and Worldline datasets to answer our four research questions.
6.1  Overall recommendation performance (RQ1)
To answer RQ1, we assess the effectiveness of our VBCAR and VBCAR-S models by 
comparing them with eight strong recommendation methods in the literature. Table  2 
shows the results of this comparison in terms of the next basket recommendation task on 
the Dunnhumby, Instacart and Wordline datasets. Note that for the models that use side 
information, i.e. cVAE, HIRE, SSLIM and VBCAR-S, the reported performances combine 
the item key, the Word2vec textual representation (except the Wordline dataset that does 
not have textual evidence) and the One-hot category representations.
Firstly, we can observe from Table  2 that both the VBCAR and VBCAR-S models 
show better performances than the other eight baselines under all metrics (i.e. NDCG@10, 
8 Since there are no graded levels of relevance, we use {0, 1} as the relevance labels.
9 The source codes are available at: https:// github. com/ beta- team/ beta- recsys.
10 Note that while this type of sampling will elevate the performance of all models, the comparative analy-
sis across models is sound as the test set remains static.
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Table 2  Overall performances on the three datasets ( k = 10)
The best performing result is highlighted in bold while the second best performance is underlined; *Signifi-
cant difference compared to the VBCAR model, according to the paired t-test p < 0.05 . Note that VBCAR-
S statistically outperforms all other used 8 baselines
Model Side info Instacart 25%
NDCG Recall MAP
(a) Instacart dataset
TopPop ✗ 0.1658 0.1147 0.0737
BPR ✗ 0.4071 0.1363 0.1427
NeuCF ✗ 0.4646 0.2753 0.1893
NGCF ✗ 0.4709 0.2805 0.2131
Triple2vec ✗ 0.4678 0.2871 0.2012
VBCAR ✗ 0.4792 0.2913 0.2185
cVAE ✓ 0.4154 0.1962 0.1826
SSLIM ✓ 0.4224 0.1390 0.1459
HIRE ✓ 0.3220 0.1262 0.1032
VBCAR-S ✓ 0.4832* 0.2937* 0.2211*
Model Side info Dunnhumby
NDCG Recall MAP
(b) Dunnhumby dataset
TopPop ✗ 0.1581 0.0090 0.0090
BPR ✗ 0.5790 0.0728 0.0537
NeuCF ✗ 0.6330 0.0710 0.0537
NGCF ✗ 0.6576 0.0743 0.0521
Triple2vec ✗ 0.6195 0.0874 0.0659
VBCAR ✗ 0.6722 0.0883 0.0741
cVAE ✓ 0.5705 0.0727 0.0596
SSLIM ✓ 0.6035 0.0737 0.0547
HIRE ✓ 0.3721 0.0625 0.0312
VBCAR-S ✓ 0.6835* 0.0912* 0.0766*
Model Side info Worldline
NDCG Recall MAP
(c) Wordline dataset
TopPop ✗ 0.3007 0.0822 0.0505
BPR ✗ 0.2995 0.0820 0.0502
NeuCF ✗ 0.4271 0.1334 0.0775
NGCF ✗ 0.4404 0.1425 0.0854
Triple2vec ✗ 0.5697 0.1601 0.1154
VBCAR ✗ 0.5904 0.1755 0.1287
cVAE ✓ 0.3344 0.0952 0.0565
SSLIM ✓ 0.3067 0.0832 0.0507
HIRE ✓ 0.2995 0.0820 0.0502
VBCAR-S ✓ 0.6028* 0.1809* 0.1340*
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Recall@10 and Map@10) and all datasets, which validate the value of the simple-yet-
effective Variational Bayesian modelling used by VBCAR and VBCAR-S. Furthermore, 
our VBCAR-S model when combining the item keys with the encoded product name (and 
commodity descriptions) obtained the best performance over all evaluation metrics and 
datasets. Moreover, the performance improvements observed for VBCAR-S over the base-
line methods are statistically significant (paired t-test p < 0.05 ) in all the datasets. Note 
that when using Precision@10, we observe the same trends as with the NDCG@10 metric, 
hence, we omit Precision@10 in the remainder of the evaluation. These results show that 
our VBCAR model outperforms the state-of-the-art recommendation models, and incor-
porating item side information (VBCAR-S) can further enhance the performance of the 
VBCAR model, which answers RQ1 and confirms observations in prior works (Liu et al. 
2019; Chen and de Rijke 2018).
It is also worth noting that the TopPop baseline exhibits by far the lowest performance 
on both the Dunnhumby and Instacart datasets, which indicates that recommending popu-
lar products is insufficient to capture the complex purchase preferences for most of the 
users in many grocery shopping scenarios.
6.2  Effect over different types of item side information (RQ2)
To further understand the contribution of the different types of textual side information 
that we are using to the grocery recommendation performance (RQ2), we further conduct 
experiments over the combinations of the categorical features and the textual information 
encoded by three different methods (i.e. One-hot, Word2vec and BERT). Table 3 reports 
Table 3  The performance of VBCAR-S over different types of item side information on the Dunnhumby 
and Instacart datasets
The best performing result is highlighted in bold. *Significantly better performance compared to the model 
without side information, according to the paired t-test p < 0.05
Types of side information Datasets
Key Cat. Textual info Instacart 25% Dunnhumby
One W2v BERT NDCG@10 Recall@10 NDCG@10 Recall@10
✓ – – – – 0.4792 0.2913 0.6220 0.0779
– ✓ – – – 0.4401 0.2682 0.6220 0.0779
– ✓ ✓ – – 0.4526 0.2803 0.6295* 0.0843*
– ✓ – ✓ – 0.4510 0.2801 0.6568* 0.0883*
– ✓ – – ✓ 0.4494 0.2762 0.6628* 0.0885*
✓ – ✓ – – 0.4702 0.2920 0.6571* 0.0880*
✓ – – ✓ – 0.4721 0.2901 0.6622* 0.0900*
✓ – – – ✓ 0.4672 0.2788 0.6611* 0.0881*
✓ – ✓ ✓ ✓ 0.4681 0.2911 0.6602* 0.0890*
✓ ✓ – – – 0.4778 0.2856 0.6730* 0.0890*
✓ ✓ ✓ – – 0.4817* 0.2992* 0.6798* 0.0897*
✓ ✓ – ✓ – 0.4832* 0.2973* 0.6835* 0.0912*
✓ ✓ – – ✓ 0.4801 0.2857 0.6807* 0.0897*
✓ ✓ ✓ ✓ ✓ 0.4824* 0.2971* 0.6798* 0.0902*
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the recommendation performances in the top ranks (NDCG@10 and Recall@10) over the 
Instacart 25% and Dunnhumby datasets.11 From Table 3, which compares the VBCAR-S 
model when integrating both categorical features and the textual information, to the same 
model using only the categorical features, we can see that the addition of textual infor-
mation always leads to increased performances. However, we also see from Table 3 that 
VBCAR-S—when using only the side information (e.g. Category, Category+One-hot and 
Category+Word2vec)—exhibits lower performances in terms of both the NDCG@10 and 
Recall@10 metrics than when using both the side information and the item key represen-
tation (across all datasets). This is expected, as these two representations provide distinct 
evidence. Indeed, item key representations are effective for distinguishing different items, 
while our side information (product names/commodity descriptions and categorical infor-
mation) should in theory encode similarities between items. Hence, one reason behind the 
observed results may be that using only the side information to encode items makes the 
item representations overly similar to each other.
From Table 3, we also observe that as before, our VBCAR-S model using both the item 
key and side information can always outperform the model using only one of them (under 
both the NDCG@10 and Recall@10 metrics and over both datasets). For the Instacart 
dataset, the item key + One-hot encoded text, as well as the item key + Word2vec encoded 
text provide the best performances under the Recall@10 and NDCG@10 metrics, respec-
tively. For the Dunnhumby dataset, the concatenated item key and Word2vec encoded text 
achieves the best performance under both metrics. From this, we can conclude that the 
text encodings add value for grocery recommendation, but that not all methods for that 
encoding provide equivalent performance benefits, addressing RQ2. In particular, from the 
results in  the 6nd–13th rows of Table 3 over the two used datasets, we find that in gen-
eral our VBCAR-S using categorical information can obtain better performance comparing 
with our  VBCAR-S  without using categorical information, but  no consistent conclusion 
can be drawn as to whether using the categorical information leads to a significantly differ-
ent performance. However, the performances of using both key and different side informa-
tion are significantly better than that of only using the item key representation.
Furthermore, we observe that, when concatenating all the available extracted features 
(i.e. item key, categorical and all three text encodings), the VBCAR-S model performance 
does not increase (under both metrics) compared to using only one of the text encoders. 
Indeed, it appears that including multiple text encodings actively reduces the generaliz-
ability of the recommendation model, particularly for the Instacart dataset. Moreover, it 
is not the more recent (and widely seen to be effective) BERT encoding that provides the 
best performance, but rather the Word2vec encoding. One possible cause of this could be 
that we do not fine-tune the BERT model during the training. However, as already men-
tioned in Sect. 4.2, it is well-known that both the training and inference of the BERT model 
is time- and space-consuming, especially in our task setup. We leave this issue for future 
work due to the high computational cost. Overall, our reported results suggest that the key 
to effectively incorporating item side information into grocery recommendation is to prop-
erly choose a combination of different side information. For example, the combination of 
the random key feature and the One-hot (or Word2vec) textual feature is both an effective 
and computationally cheap choice on our used recommendation datasets.
11 The Worldline dataset is excluded here as it does not have textual side information.
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6.3  Visualization of the feature & embedding spaces (RQ3)
In order to address RQ3, we provide a case study via a 2-dimensional visualization of 
both the feature and embedding spaces of items and users. Specifically, we obtained 
two types of feature vectors (i.e. item key representations and the One-hot representa-
tions) and two types of embedding vectors (the embeddings obtained by the VBCAR 
model and the embeddings obtained by our VBCAR-S model with One-hot and item 
key features). Then we use the t-SNE tool (Maaten and Hinton 2008) to map the high-
dimensional data into a 2-dimensional plane. For brevity, we only plot the top 300 fre-
quent purchased items from the Dunnhumby dataset, which is a commonly used grocery 
dataset in the literature. Figure  2 shows the results of the four representation spaces. 
Here we choose one user (id 1545) that has an order in the test set with two purchased 
products (id 857503 and id 961554), where the two products have the same product 
name (product name: CARROTS MINI PEELED) but different sizes.
By comparing the random feature space of items (Fig. 2a) with the One-hot (Fig. 2b) 
feature space of items, it can be observed that the distance between the two products in 
the One-hot feature space is much closer than that in the random feature space, which 
indicates that the One-hot feature can more precisely capture the similarity of the two 
example products. In the embedding space of Fig. 2c, we also observe that the two prod-
ucts remain relatively close to each other, and that user 1545 is also encoded into a 
position closer to these two products. This result indicates that our VBCAR-S model is 
more effectively capturing item-item similarities via the additional item side informa-
tion, which the original VBCAR model does not, thereby answering RQ3.
Another question that we are interested in is to investigate the impact of these simi-
larities on the recommendation performance. Within the Dunnhumby dataset test set, 
we found that these two products appear within the same basket for user 1545, hence we 
should ideally recommend these similar items together for that user. Comparing Fig. 2b, 
d, we observe that our VBCAR-S model with the item key + One-hot text encoding 
successfully assigned high recommendation probabilities to these two products for that 
user since their embeddings are relatively closer to the user when compared with the 
item key only. In contrast, the original VBCAR model with only the item key feature 
did not. We can also see this graphically by comparing Fig. 2b (where the two products 
are separated from each other) and Fig.  2d (where the two products are close to one-
another). Similar scenarios can also be found in the Instacart dataset (note that the study 
cannot be replicated on the Worldline dataset since the product names are not available 
in that dataset). These obtained results indicate that in at least some scenarios, encoding 
item similarities is an important factor that can enhance the grocery recommendation 
performance. In addition, we also noticed a few cases (less than 10%) where our model 
does not appropriately capture the similarity between items based on their side informa-
tion. We found that there is no consistent pattern for these errors and therefore no real 
conclusion can be drawn. However, we suspect that these error cases are due to the het-
erogeneity inherent to the use of different types of side information. Recently in Meng 
et al. (2021), we successfully addressed this issue by integrating any heterogeneous side 
information using a pre-training scheme.
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Fig. 2  2-D visualization of the 
feature and embedding spaces 
using t-SNE
(a) Item key feature space of items
(b) Item key encoded embedding space
(c) One-hot feature space of items
(d) Item key and One-hot text encoded embedding space
Information Retrieval Journal 
1 3
Fig. 3  Analysis of hyperparam-
eters
(a) Embedding dimension v.s. performance
(b) Hidden layer dimension v.s. performance
(c) Number of triples v.s. performance
(d) Number of triples v.s. performance
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6.4  Effect of key hyperparameters (RQ4)
To answer RQ4, we analyze the influences of key hyperparameters, namely the embed-
ding size, the hidden layer size and the number of sampled triples on both the effective-
ness and efficiency of the Triple2vec, VBCAR, VBCAR-S models in the grocery recom-
mendation task. Figure 3 shows the experimental results.
We report the performances of both the VBCAR and Triple2vec models in Fig.  3a 
by varying the embedding size. We can observe that increasing the embedding size sub-
stantially enhances the recommendation performance (in terms of NDCG@10 and Preci-
sion@10) for the VBCAR model and the performance peaks when the embedding size is 
150, while the performance of the Triple2vec model peaks when the embedding size is 
120.
Since both the VBCAR and VBCAR-S models infer embeddings of nodes and attributes 
by MLP with the fixed dimensional hidden layers, we analyze the performances of both the 
VBCAR and VBCAR-S models in Fig. 3b using different values for the hidden layer size. 
We can observe that increasing the hidden layer size substantially enhances the recom-
mendation performance (in terms of NDCG@10 and Precision@10) for both the VBCAR 
model and the VBCAR-S model.
Figure  3c–d reports the effect of the triples number on the recommendation perfor-
mance and running time. As the number of triples increases from 0.5 million to 2.5 mil-
lions, we can clearly see that the performance of Triple2vec improves, but the changes 
of the NDCG@10 and Precision@10 performances in both the VBCAR and VBCAR-S 
models are not so obvious as that in the Triple2vec model. In particular, both the VBCAR 
and VBCAR-S models trained with only 0.5 million sampled triples can outperform Tri-
ple2vec trained with 2.5 millions sampled triples, which means that our VBCAR model 
with limited sample size as input can learn more expressive representations, thereby result-
ing in better performance improvements compared with Triple2vec. In Fig.  3d, we can 
observe that the running time of all the three models increases as the number of triples 
increases. In addition, Triple2vec is the most efficient model under all the triple sizes while 
our VBCAR-S model needs more additional time to obtain the recommendations com-
pared with the other two models. This result can be explained by the fact that VBCAR has 
more parameters (hidden layers) that need to be learned than Triple2vec, while VBCAR-S 
has some additional dimensions for encoding the item side features in comparison to the 
VBCAR model.
7  Conclusions
In this paper, we studied the problem of grocery recommendation with item side informa-
tion. We have proposed the VBCAR model, a variational Bayesian context-aware represen-
tation model for grocery recommendation. Our model was built based on the variational 
Bayesian Skip-gram framework coupled with the amortized inference. To make full use of 
item side information, we explored the effect of different item side information on repre-
sentation learning for grocery recommendation by extending the VBCAR model to lever-
age the item side information. In particular, we extracted both the categorical features and 
the textual features of items by using three representation techniques, i.e. One-hot, Word-
2vec and BERT, and investigated the effect of these different encoding strategies on the 
recommendation performance.
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Our extensive experiments on three real-life datasets showed that our VBCAR and 
VBCAR-S models achieve better performances than eight baseline models, and that with 
the additional side information, VBCAR-S achieves significantly better performances than 
other strong baseline methods for the task of grocery recommendation. However, we found 
that using side information in isolation is insufficient to build an effective recommendation 
model, i.e. side information should only be used as supporting evidence. We also provided 
an illustrative case study demonstrating how the addition of side information influences the 
recommendation performance. Overall, our findings suggest that properly incorporating 
the available side information about products can significantly improve the performance of 
grocery recommendation systems.
As future work, we intend to examine the related task of within-basket next item predic-
tion. We also consider that an online/living lab evaluation of recommendation systems and 
representation learning designed to capture item popularity over time are fertile directions 
for future investigation.
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