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One-dimensional Gagliardo-Nirenberg-Sobolev inequalities:
Remarks on duality and flows
Jean Dolbeault, Maria J. Esteban, Ari Laptev and Michael Loss
Abstract
This paper is devoted to one-dimensional interpolation Gagliardo-Nirenberg-Sobolev inequalities.
We study how various notions of duality, transport and monotonicity of functionals along flows
defined by some nonlinear diffusion equations apply.
We start by reducing the inequality to a much simpler dual variational problem using mass
transportation theory. Our second main result is devoted to the construction of a Lyapunov
functional associated with a nonlinear diffusion equation, that provides an alternative proof of
the inequality. The key observation is that the inequality on the line is equivalent to Sobolev’s
inequality on the sphere, at least when the dimension is an integer, or to the critical interpolation
inequality for the ultraspherical operator in the general case. The time derivative of the functional
along the flow is itself very interesting. It explains the machinery of some rigidity estimates for
nonlinear elliptic equations and shows how eigenvalues of a linearized problem enter in the
computations. Notions of gradient flows are then discussed for various notions of distances.
Throughout this paper we shall deal with two classes of inequalities corresponding either to
p > 2 or to 1 < p < 2. The algebraic part in the computations is very similar in both cases,
although the case 1 < p < 2 is definitely less standard.
1. Introduction
When studying sharp functional inequalities, and the corresponding best constants and
optimizers, one has essentially three strategies at hand:
(a) To use a direct variational method where one establishes the existence of optimizers. Then
by analyzing the solutions of the corresponding Euler-Lagrange equations, one can sometimes
obtain explicit values for the optimizers and for the best constants.
(b) It is an old idea that flows on function spaces and sharp functional inequalities are
intimately related. Sharp inequalities are used to study qualitative and quantitative properties
of flows such as decay rates of the solutions in certain norms. A famous example is Nash’s
inequality that provides exact decay rates for heat kernels [40, 22]. Conversely, flows can be
used to prove sharp inequalities and identify the optimizers. A famous example is the derivation
of the logarithmic Sobolev inequality by D. Bakry and M. Emery using the heat flow [6, 7,
5]. In that case, the flow relates an arbitrary initial datum to an optimizer of the inequality.
The monotonicity of an appropriate functional along the flow provides a priori estimates that,
in case of critical points, can be related with older methods for proving rigidity results in
nonlinear elliptic equations. See [27] and references therein for more details.
(c) Another way to look at these problems is to use the mass transportation theory. One does
not transport a function to an optimizer but instead one transports an arbitrary function to
another one leading to a new variational problem. This dual variational problem can be easier
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to deal with than the original one. A well-known example of this method has been given by
D. Cordero-Erausquin, B. Nazaret and C. Villani in [21] (also see [3] for a simpler proof). With
this approach, they obtained proofs of some of the Gagliardo-Nirenberg-Sobolev inequalities.
In this paper we will focus on another family of one-dimensional Gagliardo-Nirenberg-Sobolev
inequalities that can be written as
‖f‖Lp(R) ≤ CGN(p) ‖f ′‖θL2(R) ‖f‖1−θL2(R) if p ∈ (2,∞) , (1.1)
‖f‖L2(R) ≤ CGN(p) ‖f ′‖ηL2(R) ‖f‖1−ηLp(R) if p ∈ (1, 2) , (1.2)
with θ = p−22 p and η =
2−p
2+p . See [34, 33, 41] for the original papers. The threshold case
corresponding to the limit as p→ 2 is the logarithmic Sobolev inequality
∫
R
u2 log
(
u2
‖u‖2L2(R)
)
dx ≤ 1
2
‖u‖2L2(R) log
(
2
pi e
‖u′‖2L2(R)
‖u‖2L2(R)
)
, (1.3)
derived in [36].
Among Gagliardo-Nirenberg-Sobolev inequalities, there are only a few cases for which best
constants are explicit and optimal functions can be simply characterized. Let us mention Nash’s
inequality (see [17]) and some interpolation inequalities on the sphere (see [13, 9]). A family
for which such issues are known is
‖f‖L2q(Rd) ≤ KGN(q, d) ‖f ′‖θL2(Rd) ‖f‖1−θLq+1(Rd) ,
if q ∈ (1,∞) when d = 1 or 2, and q ∈ (1, dd−2 ] when d ≥ 3, and
‖f‖Lq+1(Rd) ≤ KGN(q, d) ‖f ′‖θL2(Rd) ‖f‖1−θL2q(Rd) ,
if q ∈ (0, 1), with appropriate values of θ. See [37, 23]. Again the logarithmic Sobolev inequality
appears as the threshold case corresponding to the limit q → 1. These inequalities have two
important properties:
- There is a nonlinear flow (a fast diffusion flow if q > 1 and a porous media flow if q < 1)
which is associated to them. This flow can be considered as a gradient flow of an entropy
functional with respect to Wasserstein’s distance, as was noticed in [42].
- A duality argument based on mass transportation methods allows to relate these
inequalities with much simpler ones, as was observed in [21, 3].
The purpose of our paper is to study the analogue of these properties in case of (1.1) and (1.2).
We will apply the methods described in (a), (b) and (c). Method (a) is rather standard (the
proof is given in the appendix for completeness) while (b) and (c), although not extremely
complicated, are less straightforward. As far as we know, neither (b) nor (c) have been applied
yet to (1.1) and (1.2). Method (a) relies on compactness arguments, method (b) relies on a
priori estimates related to a global flow and method (c) requires the existence of a transport
map.
Let us denote by L12(R) the space of the functions
{
G ∈ L1(R) : ∫
R
G |y|2 dy <∞} and
define
cp :=


(
p+2
2
) 2 (p−2)
3 p−2 if p ∈ (2,∞)
2
2−p
4−p if p ∈ (1, 2)
(1.4)
Based on mass transportation theory, method (c) allows to relate the minimization problem
associated with (1.1) and (1.2) to a dual variational problem as follows.
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Theorem 1.1. The following inequalities hold: if p ∈ (2,∞), we have
sup
G∈L12(R)\{0}
∫
R
G
p+2
3 p−2 dy(∫
R
G |y|2 dy) p−23 p−2 (∫
R
G dy
) 4
3 p−2
= cp inf
f∈H1(R)\{0}
‖f ′‖
2 (p−2)
3 p−2
L2(R) ‖f‖
2 (p+2)
3 p−2
L2(R)
‖f‖
4 p
3 p−2
Lp(R)
, (1.5)
and if p ∈ (1, 2), we obtain
sup
G∈L12(R)\{0}
∫
R
G
2
4−p dy(∫
R
G |y|2 dy) 2−p2 (4−p) (∫
R
G dy
) p+2
2 (4−p)
= cp inf
f∈H1(R)\{0}
‖f ′‖
2−p
4−p
L2(R) ‖f‖
2 p
4−p
Lp(R)
‖f‖
p+2
4−p
L2(R)
. (1.6)
All variational problems in Theorem 1.1 have explicit extremal functions. The maximization
problems is rather straightforward and yields an efficient method for computing CGN(p) in
both of the cases corresponding to (1.5) and (1.6). The proof of Theorem 1.1 will be given in
Sections 2 and 3.
Next we shall focus on the method (b). In this spirit, let us define on H1(R) the functional
F [v] := ‖v′‖2L2(R) +
4
(p− 2)2 ‖v‖
2
L2(R) − C ‖v‖2Lp(R) (1.7)
where C is such that F [v⋆] = 0, with
v⋆(x) := (coshx)
− 2
p−2 .
Notice that v⋆(x) =
(
1− z(x)2) 1p−2 if z(x) := tanhx, for any x ∈ R. Next, consider the flow
associated with the nonlinear evolution equation
vt =
v1−
p
2√
1− z2
[
v′′ +
2 p
p− 2 z v
′ +
p
2
|v′|2
v
+
2
p− 2 v
]
. (1.8)
Then F is monotone non-increasing along the flow defined by (1.8).
Theorem 1.2. Let p ∈ (2,∞). Assume that v0 ∈ H1(R) is positive, such that ‖v0‖Lp(R) =
‖v⋆‖Lp(R) and the limits limx→±∞ v0(x)v⋆(x) exist. If v is a solution of (1.8) with initial datum v0,
then we have
d
dt
F [v(t)] ≤ 0 and lim
t→∞
F [v(t)] = 0 .
Moreover, ddtF [v(t)] = 0 if and only if, for some x0 ∈ R, v0(x) = v⋆(x− x0) for any x ∈ R.
This result deserves a few comments. First of all by proper scaling it yields a proof of (1.5).
Further it shows that up to translations, multiplication by a constant and scalings, the
function v⋆ is the unique optimal function for (1.1), and again allows to compute CGN(p).
Indeed we have shown that
‖v′0‖2L2(R) +
4
(p− 2)2 ‖v0‖
2
L2(R) − C ‖v0‖2Lp(R) ≥ limt→∞F [v(t)] = 0 (1.9)
for an arbitrary function v0 satisfying the assumptions of Theorem 1.2, but the technical
conditions on v0 can easily be removed at the level of the inequality by a density argument.
At first sight, (1.8) may look complicated. The interpolation inequality (1.5) turns out to be
equivalent to Sobolev’s inequality on the d-dimensional sphere if d = 2 pp−2 is an integer, and to
the critical interpolation inequality for the ultraspherical operator in the general case. These
considerations will be detailed in Section 4.
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For completion, let us mention that a rigidity result is associated with Theorem 1.2. A
statement will be given in Section 5. Although the rigidity result can be obtained directly, the
flow approach is simpler to state, at least in the original variables, and provides a clear scheme.
In the case 1 < p < 2, a result similar to Theorem 1.2 can be proved. In that case the global
attractor is defined as
v∗(x) = (cosx)
2
2−p if x ∈ I := (−π2 , π2 ) and v∗(x) = 0 otherwise .
Then the functional
F [v] := ‖v′‖2L2(I) + C ‖v‖2Lp(I) −
4
(2− p)2 ‖v‖
2
L2(I) , (1.10)
defined for any v ∈ H1(R) ∩ Lp(R), where again C is chosen such that F [v⋆] = 0, is non-
increasing along the flow defined by
vt =
v1−
p
2√
1 + y2
[
v′′ +
2 p
2− p y v
′ +
p
2
|v′|2
v
+
2
2− p v
]
, (1.11)
where y(x) = tanx. More precisely, we have a result that goes exactly as Theorem 1.2 and,
up to necessary adaptations due to the fact that optimal functions are compactly supported,
there are similar consequences that we will not list here.
Theorem 1.3. Let p ∈ (1, 2). Assume that v0 ∈ H1(I) is positive, such that ‖v0‖Lp(I) =
‖v⋆‖Lp(I) and the limits limx→±π2
v0(x)
v⋆(x)
exist. If v is a solution of (1.11) with initial datum v0,
then we have
d
dt
F [v(t)] ≤ 0 and lim
t→∞
F [v(t)] = 0 .
Moreover, ddtF [v(t)] = 0 if and only if, for some x0 ∈ R, v0(x) = v⋆(x− x0) for any x ∈ I.
As a consequence of the above theorem, for every v0 satisfying the assumptions stated in the
above theorem, we have that
‖v′0‖2L2(I) + C ‖v0‖2Lp(I) −
4
(2− p)2 ‖v0‖
2
L2(I) ≥ limt→∞F [v(t)] = 0 . (1.12)
This paper is organized as follows. Theorem 1.1 is proved in Section 2 by implementing the
strategy defined in (c). Optimality is checked in Section 3.
In Section 4 we prove inequalities (1.1) and (1.2) following the strategy defined in (b). The
flow is easiest to construct after changes of variables which reduce the problem to critical
interpolation inequalities involving the ultraspherical operator in case of (1.1) and a similar
change of variables in case of (1.2). More details are given in Section 4, e.g., on the set of
minimizers of the energy functionals, and some rigidity results are then stated in Section 5.
In Section 6 we study some fast diffusion flows related to the difference of the left- and right-
hand sides of inequalities (1.1) and (1.2), showing that sometimes these are gradient flows with
respect to well-chosen distances introduced in [28] and [29]. For further developments also
see [18].
The Appendix A contains some auxiliary computations that are useful for flows and rigidity
results, and common to (1.1) and (1.2). In Appendix B, for completeness we give a sketch of
the method (a) applied to inequalities (1.1) and (1.2).
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2. A duality approach using mass transportation methods
In this section we establish inequalities which relate the two sides of (1.5) and (1.6). We also
investigate the threshold case corresponding to p = 2.
2.1. Gagliardo-Nirenberg-Sobolev inequalities with p > 2
Lemma 2.1. For any p ∈ (2,∞), we have
sup
G∈L12(R)\{0}
∫
R
G
p+2
3 p−2 dy(∫
R
G |y|2 dy) p−23 p−2 (∫
R
G dy
) 4
3 p−2
≤ cp inf
f∈H1(R)\{0}
‖f ′‖
2 (p−2)
3 p−2
L2(R) ‖f‖
2 (p+2)
3 p−2
L2(R)
‖f‖
4 p
3 p−2
Lp(R)
.
Proof. On the line, let F and G be two probability densities and define the convex map ϕ
such that
F (x) = G(ϕ′(x))ϕ′′(x) ∀x ∈ R .
Let us consider the change of variables y = ϕ′(x), so that dy = ϕ′′(x) dx and compute, for some
θ ∈ (0, 1) to be fixed later, the integral∫
R
Gθ dy =
∫
R
G(ϕ′(x))θ ϕ′′(x) dx =
∫
R
F (x)θ (ϕ′′(x))1−θ dx .
According to Ho¨lder’s inequality, for any α ∈ (0, θ),
∫
R
F (x)θ (ϕ′′(x))1−θ dx =
∫
R
F θ−α Fα (ϕ′′)1−θ dx ≤
(∫
R
F 1−
α
θ dx
)θ (∫
R
F
α
1−θ ϕ′′ dx
)1−θ
.
Consider now the last integral and integrate by parts:∫
R
F
α
1−θ ϕ′′ dx = − α
1− θ
∫
R
F
α
1−θ−1 F ′ ϕ′ dx = − α
1− θ
∫
R
F
α
1−θ−
1
p ϕ′ · F 1p−1 F ′ dx .
If we choose α such that
α
1− θ −
1
p
=
1
2
,
then we have ∫
R
F
α
1−θ ϕ′′ dx = − αp
1− θ
∫
R
√
F ϕ′ ·
(
F
1
p
)′
dx .
We deduce from the Cauchy-Schwarz inequality that
∫
R
F
α
1−θ ϕ′′ dx ≤ αp
1− θ
(∫
R
F |ϕ′|2 dx
) 1
2
(∫
R
∣∣∣ (F 1p)′ ∣∣∣2 dx)
1
2
.
We also have ∫
R
F |ϕ′|2 dx =
∫
R
G |y|2 dy .
With f := F
1
p , we have found that
∫
R
Gθ dy(∫
R
G |y|2 dy) 1−θ2 ≤
(
αp
1− θ
)1−θ (∫
R
F 1−
α
θ dx
)θ (∫
R
∣∣∣f ′∣∣∣2 dx)
1−θ
2
.
If we make the choices p > 2 and
1− α
θ
=
2
p
,
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then we have shown that∫
R
Gθ dy(∫
R
G |y|2 dy) 1−θ2 ≤
(
αp
1− θ
)1−θ (∫
R
f2 dx
)θ (∫
R
∣∣∣f ′∣∣∣2 dx)
1−θ
2
.
with
θ =
p+ 2
3 p− 2 and α =
(p− 2) (p+ 2)
p (3 p− 2) .
Taking into account the homogeneity, this establishes (1.5), where the infimum is now taken
over all non-trivial functions f in H1(R) and the supremum is taken over all non-trivial non-
negative integrable functions with finite second moment. The computation is valid for any
p ∈ (2,∞).
The generalization of our method to higher dimensions d ≥ 2 would involve the replace-
ment of
∫
R
F
α
d (1−θ) ϕ′′ dx by
∫
Rd
F
α
d (1−θ) (detHess(ϕ))1/d dx in order to use the fact that
(detHess(ϕ))1/d ≤ 1d ∆ϕ by the arithmetic-geometric inequality. The reader is invited to check
that the system
θ − α
1− d (1 − θ) =
2
p
,
α
d (1 − θ) =
1
p
+
1
2
has no solutions (α, θ) such that θ ∈ (0, 1) if d ≥ 2.
2.2. Gagliardo-Nirenberg-Sobolev inequalities with 1 < p < 2
Lemma 2.2. For any p ∈ (1, 2), we have
sup
G∈L12(R)\{0}
∫
R
G
2
4−p dy(∫
R
G |y|2 dy) 2−p2 (4−p) (∫
R
G dy
) p+2
2 (4−p)
≤ cp inf
f∈H1(R)\{0}
‖f ′‖
2−p
4−p
L2(R) ‖f‖
2 p
4−p
Lp(R)
‖f‖
p+2
4−p
L2(R)
.
Proof. We start as above by writing
∫
R
Gθ dy ≤
(∫
R
F 1−
α
θ dx
)θ (∫
R
F
α
1−θ ϕ′′ dx
)1−θ
=
(∫
R
F 1−
α
θ dx
)θ (
− α
1− θ
∫
R
F
α
1−θ−
1
2 ϕ′ · F 12−1 F ′ dx
)1−θ
=
(∫
R
F 1−
α
θ dx
)θ (
− 2α
1− θ
∫
R
F
α
1−θ−
1
2 ϕ′ ·
(√
F
)′
dx
)1−θ
.
and choose α and θ such that
1− α
θ
=
p
2
and
α
1− θ −
1
2
=
1
2
,
for some p ∈ (1, 2). With f = √F and
θ =
2
4− p = 1− α ,
the r.h.s. can be estimated as(∫
R
fp dx
)θ (
− 2α
1− θ
∫
R
√
F ϕ′ · f ′ dx
)1−θ
≤ 2 2−p4−p
(∫
R
fp dx
) 2
4−p
(∫
R
|f ′|2 dx
) 2−p
2 (4−p)
(∫
R
F |ϕ′|2 dx
) 2−p
2 (4−p)
,
INTERPOLATION, DUALITY AND FLOWS Page 7 of 26
using a Cauchy-Schwarz inequality. We also have
∫
R
F |ϕ′|2 dx = ∫
R
G |y|2 dy as in the proof
of Lemma 2.1. Taking into account the homogeneity, this establishes (1.6) where the infimum
is now taken over all non-trivial functions f in Lp(R) whose derivatives are square integrable
and the supremum is taken over all non-trivial non-negative integrable functions with finite
second moment. The computation is valid for any p ∈ (1, 2).
The generalization of our method to higher dimensions d ≥ 2 would involve the replace-
ment of
∫
R
F
α
d (1−θ) ϕ′′ dx by
∫
Rd
F
α
d (1−θ) (detHess(ϕ))
1/d
dx in order to use the fact that
(det Hess(ϕ))
1/d ≤ 1d ∆ϕ by the arithmetic-geometric inequality. The reader is invited to check
that the system
θ − α
1− d (1 − θ) =
p
2
,
α
d (1 − θ) = 1
has no solutions (α, θ) such that θ ∈ (0, 1) if d ≥ 2.
2.3. The threshold case: logarithmic Sobolev inequality
We can consider the limit p→ 2 in (1.5). If we take the logarithm of both sides of the
inequality, multiply by 4p−2 and pass to the limit as p→ 2+, we find that
− 2
∫
R
G logG dy∫
R
G dy
− log
∫
R
|y|2G dy + 3 log
∫
R
G dy − 1
≤ log
∫
R
|f ′|2 dx− log
∫
R
|f |2 dx− 2
∫
R
|f |2 log |f |2 dx∫
R
|f |2 dx + log
(
4
e
)
.
Hence we recover the following well-known fact.
Lemma 2.3.
sup
G∈L12(R)\{0}
[
log
( ‖G‖3L1(R)
2 pi
∫
R
|y|2G dy
)
− 2
∫
R
G logG dy
‖G‖L1(R)
− 1
]
≤ inf
f∈H1(R)\{0}
[
log
(
2
pi e
‖f ′‖2L2(R)
‖f‖2L2(R)
)
− 2
∫
R
|f |2 log |f |2 dx
‖f‖2L2(R)
]
.
A similar computation can be done based on (1.6). For a direct approach based on mass trans-
portation, in any dimension, we may refer to the result established by D. Cordero-Erausquin
in [20].
3. Optimality and best constants
A careful investigation of the equality cases in all inequalities used in the computations
of Section 2 shows that inequalities in Lemmata 2.1, 2.2 and 2.3 can be made equalities for
optimal functions as was done, for instance, in [21]. In this section, we directly investigate the
cases of optimality in (1.5) and (1.6), prove the equalities in Theorem 1.1 and compute the
values of the corresponding constants CGN(p).
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3.1. Duality in the Gagliardo-Nirenberg-Sobolev inequalities: case p > 2.
Let us compute
C1(p) := cp inf
f∈H1(R)\{0}
‖f ′‖
2 (p−2)
3 p−2
L2(R) ‖f‖
2 (p+2)
3 p−2
L2(R)
‖f‖
4 p
3 p−2
Lp(R)
. (3.1)
The infimum is achieved by
f⋆(x) =
1
(coshx)
2
p−2
∀x ∈ R ,
which solves the equation
− (p− 2)2 f ′′ + 4 f − 2 p fp−1 = 0 .
See Appendix B for more details. With the formulae
I2 :=
∫
R
f2⋆ dx =
√
pi Γ
(
2
p−2
)
Γ
(
p+2
2 (p−2)
) , ∫
R
fp⋆ dx =
4
p+ 2
∫
R
f2⋆ dx
and
∫
R
|f ′⋆|2 dx =
4
(p− 2) (p+ 2)
∫
R
f2⋆ dx ,
one can check that the r.h.s. in (1.5) can be computed and amounts to
C1(p) =
(p+ 2)
p+2
3 p−2
4
4
3 p−2 (p− 2) p−23 p−2
I
2 (p−2)
3 p−2
2 .
On the other hand, the supremum in (1.5) is achieved by
G⋆(y) =
1
(1 + y2)q
∀ y ∈ R ,
with
q =
3 p− 2
2 (p− 2) .
Using the function
h(q) :=
∫
R
dy
(1 + y2)q
=
√
pi Γ
(
q − 12
)
Γ(q)
,
it is easy to observe that∫
R
G⋆ dy = h(q) ,
∫
R
G⋆ |y|2 dy = h(q)
2 q − 3 and
∫
R
G
p+2
3 p−2
⋆ dy =
2 (q − 1)
2 q − 3 h(q) ,
and recover that the l.h.s. in (1.5) also amounts to C1(p). With Lemma 2.1, this completes the
proof of Theorem 1.1 when p > 2. This also shows that the best constant in (1.1) is
CGN(p) =
(
C1(p)
c(p)
) 3 p−2
4 p
.
with C1(p) and c(p) given by (3.1) and (1.4) respectively.
3.2. Second case in the Gagliardo-Nirenberg-Sobolev inequalities: case 1 < p < 2.
Let us compute
C2(p) := cp inf
f∈H1(R)\{0}
‖f ′‖
2−p
4−p
L2(R) ‖f‖
2 p
4−p
Lp(R)
‖f‖
p+2
4−p
L2(R)
. (3.2)
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The infimum is achieved by
f∗(x) = (cosx)
2
2−p ∀x ∈ [−π2 , π2 ] , f∗(x) = 0 ∀x ∈ R \ [−π2 , π2 ] ,
which solves the equation
− (2− p)2 f ′′ − 4 f + 2 p fp−1 = 0 .
With the formulae
J2 :=
∫
R
f2∗ dx =
√
pi Γ
(
6−p
2 (2−p)
)
Γ
(
4−p
2−p
) , ∫
R
fp∗ dx =
4
p+ 2
∫
R
f2∗ dx
and
∫
R
|f ′∗|2 dx =
4
(2− p) (2 + p)
∫
R
f2∗ dx ,
one can check that the r.h.s. in (1.6) can be computed and amounts to
C2(p) = 4 (2 + p)
− 6−p
2 (4−p) (2− p)− 2−p2 (4−p) J
2−p
4−p
2 .
On the other hand, the supremum in (1.6) is achieved by
G∗(y) =
1
(1 + y2)q
∀ y ∈ R ,
with
q =
4− p
2− p .
Using the function h(q) as in the first case, h(4−p2−p ) = J2 and the relations∫
R
G∗ dy = h(q) ,
∫
R
G∗ |y|2 dy = h(q)
2 q − 3 and
∫
R
G
p+2
3 p−2
∗ dy =
2 (q − 1)
2 q − 3 h(q) ,
we recover that the l.h.s. in (1.5) also amounts to C2(p). With Lemma 2.2, this completes the
proof of Theorem 1.1 when p < 2. This also shows that the best constant in (1.2) is
CGN(p) =
(
C2(p)
c(p)
) 4−p
2+p
.
with C2(p) and c(p) given by (3.2) and (1.4) respectively.
3.3. Consistency with the logarithmic Sobolev inequality.
The reader is invited to check that for p = 2, we have limp→2+ C1(p) = limp→2− C2(p) = 1
and
4 lim
p→2+
C1(p)− 1
p− 2 = 1 + log (2 pi) = 4 limp→2−
1− C2(p)
2− p .
This is consistent with the fact that we have equality in Lemma 2.3 and can actually write
Corollary 3.1.
sup
G∈L12(R)\{0}
[
log
( ‖G‖3L1(R)
2 pi
∫
R
|y|2G dy
)
− 2
∫
R
G logG dy
‖G‖L1(R)
− 1
]
= inf
f∈H1(R)\{0}
[
log
(
2
pi e
‖f ′‖2L2(R)
‖f‖2L2(R)
)
− 2
∫
R
|f |2 log |f |2 dx
‖f‖2L2(R)
]
= 0 .
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The reader is invited to check that equality is realized by
G(x) = |f(x)|2 = e
− |xl
2
2√
2 pi
, x ∈ R.
Hence we recover not only the logarithmic Sobolev inequality in Weissler’s form [46], but also
the fact that the equality case is achieved by Gaussian functions.
4. Gagliardo-Nirenberg-Sobolev inequalities, monotonicity and flows
This section is devoted to the proof of Theorems 1.2 and 1.3, and their consequences.
4.1. Inequality (1.9) (case p > 2) and the ultraspherical operator
In this section we reduce the inequality (1.9) on the line to a weighted problem on the interval
(−1, 1). For p > 2, Gagliardo-Nirenberg-Sobolev inequalities on the line indeed are equivalent
to critical interpolation inequalities for the ultraspherical operator (see [12]; these inequalities
correspond to the well-known inequalities on the sphere [13, 9, 26] when the dimension is an
integer).
In order to make our strategy easier to understand, the proofs have been divided in a series of
statements. Some of them go beyond what is required for the proofs of the results in Section 1.
• The inequality (1.9) on the line is equivalent to the critical problem for the ultraspherical
operator.
Recall that inequality (1.9) is given by
∫
R
|v′|2 dx+ 4
(p− 2)2
∫
R
|v|2 dx ≥ C
(∫
R
|v|p dx
) 2
p
. (4.1)
With
z(x) = tanhx , v⋆ = (1− z2)
1
p−2 and v(x) = v⋆(x) f(z(x)) ,
so that, as seen in Section 3.1, equality is achieved for f = 1, i.e. with
C =
2 p
(p− 2)2
(∫
R
|v⋆|p dx
)1− 2
p
,
and, if we let ν(z) := 1− z2, the above inequality is equivalent to
∫ 1
−1
|f ′|2 ν dνp + 2 p
(p− 2)2
∫1
−1
|f |2 dνp ≥ 2 p
(p− 2)2
(∫1
−1
|f |p dνp
) 2
p
(4.2)
where dνp denotes the probability measure dνp(z) :=
1
ζp
ν
2
p−2 dz, ζp :=
√
pi
Γ( pp−2 )
Γ( 3 p−22 (p−2) )
. Integra-
tion by parts leads to∫1
−1
|f ′|2 ν dνp = −
∫1
−1
f (L f) dνp where L f := ν f ′′ − 2 p
p− 2 z f
′ .
If we set
d =
2 p
p− 2 ⇐⇒ p =
2 d
d− 2 .
the operator L is the ultraspherical operator. Thus, we see that the inequality (4.1) on the
line is equivalent to a problem that involves the d-ultraspherical operator.
When d is an integer, it is known that the inequality for the ultraspherical operator (4.2) is
equivalent to an inequality on the d-dimensional sphere (see for instance [26] and references
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therein). We are now interested in the monotonicity of the functional
f 7→ F[f ] :=
∫ 1
−1
|f ′|2 ν dνp + 2 p
(p− 2)2
∫1
−1
|f |2 dνp − 2 p
(p− 2)2
(∫ 1
−1
|f |p dνp
) 2
p
along a well-chosen nonlinear flow.
• There exists a nonlinear flow along which our functional is monotone non-increasing.
With the above notations, the problem is reduced to the computation on the d-dimensional
sphere in the ultraspherical setting. Here we adapt the strategy of [26] and [27]. We recall (see
Proposition A.1 in Appendix A, with a = 1 and b = d2 − 1) that∫1
−1
(Lu)2 dνp =
∫1
−1
|u′′|2 ν2 dνp + d
∫1
−1
|u′|2 ν dνp
and ∫1
−1
(Lu) |u
′|2
u
ν dνp =
d
d+ 2
∫1
−1
|u′|4
u2
ν2 dνp − 2 d− 1
d+ 2
∫1
−1
|u′|2 u′′
u
ν2 dνp .
On (−1, 1), let us consider the flow
ut = u
2−2β
(
Lu+ κ |u
′|2
u
ν
)
and notice that
d
dt
∫1
−1
uβp dνp = β p (κ− β (p− 2)− 1)
∫1
−1
uβ(p−2) |u′|2 ν dνp ,
so that u =
(∫1
−1
uβp dνp
)1/(βp)
is preserved if κ = β (p− 2) + 1. With β = 46−p , a lengthy
computation shows that
1
2 β2
d
dt
∫1
−1
(
|(uβ)′|2 ν + d
p− 2
(
u2β − u2β)) dνp
= −
∫1
−1
(
Lu+ (β − 1) |u
′|2
u
ν
)(
Lu+ κ |u
′|2
u
ν
)
dνp +
d
p− 2
κ− 1
β
∫1
−1
|u′|2 ν dνp
= −
∫1
−1
|u′′|2 ν2 dνp + 2 d− 1
d+ 2
(κ+ β − 1)
∫1
−1
u′′
|u′|2
u
ν2 dνp
−
[
κ (β − 1) + d
d+ 2
(κ+ β − 1)
] ∫1
−1
|u′|4
u2
ν2 dνp
= −
∫1
−1
∣∣∣∣u′′ − p+ 26− p |u
′|2
u
∣∣∣∣
2
ν2 dνp . (4.3)
The choice of the change of variables f = uβ was motivated by the fact that the last term in
the above identities is two-homogeneous in u, thus making the completion of the square rather
simple. It is also a natural extension of the case that can be carried out with a linear flow (see
[26], and [7] for a much earlier result in this direction). In the above computations p = 6 seems
to be out of reach, but as we see below, this case can also be treated by writing the flow in the
original variables.
• There is no restriction on the range of the exponents.
With f = uβ, the problem can be rewritten in the setting of the ultraspherical operator using
the flow
ft = f
1−p2
[
L f + p2 (1− z2)
|f ′|2
f
]
,
Page 12 of 26 J. DOLBEAULT, M. ESTEBAN, A. LAPTEV & M. LOSS
and we notice that there is no more singularity when p = 6 since
d
dt
[∫1
−1
|f ′|2 ν dνp + 2 p
(p− 2)2
∫1
−1
|f |2 dνp − C
(∫1
−1
|f |p dνp
) 2
p
]
= − 2
∫1
−1
f1−
p
2
∣∣∣∣f ′′ − p2 |f
′|2
f
∣∣∣∣
2
ν2 dνp .
We get the flow on the line by undoing the change of variables: the function v(t, x) =
v⋆(x) f(t, z(x)) solves
vt =
v1−
p
2√
1− z2
[
v′′ +
2 p
p− 2 z v
′ +
p
2
|v′|2
v
+
2
p− 2 v
]
,
and we find that
d
dt
[∫
R
|v′|2 dx+ 4
(p− 2)2
∫
R
|v|2 dx− C
(∫
R
|v|p dx
) 2
p
]
= − 2
∫
R
1
(1− z2)2
(
v
v⋆
)1− p2 ∣∣∣∣v′′ − p2 |v
′|2
v
+
2
p− 2 v
∣∣∣∣
2
dx .
• There exists a one-dimensional family of minimizers for F.
A function f is in the constant energy manifold, i.e., F [f(t)] does not depend on t, if and
only if (f ′ f−p/2)′ = 0, that is, f(z) = (a+ b z)−
2
p−2 . However, none of the elements of that
manifold, except the one corresponding to a = 1 and b = 0, are left invariant under the action
of the flow and the coefficients a and b obey to the system of ordinary differential equations
d a
dt
= − 2 p
p− 2 b
2 and
d b
dt
= − 2 p
p− 2 a b .
The reader is invited to check that on the line, such functions are given by
v(t, x) =
1
cosh(x+ x(t))
2
p−2
∀ (t, x) ∈ R2 ,
with a(t) = cosh(x(t)) and b(t) = sinh(x(t)). A straightforward but painful computation
provides an explicit expression for t 7→ x(t).
• The inequality on the line can be reinterpreted using the stereographic projection and the
Emden-Fowler transformation.
Inequality (4.2) (in ultraspherical coordinates) is
∫1
−1
|f ′|2 ν dνp + 2 p
(p− 2)2
∫1
−1
|f |2 dνp ≥ 2 p
(p− 2)2
(∫1
−1
|f |p dνp
) 2
p
,
where dνp denotes the probability measure dνp(z) :=
1
ζp
ν
2
p−2 dz, ζp :=
√
pi
Γ( pp−2)
Γ( 3 p−22 (p−2) )
and
d =
2 p
p− 2 ⇐⇒ p =
2 d
d− 2 .
Since 2 p(p−2)2 =
1
4 d (d− 2), the above inequality can be rewritten as
4
d (d− 2)
∫1
−1
|f ′|2 ν dνp +
∫1
−1
|f |2 dνp ≥
(∫1
−1
|f |p dνp
) 2
p
.
Assume that
f(z) = (1− z)1− d2 u(r) with z = 1− 2
1 + r2
⇐⇒ r =
√
1 + z
1− z .
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When d is an integer, this first change of variables corresponds precisely to the stereographic
projection. Then by direct computation we find that
4
d (d− 2)
∫1
−1
|f ′|2 ν dνp +
∫ 1
−1
|f |2 dνp = 4
d (d− 2)
1
ζp
∫∞
0
|u′|2 rd−1 dr ,
∫1
−1
|f |p dνp = 1
ζp
∫∞
0
|u|p rd−1 dr ,
so that the inequality becomes
∫∞
0
|u′|2 rd−1 dr ≥ 1
4
d (d− 2) ζ1−
2
p
p
(∫∞
0
|u|p rd−1 dr
) 2
p
.
Let u(r) := r1−
d
2 v(x) with x = log r. This second change of variables is the Emden-Fowler
transformation. Then we get
∫
R
|v′|2 dx+ 1
4
(d− 2)2
∫
R
|v|2 dx ≥ 1
4
d (d− 2) ζ1−
2
p
p
(∫
R
|v|p dx
) 2
p
.
Recalling how p and d are related, this means
∫
R
|v′|2 dx+ 4
(p− 2)2
∫
R
|v|2 dx ≥ 2 p
(p− 2)2 ζ
1− 2
p
p
(∫
R
|v|p dx
) 2
p
.
Collecting the two changes of variables, what has been done amounts to the change of variables
z(x) = tanhx , v⋆ = ν
1
p−2 and v(x) = v⋆(x) f(z(x)) .
This explains why the problem on the line is equivalent to the critical problem on the sphere
(when d is an integer) or why the problem on the line is equivalent to the critical problem for
the ultraspherical operator.
4.2. Inequality (1.12) (Case 1 < p < 2)
The computations for p > 2 and p < 2 are similar. This is what occurs in the construction
of a nonlinear flow. For the convenience of the reader, we also subdivide this section in a series
of claims.
• The interpolation inequality is equivalent to a weighted interpolation inequality on the line.
The Gagliardo-Nirenberg-Sobolev inequality on the line with p ∈ (1, 2) is equivalent to
∫
R
|v′|2 dx− 4
(2− p)2
∫
R
|v|2 dx ≥ − 2 p
(2− p)2
∫
R
|v∗|p dx = −C
(∫
R
|v|p dx
) 2
p
∀ v ∈ H1(R) ∩ Lp(R) such that
∫
R
|v|p dx =
∫
R
|v∗|p dx . (4.4)
Following the computations of Section 3.2, we have
C =
2 p
(2− p)2
(∫
R
|v∗|p dx
)1− 2
p
.
Assume that v is supported in the interval (−π2 , π2 ). With ξ(y) = 1 + y2, so that for any x ∈
(−π2 , π2 )
y(x) = tanx , v∗ = ξ(y)
− 12−p and v(x) = v∗(x) f(y(x)) ,
the inequality is equivalent to
∫
R
|f ′|2 ξ dξp + 2 p
(2− p)2
(∫
R
|f |p dξp
) 2
p
≥ 2 p
(2− p)2
∫
R
|f |2 dξp , (4.5)
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where dξp denotes the probability measure dξp(y) :=
1
ζp
ξ−
2
2−p dy with ζp :=
√
pi
Γ( 2+p2 (2−p) )
Γ( 22−p )
. Let
us define
L f := ξ f ′′ − 2 p
2− p y f
′ .
Notice that C = 2 p(2−p)2 ζ
1− 2
p
p . Inequality (4.5) is equivalent to the inequality (4.4) and is
therefore optimal. We are interested in the monotonicity of the functional
f 7→ F[f ] :=
∫
R
|f ′|2 ξ dξp + 2 p
(2− p)2
(∫
R
|f |p dξp
) 2
p
− 2 p
(2− p)2
∫
R
|f |2 dξp
along a well-chosen nonlinear flow. We will first establish two identities.
• There are also two key identities in the case p ∈ (1, 2).
As a preliminary observation, we can observe that[
d
dx
,L
]
u = 2 y u′′ − 2 p
2− p u
′ ,
so that we immediately get∫
R
(Lu)2 dξp = −
∫
R
ξ u′ (Lu)′ dξp
= −
∫
R
ξ u′ (Lu′) dξp −
∫
R
ξ u′ (2 y u′′ − 2 p
2− p u
′) dξp
=
∫
R
ξ (ξ u′)′ u′′ dξp −
∫
R
ξ u′ (2 y u′′ − 2 p
2− p u
′) dξp
=
∫
R
|u′′|2 ξ2 dξp + 2 p
2− p
∫
R
|u′|2 ξ dξp
and∫
R
(Lu) |u
′|2
u
ξ dξp =
∫
R
ξ u′
( |u′|2 u′
u2
ξ − 2 u
′ u′′
u
ξ − 2 y |u
′|2
u
)
dξp
=
p
2 (p− 1)
∫
R
|u′|4
u2
ξ2 dξp − p+ 2
2 (p− 1)
∫
R
|u′|2 u′′
u
ξ2 dξp ,
since∫
R
|u′|2 u′′
u
ξ2 dξp =
1
3
∫
R
(|u′|2 u′)′ 1
u
ξ−2
p−1
2−p dy
=
1
3
∫
R
|u′|4
u2
ξ2 dξp +
4
3
p− 1
2− p
∫
R
|u′|2 u′
u
y ξ dξp ,
and hence∫
R
|u′|2 u′
u
y ξ dξp =
3 (2− p)
4 (p− 1)
∫
R
|u′|2 u′′
u
ξ2 dξp − 2− p
4 (p− 1)
∫
R
|u′|4
u2
ξ2 dξp .
Notice that these two identities enter in the general framework which is described in
Appendix A with ξ(y) = 1 + y2, a = 1 and b = − 22−p . Since they are not as standard as the
ones corresponding to the ultraspherical operator, we have given a specific proof.
• There exists a nonlinear flow along which our functional is monotone non-increasing.
On R, let us consider the flow
ut = u
2−2β
(
Lu+ κ |u
′|2
u
ξ
)
,
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and notice that
d
dt
∫
R
uβp dξp = β p (κ− β (p− 2)− 1)
∫
R
uβ(p−2) |u′|2 ξ dξp ,
so that u =
(∫
R
uβp dξp
)1/(βp)
is preserved if κ = β (p− 2) + 1. Using the above estimates, a
straightforward computation shows that
1
2 β2
d
dt
∫
R
(
|(uβ)′|2 ξ − 2 p
(2− p)2
(
u2β − u2β)) dξp
= −
∫
R
(
Lu+ (β − 1) |u
′|2
u
ξ
)(
Lu+ κ |u
′|2
u
ξ
)
dξp − 2 p
(2− p)2
κ− 1
β
∫
R
|u′|2 ξ dξp
= −
∫
R
|u′′|2 ξ2 dξp + p+ 2
2 (p− 1) (κ+ β − 1)
∫
R
u′′
|u′|2
u
ξ2 dξp
−
[
κ (β − 1) + p
2 (p− 1) (κ+ β − 1)
] ∫
R
|u′|4
u2
ξ2 dξp .
With
β =
4
6− p ,
we get
d
dt
∫
R
(
|(uβ)′|2 ξ − 2 p
(2− p)2
(
u2β − u2β)) dξp = − 2 β2
∫
R
∣∣∣∣u′′ − p+ 26− p |u
′|2
u
∣∣∣∣
2
ξ2 dξp .
• The flow can be rewritten in original variables.
With f = uβ, the problem can be rewritten using the flow
ft = f
1− p2
[
L f + p2 ξ
|f ′|2
f
]
,
and we find that
d
dt
[∫
R
|f ′|2 ξ dξp − 2 p
(2− p)2
∫
R
|f |2 dξp + C
(∫
R
|f |p dξp
) 2
p
]
= − 2
∫
R
f1−
p
2
∣∣∣∣f ′′ − p2 |f
′|2
f
∣∣∣∣
2
ξ2 dξp .
We get the flow on (−π2 , π2 ) by undoing the change of variables: the function v(t, x) =
v∗(x) f(t, y(x)) solves
vt =
v1−
p
2√
1 + y2
[
v′′ +
2 p
2− p y v
′ +
p
2
|v′|2
v
+
2
2− p v
]
,
and we find that
d
dt

∫ π2
−π2
|v′|2 dx− 4
(2− p)2
∫ π
2
−π2
|v|2 dx+ C
(∫ π
2
−π2
|v|p dx
) 2
p


= − 2
∫
R
1
(1 + y2)2
(
v
v∗
)1− p2 ∣∣∣∣v′′ − p2 |v
′|2
v
+
2
2− p v
∣∣∣∣
2
dx .
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4.3. Consequences: monotonicity of the functionals associated to the Gagliardo-Nirenberg-
Sobolev inequalities along the flows
With the results of Sections 4.1 and 4.2, the proofs of Theorems 1.2 and 1.3 are rather
straightforward and left to the reader.
5. Rigidity results
In the case of compact manifolds with positive Ricci curvature, rigidity results were
established (for instance in [13, 35]) before the role of flows in the monotonicity of the
functionals associated to the inequalities was clarified (see in particular [24, 45, 27]). However,
such results are of interest by themselves.
5.1. The case of a superlinear elliptic equation.
With the notations of Section 4.1, consider the equation
− L f + λ f = fp−1 , (5.1)
where f : R→ R+ and p > 2. Note that this equation is the Euler-Lagrange equation of the
functional (1.7). If u is such that f = uβ, then we notice that the equation can be rewritten as
Lu+ (β − 1) |u
′|2
u
ν − λ
β
u+
uκ
β
= 0 ,
with κ = β (p− 2) + 1. As in [26], we notice that∫1
−1
(Lu)uκ dνp = − κ
∫1
−1
uκ−1 |u′|2 dνp and
∫1
−1
|u′|2
u
uκ ν dνp =
∫1
−1
uκ−1 |u′|2 dνp ,
so that ∫1
−1
(
Lu+ κ |u
′|2
u
ν
)
uκ dνp = 0 .
Hence, by (4.3) we know that
0 =
∫1
−1
(
Lu+ κ |u
′|2
u
ν
) (
Lu+ (β − 1) |u
′|2
u
ν − λ
β
u
)
dνp
=
(
2 p
p− 2 − λ
κ− 1
β
) ∫ 1
−1
|u′|2 ν dνp +
∫1
−1
∣∣∣∣u′′ − p+ 26− p |u
′|2
u
∣∣∣∣
2
ν2 dνp .
This proves
Theorem 5.1. Let p ∈ (2,∞), p 6= 6. Assume that f is a positive solution of the
equation (5.1). If λ < 2 p(p−2)2 , then f is constant.
5.2. The case of a sublinear elliptic equation.
With the notations of Section 4.2, consider the equation
− L f − λ f + fp−1 = 0 (5.2)
for f : (−1, 1)→ R+ and p ∈ (1, 2). Note that this equation is the Euler-Lagrange equation
of the functional (1.10). If u is such that f = uβ , then we notice that the equation can be
rewritten as
Lu + (β − 1) |u
′|2
u
ξ +
λ
β
u− u
κ
β
= 0 ,
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with κ = β (p− 2) + 1. Exactly as in Section 5.1, we notice that∫
R
(Lu)uκ dξp = − κ
∫
R
uκ−1 |u′|2 ξ dξp and
∫
R
|u′|2
u
uκ ξ dξp =
∫
R
uκ−1 |u′|2 ξ dξp ,
so that ∫
R
(
Lu+ κ |u
′|2
u
ξ
)
uκ dξp = 0 .
Hence, we know that
0 =
∫
R
(
Lu+ κ |u
′|2
u
ξ
) (
Lu+ (β − 1) |u
′|2
u
ξ +
λ
β
u
)
dξp
=
(
2 p
2− p + λ
κ− 1
β
) ∫
R
|u′|2 ξ dξp +
∫
R
∣∣∣∣u′′ − p+ 26− p |u
′|2
u
∣∣∣∣
2
ξ2 dξp .
This proves
Theorem 5.2. Let 1 < p < 2 and f a positive solution of the equation (5.2). If λ < 2p(2−p)2 ,
then f is constant.
6. Further considerations on flows
This section is devoted to the study of various flows associated with (1.5) and (1.6). As we
shall see below, fast diffusion flows with several different exponents are naturally associated with
left-hand sides, while the heat flow appears as a gradient flow if we introduce an appropriate
notion of distance in (1.5) for p ∈ (2, 3) and in (1.6) for p ∈ (1, 2).
6.1. Fast diffusion flows.
The l.h.s. in (1.5) is monotone increasing under the action of the flow associated to the fast
diffusion flow
∂tG = σ(t) ∂
2
yG
m + ∂y(y G) (t, y) ∈ R+ × R , (6.1)
where
m =
p+ 2
3 p− 2 ,
and σ(t) is adjusted at every t ≥ 0 so that ddt
∫
R
G(t, y) |y|2 dy = 0. The growth rate is
determined by the Gagliardo-Nirenberg-Sobolev inequality
‖u‖L2a(R) ≤ C(a) ‖u′‖θL2(R) ‖u‖1−θLa+1(R) with a :=
1
2m− 1 =
3 p− 2
6− p , (6.2)
which introduces the restriction
2 < p < 6 ⇐⇒ a ∈ (1,∞) ⇐⇒ m ∈ ( 12 , 1) .
See [31, 32] for related considerations.
We can also use a more standard framework (see [23, 19]) as follows. For any m ∈ (0, 1),
consider the usual fast diffusion equation in self-similar variables
∂tG = ∂
2
yG
m + ∂y · (y G) (t, y) ∈ R+ × R
for some m ∈ (0, 1) and define the generalized entropy by
F1[G] := 1
m− 1
∫
R
Gm dy +
1
2
∫
R
G |y|2 dy .
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The equation preserves the mass M :=
∫
R
G dy and the entropy converges with an exponential
rate towards its asymptotic value which is given by the Barenblatt profile
G∞(y) =
(
C + 1−m2m |y|2
) 1
m−1 ∀ y ∈ R
with same mass as the solution, i.e. with C such that
∫
R
G∞ dy = M . Since
F1[Gλ] = λ
m−1
m− 1
∫
R
Gm dy +
λ−2
2
∫
R
G |y|2 dy if Gλ(y) := λG(λ y) ,
an optimization with respect to the parameter λ > 0 shows that
F1[G] ≥ F1[Gλ] =
(
1
2 − 11−m
) (∫
R
Gm dy
) 2
1+m
(∫
R
G |y|2 dy
)− 1−m1+m
,
which again shows that the l.h.s. in (1.5) (raised to the appropriate exponent and multiplied
by some well-defined constant) is the optimal value of F .
Similarly, the l.h.s. in (1.6) is monotone increasing under the action of the flow associated
to the fast diffusion flow (6.1) with
m =
2
4− p ,
and σ(t) is again adjusted at every t ≥ 0 so that ddt
∫
R
G(t, y) |y|2 dy = 0. The growth rate is
determined by (6.2) with a = 12m−1 =
4
p − 1, p ∈ (1, 2). Alternatively, we can also consider the
entropy functional F as above.
6.2. Gradient flows, entropies and distances.
6.2.1. Case p ∈ (1, 2). Let us start with a simple computation based on the heat equation
∂tρ = ∆ρ x ∈ Rd , t > 0 .
Since the dimension plays no role, we can simply assume that d ≥ 1. Under appropriate
assumptions on the initial datum, the mass M of a non-negative solution is preserved along
the evolution: ddt
∫
Rd
ρ(t, x) dx = 0. A standard computation (see for instance [28]) shows that
d
dt
∫
Rd
ρq dx = − 4 q − 1
q
∫
Rd
|∇ρq/2|2 dx . (6.3)
With f = ρq/2, p = 2/q ∈ (1, 2) and the Gagliardo-Nirenberg-Sobolev inequality
‖∇f‖θL2(Rd) ‖f‖1−θLp(Rd) ≥ CGN (p, d) ‖f‖L2(Rd) ∀ f ∈ H1(Rd) ,
where θ = d (2−q)2 d−q (d−2) , we find that
d
dt
∫
Rd
ρq dx ≤ − 4 q − 1
q
(
CGN (p, d)
M1−θ
) 1
θ
(∫
Rd
ρq dx
) 1
2 θ
,
which gives an explicit algebraic rate of decay of the entropy
∫
Rd
ρq dx.
We will now introduce a notion of distance as in [29], which is well-adapted to our setting.
We refer to [29] for a rigorous approach and consider the problem at formal level only. First
of all one can consider the system {
∂tρ+∇ · w = 0
∂tw = ∆w
so that
d
dt
∫
Rd
ρq dx = − 4 q − 1
q
∫
Rd
ρq−2∇ρ · w dx . (6.4)
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Let α = 2− q and define the action functional as
Aα[ρ, w] :=
∫
Rd
|w|2
ρα
dx .
We recall that α ∈ (0, 1) if and only if q ∈ (1, 2) or, equivalently p = 2/q ∈ (1, 2). The above
flow reduces to the heat flow if w = −∇ρ. If ρ0 and ρ1 are two probability densities, we can
define a distance dα between ρ0 and ρ1 by
d2α(ρ0, ρ1) := inf
{∫1
0
Aα[ρs, ws] ds : (ρs, ws) is admissible
}
,
where an admissible path connecting ρ0 to ρ1 is a pair (ρs, ws) parametrized by a coordinate
s ranging between 0 and 1, so that the endpoint densities are ρs=0 = ρ0 and ρs=1 = ρ1, ws is
vector field and (ρs, ws) satisfies a continuity equation:
∂sρs +∇ · ws = 0 .
We can also define a notion of instant velocity at point s ∈ (0, 1) along a path (ρs)0≤s≤1 by
˙|ρs|
2
:= inf {Aα[ρs, w] : ∂sρs +∇ · w = 0} .
Consider now a given path (ρt, wt)t>0. Using (6.4) and a Cauchy-Schwarz inequality, we
know that
− d
dt
∫
Rd
ρqt dx ≤ q (q − 1)
√
Aα[ρt,∇ρt]Aα[ρt, wt] ,
so that
− d
dt
∫
Rd
ρqt dx ≤ q (q − 1)
√
Aα[ρt,∇ρt] ˙|ρt| ,
if the path is optimal for our notion of distance, i.e. ˙|ρt|
2
= Aα[ρt, wt]. On the other hand,
wt = −∇ρt defines an admissible path along the heat flow and in that case we know from (6.3)
that
− d
dt
∫
Rd
ρqt dx = q (q − 1)Aα[ρt,∇ρt] .
If (ρt)t>0 is the gradient flow of
∫
Rd
ρq dx with respect to dα, then on the one hand we have
q (q − 1)Aα[ρt,∇ρt] ≤ − d
dt
∫
Rd
ρqt dx ,
and on the other hand, using wt = −∇ρt as a test function in the definition of ˙|ρt|, we find
that ˙|ρt|
2 ≤ Aα[ρt,∇ρt], thus showing that
˙|ρt|
2
= Aα[ρt,∇ρt] .
This is the desired result: the heat equation is the gradient flow of
∫
Rd
ρq dx with respect to
dα if q = 2/p and α = 2− q.
6.2.2. Case p > 2. One can consider the system{
∂tρ+∇ · w = 0
∂tw = ∆w
so that
d
dt
∫
Rd
ρ
p
2 dx = − 1
4
p (p− 2)
∫
Rd
ρ
p
2−2∇ρ · w dx .
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Since ∣∣∣∣
∫
Rd
ρ
p
2−2∇ρ · w dx
∣∣∣∣
2
≤ Aα[ρ, w]
∫
Rd
ρp−3 |∇ρ|2 dx ,
with α = 3− p, it is rather straightforward to see that the equation
∂tρ = ∆ρ
2− p2
is such that
d
dt
∫
Rd
ρ
p
2 dx = − 1
8
p (p− 2) (4− p)
∫
Rd
|∇ρ|2
ρ
dx ,
and hence can be interpreted as the gradient flow of ρ 7→ ∫
Rd
ρ
p
2 dx with respect to the
distance dα and optimal descent direction given by w = −∇ρ2−p/2 if 2 < p < 3. Recall that
conservation of mass holds only if 2− p2 > 1− 1d , which is an additional restriction on the range
of p.
6.2.3. Comments The above gradient flow approaches are formal but can be fully justified.
See [4] and [29]. Difficulties lie in the fact that paths have to be defined on a space of
measures (vector valued measures in case of w) and various regularizations are needed, as
well as reparametrizations of the paths. This approach can also be carried out in self-similar
variables (the heat equation has then to be replaced by a Fokker-Planck equation) and provides
exponential rates of convergence in relative entropy with respect to the stationary solution, or
with respect to the invariant measure if one works in the setting of the Ornstein-Uhlenbeck
equation. The gradient flow structure of the equation with respect to some appropriate notion
of distance has been studied in [28, 30] and the equivalent of McCann’s condition for geodesic
convexity of the corresponding functional has been established in [18]. The precise connection
of Gagliardo-Nirenberg-Sobolev inequalities with W. Beckner’s interpolation inequalities [8,
28] in case of a Gaussian measure and M. Agueh’s computations in [1, 2] is still to be done.
As a final remark in this section, let us observe that it is crucial for our approach that
the action functional (ρ, w) 7→ Aα[ρ, w] is convex. An elementary computation shows that
this implies that α is in the interval [0, 1], where for α = 1 (that is, q = 1 and p = 2), the
distance d1 corresponds to the usual Wasserstein distance according to the Benamou-Brenier
characterization in [10], while for α = 0 (that is, q = 2 and p = 1), the distance d0 corresponds
to the usual H−1 notion of distance. If we now consider the case p > 3, the functional Aα is
no longer convex and, although at a formal level the computations are still the same, it is
no longer possible to define a meaningful notion of distance. It is therefore an open question
to understand whether there is a notion of gradient flow which is naturally associated to the
Gagliardo-Nirenberg-Sobolev inequalities with p > 3 or not.
7. Concluding remarks
Well-chosen entropy functionals are exponentially decreasing under the action of the flow
defined by the fast diffusion equation and the optimal rate of decay is given by the best
constant in a special family of Gagliardo-Nirenberg inequalities: see for instance [19, 23, 25,
14, 15]. Moreover, self-similar solutions, the so-called Barenblatt functions, are extremal for
the inequalities (see [23, 37]). An explanation for this fact has been given in [42] by F. Otto:
the fast diffusion equation is the gradient flow of the entropy with respect to the Wasserstein
distance while the entropy (at least in some range of the exponent) is displacement convex.
This has been exploited by D. Cordero-Erausquin, B. Nazaret and C. Villani in [42] in order
to provide a proof of the Gagliardo-Nirenberg inequalities associated with fast diffusion using
mass transportation techniques. Such a method heavily relies on the explicit knowledge of the
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Barenblatt functions, as well as the reformulation that was given in [3]. A striking point of
the method of [42] is a nice duality which relates the Gagliardo-Nirenberg inequalities with a
much simpler expression, which again has the Barenblatt functions as optimal functions.
Not so many interpolation inequalities have explicitly known optimal functions. Among
Gagliardo-Nirenberg inequalities, the other well-known families are Nash’s inequalities and
the family which corresponds to the one-dimensional case. This was observed long ago and
M. Agueh has investigated in [1, 2] how Barenblatt functions are transformed into optimal
functions for the inequalities. We refer to these two papers for an expression of the explicit
transport map ϕ in case of optimal functions. In this paper we have focused our attention on
the one-dimensional Gagliardo-Nirenberg inequalities and established duality results which are
analogues to the ones in [42]: see Section 2. A remarkable fact is that the dual functional is
associated in both cases with an entropy corresponding to a fast diffusion equation.
In [28, 29, 30], some interpolation inequalities associated with p < 2 have been studied.
We have adapted the methods that can be found there to establish that for some appropriate
notion of distance, which is not anymore the Wasserstein distance, a notion of gradient flow is
associated with the Gagliardo-Nirenberg-Sobolev inequalities.
Now let us summarize some aspects of the present paper before listing intriguing issues
concerning flows. We have studied the Gagliardo-Nirenberg-Sobolev interpolation inequalities
(1.1) and (1.2) using the three strategies mentioned in the introduction:
(a) The direct variational approach has been carried out in Appendix B, for completeness.
(b) The flow method has been studied in Section 4, and summarized in Theorems 1.2 and 1.3;
the corresponding rigidity results are stated in Section 5.
(c) The duality by mass transportation is the subject of Section 2. Optimality has been
checked in Section 3.
There is a natural notion of flow associated with the dual problem obtained by mass
transportation, which is of fast diffusion type; this flow can be seen as a gradient flow with
respect to Wasserstein’s distance. There is a also notion of gradient flow for a well-chosen notion
of distance (which is not, in general, Wasserstein’s distance), that is studied in Section 6.2 and
for which optimal rates of decay are given by our Gagliardo-Nirenberg-Sobolev inequalities,
but the connection with the mass transportation of Section 2 is still to be clarified.
Method (b) is in a sense surprising. We select a special optimal function and exhibit another
nonlinear diffusion flow, which is not translation invariant, that forces the solution with any
initial datum to converge for large times to the special optimal function we have chosen. The
non-negativity of the associated functional is equivalent to the Gagliardo-Nirenberg-Sobolev
inequality and the striking property of the flow is that our functional is monotonously non-
increasing. The functional is invariant under translations, and any solution corresponding to
a translation of the optimal function returns to the initially chosen optimal function, keeping
the functional at its minimal level. This is explained by conformal invariance on the sphere
and is anything but trivial. This phenomenon, namely that the functional is invariant under
translations (which is the same as conformal invariance in other variables) but nevertheless non-
increasing under the flow that converges to a single function is at the heart of the competing
symmetry approach by E. Carlen and M. Loss in [16]. How this last flow is connected with the
other ones is also an open question. At least the computation that shows why the functional
decays along the flow clarifies a bunch of existing computations for proving rigidity results
for nonlinear elliptic equations written on d-dimensional spheres and for the ultraspherical
operator.
Page 22 of 26 J. DOLBEAULT, M. ESTEBAN, A. LAPTEV & M. LOSS
Appendix A. Two useful identities
On the real interval Ω, let us consider the measure dµb = ν
b dx for some positive function ν
on Ω. We consider the space L2(Ω, dµb) endowed with the scalar product
〈f1, f2〉 =
∫
Ω
f1 f2 dµb .
On L2(Ω, dµb), we define the self-adjoint operator
Lab f := νa f ′′ + a+ b
a
(νa)′ f ′
which satisfies the identity
〈f1,Lab f2〉 = −
∫
Ω
f ′1 f
′
2 ν
a dµb .
This identity determines the domain of Lab . We will now establish two useful identities.
Proposition A.1. Assume that a and b are two reals numbers with a 6= 0 and consider a
smooth positive function u which is compactly supported in Ω. With the above notations, we
have ∫
Ω
(Lab u)2 dµb =
∫
Ω
|u′′|2 dµ2a+b − a+ b
a
∫
Ω
νa (νa)′′ |u′|2 dµb
and ∫
Ω
(Lab u) |u
′|2
u
νa dµb =
a+ b
2 a+ b
∫
Ω
|u′|4
u2
ν2a dµb − a+ 2 b
2 a+ b
∫
Ω
u′′
|u′|2
u
ν2a dµb .
Proof. As a preliminary observation, we can observe that[
d
dx
,Lab
]
f = (νa)′ f ′′ +
a+ b
a
(νa)′′ f ′ ,
so that we immediately get∫
Ω
(Lab u)2 dµb = −
∫
Ω
νa u′ (Lab u)′ dµb
= −
∫
Ω
νa u′ (Lab u′) dµb −
∫
Ω
νa u′
[
(νa)′ u′′ +
a+ b
a
(νa)′′ u′
]
dµb
=
∫
Ω
(νa u′)′ νa u′′ dµb −
∫
Ω
νa u′
[
(νa)′ u′′ +
a+ b
a
(νa)′′ u′
]
dµb
=
∫
Ω
|u′′|2 dµ2a+b − a+ b
a
∫
Ω
νa (νa)′′ |u′|2 dµb .
On the other hand, using an integration by parts, we notice that
∫
Ω
u′′
|u′|2
u
ν2a dµb =
1
3
∫
Ω
(|u′|2 u′)′ ν
2a
u
dµb
=
1
3
∫
Ω
|u′|4
u2
ν2a dµb − 2 a+ b
3 a
∫
Ω
|u′|2 u′
u
(νa)′ νa dµb ,
thus proving that∫
Ω
|u′|2 u′
u
(νa)′ νa dµb = − 3 a
2 a+ b
∫
Ω
u′′
|u′|2
u
ν2a dµb +
a
2 a+ b
∫
Ω
|u′|4
u2
ν2a dµb .
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Using the definition of Lab , we have∫
Ω
(Lab u) |u
′|2
u
νa dµb =
∫
Ω
(
νa u′′ +
a+ b
a
(νa)′ u′
) |u′|2
u
νa dµb ,
thus concluding the proof.
From a practical point of view, we will apply Proposition A.1 either to Ω = (−1, 1) and
ν(x) := 1− x2, or to Ω = R and ν(x) := 1 + x2.
Appendix B. The direct variational approach
For completeness, let us give a statement on optimality in (1.1) and (1.2) according to the
approach (a) of the introduction. Let us start with the case p ∈ (2,∞). We recall that the
inequality (1.1) can be written as
(1.1) ‖f‖Lp(R) ≤ CGN(p) ‖f ′‖θL2(R) ‖f‖1−θL2(R) ∀ f ∈ H1(R) .
with θ = p−22 p . By standard results of the concentration-compactness method (see for instance
[38, 39]), there exists an optimal function f for (1.1). Because of the homogeneity, ‖f‖Lp(R)
can be chosen arbitrarily and then, up to a scaling, it is straightforward to check that f can
be chosen in order to solve
− (p− 2)2 f ′′ + 4 f − 2 p |f |p−2 f = 0 . (B.1)
A special solution is given by
f⋆(x) =
1
(coshx)
2
p−2
∀x ∈ R .
Proposition B.1. Assume that p ∈ (2,∞). For any optimal function f in (1.1), there
exists (λ, µ, x0) ∈ R× (0,∞)× R such that
f(x) = λ f⋆
(
µ (x− x0)
) ∀x ∈ R .
Proof. Because of the scaling invariance and the homogeneity in (1.1), it is enough to prove
that f⋆ is the unique solution of (B.1). Since f ∈ H1(R), we also know that f and f ′ are
exponentially decaying as |x| → +∞. By multiplying (B.1) by f ′ and integrating from −∞ to
x, we find that
E[f ] =
1
2
(p− 2)2 |f ′|2 + 2 |f |2 − 2 |f |p
does not depend on x. On the other hand, taking into account the limits as |x| → +∞, we
know that E[f ] = 0. Let x0 ∈ R be such that |f(x0)| = maxR |f |. Up to translation, we may
assume that x0 = 0, so that f
′(0) = 0 and 0 = E[f ] = 2
(|f(0)|2 − |f(0)|p), thus proving that
f(0) = ±1. By the Cauchy-Lipschitz theorem, there exists therefore a unique solution f to (B.1)
which attains its maximum at x = 0 and hence we get that f = f⋆.
Now let us consider the case p ∈ (1, 2) and turn our attention to (1.2). We recall that the
inequality (1.2) can be written as
(1.2) ‖f‖L2(R) ≤ CGN(p) ‖f ′‖ηL2(R) ‖f‖1−ηLp(R) ∀ f ∈ H1(R) ,
with η = 2−p2+p . By standard results of the concentration-compactness method again, there exists
an optimal function f for (1.2). Because of the homogeneity, ‖f‖Lp(R) can be chosen arbitrarily
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and then, up to a scaling, it is straightforward to check that f can be chosen in order to solve
− (2− p)2 f ′′ − 4 f + 2 p |f |p−2 f = 0 . (B.2)
A special solution is given by
f∗(x) = (cosx)
2
2−p ∀x ∈ [−π2 , π2 ] , f∗(x) = 0 ∀x ∈ R \ [−π2 , π2 ] .
Moreover by the compact support principle (see [11] and [43, 44] for more recent develop-
ments), we know that any solution of (B.2) in H1(R) has compact support.
Proposition B.2. Assume that p ∈ (1, 2). For any optimal function f in (1.2), there exists
(λ, µ, x0) ∈ R× (0,∞)× R such that
f(x) = λ f∗
(
µ (x− x0)
) ∀x ∈ R .
Proof. Because of the homogeneity and of the scale invariance, finding an optimal function
for (1.2) is equivalent to minimizing the functional
f 7→ G[f ] :=
∫
R
|f ′|2 dx+
∫
R
|f |p dx − C
(∫
R
|f |2 dx
) p+2
6−p
for some appropriately chosen positive constant C. A unique value of C can indeed be found
and computed in terms of CGN(p) so that the minimum of G is achieved and equal to 0. Let
f be the minimizer and assume that f =
∑
i≥1 fi where (fi)i≥1 is a family of functions with
disjoint compact supports made of bounded intervals. Assume that the number of intervals is
larger than 1. Since p+26−p < 1, by concavity we get that∑
i≥1
G[fi] < G[f ] = 0
a contradiction. This proves that the support of f is made of a single interval. Then the proof
goes as in the case p > 2. By considering E[f ] = 12 (2− p)2 |f ′|2 − 2 |f |2 + 2 |f |p which again
does not depend on x, we get that at its maximum (assumed to be achieved at x = 0), we have
f(0) = ±1 and conclude again using a uniqueness argument deduced from the Cauchy-Lipschitz
theorem that f = f∗.
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