Abstract. In a recent paper [9] we presented a Galerkin-type Conley index theory for certain classes of infinite-dimensional ODEs without the uniqueness property of the Cauchy problem. In this paper we show how to apply this theory to strongly indefinite elliptic systems. More specifically, we study the elliptic system (u, v, x) in Ω,
on a smooth bounded domain Ω in R N for "−"-type Hamiltonians H of class C 2 satisfying subcritical growth assumptions on their first order derivatives. As shown by Angenent and van der Vorst in [1] , the solutions of (A1) are equilibria of an abstract ordinary differential equation (A2)ż = f (z) defined on a certain Hilbert space E of functions z = (u, v). The map f : E → E is continuous, but, in general, not differentiable nor even locally Lipschitzian.
The main result of this paper is a Linearization Principle which states that whenever z 0 is a hyperbolic equilibrium of (A2) then the Conley index of {z 0 } can be computed by formally linearizing (A2) at z 0 .
As a particular application of the Linearization Principle we obtain an elementary, Conley index based proof of the existence of nontrivial solutions of (A1), a result previously established in [1] via Morse-Floer homology.
Further applications of our method to existence and multiplicity results for strongly indefinite systems appear in [3] and [10] . Existence results for solutions of (1.1) under the above hypotheses were recently obtained by Angenent and van der Vorst in their important paper [1] . Functions H satisfying Hypothesis (1.5) are called by these authors "−"-type Hamiltonians.
As shown in [1] , the solutions of system (1.1) can be described as equilibria of a certain gradient-like ordinary differential equation (1.6)ż = f (z) on an infinite-dimensional Hilbert space E of functions z = (u, v) (see Section 2). In general, this equation does not satisfy the uniqueness property of the Cauchy problem. Moreover, the equilibria of (1.6) are strongly indefinite, i.e. their stable and unstable manifolds are both infinite-dimensional. That is why the usual versions of Conley index theory are not applicable to this problem.
To remedy these difficulties the authors of [1] develop a version of MorseFloer homology for (1.6) . This is a technically involved construction rendered even more difficult by the fact that, due to the lack of smoothness of the right-hand side of (1.6) on the Hilbert space E, one has to consider this equation on a certain Banach subspace of E.
It is the purpose of this paper to show that systems like (1.1) (and the corresponding ordinary differential equation (1.6)) can actually be investigated by Conley index methods. In fact, we study (1.6) directly in the Hilbert space E by means of an elementary extension of the Conley index to certain classes of infinite-dimensional ordinary differential equations which do not necessarily have unique solutions.
This theory is presented in our previous paper [9] . Similarly to its less general predecessor defined in [6] , it is based on the classical Conley index for flows in locally compact spaces together with Galerkin approximations: the index of a compact isolated invariant set relative to a given infinitedimensional equation is equal to the sequence of Conley indices relative to appropriate (finite-dimensional) Galerkin approximations.
The main result of the present paper is a Linearization Principle (Theorem 2.9) which states that whenever z 0 is an equilibrium of (1.6) which is hyperbolic (in the sense of Definition 2.8 below) then the Galerkin-type Conley index h({z 0 }) of {z 0 } can be computed by formally linearizing (1.6) at z 0 . This is nontrivial, since, in general, the map f : E → E occurring in (1.6) is not differentiable. It follows that there is an integer γ such that h({z 0 }) is equal to the sequence (Σ l+γ ) l≥l 0 . It can be proved that the number γ is actually equal to the renormalized Morse index of z 0 as defined in [1] .
The proof of Theorem 2.9, although slightly involved, uses only properties of the Conley index together with a basic bootstrapping result from [1] .
Using an a-priori-bound result established in [1] and the homotopy invariance of the Galerkin-type Conley index we show in Theorem 2.13 that the set of all full bounded orbits of (1.6) has Conley index equal to the sequence (Σ l ) l≥l 1 . Theorems 2.9 and 2.13 together with the variational structure of (1.6) imply that if (u, v) = (0, 0) is a solution of (1.1) which is a hyperbolic equilibrium of (1.6) with γ = 0, then system (1.1) must also have a nontrivial solution (cf. Theorem 2.16). This gives a simple Conley index based proof of one of the main results from [1] .
An explicit formula for the Galerkin-type Conley index of a hyperbolic equilibrium of (2.9) appears in Theorem 2.6. The proof of this result is much simpler than the proof, using the spectral flow formula, of a corresponding result in [1] concerning the Morse-Floer index.
Using the elementary method developed in the present paper, together with some abstract results on Morse decompositions in the absence of uniqueness, obtained in the recent paper [3] , one can also establish multiplicity results for solutions of strongly indefinite variational systems. In particular, we can prove a conjecture, made in [1] , about the existence of multiple solutions of system (1.1) for even Hamiltonians. This will appear in [10] .
The paper is organized as follows: In Section 2 we state and prove our main results, using some background material from [1] . For the reader's convenience, we provide proofs of the latter results in the Appendix. In par-ticular, we present a detailed proof of a basic bootstrapping result from [1] using an argument, based on discrete dynamical systems, which is of independent interest and which can be used in more general contexts.
We remark that the notation of this paper is similar to that of [5] and different from the notation used in [1] . In particular, we write p (resp. q) where the authors of [1] write p + 1 (resp. q + 1).
Moreover, we denote by N (resp. N 0 ) the set of positive (resp. nonnegative) integers.
We also remark that all linear spaces considered in this paper are over the real numbers (except that we pass to complexification when dealing with spectral theory).
Main results.
In this section we state and prove the main results of this paper. We require a few basic results established in [1] and [5] . For clarity of exposition we include proofs of those results in the Appendix.
It is well known that the linear operator with the dual product. We write
Whenever λ > 0 and Bφ = λφ then A β φ = λ β/2 φ for every β ∈ R. It is well known that for every β ∈ R the operator A β can be uniquely extended to a map 
This clearly defines a linear operator L : E → E. The following well known result collects the basic properties of L:
2. L has two eigenvalues, λ = −1 and λ = 1, with the corresponding eigenspaces E −1 and E 1 given as
The spaces E −1 and E 1 are E-orthogonal complements to each other , and so, in particular , 
The maps P l are E-orthogonal projection operators and 
The proof follows by straightforward calculations, using standard results from spectral theory. Easy details are left to the reader. Now note that, in view of (1.
We thus obtain a well defined map
For θ ∈ [0, 1] let K θ be the map
We have the following result, whose proof is given in the Appendix.
Proposition. For every
Since L is E-symmetric, we thus obtain
. We need the following important bootstrapping result:
Proposition (cf. Section 3.4 of [1]). Let I be an arbitrary set and for every
Let Z be the set of all z = (u, v) ∈ E for which there is an i ∈ I such that
The proof of Proposition 2.4 is given in the Appendix. As a simple corollary of Proposition 2.4 we obtain the following result:
Thus (2.7) and Proposition 2.5 show that the study of solutions of system (1.1) is reduced to the study of the equilibria of the gradient-like ordinary differential equation
on E. Therefore one may try to use ideas from Conley index theory ( [4] or [11] ) to search for solutions of (1.1). However, since we do not impose any growth restrictions on the second partial derivatives of H with respect to the variables (ξ, η), the map f K 1 : E → E is not, in general, differentiable nor even locally Lipschitzian, and the Cauchy problem for (2.9) may have nonunique solutions.
For this reason, in the present paper, we use a version of Conley index theory developed in [9] , which does not require uniqueness of the Cauchy problem.
We assume that the reader is familiar with the paper [9] and its terminology. In what follows we will use the letter N to denote both the space dimension of system (1.1) and various subsets of E. This should not lead to confusion.
Proposition 2.2 implies that Hypotheses 4.2, 4.6 and 4.8 of [9] are satisfied.
Suppose now that K : E → E is continuous and N ⊂ E is bounded, closed and such that K(N ) is relatively compact in E. Moreover, assume that N is an isolating neighborhood with respect to the ordinary differential equation
Then it follows from Proposition 4.7 of [9] that there is a smallest
is an isolating neighborhood with respect to the lth Galerkin approximation f
By Definition 4.9 of [9] the Conley index
is the finite-dimensional Conley index defined in [9] , Section 3. Note that uniqueness of the Cauchy problem is not assumed. Now Proposition 2.2 implies that Hypothesis 4.16 of [9] with i l ≡ 1 is satisfied. Thus, by Proposition 4.18 of [9] we have
It is proved in [9] that h(f K , N ) depends only on the isolated invariant set isolated by N . More precisely, if N and N are both bounded closed in E with K(N ) and K(N ) relatively compact in E and if N and N both isolate the same invariant set S, then
We can therefore simply write h(f K , S) := h(f K , N ) and speak of the Conley index of (f K , S). This will not lead to confusion.
The following result is a Conley index analogue of Lemma 30 of [1] .
(cu − bv)).
Then:
3. Suppose that (2.12) is satisfied and let r ∈ N 0 be the number of
Proof. Part 1 is clear. In particular, the map
It is easily seen that for every k ∈ N the operator f K maps the twodimensional space
given by the formulas
This implies that:
Since E is the direct sum of the spaces F k , k ∈ N, it follows that a number µ is an eigenvalue of f K if and only if µ is an eigenvalue of f K,k for some k ∈ N. Thus (2.13) together with Proposition 2.2 implies part 2 of the proposition. Now assume (2.12). Consequently, {0} is an isolated invariant set of f K . Let N be an arbitrary bounded isolated neighborhood of {0} and let l ∈ N with l ≥ r. The space P l (E) is the direct sum of the spaces
. . , l, so r = 0 and, by (2.14), the linear map f l P l •K has exactly l positive and l negative eigenvalues. Thus
. This proves part 3 of the proposition.
2.7.
Remark. Note the completely elementary character of the proof of Theorem 2.6. In particular, our proof does not require the spectral flow formula used in [1] and [2] .
We now make the following useful definition.
Here, the continuous functions a, b, c : Ω → R are defined, for x ∈ Ω, by
The following Linearization Principle is one of the main contributions of this paper. It shows that one can compute the Conley index of a hyperbolic equilibrium point z 0 of (2.9) by formally linearizing the equation at z 0 . The result is nontrivial since, in general, the nonlinearity f K 1 : E → E is not differentiable at z 0 .
2.9. Theorem. Let z 0 = (u 0 , v 0 ) ∈ E be a hyperbolic equilibrium of (2.9). Set K lin := K lin,z 0 . Then {z 0 } is an isolated invariant set for f K 1 and
Proof. As mentioned before, this result would be standard if the map f K 1 were differentiable at z 0 with derivative f K lin . However, in general, this is not the case and so the reasoning is somewhat more involved.
Define the map K aff : E → E by
Here we use the fact that Lz 0 + K 1 (z 0 ) = 0. We first claim that (2.18) there is a closed bounded set N ⊂ E such that for every κ ∈ [0, 1] the set N is an isolating neighborhood of {z 0 } with respect to
To prove this claim note that
Thus, in the terminology of [9] , for every κ
is gradient-like with respect to −L κ . Therefore, if (2.18) is not true, then there are sequences (κ n ) n∈N in [0, 1] and (z n ) n∈N in E with z n → z 0 in E and such that for every n ∈ N, z n = z 0 and
For n ∈ N and x ∈ Ω define
Notice that (2.19) can be written in the form (Ω) by Proposition 2.5 so z 0 is bounded.) Since ζ n → 0 in E, we conclude from (2.19) and Proposition 2.4 that
Hence the maps σ n , τ n , ω n : Ω → R are continuous and converge to zero in C 0 (Ω). For n ∈ N let α n := |ζ n | C 0 ×C 0 and w n = (u n , v n ) := ζ n /α n . Using (2.19) and the mean-value theorem we see that (2.20)
Since the operator L + K lin is hyperbolic, its inverse (L + K lin )
: E → E exists and is continuous. Our hypotheses also imply that σ n u n + ω n v n and
in E and so (2.20) implies that w n → 0 in E. Using (2.20) and applying Proposition 2.4 again we see that
(Ω). However, this is a contradiction since |w n | C 0 ×C 0 ≡ 1. Hence (2.18) holds. Now (2.18) and the continuation invariance property of the Conley index (Proposition 4.13 of [9] ) imply that
For n ∈ N define
Then K (n) : E → E for every n ∈ N and since K 1 (z 0 ) = −Lz 0 it is clear that K (n) → K aff as n → ∞, uniformly on compact subsets of N . Moreover, the sets K aff (N ) and n∈N K (n) (N ) are relatively compact in E. Thus the assumptions of Proposition 4.7 of [9] are satisfied, so there are l 0 , n 0 ∈ N such that
Since the classical Conley index is invariant under flow conjugation, we obtain
for all l large enough. Here, of course,
It is easy to see that for all l large enough the linear map f
is hyperbolic. In fact, let N be an arbitrary bounded isolating neighborhood of {0} relative to f K lin . Then, by Proposition 4.7 of [9] , for all l large enough the set N ∩ P l (E) is an isolating neighborhood relative to f
In particular, the map f l P l •K lin must be hyperbolic, since otherwise no bounded set would be an isolating neighborhood. Hence, for all l large enough,
Now (2.21)-(2.24) imply (2.17).

Corollary. Under the assumptions of Theorem 2.9 there is an integer γ such that
Proof. Let N be an arbitrary bounded neighborhood of 0. By the arguments used in the proof of Theorem 2.9 there is an l 1 ∈ N such that the linear map f
Formulas (2.11) and (2.25) immediately imply that
This proves the corollary.
2.11.
Remark. It can be proved (see [10] ) that the number γ is equal to the renormalized Morse index µ 0 (z 0 ) of z 0 , as introduced in Definition 17 of [1] .
The following result, established in [1] , shows in particular that the set of all full bounded orbits of (2.9) is bounded, hence compact. This result depends in an essential way on the assumption that H is a "−"-type Hamiltonian.
Proposition (cf. Lemma 4 of [1]). There is an
For the reader's convenience, we give a proof of Proposition 2.12 in the Appendix.
We can now compute the Conley index of the set of all full bounded orbits of (2.9), obtaining the following Conley-index analogue of Theorem 3.1 of [1]: 2.13. Theorem. Under the assumptions of Proposition 2.12 let S 1 be the set of all points z 0 ∈ E for which there is a full bounded solution z :
Proof. For θ ∈ [0, 1] let S θ be the set of all points z 0 ∈ E for which there is a full bounded solution z : R → E of f K θ such that z(0) = z 0 . By Proposition 2.12 there is a bounded closed set N ⊂ E such that for every θ ∈ [0, 1] the set N is an isolating neighborhood of S θ . Since by Proposition 2.3 the union of the sets K θ (N ) for θ ∈ [0, 1] is relatively compact in E we deduce from the continuation invariance of the Conley index (see Proposition 4.13 of [9] ) that
for l large enough. But by Proposition 2.2 and Theorem 2.6 the operator f K 0 = L is hyperbolic so 0 is the only full bounded solution of f K 0 . Therefore S 0 = {0} and so, by Theorem 2.6 (with a = b = c = 0), we have
Now (2.26) and (2.27) imply the assertion of the corollary.
2.14. Corollary. The set of solutions of system (1.1) is nonempty.
Proof. Since (f K 1 , E) is gradient-like, it is enough to prove that S 1 = ∅. But the index h(f K 1 , ∅) satisfies, by Proposition 4.12 of [9] , the formula h(f K 1 , ∅) l = 0 for l large enough. Since Σ l = 0, the corollary follows from Theorem 2.13.
2.15.
Corollary. Suppose z = 0 is an isolated solution of (1.1) such that
Then system (1.1) has a nontrivial solution.
Proof. Again it is sufficient to prove that S 1 = {0}. But this is clear from (2.28) and Theorem 2.13.
We can now state the following analogue of Angenent and van der Vorst's result on the existence of nontrivial solutions of system (1.1):
Here, the continuous functions a, b, c : Ω → R are defined , for x ∈ Ω, by 
Suppose that the operator L + K lin is hyperbolic. Assume that the Conley index h(f
Proof. The theorem is an immediate consequence of Theorem 2.9, Corollary 2.15 and Theorem 2.6. 2.18. Remark. In their paper [1] Angenent and van der Vorst also consider system (1.1) for the so-called "+"-type Hamiltonians. In that case the set of all full bounded orbits of (2.9) is unbounded and so it is not clear whether Conley index theory is applicable as such.
Appendix.
In this Appendix we prove a few known or essentially known technical results required to establish the results of Section 2.
3.1. Proposition (cf. Proposition 1.2 of [5] ). The map
is well defined , of class C 1 and it maps bounded sets in E into bounded sets in R. Moreover , (3.1) ∇ψ = G where G is defined in (2.5) and (2.6).
The map ∇ψ : E → E maps bounded sets in E into relatively compact sets in E. Moreover , for every θ
where µ(Ω) is the Lebesgue measure of Ω and
Proof. Hypothesis (1.4) easily implies that there is a constant c 3 
, the proof of formula (1.24)). The estimate (3.4) together with Hypothesis (1.3) implies that the Nemytskiȋ operator 
This together with (2.2) implies that the map ψ is well defined, of class C 1 and it maps bounded sets in E into bounded sets in R. A simple calculation shows formula (3.1).
The compactness of the imbeddings in (2.2) shows that ∇ψ = G maps bounded sets in E into relatively compact sets in E. Now Hypothesis (1.5) immediately implies the estimate (3.2) while Hypothesis (1.4) implies the existence of a constant C ∈ ]0, ∞[ such that estimate (3.3) holds. The proof is complete.
Proof of Proposition 2.3. This is an immediate consequence of Proposition 3.1.
Proof of Proposition 2.4.
The proposition is essentially contained in the results stated in Section 3.4 of [1] . However, not many details are given there and some of the hints appear to be erroneous. Therefore we give a more detailed proof, based on discrete dynamical systems. The method of the proof is of independent interest and it appears to be applicable to a variety of problems. Set
We first claim that (3.7) there are numbers p and q with 1/p > x * , (1/q ) > y * such that 
It follows from (3.10) that
, where the numbers p 2 and q 2 are defined by
. Thus, proceeding as in the proof of Theorem 1.2 of [5] we see that whenever i ∈ I and z = (u, v) ∈ E is such that
Here, for r ∈ [0, ∞[ the map B r is defined by
Notice that B = B 2 , where B was defined at the beginning of Section 2. Also note that if r < r and w ∈ L 
(Ω) and
In particular,
By perturbing s a little, we may suppose that x * = 0 and y * = 0. Assume first that , we obtain
We will need the following lemma.
Lemma. Define the map
where
Let U be the set of all (x, y) ∈ R Assume the lemma for a moment. Note that (q − 1)/q − 2/N < x * and
Perturbing (x 0 , y 0 ) a little and using Lemma 3.2 we may assume that there are n ∈ N and j ∈ {1, 2} such that Using (3.15) we see that whenever z ∈ Z with |z|
. Using (3.13) and (3.11) we see that whenever m ∈ N 0 with m ≤ n − 2 and
. Using (3.14) and (3.11) we see that
for some constant c 2 = c 2 (c, c 1 ) ≥ c 1 , independent of i and z ∈ Z. Using (3.22), the arguments leading to the proof of estimate (3.24) below and the above arguments concerning the function u, we see that v ∈ C β (Ω) and we may assume that the constants c 2 and β are such that |v| C β ≤ c 2 .
Since the functions π i and i are of class C (Ω) and we may assume that the constant c 2 is such that |z| C 2,β ×C 2,β ≤ c 2 . Setting c = c 2 we complete the proof of the proposition for x n+1 < 0, y n+1 > 0.
The proof in case y n+1 < 0 is analogous. Therefore the proposition is proved for x * > 0, y * > 0. The remaining case, x * < 0 or y * < 0, is easier since we then immediately have uniform estimates for one of the component functions u or v of z, and so we only have to bootstrap with respect to either u or v. Thus we only need to use arguments leading to the proof of estimates (3.23) and (3.24) below. Simple details are left to the reader.
Proof of Lemma 3.2. The proof of (3.19) is a simple computation using (3.6) and (3.17).
Let us prove (3.20) . To this end let (x, y) ∈ U and define (x n , y n ) = Γ n (x, y), n ∈ N. Define the maps Γ :
It follows that
Let a Γ -segment of length k be any finite sequence (x m , y m ) j+k m=j such that (x m+1 , y m+1 ) = Γ (x m , y m ) for all m = j, . . . , j + k − 1. Define Γ -segments of length k analogously.
Using (3.9) we see that whenever (x, y) ∈ U then
Using (3.17) we immediately see that α > 0 and β > 0. Thus If (x n , y n ) n∈N does not contain any Γ -or Γ -segment of length k then there are sequences (k r ) r∈N and (l r ) r∈N in N with k r < k and l r < k for all r ∈ N and there is an n ∈ N such that the sequence (x n , y n ) n≥n is made up of a Γ -segment of length k 1 followed by a Γ -segment of length l 1 followed by a Γ -segment of length k 2 and so on.
Let r ∈ N be such that rγ > x * . Let n = n + r r=1 (k r + l r ). It follows from (3.25) that x n ≤ x n − rγ ≤ x * − rγ < 0. This again proves the first part of (3.20) .
The last statement in (3.20) follows immediately from the continuity of Γ and the fact that Γ is strictly increasing, i.e. whenever x < x and y < y then Γ j (x, y) < Γ j (x , y ) for j = 1, 2. Proposition 4.3 of [9] implies that for every n ∈ N the set z n (R) is relatively compact in E. Since (f θ n , E) is gradient-like, it follows that both α(z n ) and ω(z n ) contain only equilibria of f θ n . Thus y ∈ α(z n ) ∪ ω(z n ) implies that ∇Φ θ n (y) = 0, in particular |∇Φ θ n (y)| ≤ α so |y| < d and so |Φ θ n (y)| ≤ C . Since Φ θ n is nondecreasing along the solution z n we obtain We thus obtain
