Abstract. In this paper, by using the Gröbner-Shirshov bases, we give characterizations of the Schreier extensions of groups when the group is presented by generators and relations. An algorithm to find the conditions of a group to be a Schreier extension is obtained. By introducing a special total order, we obtain the structure of the Schreier extension by an HNN group.
Preliminaries
The concept of the extensions of groups was introduced by Otto Schreier in [13] and [14] , also see M. Hall's book [7] . Definition 1.1 ( [7] , [9] ) Let A, B, G be groups. By an exact sequence
we mean that A is a normal subgroup of G such that G/A ∼ = B. If this is the case, G is called a Schreier extension of A by B.
Some characterizations of Schreier extensions are included in [7] (see [7] , pp218-228, specially Chapter 15.4. Defining Relations and Extensions). It is told ( [7] , p228) that "It is difficult to determine the identities (in A) leading to conditions for an extension", where the group B is presented by generators and relations.
In this paper, by using the Gröbner-Shirshov bases with a monomial total order, we give characterizations of the Schreier extensions of groups when the group is presented by generators and relations. An algorithm to find the extension conditions of a group to be a Schreier extension is obtained. Then, we find a solution to the above problem discussed by M. Hall in the book [7] .
A Gröbner-Shirshov bases for HNN-extension of group is given in [6] by using the Generalized Composition-Diamond Lemma (see Lemma 3.2) with a special total order (not monomial). Because this order is not monomial, we have to find a special order such that we can use the Generalized Composition-Diamond Lemma to give the extension conditions by an HNN group. Now, we cite some concepts and results from the literature. Let k be a field, k X the free associative algebra over k generated by X and X * the free monoid generated by X, where the empty word is the identity which is denoted by 1. For a word w ∈ X * , we denote the length of w by deg(w). Let XA standard example of monomial order on X * is the deg-lex order to compare two words first by degree and then lexicographically, where X is a linearly ordered set.
The following lemma was proved by Shirshov [15] for the free Lie algebras (with deg-lex ordering) in 1962 (see also Bokut [2] ). In 1976, Bokut [3] specialized the approach of Shirshov to associative algebras (see also Bergman [1] ). For commutative polynomials, this lemma is known as the Buchberger's Theorem in [4] and [5] . Lemma 1.5 (Composition-Diamond Lemma) Let k be a field, A = k X|S = k X /Id(S) and < a monomial order on X * , where Id(S) is the ideal of k X generated by S. Then the following statements are equivalent:
(1) S is a Gröbner-Shirshov basis.
(2) f ∈ Id(S) ⇒f = asb for some s ∈ S and a, b ∈ X * .
(3) Irr(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a basis of the algebra A = k X|S .
For convenience, we identify a relation v = h v of an algebra presented by generators and relations with the polynomial v − h v in the corresponding free algebra.
Gröbner-Shirshov bases for Schreier extensions of groups
In this section, by using Gröbner-Shirshov bases, we give the structure of Schreier extensions of groups and an algorithm is given to find all Schreier extensions of the groups A by B. Let A, B be groups. By a factor set of B in A, we mean a subset of A which is related to B.
Let the group B be presented as semigroup by generators and relations:
where R is a Gröbner-Shirshov bases for B with the deg-lex order < B on Y * . For convenience, we can assume that R is a minimal Gröbner-Shirshov bases in a sense that the leading monomials are not contained each other as subwords, in particular, they are pairwise different. Let R = {v = h v |v ∈ Ω}, where v is the leading term of the polynomial
Let A 1 be a total ordered set. Then, by the deg-lex order, we have the monomial total order < A on A We order the set ( It is clear that ≺ is a monomial total order on (A 1 ∪ Y ) * which extends the orders < A and < B . We call such an order the tower order.
In S, the possible compositions are related to the following ambiguities:
where v ∈ Ω, a, a ′ , a ′′ ∈ A 1 , y ∈ Y and w is an ambiguity appeared in R. It is clear that for
the composition is trivial modulo S. For any a ∈ A,
where a
Then, for w 1 = av, v ∈ Ω, the composition is trivial modulo S if and only if
holds inĀ, whereĀ is the natural homomorphic image of A in G.
Since R is a minimal Gröbner-Shirshov bases, all compositions in R are only intersection ones. Now, for
It means that there exists a z ∈ Y * such that
Now, by invoking that
where
In fact by the previous formulas we have an algorithm to find the functions
Then, for w 1 = w, the composition is trivial modulo S if and only if
holds inĀ. It is reminded that, if
Therefore, we have the following theorem. 
Then, for the tower order defined as before, S is a Gröbner-Shirshov bases for G if and only if for any v ∈ Ω, a ∈ A and any composition
hold in A, where
by (2). Moreover, if this is the case, G is a Schreier extension of A by B in a natural way.
Remark. We call (4) the extension conditions of A by B.
Proof. If S is a Gröbner-Shirshov bases in k A 1 ∪ Y then by Composition-Diamond Lemma, the groupĀ is the same as A. Then, (1) and (3) imply (4) . Conversely, it is trivial that (4) implies (1) and (3). Now, we need only to prove the last statement of the theorem that G is a Schreier extension of A by B in a natural way. By Composition-Diamond Lemma, each element in G can be uniquely written as ba, where a ∈ A and b ∈ Y * is R-irreducible. In G, the multiplication is defined as follows: for any a, a
A is a function of {(v)|v ∈ Ω}. From this it follows that A is normal subgroup of G and G/A ∼ = B as groups.
Lemma 2.2 Let the notations be as before. Let the group C be a Schreier extension of
Then, for any v ∈ Ω, there exists a unique (v) ∈ A such that g v = g hv · (v). Thus, we obtain a factor set {(v)|v ∈ Ω} of B in A.
Since σ is an isomorphism, each element c ∈ C can be uniquely expressed as c = g b a, where a ∈ A and b ∈ Y * is R-irreducible. Hence, by Composition-Diamond Lemma, S is a Gröbner-Shirshov bases in k A 1 ∪ Y and so (4) holds.
Let
By using Theorem 2.1 and Lemma 2.2, we have the following theorem which characterizes completely the Schreier extensions of groups. 
Remark. In the above theorems, if the group A is also presented by generators and relations: A = sgp X|R A , where R A is a Gröbner-Shirshov bases for A with the deg-lex order < A on X * . Then, by replacing A 1 with X, {aa ′ = [aa ′ ]|a, a ′ ∈ A 1 } with R A and a with x (x ∈ X), the results hold.
A special case of Theorem 2.3 is when the group B is presented as B = sgp B 1 |R , where
It is obvious that, for a deg-lex order, R is a Gröbner-Shirshov bases for B. Now, if this is the case, it is easy to check, by (1) and the algorithm (2) , that the condition (4) is: for any b, b
Then, we have the following theorem. 
Theorem 2.4 Let A, B be groups. Let
Remark: Theorem 2.4, 2 is Schreier's theorem in [13] . Now, we give some applications of the above results. Let A, B, G be groups. The previous theorems give an answer to how to find the conditions which makes G to be a Schreier extension of A by B. In fact, it is essential to find the extension conditions (4) , that is, to find functions
which are given by the algorithm (2).
As results, by using the extension conditions (4), let us give some examples. We give the characterization of the extension of A by B when the B is cyclic group and free commutative group, respectively. 
Moreover, if this is the case, G ∼
Proof. Clearly, R = {x n = 1} is a Gröbner-Shirshov bases for B. We need only to consider the composition in S:
, we obtain the extension condition mentioned in the theorem, where a x = a ϕ . Now, by Theorem 2.3, the result follows. x , x ∈ X ∪ X −1 such that for any p, q, r ∈ I, p > q > r, ε, δ, γ = ±1, a ∈ A, the following equations hold.
(x
Moreover, if this is the case,
Proof. It is easy to check that for the given order, R is a Gröbner-Shirshov bases for B. Then, B is the free abelian group generated by X. The possible compositions in R are related to the following ambiguities:
−ε q ) = 1, q ∈ I, we obtain the equations 1-3, respectively. The equations 4 and 5 follow from the formula (1). Now, by Theorem 2.3, the result follows.
Structure of Schreier extension by an HNN group
In this section, we give the structure of Schreier extension of group A by B, where the group B is an HNN-extension of a group.
A Gröbner-Shirshov bases for HNN-extension of group is given in [6] by using the Generalized Composition-Diamond Lemma (Lemma 3.2) with a special total order (not monomial). Thus, we can not use directly the results of the above section to find the extension conditions for HNN-extension of group. Definition 3.1 ( [8] , [10] , [11] , [12] ) Let H be a group and let C and D be subgroups of H with φ : C → D an isomorphism. Then the HNN-extension of H relative to C , D and φ is the group B = gp H, t; t
where {g i |i ∈ I} and {h j |j ∈ J} are the coset representatives of C and D in H, respectively. Then, for any h ∈ H, there exist uniquely
In [6] , the group B is presented as
Let H 1 = {h α |α ∈ Ω} and Ω, I, J the linearly ordered sets. Let A be a group,
where A 1 = A\{1} and S consists of the following relations:
The following lemma comes from [6] .
Lemma 3.2 ([6], Lemma 2.1) (Generalized Composition-Diamond Lemma)
Let S ⊆ k X , A = k X|S and " < " a total order on X * such that (I) asb = asb for any a, b ∈ X * , s ∈ S;
(II) for each composition (s 1 , s 2 ) w in S, there exists a presentation
such that for any c, d ∈ X * , we have
Then, the following statements hold.
(i) S is a Gröbner-Shirshov basis.
(ii) For any f ∈ k X , 0 = f ∈ Id(S) ⇒f = asb for some s ∈ S, a, b ∈ X * .
(iii) The set Irr(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a basis of the algebra A.
In [6] , a special total order (not monomial) < B on (H 1 ∪ {t, t −1 }) * is defined such that R satisfies the conditions (I) and (II) in the Lemma 3.2, and then, with the order < B , R is a Gröbner-Shirshov bases for B. Now, we extend < B on (H 1 ∪ {t, t −1 }) * in [6] to one on (A 1 ∪ H 1 ∪ {t, t −1 }) * such that, with such an order, S satisfies the conditions (I) and (II) in the Lemma 3.2 under some conditions. Let A 1 be a total ordered set. We order the set (A 1 ∪ H 1 ∪ {t, t −1 }) * by the following steps (also see [6] ).
Step 1: order the set H in three different ways:
(i) 1 Let 1 < h α < h β < · · · (α < β) be ordered by Ω. Then we denote this order by (H, >) and call it an absolute order.
(
We denote this order by (H, > C ) and call it the C-order.
We denote this order by (H, > D ) and call it the D-order.
Step 2: order the set (
* has a unique form e = e 1 h 1 · · · e n h n e n+1 , where each
We define e < e ′ (e < C e ′ , e < D e ′ ) if wt h (e) < wt h (e ′ ) (wt h (e) < C wt h (e ′ ), wt h (e) < D wt h (e ′ )) lexicographically, using the order of natural numbers and the following orders: (ii) 2 The C-order ( (A 1 ∪ H 1 ) * , ≤ C ): firstly to compare h 1 , · · · , h n−1 , (n ≥ 1), lexicographically by absolute order (i) 1 , secondly for the last element h n by C-order (ii) 1 and finally for e i , e ′ i by the deg-lex order on A 1 .
Step 3: order the set (
We define u ≻ v if wt(u) > wt(v) lexicographically, using the order of natural numbers and the following orders:
In S, the possible compositions are related to ambiguities:
. By using algorithm (4), we have the following conditions (w i ↔ (hi), 1 ≤ i ≤ 9) in A:
Lemma 3.3 Let the notations as above and the conditions (I) and (II) be in Lemma 3.2.
Then, for S and the order ≻, in k A 1 ∪ H 1 ∪ {t, t −1 } , the following statements hold.
(i) (I) holds. (ii) S and ≻ satisfy (II) if and only if
(i) To prove csd = csd for any s ∈ S, it suffices to prove:
We only check (I2) and (I4). For (I1), (I3), (I5) and (I6), the proof are similar. For (I2), we have three cases to consider: y = t, y = t −1 , y = h ∈ H 1 . Suppose that y = h. Then
Also,
Since a p+1 a > a p+1 , we have wt h (c k+1 ahd 1 ) > wt h (c k+1 ha h d 1 ) and hence, wt(cahd) ≻ wt(cha h d).
Suppose that y = t. Then
Since ε = 1 and h C < C h, we have wt h (c k+1 h C ) < C wt h (c k+1 h) and hence, chtd ≻ ch C tφ(c h )(h, t)d. Therefore, we show (i).
(ii) It is easy to check that, for w 10 = t ε t −ε t ε , w 11 = aa ′ a ′′ and w 12 = aa ′ y, the corresponding composition in S satisfies (II). Now, we prove that for w i , 1 ≤ i ≤ 9, the corresponding composition in S satisfies (II) if and only if (hi) holds.
For w i , 1 ≤ i ≤ 9, the corresponding composition in S are, respectively,
We will check (II2), (II4) and (II7). For (II2), w 2 = hh ′ t, by noting that [hh
Clearly, t 1 , t 2 , t 3 , t 4 ∈ S and since
Also, wt h (c k+1 h) = (p + 1, h 1 , · · · , h p , h, a 1 , · · · , a p , a p+1 , 1) wt h (c k+1 ah C ) = (p + 1, h 1 , · · · , h p , h C , a 1 , · · · , a p , a p+1 a, 1)
Since a p+1 a > a p+1 and h C > h C , we have wt h (c k+1 ah) C > wt h (c k+1 ha h ), wt h (c k+1 h), wt h (c k+1 ah C ) and so
All other cases are treated the same as before. Now, suppose that (h1) − (h9) hold. Then, it is clear that S and ≻ satisfy (II). Conversely, assume that S and ≻ satisfy (II). Then, from the previous relations, it follows that (h1) − (h9) hold in the groupĀ, the natural homomorphic image of A in G. By Generalized Composition-Diamond Lemma, we know that groups A andĀ are the same. So, we show (ii).
The proof of the lemma is completed.
By using Lemma 3.3, Lemma 3.2 and the proof of the theorems in Section 2, we have the following theorem. , ht = h C tφ(c h )(h, t), ht
