Abstract-This note considers the problem of robust filtering for uncertain Markovian jump linear systems with time-delays which are timevarying and depend on the system mode. The parameter uncertainties are time-varying norm-bounded. The aim of this problem is to design a Markovian jump linear filter that ensures robust exponential mean-square stability of the filtering error system and a prescribed -induced gain from the noise signals to the estimation error, for all admissible uncertainties. A sufficient condition for the solvability of this problem is obtained. The desired filter can be constructed by solving a set of linear matrix inequalities. An illustrative numerical example is provided to demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
State estimator design has been an important research topic and has found many practical applications. It has been recognized that one of the most popular estimation approaches is the celebrated Kalman filtering [1] . A common feature of the standard Kalman filtering algorithm is that an exact internal model of the system is available and the exogenous input signals are assumed to be Gaussian noises with known statistics. In some applications, however, the noise sources may not be exactly known and parameter uncertainties may appear in a system model; these limit the scope of applications of the Kalman filtering technique. To overcome these difficulties, an alternative approach called H1 filtering has been introduced. In the H1 filtering setting, the noise sources are arbitrary signals with bounded energy or average power, and no exact statistics are required to be known [13] . It has been shown that the H1 filtering technique provides both a guaranteed noise attenuation level and robustness against unmodeled dynamics [13] .
When parameter uncertainty appears in a system model, the robustness of H 1 filters has to be taken into account. This has motivated the study of the robust H1 filtering problem, which is concerned with the design of estimators ensuring that the filtering error system is asymptotically stable and the L 2 -induced gain from the noise signal to the estimation error is below a prescribed level. A great number of results on this topic have been reported in the literature and various approaches have been proposed; see, e.g., [9] and the references therein. Since time delays are frequently encountered in various engineering systems, the robust H 1 filtering problem for time-delay systems has been considered recently. For example, by a linear matrix inequality (LMI) approach, sufficient conditions for the solvability of this problem was presented in [8] for time-delay systems with structured parameter uncertainty; while in [16] , a Riccati-like approach was developed and unstructured parameter uncertainty was
On the other hand, a great deal of attention has recently been devoted to the study of Markovian jump linear systems. This class of systems can model stochastic systems with abrupt structural variation resulting from the occurrence of some inner discrete events in the system such as failures and repairs of machine in manufacturing systems, modifications of the operating point of a linearized model of a nonlinear system, and so on. A great number of estimation and control issues concerning these systems have been studied [7] , [10] . Some of these results were further extended to Markovian jump systems with time delays in [3] , where the time delays are independent of the system modes. Very recently, Markovian jump systems with mode-dependent time delays have been studied. In [3] , some robust stability conditions were presented in terms of LMIs. The robust H1 control results in the discrete context can be found in [2] . However, the robust H 1 filtering problem for such systems has not been fully investigated, which is still open and remains challenging.
In this note, we are concerned with the problem of robust H 1 filtering for Markovian jump linear systems with parameter uncertainties and time delays. The parameter uncertainties are time varying but norm bounded. The time delays are assumed to be time varying, and are dependent on the system mode. The problem we address is the design of Markovian jump linear filters such that for all admissible uncertainties, the resulting error system achieves robust exponential mean-square stability and the L2-induced gain from the noise signal to the estimation error remains bounded by a prescribed value. It is worth mentioning here that the advantage of a filter with exponential mean-square stability in comparison with a filter with asymptotic mean-square stability lies in that the former provides fast convergence and desirable accuracy in terms of reasonable error covariance of the filtering process [14] . To solve the robust H1 filtering problem, an LMI approach is developed and sufficient conditions for the solvability are obtained. The desired filter can be constructed through a convex optimization problem, which can be efficiently handled by using standard numerical algorithms [4] .
II. PROBLEM FORMULATION
Given a probability space (, F, P), where is the sample space, F is the -algebra of subsets of the sample space and P is the probability measure on F. On this probability space (, F, P), we consider the following class of uncertain linear stochastic systems with Markovian jump parameters and mode-dependent time delays: (6) : _x(t) =A(t; r t )x(t) + A d (t; r t )x (t 0 r (t)) + B(t; rt)!(t) y(t) =C(t;r t )x(t) + C d (t; r t )x (t 0 r (t)) + D(t; rt)!(t) (1) z(t) =L(r t )x(t) (2) x(t) ='(t); 8t 2 [0; 0] 
In the system (6), r (t) denotes the time-varying delay when the mode is in t and satisfies
where i and hi are real constant scalars for any i 2 S. In ( where M1(rt), M2(rt), N1(rt), N2(rt), and N3(rt) are known real constant matrices for all r t 2 S, and F (t; r t ), for all r t 2 S, are the uncertain time-varying matrices satisfying F (t; r t ) T F (t; r t ) I 8r t 2 S:
The uncertain matrices 1A(t; r t ), 1A d (t; r t ), 1B(t;r t ), 1C(t;rt), 1C d (t;rt) and 1D(t;r(t)), for each i 2 S are said to be admissible if both (7) and (8) hold.
For the sake of notation simplification, in the sequel, for each possible rt = i, i 2 S, a matrix M (t; rt) will be denoted by Mi(t); for example, A(t; r t ) is denoted by A i (t), and B(r t ) by B i , and so on.
Remark 1:
It shall be pointed out that the technical assumption on the time-varying delay variables i(t) satisfying _ i(t) hi < 1 (for i 2 S) is quite standard when dealing with the problems of robust stability analysis and robust stabilization for systems with time-varying delays; see, e.g. [12] . Throughout this note, we adopt the following definition.
Definition 1 [11] : The uncertain Markovian jump system (6) is said to achieve robust exponential mean-square stability if, when where Ef1g denotes the expectation; x(t; '; r0) denotes the solution of the system (6) at time t under the initial conditions '(t) and r 0 .
In this note, we are concerned with obtaining an estimateẑ(t), of z(t) via a causal Markovian jump linear filter which guarantees a small estimation error, z(t) 0ẑ(t), for all nonzero ! 2 L 2 [0; 1) and all admissible uncertainties. For each i 2 S, attention is focused on the design of a linear, exponential mean-square stable, Markovian jump filter of order n with the following form:
(6 f ) : _ x(t) =A fix (t) + B fi y(t) (10) z(t) =L ix (t) (11) wherex(t) 2 n andẑ(t) 2 q , for each i 2 S, the matricesÂ fi and B fi are to be determined. Then, the robust filtering problem addressed in this note is formulated as follows: given the uncertain stochastic delay system (6) and a prescribed level of noise attenuation > 0, determine an exponentially mean-square stable filter (6 f ) in the form of (10) and (11) where the symbol j 1 j refers to the Euclidean vector norm.
III. MAIN RESULTS
In this section, a sufficient condition for the existence of robust H 1 filters is proposed and an LMI approach is developed. Before presenting the main results, we first give the following lemmas which will be used in the proof of our main results.
Lemma 1:
The uncertain Markovian jump system (6) achieves robust exponential mean-square stability if there exist matrices P 1 > 0, P 2 > 0; ...;P N > 0 and Q > 0 such that the following LMIs hold for i = 1; 2; ...; N N j=1 ij P j + A i (t)
Proof: To show the robust exponential mean-square stability for the system (6) under the conditions of the lemma, we consider the equations in (1) and (3) with !(t) = 0, that is (61) : _x(t) =A(t; rt)x(t) + A d (t; rt)x (t 0 r (t)) (15) x(t) ='(t); 8t 2 [0; 0]: (16) Note that f(x(t); rt); t 0g is not a Markov process. To cast our model involved into the framework of the Markov processes, we define a new process f(x t ; r t ); t 0g by xt(s) = x(t + s) t 0 r (t) s t:
Then, similar to [3] Now, we are in a position to give the robust H 1 filtering results.
Theorem 1:
Consider the uncertain Markovian jump system (6) and let > 0 be a given scalar. Then, there exists a Markovian jump linear filter (6 f ) in the form of (10) and (11) such that, for all admissible uncertainties, the filtering error system is robustly exponentially mean-square stable and (12) holds for any nonzero ! 2 L2[0; 1), if for each i 2 S there exist matrices Q > 0, X i > 0, Y i > 0, W i , Z i and scalars i > 0 such that the LMIs shown in (27)-(30) at the bottom of the page hold, and the scalar is given in (14) . In this case, a suitable robust H 1 filter (6 f ) in the form of (10) and (11) 
Proof: Letx(t) = x(t) 0x(t) then from the system (6) and filter (6 f ), it can be verified that for each i 2 S _
)]x(t 0 i(t)) + [Bi(t) 0 B fi Di(t)] !(t):
Define e(t) = x(t)
T ;x(t)
T Tz (t) = z(t) 0ẑ(t):
Then, for each r t = i 2 S, the filtering error dynamics from the systems (6) and (6 f ) is described by (6) : _ e(t) =Ãi(t)e(t)+Ã di (t)He(t 0 i(t)) +B i (t)!(t)
whereÃ 
Now, we establish the robust exponential mean-square stability of the filtering error system (6) in (32) and (33) under the conditions of the theorem. To this end, we consider (32) with !(t) = 0,that is _ e(t) =Ãi(t)e(t)+Ã di (t)He(t 0 i(t)) :
For each r t = i, i 2 S, we define a matrixP i > 0 bỹ
Then, with the parameters in (31), it can be verified that, for each i 2 S, the LMIs in (27) can be rewritten as shown in (35)- (38) On the other hand, noting
and using Lemma 2, we have
It then follows from this and the LMIs in (39) that for each i 2 S, (40),
shown at the bottom of the page, holds. Define a stochastic Lyapunov functional candidate for (34) V (e t ; r t ) = e(t) 
Then, by noting (40) and following a similar line as in the proof of Lemma 1, we can deduce that the filtering error system (6) achieves robust exponential mean-square stability.
Next, we will show that (12) ijPj + (1 + )H T QH e(t) 0 (1 0 hi)x (t 0 i(t)) T Qx (t 0 i(t)) + 2e(t) TP iÃi + 1Ã i (t) e(t) +Ã di + 1Ã di (t) x (t 0 i(t)) +Bi + 1Bi(t) !(t) :
Using Lemma 2 again, we obtain 2e(t) TP i 1Ãi(t)e(t)+1Ã di (t)x(t0(t))+1Bi(t)!(t)
where
Thus, under zero initial conditions, it follows from (42)- (44) Remark 2: Theorem 1 provides sufficient conditions for the solvability of the robust H 1 filtering problem for uncertain Markovian jump systems with mode-dependent time delays, and the desired filter can be constructed by solving a set of LMIs. We remark that these LMIs can be solved by means of numerically efficient convex programming algorithms [4] . Remark 3: As pointed out earlier that a filter with exponential mean-square stability can provide faster convergence and desirable accuracy in terms of reasonable error covariance of the filtering process compared with a filter with asymptotic mean-square stability [14] . However, it is worth pointing out that the introduction of the exponential mean-square stability instead of the usual asymptotic mean-square stability might lead to conservative solutions.
In the case when S = f1g, that is, there is only one mode in operation, we have ii = 0, i 2 S = f1g, and the system (6) reduces to the following uncertain time-delay system with no jumping parameters:
where 1A(t), 1A d (t), 1B(t), 1C(t), 1C d (t) and 1D(t) are unknown matrices, and are assumed to be of the form
where M 1 , M 2 , M 3 , N 1 , and N 2 are known constant matrices, and F (t) is the uncertain time-varying matrices satisfying F (t) T F (t) I. The time-varying delay (t) satisfies 0 < (t) < 1 and _ (t) h < 1. In this case, Theorem 1 reduces to the following result. Corollary 1: Consider the uncertain time-delay system (62) and let > 0 be a given scalar. Then, there exists a causal linear filter such that, for all admissible uncertainties, the filtering error system is exponentially stable and kz 0ẑk 2 The robust H 1 filtering problem for uncertain timedelay systems is investigated in [17] . It is noted that the time-delay considered in [17] is constant, and the filter parameter A f is constrained to be equivalent to the nominal system matrix A. In view of this, the result presented in Corollary 1 here is more general than that in [17, Cor. 1].
IV. NUMERICAL EXAMPLE
In this section, we shall give a numerical example to demonstrate the applicability of the proposed approach.
Consider an uncertain linear Markovian jump system with modedependent time delays in the form (1)- (3) with two modes. For mode 1, the dynamics of the system are described as The purpose is the design of a robust H1 filter in the form of (10) and (11) such that the filtering error system achieves robust mean-square stability and (12) In this note, we have studied the problem of robust H 1 filtering for Markovian jump linear systems with parameter uncertainties and mode-dependent time-varying delays. An LMI approach has been developed to design a Markovian jump linear filter, which guarantees robust exponential mean-square stability of the resulting error system and a prescribed bound on the L2-induced gain from the noise signal to the estimation error, irrespective of the parameter uncertainties. The desired filter can be constructed through a convex optimization problem.
