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RESUMEN
Este trabajo analiza la evolución en el tiempo de los estudios sobre fracaso empresarial. Con 
carácter general, partimos de la revisión crítica realizada en la literatura previa, y aportamos 
un análisis de la evidencia empírica adicional, con especial atención a la obtenida durante la 
última década. Pero además, para subsanar algunas deﬁciencias detectadas en las revisiones 
anteriores, nos ocupamos de tres aspectos, que pueden considerarse la principal contribución 
de este trabajo: primero, analizamos la evolución en las últimas décadas del concepto de 
fracaso empresarial o fallido, detectando cierta evolución desde la identiﬁcación hacia la 
predicción; segundo, analizamos las variables empleadas en los modelos, aportando un estudio 
de los rasgos empresariales que se representan con las variables (frente al tradicional análisis 
de frecuencia de las propias variables individuales), siendo los resultados más acordes con 
los planteamientos y desarrollos teóricos clásicos sobre el fracaso empresarial; y, ﬁnalmente, 
destacamos los puntos fuertes y débiles de las metodologías que, por su reciente aparición, 
no habían sido analizadas o muy poco por revisiones anteriores: las técnicas de inteligencia 
artiﬁcial y el análisis envolvente de datos (DEA). Adicionalmente, integramos en la revisión 
el numeroso grupo de trabajos empíricos publicados en España sobre la cuestión, y que no 
aparecían en ninguna de las revisiones previas analizadas. 
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ABSTRACT
This work analyzes the evolution of business failure literature. In it, we consider previous 
critical revisions, contributing with the analysis of additional empirical evidence, paying 
special attention to the last decade. In order to make up for some deﬁciencies detected in 
previous revisions, we deal with three aspects that can be considered the main contribution 
of this work. First, we analyze the business failure concept during the last decades, detecting, 
from identiﬁcation to prediction, certain evolution. Second, we analyze the variables used in 
the different models, adding –to the traditional frequency analysis of the individual variables– 
a study of the business features proxied by the variables, obtaining rankings more in line with 
the classical theoretical approaches and developments on business failure. Finally, we illustrate 
the salient strengths and weaknesses of the recently, and scarcely analyzed methodologies, 
such as artiﬁcial intelligence techniques and data envelopment analyses (DEA). In addition, 
we incorporate a large group of empirical works on this matter published in Spain, missing in 
the previous revision works examined.
KEY WORDS: business failure, bankruptcy, variable analysis, ﬁnancial ratios.
JEL Classiﬁcation: G33, L25, M41
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INTRODUCCIÓN
En la actual situación ﬁnanciera de incertidumbre, donde el riesgo de crédito parece seguir en 
una escalada creciente, el aumento de los derechos de cobro impagados es causa y efecto del 
fracaso empresarial. La crisis ha renovado el interés por estos aspectos del riesgo de crédito que 
en años de bonanza económica parecían superados por los modelos cuantitativos soﬁsticados 
para el cálculo de probabilidades de fallido y exposiciones al fallido. En este momento de 
cambios, el orden de prioridades es distinto y de nuevo tiene más sentido investigar sobre el 
fracaso empresarial: cómo detectarlo, para poder anticiparlo, y, en su caso, poner las medidas 
correctoras necesarias para evitar o minimizar sus efectos.
El cambio de normativa contable que se ha producido recientemente en España se enmarca en 
la adopción de las normas internacionales de contabilidad por parte de la Unión Europea, lo 
cual se suma a la creciente utilización de este grupo de normas por países de todo el mundo. 
Las normas internacionales de contabilidad se están convirtiendo en un potente instrumento de 
armonización internacional1, con las ventajas que ello supone a efectos de la comparabilidad 
de la información. Un marco común de normas contables para empresas cotizadas posibilita la 
extensión de las muestras a zonas geográﬁcas amplias, permitiendo no sólo la comparación de 
empresas de varios países; y los estudios de veriﬁcación de diferencias entre países detectadas 
cuando las variables contables no eran homogéneas2; sino también los estudios por sectores y 
otro tipo de grupos de empresas, que no podían hacerse por países por el reducido número de 
empresas en ese sector o grupo concreto. 
En el caso del riesgo de crédito, y concretamente del fracaso empresarial, el cambio de 
normas puede modiﬁcar la importancia de las variables contables dentro de los modelos, lo 
que requeriría como mínimo una serie de trabajos empíricos que validen o modiﬁquen las 
referencias anteriores. Pero la convergencia internacional de la normativa tiene un efecto aún 
más relevante. La posibilidad de realizar estudios para zonas supranacionales con normas 
contables homogéneas proporciona a los investigadores mejores condiciones para el análisis 
especíﬁco de sectores y subsectores concretos: entidades de depósito, empresas eléctricas, 
grandes superﬁcies comerciales, empresas constructoras, etc. cuya población en muchos 
países no tiene el tamaño crítico suﬁciente para aplicar las metodologías cuantitativas y que 
los resultados sean estadísticamente signiﬁcativos.
1 En la cumbre de Londres del G-20 celebrada en abril de 2009, se aprobó el apartado núm. 15 que solicita a los 
encargados de establecer normas contables que colaboren urgentemente con supervisores y reguladores para mejorar 
los criterios de valoración y provisión, y alcanzar un conjunto de normas contables mundiales de alta calidad.
2 La línea de investigación contable sobre diferencias internacionales en las normas y en la aplicación de las mis-
mas se ocupará de determinar si las normas internacionales comunes se aplican de formas distintas por áreas de 
inﬂuencia. Pero sin duda habrá un mayor grado de armonización.
1
10 M. T. Tascón y F. J. Castaño
En nuestra opinión, las razones antedichas van a dar lugar en los próximos años a una nueva 
etapa de trabajos sobre fracaso empresarial. Para afrontarla, parece necesario delimitar 
primero el estado de la cuestión. Aunque existen excelentes trabajos previos de revisión, tales 
como Zavgren (1983), Jones (1987), Keasey y Watson (1991), Altman (1993), Balcaen y Ooghe 
(2006), Ravi Kumar y Ravi (2007), y Bellovary et al. (2007), los cuatro primeros resultan 
parciales por no recoger las últimas dos (o incluso tres) décadas de evidencia, mientras que 
los tres últimos se ocupan de parcelas concretas de esa evidencia previa. Pretendemos que 
nuestro trabajo complemente los anteriores en varios aspectos que se señalan a continuación.
El primer objetivo de este trabajo es analizar la evolución en el tiempo de los estudios sobre 
fracaso empresarial. Para ello, partimos de la revisión crítica de la literatura que hacen los 
autores anteriormente citados, para poner de maniﬁesto los puntos fuertes y débiles de los 
modelos planteados. En este sentido, nuestra aportación consiste en la revisión de evidencia 
empírica adicional, con especial atención a la obtenida durante la última década. Nuestro 
segundo objetivo es subsanar algunas deﬁciencias detectadas en las revisiones anteriores. Así, 
nos ocupamos de tres aspectos, que pueden considerarse la principal aportación de este trabajo: 
primero, analizamos la evolución en las últimas décadas del concepto de fracaso empresarial 
o fallido; segundo, analizamos las variables empleadas en los modelos, lo que implica el 
cuestionamiento de su relación con una teoría cada vez más positiva y menos normativa del 
fracaso empresarial y, ﬁnalmente, prestamos especial atención a las metodologías que por su 
reciente aparición no habían sido analizadas o muy poco por revisiones anteriores, tales como 
las técnicas integradas dentro de la inteligencia artiﬁcial y el análisis envolvente de datos 
(DEA). Nuestro tercer objetivo es integrar en la revisión el numeroso grupo de trabajos empíricos 
publicados en España sobre la cuestión, y que no aparecen en ninguna de las revisiones citadas.
Una cuestión subyacente en este trabajo es la ausencia de una teoría ﬁrme sobre el fracaso 
empresarial. A pesar del profuso número de trabajos empíricos y teóricos sobre la cuestión, 
y de la creciente soﬁsticación de los métodos de medición, no se ha conseguido desarrollar 
el mapa conceptual de relaciones explicativas entre el comportamiento económico de las 
empresas, medido con variables internas, fundamentalmente contables, el efecto de los 
factores externos, tanto sectoriales como macroeconómicos, medidos todos ellos a través de 
las variables disponibles, y la quiebra efectiva o la posibilidad de quiebra de esas empresas. 
Nuestra intención al hacer el análisis de evolución en el tiempo del concepto de fracaso, 
y de su traducción en modelos y variables, es integrar los pasos que se han dado para la 
construcción de esa teoría. Si, pese a los cambios de escenario, en el tiempo y en el espacio, 
se pueden detectar elementos comunes y regularidades sobre qué origina, cómo y cuándo el 
fracaso, es posible situar algunos elementos en la base del mapa conceptual.
Como resultado del análisis, queda patente un elevado grado de dispersión en los tres 
apartados en los que se ha dividido nuestro objetivo de estudio, concepto de fracaso, variables 
y metodologías. Detectamos una cierta convergencia en las variables con poder explicativo, 
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en línea con trabajos anteriores: los ratios sobre rentabilidad seguidos de los ratios de 
endeudamiento. En el caso de las metodologías, se percibe una evolución dentro de cada una, 
pero no se puede hablar de abandono de unas a favor de otras, porque las metodologías que 
han ido apareciendo compensan carencias de las anteriores pero aportan nuevos problemas. 
Además, identiﬁcamos dos carencias comunes a todos los trabajos: por un lado, la utilización 
de un resultado dicotómico: empresa fallida, empresa no fallida; y por otro lado, la escasa 
consideración de factores ajenos a la propia empresa.
El trabajo se organiza como sigue. Tras la introducción, se hace un recorrido por los trabajos 
sobre fracaso empresarial, que nos permite revisar el concepto de fracaso empresarial, la teoría 
subyacente al planteamiento de los modelos y las variables con mayor poder explicativo según 
la evidencia encontrada en los trabajos analizados. El tercer apartado se ocupa de la evolución 
y comparación de las metodologías. Finalmente, se destacan las principales conclusiones del 
trabajo, junto con las limitaciones.
FRACASO EMPRESARIAL, MODELOS Y VARIABLES EXPLICATIVAS
El concepto de fracaso, el planteamiento del modelo y las variables explicativas son elementos 
clave en la teoría sobre el fracaso empresarial. En los siguientes apartados tratamos de 
identiﬁcar los avances de la literatura previa en estos tres aspectos y las causas por las que no 
se ha conseguido construir un marco conceptual sobre la cuestión.
2.1. De la teoría a la evidencia empírica: el concepto de fracaso y el planteamiento 
de modelos
La deﬁnición de empresa fracasada y empresa sana determina a qué empresas se puede aplicar 
un modelo y qué papel pueden desempeñar en él. Haciendo una revisión de las distintas 
acepciones que los autores plantean para el fracaso empresarial, la quiebra o la empresa 
fallida, vemos idéntica diversidad en los trabajos españoles y extranjeros. En un trabajo 
reciente, Graveline y Kokalari (2008) mencionan tres grupos de conceptos: dejar de pagar 
una deuda; reunir las condiciones previstas en la normativa vigente sobre quiebra; o tener una 
situación patrimonial precursora del fracaso futuro; si bien ellos se inclinan por cualquiera de 
los dos primeros.
Como ejemplo del primer grupo podemos citar a Beaver (1966), Marais et al. (1984), Gabás 
(1990), García, Arqués y Calvo-Flores, (1995) o Westgaard y Wijst (2001), que deﬁnen el 
fracaso como la incapacidad de atender obligaciones ﬁnancieras a su vencimiento.
En el segundo grupo se puede clasiﬁcar a Deakin (1972), que considera fracaso empresarial a 
las empresas en quiebra, suspensión de pagos o concurso de acreedores, al igual que hacen en 
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España Lizarraga (1997), Ferrando y Blanco (1998), López et al. (1998), Román et al. (2001), 
Gómez et al. (2008). Zmijewski (1984) toma solo aquellas que presentan quiebra; Tafﬂer (1982) 
entiende la liquidación voluntaria, por orden legal o con intervención estatal como fracaso. 
Enlazando con este último, podemos incluir en este apartado el cese de actividad genérico que 
recogen Becchetti y Sierra (2003). Los autores que han estudiado el sector bancario estiman 
el fracaso por la intervención o no del Fondo de Garantía de Depósitos (Laffarga et al., 1985 y 
Pina, 1989). De forma similar, para el sector asegurador, el trabajo de Mora (1994b) considera 
una compañía fracasada por la intervención o no de la Comisión Liquidadora de Entidades 
Aseguradoras.
Un buen representante del tercer grupo sería Altman (1981), que deﬁne el fracaso como 
insolvencia técnica o en el sentido de capital consistente en falta de liquidez; un grupo de 
autores se reﬁere al mantenimiento de pérdidas continuadas (Gilbert et al., 1990; Hill et 
al., 1996); Gazengel y Thomas (1992) consideran empresa fracasada aquella que genera 
cíclicamente más carga ﬁnanciera que ingresos; y más recientemente Davydenko (2007) 
plantea que cuando la situación patrimonial reﬂeja un valor reducido en los activos o una 
escasez de tesorería se puede desencadenar el fracaso empresarial. Rubio (2008) y Correa et 
al. (2003) hablan de entidad fracasada cuando esta incurre en quiebra técnica, entendiendo 
como tal el patrimonio neto contable negativo.
En conjunto, se aprecia que en unos casos el fracaso es deﬁnitivo, mientras que en otros es 
temporal u ocasional, o bien solo relativo3. Pero ¿es muy diferente una empresa declarada en 
quiebra de una no declarada como tal que se encuentra en serias diﬁcultades? Aunque Keasey 
y Watson (1991) aﬁrman que la mayoría de los modelos predictivos consideran fracasada a la 
empresa en liquidación o quiebra, algunos trabajos empíricos demuestran estar usando esta 
deﬁnición de forma bastante más ﬂexible, porque si bien seleccionan empresas fracasadas 
que cumplan esa condición para una parte de su muestra, evitan la selección de empresas 
en diﬁcultades4 para la parte de la muestra que debe contener empresas saludables y para la 
muestra de comprobación (Shrieves y Stevens, 1979; Tafﬂer, 1982). Precisamente, para saber 
si un modelo es útil cuando se trata de distinguir empresas saludables de fracasadas, debería 
aplicarse a empresas no claramente saludables ni claramente fracasadas, tal como señala 
Jones (1987). Pero cuando se ha aplicado esto en la práctica los modelos han resultado ser 
muy poco precisos en la identiﬁcación (Gilbert et al., 1990). 
Así, tomar como empresas fracasadas aquellas que han sido declaradas oﬁcialmente como 
tales tiene ventajas pero también inconvenientes. Las ventajas serían: poder identiﬁcar de 
3 Abad et. al. (2004) denominan a estos niveles de fracaso: agujero negro, revés y crecimiento fracasado.
4 Por ejemplo, la gran precisión del modelo de Wilcox (1976) debe tomarse con cautela porque no usó muestra de 
comprobación y muchas empresas tenían probabilidades de quiebra que estaban en los extremos de la distribución, 
esto es, cerca de cero o cerca del 100%. El modelo no parecía ser sensible al desempeño de la empresa fuera de 
los extremos.
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forma objetiva el fracaso (es irreversible y hay un registro de empresas en esta situación); y 
situarlo en el tiempo de forma precisa. Los inconvenientes serían: que no haya diferencias 
claras con el grupo de empresas no declaradas todavía fallidas, pero en proceso de llegar a 
serlo5; y la posibilidad de que las normas recojan distintos criterios6 en el tiempo, o distintos 
criterios por país, para el mismo tipo de situación de una empresa.
Mientras los dos primeros grupos de conceptos de fracaso hablan de la situación de la empresa 
a la fecha de estudio, el tercero, que aparece cronológicamente más tarde que los anteriores, 
trataría de detectar en la situación patrimonial actual el origen del futuro fracaso. Se percibe, 
pues, una evolución de los trabajos desde la identiﬁcación hacia la predicción del fracaso 
empresarial. Y esto es un cambio relevante desde el punto de vista teórico, que debe tenerse 
en cuenta en la aplicación de los modelos y en la interpretación de los resultados. 
En primer lugar, un modelo de identiﬁcación compara empresas fracasadas (y no fracasadas), 
las que sirven para calibrar el modelo, con empresas que reúnen las mismas condiciones, en 
la parte que las variables seleccionadas son capaces de captar. Cuanta mayor proporción de 
estas condiciones se reúna, más cerca estará la entidad analizada del fracaso. Mientras que un 
modelo de predicción no debería comparar las empresas que se quiere evaluar con las empresas 
fracasadas una vez concluido el proceso, sino con las fases anteriores de deterioro. Algunos 
trabajos7 han identiﬁcado la evolución de las variables en los años anteriores al fracaso, los 
problemas son: distinguir fases con diferentes denominaciones, que pueden estar fuertemente 
5 Que sean empresas en proceso de llegar a ser fallidas, no implica necesariamente que acaben siendo liquidadas 
o declaradas en quiebra. Cuanto más largo sea el proceso de deterioro más posibilidades hay de detectarlo y poner 
remedio, ya sea actuando sobre la parte operativa (cambios en el proceso productivo, restructuración de activos...), 
sobre la parte ﬁnanciera (reﬁnanciación, ﬁnanciación adicional propia o ajena...) o entrando en procesos de con-
centración con empresas en mejor situación (como las fusiones). De hecho, tal como apuntan Keasey y Watson 
(1991), son precisamente las empresas que muestran señales de deterioro con suﬁciente antelación las que pueden 
beneﬁciarse de la aplicación de este tipo de modelos de predicción. Barniv et al. (1997) distinguen en su modelo 
empresas que tras la resolución del proceso de quiebra acaban siendo absorbidas, de otras que siguen funcionando 
como empresas independientes y de las que se liquidan.
6 Por ejemplo, de acuerdo con la normativa actual en España, una empresa puede solicitar voluntariamente la 
declaración de concurso de acreedores para beneﬁciarse de las ventajas que la normativa le ofrece para salir de 
una situación transitoria de diﬁcultades, o bien, para evitar las consecuencias negativas de no haberlo hecho, si 
posteriormente llega a quebrar y se la declara en quiebra culpable.
7 Shumway (2001) ataca los modelos estáticos atribuyéndoles estimaciones sesgadas, inconsistentes e ineﬁcientes, 
por lo que propone el uso de modelos de riesgo para periodos discretos. Balcaen y Ooghe (2006) analizan el proble-
ma de no considerar la dimensión temporal del fracaso, porque la falta de consistencia de las señales en el tiempo, 
unida a la aplicación mayoritaria de modelos estáticos, genera muchos errores de clasiﬁcación y predicción. Laitinen 
(1993) pone de maniﬁesto cómo los coeﬁcientes de los modelos van cambiando a medida que se toman las variables 
contables en periodos más alejados del fracaso. Jones y Hensher (2004) modelizan tres categorías diferentes de 
fracaso de la empresa (no fallidas, insolventes y en quiebra). Y en su trabajo de 2008 incorporan también empresas 
en diﬁcultades en proceso de fusión o toma de control. Beaver et al. (2005; 2009) utilizan una aproximación logística 
multiperiodo que, a diferencia de los modelos estáticos, considera el riesgo de quiebra en varios años, incluidos los 
años en los que la empresa quebrada aún no lo estaba. Labatut et al. (2009) incorporan el tiempo como una variable 
fundamental en la detección del fracaso empresarial, para lo cual modelizan, con probabilidades el comportamiento 
de un sistema de control aplicado a ratios contables.
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condicionadas por la normativa vigente; y que la velocidad de deterioro de las empresas no es 
homogénea, depende tanto de factores externos (restricciones al crédito, evolución negativa de 
la demanda, duración de los ciclos económicos...), como internos (problemas en la sucesión de 
la propiedad, en la dirección, conﬂictividad laboral...). Algunos autores creen que la deﬁnición 
de fracaso condicionará la elección de las variables (Balcaen y Ooghe, 2006), si bien otros 
encuentran una selección de variables similar en modelos formulados a partir de distintas 
deﬁniciones (Hayden, 2003).
Otra cuestión importante, relacionada con la deﬁnición de empresa fracasada y no fracasada, 
atañe a la selección de la muestra. La necesidad en muchos modelos de formar dos sub-
muestras, una de empresas fracasadas y otra de empresas sanas, plantea otro problema: que 
no se cumpla la teórica aleatoriedad de la muestra característica de un modelo estadístico. En 
la gran mayoría de trabajos empíricos sobre fracaso empresarial las muestras no son aleatorias. 
Esto se debe, en unos casos, a que el modelo se aplica emparejando cada empresa fallida con 
una no fallida, y suelen ser contemporáneas y similares en rasgos tales como el tamaño, el 
sector o la antigüedad (Altman, 1968; Blum, 1974; Ohlson, 1980; Zavgren, 1985; Tsukuda 
y Baba, 1994; Leshno y Spector, 1996; Piramuthu et al. 1998; Platt y Platt, 2002; Lee et al., 
2005). Otra causa habitual es la diferencia en la población de empresas fracasadas respecto a 
la de empresas sanas, lo que hace que la población menos frecuente quede sobrerrepresentada 
en el modelo (Zmijewski, 1984; Sueyoshi y Goto, 2009c). También se ha apuntado el sesgo 
de la muestra para dejar fuera a empresas que por su tamaño o juventud presentan datos 
incompletos (Tafﬂer, 1982). El hecho de no seleccionar una muestra de forma aleatoria 
presenta los siguientes inconvenientes (Palepu, 1986): se sobreestima la capacidad predictiva 
del modelo; difícilmente se puede generalizar el modelo al resto de la población; y puede 
diﬁcultar la interpretación económica de los resultados. En particular, si las muestras no son 
aleatorias en cuanto a características generales tales como el sector, el tamaño o la edad de 
la empresa, el modelo no será aplicable a las entidades infrarrepresentadas en la muestra 
(Balcaen y Ooghe, 2006).
En cuanto a la teoría que subyace a los modelos de fracaso empresarial, muy pocos autores 
que escriben sobre la cuestión, antes de proponer modelos, muestran su interés por identiﬁcar 
las causas y los síntomas de una empresa que fracasa. Para el planteamiento de los modelos, 
la mayoría de los autores parece basarse en alguna variante del modelo de ﬂujos de efectivo 
de Beaver (1966) donde la empresa mantiene un remanente de efectivo como resultado de 
sus cobros y pagos por actividades operativas, y la empresa fracasa cuando ese remanente 
desaparece (Keasey y Watson, 1991). 
Argenti (1976) identiﬁca los defectos de las empresas que les llevan a cometer una serie 
de errores que desencadenan el fracaso. Estos defectos se producen por una mala gestión, 
deﬁciencias en el sistema contable, o una mala adaptación al cambio. En la segunda fase, los 
errores se producen por dejar aumentar en exceso el apalancamiento, seguir con negocios que 
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no generan beneﬁcios, o iniciar un gran negocio que una mala racha convierte en una gran 
carga. En la tercera fase aparecen los síntomas, siendo los más importantes los ﬁnancieros 
(deterioro de liquidez, aumento de apalancamiento, reducción de ventas sobre activos, 
reducción de tesorería sobre deuda, reducción de la cotización sobre beneﬁcios, etc.), pero 
también el empleo de contabilidad creativa para ocultar la realidad, señales no ﬁnancieras 
sobre el empeoramiento de la calidad, del mantenimiento de las instalaciones o de retrasos 
en el suministro de los proveedores. Otras causas apuntan a la mala suerte, el fraude o las 
restricciones impuestas desde diversos organismos públicos o privados, (sindicatos, gobierno, 
grupos de protesta...). Otro hallazgo importante de Argenti (1976) es que hay tres clases bien 
distintas de empresas que fracasan: las que nunca llegan a despegar después de su creación; 
las individuales que crecen demasiado y resultan inabarcables para su creador; y las empresas 
maduras que, sin una buena estructura de gestión, acaban quebrando tras varios años de 
deterioro gradual. Para estos tipos distintos de empresas los síntomas aparecen en diferente 
orden y el proceso de deterioro tiene una duración muy diferente. 
Keasey y Watson (1991) se apoyan en el trabajo de Argenti (1976) y sostienen que la quiebra 
de una empresa depende no solo de sus deudas, sino también de los intereses económicos 
y el poder de sus partícipes (stakeholders), así como de la capacidad de los gestores para 
superar las diﬁcultades para hacer frente a las deudas y para actuar con independencia de los 
intereses de los partícipes.
Wilcox (1971) se muestra crítico con autores como Beaver o Altman por su falta de marco 
conceptual. Su intención es desarrollar un modelo teórico para explicar mejor los resultados 
de Beaver y para generar hipótesis que llevaran a predictores de fallido potencialmente 
mejores. Para ello, adapta el clásico problema de la ruina del jugador ﬁjándose en el valor de 
liquidación neto y los factores que causan su ﬂuctuación. El primero es simplemente un nivel 
de dinero determinado por la entrada de liquidez y la tasa de salida. Asumiendo un “proceso 
estable”, Wilcox postula que la probabilidad de que el valor de liquidación neto se reduzca 
a cero (interpretado como quiebra o fallido deﬁnitivo) es una función de tres elementos: el 
valor de liquidación neto actual o riqueza actual, la media ajustada del ﬂujo de efectivo, y la 
variabilidad del ﬂujo de efectivo ajustado, medido por su varianza. El propio autor reconoce que 
el modelo es una gran simpliﬁcación, y sus desalentadores resultados empíricos le muestran 
el escaso signiﬁcado de su probabilidad de fallido. Más tarde Wilcox (1976) abandona la 
estructura de la forma funcional y construye un modelo de predicción basado en las variables 
que sugería su primer modelo.
En cambio, la inmensa mayoría de autores parecen compartir la opinión de Altman, que 
desde sus primeros trabajos (en los años 60) admite que quizá hay diferentes causas para el 
fallido, pero que identiﬁcar las vinculaciones causales puede no ser muy útil para prevenir o 
predecir el fracaso. En esta línea, Scott (1981), tras un análisis comparativo de los modelos 
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empíricos propuestos hasta ese momento, concluye que aunque los modelos no se basan en 
teoría explícita, su éxito sugiere la existencia de una regularidad subyacente fuerte.
Y es en la búsqueda de esa regularidad subyacente donde los modelos estadísticos desempeñan 
su papel. Mediante una agregación estadística se resume la información contenida en los 
estados ﬁnancieros de la empresa para determinar si el perﬁl ﬁnanciero de la empresa se 
asemeja más a los perﬁles ﬁnancieros de las empresas que previamente han resultado fallidas 
o han estado en diﬁcultades, o bien, a las que no han resultado fallidas ni han estado en 
diﬁcultades. Por tanto, los modelos estadísticos no constituyen una teoría explicativa del 
fracaso, sino herramientas descriptivas para el reconocimiento de pautas, tal como señalan 
Keasey y Watson (1991).
Los escasos intentos de formular modelos desde el razonamiento económico se han encontrado 
con resultados desalentadores en la fase de contraste empírico, a causa de diversos 
inconvenientes para la generalización: hay distintos tipos de fracaso empresarial, con diferente 
velocidad de deterioro y con síntomas distintos; no hay una forma genérica buena de distinguir 
empresas fracasadas de empresas no fracasadas, salvo quizá en los extremos; las variables 
accesibles para el investigador reﬂejan fundamentalmente la situación económica y ﬁnanciera 
de las empresas, pero difícilmente consiguen captar las características y el desempeño de 
los propietarios y gestores, que tanto tienen que ver con la forma de afrontar las crisis y 
la posibilidad de salir de ellas. Finalmente, para el planteamiento de los modelos es muy 
importante la ﬁnalidad que se les vaya a dar, a qué empresas se van a aplicar y con qué costes, 
lo cual depende subjetivamente del analista. 
De manera que la incapacidad del marco conceptual (o la ausencia de este, en opinión de otros 
autores) para identiﬁcar variables, ya sea con carácter general, para cualquier tipo de fracaso, 
o con carácter especíﬁco, para clases de empresas o de situaciones económicas concretas, ha 
llevado a los autores a sustituir la teoría, sobre qué variables debe contener un modelo, por la 
regularidad estadística de las variables explicativas para el grupo especíﬁco objeto de análisis 
en el periodo de estudio y con los condicionantes que el analista incorpore. Si bien, el punto 
de partida para seleccionar las variables es una especie de fondo común de variables elegibles 
que, en unos casos, respetan el razonamiento económico y, en otros, el respaldo empírico de 
trabajos anteriores que, a su vez, se apoyan en el razonamiento económico o en resultados de 
trabajos anteriores.
2.2. Variables explicativas
Como quedaba de maniﬁesto en el apartado anterior, la ausencia de un modelo teórico formal 
de las relaciones entre el fracaso de la empresa, los factores económico-ﬁnancieros internos 
o externos a la empresa, los intereses económicos de los distintos agentes relacionados y las 
formas de actuar de los gestores, ha sido la causa de que las variables que se incluyen en 
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los modelos se seleccionen cada vez menos a partir del razonamiento económico y cada vez 
más a partir de la experiencia empírica previa en trabajos sobre la cuestión y a partir del uso 
de procedimientos estadísticos que seleccionen las variables más explicativas de entre una 
amplia variedad inicial (Scott, 1981). Esta es la norma actual en trabajos de acumulación de 
evidencia mediante el uso de una metodología previamente desarrollada y aplicada al fracaso 
empresarial.
En cambio, los trabajos que proponen nuevas metodologías, o innovaciones relevantes en 
alguna metodología ya empleada, tienden a seleccionar las mismas variables que se usan 
en los trabajos empíricos con los que quieren comparar el desempeño de su modelo. En la 
Tabla 1, se ofrecen varios ejemplos de criterios utilizados en la selección de ratios ﬁnancieros, 
principal grupo de variables que se utilizan en el contraste de modelos de fracaso empresarial.
TABLA 1. EJEMPLOS DE CRITERIOS DECLARADOS PARA 
LA SELECCIÓN DE RATIOS FINANCIEROS
Criterio de selección de ratios Autores
- Popularidad en la literatura.
- Funcionamiento en estudios previos.
- Relación del ratio con el concepto de cash ﬂow.
Beaver (1966)
- Ratios del estudio de Beaver (1966). Deakin (1972)
- Marco general para selección de variables, basado en el modelo 
de cash ﬂow.
Blum (1974)
- Parte de ratios usados por Deakin (1972).
- Análisis de componentes principales.
Libby (1975)
-  Entre los cinco grandes bloques de información ﬁnanciera 
(beneﬁcio, cash ﬂow, activo, pasivo patrimonio neto y fondo de 
maniobra), selecciona variables contables independientes y 
escoge los ratios formados con ellas.
-  Toma otras variables que la evidencia previa encuentra 
signiﬁcativos.
Lincoln (1984)
-  Empleo frecuente en el análisis ﬁnanciero.
-  Ratios computables según datos. 
-  Criterio de investigadores y grado de signiﬁcación estadística (test F).
Laffarga, Martín y Vázquez (1985, 
1986a, 1986b, 1991)
Juicio investigadores Laffarga, Martín y Vázquez (1987)
-  Los más comúnmente utilizados.
-  Emplea un modelo general de regresión y desecha los datos con 
un valor t2 poco signiﬁcativo.
Pina Martínez (1989)
Índices contables frecuentes. 
Rodríguez Fernández (1986; 1987, 
1989a , 1989b)
Ratios contables diversos y año de fundación. Martínez, Navarro y Sanz (1989)
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Criterio de selección de ratios Autores
Ratios utilizados por Pina (1989), previa comprobación de su poder 
discriminatorio. 
Serrano Cinca (1994, 1997); 
Serrano y Martín (1993); Mar 
Molinero y Serrano Cinca (2001); 
Fernández y Olmeda (1995); 
Serrano Cinca y Martín del Brío 
(1993); Bonsón, Escobar y Martín 
(1997a; 1997b); De Andrés 
Sánchez (2005)
Ratios utilizados en literatura previa.
Selección a partir de los criterios CAMEL (Capital, Asset, 
Management, Equity and Liquidity), muy utilizado en la banca en 
USA. 
Tam (1991); Tam y Kiang (1992); 
Swicegood y Clark (2001)
Ratios efectivos para la predicción en literatura previa.
Aplicación de contrastes de signiﬁcación estadística y análisis 
cluster.
Tsukuda y Baba (1994)
Variables utilizadas en Altman (1968).
Serrano-Cinca (1996); Zhang et al 
(1999); Lee et al. (2005)
Ratios utilizados por Ohlson (1980). Barniv et al. (1997)
Diversidad de ratios utilizados en la literatura y en estudios 
teóricos.
López González y Flórez López 
(2000)
Variables que captan la fortaleza de una empresa y apoyan la 
evidencia previa.
Cielen et al. (2004)
Beaver, McNichols y Rhie (2005); 
Gómez, De la Torre y Román (2008)
Ratios utilizados en Beaver, McNichols y Rhie (2005). Beaver, Correia y McNichols (2009)
Cuando se seleccionan las variables estadísticamente, el inconveniente apuntado por varios 
autores (Edmister, 1972; Keasey y Watson, 1991; Zavgren, 1983) es que los resultados no se 
puedan extrapolar a otras muestras de la población. Por otro lado, una selección estadística 
de variables puede incluir factores interrelacionados, generando problemas de correlación 
que explicarían por qué en algunos modelos los signos de una parte de las variables sean 
contrarios al razonamiento económico (Balcaen y Ooghe, 2006). También puede ocurrir que 
queden fuera del modelo factores que a priori parecerían relevantes, tales como liquidez, 
endeudamiento, rentabilidad o actividad (Dambolena y Khoury, 1980).
Para analizar las variables relevantes en los estudios sobre fracaso empresarial y los principales 
factores económicos que subyacen a tales variables, hemos seleccionado una muestra de 40 
trabajos empíricos que abarcan desde 1966 hasta 2009 y utilizan una amplia variedad de las 
metodologías mencionadas en esta revisión. Las variables que se consideran signiﬁcativas 
para incluir en los modelos se recogen en la Tabla 5 (en un Anexo al ﬁnal del trabajo, por su 
gran extensión). En ella, las variables pueden buscarse por orden alfabético y los autores por 
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orden cronológico. La última columna representa el número de trabajos de la muestra que 
considera explicativa cada variable, y la última ﬁla indica el número de variables consideradas 
explicativas en cada uno de los trabajos analizados. Ambas líneas de totales presentan gran 
dispersión: los trabajos por variables varían entre 1 y 18; en tanto que las variables por trabajo 
varían entre 1 y 34. La Tabla 2 muestra los 8 ratios que se repiten con mayor frecuencia en 
la muestra de trabajos seleccionada. Revisiones similares sobre frecuencia de ratios se han 
hecho en Dimitras el al. (1996), en Daubie y Meskens (2002) y en Bellovary et al. (2007). 
Los ratios más frecuentes para Dimitras et al. (1996) son: fondo de maniobra/activo total, 
deuda total/activo total, activo circulante/pasivo circulante, BAIT/activo total y beneﬁcio 
neto/activo total. Daubie y Meskens (2002) obtienen similares resultados en diferente orden: 
activo circulante/pasivo circulante, fondo de maniobra/activo total, BAIT/activo total, activos 
líquidos/pasivo circulante y beneﬁcio neto/activo total. Por su parte, Bellovary et al. (2007) 
obtiene que los cinco más frecuentes son: beneﬁcio neto/activo total, activo circulante/pasivo 
circulante, fondo de maniobra/activo total, beneﬁcio retenido/activo total y BAIT/activo total. 
Si comparamos nuestros ratios más frecuentes con los identiﬁcados en estos dos trabajos, 
vemos que entre nuestros 5 primeros ratios cuatro son los mismos (y en el mismo orden) que 
en Dimitras et al.; y tres coinciden con Daubie y Meskens (también en el mismo orden) y 
otros tres con Bellovary et al. Tres ratios aparecen en común en todos los estudios, dos de 
rentabilidad económica y uno de equilibrio económico-ﬁnanciero. Aunque los otros ratios que 
aparecen como más frecuentes a estos autores aparecen en nuestro estudio, las frecuencias 
encontradas son mucho menores. Sin duda, la muestra de trabajos empleada en cada caso está 
sesgando las frecuencias8. 
 TABLA 2. RATIOS MÁS FRECUENTES
Variables explicativas nº de trabajos
Deuda Total / Activo total 18
Activo circulante / Pasivo circulante 14
BAIT / Activo Total 14
Beneﬁcio Neto / Activo Total 14
Activo circulante / Activo Total 10
Beneﬁcios no distribuidos / Activo Total 7
Gastos ﬁnancieros / Pasivo exigible 7
Recursos generados / Pasivo exigible 7
8 Por ejemplo, el ratio activo circulante/activo ﬁjo que se sitúa en quinto lugar en nuestro estudio, y que ya aparecía 
en los trabajos pioneros de Beaver o Altman, es muy utilizado en trabajos publicados en España, que no se recogen 
en las otras dos revisiones.
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Pero las variadas alternativas para formular ratios que miden un mismo aspecto de la 
empresa (como liquidez, endeudamiento, rentabilidad, etc.) hacen que los resultados de la 
tabla comprensiva recogida en el anexo, e incluso los resumidos en la Tabla 2 sobre los ocho 
ratios más repetidos, resulten difíciles de interpretar. Por ello, hemos agrupado las variables 
en bloques homogéneos por su signiﬁcado económico y presentamos un resumen de los 
resultados en la Tabla 3. Así, podemos identiﬁcar qué aspectos de la empresa han resultado 
relevantes con mayor frecuencia en la muestra para la identiﬁcación o predicción del fracaso 
empresarial. En la Tabla 5 también se puede apreciar si los factores analizados han variado o 
no con el tiempo. 
TABLA 3. FACTORES ECONÓMICOS SUBYACENTES A LAS VARIABLES
Categorías de ratios Items % s/Total Ratios distintos
Rentabilidad 64 17,44 % 16
Endeudamiento 55 14,99 % 20
Equilibrio Económico-Financiero 42 11,44 % 12
Estructura Económica 38 10,35 % 15
Margen 35 9,54 % 16
Rotaciones 32 8,72 % 17
Otros ratios 76 20,71 % 37
Variables 25 6,81% 21
Totales 367 100% 154
La Tabla 3 muestra que el rasgo de la empresa más repetido en los estudios de fracaso 
seleccionados para la muestra es la rentabilidad (64 items) y que ese rasgo se ha medido con 
16 ratios diferentes. Consideramos ratios de rentabilidad aquellos que relacionan partidas 
de resultado con partidas de balance, ya sean económicas o ﬁnancieras. En segundo lugar se 
sitúan los ratios de endeudamiento, donde hemos recogido todos aquellos que relacionan dos 
masas patrimoniales de ﬁnanciación (al menos una de ellas de deuda). El tercer rasgo es el 
equilibrio económico-ﬁnanciero, donde incluimos ratios que relacionen masas de activo con 
masas de ﬁnanciación. El cuarto es la estructura económica, donde los ratios comparan dos 
masas patrimoniales del activo. El quinto es el margen, donde incluimos la relación entre 
partidas de resultados y otros componentes de la cuenta de pérdidas y ganancias. El sexto es 
la rotación donde se compara una partida de la cuenta de pérdidas y ganancias con una masa 
patrimonial del balance. Al ﬁnal de la tabla se puede ver que los estudios han utilizado otros 37 
ratios que no encajan en las categorías anteriores, y para los que cualquier grupo homogéneo 
alcanzaría mucha menor frecuencia que los cinco anteriores. También se han utilizado 21 
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variables sin forma de ratio. Como norma general, cada variable de estas solamente aparece 
en un trabajo. 
La primera conclusión es que los trabajos empíricos han combinado todos los ratios posibles 
que pudieran aportar información adicional sobre el buen o mal funcionamiento de la empresa. 
La segunda conclusión es que los factores que la teoría apunta como factores fundamentales, y 
que se pueden aproximar con datos contables, son los que subyacen a los ratios más utilizados: 
rentabilidad, endeudamiento y equilibrio económico-ﬁnanciero. Tanto en la Tabla 2 como 
en la recogida en el anexo (Tabla 5), se puede apreciar que la inmensa mayoría son ratios 
calculados a partir de información contable de la empresa que se quiere analizar; y casi 
todas son variables referidas a la empresa en cuestión. Utilizar datos contables tiene dos 
inconvenientes básicos: la inﬂuencia que sobre las variables ejercen las políticas contables 
de la empresa (problema más acusado con empresas pequeñas y medianas) (Balcaen y Ooghe, 
2006); y las diferencias en la normativa contable entre distintos países, o bien en el mismo 
país entre distintos periodos, cuando se ha producido un cambio de normas.
De forma complementaria a los ratios contables, y con escasa frecuencia, se han utilizado datos 
no procedentes de los estados ﬁnancieros, aunque parte de esa información se calcule a partir 
de los anteriores o proceda de los informes anuales de las empresas. Por ejemplo, Dambolena y 
Khouri (1980) incluyen medidas de estabilidad de los ratios, tales como la desviación típica, el 
error estándar de la media y el coeﬁciente de variación de la función discriminante, obteniendo 
una gran mejora9 en la clasiﬁcación de empresas fracasadas y no fracasadas. Barniv et al. 
(1997) incorporan la complejidad de la estructura de capital medida por el número de tipos 
principales de deuda. Algunas variables no ﬁnancieras con capacidad explicativa incremental 
han resultado ser, por ejemplo, la existencia de salvedades en el informe de auditoría (Peel y 
Peel, 1987) sobre todo si en empresas pequeñas varían de unos ejercicios a otros (Keasey y 
Watson, 1987), el retraso en la publicación de las cuentas (Ohlson, 1980; Whittred y Zimmer, 
1984; Peel et al., 1986; Peel y Peel, 1987; Keasey y Watson, 1988; Somoza, 2002), la diferencia 
de tiempo entre el ﬁnal del ejercicio y la fecha de publicación de los estados contables (Peel et 
al., 1986) o la existencia de incidencias de pago (Román et al. 2001). 
Otro grupo de trabajos incorpora información de mercado para complementar la información 
contable. Marais et al. (1984) encuentran que una serie de variables de mercado, tales 
como las cotizaciones de las acciones o las caliﬁcaciones crediticias de los bonos, incorpora 
tanta información sobre el fracaso como los ratios contables. Barniv et al. (1997) incluyen 
los resultados anormales acumulados, ponderados por el precio de mercado, de los 60 días 
anteriores a la declaración de quiebra. Atiya (2001) utiliza la tasa de cambio de los precios 
de mercado, el precio sobre el cash ﬂow y la volatilidad de los precios de mercado. Zavgren 
9 Según Keasey y Watson (1991) estos resultados deberían interpretarse con cautela, ya que la mejora podría deber-
se a que las medidas de estabilidad incorporan más años de información para su cálculo.
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(1988) y Hillegeist et al. (2004) argumentan que las variables de mercado contribuyen a los 
modelos mejorando la oportunidad de la información.
Otros estudios destacan la utilidad de incluir variables cualitativas ajenas a los informes 
anuales de las empresas. El trabajo pionero de Argenti (1976), si bien no puede considerarse 
un trabajo estrictamente empírico, propone incluir en los modelos de fracaso cuestiones como 
la estructura de gestión, la inadecuación del sistema de información contable o la manipulación 
de los estados ﬁnancieros publicados, todas ellas pertenecientes al ámbito interno, sobre el que 
la dirección puede inﬂuir. Stein y Ziegler (1984) comprueban el efecto de la gestión sobre el 
fracaso de empresas de tamaño mediano, usando variables tales como: el despido de empleados, 
el cambio de forma legal, algunos detalles de la producción y el perﬁl de los gestores, además 
de variables externas como las reducciones de la demanda y el aumento de la competencia. 
Keasey y Watson (1987) se basan en el modelo de Argenti y encuentran signiﬁcativo para 
pequeñas empresas incluir variables como el número de directivos o los cambios en las 
salvedades de los auditores, esta última para aproximar la posible “contabilidad creativa” 
de las empresas en diﬁcultades. Para McGahan y Porter (1997) y Rumelt (1997) los factores 
externos son los que mejor explican el fracaso empresarial, si bien la empresa puede ejercer 
escaso control sobre ellos. Entre estos factores estarían las variaciones de la estructura de la 
demanda, los cambios en los gustos de los consumidores, la rivalidad entre los competidores, 
tanto actuales como futuros, el declive de la demanda y la incertidumbre tecnológica. Barniv 
et al. (1997), tratando de identiﬁcar distintas formar de resolver la declaración de quiebra, 
incorporan factores como: el grado de competitividad, el comportamiento fraudulento, los 
cambios en la dirección, la concentración de la propiedad o la edad de la empresa. Becchetti y 
Sierra (2003), consideran conveniente incluir variables relacionadas tanto con la estrategia de 
la organización (la posición competitiva o el nivel de exportación) como con las características 
del sector (grado de concentración del mercado). Grunert et al. (2005) consideran factores 
como la edad, el tipo de negocio o el sector en combinación con los ratios ﬁnancieros. Madrid y 
García (2006) utilizan factores internos: la posición tecnológica débil, las escasas actividades 
de innovación y la calidad. En el caso de Japón (Xu y Zhang, 2009), la capacidad predictiva 
de los modelos mejora al incorporar la dependencia bancaria y la dependencia de los grupos 
de empresas (Keiretsu), dos variables que representan rasgos institucionales del país.
Altman (1983) y Mensah (1984) muestran que diferentes entornos macroeconómicos afectan 
a la precisión de los modelos de predicción del fracaso empresarial. Somoza (2001) incluye 
como variables independientes externas algunas macroeconómicas y sectoriales llegando a 
resultados decepcionantes, ya que las mismas no parecen incrementar la capacidad predictiva 
de los modelos obtenidos. Esas variables son: el tamaño de la empresa deﬂactado por el PIB, la 
variación de la producción sectorial y la ponderación de cada ratio por la media de la muestra. 
Jones y Hensher (2008) no encuentran signiﬁcativo ninguno de los factores macroeconómicos 
considerados para una muestra de empresas australianas (evolución del mercado bursátil, 
variación de tipos de interés y variación del producto interior bruto). El estudio de Jacobson 
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et al. (2008) con empresas suecas sí muestra que la información macroeconómica puede 
resultar útil para complementar la información de las empresas tanto cotizadas como no 
cotizadas. En tanto que para empresas del Reino Unido, la evidencia muestra un poder 
explicativo relativamente bajo en el trabajo de Liou y Smith (2006).
En síntesis, se utilizan una gran cantidad de variables, aunque las más frecuentes son ratios 
contables que aproximan unos pocos aspectos del desempeño de la empresa: rentabilidad, 
endeudamiento, equilibrio económico-ﬁnanciero y estructura económica. Destaca la escasa 
utilización de variables no contables, aunque los resultados apuntan en general a una mejora 
en la capacidad explicativa de los modelos cuando algunas de estas variables se incorporan. 
Por un lado, esta mejora puede deberse al hecho de que los gestores no puedan o no tengan 
interés en ajustar sus valores, como sucede con determinados ratios10. Por otra parte, se 
conﬁrma el razonamiento sobre las causas del fracaso, que (además de los factores económicos 
ﬁnancieros de la propia empresa) apunta a factores del entorno sectorial y macroeconómico, 
así como a factores internos relativos al desempeño del elemento humano de la empresa, 
fundamentalmente los gestores. Ninguno de estos elementos se reﬂeja directamente en los 
estados ﬁnancieros, sino que su efecto va apareciendo con el tiempo. Por ello, incluir variables 
no procedentes de los informes anuales que capten esos factores debería proporcionar una 
mejora en la oportunidad de la información recogida por el modelo. 
En cuanto a las variables macroeconómicas, destacamos su ausencia casi completa en los 
estudios analizados y que la evidencia encontrada varía por países, por lo que no resulta 
concluyente con carácter general. En nuestra opinión, para que las variables macroeconómicas 
puedan desempeñar su papel en los modelos de fracaso hay que tener en cuenta los ciclos 
económicos, lo cual requiere aplicar los modelos a series temporales amplias. En cambio, gran 
parte de los trabajos sobre fracaso no dispone de series temporales superiores a cinco años. 
Por otra parte, Keasey y Watson (1991) aconsejan diferenciar los modelos de identiﬁcación 
de los modelos de predicción, porque en estos últimos también sería necesario estimar los 
valores futuros (para el horizonte temporal de predicción) de las variables macroeconómicas 
que incluya el modelo.
Finalmente, en este apartado dedicado a las variables, hemos de señalar que para modelos 
de predicción no solo las variables macroeconómicas plantean problemas, todas las variables 
independientes deberían mantener una relación estable entre ellas y con la variable 
dependiente (Edmister, 1972; Zavgren, 1983; Mensah, 1984; Jones, 1987), especialmente 
si los modelos se aplican a un pool de datos (Zmijewski, 1984). Pero el entorno económico 
no permite que esas condiciones de estabilidad y no estacionariedad se cumplan. Los ciclos 
10 En referencia al efecto que la propia información contable puede tener sobre la capacidad predictiva de los mo-
delos, Beaver et al. (2009) miden las diferencias en los atributos de la información ﬁnanciera y Abad et al. (2004) 
la calidad de la información contable, encontrándose, en ambos casos, un efecto signiﬁcativo sobre los resultados 
empíricos.
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económico-ﬁnancieros que vienen acompañados de cambios en la inﬂación, la demanda 
y los tipos de interés, cambios en la competitividad o en la tecnología del sector y en la 
estrategia competitiva de la empresa contribuyen a esa falta de estabilidad (Balcaen y Ooghe, 
2006). Y el problema se agudiza precisamente en las empresas con diﬁcultades, próximas 
al fracaso (Dambolena y Khoury, 1980), lo que se traduciría en estimaciones de coeﬁcientes 
inconsistentes y en niveles de precisión bajos en los modelos (Platt et al., 1994).
Estas diﬁcultades para la generalización de las variables apoyan el establecimiento de modelos 
ad hoc para las condiciones que requiera el analista, de acuerdo con su población objeto de 
estudio. Si hay unas variables básicas en las que los investigadores convergen y que son las 
que el razonamiento económico aconseja, a partir de ahí se añadirán unas u otras variables, 
las que funcionen mejor en cada caso.
METODOLOGÍAS
Dado que varios trabajos de revisión bien conocidos (Zavgren, 1983; Jones, 1987; Altman, 
1993; Balcaen y Ooghe, 2006) y muchos de los trabajos empíricos han comparado las distintas 
metodologías, para identiﬁcar sus ventajas e inconvenientes, no vamos a hacer aquí un 
análisis exhaustivo de los fundamentos y la capacidad explicativa o predictiva de aquellas 
metodologías que consideramos ampliamente utilizadas y suﬁcientemente revisadas. En este 
apartado solamente recogemos las principales conclusiones de esos análisis, con indicación 
de algunas referencias donde el lector puede acudir para ampliar la información. En cambio, 
realizamos una revisión más profunda de dos metodologías de aparición reciente, que apenas 
se mencionaban o todavía no habían empezado a publicarse al realizarse muchos de los 
trabajos de revisión mencionados, nos referimos a los modelos de inteligencia artiﬁcial y a los 
que utilizan fronteras DEA.
El fracaso empresarial viene interesando a analistas e investigadores desde los inicios del 
siglo XX. 
La siguiente tabla recoge las fechas de publicación de trabajos de referencia que utilizan 
distintas metodologías sobre el fracaso empresarial.
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TABLA 4. TRABAJOS PIONEROS EN DISTINTAS METODOLOGÍAS
Fechas Metodologías
Años 30 del 
siglo XX
Modelos univariantes básicos
1966 Beaver. Análisis univariante. Análisis de la varianza y el test de clasiﬁcación dicotómica
1968 Altman. Análisis Discriminante Múltiple. Modelo Z-score
1977 Martin. Regresión logística. Logit y Probit
1984 Marais et al. Algoritmo de particiones recursivas o iterativas
1990 Bell et al. Inteligencia Artiﬁcial. Redes neuronales
1991 Mar Molinero y Ezzamel. Técnicas de Escalamiento Multidimensional
1996 Serrano-Cinca. Inteligencia Artiﬁcial: Mapas autoorganizativos
2002 Park y Han. Análisis multicriterio
2002 Shin y Lee. Inteligencia Artiﬁcial. Algoritmos genéticos
2004 Paradi et al. Análisis Envolvente de Datos (DEA)
3.1. Análisis univariante
Los investigadores parecen coincidir en un primer11 trabajo de referencia, ﬁable y contrastable, 
realizado con técnicas estadísticas por Beaver en 1966. Este primer trabajo utiliza como 
metodología un análisis univariante sobre seis categorías de ratios, calculando en primer lugar 
30 ratios y quedándose posteriormente con un ratio por cada categoría. Aplica los cálculos 
sobre una muestra de 158 empresas; la mitad fracasadas y la mitad sanas, para un periodo de 
cinco años, llegando a la conclusión de que el análisis de perﬁles diferencia los dos grupos de 
empresas (sanas y fracasadas), pero no permite medir dicha diferencia.
El análisis univariante, que ha de estar presente en la fase inicial de cualquier investigación, 
es excesivamente simple. Estas técnicas tratan de determinar la signiﬁcatividad de cada ratio 
para explicar el fracaso; y la posible predicción de los ratios más signiﬁcativos. Aunque el 
trabajo de Beaver (1966) indicaba claramente que su principal motivación no era predecir 
el fracaso, sino mostrar el potencial informativo de los datos contables. Las técnicas 
fundamentales de análisis univariante, según Mora (1994a), son el análisis de la varianza y 
el test de clasiﬁcación dicotómica. Su principal limitación es la restrictiva premisa de que 
existe una relación lineal entre todas las variables explicativas y la situación de fracaso de la 
empresa.
11 En Bellovary et al. (2007) se recoge un resumen histórico de los estudios sobre predicción de quiebras llevados 
a cabo entre 1930 y 1965.
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3.2.  Análisis discriminante
El siguiente trabajo de amplio reconocimiento sobre fracaso empresarial es el de Altman 
(1968). Su modelo Z-score formaliza el tipo de análisis más cualitativos de riesgo de fallido 
que estaban utilizando agencias de rating como Standard&Poor’s o Moody’s. Altman desarrolla 
una función discriminante resultado de la combinación de cinco ratios, siendo el más relevante 
resultado antes de intereses e impuestos / activo total. La aplicación de los coeﬁcientes hallados 
a las variables sugeridas le da a Altman una puntuación Z, a partir de la cual se diferencian 
las empresas sanas de las fracasadas. El punto de corte lo estableció el autor en Z=2,67. En 
este caso, la metodología utilizada para seleccionar los ratios y la ponderación adecuada es 
multivariante.
El análisis discriminante es una técnica cuyo objetivo es obtener una función que permita la 
clasiﬁcación de individuos, en clases deﬁnidas a priori, a partir de la puntuación obtenida 
con un conjunto de variables cuantitativas o cualitativas y de un nivel de corte. Variables 
que podían resultar insigniﬁcantes en un análisis univariante pueden aportar información 
signiﬁcativa en este tipo de modelos al combinarse con otras variables (Altman, 1968). No 
obstante, los coeﬁcientes no pueden interpretarse del modo que se hace en una regresión, por 
lo que algunos autores sostienen que dichos coeﬁcientes no permiten medir la importancia 
relativa de las variables para el fracaso de la empresa (Altman, 1968; Blum, 1974; Tafﬂer, 
1983; Zavgren, 1985; Balcaen y Ooghe, 2006). 
Las premisas para la aplicación del análisis discriminante, cuando las variables independientes 
son cuantitativas, especialmente en el caso inferencial, son las siguientes: 
1. Las variables independientes se distribuyen con normalidad multivariante. 
2. Homoscedasticidad: las matrices de varianzas-covarianzas son iguales para ambos 
grupos de empresas (fallidas-no fallidas). 
3. Los tamaños muestrales son representativos. 
4. Los dos grupos de empresas son discretos, identiﬁcables y no se solapan.
5. Las probabilidades de fallido y los costes de clasiﬁcar mal a las empresas tienen que 
estar especiﬁcados.
Si se cumplen las premisas, el modelo resulta óptimo en la precisión de las clasiﬁcaciones, 
por lo que el análisis previo de los datos es determinante. El requerimiento de la normalidad 
en la distribución ha puesto en duda la validez de algunos de los modelos que utilizaban esta 
técnica. Los resultados del estudio de Deakin (1976) y García Ayuso (1995) muestran que solo 
una parte de los ratios contables cumple la hipótesis de normalidad. En los trabajos que tratan 
de solventar esta limitación, ya sea transformando las variables o eliminando valores extremos, 
el modelo se distorsiona (Balcaen y Ooghe, 2006). Cuando las matrices de dispersión diﬁeren, 
los investigadores tienden a transformar los datos para aproximar los valores de dispersión 
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(Tafﬂer, 1982), en lugar de utilizar el modelo cuadrático, que permitiría resolver el problema 
usando los datos originales (Zavgren 1983), ya que el modelo cuadrático resulta complejo y 
solo en condiciones muy concretas consigue mejores resultados que el modelo lineal (Balcaen 
y Ooghe, 2006).
3.3. Regresión logística: logit y probit
En 1977 Martin aplica al estudio de esta cuestión la regresión logística con el ﬁn de evitar 
los inconvenientes metodológicos presentes en el análisis discriminante (especialmente la 
falta de normalidad de algunas variables). La regresión logística binaria o logit binario es un 
análisis de regresión en el que la variable independiente toma valores en el intervalo [1,0], 
e indica la probabilidad de pertenencia a un grupo, el de empresas sanas o el de empresas 
fracasadas. Puede interpretarse que los coeﬁcientes de las variables independientes miden la 
importancia relativa de los factores seleccionados para explicar la probabilidad de fallido que 
genera el modelo (Ohlson, 1980; Zavgren, 1985, Laitinen y Kankaanpää, 1999). 
La técnica de regresión logística cumple objetivos similares al análisis discriminante, pero con 
la ventaja de ser más ﬂexible, ya que permite trabajar con muestras no proporcionales (Hair 
et al., 1999). Sus premisas son menos estrictas: no requiere que las variables se distribuyan 
con normalidad multivariante ni que las matrices de dispersión sean iguales (Ohlson, 1980; 
Zavgren, 1983). Se mantienen, en cambio, algunas limitaciones en común con la metodología 
anterior. Así, se asume que la variable dependiente es dicotómica, siendo los dos grupos 
identiﬁcables, discretos y sin solapamiento, lo que es de difícil cumplimiento para la población 
en estudio, como se ha explicado en el apartado 2.1. Por otro lado, hay que tener en cuenta 
el coste de los errores de mala clasiﬁcación para establecer el punto de corte del modelo 
entre empresas sanas y fracasadas, pero estos costes tienen un elevado componente subjetivo. 
Balcaen y Ooghe (2006) señalan que los modelos de análisis logístico son muy sensibles a 
la multicolinearidad, a la existencia de valores extremos y a la falta de datos desaparecidos.
Jones y Hensher (2004; 2008) introducen el mixed logit12, en el que se incluyen una serie 
de parámetros adicionales para capturar la heterogeneidad de una empresa en el tiempo y 
respecto a otras empresas. Además de los parámetros ﬁjos, estos modelos estiman la desviación 
típica y la media de los parámetros aleatorios, así como la heterogeneidad de las medias. Así, 
la mejor información sobre el comportamiento de los datos de la muestra mejora la capacidad 
explicativa y predictiva respecto al análisis logístico clásico.
12 También recibe los nombres de logit de parámetros aleatorios (RPL), mixed multinomial logit (MMNL), logit 
híbrido o logit de componentes del error. 
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Los modelos probit utilizan una distribución normal acumulativa13 en lugar de una 
distribución logística, pero en todo lo demás los comentarios anteriores resultan aplicables. 
En la comparación que algunos autores hacen de modelos probit y logit frente al análisis 
discriminante, no hay resultados concluyentes (Lo, 1986; Laitinen y Kankaanpää, 1999), 
aunque Lennox (1999) sí obtiene mejores resultados con probit y logit, posiblemente por una 
mejor especiﬁcación de las variables.
Para evaluar el funcionamiento de los modelos de regresión logística, Altman et al. (2008) 
construyen curvas ROC (receiver operating characteristics), que representan la tasa de 
positivos verdaderos frente a falsos positivos como umbral de discriminación entre cambios de 
empresas fracasadas y no fracasadas. El área bajo la curva ROC es una medida de precisión 
en la predicción, donde el valor 1 representa un modelo perfecto. Tanto el Coeﬁciente de Gini 
como el estadístico Kolmorogov-Smirnov (K-S) normalmente utilizados por los analistas de 
scoring derivan de esta medida.
3.4. Inteligencia artiﬁcial
A partir de la década de los 90 del pasado siglo XX, se introduce en el estudio del fracaso 
empresarial la aplicación de técnicas de inteligencia artiﬁcial, sobre todo redes neuronales 
y técnicas de inducción de reglas y árboles de decisión. Un trabajo pionero en esta técnica 
es Bell et al. (1990). La inteligencia artiﬁcial aplicada al fracaso empresarial consiste en 
elaborar programas de ordenador capaces de generar conocimiento a través fundamentalmente 
del análisis de los ratios, utilizando posteriormente ese conocimiento para realizar inferencias 
sobre nuevos datos. Ravi Kumar y Ravi (2007) analizan de forma minuciosa los trabajos 
relacionados con el fracaso empresarial, que utilizan diversos métodos de inteligencia artiﬁcial, 
publicados desde 1990 hasta 2005. Estos autores diferencian varias técnicas: la teoría de los 
conjuntos borrosos, las redes neuronales, el aprendizaje máquina (que incluye los árboles de 
decisión y el razonamiento basado en casos), la teoría de los conjuntos aproximados (rough 
sets), las máquinas de vectores de apoyo, y la inteligencia computacional o agrupación de 
varias de estas técnicas de inteligencia artiﬁcial en un mismo sistema de decisión. La mayoría 
de los trabajos publicados en relación con el fracaso utilizan redes neuronales, aprendizaje 
máquina o conjuntos aproximados, por lo que vamos a centrarnos en estas técnicas. 
3.4.1. Redes neuronales
Se trata de un sistema de unidades de cálculo interconectadas, llamadas neuronas, dispuestas 
en niveles. Tres niveles de neuronas –de entrada, ocultas y de salida– permiten realizar unas u 
13 La forma de esta función hace que las probabilidades intermedias (entre 0,3 y 0,7, por ejemplo) sean más sensi-
bles al cambio de valor de las variables independientes que las probabilidades cercanas a los extremos (Laitinen y 
Kankaanpää. 1999).
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otras tareas según el número de neuronas y la arquitectura de las conexiones. Las arquitecturas 
más utilizadas son el perceptrón multicapa (MLP), la red de funciones de base radial (RBFN), 
la red neural probabilística (PNN) y el mapa de rasgos autoorganizativos (SOM). El grupo más 
amplio de trabajos utiliza redes neuronales de aprendizaje con retropropagación (BPNN) [Tam 
(1991); Tam y Kiang (1992); Fletcher y Goss (1993); Altman et al. (1994); Wilson y Sharda 
(1994); Tsukuda y Baba (1994); Leshno y Spector (1996); Barniv et al. (1997); Bell (1997); 
Piramuthu (1998); Zhang et al. (1999); Atiya (2001); Swicegood y Clark (2001); Lee et al.14 
(2005);] o bien, mapas de rasgos autoorganizativos (SOM) [Serrano-Cinca (1996); Kiviluoto 
(1998); Kaski et al. (2001); Lee et al. (2005)].
De acuerdo con Sarle (1994), las redes neuronales más utilizadas (perceptrón multicapa 
o BPNN) no son más que regresiones no lineales y modelos discriminantes que se pueden 
aplicar con programas estadísticos estándar. Se trata simplemente de modelos estadísticos 
no paramétricos. De hecho, el análisis discriminante logístico puede verse como un caso 
particular de red neuronal sencilla. En comparación con técnicas estadísticas tales como el 
análisis discriminante lineal, el análisis discriminante cuadrático, la regresión logística o 
el análisis probit, las redes neuronales se muestran signiﬁcativamente mejores15, tanto en la 
predicción como en la estimación de la tasa de clasiﬁcación (Zhang et al., 1999), especialmente 
cuando los datos disponibles son limitados (Fletcher y Gross, 1993). Esto no es sorprendente 
si tenemos en cuenta que el BPNN con función de activación logística se puede ver como 
un conjunto de regresiones logísticas ajustadas en paralelo, de manera que el método puede 
captar mejor las relaciones no lineales entre los datos (Ravi Kumar y Ravi, 2007). Las redes 
neuronales presentan la ventaja adicional de su robustez: no se asume ninguna distribución 
de probabilidad o iguales dispersiones para los grupos, las funciones input y output no están 
sujetas a restricciones salvo que sean continuas y diferenciables (Tam, 1991; Tam y Kiang, 
1992; Wilson y Sharda, 1994). Por otra parte, hay que destacar su capacidad de adaptación a 
cambios en la realidad que analizan: los nuevos ejemplos van ajustando el modelo, de manera 
que una proporción de la muestra anterior se mantiene en función de la estabilidad de la 
distribución y el nivel de ruido de dicha muestra (Tam, 1991; Tam y Kiang, 1992). Zhang 
et al. (1999) demuestran además que el modelo de redes neuronales que utilizan es robusto a 
cambios en la muestra. 
A cambio, presentan algunas limitaciones propias de este tipo de métodos. Al no haber un 
método formal para derivar la conﬁguración de la red a partir de una determinada tarea de 
clasiﬁcación, las neuronas ocultas pueden ser arbitrariamente numerosas (Tam, 1991; Tam y 
Kiang, 1992). Otro gran inconveniente que presenta este tipo de técnica es la gran cantidad 
de tiempo necesaria para el desarrollo de la aplicación (Altman et al., 1994; Piramuthu 
14 De acuerdo con Lee et al. (2005), las redes con retropropagación funcionan mejor cuando se puede usar un vector 
objetivo. En el caso de predicción de fracaso empresarial, el vector objetivo es “si la empresa ha fracasado o no”.
15 En algunos trabajos no se obtienen mejores resultados con redes neuronales que con los modelos lineales (Altman 
et al., 1994).
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et al.16, 1998; De Andrés, 2000), aunque se ha detectado que algunos modelos –como los 
que utilizan retropropagación– resultan más eﬁcientes computacionalmente (Tam, 1991; Tam 
y Kiang, 1992). En cuanto a la capacidad explicativa de los modelos, los coeﬁcientes de 
las variables resultan difíciles de interpretar (Altman et al. 1994), especialmente cuando el 
método incorpora un mecanismo para reducir la dimensión del espacio de variables (Tam 
y Kiang, 1992). Esto se debe a la falta de transparencia en el uso de las variables para las 
conexiones neuronales (Altman et al., 1994). Como en los métodos tratados antes, permiten 
una predicción (binaria) del fracaso pero no permiten calcular una probabilidad de fallido17 
(Atiya, 2001). La composición del grupo de empresas que sirven para entrenar al modelo es 
determinante en la precisión ﬁnal de las predicciones: parece que debería haber una muestra 
equitativa de empresas fracasadas y no fracasadas, aunque no coincida con la proporción de 
empresas de ambos tipos en la población (Wilson y Sharda, 1994). También se les ha criticado 
por su ausencia de fundamento teórico (Altman y Saunders, 1998).
Dentro de la categoría de las redes neuronales, los mapas autoorganizativos son un modelo de 
red neuronal no supervisado. Esta técnica, utilizada por Serrano-Cinca en 1996, facilita una 
visión gráﬁca intuitiva sobre la información relativa al riesgo de quiebra. De acuerdo con Kaski 
et al. (2001), sus ventajas son: que proporciona al analista una idea más precisa de la situación 
de la empresa; que permite identiﬁcar diferentes tipos de comportamientos o trayectorias de 
las empresas; y que permite determinar la dependencia entre los indicadores contables y la 
situación de quiebra18. Además de los inconvenientes propios de las redes neuronales, como 
el tratamiento de “caja negra” que se utiliza para el manejo de datos, los mapas de rasgos 
autoorganizativos presentan otras desventajas (Lee et al., 2005): menor precisión que las redes 
neuronales supervisadas (cuando existe vector objetivo); es necesario decidir el número de 
grupos que se va a incluir; e identiﬁcar las características del grupo para poder realizar la 
clasiﬁcación.
3.4.2. Algoritmo de particiones recursivas
En el grupo de aprendizaje máquina se encuentran los algoritmos de particiones recursivas, 
como los árboles de decisión (Marais et al., 1984; Frydman et al., 1985). El algoritmo de 
particiones recursivas o iterativas está basado en el desarrollo de un árbol de clasiﬁcaciones 
binarias (empresas sanas y fracasadas), que en cada nudo clasiﬁca en dos grupos mediante 
una función univariante, con un ratio como variable independiente (un mismo ratio puede 
usarse más de una vez en el proceso). Esta técnica no paramétrica genera unas reglas del tipo 
16 Piramuthu et al. (1998) consiguen reducciones en el tiempo de aprendizaje y mejoras en la precisión de la clasi-
ﬁcación usando metodología de construcción de rasgos.
17 En esta cuestión discrepan otros autores, que aﬁrman que las redes neuronales generan estimaciones de proba-
bilidades posteriores (Zhang et al., 1999).
18 Según Kaski et al. (2001), las dos últimas ventajas suponen un avance en el contraste empírico de algunas de las 
aportaciones teóricas de Argenti (1976).
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“si, entonces” binarias por producto, que se pueden utilizar como un sistema experto de aviso 
temprano. 
No está sujeta a algunas restricciones del análisis discriminante, como la normalidad de la 
distribución de probabilidad y la homoscedasticidad. Frydman et al. (1985) llegan a un nivel 
de clasiﬁcación correcta de empresas fracasadas y sanas superior al análisis discriminante. 
Aunque en comparación con las redes neuronales, que funcione mejor uno u otro modelo 
depende del conjunto de datos sobre el que se aplique. Uno de los inconvenientes que presenta 
esta técnica es que no permite establecer comparaciones entre empresas que estén en el 
mismo grupo porque todas tienen la misma clasiﬁcación. También parece ser más sensible a 
los costes y a la información previa que los modelos de análisis discriminante (Altman, 1993).
3.4.3. Técnicas de escalamiento multidimensional
Esta metodología fue utilizada por Mar Molinero y Ezzamel (1991) para la predicción del 
fracaso empresarial por presentar una interpretación intuitiva. Aunque los resultados de acierto 
en la clasiﬁcación de las empresas no diﬁeren de los métodos estadísticas tradicionales, su uso 
está justiﬁcado dado que no es necesaria la comprobación del modelo ni la transformación de 
los datos originales con el ﬁn de que cumplan determinadas propiedades. La representación 
gráﬁca que muestra debe tomarse como una herramienta donde se plasman las relaciones 
ﬁnancieras de las empresas sanas y fracasadas y la forma en que evolucionan en el tiempo.
3.4.4. Otros métodos de inteligencia artiﬁcial
Entre el amplio grupo de métodos que abarca la inteligencia artiﬁcial, también se han 
aplicado a los estudios sobre fracaso empresarial los conjuntos aproximados o los algoritmos 
genéticos (Ravi Kumar y Ravi, 2007). Los conjuntos aproximados (Slowinski y Zopounidis, 
1995; McKee, 2000) generan reglas del tipo “si, entonces” aplicadas a valores ordinales para 
realizar tareas de clasiﬁcación. Parecen funcionar mejor que la regresión logística, el análisis 
discriminante y los árboles de decisión, pero en general son poco precisos y resultan sensibles 
a cambios en los datos. Los algoritmos genéticos (Shin y Lee, 2002) se basan en el principio 
evolutivo, generando soluciones hacia valores óptimos, los cuales dependerán de la adecuada 
codiﬁcación de dichas soluciones. Las diﬁcultades que presenta esta metodología son las 
generales a todos los modelos de inteligencia artiﬁcial, no pudiendo mejorar la precisión de 
clasiﬁcación que consiguen otras técnicas. 
3.5. Análisis envolvente de datos (DEA)
Una línea de investigación reciente utiliza la metodología de fronteras DEA (análisis envolvente 
de datos) como una nueva herramienta para la evaluación de quiebra. El DEA es una técnica 
que compara la eﬁciencia de las unidades productivas a partir de los datos de sus inputs y sus 
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outputs. Troutt et al. (1996) plantean la utilización de DEA en análisis de riesgo de quiebra, 
pero sólo desde el punto de vista teórico. Según estos autores, la técnica puede utilizarse para 
desarrollar una frontera o límite de aceptación en la toma de decisiones basada en casos. Si 
se respetan las escasas premisas del modelo: monotonía condicional, convexidad del grupo 
aceptable, muestra representativa y selectividad no restringida, los casos que se sitúen sobre 
o por encima de la frontera serían aceptables. La gran ventaja del DEA es que resulta fácil y 
rápido de calcular, aparte de que no requiere una muestra de gran tamaño.
Paradi et al. (2004) usan un modelo DEA no radial mientras que Cielen et al. (2004) utilizan 
un modelo DEA radial (el modelo CCR) en comparación con análisis discriminante. Algunos 
problemas en la aplicación del DEA en estos trabajos iniciales sobre fracaso empresarial 
fueron: la existencia de datos negativos en las variables ﬁnancieras (el modelo CCR no 
admite variables negativas); el desequilibrio de las poblaciones de empresas fracasadas y no 
fracasadas; y el hecho de que el fracaso sea un proceso dinámico a lo largo del tiempo. Además, 
la tarea de separar las variables entre inputs y outputs puede verse como una tarea subjetiva 
y difícil (Sueyoshi y Goto, 2009c). Premachandra et al. (2009) usan un modelo no radial (el 
modelo aditivo) para comparar la efectividad de los modelos DEA y de las regresiones logit 
en la detección y predicción de quiebras. El modelo aditivo tiene la propiedad de invarianza 
de la traslación, por lo que permite el uso de datos negativos. Tratando de resolver las otras 
limitaciones del DEA en este ámbito, otros trabajos (Sueyoshi y Goto, 2009a; 2009b; y 2009c) 
combinan el modelo aditivo de DEA con análisis discriminante (DEA-DA), consiguiendo 
una mayor capacidad analítica. El DEA-DA supera el problema de desequilibrio de las 
poblaciones de los dos tipos de empresas, fracasadas y no fracasadas, porque permite controlar 
la importancia de los dos grupos. Kuo (2007) propone un modelo DEA de estratiﬁcación 
asimétrica, que elabora dos fronteras, una con las peores entre las empresas no quebradas y 
otra con las quebradas, y, a partir de ahí, elimina los diferentes estratos de solapamiento entre 
ambas fronteras para mejorar la precisión en la clasiﬁcación.
3.6. Otros modelos
Finalmente, algunos autores apuntan la conveniencia de combinar varias medidas para obtener 
una mayor precisión en el análisis del fracaso empresarial. Park y Han (2002) proponen una 
estructura de razonamiento analógico denominado análisis multicriterio o proceso de análisis 
jerárquico (AHP). Una debilidad importante de esta metodología es la sensibilidad de los 
modelos a la presencia de características irrelevantes en las variables y, además, no mejora 
los resultados de otros métodos. Canbas et al. (2005) componen un sistema de aviso temprano 
integrado (IEWS) aplicado a bancos, donde incluyen análisis discriminante, regresión 
logística, probit y análisis de componentes principales. Por su parte, Xu y Zhang (2009) 
incluyen el modelo Z-Score de Altman, el O-Score de Ohlson y la distancia al fallido basada 
en la teoría de opciones. Dentro del grupo de métodos de inteligencia artiﬁcial, la integración 
parece ser la forma de contrarrestar las deﬁciencias de los métodos individuales. Por ejemplo, 
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Serrano-Cinca (1996) integra análisis discriminante lineal con redes neuronales y mapas 
de rasgos autoorganizativos; Ahn et al. (2000) proponen un modelo híbrido que combina 
conjuntos aproximados y redes neuronales; y Min et al. (2006) construyen otro modelo híbrido 
con algoritmos genéticos y máquina de vector de apoyo. En todos los casos, el poder predictivo 
es mejor que el individual de cada uno de estos modelos. 
En la Tabla 6 (incluida en el Anexo por su extensión) se recogen por orden cronológico los 
autores de los trabajos, tanto extranjeros como españoles, que hemos revisado y la clase de 
metodología empleada en cada trabajo. Se puede apreciar que en España los primeros trabajos 
sobre fracaso empresarial aparecen a mediados de los años 80, con casi veinte años de retraso 
respecto al inicio de esta línea de investigación en el ámbito internacional. Los trabajos de 
Laffarga et al. (1985; 1987) pueden considerarse pioneros en nuestro país. El primero aplica 
ANOVA y análisis discriminante al sector bancario, mientras que el segundo incorpora la 
regresión logística. La utilización en Gabás (1990) del análisis de particiones recursivas, 
técnica que se había empezado a aplicar al fracaso empresarial en 1984, indica ya un notable 
recorte en el retraso. Y a partir de ese momento se puede decir que el retraso en la aplicación 
de los nuevos modelos desaparece, de manera que autores españoles como Mar Molinero 
(1991) o Serrano Cinca (1996) publican modelos innovadores en el ámbito internacional, y 
otros autores aplican modelos de inteligencia artiﬁcial de forma simultánea a su desarrollo en 
los países más avanzados en la investigación sobre la cuestión.
En conjunto, la evolución de las metodologías muestra una tendencia hacia la utilización de 
modelos con menos restricciones y hacia la mejora en las formas de medir la signiﬁcatividad 
de las variables. Sin embargo, cuando la evolución en los modelos conlleva una relajación en 
el rigor metodológico, se condiciona la validez del estudio porque pueden aparecer diversos 
problemas. Los más frecuentes son: la correlación entre variables, cuando algunos ratios 
empleados comparten numerador o denominador; y la heteroscedasticidad en los residuos de 
las regresiones, tal como señalan Correa et al. (2003) y Acosta y Fernández (2007).
Por último, en el apartado dedicado a los modelos, queremos señalar que la aplicación a 
muestras especíﬁcas, como sectores concretos o empresas en condiciones determinadas, 
homogéneas para toda la muestra (tamaño, ciclo de vida, etc.); junto con la todavía escasa 
incorporación de otras variables de naturaleza no ﬁnanciera, que se ha mencionado en el 
apartado anterior, han permitido el desarrollo de modelos de detección y predicción del fracaso 
empresarial más precisos.
Así, por ejemplo, se desarrollan modelos en varios sectores (Lincoln, 1984; Mensah, 1984; 
McGahan y Porter, 1997; Román et al., 2001) o en sectores concretos, como el de seguros 
(Rodríguez Acebes, 1990; López et al. 1994; Mora, 1994b; Lee y Urrutia, 1996), la banca 
(Laffarga et al., 1985; Rodríguez Fernández, 1986; Pina Martínez 1989; Bell et al., 1990; 
Whalen, 1991; Serrano y Martín, 1993; Wheelock y Wilson, 2000; Canbas et al., 2005), 
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el comercio minorista (Bhargava et al., 1998; McGurr y DeVaney, 1998), las empresas 
constructoras (Sueyoshi y Goto, 2009b) u otros (McDonald y Morris, 1984; Platt y Platt, 2002; 
Acosta y Fernández, 2007; Sueyoshi y Goto, 2009a).
Algunos trabajos se centran en grupos de empresas especíﬁcos, con algún tipo de característica 
homogénea. Por ejemplo, hay estudios para pymes (García et al. 1995; Ramírez, 1996; 
Lizarraga, 1997; Gallego et al. 1997; López et al., 1998; Correa et al., 2003; De la Torre 
et al., 2005; Rodríguez y Díaz, 2005; Madrid y García, 2006; Gómez et al. 2008; Altman y 
Sabato, 2005 y 2007; Altman et al., 2008) o sólo para empresas medianas (Lizarraga, 1997), o 
para zonas geográﬁcas menores (Gandía et al., 1995; Ferrando y Blanco, 1998; Crespo, 2000; 
Correa et al., 2003; Rubio Misas, 2008). Dewaelheyns y Van Hulle (2004; 2006) muestran que 
el poder predictivo de las variables explicativas es diferente para empresas que forman parte 
de un grupo frente a las individuales.
CONCLUSIONES
Tal como señalaba De Andrés (2000) constatamos que no existe una teoría aceptada 
académicamente del fracaso empresarial. Sobre el concepto de empresa fracasada, resulta 
más objetivo adoptar como tales a las empresas que han sido oﬁcialmente declaradas en 
situación de quiebra, suspensión, o similar, pero eso plantea el problema de que la declaración 
está sujeta a la normativa nacional correspondiente, y puede no implicar una distinción clara, 
en cuanto a características económico-ﬁnancieras o de otro tipo, respecto a empresas en 
diﬁcultades no declaradas oﬁcialmente. La consideración de situaciones diferentes de fracaso 
y de fases distintas del deterioro de las empresas se ha demostrado empíricamente que inﬂuye 
sobre los modelos, ya sea con ponderaciones distintas para las variables explicativas o incluso 
con inclusión de algunas variables explicativas distintas en los modelos.
Respecto a la teoría sobre el fracaso empresarial que subyace a los modelos, esta parece 
quedar asentada en los planteamientos y desarrollos iniciales de autores clásicos como 
Beaver o Argenti, que se basan en el razonamiento económico sobre el funcionamiento de 
las empresas y en el análisis de casos, más o menos formalizados, de empresas fracasadas. 
Pero esa teoría básica no es suﬁciente para concretar modelos y variables válidos con carácter 
general y universal. Las condiciones especíﬁcas de la normativa de cada país, como se ha 
mencionado antes, y las condiciones ajenas al mero funcionamiento económico-ﬁnanciero, 
también determinantes para el fracaso empresarial, impiden que la teoría general vaya más 
allá de esas grandes líneas maestras. Queda pendiente de resolver si los modelos son de 
detección o de predicción de empresas fracasadas, puesto que el concepto utilizado de fracaso 
y el modelo desarrollado no encajan con las intenciones de predecir que declaran muchos 
autores. 
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Siguiendo el razonamiento inductivo de Altman, es precisamente la evidencia empírica la 
que ha ratiﬁcado si las variables derivadas de los razonamientos de los autores mencionados 
siguen teniendo vigencia y son aplicables al análisis del fracaso de la población concreta de 
que se trate, situada en un periodo y en una zona geográﬁca determinados. En las dos últimas 
décadas, el avance de la línea de investigación se ha producido en las técnicas empíricas. 
Resulta patente que hay una evolución en las metodologías, han ido apareciendo nuevas formas 
y planteamientos para soslayar limitaciones que planteaban las metodologías anteriores, pero 
eso no ha implicado la desaparición de estas. Las razones son: que no se ha demostrado un 
poder predictivo mejor que fuese atribuible en exclusiva a la metodología; y que cualquiera 
de las metodologías que han ido apareciendo presenta sus propias limitaciones. El resultado 
es la coexistencia de las distintas metodologías y un desarrollo paralelo, debido a la mejora de 
herramientas de cálculo (nuevas pruebas y tests estadísticos, matemáticos o econométricos) 
y a la mejora de la información disponible (aumento del número de datos o de variables, 
información internacional más homogénea, etc.).
Como causa o consecuencia de esas grandes líneas maestras de la teoría sobre el fracaso 
empresarial, unas pocas variables parecen estar con gran frecuencia en los modelos: las más 
generales serían rentabilidad económica y equilibrio económico-ﬁnanciero. Pero, para evitar 
el problema de las innumerables especiﬁcaciones posibles de los ratios que aproximan un 
mismo rasgo de la empresa, nuestro estudio va más allá de la frecuencia de las variables, de 
manera que hemos identiﬁcado los rasgos de la empresa detrás de las variables explicativas. 
Así, para la muestra de trabajos empíricos analizados, hemos identiﬁcado los rasgos siguientes 
por orden de importancia (frecuencia): rentabilidad, endeudamiento y equilibrio económico-
ﬁnanciero, que aparecerían en todos los trabajos, incluso con más de un ratio por rasgo en 
algunos casos; seguidos de estructura económica, márgenes y rotaciones, que aparecen 
con una gran frecuencia, quedando cualquier otro grupo (identiﬁcativo de rasgo) a bastante 
distancia de los anteriores. Nótese que la mayor dispersión en la formulación del ratio de 
endeudamiento hace que no saliera en segundo lugar en el estudio de frecuencia de ratios 
individuales. 
Las aportaciones más recientes muestran que, cuando se añaden variables empresariales ajenas 
a los estados ﬁnancieros, o variables del entorno de la empresa (por ejemplo, sectoriales), es 
posible conseguir mejoras en la capacidad explicativa de los modelos, si bien los resultados 
varían notablemente de unos países a otros. En todo caso, el número de trabajos es aún 
escaso para que la evidencia resulte concluyente. Las variables macroeconómicas, también 
consideradas escasamente hasta ahora, han aportado evidencia contradictoria.
En cuanto a la tendencia a ajustar los modelos a grupos especíﬁcos de empresas con 
características homogéneas, por tamaño, situación geográﬁca, actividad económica, fase del 
ciclo de vida de la empresa, etc., esto solo puede hacerse cuando la información es suﬁciente 
para que la muestra tenga el tamaño crítico mínimo para aplicar la metodología correspondiente. 
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Por esta razón, salvo en países muy grandes y con información ampliamente disponible, 
como los Estados Unidos, es difícil hacer estudios por país, o zonas geográﬁcas inferiores. 
La alternativa es realizar estudios internacionales para aumentar el tamaño muestral, pero en 
este caso la normativa y las condiciones macroeconómicas diversas plantean otros problemas 
de comparabilidad de la información, que los modelos deben resolver. El problema de la 
normativa se vería notablemente mermado con la convergencia internacional de la normativa 
contable, como se destacaba en la introducción.
Ante la pregunta de si cada uno de los modelos, metodologías, conceptos y ratios utilizados en 
la literatura del fracaso empresarial es válido en el espacio y en el tiempo para otros datos, o 
tenemos que diseñarlos ad hoc para cada país, región, ciudad, actividad, etc., nuestro estudio 
sugiere que una parte es común mientras otra depende de las condiciones del grupo especíﬁco 
analizado y va evolucionando a medida que lo hacen las condiciones del entorno. Cuanto 
más rápido cambien las condiciones, menos útil resultará un modelo estático, que no permita 
incorporar esas variaciones, o que siendo dinámico se alimente de información alejada en el 
tiempo de la fecha de predicción.
En general, detectamos dos problemas en las aproximaciones previas que limitan de forma 
notable la aplicación de los modelos de predicción de fracaso empresarial a la gestión del 
riesgo de crédito. El primero es el resultado que se obtiene de esos modelos: una variable 
dicotómica que dice si la empresa fracasa o no fracasa pero que no permite grados en la 
distancia al éxito o el fracaso. El segundo atañe a la ausencia, en la mayoría de los estudios, 
de factores ajenos a la propia empresa analizada, de manera que en épocas de cambio, hasta 
que la empresa no sufre en sus variables los efectos de esas variables externas, los modelos 
no son capaces de detectar el deterioro. En el caso de la información contable, las variables 
obtenidas de esta importante fuente se reﬁeren al estado patrimonial y a las rentas de varios 
meses atrás, por lo que un modelo que utilice entre sus variables ratios contables puede tardar 
en detectar problemas lo suﬁciente para que sea demasiado tarde.
Una última reﬂexión sobre la escasa presencia de variables macroeconómicas en los modelos 
de predicción del fracaso empresarial hasta ahora. El tipo de interés de mercado, la tasa 
impositiva, el índice de inﬂación, la evolución del PIB u otras variables similares recogen en 
parte algunas de las causas que pueden contribuir al éxito o fracaso de las empresas, pero las 
variables contables solo varios meses más tarde se verán afectadas por el efecto de la variación 
de esas variables. Así, en épocas de cambio, las variables del entorno pueden contribuir a 
la predicción antes que las variables de la propia empresa. Y sin embargo, nuestro estudio 
muestra un muy escaso número de trabajos que incluyan este tipo de variables y en algunos de 
ellos parecen aportar poco poder predictivo. Sí parecen variables relevantes cuando el número 
de años permite incluir en la muestra fases expansivas y recesivas de la economía. Por lo que 
quizá sería necesario estimar modelos que recojan variables macroeconómicas a partir de un 
número de años que incluya las oscilaciones de ciclo económico.
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Como limitaciones de este trabajo debemos mencionar que, como en cualquier trabajo de 
revisión, es imposible recoger todos los trabajos que se han hecho sobre el tema, esperamos 
haber recogido una parte de los más relevantes publicados en español y en inglés; el amplio 
número de años y los distintos países que cubren las muestras de los trabajos analizados 
diﬁcultan la comparación de variables, metodologías y resultados; ﬁnalmente, es difícil decir 
dónde hay diferencias y dónde se muestra una evolución.
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TABLA 6. TRABAJOS Y METODOLOGÍAS
AÑO AUTORES METODOLOGÍA UTILIZADA
1966 Beaver Análisis Univariante
1968
Altman ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Beaver Análisis Univariante
1970 Meyer y Pifer ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1972
Deakin ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Edmister ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1974 Blum ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1975
Elam ŽŶƐŝĚĞƌĂĐŝſŶĚĞDĠƚŽĚŽƐŽŶƚĂďůĞƐůƚĞƌŶĂƟǀŽƐĂůWƌŝŶĐŝƉŝŽĚĞĞǀĞŶŐŽ
Libby ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Sinkey ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1976 Norton /ŶƚƌŽĚƵĐĐŝſŶĚĞ1ŶĚŝĐĞƐŽƌƌĞĐƚŽƌĞƐĚĞ/ŶŇĂĐŝſŶ
1977
Altman, Haldeman y Narayanan ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
DĂƌơŶ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Santomero y Vinso ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1978 Ketz ĂƚŽƐũƵƐƚĂĚŽƐĂůEŝǀĞůĚĞWƌĞĐŝŽƐʹ/ŶŇĂĐŝſŶ
1979 Norton y Smith ŽŶƐŝĚĞƌĂĐŝſŶĚĞDĠƚŽĚŽƐŽŶƚĂďůĞƐůƚĞƌŶĂƟǀŽƐĂůWƌŝŶĐŝƉŝŽĚĞĞǀĞŶŐŽ
1980
Dambolena y Khoury ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Ohlson ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1982
Rose, Andrews y Giroux /ŶŇƵĞŶĐŝĂĚĞsĂƌŝĂďůĞƐDĂĐƌŽĞĐŽŶſŵŝĐĂƐ
Collins y Green
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Modelo de Probabilidad Lineal
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1983
Gombola y Ketz ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
dĂŋĞƌ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1984
Holder ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Marais, Patell y Wolfson DŽĚĞůŽƐĚĞWĂƌƟĐŝſŶZĞĐƵƌƐŝǀĂ
Mensah ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ/ŶŇƵĞŶĐŝĂĚĞsĂƌŝĂďůĞƐDĂĐƌŽĞĐŽŶſŵŝĐĂƐ
Zmijewski ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Lincoln ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
1985
Casey y Bartczak
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Análisis de Probabilidad Condicional
Frydman, Altman y Kao DŽĚĞůŽƐĚĞWĂƌƟĐŝſŶZĞĐƵƌƐŝǀĂ
'ĞŶƚƌǇ͕ EĞǁďŽůĚǇtŚŝƞŽƌĚ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Análisis de Probabilidad Condicional
ĂǀŐƌĞŶ Análisis de Probabilidad CondicionalŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
>ĂīĂƌŐĂ͕DĂƌơŶǇsĄǌƋƵĞǌ Análisis UnivarianteŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1986 WĞĞů͕WĞĞůǇWŽƉĞ Introducción de Variables No Financieras
1987
Keasey y Watson ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂIntroducción de Variables No Financieras
ZŽĚƌşŐƵĞǌ&ĞƌŶĄŶĚĞǌ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
>ĂīĂƌŐĂ͕DĂƌơŶǇsĄǌƋƵĞǌ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1988
Edmister ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Messier y Hansen /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗^ŝƐƚĞŵĂƐǆƉĞƌƚŽƐ
56 M. T. Tascón y F. J. Castaño
AÑO AUTORES METODOLOGÍA UTILIZADA
1989
DĂƌơŶĞǌ͕EĂǀĂƌƌŽǇ^ĂŶǌ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Pina ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ZŽĚƌşŐƵĞǌ&ĞƌŶĄŶĚĞǌ Análisis UnivarianteŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1990
Bell, Ribar y Verchio
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
McKee /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗^ŝƐƚĞŵĂƐǆƉĞƌƚŽƐ
ZŽĚƌşŐƵĞǌĐĞďĞƐ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Gabás
Análisis Univariante
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
DŽĚĞůŽƐĚĞWĂƌƟĐŝſŶZĞĐƵƌƐŝǀĂ
1991
Koh ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
WůĂƩǇWůĂƩ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Mar Molinero y Ezzamel ƐĐĂůĂŵŝĞŶƚŽDƵůƟĚŝŵĞŶƐŝŽŶĂů
Tam /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
1992
dĂŵǇ<ŝĂŶŐ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
^ƵƌŬĂŶǇ^ŝŶŐůĞƚŽŶ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
ƵƩĂǇ^ŚĞŬŬĂƌ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
Odom y Sharda /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐŶĞƵƌŽŶĂůĞƐ
Marose /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
1993
Fletcher y Goss /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
ZƵŐŚƵƉĂƚŚŝ͕^ĐŚŬĂĚĞǇZĂũƵ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
^ĞƌƌĂŶŽǇDĂƌơŶĚĞůƌŝŽ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
ĞDŝŐƵĞů͕ZĞǀŝůůĂ͕ZŽĚƌşŐƵĞǌǇĂŶŽ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
1994
ůƚŵĂŶ͕DĂƌĐŽǇsĂƌĞƩŽ Análisis Discriminante Lineal/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
WůĂƩ͕WůĂƩǇWĞĚĞƌƐŽŶ ŽŶƐŝĚĞƌĂĐŝſŶĚĞDĠƚŽĚŽƐŽŶƚĂďůĞƐůƚĞƌŶĂƟǀŽƐĂůWƌŝŶĐŝƉŝŽĚĞĞǀĞŶŐŽ
Wilson y Sharda /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
Tsukuda y Baba /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
>ſƉĞǌ͕DŽƌĞŶŽǇZŽĚƌşŐƵĞǌ Análisis UnivarianteŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Mora ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Serrano Cinca /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
1995
^ůŽǁŝŶƐŬŝǇŽƉŽƵŶŝĚŝƐ dĞŽƌşĂĚĞůŽƐŽŶũƵŶƚŽƐƉƌŽǆŝŵĂĚŽƐ
Lacher, Coats, Sharma y Faut /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
'ĂƌĐşĂ͕ƌƋƵĠƐǇĂůǀŽͲ&ůŽƌĞƐ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Fernandez y Olmeda
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
1996
Greenstein y Welsh /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
Serrano Cinca
DĂƉĂƐƵƚŽŽƌŐĂŶŝǌĂƟǀŽƐ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
Análisis Discriminante Lineal
>ĞƐŚŽǇ^ƉĞĐƚŽƌ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
Del Rey /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
DĂƌơŶĞǌ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
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1997
ĂƌŶŝǀ͕ ŶƵƌĂŐǇ>ĞĂĐŚ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
Bell /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
>ŝǌĂƌƌĂŐĂ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
'ĂůůĞŐŽ͕'ſŵĞǌǇzĄŹĞǌ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ŽŶƐſŶ͕ƐĐŽďĂƌǇDĂƌơŶ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ƌďŽůĞƐĚĞĞĐŝƐŝſŶ
Serrano Cinca
Análisis Univariante
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
1998
Shin, Shin y Han /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
WŝƌĂŵƵƚŚƵ͕ZĂŐĂǀĂŶǇ^ŚĂǁ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
Kiviluoto DĂƉĂƐƵƚŽŽƌŐĂŶŝǌĂƟǀŽƐ
>ſƉĞǌ͕'ĂŶĚşĂǇDŽůŝŶĂ ŶĄůŝƐŝƐĚĞŽŵƉŽŶĞŶƚĞƐWƌŝŶĐŝƉĂůĞƐŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Ferrando y Blanco
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
>ŝǌĂƌƌĂŐĂ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
1999
Koh y Tan /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
Lennox ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
>ĂŝƟŶĞŶǇ<ĂŶŬĂĂŶƉćć
Análisis Discriminante Lineal
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
DŽĚĞůŽƐĚĞWĂƌƟĐŝſŶZĞĐƵƌƐŝǀĂ
ŶĄůŝƐŝƐĚĞ^ƵƉĞƌǀŝǀŝĞŶĐŝĂ
Redes Neuronales
:ƵŝĐŝŽ,ƵŵĂŶŽĚĞǆƉĞƌƚŽƐ
ŚĂŶŐ͕,Ƶ͕WĂƚƵǁŽǇ/ŶĚƌŽ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů
>ſƉĞǌǇ&ůſƌĞǌ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
2000
McKee dĞŽƌşĂĚĞůŽƐŽŶũƵŶƚŽƐƉƌŽǆŝŵĂĚŽƐ
Ahn, Cho y Kim
Análisis Discriminante
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
,şďƌŝĚŽ͗ŽŶũƵŶƚŽƐƉƌŽǆŝŵĂĚŽƐͲZĞĚĞƐEĞƵƌŽŶĂůĞƐ
ƌĞƐƉŽ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
2001
'ƌŝĐĞĞ/ŶŐƌĂŵ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
tĞƐƚŐĂĂƌĚǇtŝũƐƚ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ƟǇĂ /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
^ǁŝĐĞŐŽŽĚǇůĂƌŬ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
Juicio Humano de Profesionales
Kaski, Sinkkonen y Peltonen DĂƉĂƐƵƚŽŽƌŐĂŶŝǌĂƟǀŽƐ
ZŽĚƌşŐƵĞǌ>ſƉĞǌ ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Somoza ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
De Andrés
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ůŐŽƌŝƚŵŽ^ϱ
58 M. T. Tascón y F. J. Castaño
AÑO AUTORES METODOLOGÍA UTILIZADA
2002
Shin y Lee /ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ůŐŽƌŝƚŵŽƐ'ĞŶĠƟĐŽƐ
Park y Han ŶĄůŝƐŝƐDƵůƟĐƌŝƚĞƌŝŽ
WůĂƩǇWůĂƩ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ZŽŵĄŶ͕ĞůĂdŽƌƌĞ͕ĂƐƟůůŽǇDĞƌĞůŽ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
2003 Correa, Acosta y González
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ůŐŽƌŝƚŵŽ^ϱ
2004
Cielen, Peeters y Vanhoof Análisis Envolvente de Datos, Radial (CCR)
Paradi, Asmild y Simak Análisis Envolvente de Datos, No Radial
2005
Beaver, McNichols y Rhie ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂDƵůƟƉĞƌŝŽĚŽ
Lee, Booth y Alam
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ͕WEE
DĂƉĂƐƵƚŽŽƌŐĂŶŝǌĂƟǀŽƐ
Canbas, Cabuk y Kilic
Análisis Discriminante
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Probit
ŶĄůŝƐŝƐĚĞŽŵƉŽŶĞŶƚĞƐWƌŝŶĐŝƉĂůĞƐ
De la Torre, Gómez y Román ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ZŽĚƌşŐƵĞǌǇşĂǌ dĞŽƌşĂĚĞůŽƐŽŶũƵŶƚŽƐƉƌŽǆŝŵĂĚŽƐ
De Andrés
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ZĞĚĞƐEĞƵƌŽŶĂůĞƐ
2006
Min, Lee y Han
/ŶƚĞůŝŐĞŶĐŝĂƌƟĮĐŝĂů͗ůŐŽƌŝƚŵŽƐ'ĞŶĠƟĐŽƐ
DĄƋƵŝŶĂĚĞsĞĐƚŽƌĚĞƉŽǇŽ
ĂůǀŽͲ&ůŽƌĞƐ͕'ĂƌĐşĂǇDĂĚƌŝĚ ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Análisis Cluster
2007 Kuo ŶĄůŝƐŝƐŶǀŽůǀĞŶƚĞĚĞĂƚŽƐ͕ĚŝƟǀŽ
2008
Jones y Hensher
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐŝƐƟĐĂ
DŝǆĞĚ>ŽŐŝƚ
ƌƋƵĞƌŽ͕ďĂĚǇ:ŝŵĠŶĞǌ ZĞŐƌĞƐŝŽŶĞƐEŽŵŝŶĂůĞƐ;ŵƵůƟůŽŐŝƚͿ
2009
Beaver, Correia y McNichols ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂDƵůƟƉĞƌŝŽĚŽ
Premachandra, Bhabra y Sueyoshi
ŶĄůŝƐŝƐŶǀŽůǀĞŶƚĞĚĞĂƚŽƐ͕ĚŝƟǀŽ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
Sueyoshi y Goto (a, b y c)
Análisis Envolvente de Datos
ŶĄůŝƐŝƐŶǀŽůǀĞŶƚĞĚĞĂƚŽƐͲŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞ
yƵǇŚĂŶŐ
ŶĄůŝƐŝƐŝƐĐƌŝŵŝŶĂŶƚĞDƷůƟƉůĞ
ŶĄůŝƐŝƐĚĞZĞŐƌĞƐŝſŶ>ŽŐşƐƟĐĂ
ŝƐƚĂŶĐŝĂĂů&ĂůůŝĚŽ;dĞŽƌşĂKƉĐŝŽŶĞƐͿ
