Environmental infectious disease dynamics in relation to climate and climate change by Gorris, Morgan Elizabeth
UC Irvine
UC Irvine Electronic Theses and Dissertations
Title
Environmental infectious disease dynamics in relation to climate and climate change
Permalink
https://escholarship.org/uc/item/0q36v2hh
Author
Gorris, Morgan Elizabeth
Publication Date
2019
License
CC BY 4.0
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
  
 
UNIVERSITY OF CALIFORNIA, 
IRVINE 
 
 
 
Environmental infectious disease dynamics in relation to climate and climate change  
 
DISSERTATION 
 
 
submitted in partial satisfaction of the requirements 
for the degree of 
 
 
DOCTOR OF PHILOSOPHY 
 
in Earth System Science 
 
 
by 
 
 
Morgan Elizabeth Gorris 
 
 
 
 
 
 
 
 
                                                               
 
 
         Dissertation Committee: 
                               Professor James T. Randerson, Co-Chair 
                                     Professor Charles S. Zender, Co-Chair 
                                              Professor Kathleen K. Treseder 
 
 
 
 
 
 
2019 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 2 © 2018 Morgan Elizabeth Gorris and Coauthors 
Chapter 3 © 2019 Morgan Elizabeth Gorris and Coauthors 
All other materials © 2019 Morgan Elizabeth Gorris 
 
ii 
DEDICATION 
 
 
To those whose livelihoods have been challenged as a result of their health,  
in hope that a better scientific understanding of the relationships between climate,  
climate change, and human health may help mitigate some future health burden. 
  
 
 
 
  
iii 
TABLE OF CONTENTS 
 
LIST OF FIGURES ................................................................................................................................... vi 
LIST OF TABLES ................................................................................................................................... viii 
ACKNOWLEDGMENTS ......................................................................................................................... ix 
CURRICULUM VITAE ............................................................................................................................ xi 
ABSTRACT OF THE DISSERTATION .............................................................................................. xvi 
Chapter 1:  Introduction ..................................................................................................................... 1 
1.1 Climate change and environmental infectious diseases............................................................. 1 
1.2 Organization of research ........................................................................................................................ 4 
Chapter 2:  Coccidioidomycosis dynamics in relation to climate in the southwestern 
United States ........................................................................................................................................... 7 
2.1 Introduction ................................................................................................................................................. 7 
2.2 Methods ...................................................................................................................................................... 12 
2.2.1 Valley fever database .................................................................................................................... 12 
2.2.2 Climate and environmental data .............................................................................................. 14 
2.2.3 Statistical analysis .......................................................................................................................... 16 
2.3 Results ........................................................................................................................................................ 17 
2.3.1 Spatial extent and climate controls on Valley fever incidence ..................................... 17 
2.3.2 Seasonal dynamics of climate and Valley fever incidence .............................................. 22 
2.3.3 Monthly climate and Valley fever incidence anomalies .................................................. 25 
2.3.4 Long term trends in Valley fever incidence ......................................................................... 28 
2.4 Discussion.................................................................................................................................................. 31 
2.4.1 The spatial extent of Valley fever incidence and need for enhanced Valley fever 
surveillance ................................................................................................................................................. 31 
2.4.2 The role of climate and environmental variables in structuring the spatial pattern 
of Valley fever incidence ......................................................................................................................... 33 
2.4.3 Seasonal and inter-annual dynamics of Valley fever incidence in relation to 
climate ........................................................................................................................................................... 34 
2.4.4 Long term trends in Valley fever incidence ......................................................................... 36 
2.4.5 The potential effects of climate change on Valley fever incidence dynamics ......... 37 
2.5 Conclusions ............................................................................................................................................... 38 
Acknowledgements ....................................................................................................................................... 39 
Chapter 3:  Expansion of coccidioidomycosis endemic regions in the United States in 
response to climate change ............................................................................................................. 41 
3.1 Introduction .............................................................................................................................................. 41 
3.2 Methods ...................................................................................................................................................... 47 
iv 
3.2.1 Valley fever incidence data ......................................................................................................... 47 
3.2.2 Current and future projections of climate ............................................................................ 47 
3.2.3 Climate niche modeling of current and future Valley fever endemic regions ........ 51 
3.2.4 Modeling of current and future mean annual Valley fever incidence ........................ 55 
3.2.5 Projections of human population ............................................................................................. 55 
3.3 Results ........................................................................................................................................................ 56 
3.3.1 Estimating the current spatial extent of Valley fever endemicity ............................... 56 
3.3.2 Estimating the future spatial extent of Valley fever endemic regions ....................... 60 
3.3.3 Estimating current and future mean annual Valley fever incidence .......................... 67 
3.3.4 Compounding effects of climate change and human population projections on 
Valley fever .................................................................................................................................................. 67 
3.4 Discussion.................................................................................................................................................. 69 
3.4.1 Biogeography of Valley fever expansion ............................................................................... 69 
3.4.2 Increasing costs of Valley fever for human health ............................................................ 70 
3.4.3 Improving future projections and sources of uncertainty ............................................. 71 
3.4.4 Coccidioidomycosis in a global context ................................................................................. 74 
3.4.5 Importance of integrating Valley fever into future climate change assessments . 75 
3.5 Conclusions ............................................................................................................................................... 76 
Acknowledgements ....................................................................................................................................... 76 
Chapter 4:  Climate controls on the spatial pattern of West Nile virus incidence in the 
United States ......................................................................................................................................... 78 
4.1 Introduction .............................................................................................................................................. 78 
4.2 Methods ...................................................................................................................................................... 81 
4.2.1 West Nile virus data ...................................................................................................................... 81 
4.2.2 Climate data ...................................................................................................................................... 81 
4.2.3 Random Forest model .................................................................................................................. 82 
4.2.4 Poisson regression model ........................................................................................................... 83 
4.3 Results ........................................................................................................................................................ 84 
4.3.1 The mean spatial pattern and magnitude of West Nile virus in the U.S. ................... 84 
4.3.2 Statistical relationships between seasonal climate and levels of West Nile virus 
incidence ....................................................................................................................................................... 86 
4.3.3 A random forest model of the mean spatial structure of West Nile virus incidence
 .......................................................................................................................................................................... 91 
4.3.4 A Poisson regression model of the mean spatial structure of West Nile virus 
incidence ....................................................................................................................................................... 94 
4.4 Discussion.................................................................................................................................................. 98 
4.4.1 The influence of climate on the spatial pattern of West Nile virus incidence ........ 98 
4.4.2 Spatial controls on West Nile virus incidence compared to interannual controls 99 
4.4.3 The spatial pattern of West Nile virus incidence in relation to birds ...................... 100 
4.4.4 The spatial pattern of West Nile virus incidence in relation to humans ................ 101 
4.4.5 The spatial pattern of West Nile virus incidence in relation to mosquitos ........... 103 
v 
4.4.6 The potential effects of climate change on West Nile virus incidence .................... 104 
4.5 Conclusions ............................................................................................................................................. 105 
Acknowledgements ..................................................................................................................................... 106 
Chapter 5:  Conclusions .................................................................................................................. 107 
5.1 Summary of Results ............................................................................................................................. 107 
5.2 Future research ..................................................................................................................................... 109 
5.2.1 Projections of West Nile virus incidence in response to climate change ............... 109 
5.2.2 Applying our Valley fever niche model to the western hemisphere ........................ 111 
5.2.3 Creating a Coccidioides ssp. soil sampling database ....................................................... 113 
5.2.4 Interannual variability of Valley fever cases ..................................................................... 114 
REFERENCES ....................................................................................................................................... 116 
Appendix A:  Supporting Information for Ch. 3: Expansion of coccidioidomycosis 
endemic regions in the United States in response to climate change ........................... 138 
 
 
 
 
  
 
 
  
vi 
LIST OF FIGURES 
 
  Page 
Figure 2.1 Conceptual diagram of Valley fever incidence dynamics 8 
Figure 2.2 Mean annual maps of valley fever cases and incidence 17 
Figure 2.3 Mean annual maps of climate and environmental drivers 19 
Figure 2.4 Spatial relationships between mean annual valley fever incidence 
and climate and environmental drivers 
21 
Figure 2.5 Mean annual cycles of Valley fever incidence and climate 
variables for two highly endemic regions 
23 
Figure 2.6 Seasonal fractions of precipitation and annual Valley fever 
incidence  
26 
Figure 2.7 Monthly climate and Valley fever incidence anomalies 27 
Figure 2.8 Long term trends in Valley fever from 2000 to 2015 29 
Figure 3.1 Valley fever incidence in relation to mean annual temperature 
and precipitation 
49 
Figure 3.2 Maps of mean annual temperature and precipitation for RCP8.5 52 
Figure 3.3 Map of the climate constrained niche model compared to the CDC 
endemicity map 
58 
Figure 3.4 Maps of Valley fever endemicity for the RCP8.5 climate scenario 61 
Figure 3.5 Measures of Valley fever endemicity throughout the 21st century 62 
Figure 3.6 Maps of the percent of CMIP5 models that estimate counties will 
be endemic to Valley fever 
65 
Figure 3.7 Maps of projected Valley fever incidence throughout the 21st 
century  
68 
Figure 4.1 Mean annual West Nile virus cases and incidence in the U.S. from 
2005-2017 
85 
Figure 4.2 Histogram of county-level seasonal precipitation 87 
Figure 4.3 Histogram of county-level seasonal temperature 88 
Figure 4.4 Correlation matrix between predictor seasonal climate variables 90 
Figure 4.5 Random forest model of West Nile virus incidence and bias  93 
Figure 4.6 Seasonal climate splits identified by the random forest model  95 
Figure 4.7 Poisson regression model of West Nile virus incidence and bias 97 
vii 
Figure 5.1 Maps of projected West Nile virus incidence throughout the 21st 
century  
110 
Figure 5.2 Map of Valley fever endemic regions in the western hemisphere 112 
 
  
viii 
LIST OF TABLES 
 
  Page 
Table 2.1 County-level Valley fever case database 12 
Table 2.2 Climate and environmental variables analyzed against the Valley 
fever database 
14 
Table 2.3 Statistical relationships between mean annual Valley fever 
incidence and climate and environmental variables 
20 
Table 2.4 Seasonal, monthly, and annual statistical relationships between 
Valley fever incidence and climate variables 
24 
Table 3.1 Effects of climate change on people living in Valley fever endemic 
regions 
69 
Table 4.1 County-level spatial univariate correlations of between each 
seasonal climate variable and West Nile virus incidence 
90 
Table 4.2 County-level conditional splits identifies by the summary 
regression tree 
92 
Table 4.3 Importance measure of each seasonal climate variable averaged 
across the 10 bootstrapped random forest models 
96 
 
  
ix 
ACKNOWLEDGMENTS 
 
My work was supported by a Department of Defense (DoD) National Defense Science and 
Engineering Graduate Fellowship (32 CFR 168a), which allowed me to pursue my personal 
research interests. I gratefully acknowledge support from the Borrego Valley Endowment 
Fund. Thank you to the Jenkins Family for your contributions to UCI Earth System Science. I 
thank Wiley for allowing me to reproduce my published research in GeoHealth under the 
terms of the Creative Commons Attribution Non-Commercial No Derivatives License CC BY-
NC-ND. 
 
I was most fortunate to have been co-advised throughout my PhD by two brilliant and 
good-hearted individuals, who were constant advocates for my success. Jim Randerson has 
been an inspirational mentor. I strive to achieve his same positive energy towards science 
and his ability to conjure endless scientific ideas. Jim is selfless and puts his students first; 
many times he gave me great scientific ideas, along with all the credit for them (which 
never hurt the grad student ego). I thank Jim for his constant encouragement and praise; I 
left our meetings remembering why I love science.     
 
Charlie Zender has been an honest, patient, and grounding advisor. He recognizes his 
students as individuals and celebrates their strengths, which translates into his research 
group being a strong scientific team. I admire Charlie’s breadth of expertise across multiple 
fields in Earth System Science and hope to achieve the same. I thank Charlie for 
emphasizing a healthy work-life balance and being tuned in with both my personal and 
professional goals.  
 
I am privileged to have had Kathleen Treseder as my committee member. Kathleen has 
been an exemplary female role model not only as a scientist, but also as an advocate for 
students. She is a leader on campus and I thank Kathleen for being a voice for many 
unheard individuals. I am honored to have been a sit-in member of the Treseder Lab group, 
where we focused on both science and our personal growth as scientists. 
 
I am grateful for the collaborations, encouragement, and support from my colleagues 
within the Coccidioidomycosis Study Group, Washington State Department of Health, Los 
Alamos National Laboratory, and many GeoHealth affiliates. I was blessed with a brilliant 
cohort of ESS graduate students who were selfless in helping others, as well as present and 
past members of the Randerson, Zender, and Treseder Labs. Thank you to the zotCAMS 
board members for somehow letting me talk you into starting a student AMS chapter, and 
then taking it so far beyond my expectations—it was an honor to work with such brilliant 
scientists and leaders. Thank you to the many members of Anomalous SpikESS for letting 
me be your Captain Morgan and humoring me as I took intermural volleyball way too 
seriously. A special thanks to Mindy and Zack for being exceptionally inspirational 
colleagues and friends. 
 
In addition to those at UCI, I have had several mentors during internships and research 
experiences that fully supported my endeavors, despite the fact that I now recognize taking 
x 
me on as an undergraduate student fell more along the lines of community service: a 
sincere thank you especially to William Chan, Richard DeLaura, Jim Hansen, and Gretchen 
Keppel-Aleks. I’d also like to thank teachers and professors who continued to spark my 
interest in science, weather, and climate, some of which probably don’t realize what a 
positive impact they’ve had on the life of a student, including Derek Posselt, Christopher 
Weiss, Mark Flanner, Frank Marsik, Mike Liemohn, Jennifer Courey, and Russ Stowers. 
 
What truly drove me forward throughout my PhD was the unconditional love and support 
from my family and friends. My parents, Dawn and Joe, continually put me and my siblings 
first so that we may pursue our dreams; thank you for being so selfless. Thank you to my 
family for learning what a PhD is along with me, including my siblings Matt and Mason, and 
Carissa; it has been fun to connect with Dr. Matt Gorris, MD about my newfound interests in 
infectious diseases and medicine. Thank you to Grandma Ronnie and Grama Jean for being 
inspirational women, watching my recorded scientific presentations, and constantly 
bragging about me. I owe many thanks to my late Grandpa Gorris, who helped instill my 
sense of awe in the outdoors and the physical world. Jessica Wang provided pivotal support 
throughout and I deeply cherish our newfound friendship. As always and forever, the ripest 
love from and to my bananas: Stacey, Naomi, Lexi, and Kalie. Thank you, Sander Cohen, for 
everything.  
 
Lastly, my biggest supporter was my soulmate and love of my life, Jeremiah. Without fail, he 
always listened to me ramble on about my research. His own work ethic and logical 
thinking has been inspirational. I am grateful for him beyond measure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xi 
CURRICULUM VITAE 
 
MORGAN E. GORRIS 
 
EDUCATION 
  
Ph.D. Earth System Science, University of California, Irvine                                     Aug 2019 
Dissertation: Environmental infectious disease dynamics in relation to climate and climate change 
Thesis co-advisors: Dr. James Randerson, Dr. Charles Zender 
Committee members: Dr. Kathleen Treseder 
  
M.S.     Earth System Science, University of California, Irvine              Dec 2016  
   
B.S.E.  Earth System Science and Engineering, University of Michigan                       May 2014 
 Concentration in Meteorology, Minor in Mathematics 
 
 
PROFESSIONAL EXPERIENCE 
 
Subcontractor for Industrial Economics, Incorporated                                                           Irvine, CA 
Environmental Protection Agency Contract EP-D-14-031                    Apr 2019 – Sep 2019 
 
Los Alamos National Laboratory – Visiting Scientist               Los Alamos, NM   
Theoretical Biology and Biophysics            Jun 2018 – Aug 2018 
Advisors: Dr. Carrie Manore, Dr. Chonggang Xu 
 
The University of California, Irvine – Teaching Assistant in Earth System Science          Irvine, CA 
Earth System Science Laboratory and Field Methods                                                   Mar 2016 – Jun 2016    
Professor: Dr. Alex Guenther  
 
Advanced Data Modeling            Jan 2016 – Mar 2016 
Professor: Dr. James Randerson  
 
Introduction to Earth System Science           Sep 2015 – Dec 2015 
Lecturer: Dr. Julie Ferguson  
   
Naval Research Laboratory – Research Intern         Monterey, CA 
Marine Meteorology Division            Jun 2014 – Aug 2014 
Advisor: Dr. James Hansen         
  
University of Michigan – Undergraduate Research                                                           Ann Arbor, MI 
Northern ecosystems and trends in the seasonal cycle of CO2                                     Oct 2013 – May 2014 
Advisor: Dr. Gretchen Keppel-Aleks                          
   
MIT Lincoln Laboratory – Research Intern         Lexington, MA 
Air Traffic Management Group Jun 2013 – Aug 2013 
Advisor: Richard DeLaura 
 
Texas Tech University – Undergraduate Field Study          Lubbock, TX 
Tornado Radar Research                  May 2013 
Advisors: Dr. Christopher Weiss, Dr. Derek Posselt 
xii 
NASA Ames Research Center – Research Intern               Moffett Field, CA 
Aviation Weather Systems Division           Jun 2012 – Aug 2012 
Advisor: William Chan 
 
Geophysical Flows in the Atmosphere and Ocean       Ann Arbor, MI 
Undergraduate Research Opportunities Program          Sep 2011 – Apr 2012               
Advisor: Dr. John Boyd 
 
 
PEER REVIEWED PUBLICATIONS 
 
PUBLISHED 
Gorris, M. E., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2019), Expansion of 
coccidioidomycosis endemic regions in response to climate change in the United States, 
GeoHealth. In press. 
 
Cat, L. A., Gorris, M. E., Randerson, J. T., Riquelme, M., & Treseder, K. K. (2019), Crossing the Line: 
Human Disease and Climate Change Across Borders, Journal of Environmental Health, 81(8), 
14-22. 
 
Aburto-Oropeza, O., Johnson, A. F., Agha, M., Allen, E. B., Allen, M. F., et al. (2018), Harnessing cross-
border resources to confront climate change, Environmental Science and Policy, 87, 128-132, 
https://doi.org/10.1016/j.envsci.2018.01.001 
 
Gorris, M. E., Cat, L. A., Zender, C. S., Treseder, K. K., & Randerson, J. T. (2018), Coccidioidomycosis 
dynamics in relation to climate in the southwestern United States, GeoHealth, 2(1), 6-24, 
https://doi.org/10.1002/2017GH000095. 
 
IN REVIEW 
Cat, L. A, Gorris, M. E., J. Randerson, J. T., & Treseder, K. K. (In Review, 2019), Dispersal of 
pathogenic fungi in soil and air across the US Southwestern region. Fungal Ecology. 
 
Gorris, M. E., Cat, L. A., Matlock, M., Ogunseitan, O. A., Treseder, K. K., Randerson, J. T., & Zender, 
C. S. (In Review, 2019), Coccidioidomycosis (Valley fever) case data for the southwestern 
United States, Open Health Data. 
 
 
FIRST AUTHOR PRESENTATIONS 
 
Gorris, M. E., Zender, C. S., Randerson, J. T., Cat, L. A., & Treseder, K. K. (2019), Using climate and 
environmental data to understand Valley fever disease dynamics, Invited department seminar in 
Environmental Sciences at University of California, Riverside. Riverside, CA. May 17. 
 
Gorris, M. E., Salamone, A., Clifford, W., Zender, C. S., Treseder, K. K., & Randerson, J. T. (2019), 
Environmental niche modeling of Coccidioides ssp. in Washington State, oral presentation at the 
63rd Coccidioidomycosis Study Group Meeting, Sacramento, CA. Apr 5. 
 
Gorris, M. E., Treseder, K. K., Zender, C. S., Clifford, W., Salamone, A., Oltean, H. N., & Randerson, J. 
T. (2019), Coccidioidomycosis Climate Niche Model for Predicting Current and Future Endemic 
Regions in the United States through the 21st Century and Applications to Environmental Soil 
xiii 
Sampling, oral presentation at the American Meteorological Society 99th Annual Meeting. 
Phoenix, AZ. Jan 9. 
 
*Gorris, M. E., Zender, C. S., Randerson, J. T., Goodsman, D. W., Xu, C., & Manore, C. A. (2018), 
Expanding a seasonal forecast of US West Nile virus for 21st century disease projections, oral 
presentation at the American Geophysical Union Fall Meeting. Washington, DC. Dec 10. 
 *Recipient of Outstanding Student Presentation Award: American Geophysical Union  
 
Gorris, M. E., Zender, C. S., Randerson, J. T., Goodsman, D. W., Xu, C., & Manore, C. A. (2018), 
Expanding a seasonal forecast of US West Nile virus for 21st century disease projections, poster 
presentation at the 75th Los Alamos National Laboratory Student Symposium. Los Alamos, NM. 
Aug 1. 
 
Gorris, M. E., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2018), The effects of climate change 
on coccidioidomycosis endemic regions in the United States, oral presentation at the 62nd Annual 
Coccidioidomycosis Study Group Meeting, Northern Arizona University. Flagstaff, AZ. Apr 14. 
 
Gorris, M. E. & Zender, C. S. (2018), Evaluating Particulate Matter Air Quality in Borrego Springs. 
Year 2: An overview and cases studies of particulate matter air quality in Borrego Springs, 
Borrego Springs, CA. Feb 18. 
 
Gorris, M. E., Hoffman, F. M., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2017), The Influence 
of Current and Future Climate on the Spatial Distribution of Coccidioidomycosis in the 
Southwestern United States, oral presentation at the American Geophysical Union Fall Meeting, 
New Orleans, LA. Dec 12. 
 
*Gorris, M. E., Cat, L. A., Zender, C. S., Treseder, K. K., & Randerson, J. T. (2017), The Effects of 
Climate on Valley Fever Incidence in the Southwestern United States, poster presentation at the 
7th International Coccidioidomycosis Symposium, Stanford University, Stanford, CA. Aug 11. 
 *Recipient of Best Student Oral Presentation: American Meteorological Society 
 
Gorris, M. E. (2017), Valley Fever: More than just Dust in the Wind, oral presentation at Associated 
Graduate Student Symposium, UC Irvine, Irvine, CA. Apr 21. 
 
Gorris, M. E., Parajuli S. P., & Zender, C. S. (2017), Evaluating Particulate Matter Air Quality in 
Borrego Springs. Year 1: Characterization and evaluation of historical air quality, Borrego 
Springs, CA. Feb 26.   
 
Gorris, M. E., Cat, L. A., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2017), The Spatiotemporal 
Relationship between Climate and Valley Fever in the Southwestern United States, oral 
presentation at the American Meteorological Society 97th Annual Meeting, Seattle, WA. Jan 23.  
 
Gorris, M. E. & Cat, L. A. (2016), Disease in the Desert: Ecology, Epidemiology and Environmental 
Modeling of Valley Fever, invited talk at the 2016 Colorado Desert Natural History Research 
Symposium, Nov 4.  
 
Gorris, M. E., Cat, L. A., Randerson, J. T., Zender, C. S., & Treseder, K. K. (2016), Climate Drivers and 
Coccidioidomycosis Incidence at the Regional Scale, poster presentation at the 60th Annual 
Coccidioidomycosis Study Group Meeting, UCSF Fresno. Fresno, CA. Apr 9. 
 
xiv 
Gorris, M. E. & Cat, L. A. (2015), Out of the Valley: A multi-disciplinary approach to forecasting valley 
fever dispersal in the U.S. Southwest, invited talk and poster presentation at University of 
California, Irvine’s 1st Annual Data Science Initiative Summer Symposium. Irvine, CA. Sept 17. 
 
Gorris, M. E. (2014), Analysis of Convective Weather Impact Prediction on Arrival Routes in the New 
York Airspace, Abstract S30, poster presentation at the American Meteorological Society 13th 
Annual Student Conference, Atlanta, GA, Feb 2–6. 
   
*Gorris, M. E. & Boyd J. P. (2012), Geophysical Flows in the Atmosphere and Ocean, poster 
presentation at the University of Michigan Undergraduate Research Opportunities Program 
Spring Symposium. Ann Arbor, MI. Apr 18. 
 *Recipient of Best Student Poster award 
 
AWARDS AND HONORS  
 
Los Alamos National Laboratory Center for Nonlinear Studies               July 2019  
Postdoctoral Fellowship 
 
National Defense Science and Engineering Graduate Fellowship       Sep 2016 – Sep 2019 
American Society of Engineering Education 
 
UC Irvine Earth System Science Faculty Endowed Fellowship              Jun 2019 
 
Borrego Valley Endowment Fund Support           Feb 2016 – Feb 2019 
 
Outstanding Student Presentation Award: American Geophysical Union                         Jan 2019 
GeoHealth Conference 
 
Best Student Oral Presentation: American Meteorological Society               Feb 2017 
7th Conference on Environment and Health 
  
UC Irvine Physical Sciences Travel Grant ($250; $300)         Dec 2016; Mar 2019 
 
Coccidioidomycosis Study Group Travel Grant ($500)               Apr 2016 
  
Data Science Initiative Fellowship                                                                             Jun 2015 – Sept 2015 
 
Jenkins Family Graduate Fellowship                 Oct 2014 – Dec 2014 
 
Outstanding Poster Award:                    Apr 2012 
University of Michigan Undergraduate Research Opportunities Program Spring Symposium 
 
Naval Weather Service Association Scholarship                                                                          Sep 2010 
 
 
PROFESSIONAL AFFILIATIONS 
 
American Meteorological Society                  Dec 2011 – Current  
President and Co-founder of zotCAMS: Student Chapter of AMS at UC Irvine (Apr 2017 – Aug 2019) 
Aviation, Range, and Aerospace Meteorology Committee, Student Member (Jan 2015 – Jan 2019) 
 
xv 
 
American Geophysical Union                Jul 2017 – Current 
Early Career Scientist Co-chair for GeoHealth Meetings Committee (Jan 2019 – Current) 
Fall Meeting Session chair: “Climate Influences on Infectious Disease Dynamics and the Potential for 
Transnational Outbreaks: Posters” (Dec 2018) 
 
POPULAR PRESS 
 
Baer, S. K. (Oct. 2018), An Incurable Disease Is On The Rise In California, And Scientists Say Climate 
Change Could Cause It To Spread To Much Of The Western US. BuzzFeed News. Available at 
https://www.buzzfeednews.com/article/skbaer/valley-fever-fungal-infection-spreading-climate-
change 
 
 
EXTRA CURRICULAR ACTIVITIES 
  
Journal Referee: Ecohealth (2018) 
 
zotCAMS              Apr 2017 – Aug 2019 
Student Chapter of the American Meteorological Society at UC Irvine 
President (Apr 2017 – Jun 2019) and Co-founder 
UC Irvine Anteater Awards Best New Student Organization (2017 – 2018) 
AMS Student Chapter of the Year Honor Roll (2017 – 2018; 2018 – 2019) 
AMS Annual Meeting Best Local Student Chapter Poster (Jan 2019) 
UC Irvine Student Organization of the Month (Apr 2018) 
 
Undergraduate Students 
Patrick Mara, UC Irvine, BS Earth System Science              Feb 2018 – Jun 2019 
  
CLEAN (Climate, Literacy Empowerment And iNquiry)                   Oct 2014 – Jun 2019 
Elementary School Outreach – Student Member 
  
UC Irvine Physical Sciences Student Mentor                         Oct 2016 – Jun 2019 
 
Southern California Science Olympiad exam writer                            Spring 2017, 2018, 2019 
 
xvi 
ABSTRACT OF THE DISSERTATION 
 
Environmental infectious disease dynamics in relation to climate and climate change 
 
By 
 
Morgan Elizabeth Gorris 
 
Doctor of Philosophy in Earth System Science 
 
 University of California, Irvine, 2019 
 
Professors James T. Randerson and Charles S. Zender 
 
 
 
Climate change poses multiple threats to human health, including changes in the 
burden of infectious diseases. Rising temperatures and shifts in precipitation patterns may 
reshape the geographical distributions of pathogenic organisms and disease vectors, 
potentially placing new communities at risk. Projections of environmental infectious 
diseases in response to climate change will help public health officials create disease 
surveillance programs and mitigation strategies. A precursor to modeling these projections 
is a basic understanding of the relationships between each infectious disease and the 
environment.  
My dissertation examined how climate conditions influence two different 
environmental infectious diseases in the United States: coccidioidomycosis (Valley fever) 
and West Nile virus. In my first study, I examined the climate and environmental conditions 
that structure the spatiotemporal dynamics of Valley fever incidence. To do so, I compiled a 
Valley fever case dataset for the southwestern U.S. From this study, I found areas endemic 
to Valley fever are described by hot and dry climate thresholds. In my second study, I used 
xvii 
these climate thresholds to create a predictive model of the area currently endemic to 
Valley fever. Then, I used climate projections to create the first maps of future Valley fever 
endemicity. In my third chapter, I used machine learning to explore which climate 
conditions structure West Nile virus incidence throughout the U.S. I found the highest 
disease incidence in the northern Great Plains, which is categorized by dry and cold 
winters. This predictive model of disease incidence may be used for future projections of 
West Nile virus risk in response to climate change.  
The collective results of my dissertation help us understand how climate conditions 
influence two of the most important environmental infectious diseases in the U.S. and how 
climate change may affect the future burden of each disease. I am now sharing the results 
from my dissertation with the U.S. Environmental Protection Agency, state health agencies 
and epidemiologists, and physicians in hopes to alleviate the future burden of disease. 
 
 
 
 
 
 
 
 
 
1 
Chapter 1  
 
Introduction 
 
1.1 Climate change and environmental infectious diseases 
Climate change will continue to cause a variety of threats to human health and will 
challenge the status of human welfare and national security. Already, the health of US 
citizens is suffering from the direct and indirect effects of climate change, including 
exposure to extreme weather events such as heat waves, floods, and droughts; changing 
air, food, and water quality; added stresses to mental health; and emerging and spreading 
vector-, food- and waterborne infectious diseases (Ebi et al., 2018; Balbus et al., 2016; 
Smith et al., 2014). Environmental infectious diseases may be affected by climate change if 
warming temperatures and changing precipitation patterns (Hayhoe et al., 2018) alter the 
abundance of pathogenic organisms and disease vectors or their geographical distribution, 
influencing which communities are at risk (Beard et al., 2016). However, whether climate 
change will cause a net positive increase in the burden of environmental infectious 
diseases, shift the regions susceptible to these diseases, or both, is a matter of debate 
(Epstein, 2010; Lafferty, 2009, 2010; Lafferty & Mordecai, 2016). 
To assess the future burden of environmental infectious diseases, it is important to 
consider the multiple pathways climate can influence these diseases. First, climate 
conditions generally define species ranges, thus controlling the spatial extent of 
environmental infectious diseases. Most likely, climate change will cause an expansion of 
the geographical range of most diseases when physiological temperature limitations are 
lifted as the climate warms, which is happening disproportionately faster towards the 
geographic poles (Epstein, 2001). As temperatures warm, tropical and subtropical 
2 
pathogens may be able to migrate poleward and inhabit areas once too cold to survive, 
exposing new communities to the disease. This could lead to the emergence or 
reemergence of diseases in the U.S., as exemplified by the recent outbreaks of dengue and 
chikungunya virus in Florida (Beard et al., 2016; CDC, 2019a; Radke et al., 2009). However, 
climate change could diminish the geographical range of other diseases if temperatures 
become too hot for species survival or water resources become limited (Lafferty & 
Mordecai, 2016). This could alleviate the associated health burden and free healthcare 
resources, allowing those resources to be reallocated appropriately.  
Climate change may also affect the biological processes that control the number of 
disease cases, including the lifecycle of the pathogenic organism or disease vector. For 
example, warmer temperatures may increase the reproduction rate, and therefore biting 
rate, of mosquitos (e.g., Kilpatrick et al., 2008). In another example, water stress from 
drought may cause mortality of free-living ticks since maintaining adequate body-water 
levels is one of the most important determinants of off-host survival (Needham & Teel, 
1991). Yet another pathway is through increased climate variability and extreme weather 
events driven by climate change, which may produce more climatic and environmental 
conditions conducive to disease outbreaks (Chretien et al., 2015; Gage et al., 2008; Gubler 
et al., 2001). For example, in 2012 there was an outbreak of West Nile virus cases in Texas 
following a mild winter and earlier spring (CDC, 2012). In September 2013, central 
Colorado experienced record rainfall which resulted in widespread flooding throughout the 
Denver-Boulder region; excess water mixed with organic matter created conditions for an 
outbreak of a relatively rare fungal disease called mucormycosis (Benedict & Park, 2014; 
Davies et al., 2017; Neblett Fanfair et al., 2012). 
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Projections of environmental infectious diseases in response to climate change will 
help public health officials create disease surveillance programs and mitigation strategies 
to appropriately adapt to these changing health risks. A precursor to modeling these 
projections is a basic understanding of the relationships between each infectious disease 
and the environment. Studying both the case counts and incidence (cases normalized by 
population) of each disease may provide further insight on the probable roles of 
environmental or non-environmental controls on the disease. For instance, large case 
counts are usually recorded in highly populated regions; deviations from this norm may be 
indicative of important biological controls supporting a disease hotspot. Moreover, climate 
conditions likely influence both the geographical distribution and the interannual 
variability in cases of each disease. Sometimes, these relationships may be based on 
different biological processes and warrant separate analyses. 
The goal of my dissertation was to create frameworks for analyzing how climate 
change may affect the spatial distribution of two important environmental infectious 
diseases in the U.S.: coccidioidomycosis, an infectious fungal disease, and West Nile virus. 
Coccidioidomycosis, otherwise known as Valley fever, has gained attention in the US due to 
a recent increase in cases (CDC, 2018a). The lifecycle of the soil-dwelling fungi that cause 
Valley fever, Coccidioides spp., is sensitive to environmental conditions: wet periods allow 
the fungi to grow and subsequent dry periods cause the formation of fungal spores that can 
become airborne and inhaled by a host (Pappagianis, 1994). Valley fever has been 
recognized in the U.S. since the 1930s (Hirschmann, 2007). In contrast, West Nile virus was 
introduced to the U.S. in New York in 1999, most likely by an infected mosquito or bird, but 
there is no clear evidence how (Kilpatrick, 2011). Since then, West Nile virus incidence 
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levels have stabilized in many regions, allowing for analysis of climate conditions that 
shape the spatial structure of the mosquitos and bird populations integral to the West Nile 
virus transmission cycle. 
1.2 Organization of research 
In Chapter 2, I examined the climate and environmental conditions that structure 
the spatiotemporal dynamics of Valley fever incidence. To do so, I combined county-level 
case records from state health agencies to create the first Valley fever database for the 
southwestern U.S., including Arizona, California, Nevada, New Mexico, and Utah. I found 
that Valley fever incidence was greater in areas with warmer air temperatures and drier 
soils. Counties with higher levels of incidence generally had greater proportions of land 
designated for crops and higher surface dust concentrations. The mean annual cycle of 
incidence varied throughout the southwestern U.S. and peaked following periods of low 
precipitation and soil moisture. Spatially, the areas of higher Valley fever incidence could 
be described by meeting hot and dry climate thresholds. This analysis provided a 
framework for interpreting the influence of climate change on Valley fever incidence 
dynamics. This research was published in GeoHealth as: 
“Gorris, M. E., Cat, L. A., Zender, C. S., Treseder, K. K., & Randerson, J. T. (2018). 
Coccidioidomycosis dynamics in relation to climate in the southwestern United States. 
GeoHealth, 2(1), 6–24. https://doi.org/10.1002/2017GH000095” 
In Chapter 3, I used the statistical relationships I found in Chapter 2 between Valley 
fever incidence, mean annual temperature, and mean annual precipitation to create a 
climate constrained niche model of the areas currently endemic to Valley fever. Then, I 
used our model with projections of climate from Earth system models to assess how 
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endemic areas will change during the 21st century. This was the first quantitative estimate 
of how climate change may influence Valley fever in the U.S. Our predictive model of Valley 
fever endemicity may provide guidance to public health officials to establish disease 
surveillance programs and design mitigation efforts to limit the impacts of this disease. 
This research was accepted for publication in GeoHealth as: 
“Gorris, M. E., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2019). Expansion of 
coccidioidomycosis endemic regions in the United States in response to climate change. 
GeoHealth. In press.” 
In Chapter 4, I identified which seasonal climate variables influence the spatial 
extent and magnitude of West Nile virus incidence in humans. To do so, I created predictive 
models of present day mean annual West Nile virus incidence using county-level CDC case 
reports from 2005-2017, monthly-mean climate variables from PRISM, and random forest 
and multiple linear regression algorithms. Both the random forest and linear regression 
models accurately captured a v-shaped area of higher West Nile virus incidence that 
extends south from states on the Canadian border through the middle of the Great Plains. 
The highest levels of West Nile virus incidence were in regions with dry and cold winters, 
mild summers, and dry falls. I then explored which aspects of the West Nile virus 
transmission cycle these climate conditions may benefit the most, thus creating the highest 
levels of WNV incidence in the U.S. A next important step for this research is to use these 
statistical models to project changes in West Nile virus risk in response to climate change. 
The collective results of my dissertation help us understand how climate conditions 
influence two of the most important environmental infectious diseases in the U.S. and how 
climate change may affect each disease. Warming temperatures may allow the area 
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endemic to Valley fever to expand throughout much of the western U.S. In contrast, if cold 
temperatures are an important control on the highest levels of West Nile virus incidence, 
warming temperature may cause the highest levels of incidence to move northward out of 
the U.S. The results of my dissertation are being actively shared with the U.S. 
Environmental Protection Agency, state health agencies and epidemiologists, and 
physicians in hopes to alleviate the future burden of environmental infectious diseases. 
  
7 
Chapter 2  
 
Coccidioidomycosis dynamics in relation to climate in the southwestern 
United States 
 
Adapted from: 
Gorris, M. E., Cat, L. A., Zender, C. S., Treseder, K. K., & Randerson, J. T. (2018). 
Coccidioidomycosis dynamics in relation to climate in the southwestern United States. 
GeoHealth, 2, 6–24. https://doi.org/10.1002/2017GH000095 
 
2.1 Introduction 
Coccidioidomycosis, also known as Valley fever, is an infectious disease that has 
gained attention from a recent increase in cases. Fluctuations in cases are likely driven by 
changes in climate and environmental conditions, which impact the lifecycle of the disease 
agent. The agent for Valley fever is Coccidioides spp., which are saprotrophic fungi that 
grow in the soils of the southwestern United States (Smith et al., 1946a). When water-
stressed, Coccidioides spp. autolyze into spores comparable in size to dust aerosols 
(Huppert et al., 1967). Soil disturbance can aerosolize these spores, which if inhaled, cause 
Valley fever in roughly 40% of hosts (Smith et al., 1946a). No Valley fever cases have been 
reported from human transmission, so cases are likely a direct consequence of 
environmental exposure to Coccidioides spp. 
Valley fever symptoms range from short term, flu-like illness, to long term, 
disseminated disease (Tsang et al., 2010; Thompson, 2011). Moreover, human populations 
differ in their disease risk. Immuno-compromised persons are more susceptible to Valley 
fever (Woods et al., 2000; Blair & Logan, 2001; Rosenstein et al., 2001; Bercovitch et al., 
2011). In addition, disseminated cases are more frequent in non-white races (Durry et al., 
1997; Rosenstein et al., 2001; Crum et al., 2004).  
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The amount of Coccidioides spp. in the soil and air may be modulated by both abiotic 
and biotic factors (Nguyen et al., 2013), therefore influencing Valley fever incidence (Figure 
2.1). Important environmental factors include air temperature, water availability, 
biological competition, and anthropogenic and natural dust emissions (Nguyen et al., 
2013). Previous studies examining the relationship between climate and Valley fever 
incidence analyzed time series from a few, highly endemic counties (Kolivras & Comrie, 
2003; Komatsu et al., 2003; Comrie, 2005; Park et al., 2005; Zender & Talamantes, 2006; 
Talamantes et al., 2007; Tamerius & Comrie, 2011; Coopersmith et al., 2017; Tong et al., 
2017). Climate controls on the spatial structure of Valley fever incidence have not been 
systematically explored across the suspected endemic region of the southwestern U.S. due 
to the lack of an integrated Valley fever incidence database.  
Figure 2.1. Climate, environmental, and human factors may modulate the abundance of 
Coccidioides spp. in the soil and air, and therefore influence the temporal and spatial patterns 
of valley fever incidence. 
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The temperature range of habitats favorable for Coccidioides spp. remains poorly 
constrained. One study found Coccidioides spp. spores survived for six months at 
temperatures ranging from -15°C to 37°C and for over a week at 50°C (Friedman et al., 
1956). This temperature adaptability is the basis for the soil sterilization hypothesis, which 
suggests high temperature extremes limit the growth of many fungi, but Coccidioides spp. 
may survive by retreating to deeper soils (Maddy, 1965). Then, upon the return of rain, 
Coccidioides spp. grow towards the soil surface and proliferate with little competition. Two 
independent studies in Pima and Maricopa Counties in Arizona found significant positive 
relationships between temperature in the preceding season and Valley fever incidence, 
which supports the soil sterilization hypothesis (Kolivras & Comrie, 2003; Park et al., 
2005). This hypothesis may help explain how Coccidioides spp. can flourish at the same 
location for many years (Greene et al., 2000; Barker et al., 2012), even though lab 
experiments suggest they are poor competitors relative to other fungi (Swatek & 
Omioczynski, 1970; Greene et al., 2000; Barker et al., 2012).  
The most established relationship between precursor climate conditions and 
fluctuations in Valley fever incidence is that a wet period followed by a dry period causes 
increased incidence (Smith et al., 1946b; Pappagianis, 1994). This pattern first provides 
water availability, a critical factor for Coccidioides spp. growth in arid desert soils (Maddy, 
1957; Swatek, 1975; Fisher et al., 2007). Then, when soils dry, the fungi may autolyze into 
spores that are small, and easily dispersed by winds (Huppert et al., 1967). Previous 
studies provide support for this hypothesis on both seasonal and inter-annual time scales 
in a few, highly endemic counties in Arizona (Kolivras & Comrie, 2003; Komatsu et al., 
2003; Comrie, 2005; Park et al., 2005; Tamerius & Comrie, 2011, Coopersmith et al., 2017), 
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but support for this hypothesis is mixed in California (Zender & Talamantes, 2006; 
Talamantes et al., 2007; Coopersmith et al., 2017).  
Since precipitation is subject to runoff and evaporation, soil moisture may be a more 
precise measurement of water availability for Coccidioides spp. In several Arizona and 
California counties, decreases in soil moisture preceded increased Valley fever incidence 
(Coopersmith et al., 2017). Other work focusing on Maricopa, Pima, and Pinal Counties in 
Arizona used normalized difference vegetation index (NDVI), a measure of green plant 
cover, as a proxy for soil moisture (Stacy et al., 2012). The authors found no correlation 
with Valley fever incidence on an inter-annual time scale, but identified a bimodal mean 
annual cycle in NDVI that was negatively correlated with a bimodal seasonality of Valley 
fever incidence (Stacy et al., 2012). Use of NDVI as a proxy for water availability may have 
further implications to environmental conditions, because changes in plant cover may also 
influence near surface winds and thus the dispersal of spores from the soil surface (e.g., 
Zender & Talamantes, 2006). 
Human activity can exacerbate dust emissions from natural and managed 
ecosystems, thus increasing the probability of aerosolizing Coccidioides spp. spores. 
Population in the southwestern U.S. is increasing faster than many other parts of the nation 
(U.S. Census Bureau, 2011b). To meet the demands of a rising population, increased soil 
disturbance from construction and agriculture may aerosolize more Coccidioides spp. 
spores. Individuals directly disturbing the soil have a high risk of contracting Valley fever. 
Soil disturbance from construction sites (California Department of Public Health, 2013; 
Wilken et al., 2015), military training (Smith et al., 1946b), archaeological digs (Werner & 
Pappagianis, 1973; Perera et al., 2002; Petersen et al., 2004), and film shoots (Wilken et al., 
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2014) have been associated with Valley fever outbreaks. Dust storms have also been 
correlated with increased incidence in a few, highly endemic Arizona counties (Tong et al., 
2017) and have caused localized outbreaks of Valley fever in California (Williams et al., 
1979). Human soil disturbance may exacerbate these natural events, leading to increased 
exposure to Coccidioides spp. 
The goal of our study was to identify spatial and temporal relationships between 
environmental factors and Valley fever incidence throughout the southwestern U.S., 
drawing upon a new regional Valley fever incidence database that we assembled. In our 
analysis, we assessed how surface air temperature, precipitation, soil moisture in the top 
10 cm, surface dust concentration, normalized difference vegetation index, and cropland 
area influence Valley fever incidence. We hypothesized that Valley fever incidence will be 
higher in counties with warmer and drier conditions, and where human land use and 
natural processes increase dust concentrations. We tested our hypothesis using linear and 
non-linear regression models to quantify climate and environmental controls on the spatial 
pattern of incidence in 152 counties across 5 states. In addition, we assessed the influence 
of climate on seasonal and annual variability as well as the spatial structure of long-term 
trends in Valley fever incidence. Improving our understanding of the spatial extent of 
Valley fever incidence and the relationships between climate and incidence may help 
mitigate both immediate and future health impacts of this disease. This information can 
help to predict how climate change may modify the vulnerability of different communities 
to Valley fever outbreaks over the next several decades.  
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2.2 Methods 
2.2.1 Valley fever database 
We compiled county-level Valley fever case data from Arizona, California, Nevada, 
New Mexico, and Utah using state-level data records to create a regional Valley fever 
incidence database (Table 2.1). We selected this domain because Coccidioides spp. is known 
to be endemic to the desert soils of the southwestern U.S. Our analysis spanned the period 
from January 2000 through December 2015, when month-level data was available for each 
county. During this period, each of the five state health agencies identified Valley fever as a 
reportable disease, meaning immediate disease control was necessary and reporting cases 
to state health agencies was mandatory (CDC, 2015). Over the 16 years and 152 counties in 
State Year Made 
Reportable 
Data 
Availability 
Reference 
Arizona 1997 1990 – 2015 Arizona Department of Health Services 
150 N 18th Ave, Ste 140 
Phoenix, AZ 85007 
California 1995 2000 – 2015 California Department of Public Health 
PO Box 997377, MS 0500 
Sacramento, CA 95899 
Nevada 1992 1991 – 2015 Nevada Department of Health and  
Human Services 
4126 Technology Way 
Carson City, NV 89706 
New Mexico 1988 1993 – 2015 New Mexico Department of Health 
1190 St. Francis Drive, Runnels N1361 
Santa Fe, New Mexico 87502 
Utah 1995 1998 – 2015 Utah Department of Health 
PO Box 142104 
Salt Lake City, Utah 84114 
 
Table 2.1. County-level data gathered from state health agencies used to create the Valley fever 
database. 
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our analysis, our database consisted of 149,286 individual Valley fever cases. County-level 
cases was the finest spatial scale for which curated Valley fever data was available. 
Each Valley fever case has a date corresponding to the month and year when the 
diagnosing health institution submitted the official case report. However, there is an 
incubation time between environmental exposure to Coccidioides spp. and the onset of 
symptoms from one to three weeks (Smith et al., 1946b) and a further lag between the 
onset of symptoms, subsequent Valley fever diagnosis, and submission of the official case 
report. The time lag between onset of symptoms and submission of the official Valley fever 
case report is estimated to be between 1 and 1.5 months (Comrie, 2005, Tsang et al., 2010). 
It is important to consider this lag when interpreting temporal relationships between 
climate and Valley fever incidence. In addition, the location of infection may have not 
occurred in the county which filed the case report, if for example, an individual was 
exposed to Coccidioides spp. during travel.   
 We estimated county-level Valley fever incidence by dividing the number of monthly 
reported cases by annual county-level population. We obtained county-level population 
data for 2000 to 2015 using intercensal population estimates from the U.S. Census Bureau 
(U.S. Census Bureau, 2011a, 2015). 
 We compared our dataset of incidence with the endemicity map from the U.S. 
Centers for Disease Control and Prevention (CDC). The CDC endemicity map is derived 
from about 49,000 skin tests administered from 1945-1951, with 80% of participants 
being 17 to 21 year old, Caucasian male, Navy personnel (Edwards & Palmer, 1957; CDC, 
2017a). The map was modified to include Valley fever outbreaks in northern California 
(Werner & Pappagianis, 1973), northeastern Utah (Petersen et al., 2004), and southeastern 
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Washington State (Marsden-Huag et al., 2012). When interpreting differences between our 
mean annual Valley fever maps and that used by the CDC, it’s important to recognize that 
Caucasian males and people 17 to 21 years old are not recognized as a highly susceptible 
population to Valley fever, and there have been considerable changes in population and 
land use in the southwestern U.S. over the past half century. 
2.2.2 Climate and environmental data 
We collected monthly climate and environmental data from 2000 to 2015 (Table 
2.2). The gridded data were spatially averaged to the county-level using county 
cartographic boundary shapefiles from the U.S. Census Bureau at 1:500,000 scale in the 
Quantum Geographic Information System (QGIS, http://www.qgis.org/en/site/).  
Variable Data Product Resolution Time Span Reference 
Surface precipitation PRISM Climate Group - 
AN81m 
4 km2 2000 – 2015 Daly et al., 1994, 2008 
Surface air 
temperature 
PRISM Climate Group - 
AN81m 
4 km2 2000 – 2015 Daly et al., 1994, 2008 
Average soil 
moisture 0-10 cm 
NASA Global Land Data 
Assimilation System, Noah 
land surface model L4, 
Version 2.1 
0.25 × 0.25o 2000 – 2015 Rodell et al., 2004; 
Rodell & Beaudoing, 2007 
 
Surface dust 
concentration 
MERRA2 Monthly mean, 
time averaged, aerosol 
diagnostics, Version 5.12.4 
0.5 × 0.625o 2000 – 2015 Rienecker et al., 2011; 
Bosilovich et al., 2015;  
Molod et al., 2015 
 
Normalized 
difference vegetation 
index 
NASA Terra MODIS L3, 
Version 6, MOD13C2 
0.05 × 0.05o 02-2000 – 
2015 
Huete et al., 2002, 2010; 
Didan, 2015 
Cropland area USDA, NASS, Cultivated 
Layer based upon the NASS 
Cropland Data Layers 
30 m 2015 Boryan et al., 2011, 2012 
 
Table 2.2. Climate and environmental variables analyzed against the Valley fever database 
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For surface air temperature and precipitation, we used 4 km gridded products from 
the Precipitation-elevation Regressions on Independent Slopes Model (PRISM)(Daly et al., 
1994, 2008). PRISM is a climate interpolation model for the conterminous U.S. that 
assimilates surface station data using topographic variables and other information. It is 
recognized as the official spatial climate dataset of the U.S. Department of Agriculture.  
For soil moisture, we used the 0-10 cm layer product at a 0.25° spatial resolution from 
NASA’s Global Land Data Assimilation System (GLDAS)(Rodell et al., 2004; Rodell & 
Beaudoing, 2007). GLDAS is a land surface model that assimilates precipitation and solar 
radiation observations and other land surface driving variables from reanalysis. For dust 
loading, we used the 0.5° x 0.625° surface dust concentration from the second Modern-Era 
Retrospective Analysis for Research and Applications (MERRA-2) atmospheric reanalysis 
data (Rienecker et al., 2011; Bosilovich et al., 2015; Molod et al., 2015). For NDVI, we used 
the Moderate Resolution Imaging Spectroradiometer (MODIS) collection 6 product 
(MOD13C2)(Huete et al., 2002, 2010; Didan, 2015). NDVI values range from -1 to 1; barren 
rock and sand often have values between 0.1 and 0.2, grasslands or other ecosystems with 
sparse leaf area have values between 0.2 and 0.4, and high leaf area ecosystems, including 
closed canopy forests, often have values between 0.6 and 0.8 (Huete et al., 2010). As a 
measure of agricultural activity, we used an estimate of the cropland area per county from 
the 2015, 30 m cultivated land layer developed by the U.S. Department of Agriculture 
(USDA) National Agricultural Statistics Service (NASS)(Boryan et al., 2011, 2012). The area 
of cropland is estimated by taking the sum of the individual NASS Cropland Data Layers 
within each county. Cultivated land includes any land area prepared for crop cultivation, 
fallow land, or idle crop land (Boryan et al., 2012). 
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2.2.3 Statistical analysis 
We constructed mean annual Valley fever case and incidence maps for the 2000 to 
2015 period using the Valley fever database and population data. We used month-level 
climate and environmental data to construct mean annual maps over the same period, 
allowing for a direct comparison between these variables and mean annual Valley fever 
incidence.   
For cropland area, we used the 2015 map because of a lack of cropland data for 
other years. We used the total area of cropland per county, instead of fractional cover, to 
better represent the impact of agriculture in large heterogeneous counties that also 
encompass large regions with mountain or desert ecosystems.  
We focused our time series analyses on two Valley fever endemic sub-regions: the 
San Joaquin Valley of California and south-central Arizona. We selected these regions 
because the large number of cases in these areas allowed us to quantitatively examine 
environmental controls on seasonal and inter-annual timescales. The San Joaquin Valley of 
California consisted of Fresno, Kern, Kings, Madera, Merced, San Joaquin, Stanislaus, and 
Tulare Counties and included the cities of Fresno, Bakersfield, and Stockton. South-central 
Arizona consisted of Maricopa, Pima, and Pinal Counties and included the cities and 
metropolitan areas of Phoenix and Tucson. 
We used linear and non-linear regression to examine the relationships between 
climate and Valley fever incidence. For each variable, we first calculated county-level 
means. For the San Joaquin Valley and south-central Arizona, we calculated regional means 
as an area-weighted average of the individual counties. We calculated the mean annual 
cycles of both climate variables and Valley fever incidence by computing the long-term 
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mean for each month from 2000-2015 (or when data were available, see Table 2.2). We 
then subtracted this mean annual cycle from the climate and incidence data to examine 
climate controls on monthly incidence anomalies. 
2.3 Results 
2.3.1 Spatial extent and climate controls on 
Valley fever incidence 
We constructed mean annual maps of 
Valley fever cases and incidence per county by 
averaging annual case and incidence data from 
2000 to 2015 (Figure 2.2). These maps 
highlighted regions endemic to Valley fever. 
Valley fever incidence (Figure 2.2b) was 
greatest in the San Joaquin Valley of California 
and south-central Arizona. Within California, 
Valley fever incidence was almost non-existent 
in northern coastal counties, at low to 
intermediate levels in the coastal and desert 
counties of southern California, and at very high 
levels in the San Joaquin Valley and along the 
south-central coast. In Arizona, the highest 
levels of incidence occurred in the Basin and 
Range regions. 
Figure 2.2. The mean annual maps of 
valley fever (a) cases and (b) incidence per 
county from 2000 to 2015 demonstrate 
that the extent of valley fever differs in 
some areas than depicted by the CDC, 
shown in panel (c) (CDC, 2017), including 
the northern San Joaquin valley and south-
central coast of California. Units are (a) 
mean annual cases from 2000 to 2015 and 
(b) mean annual incidence from 2000 to 
2015. Counties considered endemic by the 
CDC are outlined in green in the top panels 
(a, b). 
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Our map provided evidence that Valley fever incidence may extend beyond the 
suspected endemic regions identified by the CDC in several areas (CDC, 2017a). In 
California, Valley fever incidence extended further north in the San Joaquin Valley, into 
Merced, Stanislaus, and San Joaquin Counties. Combined, these three counties reported 
1,622 cases from 2000 to 2015. In contrast, a neighboring CDC suspected endemic region of 
similar area to the east, including Amador, Calaveras, Tuolumne, and Mariposa Counties, 
reported only 64 cases. Incidence throughout northern California, Nevada, New Mexico, 
and Utah was low, but more widespread and extended further north than depicted by the 
CDC. We also note that our dataset did not detect Valley fever incidence in several counties 
that the CDC reported as endemic. These differences may have been caused by the 
interpolation approach used by the CDC, small sample sizes in sparsely populated counties 
in our incidence dataset, or changes in Coccidioides spp. abundance over time.  
We compared our mean annual map of Valley fever incidence with the maps of the 
climate and environmental drivers and found Valley fever incidence was higher in hotter, 
drier, and dustier regions, and often where there were large areas of cropland (Figure 2.3, 
Table 2.3). Mean annual surface air temperature was a significant, positive non-linear 
driver of Valley fever incidence (p<0.001, Figure 2.4a). No county with a mean annual 
temperature lower than 10ºC had incidence higher than 6 cases per 100,000 population, 
whereas the 6 counties in Arizona and California with the highest incidence (greater than 
70 cases per 100,000 population) all had mean annual temperatures exceeding 16ºC. The 
two measures of ecosystem moisture had significant, negative non-linear relationships 
with Valley fever incidence (precipitation: p<0.001, soil moisture: p<0.001). No county 
with mean annual precipitation greater than 600 mm/yr had Valley fever incidence 
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exceeding 4 cases per 100,000 population (Figure 2.4b). Thus, northern coastal counties of 
California had very low levels of Valley fever incidence. Similarly, counties with the greatest 
soil moisture had almost no Valley fever incidence (Figure 2.4c). Surface dust 
concentrations had a weak, positive linear relationship with Valley fever incidence 
(p<0.001, Figure 2.4d). NDVI did not have a significant linear or non-linear relationship 
with Valley fever incidence, although counties with over 10 cases per 100,000 population 
Figure 2.3. The mean annual maps of climate and environmental drivers from 2000 to 2015 
(except cropland area, which include 2015 data only). (a) Surface air temperature, (b) annual 
precipitation, (c) average soil moisture in the top 10 cm, (d) surface dust concentration, (e) 
NDVI, and (f) cropland area. 
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spanned a range of NDVI values between 0.16 and 0.45, indicating that Valley fever 
incidence was elevated in areas with intermediate levels of vegetation cover (Figure 2.4e). 
Valley fever incidence was less than or equal to 1 case per 100,000 in counties with NDVI 
values greater than 0.55, suggesting dense vegetation and tree cover may decrease human 
exposure to Coccidioides spp. 
The amount of cropland area per county in 2015 had a significant, positive linear 
relationship with Valley fever incidence (p<0.001, Figure 2.4f). Counties with higher levels 
of cropland area were more likely to have elevated levels of Valley fever incidence. This 
relationship was weaker (r=0.20), but still significant (p=0.01), when we analyzed the 
fraction of county area with cropland (data not shown). Valley fever incidence was 
particularly high in the Central Valley of California, a major area of agricultural activity. 
Over 250 different crops are grown and approximately one-quarter of U.S. food production 
occurs in that region (U.S. Geological Survey, 2017). There were also large areas of 
** Values are significant at p<0.05 
 
Table 2.3. The statistical relationships between mean annual valley fever incidence and 
climate and environmental variables. Data were averaged across the time spans indicated 
Variable Time span Best fit  r 
Threshold 
(Counties greater than 
10 cases/100,000 
population, n=22) 
Temperature 2000 – 2015 Exponential  0.48** >11°C 
Precipitation 2000 – 2015 Exponential -0.29** <600 mm/yr 
Soil Moisture 2000 – 2015 Exponential -0.43** <19 kg/m2 
Surface Dust 
Concentration 
2000 – 2015 Linear  0.30**  
NDVI 02-2000 – 2015 Not Significant   0.16 – 0.45 
Cropland Area 2015 only Linear  0.56**  
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agriculture in southeastern Arizona, which overlapped with higher incidence counties in 
south-central Arizona. 
Figure 2.4. The spatial relationships between mean annual valley fever incidence and (a) surface 
air temperature, (b) annual precipitation, (c) average soil moisture in the top 10 cm, (d) surface 
dust concentration, (e) NDVI, and (f) cropland area. Statistically significant non-linear 
relationships for surface air temperature (p<0.001), annual precipitation (p<0.001), soil 
moisture (p<0.001) and statistically significant linear relationships for surface dust 
concentration (p<0.001) and cropland area (p<0.001) are plotted in black lines. All variables 
except cropland area are averaged from 2000 to 2015; cropland area is 2015 data only. 
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2.3.2 Seasonal dynamics of climate and Valley fever incidence 
Valley fever incidence had a different mean annual cycle in the San Joaquin Valley of 
California compared to south-central Arizona (Figure 2.5). Maximum Valley fever incidence 
in the San Joaquin Valley occurred in October, at a level (6.2 cases per 100,000 population) 
about double the minimum incidence observed in April (3.2 cases per 100,000 population). 
In contrast, Valley fever incidence in south-central Arizona was less variable across seasons 
(averaging 10.1 cases per 100,000 population), and had a bimodal distribution with small 
peaks in both summer (10.3 cases per 100,000 population) and winter (13.3 cases per 
100,000 population). 
In the San Joaquin Valley of California, the October peak in incidence occurred 
approximately 3 months after the maximum in surface air temperature and 2 months after 
the summer minimum in precipitation and soil moisture (Figure 2.5b-d, Table 2.4). Surface 
dust concentrations were lower in the San Joaquin Valley compared to south-central 
Arizona. We observed a small peak in dust concentration in the San Joaquin Valley during 
late autumn and winter months (Oct-Dec). The dust peak had a long lead time relative to 
the seasonal maximum in Valley fever incidence (Figure 2.5e). NDVI was at a minimum in 
October, during the same month as peak incidence (Figure 2.5f). Low level of plant cover 
during late summer and fall may allow for greater exposure of bare soils that increase 
surface wind speeds and loft Coccidioides spp. spores into the air (Zender & Talamantes, 
2006). Combined, the monthly patterns of climate and incidence in the San Joaquin Valley 
suggested that dispersal was greater during hot and dry periods following wet conditions 
optimal for Coccidioides spp. growth, supporting previous work (Smith et al., 1946b; 
Pappagianis, 1994). In south-central Arizona, peaks of Valley fever incidence during  
23 
  
Figure 2.5. Mean annual cycles of valley fever incidence and climate variables in the San 
Joaquin Valley of California and south-central Arizona. (a) Monthly valley fever incidence, (b) 
surface air temperature, (c) monthly precipitation, (d) average soil moisture in the top 10 cm, 
(e) surface dust concentration, and (f) NDVI. Valley fever incidence reaches seasonal maximums 
following periods of low environmental moisture. Error bars are the standard deviation of the 
monthly averages between counties in each sub-region. 
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summer and winter months follow minima in precipitation during spring and autumn 
(Figure 2.5). Soil moisture was less seasonally variable in south-central Arizona than in the  
San Joaquin Valley, which may have contributed to the more homogenous seasonal 
dynamics of Valley fever incidence. Surface dust concentrations had a lead time of 7 
months relative to the peak of Valley fever incidence in winter; however, dust 
concentrations did not follow a bimodal seasonal pattern like environmental moisture, 
plant growth, and Valley fever incidence.  
 To further explore the role of precipitation in structuring Valley fever incidence, we 
created a seasonality index by calculating the fraction of mean annual precipitation and 
incidence that occurred during each three-month season (Figure 2.6). Areas surrounding 
and including the San Joaquin Valley of California had a more pronounced seasonality of 
Valley fever incidence than areas surrounding and including south-central Arizona. Near 
the San Joaquin Valley, high winter precipitation preceded low levels of Valley fever 
incidence in spring, while low summer precipitation preceded a peak of incidence in 
autumn. This annual cycle changed to the east. Across Arizona and New Mexico, counties 
experienced increased precipitation from the North American monsoon during summer 
and autumn. The regional differences in precipitation timing may be one of the factors 
contributing to differences in the seasonality of Valley fever incidence observed across the 
southwestern U.S. 
2.3.3 Monthly climate and Valley fever incidence anomalies 
We calculated monthly climate and Valley fever incidence anomalies by removing 
the mean annual cycle from the original time series for each variable (Figure 2.7). In the 
San Joaquin Valley of California, monthly air temperature anomalies were negatively  
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  Figure 2.6. A seasonality index showing the fraction of annual precipitation and 
annual valley fever incidence that occurred during each three-month period. (a) 
Winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) autumn (SON) intervals. 
Counties that averaged less than 1 valley fever case per 1,000,000 population per year 
from 2000 to 2015 were masked to reduce the noise associated with small sample 
sizes. 
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Figure 2.7. Monthly climate and valley fever incidence anomalies after removing the 
mean annual cycle from the original time series for each variable. (a) Valley fever 
incidence anomalies, (b) surface air temperature anomalies, (c) monthly precipitation 
anomalies, (d) soil moisture in the top 10 cm anomalies, (e) surface dust 
concentration anomalies, and (f) NDVI anomalies. 
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correlated with Valley fever incidence anomalies 6 months later (Figure 2.7b, Table 2.4). 
Precipitation, soil moisture, and NDVI anomalies all had significant, positive correlations 
with Valley fever incidence anomalies 7-9 months later (Figure 2.7c,d,f, Table 2.4). Taken 
together, these results provide preliminary evidence for higher autumn Valley fever 
incidence in years with cool, wet, and productive spring growing seasons.  
In south-central Arizona, we found no significant relationship between air 
temperature anomalies and Valley fever incidence anomalies (Figure 2.7b). Incidence 
anomalies were negatively correlated with precipitation and soil moisture anomalies over 
the previous 1-2 months, positively correlated with surface dust in the previous month, and 
negatively correlated with NDVI anomalies in the same month (Figure 2.7c,d,e,f, Table 2.4). 
The shorter lag times of incidence following climate and dust anomalies suggested that in 
south-central Arizona, climate variability within a single season can modify the risk of 
contracting Valley fever. The dual influence of both Pacific storms and the North American 
monsoon likely contributes to both the bimodal seasonality of Valley fever incidence and 
shorter time delays observed between climate and incidence anomalies. 
2.3.4 Long term trends in Valley fever incidence 
Trends in annual Valley fever cases and incidence across the southwestern U.S. 
followed similar patterns between states, especially in Arizona and California (Figure 2.8a). 
Cases in Arizona and California had a minor peak in 2006 and a longer duration peak from 
2009 through 2012, which was followed by a moderate decrease from 2013 to 2015. The 
majority of cases within Arizona and California occurred in the two sub-regions with high 
Valley fever incidence; the San Joaquin Valley of California accounted for over 57% of cases 
in California each year and south-central Arizona accounted for over 94% of cases in  
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Figure 2.8. Long term trends of valley fever from 2000 to 2015, with relative peaks in 2006 and 
2011. (a) Annual cases in California and Arizona are dominated by two sub-regions of high valley 
fever cases: the San Joaquin Valley of California and south-central Arizona, (b) annual incidence in 
Arizona becomes greater than in California by 2015, and (c) significant changes in annual valley 
fever incidence occurred throughout the entire state of Arizona and portions of the San Joaquin 
Valley and south-central coast of California. Striped counties indicate trends that were not 
significant at p<0.10. The units are the change in annual incidence per year. 
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Arizona each year (Figure 2.8a). The combined set of cases from Nevada, New Mexico, and 
Utah was small compared to the totals from Arizona and California. 
Valley fever incidence in the San Joaquin Valley and south-central Arizona was 
similar at the beginning of our time series from 2000 to 2008 (Figure 2.8b). However, from 
2009 to 2012, south-central Arizona experienced a rapid increase in incidence, with levels 
more than doubling during this 4 year interval. Incidence in both sub-regions declined after 
2012, but incidence in south-central Arizona remained over two and a half times the annual 
incidence in the San Joaquin Valley. Overall, the long term trend in annual Valley fever 
incidence in south-central Arizona significantly increased on average by 9.3 cases per 
100,000 population per year from 2000 to 2015 (p<0.05), whereas the San Joaquin Valley 
had no significant trend. At the state level, Arizona (p<0.05), California (p<0.05), Nevada 
(p<0.001), New Mexico (p<0.01), and Utah (p<0.05) all had significant positive long-term 
trends in annual Valley fever incidence. 
A map of long-term trends in Valley fever incidence (Figure 2.8c) highlighted 
significant (p<0.1) increases in annual Valley fever incidence throughout the entire state of 
Arizona. Annual incidence in the northern part of the San Joaquin Valley of California 
increased significantly, but this was balanced by areas in the southern part of the Valley 
that did not significantly change. Small increases in annual incidence also occurred along 
the south-central and southern coast of California, including Monterey, Santa Barbara, Los 
Angeles, Orange, and San Diego Counties. Of the 152 counties of the southwestern U.S., 38 
(25%) had a positive, significant increase in annual incidence over 0.01 cases per 100,000 
population per year (p<0.1) and no county had a significant decrease in incidence. These 
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trends provide evidence that south-central Arizona is the current, main endemic area to 
Valley fever.  
We examined relationships between annual climate and Valley fever incidence, 
examining 0, 1, and 2 year lags in incidence (Table 2.4). In the San Joaquin Valley of 
California, temperature was negatively correlated with Valley fever incidence in the same 
year, which is consistent with the negative relationship we found between monthly 
anomalous temperature and incidence. Precipitation, soil moisture, and NDVI were all 
positively correlated with incidence in the following year. Since the Pacific storm tracks are 
the main source of precipitation in the San Joaquin Valley, October through December 
precipitation in in the previous year may be important for the growth of Coccidioides spp. 
and subsequent spore formation during the following autumn. In south-central Arizona, we 
found no significant correlations between annual climate and Valley fever incidence. There 
were no significant correlations between annual dust concentrations and incidence in 
either sub-region. 
2.4 Discussion 
2.4.1 The spatial extent of Valley fever incidence and need for enhanced Valley fever 
surveillance 
Our mean annual map of Valley fever incidence suggested that regions of Valley 
fever endemicity may extend beyond the current boundaries depicted by the CDC, most 
notably extending further north. This highlights the need for systematic monitoring in 
counties with lower Valley fever incidence and states outside the suspected endemic zone.  
Texas was not included in our study since the state does not declare Valley fever as a 
reportable disease. However, the CDC estimates Texas is an established endemic region 
32 
(CDC, 2017a) and cases in Texas date back to the 1930s (Caldwell, 1932, Maddy, 1965). A 
few county-level health departments in Texas initiated local Valley fever surveillance 
programs and reported non-zero amounts of cases (i.e., El Paso County: 12 cases in 2015, 
or 1.4 cases per 100,000 population)(City of El Paso Department of Public Health, 2015).  
States outside of the southwestern U.S. have also reported increases in Valley fever. 
Several cases of Valley fever in Washington State led to an investigation that detected 
Coccidioides spp. in Washington State soils (Litvintseva et al., 2014). Cases in Missouri are 
increasing, largely in part to people traveling to endemic areas (Turabelidze et al., 2015). 
Humans may unintentionally aid spore dispersal and cause new communities to be at risk 
for Valley fever, especially since population and domestic travel are increasing (Bureau of 
Transportation Statistics, 2016]. Defining Valley fever as a reportable disease outside the 
endemic zone would strengthen our ability to quantify climate and environmental drivers 
that structure the spatial and temporal trends of Valley fever. 
More broadly, international collaboration on Valley fever surveillance would 
improve disease management, especially in countries with cases or where Coccidioides spp. 
has been detected; this includes countries in North, Central, and South America (Campins, 
1961; Eulálio et al., 2001; de Macêdo et al., 2011; Baptista-Rosas et al., 2012]. For example, 
Coccidioides spp. has been detected in Mexico at multiple locations over 70 years 
(Sotomayor et al., 1960; Baptista-Rosas et al., 2012]. An environmental niche model of 
Coccidioides spp. highlighted substantial portions of Mexico as suitable habitat (Baptista-
Rosas et al., 2007]. Information on disease trends in Mexico could help define the main 
drivers of disease trend, especially since there are large similarities in climate and land-use 
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patterns between the southwestern U.S. and northern Mexico, yet differences in 
demographics and healthcare infrastructure. 
2.4.2 The role of climate and environmental variables in structuring the spatial 
pattern of Valley fever incidence 
Comparing the mean annual map of Valley fever incidence with climate and 
environmental variables does not suggest that regions of high Valley fever incidence are 
structured by a single driver, but rather a combination of climate factors. Hot, dry, and 
dusty conditions appeared to create the optimal conditions for elevated disease incidence. 
Collectively, the relationships between Valley fever incidence and climate variables begin 
to define a climate envelope for increased Valley fever incidence, and by proxy, the 
geographical range of Coccidioides spp. Air temperature, precipitation, soil moisture, 
surface dust concentration, NDVI, and cropland area may all be useful for developing a 
predictive model of Valley fever incidence, and thus a means to analyze scenarios of future 
environmental change.  
Local to regional-scale patterns of high Valley fever incidence are likely structured 
by a broad suite of mechanisms influencing soil disturbance. In this context, it would be 
beneficial to further examine human activities that contribute to dust emission. Land-use 
change and some agricultural practices are known to enhance the wind erosion of soils (Liu 
et al., 2007; McConnell et al., 2007; Neff et al., 2008). In combination with reduced water 
availability for irrigation, these factors may increase the number of dust storms, which are 
known to carry large numbers of fungal spores (Griffin, 2007). Dust storm activity in the 
U.S. increased in recent decades and has been linked to changes in Valley fever incidence 
(Williams et al., 1979; Tong et al., 2017). Other short-lived natural dust events, including a 
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landslide triggered by an earthquake, have also been related to Valley fever outbreaks 
(Harp & Jibson, 1996). Since our study was limited to the monthly time scale, the impact of 
dust contributions on the daily or weekly time scales were not well resolved. New, high 
resolution observations and reanalysis of surface dust, including the contributions from 
dust storms, is needed to further explore controls on Valley fever incidence.  
 Soil characteristics may also play a role in structuring the spatial extent of Valley 
fever. However, the low number of soil samples that have detected Coccidioides spp. make 
it difficult to identify key soil characteristics that influence abundance (Elconin et al., 1957; 
Maddy, 1958; Swatek et al., 1967; Swatek & Omieczynski, 1970; Lacy & Swatek, 1974; 
Greene et al., 2000; Barker et al., 2012; Lauer et al., 2012). Alkalinity, salinity, soil porosity, 
and soil texture may be important factors; however, more systematic soil sampling 
campaigns across the southwestern U.S. are needed to better constrain these soil 
characteristics.  
 In addition to local environmental conditions, human demographics may contribute 
to the observed patterns of Valley fever incidence. Race, gender, and local population age 
may play a role, especially in disseminated disease (Louie et al., 1999; Rosenstein et al., 
2001; Hector et al., 2011; Odio et al., 2017). Occupation, especially in agriculture, may also 
be a compounding factor that influences dust exposure and subsequent Valley fever 
incidence.   
2.4.3 Seasonal and inter-annual dynamics of Valley fever incidence in relation to 
climate 
Our study found support that a wet season, which allows the fungi to grow, followed 
by a dry period, which allows the generation of dust and dispersal of spores (Smith et al., 
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1946b; Pappagianis, 1994), regulates the seasonal timing of Valley fever incidence. Our 
analysis builds upon this paradigm by showing that incidence seasonality varied across the 
southwestern U.S. and was linked to different precipitation regimes, including Pacific storm 
systems and the North American monsoon. In California, the October peak in incidence 
occurred near the end of a hot and dry Mediterranean summer climate. In contrast, smaller 
bimodal peaks in incidence in south-central Arizona occurred during summer and early 
winter after dry intervals in late spring and autumn.  
The differences we observed in seasonal Valley fever dynamics between California 
and Arizona were consistent with previous studies, but differed slightly in timing. In the 
San Joaquin Valley of California, the singular peak of Valley fever incidence we observed 
during autumn is consistent with individual studies in Kern County. However, our study 
indicated an October maximum of Valley fever incidence, while earlier studies broadly 
identified that the maximum occurred in summer to autumn (Smith et al., 1946b), or in 
October to January (Zender and Talamantes, 2006). In south-central Arizona, the bimodal 
peak of Valley fever incidence is similar to previous temporal patterns identified for Pima 
County (Hugenholtz, 1957). Our results indicated a secondary peak in incidence occurs in 
December, whereas prior analyses reported this peak to occur earlier, between October 
and November (Hugenholtz, 1957; Kerrick et al., 1985; Comrie, 2005). 
The sensitivity of Valley fever incidence to wetting and drying cycles appeared to 
impact inter-annual anomalous incidence. In the San Joaquin Valley of California, cool, wet, 
and productive springs appeared to increase Valley fever incidence the following autumn. 
In south-central Arizona, no significant pattern was observed on this timescale, possibly 
from dual forcing from Pacific storms and the North American monsoon damping out 
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seasonal precipitation variability. However, a recent study used aggregated soil moisture 
and Valley fever incidence data over varying, inter-annual monthly time intervals and 
found evidence for this relationship in both California and Arizona (Coopersmith et al., 
2017). 
Our study lacked strong evidence supporting dust as a driver of seasonal Valley 
fever incidence. There was significant, but weak, support for this relationship on the inter-
annual time scale. In both the San Joaquin Valley and south-central Arizona, dust 
concentrations in the preceding 1-3 months were positively correlated with Valley fever 
incidence. This may suggest that localized dust emissions that are not captured in 
atmospheric reanalysis models may be an important mechanism for the dispersion of 
Coccidioides spp. spores. Moreover, isolated short-lived dust storms may be an important 
mechanism for widespread exposure to Coccidioides spp., especially storms that impact 
large populations (Tong et al., 2017). Recent work found that the frequency of dust storms 
was a better indicator of increased Valley fever incidence than surface dust measurements 
(Tong et al., 2017). However, this finding was only significant for two highly endemic 
counties: Maricopa and Pima Counties (Tong et al., 2017). Dust storms may have caused 
anomalous monthly surface dust concentrations in our analysis if the signal was strong 
enough. Otherwise, the signal from these short-lived events may be lost by analyzing 
monthly averaged data. 
2.4.4 Long term trends in Valley fever incidence 
Our study highlighted a shift from 2000 to 2015 in the location of the highest Valley 
fever incidence from the San Joaquin Valley of California to south-central Arizona. Levels of 
Valley fever incidence between the San Joaquin Valley and south-central Arizona in the 
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beginning of our time series analysis were similar. However, incidence in south-central 
Arizona has been significantly increasing since 2000 and is now more than double the 
incidence rate in the San Joaquin Valley. Significant increases in incidence in counties 
surrounding the south-central Arizona hotspot may suggest that the major endemic region 
is also expanding spatially. 
It is unclear whether the extended peak in Valley fever incidence from 2009-2011 is 
a result of precursor climate conditions or other factors related to demographics and 
health management. Peaks in annual Valley fever incidence were suggested to be the result 
of changes in Valley fever diagnosis protocol and reporting, especially the 2009 peak in 
Arizona (Arizona Department of Health Services, 2012). However, Valley fever 
hospitalization rates in both Arizona and California also peaked in 2006 and from 2009 to 
2011 (Arizona Department of Health Services, 2013; Sondermeyer et al., 2013; Koski et al., 
2016). Simultaneous increases in both Valley fever incidence and hospitalization rates 
suggest that these peaks may not be the result of changes in diagnosis alone. 
2.4.5 The potential effects of climate change on Valley fever incidence dynamics 
Climate change may have varying effects on the suitable habitat, abundance, and 
dispersion of Coccidioides spp. Temperatures in the southwestern U.S. are expected to 
increase by at least 2oC by 2100, with the greatest increase expected during summer and 
autumn (Garfin et al., 2014). Given the temperature threshold for higher Valley fever 
incidence identified in our analysis (Table 2.3), this warming may shift Valley fever 
endemic regions further north as Coccidioides spp. inhabits locations previously unsuitable 
for survival.  
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Projections of precipitation are more uncertain for the southwestern U.S. (Cayan et 
al., 2013; Kunkel et al., 2013; Garfin et al., 2014). Winter and spring precipitation is 
projected to decrease for the southern part of the region, but not significantly change in the 
north. Less water availability and increases in evaporative demand in the southwestern 
U.S. may limit the growth of Coccidioides spp. However, periods of drought throughout the 
southwestern U.S. are expected to intensify (Cayan et al., 2013), which could increase dust 
concentrations and Coccidioides spp. dispersal. 
Considering changes in precipitation and temperatures together, the effects of 
climate change in the southwestern U.S. may favor both the enhanced growth and 
prolonged emission of Coccidioides spp. spores. Previous work identified populations in 
Tulare, Madera, and Kern Counties in California and in Pinal, Pima, and Maricopa Counties 
in south-central Arizona as particularly vulnerable to increased Valley fever incidence 
(Shriber et al., 2017). These counties already have some of the highest Valley fever 
incidence and climate change may further increase the disease burden. The potential 
effects of climate change warrant enhanced surveillance of this disease and more wok to 
understand the relationship between climate and Valley fever incidence. 
2.5 Conclusions 
We assessed environmental controls on the spatial extent, seasonal dynamics, and 
long term trends of Valley fever incidence using a new regional Valley fever database. Our 
analysis drew upon over 149,000 case reports from 152 counties in the southwestern U.S. 
We found that surface air temperature, precipitation, soil moisture, surface dust 
concentrations, NDVI, and cropland area all provided information regulating spatial and 
temporal patterns of Valley fever incidence. Incidence was higher in regions with warm 
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surface air temperatures and drier soils, with elevated levels of incidence in counties with a 
mean annual temperature above 11°C. The seasonal pattern of Valley fever incidence 
differed across the southwestern U.S. and appeared to be linked to precipitation drivers, 
including the influence of Pacific storm systems and the North American monsoon. Two 
hotspots of Valley fever in the San Joaquin Valley of California and in south-central Arizona 
had maximum seasonal Valley fever incidence following dry periods, supporting previous 
work showing that a wet season followed by a dry season increases incidence (Smith et al., 
1946b; Pappagianis, 1994).  
Our results suggested there are several northern regions where Valley fever is 
endemic that are outside the current domain identified by the CDC. To improve our ability 
to map endemic regions of Valley fever, surveillance programs should be implemented to 
enhance disease management and reporting, especially in areas where Coccidioides spp. is 
hypothesized or proven to be present. Improving our ability to link the current magnitude 
and extent of Valley fever with climate observations at a regional scale may help us to 
predict future changes in disease impact. Changes may occur in both the timing and levels 
of Valley fever incidence, as climate change alters regional temperatures and precipitation. 
The relationships between climate and incidence defined in our study can be incorporated 
into future forecast models that estimate the risk of contracting Valley fever. 
 
Acknowledgements 
M. E. Gorris is supported by a Department of Defense (DoD), National Defense 
Science & Engineering Graduate Fellowship (32 CFR 168a). L. A. Cat and K. K. Treseder 
acknowledge the UC Mexico Initiative and K. K. Treseder was supported by NSF DEB-
40 
1457160. C. S. Zender acknowledges support from the Borrego Valley Endowment Fund. J. 
T. Randerson received support from the Gordon and Betty Moore Foundation 
(GBMF#3269), NASA Soil Moisture and Interdisciplinary Science Programs, and the U.S. 
Dept. of Energy Office of Science RUBISCO Science Focus Area. We thank Shane Brady from 
the Arizona Department of Health Services, Colleen McLellan from the California 
Department of Public Health, Joseph Bareta from the New Mexico Department of Health, 
Jennifer Thompson from the Nevada Department of Health and Human Services, and 
Randon Gruninger from the Utah Department of Health for providing us with Valley fever 
case data from their respective state health agencies. Valley fever data may be obtained 
from the affiliated state health agencies. The authors declare no competing financial 
interests. 
  
41 
Chapter 3  
 
Expansion of coccidioidomycosis endemic regions in the United States in 
response to climate change 
 
Adapted from: 
Gorris, M. E., Treseder, K. K., Zender, C. S., & Randerson, J. T. (2019). Expansion of 
coccidioidomycosis endemic regions in the United States in response to climate change. 
GeoHealth. In press. 
 
Supporting information located in Appendix A 
 
3.1 Introduction 
Coccidioidomycosis, commonly known as Valley fever, is an infectious fungal disease 
that has gained attention in the United States due to a recent increase in cases (CDC, 
2018a). Humans contract Valley fever when they inhale Coccidioides spp. fungal spores. At 
onset, symptoms of Valley fever closely resemble the flu, which may delay diagnosis (CDC, 
2018b). If left untreated, debilitating symptoms may occur, and on rare occasion may cause 
death. Valley fever is not a communicable disease, so cases are a result of human exposure 
to Coccidioides spp. in the environment.  
Coccidioides spp., and therefore Valley fever, is endemic to the southwestern United 
States and parts of Central and South America (CDC, 2017b). Currently, there are two 
known species of Coccidioides, both of which cause Valley fever: C. immitis and C. posadasii 
(Lauer, 2017). C. immitis is thought to be the primary species present in California, while C. 
posadasii has a broader geographic distribution and is more commonly found in the highly 
endemic areas of Arizona (Barker et al., 2019; Lauer, 2017). The fungi grow as hyphae 
within desert soils (Stewart & Meyer, 1932). As such, Coccidioides spp. growth and 
abundance are influenced by environmental conditions (Maddy, 1957). The fungi 
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proliferate during wet periods. When water becomes limiting, Coccidioides spp. hyphae 
then break apart into spore-containing fragments, small enough for humans to inhale 
(Maddy, 1957). Any type of soil disturbance, like high winds or digging in dry soils, can 
cause Coccidioides spp. spores to become airborne and potentially inhaled by humans. 
Many details about the Coccidioides spp. life cycle and the microecosystem characteristics 
that structure its presence in soils are unknown. As a consequence, environmental 
surveillance for the fungi has yielded relatively few soil samples that have tested positive 
for Coccidioides spp.  
Because the fungi have not been systematically mapped across the hypothesized 
endemic region, much of our understanding of the relationships between environmental 
factors and Coccidioides spp. comes from studying epidemiological data. On a regional scale, 
weather and climate are known to influence the seasonal and interannual variability of 
disease incidence. Previous studies support a pattern of wet, then dry conditions preceding 
increased Valley fever incidence across the southwestern U.S. (Comrie, 2005; Coopersmith 
et al., 2017; Gorris et al., 2018; Kolivras & Comrie, 2003; Komatsu et al., 2003; Park et al., 
2005; Talamantes et al., 2007; Tamerius & Comrie, 2011; Zender & Talamantes, 2006). 
These dual controls first increase fungal growth during periods of higher than normal 
moisture. Then, they increase spore production and effective dispersal when hot 
temperatures and low rainfall desiccate soils and enhance the production of dust. Time 
delays between drying and elevated levels of incidence are observed in the two highly 
endemic regions, the San Joaquin Valley of California and south-central Arizona, despite 
regional differences in the timing of precipitation (Gorris et al., 2018). On finer temporal 
and spatial scales, processes such as soil disturbance, dust storms, and agricultural activity 
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can also influence Valley fever incidence (Tong et al., 2017; Williams et al., 1979; Wilken et 
al., 2015).  
These connections between climatic conditions and disease dynamics suggest on 
regional scales, climate may also structure the environmental range of the fungi, and 
therefore the spatial extent of Valley fever endemicity (Baptista-Rosas et al., 2007; Fisher et 
al., 2007). Two main climate conditions that regulate the occurrence of Coccidioides spp. in 
the environment are temperature and precipitation (Baptista-Rosas et al., 2007; Fisher et 
al., 2007; Gorris et al., 2018). County-level Valley fever case reports from 2000-2015 across 
5 states in the southwestern U.S. revealed the spatial pattern of incidence has a non-linear 
positive relationship with mean annual temperature and non-linear inverse relationship 
with mean annual precipitation (Gorris et al., 2018). Ultimately, these two climate 
conditions structure the presence of deserts: the biome in which Coccidioides spp. thrives 
(Fisher et al., 2007; Maddy, 1957). High temperatures may limit the growth of many 
microbial competitors, allowing Coccidioides spp. to more effectively compete for soil 
resources (Barker et al., 2012; Greene et al., 2000). Low levels of precipitation in deserts 
may also limit microbial competitors; however, occasional periods of high moisture 
availability are important for Coccidioides spp. fungal growth and reproduction (Fisher et 
al., 2007; Maddy, 1957). In contrast, wet soils in regions with high mean annual 
precipitation may limit dust production, spore dispersal, and thus human exposure to 
Coccidioides spp. (Gorris et al., 2018).  
There is also preliminary evidence from the few soil samples positive for 
Coccidioides ssp. that temperature and precipitation may be important for structuring the 
spatial pattern of Valley fever endemicity. Most soil samples positive for Coccidioides ssp. 
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were collected from the Central Valley of California (Colson et al., 2017; Lauer et al., 2012; 
2014), south-central Arizona (Barker et al., 2012), and Baja Mexico (Baptista-Rosas et al., 
2012; Catalán-Dibene et al., 2014; Vargas-Gastelum et al., 2015)—all areas that are hot and 
dry. Nineteen soil samples positive for Coccidioides ssp. and measures of both temperature 
and precipitation along with a large suite of other bioclimatic variables were used in the 
first known statistical environmental niche model of Coccidioides ssp. in northwestern 
Mexico and parts of the southwestern U.S. (Baptista-Rosas et al., 2007). This model 
identified the most likely habitat for Coccidioides spp. as the Lower Sonoran Desert habitat 
and successfully highlighted epidemiological hotspots of Valley fever in the Central Valley 
of California and south-central Arizona. However, the niche model derived from this set of 
observations cannot fully explain the current spatial pattern of Valley fever cases (CDC, 
2018b). This may be a consequence of the relatively small number of soil samples used to 
initialize the model. Until soils are systematically sampled across the western U.S., 
epidemiological data may provide a more robust way of delineating the effects of 
temperature and precipitation on the regions endemic for Valley fever. 
Climate change is increasing temperatures and shifting precipitation patterns 
throughout the U.S. These changes could alter the regions endemic to Valley fever, as well 
as the number of Valley fever cases. Temperatures in the contiguous U.S. are expected to 
increase by 1.6–6.6°C by 2100 (relative to 1986–2015) under a high greenhouse gas 
emissions scenario, representative concentration pathway 8.5 (RCP8.5; Hayhoe et al., 2018; 
Swain et al., 2018). This warming may allow Coccidioides spp. to expand its geographical 
range farther north, in areas previously unsuitable for the species to survive. Precipitation 
projections are more uncertain for the western U.S., and changes will likely vary by region 
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and season (Easterling et al., 2017; Hayhoe et al., 2018). Along the Pacific coast, especially 
in the Pacific Northwest, mean annual precipitation is projected to increase (Easterling et 
al., 2017; Hayhoe et al., 2018). In contrast, the southwestern U.S. will likely experience little 
to no change in precipitation, while the southern Great Plains may become drier. In dry 
areas, increasing temperatures will likely increase evaporative demand, which may 
contribute to desertification. The expansion of dryland ecosystems may increase the area 
suitable for the occurrence of Coccidioides spp., along with the production of dust and 
fungal spores.  
To predict how climate change may influence the spatial pattern of Valley fever in 
the future, it is important to have an accurate map of the current endemic area. The basis of 
the U.S. Centers for Disease Control and Prevention (CDC) estimate of endemic areas is a 
historical skin test study of approximately 88,000 young men at a Naval Training Center in 
San Diego, CA from 1948–1950 that detected exposure to Coccidioides spp. (CDC, 2018b; 
Edwards & Palmer, 1957). Since the original study, the endemicity map has been modified 
to account for localized outbreaks of Valley fever (Marsden-Huag et al., 2012; Peterson et 
al., 2004; Werner & Pappagianis, 1973; Werner et al., 1972). One outbreak caused by C. 
immitis occurred in Washington State, well outside its normal geographical range in the 
Central Valley of California, and outside the hypothesized endemic region of Valley fever 
throughout the southwestern U.S. (Litvintseva et al., 2014; Marsden-Huag et al., 2012).  
More recently, a county-level map of mean annual Valley fever incidence derived 
from sixteen years of epidemiological data collected from state health agencies provided an 
independent way to estimate endemic areas (Gorris et al., 2018). This incidence database 
has not been used with niche modeling to explore the spatial pattern of disease. Valley 
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fever case reports alone may be an underestimate of the actual burden of disease due to 
misdiagnosis, underreporting, or other host factors (Ampel, 2010; Chang et al., 2008; Jones 
et al., 2017). Despite this limitation, further analysis of epidemiological data may provide a 
means to better estimate where Valley fever is currently endemic. This could allow public 
health agencies to improve surveillance programs and help decrease the time to patient 
diagnosis. The incidence database also provides a starting point for predicting how climate 
change will modify the location and extent of endemic areas. 
The goal of our work was to create a model that describes the area in the U.S. 
currently endemic to Valley fever and then to use this model to predict how the endemic 
area may shift in response to climate change. First, we used established relationships 
between climate and the spatial distribution of Valley fever incidence to create a climate-
constrained niche model that predicts the contemporary pattern of Valley fever endemicity. 
Then, we used our niche model with climate projections from Earth system models to 
analyze where the climate limits are lifted in the future, potentially allowing the area to 
become endemic to Valley fever. A secondary goal of our work is to estimate future Valley 
fever incidence and the number of people who may contract this disease. We report future 
estimates of the endemic area and potential changes in incidence for the years 2035, 2065, 
and 2095 under both moderate and high climate warming scenarios. We also examine the 
compounding effect of climate change and increases in human population on the number of 
people living in the endemic region and number of potential Valley fever cases. This is the 
first quantitative projection for the U.S. of how climate change may affect Valley fever. Our 
predictive model of the endemic area to Valley fever and estimate of future disease burden 
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may provide guidance to public health officials as to where increased Valley fever 
surveillance and education may improve health outcomes. 
3.2 Methods 
3.2.1 Valley fever incidence data 
To create our models of endemic area and incidence, we used a previously compiled 
dataset of Valley fever cases for the southwestern U.S. (Gorris et al., 2018). This dataset 
included monthly, county-level Valley fever cases from 2000–2015 from Arizona, 
California, Nevada, New Mexico, and Utah. We calculated Valley fever incidence for each 
county using 2000–2015 intercensal population estimates from the U.S. Census Bureau 
(U.S. Census Bureau, 2011a; 2016). We performed our analysis at the county-level, which 
was the highest resolution available from the state health agencies for the de-identified, 
aggregated case data. 
3.2.2 Current and future projections of climate 
We focused our analyses on two main climate drivers that influence the presence of 
Coccidioides ssp. in the environment: temperature and precipitation. We gathered surface 
air temperature and surface precipitation data for years 2000–2015 to compare directly 
with Valley fever incidence. For both climate variables, we used 4 km gridded products 
from the Precipitation-elevation Regressions on Independent Slopes Model (PRISM; Daly et 
al., 2008). To compare county-level Valley fever incidence data with climate data, we 
calculated county-level climate averages by spatially averaging the gridded PRISM climate 
data within each county using QGIS (https://www.qgis.org). We obtained county shapefiles 
from the U.S. Census Bureau (https://www.census.gov/geo/maps-data/data/tiger-
line.html). 
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In previous work, we found a significant, positive nonlinear relationship between 
county-level mean annual temperature and Valley fever incidence, and a significant, 
nonlinear inverse relationship between mean annual precipitation and incidence 
throughout the southwestern U.S. (Figure 3.1a–b; Gorris et al., 2018). We previously 
analyzed a suite of climate variables and found that mean annual temperature, mean 
annual precipitation, mean annual soil moisture, surface dust concentration, and cropland 
area had significant relationships with the spatial distribution of Valley fever incidence in 
the southwestern U.S. (Gorris et al., 2018). We chose to use precipitation here instead of 
soil moisture for mapping the spatial extent of Valley fever because of large model-to-
model differences in the representation of the processes regulating soil moisture content in 
Coupled Model Intercomparison Project Phase 5 (CMIP5) models. We did not include dust 
or cropland area because of the ineffectiveness of these variables in constraining Valley 
fever endemic areas at the continental scale of the conterminous U.S. (data not shown). 
Analysis of these data show that counties with higher levels of mean annual Valley fever 
incidence have a hot and dry contemporary climate (Figure 3.1c). 
For future climate projections, we used output of monthly surface air temperature 
(variable ‘tas’) and surface precipitation (variable ‘pr’) from 30 Earth system models from 
the Bias-Corrected Spatially Downscaled (BCSD) CMIP5 Climate Projections archive (Table 
A.1; available at https://gdo-dcp.ucllnl.org/downscaled_cmip_projections/; Maurer et al., 
2007; Reclamation, 2013). The CMIP5 model simulations were used extensively in the 
Intergovernmental Panel on Climate Change 5th Assessment Report (Stocker et al., 2013; 
Taylor et al., 2012). We analyzed data for representative concentration pathway 4.5 
(RCP4.5), a moderate fossil fuel emissions and warming scenario in which emissions peak  
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Figure 3.1. Valley fever incidence for counties in the southwestern US (n = 152) as a function of 
mean annual temperature (a) and mean annual precipitation (b). All counties that have endemic 
levels of Valley fever incidence (defined as meeting or exceeding 10 or more cases per 100,000 
population during 2000–2015; n = 23) have a mean annual temperature greater than or equal to 
10.7°C and a mean annual precipitation level less than or equal to 600 mm/yr. Counties with 
higher levels of mean annual Valley fever incidence are concurrently hotter and drier (c). We 
adapted panels a and b of this figure from Gorris et al. (2018) and added the gray lines to indicate 
the position of the climate thresholds we used to build our climate-constrained niche model. 
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in the mid-21st century and decrease thereafter, and RCP8.5, a high fossil fuel emissions 
and warming scenario in which emissions increase continuously through the 21st century 
(Moss et al., 2010). We calculated a mean annual temperature for our analyses by 
averaging the raw, gridded monthly temperatures and we calculated a mean annual 
precipitation by taking the sum of monthly precipitation for each year, separately for each 
of the 30 models.  
To estimate future climate, we combined information from the CMIP5 simulations 
with contemporary climate observations from PRISM. We first selected a baseline period of 
2007 (averaging across the years 2000–2015) to match the period of available Valley fever 
case data. We averaged the raw, gridded CMIP5 output to calculate future mean annual 
temperature and precipitation for 2035 (the average of years 2030–2040), 2065 (the 
average of years 2060–2070), and 2095 (the average of years 2090–2100). We used 11-
year averages to reduce (but not eliminate) the uncertainty associated with low-frequency 
internal variability that can make it difficult to detect or quantify trends from 
anthropogenic forcing (Deser et al., 2012). Next, we spatially averaged these climate 
projections to the county-level. We then calculated climate anomalies as the difference 
between each of these future time periods and our baseline period for each county, 
separately for each CMIP5 model. For mean annual temperature, we calculated the 
absolute difference between our baseline and each future time period. For mean annual 
precipitation, we calculated the percent change between the baseline and each future time 
period. We created climate projections by adding the CMIP5 climate anomalies to our 2007 
baseline PRISM data. We averaged the climate anomalies from the 30 CMIP5 simulations to 
create a multi-model mean climate projection that we added to our 2007 baseline PRISM 
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data; we used this multi-model mean to create our main projections of Valley fever 
endemicity.  
To provide an estimate of the uncertainty in our multi-model mean, we calculated 
the standard deviation across the 30 CMIP5 simulations for each Valley fever statistic. As 
another measure of climate projection uncertainty, we report individual model projections 
of the number of counties endemic to Valley fever in 2095 for both RCP4.5 and RCP8.5 
climate scenarios in Table A.1. We further used the individual CMIP5 simulations to 
quantify the level of agreement among models that each county will become endemic to 
Valley fever for both the RCP4.5 and RCP8.5 scenarios and report this uncertainty metric in 
map form. 
 Our climate projections show the highest warming in the north-central contiguous 
U.S. and relatively high levels of warming throughout the northern U.S. and Rocky 
Mountains (Figure 3.2a–c; Figure A.1). Mean annual temperatures are predicted to increase 
for the RCP8.5 climate scenario by 3.1°C to 6.0°C by the end of the 21st century. Mean 
annual precipitation is predicted to increase across the Pacific Northwest and in the 
eastern U.S., but decrease in the south-central and southwestern U.S. (Figure 3.2d–f; Figure 
A.2). Both the increase in temperature and changes in precipitation are larger for the 
RCP8.5 climate scenario than for the RCP4.5 climate scenario (Figure A.1; Figure A.2). 
3.2.3 Climate niche modeling of current and future Valley fever endemic regions 
We used the observed relationships between mean annual Valley fever incidence 
and both mean annual temperature and precipitation to map regions endemic to Valley 
fever. First, we selected a minimum level of mean annual Valley fever incidence (averaged 
from 2000–2015) to designate that a county was endemic by comparing our Valley fever 
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incidence data against the CDC endemicity map. We found there were large variations in 
the mean annual incidence between the three CDC definitions of endemicity: counties 
considered “highly” endemic by the CDC had mean annual Valley fever incidence between 
21.3 and 158.4 cases per 100,000 population per year. Counties considered “established” 
endemic had between 0.7 and 94.5 cases per 100,000 population per year. Counties 
Figure 3.2. RCP8.5 climate projections indicate warming throughout the contiguous US with 
the highest levels occurring in northern states (a–c). Changes in precipitation will vary by 
region. RCP8.5 projections indicate drying in the southwestern US and south-central Great 
Plains and wetting across the Pacific Northwest and eastern US (d–f). The difference panels (c, 
f) are the difference between the 2095 and 2007 maps for each climate variable. 
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considered “suspected” endemic had between 0.0 and 31.8 cases per 100,000 population 
per year.  
Taking these large variations into account, we selected a conservative level of mean 
annual incidence to define a county as endemic, which we defined as meeting or exceeding 
10 cases per 100,000 population per year. This definition included all the counties the CDC 
defined as “highly” endemic (5/5), over half the counties the CDC described as 
“established” endemic (16/28), and one county the CDC described as “suspected” endemic 
(1/44; San Luis Obispo, CA; mean annual incidence of 31.8 cases per 100,000 population).  
Then, we examined the mean annual temperature and precipitation for the counties 
we defined as endemic. For temperature, all of the counties we defined as endemic have a 
mean annual temperature above 10.7°C (Figure 3.1). For precipitation, all of the counties 
we defined as endemic have mean annual precipitation less than 600 mm/yr. We used 
these two thresholds together to create a climate-constrained niche model which describe 
the climate necessary for Valley fever endemicity. Our niche model identifies a county as 
endemic if that county has both a mean annual temperature greater than of equal to 10.7°C 
and mean annual precipitation less than or equal to 600 mm/yr (Figure 3.1c).  
We applied our climate-constrained niche model to the entire U.S. to estimate the 
areas which may currently be endemic to Valley fever. Then, we used our climate 
projections for both the RCP4.5 and RCP8.5 scenarios as input to estimate the areas that 
may become endemic to Valley fever in years 2035, 2065, and 2095. 
We attempted different optimizations of our incidence and climate thresholds to 
improve the accuracy of our map in comparison to the CDC map. When we apply our 
climate-constrained niche model to the U.S., we acknowledge there may be differences 
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between the area we defined as endemic and the area the CDC defines as endemic since the 
basis for the CDC map is over 65 years old (Edwards & Palmer, 1957). Moreover, Valley 
fever incidence varies widely for counties within each of the three classes of endemicity 
defined by the CDC. 
As a sensitivity analysis to complement our climate-constrained niche model, we 
ran the ecological niche model Maxent (R package 'dismo' version 1.1-4 and Maxent 
version 3.3.3k; Phillips et al., 2006). We trained our model by defining occurrence points as 
the counties that met our definition of endemicity (10 cases per 100,000 population per 
year; n = 23). All other counties were considered background points (n = 3085). We ran our 
models with default configurations, so all feature types were possible. We ran two 
scenarios with Maxent: one with the PRISM baseline mean annual temperature and mean 
annual precipitation as explanatory variables and a second with the PRISM mean January 
temperature, mean July temperature, and mean annual precipitation as explanatory 
variables. The output of Maxent is a relative environmental suitability measure, ranging 
from zero to one, where one describes an environment most similar to the training dataset. 
To identify a county-level endemicity threshold, we optimized the environmental 
suitability variable to attain the highest accuracy when compared to the CDC endemicity 
map (comprised of all three CDC endemicity classes; Table A.2). Counties at or above this 
suitability threshold were considered endemic. After this optimization, the two-variable 
Maxent model has an accuracy of 96.3% and the three-variable Maxent model has an 
accuracy of 96.8%. As described below, we compared the areas identified as endemic to 
Valley fever by our climate-constrained niche model to the more conservative predictions 
from the Maxent models as a sensitivity analysis and report the results in Table A.2. 
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3.2.4 Modeling of current and future mean annual Valley fever incidence 
We estimated an upper bound of current and future Valley fever incidence for 
counties our climate-constrained niche model defined as endemic. To do so, we applied a 
multiple linear quantile regression using iterative reweighted least squares for the 90th 
percentile (Eq. 1) using the observed relationships between mean annual Valley fever 
incidence (VFI) and mean annual temperature (T) and precipitation (P) for the endemic 
counties (red and blue colored counties in Figure 3.1, n = 78). 
𝑉𝐹𝐼 =  𝛽1𝑇 + 𝛽2𝑃 
𝑉𝐹𝐼 = (6.57)𝑇 + (− 0.12)𝑃 
Our model had a pseudo r-square (not analogous to ordinary least squares r-square) value 
of 0.29 describing the local fit for our baseline period. We chose to report the 90th 
percentile estimate as an indicator of potential Valley fever incidence, recognizing there is a 
wide spread in the incidence among counties that met our climate-constrained niche model 
thresholds (Figure 3.1). Some of this spread may be caused by fine-scale variations in 
agriculture, dust storms, health care infrastructure, epidemiological reporting, and other 
natural and socioeconomical factors known to influence Coccidioides spp. abundance and 
disease incidence (Gorris et al., 2018; Louie et al., 1999; Tong et al., 2017; Williams et al., 
1979). Following a similar approach to our endemicity analysis, we used the climate 
projections from CMIP5 to estimate future changes in potential Valley fever incidence. 
3.2.5 Projections of human population 
To isolate the effects that climate change alone may have on the number of people 
who contract Valley fever, in our main analysis we assumed an invariant human population 
in the U.S. However, U.S. population is projected to increase throughout the 21st century 
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(Hauer, 2019), which may expose more people to Coccidioides ssp. and lead to more Valley 
fever cases. To estimate the combined effect of both climate change and increasing 
population, we used future projections of human population from the Shared 
Socioeconomic Pathways (SSPs; Hauer, 2019) to calculate future population levels within 
the Valley fever endemic region. The county-level human population projections we used 
take into account age, sex, and race, and were specifically tailored for the U.S. (Hauer, 
2019).  
The SSPs describe how socioeconomic factors such as population, economic growth, 
and technological development evolve in the absence of climate change or climate policy 
(O’Neill et al., 2014). We used both SSP2, a scenario in which there is moderate population 
growth in the U.S. throughout the 21st century, and SSP5, a scenario in which there is large 
population growth (O’Neill et al., 2014). Our 2007 (mean of years 2000–2015) baseline U.S. 
population is 300 M (U.S. Census Bureau, 2011a; 2016). By 2095, SSP2 projects the total 
U.S. population to be 454 M and SSP5 projects it to be 690 M (Hauer, 2019). We examined 
each SSP population scenario in combination with the RCP4.5 and RCP8.5 climate 
scenarios. 
3.3 Results 
3.3.1 Estimating the current spatial extent of Valley fever endemicity 
We used our climate-constrained niche model to map counties potentially endemic 
to Valley fever for the 2007 baseline period (mean of years 2000–2015; Figure 3.1a). 
Counties where mean annual temperature and mean annual precipitation are suitable for 
Valley fever endemicity are shown in magenta. Counties with suitable temperature but 
unsuitable precipitation are shown in red. Likewise, counties with suitable precipitation 
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but unsuitable temperature are shown in blue. Counties where both temperature and 
precipitation are unfavorable are shown in white. This analysis reveals that precipitation 
limits the area endemic to Valley fever to the north along the coast of the Pacific Northwest 
and to the east across eastern Texas, Oklahoma, and Kansas, whereas temperature limits 
the northern range of Valley fever endemicity in many interior western states.  
 Using our climate niche model, we estimate 217 counties may currently be endemic 
to Valley fever. These counties span 12 states–Arizona, California, Colorado, Idaho, Kansas, 
Nebraska, Nevada, New Mexico, Oklahoma, Texas, Utah, and Washington State. Using the 
2007 baseline county population estimate, approximately 47.5 M people live within this 
endemic region (U.S. Census Bureau, 2016).  
The niche model predicts a spatial pattern of endemicity that is broadly similar to 
the map produced by the CDC but with several notable differences (Figure 3.3b). Of the 170 
counties identified by the CDC as endemic, the niche model classifies 110 counties as 
potentially endemic. Of the 60 counties not classified as endemic by our model but 
identified by the CDC, many are located in southwestern Utah, northwestern New Mexico, 
and southcentral Texas. Compared to the CDC map, our model also omits a few counties 
that previously experienced localized outbreaks of Valley fever. These outbreaks include 
cases contracted in Dinosaur National Monument and Duchesne County in Utah (Peterson 
et al., 2004), where Coccidioides spp. is thought to survive in isolated areas with high soil 
temperatures, and cases associated with archeological sites in northern California in 
Tehama and Butte Counties (Werner & Pappagianis, 1973; Werner et al., 1972). 
Our niche model predicts 107 counties as endemic that the CDC model did not 
identify as endemic. The niche model predicts endemic areas extend farther north 
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Figure 3.3. Counties our climate-constrained niche model identify as endemic (with a 
mean annual temperature greater than or equal to 10.7°C and a mean annual precipitation 
level less than or equal to 600 mm/yr) are colored in magenta in panel a. There is 
reasonable agreement between this set of counties and the endemic region identified by 
the CDC shown in panel b. Counties shown in red in panel a have a mean annual 
temperature greater than or equal to 10.7°C but unsuitable mean annual precipitation 
(greater than 600 mm/yr). Counties shown in blue have a mean annual precipitation level 
less than or equal to 600 mm/yr but unsuitable mean annual temperature (less than 
10.7°C). Counties in white our model defines as unsuitable according to both thresholds. 
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throughout the Great Plains and Central Valley of California. These areas include several 
states that are absent from the CDC map, including Colorado, Idaho, Kansas, Nebraska, and 
Oklahoma. The model identifies the two most populous counties in Idaho–Ada and Canyon 
County–as potentially endemic, including the city of Boise (U.S. Census Bureau, 2016).  
One striking similarity between our model estimate and the CDC map is the 
identification of endemicity in three counties in southeastern Washington State, originally 
thought to be well outside the endemic region. These counties were recently added to the 
CDC map after an outbreak of Valley fever cases was reported in 2013 (Marsden-Haug et 
al., 2012). Since then, C. immits has been extracted from Washington State soils (Litvintseva 
et al., 2014). 
Considering the CDC endemic map as truth, our model identifies 2831 counties in 
the U.S. as true negatives (TN; non-endemic), 110 counties as true positive (TP; endemic), 
107 counties as false positives (FP), and 60 counties as false negatives (FN). This 
corresponds to a 94.6% accuracy rate ([TP+TN]/total) for predicting endemic counties in 
the U.S. (a 5.4% error rate) and a 64.7% recall rate (TP/[TP+FN]). 
The Maxent ecological niche models that we ran as a sensitivity analysis produces 
similar, but more conservative patterns of contemporary endemicity when compared to 
our climate-constrained niche model. Both the two-variable and three-variable Maxent 
models have higher accuracy rates (96.3% and 96.8%, respectively; Table A.2). However, 
the two-variable Maxent model considerably underestimates the number of endemic 
counties compared to the CDC map, with a 37.6% recall rate; it yields more false negatives 
(106) and fewer true positives (64) when compared to the climate-constrained niche 
model. The relative contributions of the environmental variables in the two-variable 
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Maxent model are 80% for mean annual precipitation and 20% for mean annual 
temperature, highlighting the importance of precipitation in structuring contemporary 
areas of endemicity. The three-variable Maxent model performs better than the two-
variable Maxent model, but again yields more false negatives (79) and fewer true positives 
(91) compared to the climate-constrained niche model. The relative contributions of 
variables in the three-variable model are 75% for mean annual precipitation, 25% for 
mean annual January temperature, and less than 0.1% for mean annual July temperature, 
which again demonstrates the importance of precipitation and suggests winter 
temperatures may be more important than summer temperatures in structuring the spatial 
pattern of endemicity.  
Overall, our simple, two variable climate-constrained niche model provides a 
reasonable regional-scale depiction of the area endemic to Valley fever. Other factors such 
as soil characteristics and competition among microorganisms may further refine where 
Coccidioides spp. is present on finer spatial scales. Additionally, Coccidioides spp. may be 
able to adapt to different soil environments (Colson et al., 2017). Recognizing that many 
additional processes contribute to Coccidioides spp. abundance and disease dynamics at 
finer spatial scales, our model may enable preliminary exploration of climate change 
impacts on areas affected by Valley fever throughout the 21st century. 
3.3.2 Estimating the future spatial extent of Valley fever endemic regions  
We applied our climate-constrained niche model to identify counties that may 
become endemic to Valley fever in the future for the moderate (RCP4.5) and high (RCP8.5) 
climate warming scenarios. Over time, the area of climate-constrained endemicity is 
predicted to expand northward, most notably throughout the Great Plains and in the rain  
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Figure 3.4. For the RCP8.5 climate change scenario, areas where climate will permit Valley fever 
endemicity are shown for the years (a) 2035, (b) 2065, and (c) 2095. Areas where mean annual 
temperature will permit endemicity are shown in red, areas where mean annual precipitation will 
permit endemicity are shown in blue, and areas where both temperature and precipitation will 
permit endemicity are shown in magenta, following the color scheme used in Figure 3. The area 
endemic to Valley fever will extend farther north in future decades, especially in the rain shadows 
of the Sierra Nevada and Rocky Mountains Ranges. Precipitation will play a key role in determining 
which areas become endemic through time, as greater rainfall and moisture availability will limit 
the eastward extent of Valley fever as well as its presence in the Pacific Northwest and in western 
counties at higher elevations. 
62 
 
  
Figure 3.5. Time series of change in (a) the total area potentially endemic to Valley fever, (b) the 
number of endemic states, (c) the number of endemic counties, (d) the number of people living 
within endemic regions, and (e) the estimated number of annual cases from 2007 to 2095 for both 
RCP8.5 and RCP4.5 climate scenarios. The shaded areas are the standard deviation describing 
variation among the 30 CMIP5 Earth system models used in our analyses. 
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shadows of the Sierra Nevada and Rocky Mountain Ranges (Figure 3.4; Figure A.3). For the 
high climate warming scenario (RCP8.5), the model predicts by the end of the 21st century 
the area endemic to Valley fever will more than double (a 113% increase), the number of 
states with Valley fever endemicity will increase from 12 to 17, the number of counties 
with endemicity will increase from 217 to 476, and the number of people living within the 
endemic region will increase by 17% (Figure 3.5). The smaller relative change in human 
exposure compared to endemic area is caused by increases in endemicity in many western 
counties that have relatively low population (and follows our assumption here of an 
invariant population). For the moderate climate warming scenario (RCP4.5), the model 
predicts that by the end of the 21st century the expansion of Valley fever endemic area will 
be considerably smaller than for the RCP8.5 scenario, increasing by only about 46% (Figure 
A.3; Figure 3.5a). Other Valley fever disease metrics also change more slowly for RCP4.5 
(Figure 3.5b-e). The contrast between the two scenarios highlights the importance of 
climate change mitigation as a means for limiting the health impacts of Valley fever, 
especially for more northern states (Table A.3). 
By 2035 for RCP8.5, we predict the climate-constrained range of Valley fever will 
expand into northern Utah and eastern Colorado. By 2065, southern Idaho, Nebraska, 
southeastern Montana, and South Dakota will become endemic, and by 2095, Valley fever 
will enter North Dakota and move farther north in Montana. The Valley fever endemic 
region will expand northward in dry western states primarily as a consequence of warming 
that pushes mean annual temperatures above the temperature threshold required for 
disease establishment. From our baseline time period to 2095 for RCP8.5, 242 counties will 
become endemic to Valley fever because of warming above the temperature threshold, 20 
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counties will become endemic because of drying below the precipitation threshold, and 3 
counties will become unsuitable for endemicity because of increases in precipitation. 
Precipitation has a key role in determining whether a county becomes endemic in 
the future. By 2095 for RCP8.5, most of the western U.S. will have a climate that permits 
Valley fever endemicity, except for counties near the central and northern Pacific Coast and 
counties at higher elevations in mountain ranges. Northern California, western Oregon, and 
western Washington State will meet the mean annual temperature threshold yet will be 
shielded from becoming endemic because of high levels of precipitation. The eastward 
extent of the climate-constrained endemic range across the Great Plains is also limited for 
contemporary and future periods by precipitation, with a sustained north-south barrier 
occurring near the 100°W meridian. This axis corresponds to a zonal atmospheric water 
vapor gradient where dry, continental air from the southwestern U.S. meets moist, warm 
maritime air from the Gulf of Mexico, creating a sharp increase in moisture availability to 
the east (Lin, 2007). 
We calculated the percent of the individual CMIP5 model simulations that are in 
agreement that each county will have a climate that permits Valley fever endemicity for the 
RCP4.5 and RCP8.5 scenarios. There is strong model agreement across the majority of the 
projected endemic region (Figure 3.6; Figure A.4). By 2095 for RCP8.5, some models 
predict Valley fever will be endemic farther east throughout the Central Plains, even into 
Minnesota. However, there is still a clear climate control on the eastern boundary of 
endemicity driven by the moisture gradient along the 100°W meridian. There is also strong 
agreement that several high elevation counties within the Rocky Mountains, as well as 
counties along the northern Pacific Coast, will remain outside the zone of endemicity.  
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Figure 3.6. There is strong model agreement throughout the majority of the area we 
estimate as endemic to Valley fever for the RCP8.5 climate scenario in years (a) 2035, (b) 
2065, and (c) 2095. The model agreement shows a measure of uncertainty for the counties 
along the edge of the endemic area. Some models predict the endemic range in 2095 will 
expand into counties as far east as western Minnesota. Percent model agreement was 
calculated as the number of individual CMIP5 models that predict the county will have a 
climate that permits endemicity, divided by the total number of models (n = 30), as 
projected by the climate-constrained niche model. 
66 
As a sensitivity analysis, we ran projections of our Maxent ecological niche models 
for RCP8.5. Both the two-variable and three-variable Maxent models also predict an 
expansion of areas endemic to Valley fever along the leeside of the Rocky Mountains and in 
the dry inland areas of the Pacific Northwest including southeastern Washington State. By 
2095 for RCP8.5, the two-variable Maxent model identifies 15 states will have a climate 
that permits endemicity and the three-variable Maxent model identifies 14 states (Table 
A.2). We calculated the relative change in the population living within the Valley fever 
endemic area to compare across models, not considering changes in human population. 
Our climate-constrained threshold model predicts the population living within the Valley 
fever endemic area will increase by 6% in year 2035, by 16% in 2065, and by 17% in 2095. 
Similarly, the two-variable Maxent model predicts a 5% increase in 2035, a 12% increase in 
2065, and an 18% increase by 2095. Projections using the three-variable Maxent model 
show similar changes and yield a 16% increase in the population living within the Valley 
fever endemic area by 2095. Although the Maxent models are more conservative in 
estimating the area endemic to Valley fever for the contemporary period, the projected 
pattern of Valley fever expansion is broadly consistent across all three models. The three-
variable Maxent model that includes both January and July mean annual temperatures as 
explanatory variables allows us to better represent biological limits on the fitness of 
Coccidioides spp. to inhabit regions that experience exceptionally cold winters or hot 
summers. This more complex model still yields a pattern of future expansion that is similar 
to the simpler models that use mean annual climate variables. 
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3.3.3 Estimating current and future mean annual Valley fever incidence  
We estimated an upper bound of Valley fever incidence by performing quantile 
regression on observed Valley fever incidence and mean annual temperature and 
precipitation (Figure 3.7). For our baseline period, our model predicts mean annual Valley 
fever incidence is likely to be greatest in the extreme southwestern U.S. and southwestern 
Texas (Figure 3.7). The model also predict high incidence in the Central Valley of California. 
For the baseline period, our model predicts up to 34,460 potential cases of Valley fever 
within Arizona, California, Nevada, New Mexico, and Utah, compared to approximately 
9,500 observed cases per year (CDC, 2018a). 
We then applied our quantile regression model to future climate projections for 
both RCP4.5 and RCP8.5. Our model predicts Valley fever potential incidence will increase 
over time throughout the extreme southwestern U.S., southern Great Plains, Central Valley 
of California, and the northwestern U.S. (Figure 3.7; Figure A.5). Using our baseline 
(invariant) human population estimates, we transformed incidence projections into the 
number of Valley fever cases (Figure 3.5e). The number of potential cases each year for 
RCP8.5 is projected to increase by 12% in the year 2035 and by 50% in the year 2095. 
3.3.4 Compounding effects of climate change and human population projections on 
Valley fever 
Increasing U.S. population will compound disease impacts caused by climate change. 
By 2095 for RCP8.5 assuming an invariant population, we estimate that the number of 
people living in the Valley fever endemic area will be 55.5 M (Table 3.1). When we account 
for both climate change and increasing population, this number increases by 32% (73.2 M) 
for the SSP2 population scenario and by 44% (80.1 M) for the SSP5 population scenario. In  
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Figure 3.7. We estimated an upper bound of future Valley fever incidence using a 90th 
percentile regression model for (a) our 2007 baseline period, (b) 2035, (c) 2065, and (d) 
2095 for RCP8.5. Over time, our model predicts Valley fever incidence will increase 
throughout the extreme southwestern US and the southern Great Plains. Incidence will 
also increase throughout the Central Valley of California and in the northwestern US. 
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Table 3.1. Compounding effects of climate change and increasing human population on the number 
of people in millions living in the endemic region for Valley fever in the years 2035, 2065, and 2095, 
relative to our 2007 baseline population estimate of 47.5 M.  
 
  RCP4.5 Climate  RCP8.5 Climate 
  2035 2065 2095  2035 2065 2095 
No change in population (M) 
 
49.9 52.1 52.7 
 
50.1 55.0 55.5 
SSP2 population scenario (M) 
 
65.7 68.6 69.7 
 
66.0 72.6 73.2 
SSP5 population scenario (M) 
 
71.9 75.0 76.2 
 
72.2 79.4 80.1 
 
 
concert, the number of potential Valley fever cases will increase by the same percent. The 
compounding effect between climate change and increasing population in the dry 
southwestern U.S. highlights the importance of developing more effective approaches for 
measuring and modeling geospatial patterns of Coccidioides spp. abundance and disease 
risk. 
3.4 Discussion 
3.4.1 Biogeography of Valley fever expansion 
Our analysis identifies that a primary pathway for Valley fever expansion lies in the 
rain shadow of the Rocky Mountains. By the end of the 21st century, the climate-
constrained area endemic to Valley fever will extend from the southern through the 
northern Great Plains. This is a predominant region for agriculture, which has a positive 
correlation with Valley fever incidence (Gorris et al., 2018). Further, climate projections 
indicate this region will experience an increased risk of drought (Cook et al., 2015). 
Together, intensifying drought and agriculture may increase the amount of dust loading 
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and thus human exposure to Coccidioides spp. It is notable in this context that the Valley 
fever expansion pathway predicted by our model is through areas affected by the 1930s 
Dust Bowl (Burnette & Stahle, 2013).  
Not all states throughout the Great Plains are required to report Valley fever cases, 
which may limit our ability to monitor the potential spread of this disease. States in the 
Great Plains that do report have had minimal cases in recent years (CDC, 2019c). There is 
plausible evidence, however, that Coccidioides spp. inhabited this region before. Two 
buffalo that were radiocarbon dated to be 8500 years old, collected near Milburn, Custer 
County, Nebraska, showed signs of a fungal infection consistent with Valley fever; the 
buffalo may have migrated through endemic regions in the south before meeting their 
demise in Nebraska, or alternatively, the central Great Plains was an endemic region in the 
past (Morrow, 2006). 
3.4.2 Increasing costs of Valley fever for human health 
We expect the total number of Valley fever cases and subsequently total cost of 
disease will increase in concert with the expanding endemic area. Roughly 45% of people 
with Valley fever are hospitalized (Sondermeyer et al., 2013; Tsang et al., 2010). The 
estimated median total hospital charge per person in California from 2000–2011 was 
$55,000 (assuming 2011 USD; Sondermeyer et al., 2013). Based upon this hospitalization 
rate, the median total hospital charges (about $58,000 in 2015 USD), and the number of 
observed cases from 2000–2015 (149,286 cases), we estimate total hospitalization costs 
are abour $244 M per year (2015 USD) for our baseline period. Based on our predicted 
changes in the relative number of Valley fever cases (and assuming no change in human 
population) we estimate hospitalization costs due to climate change alone for the RCP8.5 
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scenario will rise to $274 M per year in 2035, $326 M per year in 2065, and $365 M per 
year in 2095 (2015 USD). These estimates do not include other costs associated with 
outpatient care and medications, missed days of work, or childcare (Colby & Ortman, 2014; 
Sondermeyer et al., 2013; Tsang et al., 2010), nor do they account for the compounding 
effects of future changes in U.S. population described above. 
3.4.3 Improving future projections and sources of uncertainty 
Our derived maps of Valley fever endemicity in 2035, 2065, and 2095 describe the 
disease range constrained solely by future climate. For these areas to become endemic, 
however, Coccidioides spp. needs to physically move into these new areas. This migration 
may be accomplished by the atmospheric transport of fungal spores in dust or by migration 
of infected animals, such as rodents (Taylor & Barker, 2019). To reduce uncertainties 
regarding rates of spread, more work is needed to systematically map the presence of 
Coccidioides spp. in both soils and atmospheric dust throughout the western U.S. 
Our map of the area currently endemic to Valley fever may be helpful in the design 
of future sampling campaigns to gather occurrence data of Coccidioides spp. Once the 
presence of Coccidioides spp. in soils has been systematically mapped, we will be able to 
build a spatially explicit environmental niche model for Coccidioides ssp. directly from 
environmental surveillance data instead of epidemiological case reports (Miller, 2010; 
Peterson, 2006) and use this model to determine the response of the fungi to climate 
change (e.g., Escobar et al., 2016; Romero-Alvarez et al., 2017). As more positive 
occurrences of Coccidioides spp. in the soil are obtained, it will become increasingly critical 
to simultaneously measure soil properties such as alkalinity, pH, salinity, soil type, soil 
texture, along with the diversity and presence of other soil microbes to further refine the 
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environmental controls on fungal presence and abundance. High resolution occurrence 
maps could also help disentangle controls on disease incidence arising from different 
Coccidioides species (Baptista-Rosas et al., 2007; Colson et al., 2017; Lauer, 2017) as well as 
the impacts of heterogeneity in elevation and climate conditions within each county, 
especially for large counties throughout the western U.S. that span mountainous areas.  
Concurrently, improved monitoring and reporting of Valley fever cases in states that 
currently have low or marginal disease incidence would allow for a more accurate 
delineation of contemporary climate controls. This is most critical for states where current 
climate conditions permit endemicity (Figure 3.3), yet the state is not currently reporting, 
including Colorado, Idaho, Kansas, Oklahoma, and Texas (CDC, 2018a). Proactive 
surveillance in states where climate does not currently permit endemicity but may in the 
future will help with monitoring disease spread.  
Another factor that will likely modulate the number of Valley fever cases in the 
future is changes in the seasonal and interannual variability of precipitation. Precipitation 
in California is projected to shift to more intense periods of heavy and extreme rainfall, 
with moderate to small changes in the overall amount (Polade et al., 2017; Swain et al., 
2018). These periods of greater moisture availability may increase fungal growth, while 
longer and more intense dry periods may enhance dust production and dispersal. In 
Arizona, summer rainfall brought by the North American monsoon is projected to weaken 
(Pascale et al., 2017), potentially leading to drier and dustier summers. It’s also important 
to recognize that there is significant low frequency (decadal) internal variability in 
precipitation in the western U.S., driven for example by the Pacific Decadal Oscillation 
(PDO), that may seemingly dampen or amplify the effects of climate change (e.g., Lehner et 
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al., 2018). In our analysis, variability in precipitation causes some counties to switch back 
and forth over time in terms of their designation as endemic. For example, the estimated 
number of California counties endemic to Valley fever for RCP8.5 increases from 28 
counties in 2035 to 31 counties in 2065, but then decreases to 30 counties in 2095 due to 
an increase in precipitation in San Francisco County, which was considered endemic in 
2065. Evidence of precipitation variability can also be seen in the maps of precipitation 
change for RCP4.5 (Figure S2), where many areas that are drier in 2035 become wetter 
again in 2065, contrary to the stronger unidirectional pattern of change associated with 
anthropogenic forcing in RCP8.5. 
We used a large set of CMIP5 model simulations to calculate the average projections 
of climate change for the U.S. Although some models perform better than others for the U.S. 
compared to historical observations, the multi-model mean tends to provide a reliable 
estimate of contemporary surface climate (Sheffield et al. 2013). With improved 
representation of ocean and atmospheric dynamics and higher spatial resolution, 
simulations contributed to the 6th Coupled Model Intercomparison Project (CMIP6; Eyring 
et al., 2016) will likely reduce uncertainties in future projections of temperature and 
precipitation for the U.S. (Stouffer et al., 2017). The higher quality climate information, 
along with improved downscaling techniques, will provide better boundary conditions for 
statistical and mechanistic models predicting changes in Valley fever endemic regions. 
However, uncertainty in climate projections is only one of the several different types of 
uncertainty limiting our ability to predict Valley fever endemicity. 
Our model draws upon Valley fever incidence data, which implicitly links 
Coccidioides spp. presence with human cases of Valley fever. An important next step is the 
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development of a mechanistic model which separately simulates Coccidioides spp. 
abundance, transmission efficiency, and host heterogeneity as a function of different 
environmental and human demographic variables. As research on Valley fever and 
Coccidioides spp. continues, additional information such as the possible role of mammals in 
the fungal life cycle (Taylor & Barker, 2019; Barker, 2018), variations in ecological traits 
and ecosystems linked to different species of Coccidioides (Barker et al., 2012; Colson et al., 
2017), and microbial competition (Lauer et al., 2019) will need further consideration for 
integration into both mechanistic and statistical models of disease incidence. This will be 
especially important if we learn different Coccidioides species have different virulence and 
tolerances for environmental controls, as this could affect the dispersal of disease and 
health impacts caused by climate change. As more occurrences of Coccidioides spp. in the 
soil are documented, adding any soil characteristics that limit the presence of the fungi into 
the model, such as alkalinity, salinity, soil type, and soil texture, may further refine the 
endemic area (Baptista-Rosas et al., 2007; Colson et al., 2017; Fisher et al., 2007; Maddy, 
1957). 
3.4.4 Coccidioidomycosis in a global context  
Disease surveillance efforts throughout the U.S. and the comprehensive Valley fever 
case dataset provided the foundation for our study. However, Valley fever is not limited to 
the U.S. Our model, as well as the CDC endemicity model, depicts Valley fever endemicity 
spanning the U.S.-Mexico border. It is well known that Coccidioides spp. is present in 
Mexico; however, there has been minimal disease surveillance within the country (CDC, 
2018b; Laniado-Laborin, 2007). Our future projections indicate the climate-constrained 
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endemic region may also extend north to the U.S.-Canada border by the end of the 21st 
century, potentially introducing Coccidioides spp. to a new country.  
We found that the area endemic to Valley fever in the U.S., as well as the number of 
cases per year, will increase in response to climate change. Patterns of future change may 
be similar in other endemic areas within Central and South America. Apart from Mexico, 
countries that are likely endemic to Valley fever include Guatemala, Honduras, Argentina, 
Brazil, Paraguay, Bolivia, Venezuela, and Columbia (Colombo et al., 2011; Laniado-Laborin, 
2007). International collaboration and Valley fever surveillance in these regions will help 
delineate the endemic boundaries, provide further information regarding the 
environmental factors structuring disease presence and incidence, and increase physician 
awareness (Cat et al., 2019). 
3.4.5 Importance of integrating Valley fever into future climate change assessments  
The U.S. Global Change Research Program recently suggested climate change may 
alter the spatial extent and number of Valley fever cases (Crimmins et al., 2016). Our study 
provides a first estimate to quantitatively describe this change. Furthermore, the Fourth 
National Climate Assessment report for the U.S. recognized the implications of drought on 
interannual variability of cases (Ebi et al., 2018). Although the area currently endemic to 
Valley fever is relatively smaller than other infectious diseases, like West Nile Virus (CDC, 
2018c), we expect there may be similar or even larger negative health impacts from the 
exposure of new communities to Valley fever in response to climate change. In fact, recent 
mortality rates from Valley fever are similar, if not larger than those reported for West Nile 
virus. There are approximately 110 deaths per year from West Nile virus in the U.S. (mean 
1999–2016; CDC, 2018c) compared to approximately 200 deaths per year from Valley 
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fever (mean 1990–2008; CDC, 2018a). Further, Valley fever cases have increased 
considerably since 2008, suggesting there may be additional negative impacts from this 
disease. 
3.5 Conclusions 
We combined a multi-state database of Valley fever incidence observations and 
climate projections to predict how climate change may influence the endemic area and 
number of Valley fever cases in the U.S. Using our climate-constrained niche model, we 
found the endemic area to Valley fever, as well as the number of cases per year, will 
increase in response to climate change. As temperatures increase and precipitation 
patterns change, most of the western U.S. will meet climate thresholds necessary for Valley 
fever endemicity. Through time, we found the endemic area will expand northward, most 
notably through the Great Plains. Expansion of the endemic area is suppressed farther east 
by regional increases in precipitation and the presence of moist air from the Gulf of Mexico. 
By 2095 for a high climate warming scenario (RCP8.5), our model predicts that 476 
counties across 17 states may become endemic to Valley fever. This could result in up to 
50% more annual Valley fever cases, before taking into account the compounding effect of 
future increases in human population. Estimating the regions that may become endemic to 
Valley fever can mitigate the health effects of this disease, as it will allow health care 
providers and citizens to prepare in advance. Our research is an example of the necessary 
bridge between climate science and human health as climate change reshapes areas 
endemic to infectious diseases. 
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Chapter 4  
 
Climate controls on the spatial pattern of West Nile virus incidence in 
the United States 
 
4.1 Introduction 
West Nile virus (WNV; Flaviviridae: flavivirus) is the leading cause of mosquito-
borne disease in humans in the United States (CDC, 2019b). West Nile virus is primarily 
transmitted between birds—the main viral host—and mosquitos—the viral vector. 
However, humans are accidental hosts that can contract WNV when bit by an infected 
mosquito. Approximately 20% of humans who are infected by WNV are symptomatic, with 
a small percent of cases developing into neuroinvasive disease (CDC, 2018d). West Nile 
virus was introduced to the U.S. in 1999 in New York (Kilpatrick, 2011). Each year after, 
WNV continued to spread further west until it was found throughout the conterminous U.S. 
in 2005. Although both the number of WNV cases and the spatial distribution of cases has 
varied considerably, over the past several years the total number of cases in the 
conterminous U.S. has stabilized at a level between 2,000 and 2,400 cases per year. Many of 
the cases occur in counties with large population centers in the U.S.; in contrast, WNV 
incidence has been particularly high in the northern Great Plains (Chuang & Wimberly, 
2012; Peterson et al., 2013). Since each step of the WNV transmission cycle is sensitive to 
environmental conditions, climate may be structuring the spatial pattern of WNV incidence.  
One important climate control on the WNV transmission cycle may be precipitation. 
Precipitation is an important control, regulating the distribution and permanence of 
landscape water bodies that bring mosquitos and birds into contact. The Culex genus of 
mosquitos, that frequently take blood meals from humans, is thought to be the most 
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important transmitter of WNV (Hamer et al., 2009; Kilpatrick et al., 2005; Turell et al., 
2005). West Nile virus and Culex mosquitos are often found in temperate climate zones, 
while areas with higher moisture availability in maritime tropical climates favor more 
tropical mosquito species that are not as important for transmitting WNV (Ewing et al., 
2016). Within the temperate climate zones, one species of mosquitoes that may be an 
exceptionally important transmitter of WNV is Culex tarsalis (Turell et al., 2005). Cx. tarsalis 
thrives in areas with irrigation (Lungstrom, 1954; Nielsen et al., 2008), which are prevalent 
in the agricultural regions throughout the Great Plains where levels of WNV incidence are 
relatively high. Cx. tarsalis is known to change its seasonal feeding preference between 
birds and other animals, including humans (Turnell et al., 2005). Therefore, this species 
could both amplify the presence of WNV in mosquitos by feeding on infected birds and be a 
primary transmitter of WNV to humans; this may be especially true if mosquitos, birds, and 
humans are all co-located around the limited water sources within irrigated rural areas.     
In addition to precipitation, temperature may be another important climate control 
on the spatial structure of WNV incidence. Mosquitos have important physiological 
temperature limits that allow them to successfully overwinter and survive the summer 
heat (Rueda et al., 1990). Some of the temperature thresholds on Culex mosquitos have 
been well documented. Cx. quinquefasciatus generally lives in regions with summer 
temperatures between 24°C and 28°C and Cx. pipiens in regions with summer temperatures 
between 16°C and 24°C (Ciota et al., 2014; Dohm et al., 2002). Cx. quinquefasciatus survives 
well at temperatures around 20°C-30°C, but survival drops drastically below 15°C and 
above 34°C (Ciota et al., 2014). If temperatures become too warm, especially in the hot 
summer months, mosquito mortality may greatly increase (Ciota et al., 2014). Seasonal 
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temperatures also affect when birds migrate into a region, when they breed, and their 
habitat range (Dunn & Winkler, 1999; Marra et al., 2005). Specific bird species are thought 
to be important amplifiers of WNV transmission, especially the American robin (Turdus 
migratorius; hereafter “robins”; Hamer et al., 2009; Kilpatrick, 2011). The American crow 
(Corvus brachyrhynchos; hereafter “crows”) may also play an important role in the WNV 
transmission cycle by supporting the overwintering of the virus as it is passed from crow to 
crow within overwintering roosts (Hinton et al., 2015; Montecino-Latorre et al., 2018). Hot 
weather during summer months, when mosquitos are generally more active, also may 
cause humans to limit the time they spend outdoors, thus limiting their exposure to 
mosquitos (Hedquist & Brazel, 2014).  
Our goal was to explore what seasonal climate conditions constrain the spatial 
extent of WNV incidence across the U.S. Specifically, we aimed to answer: what climate 
conditions support the highest levels of WNV incidence? To do so, we compared two 
different methods for modeling present day mean annual WNV incidence: a machine 
learning algorithm and a Poisson regression model. We used county-level mean annual 
WNV incidence data to examine the statistical relationships between incidence and 
seasonal surface air temperature and seasonal precipitation. Then, we used seasonal 
climate variables as input for our two modeling approaches. The random forest model 
informed us where critical climate thresholds are for structuring the spatial pattern of 
West Nile virus incidence. We used important climate variables determined by our random 
forest model to develop a Poisson regression model to also describe the spatial pattern of 
WNV incidence. Both modeling approaches gave us an indication of the important climatic 
conditions that structure the spatial pattern of WNV incidence. In our discussion, we aimed 
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to answer: what biological mechanism related to the WNV transmission cycle do these 
important climate conditions likely describe? Our statistical models may provide a means 
to project changes in future WNV risk in response to climate change, since warming 
temperatures and changes in precipitation may shift the regions most affected by this 
disease. 
4.2 Methods 
4.2.1 West Nile virus data 
We obtained human cases counts of WNV at the county-level by year for the 
conterminous U.S. from 1999-2017 from the U.S. Centers for Disease Control and 
Prevention (CDC). We converted case counts to WNV incidence (cases per 100,000 
population) using annual county-level population estimates from the U.S. Census Bureau 
(U.S. Census Bureau, 2017; 2018). Since WNV was found throughout the conterminous U.S. 
in 2005, we limited our analyses of the contemporary spatial pattern of WNV cases and 
incidence to 2005-2017. In total, our WNV dataset included 31,465 disease cases, including 
both neuroinvasive and non-neuroinvasive cases. We performed our analysis at the county-
level, which was the highest resolution available from the CDC for the de-identified, 
aggregated case data; the conterminous U.S. contains 3108 counties. 
4.2.2 Climate data 
We used monthly surface air temperature and precipitation from the Precipitation 
elevation Regressions on Independent Slopes Model, available as 4 km gridded products 
(Daly et al., 1994, 2008). To compare climate with our county-level WNV incidence data, we 
spatially averaged the native gridded climate data to the county-level using county 
shapefiles from the U.S. Census Bureau (https://www.census.gov/geo/maps-
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data/data/tiger-line.html). We calculated three-month mean annual and mean seasonal 
climate variables from 2005-2017 for direct comparison to our WNV dataset (means of DJF, 
MAM, JJA, SON). 
4.2.3 Random Forest model 
We created a mean random forest model (R package “random forest”) to explore 
which seasonal climate conditions are important in structuring the spatial pattern of WNV 
incidence in the U.S. We used mean seasonal temperature and precipitation as input to our 
model along with county-level mean annual WNV incidence observations. We created our 
mean random forest model by running 10 bootstrapped (with replacement) random forest 
models, each with 1,000 regression trees. We trained these random forest models using 
70% of our county-level data (n=2175) and randomly selected 3 predictor variables as 
candidates at each split. To avoid overfitting, we used a node size of 4, so that each terminal 
node in our regression trees (i.e., leaves) described at least 4 counties. We averaged the 
county-level estimations of WNV incidence from the 10 bootstrapped random forest 
models to report our final estimation of county-level mean annual WNV incidence.  
We tested the performance of each of the 10 bootstrapped random forest models by 
calculating the mean square error using 30% of our county-level data (n=933) as our 
testing dataset. The in-sample correlation coefficients for the 10 models range between 
0.92 and 0.93, with an average of 0.93. The out of sample correlation coefficients for the 10 
models range between 0.50 and 0.62, with an average of 0.58. The root mean square errors 
for the 10 random forest models range between 3.2 and 4.1 cases per 100,000 population 
per year, with an average of 3.7 cases per 100,000 population per year. The R2 for our 
mean random forest model, calculated between the observed county-level mean annual 
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WNV incidence and our approximated mean annual WNV incidence was 0.86. We 
measured the importance of each climate variable in the model by calculating the decrease 
in modeled mean square error from randomly permuting each predictor variable.   
To understand important splitting points for each of the seasonal climate predictors, 
we ran an additional regression tree using the predicted WNV incidence from our mean 
random forest model as our input training data (R package “rpart”). This created a 
summary tree similar in performance to the mean random forest model (RMSE = 2.1 cases 
per 100,000 population per year; R2 = 0.75). This tree allowed us to explore the important 
climate thresholds that structured areas of higher and lower WNV incidence. This 
technique of creating a summary tree to look inside the “black box” of the random forest 
model was adopted from Faivre et al. 2016. 
4.2.4 Poisson regression model 
As an additional test of the importance of our explanatory climate variables, we 
used the top four important climate drivers from the random forest model to create a 
Poisson regression model of mean annual WNV. To directly compare the model coefficients 
across explanatory variables, we scaled each climate driver to fall within 0 and 1 using the 
minimum and maximum data values for each driver variable ([xi – xMIN] / [xMAX – xMIN]). 
Since we derived WNV incidence from count data, we assumed the WNV incidence data had 
a Poisson distribution and was over dispersed (mean = 2.2 cases per 100,000 population 
per year; variance = 32.5 cases per 100,000 population per year). To transform our non-
integer incidence data into count-like data for input to our Poisson-distributed model, we 
multiplied our incidence data by 100 to convert it from cases per 100,000 population per 
year to cases per 10,000,000 population per year and rounded to the nearest integer (i.e., 
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0.98 cases per 100,000 population per year became 98 cases per 10,000,000 population 
per year). We divided our model output by 100 to report our final model output of WNV 
incidence in cases per 100,000 population per year. 
Informed by our mean random forest model, the input for our Poisson regression 
model included winter precipitation, winter temperature, and summer temperature. The 
psuedo-R2 value for our model (calculated from residual and null deviance values) was 
0.42. Adding the next important predictor to the model, SON precipitation, only raised the 
psuedo-R2 value by 0.13 to 0.55. 
4.3 Results 
4.3.1 The mean spatial pattern and magnitude of West Nile virus in the U.S. 
Despite interannual variability in the location and number of WNV cases (Figure 
4.1a), the maps of mean annual WNV cases (Figure 4.1b) and mean annual WNV incidence 
(Figure 4.1c) show distinct spatial patterns. The highest number of mean annual WNV 
cases occur in counties with large cities. The 10 counties with the highest mean annual 
number of cases from 2005-2017 include Los Angeles (CA), Phoenix (AZ), Chicago (IL), 
Dallas (TX), Orange County, CA, Fort Worth (TX), Houston (TX), Riverside (CA), Bakersfield 
(CA), and Fort Collins (CO); together, this set accounts for 22% of the mean annual number 
of cases during this period. Apart from Chicago, IL and Detroit, MI, it is more challenging to 
identify large population centers by levels of WNV cases on the eastern half of the U.S.  
Normalizing by population, the incidence map reveals a distinct v-shaped pattern of 
elevated WNV incidence throughout the Great Plains of the U.S. The high incidence region 
spans several northern states on the Canadian border (Montana, North Dakota, and  
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Figure 4.1. Total number of cases and mean spatial pattern of West Nile virus (WNV) in the US 
during 2005-2017, including (a) a time series of WNV cases for the conterminous US derived 
from data compiled by the CDC for the sum of neuroinvasive and non-neuroinvasive cases, (b) a 
county-level map of the number of mean annual WNV cases averaged from 2005-2017, and (c) 
a county-level map of mean annual incidence derived from the case data shown in panel (b) and 
annual, county-level US Census population estimates. 
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western Minnesota) and narrows to the south through Wyoming, South Dakota, Nebraska, 
Colorado, western Kansas, western Oklahoma, northeastern New Mexico, and 
northwestern Texas. There is also a hotspot of elevated WNV incidence in southern Idaho 
and along the Oregon-Idaho border on the southern Columbia Plateau. WNV incidence is 
low in the eastern U.S., except for a pocket of moderate incidence throughout Louisiana, 
southeastern Arkansas, and Mississippi in the southern Mississippi River Valley. In 
subsequent analysis, our goal is to identify the climate drivers that help explain the v-
shaped zone of elevated incidence, and more generally, the full spatial pattern of incidence 
shown in Figure 4.1. 
4.3.2 Statistical relationships between seasonal climate and levels of West Nile virus 
incidence  
By comparing county-level mean annual WNV incidence with seasonal precipitation 
and temperature variables, we found that areas with dry and cold winters support higher 
levels of incidence (Figures 4.2 and 4.3). From visual inspection, an important threshold 
occurs for winter (DJF) precipitation at a level of about 30 mm/month (Figure 4.2a). 675 
counties have a precipitation level below this threshold, yet this set of counties has a mean 
annual incidence of 7.9 ± 9.6 cases per 100,000 population per year. In contrast, the 2,433 
counties above this threshold have a mean annual incidence of 0.7 ± 2.2 cases per 100,000 
population per year. This factor of 11 difference in incidence for these two sets is highly 
significant when evaluated using a student’s T test. Low precipitation during other seasonal 
periods is also associated with higher incidence, but with less well-defined breakpoints.  
Similarly, counties that have winter temperatures below 0°C have higher levels of 
WNV incidence, approximately 4.0 ± 8.0 cases per 100,000 population per year (Figure  
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Figure 4.2. Incidence and histograms of the county number as a function of precipitation. Four 
seasonal intervals are shown: a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) fall 
(SON). In each histogram, the number of counties was aggregated in 10 mm/month 
precipitation bins. Mean annual incidence and mean monthly precipitation variables during 
2005-2017 were used to create the plots. 
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Figure 4.3. Incidence and histograms of county number as a function of air temperature. Four 
seasonal intervals are shown: a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) fall 
(SON). In each histogram, the number of counties was aggregated in 2°C temperature bins. 
Mean annual incidence and mean surface air temperature during 2005-2017 were used to 
create these plots. 
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4.3a). In contrast, counties with winter temperature above 0°C have lower incidence (0.9 ± 
2.3 cases per 100,000 population per year). Cooler temperatures during other seasonal 
intervals also favor higher levels of WNV incidence (Figure 4.3b,d). West Nile virus 
incidence was relatively low in counties that have summer temperatures above 24°C 
(Figure 4.3c), which may reflect the physiological temperature limits on the WNV 
transmission cycle. 
To further explore the relationship between seasonal climate drivers and mean 
annual WNV incidence, we calculated the county-level univariate linear correlation 
between each seasonal climate driver and mean annual WNV incidence (Table 4.1). Among 
all seasonal climate drivers, fall precipitation has the strongest negative correlation with 
WNV incidence. Counties with lower fall precipitation have higher WNV incidence. 
Moderately strong negative relationship between precipitation and WNV incidence also 
occur during winter and spring. Among the seasonal temperature variables, winter 
temperature has the strongest negative relationship with WNV incidence, but with a 
magnitude much lower than the fall, winter, and spring precipitation variables. The 
fractions of variance explained by these single variables provide a baseline for evaluating 
the success of more complex models described below. 
 When building and interpreting our models of WNV incidence, it is also important to 
consider the collinearity among the different climate drivers. The spatial structure of 
temperature is correlated highly among all the different seasons (Figure 4.4; 0.80-0.99), 
whereas seasonal precipitation exhibits relatively higher levels of correlation among fall, 
winter, and spring seasons (0.75-0.82) but not between summer and other seasons (0.23-
0.51). Across temperature and precipitation variables, correlations were considerably  
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Table 4.1. The county-level univariate correlation coefficient of each seasonal climate variable on 
the spatial pattern of West Nile virus in the U.S. using linear regression. All values are significant at 
p < 0.000.  
 
 Explanatory variables 
 Precipitation  Temperature 
Season Pearson r R2  Pearson r R2 
DJF  -0.36 0.13  -0.28 0.08 
MAM  -0.35 0.12  -0.23 0.05 
JJA  -0.24 0.06  -0.13 0.02 
SON  -0.42 0.17  -0.25 0.06 
 
 
 
Figure 4.4. A spatial correlation matrix between the 8 seasonal climate variables across all 
counties in the conterminous U.S. The matrix displays the Pearson correlation coefficient between 
each pair of predictor variables. Each predictor variable consisted of a vector with 3108 elements, 
with each element representing the mean of climate for a single county. 
91 
lower (0.11-0.45) with the largest positive correlation occurring between precipitation and 
temperature during winter. 
4.3.3 A random forest model of the mean spatial structure of West Nile virus 
incidence 
We created a mean random forest model to predict the spatial structure of WNV 
incidence and explore relationships between the seasonal climate drivers and WNV 
incidence. Our summary regression tree indicates winter precipitation, fall precipitation, 
winter temperature, and summer temperature were the four most important conditional 
splits to determine the county-level WNV incidence (Table 4.2). Counties that have dry and 
cold winters, mild summer temperatures, and dry falls are assigned the highest level of 
WNV incidence. Counties with lower levels of WNV incidence had wetter winter and fall 
seasons.   
Our mean random forest model successfully captures the v-shaped area of increased 
WNV incidence throughout the Great Plains (Figure 4.5). The model also produces a 
smooth pattern of WNV incidence between counties, even though there is county-level 
heterogeneity in the observed mean annual incidence data (Figure 4.1c). This smoothed 
map may be a better estimate of WNV risk, since the county-level heterogeneity is likely 
driven by factors not related to climate, such as the availability of county-level healthcare 
services and variability in the accuracy of reporting. Our mean random forest model also 
captures the hotspot of WNV incidence along the Idaho-Oregon border on the southern 
Columbia Plateau, but underestimates the levels of WNV incidence there compared to 
observations (Figure 4.5b). Overall, our model had a slight high incidence bias throughout  
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Table 4.2. The county-level conditional climate splits identified by the summary regression tree 
created from the mean random forest predictions. Precipitation has units of mm/month and air 
temperature has units of °C. 
 
Split 1 Split 2 Split 3 Split 4 Split 5 
WNV 
Incidence 
# of 
Counties 
DJF P ≥ 21.9          0.95    2691 
 SON P ≥ 60.4         0.47 *     2280 
 SON P < 60.4         3.61 *      411 
DJF P < 21.9        10.71      417 
 DJF T ≥ -1.9         4.69 *      157 
 DJF T < -1.9       14.34      260 
  JJA T < 19.6        7.44 *        66 
  JJA T ≥ 19.6      16.69      194 
   DJF T ≥ -6.0      14.46 *      110 
   DJF T < -6.0     19.60        84 
    SON P ≥ 52.3    10.31 *        13 
    SON P < 52.3    21.30 *        71 
* indicates the split was a final node (i.e., leaf) 
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Figure 4.5. A map of mean annual WNV incidence (cases per 100,000 population per year) 
predicted by the mean random forest model, where each county is the average of output across the 
10 random forest models (a) and the county-level model bias compared with CDC observations (b). 
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the western U.S., but underestimates the incidence in the highest incidence counties, 
including those in the central Great Plains.  
We mapped the conditional breaks for each of the four important seasonal climate 
predictors to compare the spatial structure of the conditional breaks in the mean random 
forest model to mean annual WNV incidence (Figure 4.6). The conditional split for winter 
precipitation produces a similar v-shaped area throughout the Great Plains as mean annual 
WNV incidence (Figure 4.6a). The conditional pattern of fall precipitation is an important 
factor for limiting WNV incidence levels in the eastern U.S. The winter and summer 
temperature conditional breaks are staggered latitudinally compared to the precipitation 
breaks, which may suggest that temperatures constrain the latitudinal differences in WNV 
magnitude. For example, the highest levels of WNV incidence are in the northern Great 
Plains, which have relatively cooler winter and summer temperatures.   
We calculated the importance measure of each seasonal climate predictor across the 
10 bootstrapped random forest models by measuring the percent increase in mean square 
error that resulted from randomly permuting each variable (Table 4.3). Identical to our 
summary tree output, winter temperature, summer temperature, winter precipitation, and 
fall precipitation were the most important variables for structuring the spatial pattern of 
WNV incidence. 
4.3.4 A Poisson regression model of the mean spatial structure of West Nile virus 
incidence 
We used the important seasonal climate predictors identified by our random forest 
model to create a Poisson regression model of the spatial structure of mean annual WNV  
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Table 4.3. The importance measure of each seasonal climate variable averaged across the 10 
bootstrapped random forest models reported as the decrease in MSE, as well as the standard 
deviation and range of the decrease in MSE across the 10 models, and the Poisson regression model 
coefficient for three of the most important predictor variables. 
 
Explanatory variable 
Decrease in 
MSE 
Standard 
Deviation 
Range 
Poisson 
regression 
coefficient 
DJF Precipitation      20.3 * 1.9 17.5–23.0   -13.1 
MAM Precipitation        7.8 1.1 6.0–9.5  
JJA Precipitation        8.3 1.5 6.0–11.4  
SON Precipitation      15.5  1.7 12.9–17.9  
DJF Temperature      11.7 * 0.6 11.1–12.9   -2.3 
MAM Temperature        6.2 0.8 5.2–8.0  
JJA Temperature        9.8 * 0.6 8.9–10.5    1.3 
SON Temperature        7.3 0.6 6.3–8.2  
 
Note: * indicates the variable was included in the Poisson regression model. 
 
incidence. This model will allow us to understand how each seasonal climate variable 
affects WNV incidence when taken together.  
We incorporated three of the top predictor variables from the random forest model 
as input to our Poisson model, including winter temperature, summer temperature, and 
winter precipitation. Our Poisson model suggests counties with dry and cold winters and 
warmer summers have the highest levels of WNV incidence (Table 4.3). The largest model 
coefficient is applied to winter precipitation, followed by winter temperature. 
Our Poisson model broadly captures the v-shaped area of higher WNV incidence 
throughout the Great Plains (Figure 4.7a). It successfully predicts low levels of incidence 
along the northwest Pacific coast and eastern U.S. However, this model with fewer degrees 
of freedom compared to the random forest model, overestimates levels of WNV incidence 
throughout much of the western U.S. and Midwest and underestimates the areas of  
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Figure 4.7. A map of the annual WNV incidence (cases per 100,000 population per year) predicted 
from our Poisson regression model (a) and the county-level model bias compared to CDC 
observations (b).   
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increased WNV incidence, including in the northern Great Plains (Figure 4.7b). The model 
considerably overpredicts WNV incidence throughout the southwestern U.S. and does not 
capture the pockets of increased incidence in the southern Columbia Plateau and southern 
Mississippi River Valley. 
4.4 Discussion  
4.4.1 The influence of climate on the spatial pattern of West Nile virus incidence  
Climate conditions are likely structuring both the mean spatial extent of WNV 
incidence and the interannual variability in the number and location of disease cases across 
the conterminous U.S. Our study is the first to use climate conditions to constrain the mean 
spatial extent and level of WNV incidence, in comparison to previous studies that have 
mainly focused on the interannual relationships between climate and WNV at county or 
regional levels. Our models suggest winter precipitation, winter temperature, and summer 
temperature are the most important seasonal climate predictors of the spatial pattern of 
county-level mean annual WNV incidence. A threshold in winter precipitation was critical 
for shaping the v-shaped structure of higher WNV incidence. Counties that had winter 
precipitation below 21.9 mm/month fell within this v-shape and on average had incidence 
levels over 11 times higher than counties that were wetter. Cold winter temperatures were 
important for constraining the areas containing the highest incidence levels. Among the 
counties that had dry winters below 21.9 mm/month, counties that had winter 
temperatures below -1.9°C on average had incidence levels of 14.3 cases per 100,000 
population per year compared to counties with warmer winters with average incidence 
levels 3 times lower (4.7 cases per 100,000 population per year). Collectively, these 
variables constrain the v-shaped pattern of higher WNV incidence throughout the Great 
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Plains, in both the random forest model and Poisson model. Using these three seasonal 
climate conditions together may provide a means to predict the future spatial extent of 
WNV risk in response to climate change. However, sub-regional patterns of WNV incidence 
are likely structured by a series of environmental variables, including vegetation type 
(Brownstein et al., 2002; Ezenwa et al., 2007; Gibbs et al., 2006; Ruiz et al., 2004), land use 
(Bowden et al., 2011), and hydrology (Shaman et al., 2010). 
4.4.2 Spatial controls on West Nile virus incidence compared to interannual controls 
Previous work examining the interannual variability in WNV cases also found 
temperature and precipitation to be important drivers of WNV cases. However, the 
relationships between these variables and WNV incidence was fundamentally different. 
From year to year, warmer winters and springs led to an increase in WNV cases throughout 
the U.S. (Hahn et al., 2015; Manore et al., 2014; Wimberly et al., 2014). This may allow more 
mosquitos to overwinter and begin an earlier breeding season in spring. The large number 
of U.S. West Nile virus cases in 2012 in the southern Great Plains followed an anomalously 
warm spring and moderate summer, possibly allowing an earlier breeding season but not 
reaching the mosquitos physiological temperature limits in summer (Hahn et al., 2015). 
Although our models suggest that regions with colder winter temperatures support higher 
mean levels of WNV incidence, areas that have anomalously warmer winters may lead to 
above average levels of WNV cases.  
The role of precipitation on interannual WNV levels varies spatially (DeGroote et al., 
2008; Landesman et al., 2007; Shaman et al., 2010; Wang et al., 2010; Wimberly et al. 
2014). Generally, lower levels of precipitation cause places that are already dry (e.g., 
western U.S.) to have lower levels of WNV incidence, and places that are typically wet (e.g., 
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eastern U.S.) to have higher WNV incidence (Hahn et al., 2015; Landesman et al., 2007). Our 
spatial model found that areas with dry and cold winters and mild summers supported 
higher levels of WNV incidence, however interannual climate variability is likely to 
modulate this pattern through a different set of biological mechanisms. 
We used climate conditions to model the spatial extent of WNV, which allowed us to 
broadly estimate fine-scale processes that influence the structure of WNV incidence. We 
explored what aspect of the WNV transmission cycle may support higher WNV incidence 
levels under dry and cold winters, examining the role of birds, humans, and mosquitos. 
4.4.3 The spatial pattern of West Nile virus incidence in relation to birds 
Birds play an important role in the transmission of WNV by acting as viral reservoir 
host. For this reason, the presence of birds is known to module the rate of WNV 
transmission (Bergsman et al., 2016; Ezenwa et al., 2005; Kilpatrick et al., 2006). One of the 
most important bird species to the spread of WNV, considered the key reservoir host, is 
robins (Kilpatrick et al., 2006). Even in ecosystems where robins aren’t abundant, they can 
account for most mosquito feedings (Kilpatrick et al., 2006). Unlike other species, robin 
population levels aren’t affected by WNV (George et al., 2015), but removing robins from a 
community does decrease WNV transmission (Kilpatrick et al., 2006). Robins are 
ubiquitously present throughout the conterminous U.S. and are present year-round in the 
Great Plains (Fink et al., 2018). There is a relatively high abundance of robins in the Great 
Plains compared to other parts of the U.S. during the non-breeding season (DJF), pre-
breeding migration (FMAM), and post-breeding migration (SOND; Fink et al., 2018). The 
large quantity of robins that migrate through this area may play a role in WNV 
transmission cycle, since there are more potential viral hosts. However, robins don’t seem 
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to be the key determinant of the spatial pattern of increased WNV incidence, since they are 
also present outside of the areas of highest WNV incidence. 
Another important bird species for WNV transmission is the crow. Although crow 
population levels have suffered from WNV (LaDeau et al., 2011; Yaremych et al., 2004), 
crows may be relatively unimportant for the amplification of WNV (Kilpatrick et al., 2006) 
since they make up a very small percent of mosquito feedings (Molaei et al., 2006). 
However, crows are still a highly competent host for WNV (McLean et al., 2001) and new 
findings suggest they may play an important role in overwintering the virus (Montecino-
Latorre et al., 2018). Crows live in large winter roosts and may allow WNV to persist 
throughout winter by continually spreading the disease from bird to bird (Hinton et al., 
2015; Montecino-Latorre et al., 2018). Crows are also present year-round in the Great 
Plains (Fink et al. 2018), so the presence of WNV in the crow populations may accelerate 
bird to mosquito transmission in spring when mosquitos emerge (Montecino-Latorre et al., 
2018). However, crows are also found throughout much of the eastern U.S., where there are 
lower levels of WNV incidence. 
4.4.4 The spatial pattern of West Nile virus incidence in relation to humans 
To study the relative levels of WNV in the U.S., we chose to create our model based 
on disease incidence rather than case counts. Because the highest levels of WNV incidence 
occur in generally lower populated areas, especially throughout the northern Great Plains, 
the abundance of humans does not appear to be a controlling or limiting factor of the 
spatial extent of WNV.  
Because the ratio of mosquitos to humans may be important for WNV transmission, 
previous studies have incorporated population density as a predictor of WNV incidence. 
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However, these studies found mixed results where suburbs and rural areas were 
associated with both higher and lower levels of incidence (Gibbs et al., 2006; Ruiz et al., 
2004, 2007; Schweitzer et al., 2006). Higher levels of human immunity in a population can 
reduce the number of WNV cases (Paull et al., 2017). This may be an important factor when 
predicting the interannual levels of WNV cases, but human immunity likely doesn’t 
structure the spatial extent of the disease. Estimates of population seroprevalence in the 
U.S. is low (less than 14%), so most of the population is still susceptible to WNV (Murphy et 
al., 2005; Paull et al., 2017; Peterson et al., 2013). Socioeconomic status and population 
demographics may also influence the structure of WNV incidence (Brownstein et al., 2002; 
Harrigan et al., 2010; Hayes et al., 2005; Liu et al., 2009). At the county-level, differences in 
healthcare may cause some of the heterogeneity in case counts, especially if people need to 
travel to population centers to seek medical services.  
Humans behavior and the amount of time spent outdoors is also affected by the 
weather and climate (Chen & Ng, 2012). People may choose to remain indoors during the 
hot and humid summer months, causing less human exposure to infected mosquitos 
(Hedquist & Brazel, 2014). The northern Great Plains is an area that has a lot of agriculture 
(U.S. Department of Agriculture, 2019), so people probably spend more time outdoors in 
this region. Agriculture and irrigated croplands may also provide additional water 
resources necessary for the mosquito-breeding lifecycle; one study found that county-level 
WNV incidence in the northern Great Plains increased with the amount of irrigated 
cropland (Wimberly et al., 2008). Although humans may not be the main component 
structuring the area of increased WNV incidence, they could inadvertently be supporting it. 
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4.4.5 The spatial pattern of West Nile virus incidence in relation to mosquitos 
Mosquitos may be the main driver of the spatial extent of WNV. Although many 
species can carry WNV, some species are more easily infected, better at amplifying the 
virus, and more successful at transmitting the disease to a host than others (Goddard et al., 
2002; Sardelis et al., 2001; Turell et al. 2000, 2001, 2003). WNV has been found throughout 
North America in 59 different mosquito species (Godsey et al., 2001; Hayes et al., 2005; 
Komar et al., 2003; Turell et al., 2005). Cx. tarsalis is likely the most important mosquito 
vector for WNV within the northern Great Plains since it’s an effective vector and primarily 
breeds in rural habitats (Chuang et al., 2011; Turell et al., 2005; Wimberly et al., 2008). It is 
possible for this species to acquire WNV through vertical transmission and carry the virus 
through diapause into the following year (Nelms et al., 2013).  
A spatial analysis of the 2003 WNV levels in the northern Great Plains found 
climatically-averaged temperature and precipitation best described the spatial pattern of 
disease (Wimberly et al., 2008). This study by Wimberly et al. (2008) hypothesized these 
climate conditions may be capturing the geographical extent of Cx. tarsalis. Wimberly et al. 
(2008) found average monthly precipitation between May and July at approximately 67 
mm/month was optimal for WNV amplification and transmission in the northern Great 
Plains, when analyzing a region across North Dakota, South Dakota, Nebraska, eastern 
Montana, and Wyoming. Counties with higher or lower levels of precipitation were 
predicted to have lower levels of incidence. Our study across the conterminous U.S. broadly 
supports the idea of a precipitation optimum during spring and early summer. As shown in 
Figure 4.2b, there is a broad optimum of incidence between 40 and 100 mm/month of 
precipitation during spring. Although there were over 1,215 counties (~40% of all 
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counties) above 100 mm/month, incidence never exceeded 10 cases per 100,000 
population per year.  
East of the northern Great Plains, precipitation increases and Aedes vexans and Culex 
pipiens may assume the role of most important vector (DeGroot et al., 2008; Wimberly et 
al., 2008). This supports the success of Cx. tarsalis as a vector for WNV under drier 
conditions. This positive relationship may describe the effects of temperature on the 
amplification of mosquitos as WNV vectors, potentially by influencing the mosquito 
incubation rate (Reisen et al., 2006).  
The important seasonal climate drivers of the spatial structure of WNV incidence is 
likely describing the ecological niche of key mosquito species driving the transmission of 
WNV. The absence of these key mosquito species in other regions of the U.S. may explain 
the lower levels of WNV incidence, especially in the eastern U.S. where there is greater 
human populations and the presence of important bird species. Understanding that the 
presence of mosquitos is likely driving most of the spatial structure in disease incidence 
will be important for future predictive models of WNV in response to climate change. 
4.4.6 The potential effects of climate change on West Nile virus incidence 
Climate change may shift the spatial extent and magnitude of WNV incidence in the 
U.S. if warming temperatures and changes in precipitation change the environmental range 
of birds and mosquitos. Annual average air temperatures in the U.S. are projected to 
increase from 1.6°C-6.6°C by the end of the 21st century (Hayhoe et al., 2018). Warming 
temperatures may cause the mosquitos to inhabit locations farther north, especially if 
warmer winters ease the challenge for mosquitos to successfully overwinter. At the same 
time, warming in the south may cause temperatures to become too warm for the habitat of 
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key WNV mosquito species. Warming may also cause tropical mosquito species to migrate 
further north and compete with temperate mosquito species.  
The temperature controls on mosquito habitats may cause the highest risk of WNV 
to travel northward from the U.S. into Canada. Enhanced surveillance of WNV risk along the 
U.S.-Canada border and collaboration between U.S. and Canadian health agencies may 
benefit risk analysis of WNV in this region. The Canadian Prairie Provinces (Manitoba, 
Saskatchewan, and Alberta) north of the northern Great Plains already report the highest 
levels of WNV incidence in Canada (Chen et al., 2013). One of the first projections of WNV 
risk in North America—mainly based upon temperatures in the warmest month, seasonal 
precipitation, and annual precipitation—found an increased risk of WNV in Canada 
throughout the 21st century (Harrigan et al., 2014). This is consistent with projections that 
the geographical range of Culex mosquitos in Canada will expand further north (Chen et al., 
2013; Hangoh et al., 2012). However, little to no change in precipitation throughout the 
Great Plains coupled with warming temperatures (Hayhoe et al., 2018), especially in 
winter, may cause temperate mosquito populations such as Cx. tarsalis to migrate further 
north, thus reducing the total health burden from WNV across the U.S. Systematically 
mapping the presence of mosquitos species and their abundance in the U.S. and Canada is 
necessary for a better understanding of the important mosquito species for the 
transmission of WNV, their relation to the environment, and projections of disease spread.  
4.5 Conclusions 
We used both a random forest model and a statistical model to explore how 
seasonal temperatures and precipitation structure the spatial pattern of WNV incidence in 
the U.S. Our mean random forest model indicated regions in the U.S. with cold and dry 
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winters, mild summers, and dry falls support the highest levels of WNV incidence. 
Specifically, areas with winter precipitation below 21.9 mm/month and winter 
temperatures below -1.9°C had the highest levels of WNV incidence. Driven by winter 
temperature, summer temperatures, winter precipitation, and fall precipitation, both our 
random forest model and statistical model captured the v-shaped spatial structure of 
observed mean annual WNV incidence in the U.S., with the highest levels of WNV incidence 
in the northern Great Plains. Our spatial predictive model is most likely describing the 
ecological niche of important mosquito species for the transmission of WNV. Our models 
may be used to predict the response of WNV incidence to climate change, since shifts in 
precipitation and increasing temperatures may cause mosquitos to change their 
environmental range. 
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Chapter 5 
 
Conclusions  
 
5.1 Summary of Results 
The goal of my dissertation was to create frameworks for analyzing how climate 
change may affect the spatial distribution of two important environmental infectious 
diseases in the U.S. In order to estimate future projections of each disease, I first studied 
the relationships between each infectious disease and the environment. Then, I created 
models to describe the current geographical extent of each disease. 
In Chapter 2, I examined the climate and environmental conditions that structure 
Valley fever disease dynamics across the southwestern U.S. To do so, I compiled the first 
multi-state dataset of Valley fever cases. The mean annual cycle of incidence varied 
throughout the southwestern U.S. and peaked following periods of low precipitation and 
soil moisture. From year-to-year, however, autumn incidence was higher following cooler, 
wetter, and productive springs in the San Joaquin Valley of California. In south-central 
Arizona, incidence increased significantly through time. By 2015, incidence in this region 
was more than double the rate in the San Joaquin Valley. I found that Valley fever incidence 
was greatest in areas that were concurrently hot and dry. These endemic areas could 
potentially be defined by climate thresholds. 
In Chapter 3, I used these climate thresholds to estimate the area endemic to Valley 
fever using a climate niche model derived from the contemporary climate and disease 
incidence data. I created a climate-constrained niche model by defining counties as 
endemic if they have mean annual temperatures above 10.7°C and mean annual 
precipitation below 600 mm/year. I then used this model with projections of climate from 
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Earth system models to assess how endemic areas will change during the 21st century. By 
2100 in a high warming scenario, our model predicts the area of climate-limited endemicity 
will more than double, the number of affected states will increase from 12 to 17, and the 
number of Valley fever cases will increase by 50%. The Valley fever endemic region will 
expand north into dry western states, including Idaho, Wyoming, Montana, Nebraska, 
South Dakota, and North Dakota. Precipitation will limit the disease from spreading into 
states farther east and along the central and northern Pacific coast. This was the first 
quantitative estimate of how climate change may influence Valley fever in the U.S.  
In Chapter 4, I identified the seasonal climate variables that structure the spatial 
extent of West Nile virus incidence in humans across the conterminous U.S. I used present 
day mean annual West Nile virus incidence using county-level CDC case reports from 2005-
2017, monthly-mean climate variables from PRISM, and random forest and multiple linear 
regression algorithms to create predictive models of West Nile virus incidence for the U.S. I 
found that dry winters coupled with cold winters led to the highest levels of West Nile virus 
incidence: counties with winter precipitation levels less than 22.5 mm/month and winter 
temperatures less than 1.9°C had incidence 13 times greater than counties that were 
wetter and warmer. I argue these cold and dry conditions are optimal for mosquitos to act 
as West Nile virus transmission vectors. The statistical models I created may be used to 
project changes in West Nile virus incidence in response to climate change.  
My dissertation research provides the foundation for assessing how Valley fever and 
West Nile virus may be affected by climate change. Although it is debated whether or not 
climate change will cause a net increase in the overall burden of infectious disease, I found 
evidence that the health burden from Valley fever is likely to increase in response to 
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climate change. The basis of the disease prediction frameworks I developed could also be 
applied to other environmental infectious diseases in the U.S., like tick-borne diseases (e.g., 
Lyme Disease), or diseases endemic to other regions in the world, like dengue virus. 
Continued research modeling the future burden of environmental infectious diseases in the 
U.S. is critical for implementing effective disease surveillance and mitigation programs. 
These projections may ultimately alleviate the future burden of environmental infectious 
diseases caused by climate change. 
 
5.2 Future research 
5.2.1 Projections of West Nile virus incidence in response to climate change 
The predictive models of West Nile virus incidence I developed in Chapter 4 provide 
a means for estimating future projections of West Nile virus in response to climate change. 
As a preliminary analysis, I used my random forest model and climate projections from 30 
downscaled CMIP5 Earth system models (BCSD data) to estimate how the spatial structure 
of West Nile virus incidence will respond to climate change throughout the 21st century for 
RCP8.5, a high greenhouse gas emissions scenario. I found that as temperatures warm, 
especially in the winter months, the region of highest West Nile virus incidence will shift 
northwards into Canada (Figure 5.1). However, areas conducive to moderate levels of West 
Nile virus incidence will shift into regions with greater human populations, which may 
increase the overall number of disease cases by 60% by year 2100 for the RCP8.5 climate 
change scenario (assuming invariant population).  
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Figure 5.1. I used a random forest model to estimate how the spatial structure of WNV 
incidence will respond to climate change from our (a) 2011 baseline period for the years 
(b) 2035, (c) 2065, and (d) 2095 for the RCP8.5 scenario. Over time, our model predicts 
the areas with the highest WNV incidence will shift northward, presumably into Canada.  
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The ability of our model to assess changes in future West Nile virus risk in response 
to climate change may be useful for disease surveillance and mitigation. I will continue to 
optimize the predictive model of West Nile virus incidence to test the robustness of this 
response. I will also consider a moderate greenhouse gas emissions scenario, RCP4.5, as 
well as future projections of human population.  
5.2.2 Applying our Valley fever niche model to the western hemisphere 
 Valley fever is not limited to the U.S. Soil samples positive for Coccidioides ssp. and 
Valley fever cases have been identified in a number of countries throughout North, Central, 
and South America (Colombo et al., 2011; Laniado-Laborin, 2007). However, there is 
limited knowledge on where the endemic regions are throughout the western hemisphere. 
It is well known that Coccidioides spp. is present in Mexico; however, there has been 
minimal disease surveillance within the country (CDC, 2018b; Laniado-Laborin, 2007). 
Apart from Mexico, countries that are likely endemic to Valley fever include Guatemala, 
Honduras, Argentina, Brazil, Paraguay, Bolivia, Venezuela, and Columbia (Colombo et al., 
2011; Laniado-Laborin, 2007). In the U.S., I found that the area endemic to Valley fever, as 
well as the number of cases per year, may increase in response to climate change. These 
patterns of future change may be similar in other endemic areas. An important next step in 
my research on Valley fever is to apply my climate-constrained niche model to the western 
hemisphere to predict the areas currently endemic to Valley fever.  
I created a preliminary map of the areas endemic to Valley fever throughout the 
western hemisphere using my climate-constrained niche model (Figure 5.2). I followed the 
methods in Chapter 3 and used 4 km2 gridded mean annual temperature and mean annual  
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Figure 5.2. Regions of the western hemisphere identified as endemic by our climate-constrained 
niche model. Areas with a mean annual temperature greater than or equal to 10.7°C and a mean 
annual precipitation level less than or equal to 600 mm/yr are colored in magenta. 
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precipitation data from TerraClimate (averaged from 2000-2015; Abatzoglou et al., 2018). 
The areas that meet our climate thresholds are plotted in magenta: that is, areas that have 
mean annual temperatures greater than or equal to 10.7°C and mean annual precipitation 
less than or equal to 600 mm/year. Many of the countries that have reported Valley fever 
cases outside the U.S. are highlighted in the map, including Mexico, Venezuela, Brazil, 
Argentina, Paraguay, and Bolivia. It is important to recognize that I trained our initial 
climate-constrained niche model for the U.S., which may not be sufficient for a model of 
endemicity that spans the western hemisphere. In future work, I plan to use additional 
reference points to help refine the temperature and precipitation thresholds to define 
endemic areas, especially as the Valley fever community continues to learn more about 
disease incidence outside of the U.S. or other species of Coccidioides. 
5.2.3 Creating a Coccidioides ssp. soil sampling database 
 To continue learning about the lifecycle of Coccidioides ssp., how the fungi respond 
to the environment, its relationships among microbial communities, and where the fungi 
are present, researchers should continue environmental surveillance. Creating a systematic 
soil extraction and DNA sequencing protocol would help standardize surveillance studies. 
Analyzing the fungal DNA with high-throughput sequencing (e.g., Illumina) would allow a 
variety of research questions to be studied, including comparing isolates among soil 
samples and human patients. Our climate-constrained niche model may provide guidance 
to scientists wishing to isolate Coccidioides ssp. from the environment, especially by 
identifying geographical locations where Coccidioides ssp. have not previously been found. 
In turn, additional occurrence data points of Coccidioides ssp. in the environment, as well as 
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the associated soil properties where it was found, would allow me to validate my model 
and add additional important environmental parameters as they are discovered.        
5.2.4 Interannual variability of Valley fever cases 
 I used mean annual incidence data to estimate the area endemic to Valley fever. 
However, the number of disease cases will likely vary from year to year across the endemic 
region. The number of disease cases may be controlled by a variety of environmental and 
non-environmental factors, including climate conditions, human activity, changes in 
disease reporting practices, and changes in healthcare practices. Interannual variations in 
the amount and timing of precipitation likely influence both the abundance of Coccidioides 
ssp. in the environment and the dispersion of spores (Park et al., 2005; Gorris et al., 2018). 
An important area for future research is creating short-term predictive models of the 
number of Valley fever cases, on the time scale of months to years. Understanding how 
climate affects both the interannual variability of Valley fever cases as well as the area 
endemic to Valley fever will help attribute future changes in case counts to climatic 
controls versus other non-climatic factors. 
 A challenge to analyzing the interannual variability of Valley fever cases is obtaining 
the appropriate Valley fever case data. In order to protect patient identities, case data is 
often released only for large counties or regions with higher enough population, 
aggregated to the month or annual time scale, and distributed with no identifiable 
demographic information. This limits the research questions one could explore. A stronger 
collaboration between the CDC, state health agencies, and research organizations may help 
alleviate some of this challenge. In order to explore how climatic and non-climatic factors 
influence the number of Valley fever cases, case count data should be available at the finest 
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spatial scale (at least county-level), at the monthly time scale, and paired with important 
patient demographic information including the age, race, and gender. Incorporating these 
additional data parameters into both interannual models and spatial models of incidence 
may refine our current and future projections of Valley fever.  
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Table A.1. BCSD models used for climate projections, averaged to the county-level from 0.125° × 
0.125° resolution.  
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MPI-M MPI-ESM-LR 
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Multi-model mean ± standard deviation 330 ± 62 476 ± 69 
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Table A.3. The number of counties within each state considered endemic for each time period by 
the climate-constrained niche model for the RCP8.5 climate change scenario. The number of 
endemic counties for the RCP4.5 climate change scenario is listed second in parenthesis. The total 
number of counties within the state is listed in the first column. 
 
 
State  2007  2035  2065  2095 
Arizona   15  15 (15)  15 (15)  15 (15) 
California   29  28 (28)  31 (28)  30 (28) 
Colorado  11  22 (21)  32 (27)  38 (30) 
Idaho  2  7 (4)  19 (10)  23 (13) 
Kansas  31  32 (32)  30 (30)  32 (32) 
Montana  0  0 (0)  8 (0)  34 (0) 
Nebraska  3  12 (10)  26 (22)  27 (26) 
Nevada  6  9 (9)  16 (14)  17 (14) 
New Mexico  23  29 (29)  32 (31)  33 (31) 
North Dakota  0  0 (0)  0 (0)  25 (0) 
Oklahoma  5  6 (6)  6 (5)  9 (6) 
Oregon  0  3 (2)  9 (6)  14 (8) 
South Dakota  0  0 (0)  22 (9)  30 (12) 
Texas  84  92 (91)  94 (87)  99 (88) 
Utah  5  14 (10)  17 (14)  21 (14) 
Washington  3  7 (6)  12 (10)  12 (11) 
Wyoming  0  0 (0)  6 (0)  17 (2) 
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Figure A.1. Mean annual temperature anomalies calculated from the mean of the 30 CMIP5 models 
under both RCP4.5 (a-c) and RCP8.5 climate scenarios (d-f) in years (a,d) 2035, (b,e) 2065, and (c,f) 
2095. Future warming throughout the contiguous U.S. is highest in the northern states and 
warming is most pronounced for the RCP8.5 climate scenario. These anomalies were estimated 
relative to a 2000–2015 baseline period (mean of 2007) described in the main text.  
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Figure A.2. Mean annual precipitation anomalies calculated from the mean of the 30 CMIP5 Earth 
system models for both RCP4.5 (a-c) and RCP8.5 climate scenarios (d-f) in years (a,d) 2035, (b,e) 
2065, and (c,f) 2095. The south-central Great Plains and southwestern U.S. become drier while the 
Pacific Northwest and eastern U.S. become wetter. These changes are more pronounced for RCP8.5 
climate. These anomalies were estimated relative to a 2000–2015 baseline period (mean of 2007) 
described in the main text. 
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Figure A.3. For the RCP4.5 climate change scenario, areas where climate permits Valley fever 
endemicity are shown for years (a) 2035, (b) 2065, and (c) 2095. Areas where mean annual 
temperature permits endemicity are shown in red, areas where mean annual precipitation permits 
endemicity are shown in blue, and areas where both temperature and precipitation permit 
endemicity are shown in magenta, following the color scheme used in Figure 3 in the main text. The 
area endemic to Valley fever will extend farther north in future decades for the RCP4.5 climate 
scenario, especially in the rain shadows of the Sierra Nevada and Rocky Mountains Ranges. 
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Figure A.4. There is strong model agreement throughout the majority of the area we estimate as 
endemic to Valley fever for the RCP4.5 climate scenario in years (a) 2035, (b) 2065, and (c) 2095. 
The model agreement shows a measure of uncertainty for the counties along the edge of the 
endemic area. Percent model agreement is calculated as the number of individual CMIP5 models 
that predict the county will have a climate that permits endemicity, divided by the total number of 
models (n = 30), as projected by the climate-constrained niche model.  
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Figure A.5. We estimated an upper bound of future Valley fever incidence using a 90th percentile 
regression model for (a) our 2007 baseline period, (b) 2035, (c) 2065, and (d) 2095 for RCP4.5. 
Over time, our model predicted Valley fever incidence will increase throughout the extreme 
southwestern U.S. and the southern Great Plains. Incidence will also increase throughout the 
Central Valley of California and in the northwestern U.S.  
