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The stability structure for lattice Boltzmann schemes has been introduced in Banda et al.
(2006) [16], Junk and Yong (2007) [14] to analyze the stability of numerical algorithms. The
first purpose of this paper is to discuss the stability structure from the perspective ofmatrix
analysis. Its second goal is to illustrate and apply the results to different classes of lattice
Boltzmann collision operators. In particular we formulate an equivalence condition – just
recently also reported in Yong (2008) [18] – that guarantees the existence of a pre-stability
structure. It is then illustrated by several examples, how this equivalence condition can
be effectively employed for the systematic verification and construction of stable collision
operators. Finally, we point out some shortcomings of the stability structure approach
arising in certain cases.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
For almost two decades lattice Boltzmann algorithms have been established as a viable numerical method to simulate
processes in gas and fluid dynamics (see for example [1–5]). More precisely, lattice Boltzmann schemes can be considered as
a specific way to discretize the Navier–Stokes equation [6] and other related equations. This can be shown by a consistency
analysis using certain expansion techniques from statistical physics or alternatively from finite difference methods and
asymptotic analysis as presented in various works like [5,7,8]. Despite increasing areas of applications there are still few
results available providing a mathematically rigorous justification of lattice Boltzmann methods. In particular, stability
is much less understood than consistency, although it is equally of practical and theoretical importance to guarantee a
predictable and reliable performance of the numerical schemes as well as to fill a gap in convergence proofs.
Some early publications investigate the stability by means of numerical experiments [9,10]. In contrast [11] performs
a sort of von Neumann stability analysis, which clearly represents a decisive step towards mathematical rigour. However,
this approach suffers from the disadvantage of being restricted to periodic-domain or full-space problems. Furthermore, the
stability of several simplified lattice Boltzmann model algorithms is thoroughly discussed in [12,13].
So far the most remarkable approach to treat the stability of lattice Boltzmann methods from a mathematical point of
view is given in [14] preceded by [15] and [16]. Especially in [15] the convergence of the D2Q9 finite velocity Boltzmann
equation towards the Navier–Stokes equation is proven. [15] also presents a precursor of the stability structure (Lemma 2.1)
but it is mainly designed for the symmetric hyperbolic PDE system of the finite velocity Boltzmann equation. The definition
of a stability structure for lattice Boltzmann schemes first appears in [16], where it is used to determine the range of the
parameters in three parameterized Stokes equilibria combined with the BGK collision operator. However, this notion is
exploited only in [14] to prove the stability of the lattice Boltzmann algorithm where several collision operators (BGK,TRT
and MRT) are considered together with the Stokes equilibrium. The stability result is not only valid in the case of periodic
boundary conditions but also includes bounce back boundary conditions. [15] and [14] became the point of departure to
prove the convergence of lattice Boltzmann algorithms approximating the Stokes and Navier–Stokes equations [17].
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This work is mainly based on [14] and can be considered as an extension. As [14] is focused on the important but specific
case of the Stokes equilibrium, we try here to extract those ideas which can be generalized and therefore permit a wider
range of application.
Section 2 ismainly intended as amotivation of the stability structure for readers who are not so familiar with the analysis
of hyperbolic relaxation problems. Section 3 is devoted to a discussion of the (pre-)stability structure in the light of linear
algebra and matrix analysis. After illuminating one of the defining conditions for the (pre-)stability structure, it is observed
that symmetric collision operators always admit a pre-stability structure. This suggests the question up to what extent the
condition of symmetry could be generalized in order to guarantee the existence of a pre-stability structure. Trying to answer
this question finally ends up with an equivalence statement (Theorem 6) which makes it easier to check whether a given
collision operator has a pre-stability structure or not.
Themain issue of thiswork is addressed in Section 4where the results of Section 3 are applied to various lattice Boltzmann
collision operators. In particular, the construction of MRT-type collision operators allowing for a stability structure is
discussed (see Sections 4.1 and 4.3). The principal messages are
• to illustrate how the stability structure can be employed to verify and construct stable collision operators,
• to point out some shortcomings of the stability structure (cf. Section 2 concerning requirements of transport step,
Sections 4.2 and 5).
Recently [18] established a connection between the stability structure for lattice Boltzmann schemes and a certain
intrinsic structure of collision operators (Onsager-like relation) coming from nonequilibrium thermodynamics. This result
anticipates our equivalence statement (Theorem 6) from another perspective.
Notation: As usual, the elements ofRq, q ∈ N are considered as column vectors. The standard scalar product inRq is denoted
by brackets 〈·, ·〉. Furthermore, if a, b ∈ Rq then a2 ∈ Rq, ab ∈ Rq and a/b ∈ Rq denote the vectors which are obtained by
the respective componentwise operations.
2. Motivation of the stability structure
By the following reasoning we want to show how the stability structure for lattice Boltzmann schemes comes into play.
Although the stability structure is by far not directly evident, its derivation does not involve any sophisticated or tricky
arguments. In particular we focus on the following two aspects:
• What conditions on the lattice Boltzmann transport step are necessary in order to employ the existence of a stability
structure as criterion for stability?
• Which further (restrictive) assumptions enter the derivation of the stability structure that may reduce its applicability.
It should be pointed out that the (pre-)stability structurewas originally proposed to study hyperbolic relaxation problems
(cf. [19]). Its appearance in the context of lattice Boltzmann methods is an exemplary application.
In contrast to other numerical methods the discretization by lattice Boltzmann schemes does not proceed in a direct
manner but is based on a kinetic approach. Therefore the primary variables are not those occurring in the equation to be
discretized but a so-called population function f , which is considered as Rq-valued function1 of a discrete time and space
domain: f : T ×G→ Rq. Classical lattice Boltzmann algorithms operate on regular grids that are characterized by a constant
distance between nearest neighbor nodes. With the time step1t the temporal grid becomes T = {0,1t, 21t, . . .}. In most
cases the spatial grid G ⊂ Rd is a square- or cubic-like grid where the minimal distance between two grid nodes is given by
the grid spacing1s.
Unlike T , a complete description of Gmight be quite complicated in two and three dimensions (d = 2, 3), depending on
the geometry of the spatial domain to be discretized. Similarly to finite difference methods for hyperbolic and parabolic
partial differential equations, lattice Boltzmann algorithms require a strict coupling between 1t and 1s. The so-called
hyperbolic scaling is obtained for 1t = 1s (more generally 1t ∼ 1s) while the parabolic or diffusive scaling is associated
with the setting1t = 1s2 (or1t ∼ 1s2 respectively).
Lattice Boltzmann algorithms fit into the class of explicit schemes. Therefore they can be written in the form of the
following iteration
f (t +1t, ·) = EGf (t, ·) (1)
starting with an initial value f (0, ·) that must be provided somehow from the initial value problem to be discretized. EG
is denoted as evolution operator which operates on the set F (G,Rq) of Rq-valued (spatial) grid functions. As the lattice
Boltzmann time step decomposes into two substeps – the collision followed by the transport – the evolution operator is
obtained as product of the transport step operator TG and the collision step operator CG:
EG = TG︸︷︷︸
transport
step
· CG︸︷︷︸
collision
step
. (2)
1 The components of f are associated with densities of fictitious species of particles. These particles travel with constant velocities which characterize
the species.
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Boundary conditions are usually encoded in the transport step operator. In the sequel it is assumed that the evolution
operator is linear.
From (1) it is deduced that f (n1t, ·) = EnGf (0, ·). Roughly speaking stabilitymeans that the population function f remains
bounded on every finite time interval, i.e. whenever n1t < tmax. In particular, this is satisfied if
‖EnG‖G ≤ K for all n ∈ N0 (3)
where the constant K > 0 must be independent of n and the discretization parameter h := 1s which determines the
refinement of both T and G due to the scaling relations. However K may depend on the chosen norm ‖ · ‖G.
To exploit the product structure (2) of the evolution operator let us apply the standard estimate:
‖EnG‖G ≤ ‖EG‖nG = ‖TGCG‖nG ≤
(‖TG‖G‖CG‖G)n = ‖TG‖nG‖CG‖nG.
This motivates the following sufficient stability condition:
If one can find a norm ‖ · ‖G such that
• the transport step operator TG becomes an isometry, i.e. ‖TG‖G = 1,
• the collision step operator CG becomes a contraction, i.e. ‖CG‖G ≤ 1,
then the corresponding lattice Boltzmann scheme is stable over any finite time interval with respect to this norm and (3)
holds with K = 1. Thereby the evolution operator EG itself becomes a contraction.
Classical lattice Boltzmann transport operators act like permutations by shifting the values of the population function
between the grid nodes (bulk transport) or swapping the population indices. More concretely, let us consider the class of
transport operators being characterized by the following property:
There exists a bijectionΠ : G× {1, . . . , q} → G× {1, . . . , q} depending on TG such that for all Rq-valued grid functions
g and g˜ over G satisfying TGg˜ = g we have
gj(y) = g˜i(x) ifΠ(x, i) = (y, j). (4)
Above all, this condition includes those transport operators realizing the standard boundary conditions of
• periodic,
• bounce back,
• and bounce backwith flipping of sign
type.2 Observe that transport operators encoding periodic or bounce back boundary conditions are represented by
permutation matrices. Hence the corresponding transport matrices are orthonormal (unitary) and bistochastic. In the case
of bounce back boundary conditions with sign flipping, the entries of the representing matrices also attain−1 beside 0 and
1. Even if the permutation property and bistochasticity is then lost, the transport matrices still stay orthonormal and result
into permutation matrices if the entries are replaced by their modulus.
Thanks to these properties the transport is an isometry with respect to any operator norm induced by a homogeneous
vector norm3 on F (G,Rq). As TG does not modify the values of g˜ but only their assignment to grid nodes and population
indices, TG is particularly isometric with respect to additive norms like the `2-norm. Due to (4) we have
‖g˜‖2G :=
∑
x∈G
q∑
i=1
g˜i(x)2 =
∑
y∈G
q∑
j=1
gi(x)2 =: ‖g‖2G = ‖TGg˜‖2G. (5)
To gain more flexibility, we give up homogeneity and introduce a tunable weight vector b ∈ Rq with positive components.
If b is compatible with TG so that
bi = bj for i 6= j if there exist x, y ∈ G withΠ(x, i) = (y, j) (6)
then also
|‖g˜‖|2G :=
∑
x∈G
q∑
i=1
big˜i(x)2 (7)
turns TG into an isometry. As in (5) we have |‖g‖|2G = |‖TGg˜‖|2G = |‖g˜‖|2G since the sums corresponding to |‖g‖|2G and |‖g˜‖|2G
differ just by the ordering of summation. (7) represents a weighted `2-norm which is generated by a scalar product.
2 Bounce back models homogeneous Dirichlet (or no-slip) boundary conditions if the Stokes or Navier–Stokes equation is approximated by lattice
Boltzmann algorithm. If a scalar transport equation is approximated, bounce back imitates no-flux boundary conditions which correspond to Neumann
(Robin) boundary conditions in the case of the diffusion (advection–diffusion) equation. The additional flipping of the sign then yields homogeneous
Dirichlet conditions.
3 Taking all entries of the vector equally into account.
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Now we have to find out how b should be selected so that the collision step operator becomes a contraction. For our
further reasoning it is advantageous to exploit the fact that the collision step operator performs a nodal operation. Hence
there exists a matrix C ∈ Rq×q (referred to as nodal collision step matrix) satisfying(
CGg
)
(x) = Cg(x).
In words this means: in order to evaluate the grid function CGg at the grid node x ∈ G, it is enough to know g at x and to
apply C on g(x) ∈ Rq. The dimensionally reduced collision step operator is normally written as
C = I︸︷︷︸
identity
+ J︸︷︷︸
(physical)
collision
operator
where J stands for the (physical) collision operator4 not to be confused with the (nodal) collision step operator CG (C).
If C is a contraction inRq with respect to some norm ||| · |||, then the related norm∑x∈G ||| · ||| inF (G,Rq)makes CG become
a contraction in F (G,Rq). To find an appropriate norm ||| · ||| induced by a scalar product we start with the ansatz
|||p||| = ‖Bp‖ for p ∈ Rq
where ‖·‖ denotes the Euclidean norm (which is the `2-norm) inRq and B ∈ Rq×q is some invertible matrix. So the task is to
determine B such that |||Cp||| ≤ |||p||| for all p ∈ Rq. Now let us make the crucial assumption that B and C satisfy the relation
BC = B(I + J) = (I +Λ)B (8)
with someΛ ∈ Rq×q. Then the above requirement on B reads
|||Cp||| = ‖BCp‖ = ‖(I +Λ)Bp‖ ≤ ‖Bp‖ = |||p||| for all p ∈ Rq.
As B is supposed to be invertible and thus bijective in Rq, this can be true if and only if
‖I +Λ‖ ≤ 1. (9)
Considering the special case of Λ = −diag(λ1, . . . , λq) being diagonal, this equality is satisfied if and only if the diagonal
elements are non-positive and of modulus not larger than 2. Thus a sufficient condition onΛ to satisfy (9)
Λ = −diag(λ1, . . . , λq) with λi ∈ [0, 2] for i ∈ {1, . . . , q}. (10)
The corresponding norm5 which turns CG into a contraction is
|||g |||2G :=
∑
x∈G
|||g(x)|||2 =
∑
x∈G
〈Bg(x), Bg(x)〉 =
∑
x∈G
〈B>Bg(x), g(x)〉 (11)
for g ∈ F (G,Rq).
In general, the transport step operator TG is not an isometry with respect to this norm, as |||g |||2G contains mixed quadratic
terms like gi(x)gj(x) with i 6= j. To avoid these terms B>B must be diagonal. Comparing (7) with (11) we therefore
additionally require B>B to be diagonal
B>B = diag(b1, . . . , bq) (12)
where b = (b1, . . . , bq)> also satisfies (6). Observe that the invertibility of B automatically implies that b1, . . . , bq are
positive.
Let us summarize the reasoning of this section by the following definition and theorem,which paraphrase corresponding
statements in [14] using our notation.
Definition 1. The square matrix J ∈ Rq×q is said to have a pre-stability structure if there exists an invertiblematrix B ∈ Rq×q
and vectors λ = (λ1, . . . , λq)> ∈ Rq and b = (b1, . . . , bq)> ∈ Rq such that
(i) BJ = −diag(λ1, . . . , λq)B
(ii) B>B = diag(b1, . . . , bq)
}
. (13)
Moreover, the pre-stability structure becomes a stability structure if
λk ∈ [0, 2] for all k ∈ {1, . . . , q}.
4 Each lattice Boltzmann algorithm can be formally derived by discretizing an appropriate finite velocity Boltzmann equation. The operator which then
appears in the collision term is J , which has a (heuristically) physical meaning. The collision step operator is introduced as a convenient abbreviation when
discretizing the finite velocity Boltzmann equation.
5 Similarly to (5) and (7) the norm is defined bare of a scaling factor like h−d . Usually, the introduction of such a scaling is reasonable if norms on different
grid refinements shall be compared with each other as it is typically done in convergence proofs. However, the associated operator norms are not altered
by the scaling factor, wherefore it can be omitted for stability investigations.
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Theorem 2. Let C = I + J ∈ Rq×q be the nodal collision step matrix. If J permits a stability structure such that b satisfies
the compatibility condition (6) with respect to the transport operator TG, then the lattice Boltzmann algorithm is stable in the
weighted `2-norm defined in (11).
The above derivation of the stability structure suggests that one should not expect an equivalence between the existence
of a stability structure and the stability of the corresponding lattice Boltzmann algorithm. Even for a compatible transport
operator, it turns out that the existence of a stability structure is only a sufficient criterion for stability. Examples 5 and 6 in
Section 4 illustrate that there are lattice Boltzmann algorithms, indeed, being stable without having any stability structure.
3. General discussion of the pre-stability structure
The definition of the pre-stability structure deserves an abstract discussion in the context of linear algebra. The main
point of this section will be Theorem 6 to be applied in the next section.
Considering condition (i) of Definition 1, it is quickly observed that it does not represent anything else than a kind of
eigenvalue equation for J ∈ Rq×q. More precisely, if B and λ exist such that (13)1 is satisfied, then J is diagonalizable.
Furthermore, the vector λ contains the negative eigenvalues of J according to their multiplicity whereas the rows of B
correspond to the (transposed) left eigenvectors6 of thematrix J . In so far condition (i), taken alone, is nothing special. Actually,
from the viewpoint of linear algebra the clou of Definition 1 lies in the second condition. In contrast to the first one, ‘‘B>B
is diagonal’’ should be interpreted as condition for the column vectors of Bwhich requires them to be pairwise orthogonal.
Since the rows and columns of a matrix cannot be controlled independently, it is generally difficult to fulfill condition (i)
and (ii) of Definition 1 simultaneously. Therefore it might be easier to be confronted only with conditions referring either
to columns or to rows. Replacing (ii) by BB> = diag implies that J has orthogonal left eigenvectors. By normalizing these
eigenvectors we obtain a matrix B˜ which satisfies I = B˜B˜> = B˜>B˜ and diagonalizes J as well. So the modified condition (ii)
which involves the row vectors of B like (i), yields a sufficient criterion for the existence of a pre-stability structure. This
raises the question about the relation between the respective orthogonality of rows and columns.
In the case of orthonormality (which specializes the notion of orthogonality) the situation becomes simple. From the
equality of the left and right inverse ensues
B>B = cI ⇔ BB> = cI (14)
for any c ∈ R. Hence the orthonormality of rows implies the orthonormality of columns and vice versa. In general, however,
it is not possible that B>B and BB> are both diagonal as illustrated by the following proposition.
Proposition 3. Suppose that B ∈ Rq×q is invertible and has a full row or column (where no entry is equal to 0). If one of the
matrices B>B and BB> is diagonal without being a multiple of the identity matrix the other is not diagonal.
The proof of Proposition 3 is found at the end of the Appendix. Observe that the condition of invertibility does not
represent a restriction for our purpose because B is supposed to contain an eigenbasis of J . Furthermore, the condition on
B concerning a full column or row is only sufficient but not necessary. Therefore it could be weakened but not completely
skipped, to exclude B to be diagonal, where the assertion obviously becomes wrong.
If J ∈ Rq×q is symmetric, it is well known that it admits an orthonormal eigenbasis. The corresponding eigenvectors can
be joined to obtain an orthonormal matrix that diagonalizes J . Since orthonormal matrices are characterized by satisfying
both equations in (14) (for c = 1), the existence of a pre-stability structure is expected whenever J is symmetric.
Proposition 4. Let J ∈ Rq×q be symmetric i.e. J = J>. Then J admits a pre-stability structure in the sense of Definition 1.
Proof. According to the spectral theorem for symmetric matrices we can find an orthonormal basis of right eigenvectors of
J . Let E ∈ Rq×q be the matrix whose rows correspond to these eigenvectors. Then the properties of E are summarized by the
subsequent equations
JE = EΛ (eigenbasis)
E>E = I (orthonormality)
}
(15)
whereΛ is the diagonal matrix formed by the eigenvalues of J . Transposing Eq. (15)1 yields
E>J = E>Λ
due to the symmetry of J and Λ. As (15)2 is equivalent to EE> = I , it is straightforward to see that B := E> satisfies
property (i) and (ii) of Definition 1. 
6 In linear algebra one mostly deals with the right eigenvectors of matrices. However, the eigenvalue equation for a matrixM ∈ Rq×q can be written in
two forms depending on how thematrix shall act on a vector u ∈ Rq . If u is considered as a column vector, as it is usually done, then u is a right eigenvector
if Mu = λu and a left eigenvector if u>M = µu> for some λ,µ ∈ R. Generally, left eigenvectors of M are right eigenvectors of M> and vice versa. Since
M andM> have the same characteristic polynomial and thus the same eigenvalues, it is not necessary to distinguish between left and right eigenvalues.
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Since symmetry is quite a specific feature one may ask whether there is a more general condition which guarantees the
existence of a pre-stability structure. Answering this question is the goal of the theorem further below. Actually, it turns
out that symmetry is intrinsically contained in the (pre-)stability structure (compare with [18] for physical background).
Therefore the variety of matrices that dispose of a pre-stability structure is rather restricted. Nevertheless it is possible to
interpret the notion of symmetry in a wider sense with respect to more general scalar products.
In order to formulate Theorem 6 let us recall that
Rq × Rq 3 (x, y) 7→ 〈x, y〉S := 〈Sx, y〉 with S ∈ Rq×q
defines a scalar product in Rq if and only if the matrix S is symmetric and positive definite. In this context the following
terminology is also quite useful to avoid misunderstandings.
Definition 5. A matrixM ∈ Rq×q is called
S-symmetric if SM = M>S,
S-column-orthonormal ifM>SM = I,
S-row-orthonormal ifMSM> = I.
The naming is justified by the following facts: S-symmetry of amatrixM is equivalent to 〈Mx, y〉S = 〈x,My〉S for all x, y ∈
Rq. Furthermore, S-column-orthonormality implies the columns ofM to be orthonormalwith respect to 〈·, ·〉S while S-row-
orthonormality analogously refers to the rows. Both notions coincide7 if MS = SM . This is particularly the case for S = I;
then we simply speak of orthonormality.
Theorem 6 (See also [18]). For A ∈ Rq×q the following three statements are equivalent:
(i) A admits a pre-stability structure (in the sense of Definition 1).
(ii) There exists a diagonal and positive definite matrix D ∈ Rq×q such that
AD := D−1AD is D- symmetric ⇔ A is D−1-symmetric. (16)
(iii) There exists a diagonal and positive definite matrix D ∈ Rq×q such that
AD = DA>. (17)
The proof of the theorem is given in the Appendix. Note with regard to (ii) that any diagonal matrix is symmetric, thus in
particular D = D>. Being positive definite, D therefore generates a scalar product, so that the statement of (ii) is reasonable.
The following points should be also observed:
• Due to the equivalence between (i) and (ii) Theorem 6 is the ultimate extension of Proposition 4. The requirement of
symmetry in Proposition 4 is generalized by the theorem but still remains rather specific.
• (17) expresses the fact that AD and D−1A are symmetric8 with respect to the standard scalar product. Hence A admits the
representation A = DS with the symmetric matrix S := D−1A (cf. (25) and the Onsager-like relation mentioned in [18]).
• Any matrix A satisfying one of the three conditions must be diagonalizable.
The importance of Theorem 6 lies in the equivalence statement that considerably simplifies the decision whether a given
matrix A admits a stability structure or not. The theorem relegates the original problem (concerning the existence of a
stability structure) to the linear matrix equation (17), which has the advantage to be more handy.9 Thus the search for a
stability structure gets basically transformed into the search for a specific solution of a certain linear equation.
ForM,N ∈ Rq×q it can be shown (see [20]) that the homogeneous matrix equation
MX − XN = 0
has a nonsingular solution X ∈ Rq×q if and only ifM and N are similar. As any (diagonalizable) matrix A ∈ Rq×q is similar to
its transposed A>, the equation
AX − XA> = 0
allows for a nonsingular solution. However, with regard to Theorem 6 we are only interested in solutions X = D being
diagonal and positive definite. Of course, this additional constraint cannot be satisfied generally which becomes also clear if
7 If a matrix M is both S-column- and S-row-orthonormal, then M>SM = MSM> = I which implies (M>)−1 = SM = MS (due to the equality of
the left and the right inverse). Hence M and S commute. Now from S-column-orthonormality follows M>MS = I whereas S-row-orthonormality yields
SMM> = I . Exploiting the equality of the left and the right inverse again, we conclude that M>M = MM> . Therefore it is a necessary condition for the
coincidence of S-column- and S-row-orthonormality that M is normal. Let us finally remark that a matrix M commutes with a symmetric matrix S if and
only ifM> commutes with S too.
8 D and D−1 represent a right and a left symmetrizer for A.
9 By means of the Kronecker product linear matrix equations can be reformulated into linear equations of standard form.
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AD− DA> is considered elementwise. Thereby we end up with an overdetermined linear system consisting of q2 equations
where only q unknowns are available corresponding to the q diagonal elements of D. Having much more equations than
variables, it is quite probable that the system contains contradictory equations if the matrix A is chosen arbitrarily. Then the
existence of any solution would be excluded. In order to avoid this problem A should be of particularly simple but not too
simple structure (for instance if A is diagonal then AD − DA> = 0 for any other diagonal matrix). In opposition to general
q× qmatrices, rank-one matrices of the same size are already completely characterized by 2q numbers as being the dyadic
product of two vectors. Since rows and columns of rank-one matrices are respective multiples of each other, the resulting
q2 equations are related to each other in the same way thus impeding them to conflict with one another. Let us make these
things more precise by the next proposition.
Proposition 7. Let A ∈ Rq×q be a rank-one matrix such that there exist two vectors u, v ∈ Rq \ {0} with
Ax = 〈u, x〉v for all x ∈ Rq. (18)
Then there is a diagonal matrix D 6= 0 satisfying
AD = DA> (19)
apart from the zero matrix. Furthermore D can be chosen positive definite if sgnui = sgnvi for all i ∈ {1, . . . , q} whereas D
becomes unique up to multiples if ui 6= 0 for all i ∈ {1, . . . , q}.
Proof. Let us assume that the assertion is true in order to derive conditions which permit us to construct D in dependence
of u and v. Since A>x = 〈v, x〉u for all x ∈ Rq, we get
ADx = DA>x⇔ 〈u,Dx〉v = 〈v, x〉Du.
As D = D>, thanks to the diagonality, this becomes
〈Du, x〉v = 〈v, x〉Du. (20)
The equality implies that Du is in the span of v and vice versa. Hence there is λ ∈ R such that λv = Du. To determine D, two
cases have to be taken into account: λ = 1 6= 0 with v = Du and λ = 0 with 0 = Du. Observe that the general case λ 6= 0
is contained in the first one, since (20) only defines D up to a scalar factor. So one may consider D˜ := λ−1D instead of D.
Case 1: ∀i ∈ {1, . . . , q} : ui = 0⇒ vi = 0
If we set
di :=
{
vi/ui if ui 6= 0
1 (or arbitrary value) if ui = 0 for i ∈ {1, . . . , q}
then D := diag(d) evidently satisfies v = Du thus ensuring the validity of (20) and (19). It is clearly seen that D becomes
positive definite or uniquely defined under the conditions mentioned in the proposition.
Case 2: ∃k ∈ {1, . . . , q} : uk = 0 but vk 6= 0
By setting
di :=
{
0 if ui 6= 0
1 (or arbitrary value) if ui = 0 for i ∈ {1, . . . , q}
we achieve that D := diag(d) satisfies Du = 0which also entails (20) and (19). Observe that D 6= 0 because we have dk = 1
at least. However, in this case, D can neither become positive definite nor uniquely defined. 
Case 2 is considered as degenerated while case 1 represents the standard situation. With the convention 0/0 = 1 the
definition of D is more compactly written in the form
D = diag(v/u)
where / here indicates the componentwise division of the vectors v and u.
Generally, every matrix can be written as sum of rank-one matrices. So there exist for any given A ∈ Rq×q two sets of
vectors u(1), . . . , u(r) ∈ Rq and v(1), . . . , v(r) ∈ Rq such that
Ax =
r∑
`=1
〈u(`), x〉v(`) for all x ∈ Rq,
where the rank of A is equal to r whenever v(1), . . . , v(r) ∈ Rq are linearly independent. A sufficient condition for
ADx = DA>x⇔
r∑
`=1
〈Du(`), x〉v(`) =
r∑
`=1
〈v(`), x〉Du(`)
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with some diagonal matrix D is
diag(v(1)/u(1)) = · · · = diag(v(r)/u(r)) = D. (21)
However, it must be emphasized that this condition is not necessary. In order to see this let us consider the following
example. Setting
Ax = 〈u, x〉v + 〈v, x〉u such that A>x = 〈v, x〉u+ 〈u, x〉v = Ax
for x ∈ Rq and fixed u, v ∈ Rq defines a symmetric matrix A which satisfies (17) with D = I . Now this does by no means
oblige u and v to satisfy diag(v/u) = diag(u/v) = I . Nevertheless, as A is symmetric there exists an orthogonal eigenbasis.
Therefore it is possible to find two vectors e(1) and e(2) such that Ax = 〈e(1), x〉e(1) ± 〈e(2), x〉e(2) and diag(e(1)/e(1)) =
diag(e(2)/e(2)) = I .
Let us finally remark that for symmetric A searching a diagonal matrix D complying with (17) means the same as seeking
for a diagonal matrix commuting with A. Supposing that A is also irreducible, it can be shown that multiples of the identity I
are the only diagonal matrices which satisfy AD = DA. This permits the following conclusion: If there is for some arbitrary
A a diagonal matrix D such that (17) holds and AD is irreducible then D is uniquely determined (up to scalar factors).
4. Application to lattice Boltzmann collision operators
In this section we are going to apply the results of the preceding one to prove the existence of stability structures for
some frequent and representative types of linear lattice Boltzmann collision operators.
Let us start considering collision operators of the BGK type. Their typical structure is given by
J = ω(G− I) (22)
where ω ∈ R is the relaxation parameter (collision frequency) and G denotes the equilibrium operator. Here we assume
that G is a (linear) projector thus satisfying G2 = G. Replacing the scalar ω by a relaxation matrixΩ
J = Ω(G− I) (23)
generalizes (22) to become a so-calledMRT10 collision operator [21,22]. Usually, the relaxationmatrixΩ is required to have
the following properties
(I) Ω is symmetric, i.e.Ω = Ω> and positive semidefinite.
(II) The (left) nullspace of Ω corresponds to the span of those vectors which generate the moments to be conserved
(e.g. e = (1, 1, . . . , 1) ∈ Rq generating the mass moment). Basically this means that Ω and G − I have the same
left nullspace.11
According to Theorem 6 the collision operator J admits a pre-stability structure if there is a positive definite diagonal
matrix D such that
JD = DJ> ⇔
{
BGK: GD = DG>
MRT: ΩGD−ΩD = DG>Ω − DΩ. (24)
In many cases the equilibrium matrix G evidently displays the following product structure (cf. Onsager-like relation
in [18])
G = WS (25)
where W ∈ Rq×q is a positive definite diagonal matrix and S = S> is symmetric. In particular, an equilibrium complies
with (25) if it is represented or representable in the form
Gf =
m∑
i=1
γi〈f , si〉siw for f ∈ Rq (26)
with γi ∈ R, si ∈ Rq for i ∈ {1, . . . ,m}, the weight vectorw ∈ Rq and with siw ∈ Rq denoting the componentwise product.
This can easily be seen by setting
W = diag(w) and S =
m∑
i=1
γisi ⊗ si (27)
10 Multiple Relaxation Time.
11 This condition has a physical background. Moments like 〈e, f 〉, that are obtained by taking the scalar product of the population function f with certain
moment generating vectors, shall represent conserved physical quantities as for instance the mass density. In order to derive the desired, physically
reasonable conservation equations for these quantities from the lattice Boltzmann equation, it is necessary that the correspondingmoments of the collision
term vanish, e.g. 〈e, Jf 〉 = 0 for all f ∈ Rq . But this implies that the associatedmoment generating vectors like emust belong to the left kernel of J: e>J = 0.
In the BGK casem ∈ Rq generates a conservedmoment if 〈m,Gf 〉 = 〈m, f 〉 for all f ∈ Rq . AsΩ is supposed to be symmetric it need not distinguish between
the left and the right nullspace.
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such that siw = Wsi and Sf = ∑mi=1 γi〈f , si〉si for all f ∈ Rq. In fact, W is positive definite as the weight vector w is
supposed to have positive components only. Furthermore S is symmetric as a linear combination of symmetric rank-one
mappings. Let us additionally remark in this context that the si’s usually are W -orthogonal (〈Wsi, sj〉 = 0 for i 6= j) and
satisfy γ 2i 〈Wsi, si〉 = 1. In this case G defines a projection.
Thanks to Theorem 6 the existence of a stability structure follows without any effort, if the equilibrium is a projector
satisfying (25).
Proposition 8. Assume that the equilibrium matrix attains the form G = WS with S being symmetric and the positive definite
diagonal matrix W. Then the associated BGK collision matrix J = ω(G − I) has a pre-stability structure. Moreover, if G is a
projection, then J admits a stability structure if and only if 0 ≤ ω ≤ 2.
Proof. Clearly G isW−1-symmetric,or equivalently, G satisfies (24)1 with D = W . SinceW is supposed to be diagonal and
positive definite there is a pre-stability structure according to Theorem 6. Furthermore, if G is a projection then so is I − G.
Therefore I−G admits only 0 and 1 as eigenvalues which entails that J = ω(G− I) can only have the eigenvalues 0 and−ω.
Hence the negative eigenvalues of J are in [0, 2] – as required for a stability structure – if and only if ω ∈ [0, 2]. 
In the sequelwe shortly present some examples of equilibriummatrices, which obviously complywith the product structure
in (25). In all three cases the equilibrium matrix also represents a projection so that Proposition 8 is fully applicable.
Example 1. In hyperbolic scaling the D1Q3 lattice Boltzmann algorithm leads to a discretization of the one-dimensional
wave equation ([13] Section 2.1) if the BGK collision operator is combined with the equilibrium matrix defined by
Gf = [〈e, f 〉e+ θ〈c, f 〉c]w for f ∈ R3 (28)
where e := (1, 1, 1)>, c := (−1, 1, 0)>, w := ( 12θ , 12θ , θ−1θ )> and the multiplication of vectors is understood
componentwise (see notational remark on page 3). Note that θ > 1 is necessary to obtain a weight vector w with positive
components and thus a positive definiteW . While the relaxation frequencyω becomes a purely algorithmic parameter,
√
1
θ
plays the role of the corresponding propagation speed occurring in the wave equation.
Example 2. To discretize the diffusion equation in two space dimensions using a D2Q4 velocity model (and parabolic
scaling) one employs the equilibrium matrix G defined by
Gf = 1
4
〈e, f 〉e for f ∈ R4. (29)
HereG is even symmetric since theweight vectorw := 14ewith e := (1, 1, 1, 1)> is uniform by reason of isotropy and hence
W = 14 I . Observe that theweight vector of the D2Q5model, which ensues from the D2Q4model by adding a rest population,
is not uniform in R5 wherefore the corresponding equilibriummatrix is not symmetric but still of the form (25). In contrast
to example 1 the relaxation frequency ω bears a ‘‘macroscopic’’ meaning as it determines the diffusivity: ν = 12 ( 1ω − 12 ).
Example 3. Certainly the most prominent equilibrium to be presented here is given by
Gf =
[
〈e, f 〉e+ 1
3
〈cx, f 〉cx + 13 〈cy, f 〉cy
]
w for f ∈ R9 (30)
where
e :=

1
1
1
1
1
1
1
1
1

, w :=

4/9
1/9
1/9
1/9
1/9
1/36
1/36
1/36
1/36

, cx :=

0
1
0
−1
0
1
−1
−1
1

, cy :=

0
0
1
0
−1
1
1
−1
−1

. (31)
In combination with the D2Q9 BGK lattice Boltzmann algorithm (again with parabolic scaling) this leads to a discretization
of the Stokes equation. Similarly to the preceding example ω is related to the viscosity: ν = 13 ( 1ω − 12 ).
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4.1. Construction of MRT collision operators with stability structure
The authors of [14] investigate the existence of stability structures if the D2Q9 equilibrium (31) for the Stokes equation is
combinedwithMRT collision operators. More exactly, bymeans of this specific example it is described how anMRT collision
operator can be constructed which admits a stability structure. This subsection has the purpose tomake this approachmore
clear and concise as well as to distill it into a more abstract context that enables further applications.
Proposition 9 (Construction of MRT Collision Operators). Let the equilibrium matrix G ∈ Rq×q be given by (25) and let PK
denote the orthogonal projector onto the left nullspace of G− I . Assume that for p ≤ q there exists a family (Pi)i∈{1,...,p} ⊂ Rq×q
of symmetric projector matrices (Pi = P>i ) satisfying for all i, j ∈ {1, . . . , p}:
• PiPj = δijPi (mutual orthogonality)
•
p∑
i=1
Pi = I (completeness)
• PiPK = PKPi
• PiS = SPi
• PiW = WPi.
If the relaxation matrixΩ ∈ Rq×q is of the form
Ω =
p∑
i=1
µiPi(I − PK) with µi ≥ 0 for i ∈ {1, . . . , p} (32)
then the following statements hold true:
(1) Ω satisfies property (I) and (II) in Section 4; in particular Ω is symmetric and positive semidefinite.
(2) The MRT collision matrix J = Ω(G− I) satisfies (24) with D = W−1 which means that J admits a pre-stability structure.
(3) Moreover, if G represents a projection, the above pre-stability structure of J = Ω(G − I) turns into a stability structure if
and only if 0 ≤ µi ≤ 2 for i = {1, . . . , p} in Eq. (32).
Proof. ad (1) Generally, the product of two symmetric matrices is again a symmetric matrix if the factor matrices commute
with each other. By hypothesis these conditions are satisfied by PK and each of the Pi’s, as orthogonal projections are
symmetric (and vice versa). ThereforeΩ is the sum of symmetric matrices and thus symmetric itself. Due to its symmetry
Ω is diagonalizable with the eigenvalues µ1, . . . , µp (see Lemma 15). HenceΩ is positive semidefinite if the µi’s are non-
negative.
ad (2) Let us first establish the following representation of the collision operator:
J =
p∑
i=1
µiPi(G− I). (33)
Actually, this follows if we can show that
PK(G− I) = 0. (34)
Since PK corresponds to the orthogonal projection onto the left nullspaceK (left kernel) of G− I , which is defined as
K ≡ left ker(G− I) := {z ∈ Rq : z>(G− I) = 0>}
= {z ∈ Rq : 〈z, (G− I)y〉 = 0 for all y ∈ Rq} ,
we have PKx ∈ K for all x ∈ Rq. So we get
〈PKx, (G− I)y〉 = 〈x, P>K(G− I)y〉 = 0 for all x, y ∈ Rq
enforcing P>K(G− I) = 0.With PK = P>K we obtain (34). The equationWJ> = JW is verified by the subsequent computation
taking (33) and G = WS into account:
WJ> = W
∑
i
µi(WS − I)>P>i
= W
∑
i
µi(SW − I)Pi| symmetry of the Pi’s and S
= W
∑
i
µiPi(SW − I)| commutativity of the Pi’s with S andW
=
∑
i
µiPiW (SW − I)| again commutativity of the Pi’s withW
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=
∑
i
µiPi(WSW −W )
=
∑
i
µiPi(WS − I)W
= JW .
Hence the statement (ii) of Theorem 6 is true with respect to J andW which yields the existence of a pre-stability structure.
ad (3) The assertion becomes clear if−µ1, . . . ,−µp turn out to be the eigenvalues of J . To show this let us remark that
each P˜i := Pi(I − G)with i ∈ {1, . . . , p} represents a projection. Indeed, we have
P˜2i = Pi(I − G)Pi(I − G) = P2i (I − G)2
= Pi(I − 2G+ G2) = Pi(I − G)
= P˜i
where it has been exploited that Pi and G are commuting projections. Nowwe conclude from Lemma 15 that the eigenvalues
of−J =∑pi=1 µiP˜i are just the µi’s. Then, however, J attains the desired eigenvalues. 
If the equilibrium is given by a projection satisfying (25), then – according to the previous proposition – the construction
of MRT collision matrices with stability structure essentially reduces to the choice of an appropriate family (Pi)i∈{1,...,p}
of projections. Here the major difficulty lies in fulfilling the three commutativity relations required in the hypothesis of
Proposition 9. By mimicking the approach pursued in [14] the commutativity of the Pi’s with PK and S may be rather easily
obtained.
Lemma 10. Let U be a subspace of Rq with the basis u1, . . . , um and let PU be the orthogonal projection ontoU. Furthermore
let (Pi)i∈{1,...,p} be a family of symmetric, mutually orthogonal projections. Assume that for any k ∈ {1, . . . ,m} there is an index
ik ∈ {1, . . . , p} such that
Pikuk = uk.
Then PU commutes with all Pi’s, i.e.
PiPU = PUPi for all i ∈ {1, . . . , p}.
Proof. Let us start with two convenient remarks. Firstly, recall that PU acts like the identity on U while its orthogonal
complement U⊥ is mapped to 0 owing to the fact that PU is an orthogonal projection. Secondly, as Rq = U ⊕ U⊥ is the
direct sum ofU andU>, it is sufficient to verify that
PiPUv = PUPiv (35)
for all i ∈ {1, . . . , p} and for all v being either inU orU⊥.
Case 1: ‘‘v ∈ U’’. SinceU is spanned by u1, . . . , um it is enough to show that (35) holds for these basis vectors. To do this let
us fix some k ∈ {1, . . . ,m}. Then (35) is obviously satisfied for v = uk and i = ik since Pikuk = PUuk = uk. Now let i 6= ik
such that δiik = 0. Exploiting the mutual orthogonality of the Pi’s we get
Piuk = PiPikuk = δiikPikuk = δiikuk = 0uk = 0.
Therefore PiPUuk = 0 = PUPiuk which verifies (35) also for v = uk and i 6= ik.
Case 2: ‘‘v ∈ U⊥’’. We first demonstrate that the Pi’s leave
U⊥ = {v ∈ Rq : 〈v, uk〉 = 0 for k = 1, . . . ,m}
invariant which means PiU⊥ ⊂ U⊥. So we must verify that
〈Piv, uk〉 = 0 (36)
for all v ∈ U⊥ and all k ∈ {1, . . . ,m}. Thanks to the symmetry of the Pi’s (36) is equivalent to 〈v, P>i uk〉 = 0. From case 1
we can conclude that either P>i uk = uk or P>i uk = 0. Therefore the right hand side of (36) becomes either 〈v, uk〉 or 〈v, 0〉,
where the latter expression vanishes trivially while the first one gets zero by the defining property ofU⊥. 
Let us assume that the equilibrium G is a projector and fits into the general form of Eq. (26), with mutually orthogonal
s1, . . . , sm. Then the left nullspace of G− I corresponds to span(s1, . . . , sm). To obtain anMRT collision operator, a relaxation
matrixΩ ∈ Rq can be constructed along the following steps:
• Normalize s1, . . . , sm and complement the resulting vectors to obtain an orthonormal basis s˜1, . . . , s˜q in Rq.
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• Group the s˜1, . . . , s˜q in Rq into p different W -invariant W1, . . . ,Wp subspaces with p ≤ q, where each subspace is
spanned by some of the s˜i’s and each of the sk’s that belongs only to one of the subspaces. Then Rq is obtained as the
direct sum of the subspaces, i.e. Rq = W1 ⊕ · · · ⊕Wp. In particularWi ∩Wj = {0} for i 6= j.
Usually the second step may be a bit tricky as no precise recipe for the construction of the subspacesW1, . . . ,Wp can be
given. But it might be reasonable to consider for each s˜i, i ∈ {1, . . . , q} the smallestW -invariant subspace W˜i := {s˜i,W s˜i,
W 2s˜i, . . .} which contains s˜i. These spaces cannot have all a pairwise trivial intersection except if W s˜i = s˜i for all
i ∈ {1, . . . , q}. However, if W˜i ∩ W˜j 6= {0} then (usually) W˜i = W˜j. This can be seen by the following argument: If there
is a common nonzero vector ofWi andWj we can find two polynomials pi and pj such that pi(W )s˜i = pj(W )s˜j. Let us now
additionally assume that pi does not vanish for one of the eigenvalues (diagonal elements) ofW . Then pi(W ) is invertible.
As pi(W )−1 has the same eigenspaces as pi(W ) and thus asW , there is another polynomial12 qi with pi(W )−1 = qi(W ). So it
follows s˜i = qi(W )pj(W )s˜j which shows that s˜i ∈ W˜j and therefore W˜i ⊂ W˜j. If pj also has no zeros at the eigenvalues ofW ,
thenwe conversely infer that W˜i ⊃ W˜j which yields the asserted equality. Hence one should take forW1, . . . ,Wp amaximal
number of W˜i’s such that the chosen W˜i’s are mutually disjoint apart from 0. It may happen that there is one i ∈ {1, . . . , q}
such that W˜i = Rq. In this case it is not possible to construct a non-trivial MRT collision operator by this approach.
If 1 < p ≤ q invariant subspacesW1, . . . ,Wp are found whose direct sum isRq, then the associated family of orthogonal
projectors P1, . . . , Pp onto these subspaces has the properties required in Proposition 9. Indeed, the mutual orthogonality
and the commutativity with PK and S directly ensue from the fact, that each Pk, k ∈ {1, . . . , p} is the sum of some one-
dimensional orthogonal projectors associated with the s˜i’s (x 7→ 〈s˜i, x〉s˜i). The commutativity with W results from the
subsequent lemma.
Lemma 11. Let (Pi)i∈{1,...,p} be a complete family of mutually orthogonal projectors such that PiPj = δijPi and∑pi=1 Pi = I . If the
image of each Pi is invariant under W, i.e. W im(Pi) ⊂ im(Pi) for i ∈ {1, . . . , p}, then
PiW = WPi for all i ∈ {1, . . . , p}.
Proof. Let i ∈ {1, . . . , p} be fixed. Let us assume that W does not only leave invariant the image but also the kernel
(nullspace) of Pi. Thenwehave PiWx = WPix for every x ∈ im(Pi)∪ker(Pi). Being a projector it follows that im(Pi)⊕ker(Pi) =
Rq. Hence PiWx = WPix for all x ∈ Rq which just means thatW and Pi commute.
The completeness and mutual orthogonality imply
ker(Pi) =
p⊕
j=1,j6=i
im(Pj).
Now theW -invariance of each im(Pj) entails theW -invariance of the direct sum and thus of ker(Pi)which justifies the above
assumption. 
Example 4. For illustration let us consider the D1Q3 case. The equilibrium (28) in example 1 contains the orthogonal vectors
e, c ∈ Rq spanning the left nullspace ofG. By normalizing these vectorswe obtain s˜1 and s˜2, while the unit vector s˜3 is chosen
orthogonal to e and c
s˜1 := 1√
3
e = 1√
3
(1
1
1
)
, s˜2 := 1√
2
c = 1√
2
(−1
1
0
)
, s˜3 := 1√
6
(3c2 − 2e) = 1√
6
( 1
1
−2
)
,
so that (s˜1, s˜2, s˜3) form an orthonormal basis of R3. It is convenient to express the weight vectorw in terms of e and c:
w =
( 1/(2θ)
1/(2θ)
(θ − 1)/θ
)
= 〈s˜1,w〉s˜1 + 〈s˜3,w〉s˜3 = 13e+
1
6θ
(3− 2θ)(3c2 − 2e).
Taking into account that
en = e and c2n+1 = c, c2n = c2 for all n ∈ N
as well as ex = x for all x ∈ R3, it is easily seen thatW s˜1 = ws˜1 andW 2s˜1 = w2s˜1 lie in the span of e and c2 which implies
W ns˜1 ∈ span(e, c2). In contrast, s˜2 is an eigenvector ofW . Hence we obtain twoW -invariant subspaces
W1 := span(s˜1, s˜3), W2 := span(s˜2)
with the associated orthogonal projectors
P1 : x 7→ 〈s˜1, x〉s˜1 + 〈s˜3, x〉s˜3, P2 : x 7→ 〈s˜2, x〉s˜2.
12 qi is determined by the requirement qi(w) = 1/pi(w) for all eigenvalues (diagonal elements)w ofW .
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4.2. Collision operators with asymmetric rank-one equilibria
Proposition 7 is exactly tailored to treat the case of asymmetric rank-one equilibria that typically arise in discretizing
the transient diffusion–advection equation by lattice Boltzmann schemes. The following lemma complements Proposition 7
with regard to our application.
Lemma 12. Let A ∈ Rq×q be defined by Ax = 〈u, x〉v for x ∈ Rq. If 〈u, v〉 = 1 then A represents a projection, i.e. A2 = A.
Proof. The little computation below confirms that A indeed satisfies the projector property:
A2x = 〈u, 〈u, x〉v〉 v =
=1︷ ︸︸ ︷
〈u, v〉〈u, x〉v = 〈u, x〉v = Ax. 
Proposition 13. Let the rank of the equilibrium matrix G ∈ Rq×q be equal to 1. Then there is a diagonal matrix D such that the
BGK collision operator J = ω(G − I) satisfies JD = DJ>. Furthermore, provided that G is a projection and D positive definite, J
admits a stability structure if and only if ω ∈ [0, 2].
Proof. The existence of D follows from Proposition 7. The second statement is shown in the same way as in the proof of
Proposition 8. 
The subsequent examples illustrate that stability does not only depend on ω but may be influenced also by further
parameters occurring in the equilibrium. Stability conditions for these parameters result from the requirement that Dmust
be positive definite.
Example 5. The diffusion–advection equation in one space dimension (with periodic boundary conditions) can be
discretized by the D1Q2 lattice Boltzmann algorithm in parabolic scaling.13 Setting e := (1, 1)> and c := (−1, 1)>, the
necessary equilibrium matrix G ∈ R2×2 is defined by
Gf := 1
2
〈e, f 〉(e+ ahc) for f ∈ R2. (37)
By a consistency analysis a ∈ R is found to be the advection velocity appearing in the diffusion–advection equation. In
opposition, h is a purely algorithmic parameter which corresponds to the spacing of the grid that the lattice Boltzmann
algorithm is supposed to run on. Finally, the diffusivity is related to the relaxation parameter ω by ν = 1
ω
− 12 .
Since 〈 12e, e + ahc〉 = 1, the equilibrium (37) represents a projection by Lemma 12. Therefore Proposition 13 can be
applied. The diagonal matrix D is given by
D = diag ((e+ ahc)/e) = diag(e+ ahc) = diag
((
1− ah
1+ ah
))
.
It is clearly seen that the diagonal elements of D are positive if and only if
|ah| < 1. (38)
So we get a stability structure by Proposition 7 and thus stability by Theorem 2 if the above condition on a and the condition
on ω in Proposition 13 are satisfied.
Condition (38) is a bit stronger than the corresponding result in [24] (Theorem 2) and [13] (Theorem 6.6) though this was
formulated in a slightly different context14 there. Actually, in these references stability is also proved for |ah| = 1. In this
case, however, a stability structure cannot exist because of the following reason: According to Proposition 7, the diagonal
matrix D is uniquely defined up to multiples as e (which corresponds to u in Proposition 7) does not vanish in any of its
components. But as D is not positive definite for |ah| = 1, the existence of a stability structure is excluded by Theorem 6. So
this example proves that the existence of a stability structure is only a sufficient criterion for stability.
Example 6. The D1Q3 velocity model provides another possibility to discretize the same diffusion–advection equation as
in the previous example (for a comprehensive consistency analysis cf. [13], chapter 4). With the definition of e, c and w as
in example 1, the equilibrium matrix corresponding to (37) now becomes
Gf := 〈e, f 〉(e+ ahθc)w for f ∈ R3. (39)
The additional scalar quantity θ , which essentially parameterizes the weight vector w, determines together with ω the
diffusivity by the formula ν = 1
θ
( 1
ω
− 12 ). Let us remark that for θ = 1 the rest population gets decoupled from the other
two populations. Then, in principle, the D1Q3 scheme reduces to the D1Q2 algorithm ([13] Section 6.5).
13 A detailed consistency analysis of virtually the same lattice Boltzmann scheme in hyperbolic scaling can be found in [23]. Owing to the hyperbolic
scaling, the resulting macroscopic target equation is not the diffusion–advection but the advection equation.
14 The analysis in [24] and [13] refers to practically the same algorithm. The only difference is that the factor ah in the equilibrium (37) is replaced by a
due to the hyperbolic scaling which also prescribes a different interpretation of the output data of the algorithm.
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Fig. 1. Several loci of the onset of instability in the θ–ah plane for fixed ω. The curves represent the values of θ and ah where the spectral radius of the
evolution operator is equal to 1. Above the curves the spectral radius becomes larger than 1 provided that ω remains constant.
Thanks to the relations 〈e, ew〉 = 1 and 〈e, cw〉 = 0 the equilibrium (39) turns out to be a projector as well, so that
Proposition 13 applies too. Furthermore we find a unique symmetrizer for G
D = diag ((ew + ahcw)/e) = diag(ew + ahcw) = diag


1
2θ
(1− ahθ)
1
2θ
(1+ ahθ)
θ − 1
θ

 .
In order to extract sufficient stability conditions for θ and awe have to ensure again thatD has a positive diagonal. Evidently,
this is the case if and only if
θ > 1 and |ahθ | < 1. (40)
Notice that the stability condition on the advection velocity a becomes the more restrictive the greater θ is chosen. Hence
the largest admissible interval for a is reached for θ → 1. Therefore, from the viewpoint of stability, the D1Q2 algorithm
should be preferred to the D1Q3 algorithm.
Numerical tests corroborate that the second condition in (40), |ah| < θ−1, is not necessary for stability and can be relaxed
in spite of the non-existence of a stability structure. The deficiency of a stability structure can be seen by the same argument
as in example 5. Keeping the relaxation frequency ω constant, the curves in Fig. 1 indicate for which values of θ and |ah|
instability starts to occur if the quantities θ or |ah| are increased. Only for ω = 2 the critical threshold value seems to agree
with |ah| = θ−1 as suggested by the stability structure. Furthermore it should be observed that the threshold value gets
independent of ω for θ → 1 (D1Q2 case).
Example 7. The applicability of Proposition 13 is not restricted to one-dimensional lattice Boltzmann schemes. Actually the
spatial dimension does notmatter as long as the equilibrium is a rank-one projector. As an example let us consider the D2Q4
scheme which discretizes the diffusion–advection equation in two dimensions if the following equilibrium
Gf = 1
4
〈e, f 〉(e+ 2axhcx + 2ayhcy) for f ∈ R4 (41)
is employed. Here a = (ax, ay)> ∈ R2 denotes the (constant) advection velocity and e, cx, cy stand for e := (1, 1, 1, 1)>,
cx := (1, 0,−1, 0)> and cy := (0, 1, 0,−1)>.
Due to the orthogonality relations 〈e, cx〉 = 0, 〈e, cy〉 = 0 and 14 〈e, e〉 = 1 the equilibrium (41) is revealed as a projection
again. The diagonal matrix D is found to be
D = diag ((e+ 2axhcx + 2ayhcy)/e)
= diag ((e+ 2axhcx + 2ayhcy)) = diag

1+ 2axh1+ 2ayh1− 2axh
1− 2ayh

 .
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In order to guarantee the positivity of the diagonal we have to require in analogy to (38) and (40) that
|2axh| < 1 and |2ayh| < 1.
4.3. Alternative construction of MRT collision operators with stability structure
By the following procedure it is possible to construct MRT collision operators allowing for (pre-)stability structures if
the associated BGK collision operator admits such a structure. So let us assume that there is a diagonal and positive definite
matrix D˜ such that JBGKD˜ = D˜J>BGK or equivalently
(G− I)D˜ = D˜(G− I)>. (42)
Wewould like to find a diagonal, positive definite matrix D together with a relaxation matrixΩ satisfying the conditions (I)
and (II) on page 14 such that JMRTD = DJ>MRT or more explicitly
Ω(G− I)D = D(G− I)>Ω, (43)
where the desired symmetry ofΩ has already been taken into account. The idea is now to choose for D the matrix D˜ from
the pre-stability structure of the BGK case. Exploiting (42), which states nothing else than the symmetry of (G − I)D˜, the
resulting condition onΩ reads
Ω(G− I)D˜ = (G− I)D˜Ω.
Hence the searched symmetricΩ is required to commutewith the symmetricmatrix (G−I)D˜. Since two symmetricmatrices
commute if and only if they have all eigenspaces in common,Ω is determined by (G−I)D˜up to its eigenvalues. This, however,
rises the question whetherΩ can simultaneously fulfill condition (II) on page 14. Fortunately, it turns out that (II) becomes
satisfied almost automatically. As G− I and (G− I)D have the same left nullspace, the symmetry of (G− I)D entails15 that
the left nullspace of G− I is included in the eigenspace of (G− I)D pertaining to the eigenvalue 0. Therefore (II) is guaranteed
if (G− I)D andΩ have the same nullspace (or equivalently the same eigenspace with respect to the eigenvalue 0). The other
eigenvalues ofΩ can be chosen freely such that the obtained pre-stability structure for JMRT = Ω(G− I) finally becomes a
stability structure. This necessitates the eigenvalues ofΩ(G− I), whichmust be real due to the existence of the pre-stability
structure, to lie in [−2, 0].
5. Conclusion
Let us briefly highlight and comment the main aspects that have been illuminated in the previous section.
• Thanks to the equivalence statement in Theorem6 it becomes easy inmany situations (sometimes even obvious) to check
whether a given collision operator admits a stability structure. In the case of parameterized equilibrium or collision
operators (depending for instance on physical parameters like the advection velocity) this circumstance considerably
simplifies the search for sufficient stability conditions on the parameters whichwould needmuchmore effort otherwise.
• Two possibilities to construct MRT collision operators with a stability structure have been described. Often it has been
claimed that MRT collision operators exhibit a better stability behavior than BGK collision operators. Please observe that
our investigation is neither appropriate to back nor to contest this statement. The existence of a stability structure permits
only a statement about stability in principle.
• Example 5 and even more 6 clearly show that a lattice Boltzmann algorithm can be stable although a stability structure
does not exist.
• In Examples 5–7 the stability structure is only compatible with the transport operator for periodic boundary conditions.
Due to the asymmetry of the equilibria (37), (39) and (41) for the diffusion–advection equation the resulting weight
vector b – defined by B>B = D−1 = diag(b) – generally has even not two equal components if a 6= 0 (or a 6= 0).
Hence condition (6) is violated in this case for transport operators containing the bounce back boundary condition with
or without sign flipping. However, in the purely diffusive case where a = 0 (or a = 0) this problem does not arise. For
instance b is amultiple of e in the case of example 5 and 7, such that all components are equal and condition (6) is trivially
satisfied for each of the considered transport operators.
• The construction of an MRT collision operator in Section 4.3 leads to the same diagonal matrix D and thus to the same
weight vector b of the stability structure as in the BGK case. Therefore it is not possible to include further boundary
conditions in this way. Maybe another construction of MRT collision operators offers more flexibility, to tune the weight
vector b in such a way that it becomes compatible with more boundary conditions than in the BGK case.
15 Observe that left and right nullspaces coincide for symmetric matrices.
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• From the viewpoint of application it is interesting to consider also spatially varying advection velocities. This leads to a
weight vector b(x) which depends on the grid node. However, condition (6), generalized to this case, implies that b(x)
must be constant in the direction of the links to the neighbor nodes. But then the advection velocity must be constant
everywhere.
The last two points clearly underline some limitations of the stability structure approach if the equilibrium is not directly
given in the form (25) or if it contains spatially dependent parameters. It seems that the framework of the stability structure
is not suitable to treat these kinds of problems.
Appendix
For completeness we recall the following two lemmas. The first has been implicitly used to prove Propositions 8 and 13.
It is also employed to verify the second lemma, which is cited in the proof of Proposition 9.
Lemma 14. Let P ∈ Rq×q be a projector matrix, i.e. P2 = P. Then P is diagonalizable with spec(P) ⊂ {0, 1}.
Lemma 15. Let (Pi)i∈{1,...,p} ⊂ Rq×q be a set of projector matrices such that
PiPj = δijPi for all i, j ∈ {1, . . . , p} (A.1)
which particularly subsumes the projector property P2i = Pi for all i ∈ {1, . . . , p}. Then M ∈ Rq×q defined by
M :=
p∑
i=1
µiPi with some µ1, . . . , µp ∈ R
is diagonalizable and spec(M) ⊂ {0, µ1, . . . , µp}.
For the proofs of these lemmas we refer to the literature.
Now let us come to the proof of Proposition 3.
Proof. Let us assume that B>B =: 1 is diagonal.
The proof is done by contradiction where we assume BB> := D to be diagonal too. From this follows by means of the
associativity of the matrix product
B1 = B(B>B) = (BB>)B = DB. (A.2)
Due to the invertibility of B this equivalent to the similarity of1 andDwhichmeans1 = B−1DB. Therefore1 andD have the
same eigenvalues and thus the same diagonal elements (with equal multiplicity). However, it may happen that the diagonal
elements occur in different order. In any case there is a permutation matrixΠ ∈ Rq×q such that16
1 = ΠDΠ−1.
Inserting this into (A.2) we obtain after some rearrangements D = Π−1B−1DBΠ . This entails that B˜ := BΠ commutes with
the diagonal matrix D:
B˜D = DB˜. (A.3)
Supposing that B has a full column let us demonstrate by the subsequent argumentation that (A.3) conflicts with the
hypothesis. Since BΠ = B˜ contains the columns of B in permuted order, there is an index n ∈ {1, . . . , q} so that the
n’th column b˜n ∈ Rq of B˜ has no element equal to 0. Furthermore, as 1 6∈ span(I) implies D 6∈ span(I), it exists a diagonal
element of D, say dm withm ∈ {1, . . . , q} andm 6= n such that
dm 6= dn. (A.4)
16 There is a permutation pi : {1, . . . , q} → {1, . . . , q} such that δii = dpi(i)pi(i) for all i ∈ {1, . . . , q}. It is a general fact that any permutation can bewritten
as composition of finitely many transpositions being special permutations that just swap two numbers while the others are kept fixed. Therefore we get
pi = τs ◦ · · · ◦ τ1 for some s ∈ N. Let Tk denote the permutation matrix associated with τk such that multiplication with Tk from left (right) effectuates the
swap of rows (columns) with the corresponding indices. As each transposition is inverse to itself, we have T 2k = I or equivalently Tk = T−1k . Taking these
remarks into account we conclude that
1 = Ts · · · · · T1DT1 · · · · · Ts = Ts · · · · · T1DT−11 · · · · · T−1s = ΠDΠ−1
where we have setΠ := Ts · . . . · T1 .
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Now the diagonal matrix D acts on the columns if multiplied from right (multiplying the ith columnwith di), while it affects
the rows if multiplied from left. In particular we get for the matrix elements with index (m, n) of the two product matrices
in (A.3)
(B˜D)mn = β˜mndn and dmβ˜mn = (DB˜)mn
where β˜mn denotes the corresponding matrix element of B˜. As β˜mn belongs to bn it does not vanish. If (A.3) holds then
(B˜D)mn = (DB˜)mn ⇔ β˜mndn = dmβ˜mn.
However, dividing the right equation by β˜mn 6= 0 contradicts (A.4) which directly emanates from the hypothesis. Hence
Eq. (A.3) and thus the diagonalizability of BB>, from which (A.3) was derived, cannot be true.
If B has a full row instead of a full column the argument proceeds analogously. As multiplication with Π from the left
changes only the order of columns, BΠ has a full row(column) if and only if B has one.
The alternative case, where BB> is diagonal, can be handled by setting C := B> and applying the above arguments to
C>C = BB>. 
Finally, let us provide the proof of Theorem 6. Another proof is contained in [18].
Proof. ‘‘(ii)⇔ (iii)’’ According to Definition 5, the D-symmetry of AD means explicitly: DAD = A>DD. Replacing AD by its
definition we get (17) and thus (iii). Multiplying (17) by D−1 from the left and right gives D−1A = A>D−1 which says that A
is D−1-symmetric.
‘‘(i)⇒ (ii)’’ Let us suppose that a matrix B ∈ Rq×q is given such that BA = ΛB with B>B and Λ being diagonal. The goal
is to find a positive definite, diagonal matrix Dwhich satisfies (ii).
The invertibility of B implies in particular that B has a trivial nullspace which means Bx = 0⇔ x = 0. Hence it follows
for all x 6= 0
0 < ‖Bx‖2 = 〈Bx, Bx〉 = 〈B>Bx, x〉.
Due to this equation B>B is positive definite and a fortiori invertible. As the positive definiteness and the assumed diagonality
of B>B entails on the inverse, we may set
D := (B>B)−1.
Thanks to the equivalence between (16) and (17) it is now sufficient to verify that AD is a symmetric matrix, i.e. AD =
(AD)> = DA>. From the above definition of D follows
AD = AB−1(B>)−1 = B−1BAB−1(B−1)>
where the fact has been employed that transposition and inversion can be swapped. Taking recourse to the hypothesis
BA = ΛB this simplifies to
AD = B−1ΛBB−1(B−1)> = B−1Λ(B−1)>.
AsΛ is diagonal, it is obvious that the right expression for AD is symmetric indeed.
‘‘(ii)⇒ (i)’’ By assumption there exists a diagonal, positive definite and thus invertible matrix D such that AD := D−1AD
is symmetric with respect to the scalar product 〈·, ·〉D = 〈D·, ·〉 generated by D. Now we have to find a matrix B satisfying
(i).
The symmetry of AD implies17 that AD admits a basis of right eigenvectors in Rq which is orthonormal with respect to
〈·, ·〉D. Let E ∈ Rq×q be the matrix whose columns correspond to these eigenvectors. Analogously to (15) the properties of E
are now summarized by:
ADE = EΛ (eigenbasis)
E>DE = I (D-column-orthonormality)
}
, (A.5)
whereΛ is diagonal (containing the eigenvalues of AD). Having full rank, E and its transposed are invertible.
Eq. (A.5)1 transforms to
ADE = DEΛ (A.6)
after substituting AD = D−1AD and multiplying with D from the left. In virtue of the invertibility of D and E we may set
B := (DE)−1. (A.7)
Multiplying (A.6) by B from both sides results into the equation BA = ΛBwhich verifies the first half of (13).
17 Cf. the spectral theorem for symmetric endomorphisms in finite-dimensional vector spaces.
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To complete the proof it remains to check that B>B as defined in (A.7) is diagonal. Using (A.7) we get
B>B = ((DE)−1)> (DE)−1.
Reversing transposition and inversion and noticing that D = D>, we obtain
B>B = ((DE)>)−1 E−1D−1 = (E>D)−1 E−1D−1 = D−1(E>)−1E−1D−1
= D−1(EE>)−1D−1.
Rearranging (A.5)2 yields D = (EE>)−1 which just appears above as a factor. Inserting this we finally end up with
B>B = D−1(EE>)−1D−1 = D−1DD−1 = D−1.
Hence B>B is equal to a diagonal matrix as diagonality is conserved under matrix inversion. 
Concerning the second part of the proof it might seem more appropriate to consider the left eigenbasis. This, however,
is not D-orthonormal but D−1-orthonormal.18 If this circumstance is observed the modified proof leads to the same B.
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