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Abstract
In 1964, Osofsky proved that a ring R is semisimple artinian if and only if every cyclic
right R-module is injective. Motivated by this result, there have been numerous stud-
ies in the rings whose cyclic modules satisfy a certain generalized injectivity condition.
An up-to-date account of the literature on this subject can be found in [26].
Following this direction, in Chapter 2, we study the rings whose cyclics are C3-modules
(or CC3-rings). We prove that a ring R is semisimple artinian if every 3-generated
right R-module is a C3-module. Structure theorems of semiperfect CC3-rings and
self-injective regular CC3-rings are obtained. Applications to rings whose 2-generated
modules are C3-modules, and whose cyclics are quasi-continuous, are also addressed.
In Chapter 3, we present basic properties of CD3-rings, i.e., rings whose cyclics are
D3-modules. We show that a ring R is semisimple artinian if every 2-generated right
R-module is a D3-module. Structure of self-injective regular CD3-rings is given.
We characterize the rings whose cyclic modules are quasi-discrete and, respectively,
discrete.
In Chapter 4, we prove that a semiperfect module is lifting if and only if it has a
projective cover preserving direct summands. This result is then used to characterize
rings whose cyclics are lifting. New characterizations of artinian serial rings with
Jacobson radical square-zero are obtained. Furthermore, we show that every cyclic
right R-module is ⊕-supplemented if and only if every cyclic right R-module is a
direct sum of local modules, and that artinian serial rings are exactly these rings for
which every left and right module is a direct sum of local modules.
In the last chapter, we present various properties, including a structure theorem and
several characterizations, for δ-semiperfect modules. Our method can be adapted to
generalize several known results of Mares and Nicholson from projective semiperfect
modules to arbitrary semiperfect modules.
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Introduction
It has been an interesting subject to characterize the rings in terms of their cyclic
modules. One of the most important results is the highly non-trivial classical Osofsky’s
Theorem [50] which states that a ring R is semisimple artinian if every cyclic right
R-module is injective. This result promoted a considerable interest in the rings whose
cyclics satisfy a certain generalized injectivity condition. For instance, Koehler [34]
provided a complete characterization for rings whose cyclic modules are quasi-injective
in 1974. In 1978, Jain and Mohamed [25] characterized the rings whose cyclic modules
are continuous. The rings for which every cyclic module is quasi-continuous were
studied by Goel and Jain in [18]. In 1991, Osofsky and Smith [51], and Huynh, Dung
and Wisbauer [23] investigated the rings for which every cyclic module is a C1-module.
In particular, the following result was obtained: if R is a ring such that every cyclic
right R-module is a C1-module, then every cyclic right R-module is a finite direct
sum of uniform modules.
It is known (and easy to prove) that a ring R is semisimple artinian if and only if
every cyclic right R-module is projective. Rings whose cyclics are quasi-projective
were studied by Koehler in [33]. Recently, rings whose cyclics are automorphism-
invariant and rings whose cyclics are dual automorphism-invariant were discussed in
[14] and [35], respectively. One can find in the monograph [26] an up-to-date account
2of the literature on the subject of determining the structure of rings via their cyclic
modules.
Following this direction, in the first three chapters of this dissertation, we carry out a
study of the rings whose cyclic modules satisfy the C3-, the D3- and the D1-condition,
respectively. The last chapter is a research on δ-semiperfect modules.
As a generalization of quasi-continuous modules, a module is called a C3-module if
the sum of any two direct summands with zero intersection is again a direct summand.
It is easy to show that a ring R is semisimple artinian if and only if every 2-generated
right R-module is quasi-continuous. Here we have an example of a non semisimple
artinian ring for which every 2-generated right module is a C3-module. However, we
prove that a ring R is semisimple artinian if every 3-generated right R-module is a C3-
module. Thus, we are motivated to consider the following two questions: For which
rings R, is every cyclic right R-module a C3-module? For which rings R, is every
2-generated right R-module a C3-module? In Chapter 2, we address these questions.
While every 2-generated right module over a ring being a C3-module lies strictly
between every cyclic right module being a C3-module and the ring being semisimple
artinian, it is shown that every cyclic right module is a C3-module if and only if every
cyclic right module satisfies the summand sum property and that every 2-generated
right R-module is a C3-module if and only if every cyclic right R-module over M2(R)
is a C3-module. Two structure theorems are proved: A semiperfect ring R is such
that every cyclic right R-module is a C3-module if and only if R is a direct product
of a semisimple artinian ring and finitely many local rings. A right self-injective
regular ring R is such that every cyclic right R-module is a C3-module if and only if
R is a direct product of a semisimple artinian ring, a strongly regular ring and the
2× 2 matrix ring over a strongly regular ring. These results are applied to the rings
3whose 2-generated modules are C3-modules, and the rings whose cyclic modules are
ADS-modules and, respectively, quasi-continuous modules.
As a dual notion of C3-modules, a module M is called a D3-module if the intersection
of any two direct summands whose sum equals M is a direct summand of M . Clearly
every quasi-projective module is a D3-module. It is also easy to show that a ring R is
semisimple artinian if and only if every 2-generated right R-module is quasi-projective.
Here we observed that a ring R is semisimple artinian if and only if every 2-generated
right R-module is a D3-module. In Chapter 3, we carry out a study of the rings
whose cyclics are D3-modules, which are called CD3-rings. We show that a right
self-injective regular ring R is a right CD3-ring if and only if R is a direct product
of a semisimple artinian ring and a strongly regular ring. A sufficient condition for a
semiperfect ring to be a right CD3-ring is given. We also present characterizations
for rings whose cyclic modules are quasi-discrete and, respectively, discrete.
A module M is called a C1-module (or extending module) if every submodule of M
is essential in a direct summand of M . Dually, a module M is called a D1-module
(or lifting module) if for every submodule N of M there exists a direct decomposition
M = M1 ⊕M2 such that M1 ⊆ N and N ∩M2 is small in M2. Rings whose cyclic
modules are extending have been extensively studied in [23] and [51]. This naturally
leads us to consider rings with the dual condition, i.e., rings whose cyclic modules are
lifting. The interest of studying this class of rings is also well motivated by a work of
Keskin, Smith and Xue [31, Theorem 3.15], where it is proved that a ring R is artinian
serial with Jacobson radical square-zero if and only if every right R-module is lifting,
if and only if every 2-generated right R-module is lifting. This question turns out to
be well connected to a natural condition on projective covers. A module M is said
to have a projective cover preserving direct summands if there is a projective cover
4P
η→M → 0 such that η(X) is a direct summand of M for every direct summand X
of P .
Following Kasch and Mares in [30], an arbitrary module M is called semiperfect if
every factor module of M has a projective cover. Chapter 4 begins with a character-
ization of a semiperfect module that is lifting. We show that a semiperfect module
M is lifting if and only if M has a projective cover preserving direct summands. This
result is then used to show that every cyclic right module over a ring R is lifting
if and only if every cyclic right R-module has a projective cover preserving direct
summands, and that R is an artinian serial ring with Jacobson radical square-zero
if and only if every (2-generated) right R-module has a projective cover preserving
direct summands. We also prove that a ring R is a (semiperfect) right perfect ring
if and only if every (cyclic) lifting right R-module has a projective cover preserving
direct summands, if and only if every (cyclic) right R-module having a projective
cover preserving direct summands is lifting.
As a dual to Osofsky and Smith’s result in [51], we show that if every cyclic right
R-module is lifting, then every cyclic right R-module is a direct sum of local modules.
This is obtained as a consequence of a more general result that every cyclic right R-
module is ⊕-supplemented if and only if every cyclic right R-module is a direct sum
of local modules. Here, as a generalization of lifting modules, a module M is called
⊕-supplemented if for every submodule N of M there exists a direct summand K of
M such that M = N + K and N ∩K is small in K. The latter result enables us to
obtain new characterizations of artinian serial rings and, respectively, rings for which
every finitely generated module is a sum of local modules. For example, we can prove
that artinian serial rings are exactly these rings for which every left and right module
is a direct sum of local modules.
5The notions of small submodules and projective covers were invented by Bass in
his pioneering paper [6]. Then he introduced semiperfect rings as those rings over
which every cyclic module has a projective cover. In [63], as a generalization of small
submodules, a submodule N of a module M is called δ-small in M (written Nδ M)
if N +X 6= M for any proper submodule X of M with M/X singular. Equivalently,
a submodule N ⊆ M is δ-small in M if and only if, whenever M = X + N , we have
M = X ⊕ Y for a projective semisimple submodule Y with Y ⊆ N . This concept
then leads to the definition of projective δ-covers. A projective δ-cover of a module
M is a projective module P with an epimorphism to M whose kernel is δ-small in
P . A ring R is called δ-semiperfect if every simple right R-module has a projective
δ-cover. Various characterizations of δ-semiperfect rings are presented in [63].
A module M is called δ-semiperfect if every factor module of M has a projective
δ-cover. In Chapter 5, we generalize the structure theory of δ-semiperfect rings to
modules. We prove various properties, including a structure theorem and several
characterizations, for δ-semiperfect modules. Our proofs for δ-semiperfect modules
can be adapted to generalize some of the results of Mares [38] and Nicholson [47] from
projective semiperfect modules to arbitrary semiperfect modules.
Chapter 1
Preliminaries
This chapter is divided into two sections: (1) Semisimplicity and (2) injectivity and
projectivity. Several basic definitions and results in ring and module theory are pre-
sented in the first section; these concepts and results are used frequently throughout
this dissertation. The next section discusses important properties related to injective
modules, projective modules, and their generalizations. Several well-known results
are presented for rings characterized by their cyclic modules. The standard references
for this chapter are [4], [36] and [41]. All rings considered in this dissertation are
associative with unity and all modules are unitary.
71.1 Semisimplicity and their generalizations
Definition 1.1.1. Let R be a ring, and M be a right R-module.
1. M is called a simple module if M 6= 0, and M has no proper submodules.
2. M is called a semisimple module if every submodule of M is a direct summand
of M .
3. R is called a semisimple artinian ring if the right R-module RR (or equivalently,
RR) is semisimple.
The sum of all simple submodules of a module M is called the socle of M and is
denoted by soc(M); we set soc(M) = 0 if M does not have simple submodules. It is
straightforward to prove that M is semisimple if and only if M = soc(M).
Definition 1.1.2. Let R be a ring, and M be a right R-module.
1. M is called artinian if M has the descending chain condition (DCC) on sub-
modules, i.e., for any descending chain of submodules M1 ⊇ M2 ⊇ . . . , there
exits an integer n ≥ 1 such that Mn = Mn+1 = . . ..
2. M is called noetherian if M has the ascending chain condition (ACC) on sub-
modules, i.e., for any ascending chain of submodules M1 ⊆ M2 ⊆ . . . , there
exits an integer n ≥ 1 such that Mn = Mn+1 = . . ..
3. R is called right artinian (resp., noetherian) if the module RR is artinian (resp.,
noetherian).
A ring R is called artinian (resp., noetherian) if R is both left and right artinian
(resp., noetherian). It is well-known that a right (resp., left) artinian ring is always
8right (resp., left) noetherian. However, an artinian module need not be noetherian.
For instance, the Pru¨fer group Zp∞ (p is a prime), as a Z-module, is artinian but not
noetherian.
A submodule N ⊆M is said to be maximal if N 6= M and N ⊆ X ⊆M with X 6= N
implies X = M . The radical of a module M is defined to be the intersection of
all maximal submodules of M , and is denoted by rad(M). We set rad(M) = M if
M does not have maximal submodules. For a ring R, rad(RR) = rad(RR), which is
called the Jacobson radical of R, and is denoted by J(R). The Jacobson radical J(R)
consists of the elements y in R such that 1 + xyz is invertible for all x, z ∈ R.
For a module M , M is semisimple and finitely generated if and only if M is artinian
and rad(M) = 0, if and only if M is semisimple and noetherian (see [4, Proposition
10.15]). A ring R is called semisimple artinian if R satisfies the equivalent conditions
in the next theorem.
Theorem 1.1.3. The following are equivalent for a ring R:
1. RR is a semisimple module.
2. RR is a semisimple module.
3. R is right artinian and J(R) = 0.
4. R is left artinian and J(R) = 0.
5. R is artinian and J(R) = 0.
Semisimple artinian rings are characterized by the fundamental Wedderburn-Artin
theorem, which is one of the most important structure theorems for rings and algebras.
A non-zero ring R is called a simple ring if R has no non-trivial two sided ideals.
Structure of simple artinian rings (or simple rings with minimal right ideals) is given by
9Wedderburn. Simple artinian rings are the simple components of semisimple artinian
rings.
Theorem 1.1.4 (Wedderburn Theorem). A ring R is simple artinian if and only if
R is isomorphic to the full matrix ring Mn(D) for some division ring D and some
natural number n.
Theorem 1.1.5 (Wedderburn-Artin Theorem). A ring R is semisimple artinian if
and only if R is a direct sum of a finite number of simple artinian rings.
A submodule N of a module M is called an essential (or large) submodule of M if for
any non-zero submodule A ⊆M we have N ∩A 6= 0. Dually, we call a submodule N
of M a small submodule of M if M = K +N implies K = M . We write N ⊆e M to
mean that N is an essential submodule of M , and write N M to denote that N is
a small submodule of M . It is well-known that for a module M , soc(M) is equal to
the intersection of all essential submodules of M and rad(M) is equal to the sum of
all small submodules of M .
Definition 1.1.6. Let R be a ring, and M be a non-zero right R-module.
1. M is called indecomposable if it has no proper direct summands.
2. M is called uniform if every non-zero submodule of M is essential in M .
3. M is called hollow if every proper submodule of M is small in M .
4. A finitely generated module M is called local if M has a unique maximal sub-
module.
5. R is called a right indecomposable (resp., uniform, local) ring if the module RR
is indecomposable (resp., uniform, local).
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A local module is hollow and its unique maximal submodule has to be the radical.
Also hollow modules are always indecomposable. Examples of local Z-modules are
simple modules and the modules Zpk , where p is a prime and k ∈ N. The Pru¨fer
group Zp∞ (p is a prime), as a Z-module, is hollow but not local. The Z-module Z is
indecomposable and uniform but not hollow. A finitely generated module is hollow if
and only if it is local. Thus, a ring R is hollow if and only if it is local. Note that a
ring R is local if and only if R/J(R) is a division ring. A ring R is called a semilocal
ring if R/J(R) is semisimple artinian.
Definition 1.1.7. A module M is called uniserial if its lattice of submodules is linearly
ordered by inclusion. A ring R is called a right (resp., left) uniserial ring if RR (resp.,
RR) is a uniserial module. Any direct sum of uniserial modules is called a serial
module. A ring R is called a serial ring if RR and RR are serial modules.
It is clear that simple modules are uniserial and semisimple modules are serial. More-
over, uniserial modules are hollow but need not be local.
Definition 1.1.8. A ring R is called a (von Neumann) regular ring if for each x ∈ R,
there exists y ∈ R such that xyx = x.
In [36], it is shown that a ring R is regular if and only if every principal right ideal of
R is a direct summand of RR, if and only if every finitely generated right ideal of R
is a direct summand of RR.
A ring R is called a unit-regular if for each x ∈ R, there exists a unit u of R such
that xux = x. Every semisimple artinian ring is unit-regular, and every unit-regular
ring is regular. A ring R is called abelian if every idempotent of R is central. An
abelian regular ring is called strongly regular. Strongly regulars are unit-regular,
but semisimple artinian rings need not be strongly regular.
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Let I be a right ideal of a ring R. We say that idempotents lift modulo I if, whenever
r2 − r ∈ I, r ∈ R, there exists e2 = e ∈ R such that e − r ∈ I. A ring R is called
semiregular if R/J(R) is (von Neumann) regular and idempotents lift modulo J(R).
A ring R is called an exchange ring if idempotents lift modulo every right ideal in
R. Various characterizations of exchange rings were given in [48]. For instance, it is
shown that a ring R is an exchange ring if and only if, whenever R = aR+ bR, there
is a direct decomposition R = eR ⊕ (1− e)R with e2 = e ∈ aR and 1− e ∈ bR. It is
also proved that a ring R is an exchange ring if and only if R/J(R) is an exchange
ring and idempotents can be lifted modulo J(R). Hence, every semiregular ring is an
exchange ring.
1.2 Injectivity, projectivity and their generaliza-
tions
In this section, we introduce projective modules, injective modules, and their gener-
alizations. These modules are used to classify and characterize many important rings
in ring theory.
Definition 1.2.1. Given two modules M and N , M is called N-projective if for
any epimorphism f : N → Y and any homomorphism g : M → Y , there exists a
homomorphism h : M → N such that f ◦ h = g. The module M is called projective
if it is N-projective for every module N , and M is called self-projective (or quasi-
projective) if it is M-projective.
Semisimple artinian rings can be characterized via their projective modules.
Theorem 1.2.2. [36, Theorem 2.8] The following are equivalent for a ring R:
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1. R is semisimple artinian.
2. Every right (left) R-module is projective.
3. Every cyclic right (left) R-module is projective.
Projective modules play a central role in modules theory. As shown in [4, Proposition
17.2], a module P is projective if and only if P is isomorphic to a direct summand of
a free module. Hence every free module is projective. As each right R-module is a
sum of cyclic right R-modules and each cyclic right R-module is an image of RR, we
have
Proposition 1.2.3. [4, Proposition 17.15] Every module is an epimorphic image of
a projective module.
For some modules M , a stronger assertion is possible: there is a projective module
P and an epimorphism f : P → M → 0 minimal in the sense that f |L : L → M is
not an epimorphism for every proper submodule L of P . This leads to the following
important definition.
Definition 1.2.4. An epimorphism P
η→ M → 0 with P projective and ker(η) P
is called a projective cover of the module M .
In general, projective covers may not exist for a module M . For instance, the Z-
module Z2 does not have a projective cover. However, if they exist then they are
isomorphic (see [4, Lemma 17.17]). In his pioneering work on projective covers, Bass
introduced right perfect rings and semiperfect rings. Following [6], a ring R is called
right perfect if every right R-module has a projective cover, and R is called right
semiperfect if every cyclic right R-module has a projective cover. Examples of right
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perfect rings include left or right artinian rings. Moreover, right perfect rings are
obviously semiperfect.
In [6, Theorem 2.1], Bass presented various characterizations of right perfect rings and
semiperfect rings. For instance, it was shown that a ring R is semiperfect if R/J(R)
is semisimple artinian and idempotents lift modulo J(R), and that a ring R is right
perfect if and only if R/J(R) is semisimple artinian and J(R) is right T -nilpotent,
i.e., for every sequence a1, a2, . . . in J(R) there is an n such that an . . . a2a1 = 0.
The dual of projective modules is the concept known as injective modules.
Definition 1.2.5. Given two modules M and N , M is called N-injective if for any
submodule X of N and any homomorphism f : X →M , there exists a homomorphism
h : N → M that extends f . The module M is called injective if it is N-injective for
every module N , and M is called self-injective (or quasi-injective) if it is M-injective.
In particular, if RR is injective, then R is called a right self-injective ring.
This notion was initially studied by Baer for abelian groups [5]. There is a very useful
test for injectivity of a module M , which is known as the Baer’s criterion. That is,
a right R-module M is injective if and only if M is RR-injective. The significance of
injective modules can be seen in the following proposition.
Proposition 1.2.6. [4, Proposition 18.6] Every right R-module can be embedded in
an injective right R-module.
The dual of projective covers is the notion of injective envelopes of modules.
Definition 1.2.7. A monomorphism 0→ M β→ E with E injective and im(β) ⊆e E
is called an injective envelope (or injective hull) of the module M .
Though not every module has a projective cover, the injective envelope of a module
M always exists. The injective envelope E of a module M is denoted by E(M).
14
Theorem 1.2.8. [4, Theorem 18.10] Every module has an injective envelope. The
injective envelope of a module is unique up to isomorphism.
Many important properties of projective modules and injective modules are presented
in [4]. From the definition of injective modules, every injective submodule E of a
module M is always a direct summand of M . Direct sums and direct summands
of projective modules are projective, and direct products and direct summands of
injective modules are injective (see [4, Propositions 18.2 and 18.7]).
Semisimple artinian rings can be characterized in terms of injectivity.
Theorem 1.2.9. [36, Theorem 2.9] The following are equivalent for a ring R:
1. R is semisimple artinian.
2. Every right (left) R-module is injective.
3. Every cyclic right (left) R-module is injective.
The equivalence (1) ⇔ (3) in Theorem 1.2.9 is known as the Osofsky’s Theorem
[50], which promoted a considerable interest in rings whose cyclic modules satisfy
a certain generalized injectivity condition, such as being quasi-injective, continuous,
quasi-continuous, or extending. These concepts will be introduced shortly.
In his work on continuous rings, Utumi [58] identified three conditions on a ring that
are satisfied by any self-injective ring. These conditions were extended to modules by
Jeremy [27], Mohamed and Bouhy [40] as follows:
• C1-condition: Every submodule of M is essential in a direct summand of M .
• C2-condition: If a submodule A of M is isomorphic to a direct summand of M ,
then A is a direct summand of M .
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• C3-condition: If M1 and M2 are direct summands of M with M1 ∩M2 = 0 then
M1 ⊕M2 is also a direct summand of M .
Here are some generalizations of injective modules and quasi-injective modules.
Definition 1.2.10. A module M is called a Ci-module if it satisfies the Ci-condition
(i = 1, 2, 3). A module M is called continuous if it satisfies both the C1- and C2-
conditions, and quasi-continuous if it satisfies the C1- and C3-conditions. A ring
R is called a right C1-ring (resp, C2-ring and C3-ring) if the module RR has the
corresponding property.
Every quasi-injective module is continuous, and every C2-module is a C3-module (see
[41, Propositions 2.1 and 2.2]). Let N be a submodule of module M . It is obvious
that N ⊆e N . By applying Zorn’s Lemma, there exists a submodule C of M maximal
with respect to N ⊆e C. Such a module C is called a closed submodule in M .
Remark 1.2.11. In [12], C1-modules are called extending module (or CS-modules).
The term CS-modules refers to the fact that these modules M are characterized by
the property that every closed submodule of M is a direct summand in M .
For a submodule N of M , there also exist submodules H of M maximal with respect
to N ∩H = 0. Such a submodule H is called a complement of N in M . A submodule
K of M is called a complement in M if there exists a submodule N of M such that
K is a complement of N in M . Notice that a submodule K of a module M is closed
if and only if K is a complement submodule in M (see [12, p.6]).
A good account of these modules can be found in [41] which covers not only continuous
and quasi-continuous modules but their duals discrete and quasi-discrete modules. We
include some important properties of these modules here for convenience.
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Theorem 1.2.12. [41, Theorem 2.8] The following are equivalent for a module M :
1. M is quasi-continuous.
2. M = X ⊕ Y for any two submodules X and Y which are complements of each
other.
3. e(M) ⊆M for every idempotent e ∈ End(E(M)).
4. E(M) = ⊕i∈IEi implies M = ⊕i∈I(M ∩ Ei).
In [41, Proposition 2.10], it is shown that if M = M1 ⊕M2 is quasi-continuous then
M1 is M2-injective. The endomorphism ring of a continuous module has some impor-
tant properties. For instance, let M be a module with S = End(M) be the ring of
endomorphisms of M . If we define ∆(S) := {f ∈ End(M) | ker(f) ⊆e M}, then the
following theorem is proved.
Theorem 1.2.13. [41, Theorem 3.11] If M is continuous, then J(S) = ∆(S) and
S/J(S) is right continuous regular.
If we only assume that M is quasi-continuous, some crucial properties of continuous
need not be true. For example, the Jacobson radical J(S) might be different from
∆(S). If we denote S = S/∆(S) where S = End(M) is the ring of endomorphisms of
M , then we have
Corollary 1.2.14. [41, Corollary 3.13] Let M be quasi-continuous. Then there is a
ring decomposition S = S1 × S2 such that S1 is regular and right self-injective, and
S2 is reduced.
Here a ring is called reduced if it has no non-zero nilpotent elements. An element x
of a ring R is called nilpotent if there exists some positive integer n such that xn = 0.
Thus, every reduced ring is abelian, i.e., every idempotent of a reduced ring is central.
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Remark 1.2.15. In [12], quasi-continuous modules are also called pi-injective. The
term pi-injective is due to Goel and Jain [18] and is also used by Wisbauer [60]. It was
proved by Johnson and Wong [28] that a module M is quasi-injective if and only if
f(M) ⊆M for every homomorphism f : E(M)→ E(M). Here E(M) is the injective
envelope of M . The equivalent condition (3) in Theorem 1.2.12 gives a reason for the
term pi-injective modules.
There is another reason. Since every C2-module is a C3-module, quasi-continuity was
seen as a weak form of continuity. However, following [41, Proposition 3.15], contin-
uous modules are thought of as being a special class of quasi-continuous modules, in
particular they are quasi-continuous modules with rather special endomorphism rings
(see Theorem 1.2.13). Thus the term pi-injective frees quasi-continuous modules from
their earlier subordinate role.
The Ci-conditions were dualized by Oshiro in [49], and by Mohamed, Mu¨ller and
Singh in [42] as follows:
• D1-condition: For every submodule A of M , there is a decomposition M =
M1 ⊕M2 such that M1 ⊆ A and A ∩M2 is small in M .
• D2-condition: If A is a submodule of M such that M/A is isomorphic to a direct
summand of M , then A is a direct summand of M .
• D3-condition: If M1 and M2 are direct summands of M with M1 + M2 = M
then M1 ∩M2 is also a direct summand of M .
Definition 1.2.16. A module M is called a Di-module if it satisfies the Di-condition
(i = 1, 2, 3). A module M is called discrete if it satisfies both the D1- and D2-
conditions, and quasi-discrete if it satisfies the D1- and D3-conditions.
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In [41], D1-modules are also called lifting modules. Moreover, every quasi-projective
module has the D2-condition, and every D2-module is a D3-module (see [41, Lemmas
4.6 and 4.38]).
In summary, we have the following diagram and none of the following implications is
reversible.
Injective ⇒ Quasi-injective ⇒ Continuous ⇒ Quasi-continuous ⇒ C1
⇓ ⇓
C2-modules ⇒ C3-modules
Projective ⇒ Quasi-projective ⇒ D2-modules ⇒ D3-modules
⇑ ⇑
Discrete ⇒ Quasi-discrete ⇒ D1
As a generalization of lifting modules, a module M is called weakly supplemented
(see [41, Definitions A.1]) if for any submodule N of M there exists a submodule H
of M such that H is minimal with respect to M = N + H. Such a submodule H
is called a supplement (in M) of N , which was introduced by Kasch and Mares in
[30]. Moreover, M is called supplemented if for any two submodules A and B with
A+B = M , B contains a supplement of A.
Extending modules are generalizations of injective modules. However, projective mod-
ules need not be lifting modules. Complements of any submodule N of a module M
exist by Zorn’s Lemma, though the existence of supplements is not guaranteed.
Proposition 1.2.17. [41, Proposition 4.39] A quasi-projective module M is discrete
if and only if every submodule of M has a supplement.
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Another concept we should mention here is semiperfect modules. Mares [38] defined
a module P to be semiperfect if P is projective and every homomorphic image
of P has a projective cover. Lately, Kasch and Mares [30] proved that projective
semiperfect modules are exactly those projective modules whose every submodule has
a supplement. Particularly, semiperfect rings are those rings whose every right ideal
has a supplement. The next theorem shows that the investigation of semiperfect
modules can be reduced essentially to the projective semiperfect modules.
Theorem 1.2.18. [30, Theorem 11.1.5] Let P
η→M → 0 be a projective cover of M .
The following are equivalent:
1. M is semiperfect.
2. P is semiperfect.
3. Every submodule of P has a supplement.
Corollary 1.2.19. [41, Corollary 4.42] A ring R is semiperfect, if and only if RR is
discrete, if and only if every right ideal of R has a supplement.
As our main focus is on a study of properties of cyclic modules, we recall an important
result on the structure of cyclic modules over semiperfect rings.
Lemma 1.2.20. [4, Lemma 27.3] A cyclic module MR has a projective cover if and
only if M ∼= eR/eI for some idempotent e ∈ R and some right ideal I ⊆ J(R). For
e and I satisfying this condition the natural map eR → eR/eI → 0 is a projective
cover.
Rings R for which every right R-module is extending are precisely the artinian serial
rings with Jacobson radical square-zero (see [13, Theorem 11]). Interestingly, this class
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of rings coincides with the class of rings whose modules are lifting (see [52, Corollary
2.5] and [31, Theorem 3.15]). We present those results in the following theorem.
Theorem 1.2.21. The following are equivalent for a ring R.
1. R is artinian serial and J(R)2 = 0.
2. Every right R-module is extending.
3. R is semiregular and every 2-generated right R-module is extending.
4. Every right R-module is lifting.
5. Every 2-generated right R-module is lifting.
Chapter 2
Rings whose cyclics are C3-modules
In this chapter, we carry out a study of right CC3-rings, that is, rings whose cyclic
modules are C3-modules. The motivation is the observation that a ring R is semisim-
ple artinian if and only if every 3-generated right R-module is a C3-module. Many
basic properties are obtained for CC3-rings, and some structure theorems are proved.
For instance, it is proved that a semiperfect ring is a right CC3-ring if and only if
it is a direct product of a semisimple artinian ring and finitely many local rings, and
that a right self-injective regular ring is a right CC3-ring if and only if it is a direct
product of a semisimple artinian ring, a strongly regular ring and a 2× 2 matrix ring
over a strongly regular ring. Applications to the rings whose 2-generated modules are
C3-modules, and the rings whose cyclics are ADS or quasi-continuous are addressed.
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2.1 Cyclics are C3-modules
We begin with an important property of C3-modules which was showed in [3].
Proposition 2.1.1. [3, Proposition 2.3] Let M be a C3-module. If M = M1 ⊕M2
and if f : M1 →M2 is a homomorphism with ker(f) ⊆⊕ M1, then im(f) ⊆⊕ M2.
Proof. We first show that if f : M1 → M2 is a monomorphism, then im(f) ⊆⊕ M2.
Let T = {a+ f(a) : a ∈M1} be the graph submodule of M . We claim that M =
T ⊕ M2. For, if x ∈ M , then x = a + b for some a ∈ M1 and b ∈ M2. Now
x = (a + f(a)) + (−f(a) + b) ∈ T + M2, and so M = T + M2. If x ∈ T ∩M2, then
x = a+f(a) for some a ∈M1, and hence a = x−f(a) ∈M1∩M2 = 0. Clearly, x = 0,
M = T ⊕M2 and T ⊆⊕ M . Next, we show that M1 ∩ T = 0. For, if x ∈ M1 ∩ T ,
then x = a+ f(a) for some a ∈ M1, and consequently, x− a = f(a) ∈ M1 ∩M2 = 0.
Now since f is a monomorphism, a = 0, and hence x = 0. Since M is a C3-module,
M1 ⊕ T ⊆⊕ M . Finally, we show that M1 ⊕ T = M1 ⊕ im(f). For, if x ∈ im(f),
then x = f(a) for some a ∈ M1, and so x = −a + a + f(a) ∈ M1 + T , and hence
M1 ⊕ T = M1 ⊕ im(f). Since M1 ⊕ T ⊆⊕ M , im(f) ⊆⊕ M , and so im(f) ⊆⊕ M2.
Now let f : M1 → M2 be an arbitrary homomorphism with ker(f) ⊆⊕ M1. If
M1 = ker(f)⊕B for a submodule B ⊆⊕ M1, then M = M1⊕M2 = ker(f)⊕B⊕M2,
and the restriction map f |B : B → M2 is a monomorphism. Since a direct summand
of a C3-module is again a C3-module, we infer from the preceding argument that
im(f) = im(f |B) ⊆⊕ M2, as required.
As a consequence of Proposition 2.1.1, the following lemma will be repeatedly used
in this chapter.
Lemma 2.1.2. Suppose that M1 ⊕M2 is a C3-module. If X ⊆ M2 is isomorphic to
a direct summand of M1, then X ⊆⊕ M2.
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Proof. Suppose that α : Y → X is an isomorphism where M1 = Y ⊕ Z. Then
f = α ◦ pi : M1 → M2 where pi : M1 → Y is the natural projection. It follows that
X ⊆⊕ M2 by Proposition 2.1.1 as ker(f) = Z ⊆⊕ M1.
Semisimple artinian rings can be characterized via their C3-modules.
Corollary 2.1.3. The following are equivalent for a ring R:
1. R is semisimple artinian.
2. Every 3-generated right R-module is a C3-module.
Proof. (1) ⇒ (2). It is clear. (2) ⇒ (1). Let N be a cyclic right R-module and
let x ∈ E(N) where E(N) is the injective envelope of N . Then N ⊕ (N + xR) is
a 3-generated right R-module and hence is a C3-module by hypothesis. Thus, by
Lemma 2.1.2, N ⊆⊕ (N + xR). As N is essential in E(N), N = N + xR. So x ∈ N ,
and hence N = E(N). So N is injective. Thus, R is semisimple artinian by Theorem
1.2.9(3).
The following questions arise naturally.
Questions 2.1.4. 1. For which rings R, is every cyclic right R-module a C3-
module?
2. For which rings R, is every 2-generated right R-module a C3-module?
In this section, we address these questions, and so we give the following definition.
Definition 2.1.5. A ring R is called a right CC3-ring if every cyclic right R-module
is a C3-module. A ring R is called a CC3-ring if it is both a right and a left CC3-ring.
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Before giving some important examples of right CC3-rings, we recall a class of modules
which can be seen as examples of C3-modules.
A right R-module M is said to satisfy the summand sum property if the sum of two
direct summands of M is again a summand of M . A module with the summand sum
property is called an SSP -module. A ring R is an SSP -ring if the module RR is an
SSP -module. This is a left-right symmetric condition for rings (see [17, Proposition
2.2]).
Lemma 2.1.6. [21, Theorem 2.3] The following conditions on a right R-module M
are equivalent:
1. M is an SSP -module.
2. If M = A⊕B, for some submodules A and B, then for every R-homomorphism
f : A→ B, im(f) ⊆⊕ B.
Proof. Assume that M is an SSP -module. Let M = A ⊕ B and f : A → B be a
homomorphism. Let T = {a+ f(a) : a ∈ A}. As shown in the proof of Proposition
2.1.1, we have M = T ⊕B and A+T = A⊕ im(f). By hypothesis, M = (A+T )⊕L
for some submodule L ⊆M . So im(f) ⊆⊕ M . Hence im(f) ⊆⊕ B.
For the converse, assume that for every decomposition M = A⊕ B and every homo-
morphism f : A → B, the image of f is a direct summand of B. Let M = N ⊕ N1,
M = K ⊕ K1 and let pi|N1 : M → N1 and pi|K : M → K be the natural epimor-
phisms. Now, define h = (pi|N1 ◦pi|K)|N . Notice that h is defined from N to N1. Thus,
im(h) ⊆⊕ M . Let H = im(h). We have H = (N+K1)∩(N+K)∩N1 and H⊕L = M
for some L ⊆M . Hence N1 = H⊕ (N1∩L). Then (N +K)∩
[
(N +K1)∩ (N1∩L)
]
=[
(N +K) ∩ (N +K1) ∩N1
] ∩ (N1 ∩ L) = H ∩ (N1 ∩ L) = 0.
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To show that N + K is a direct summand of M , it is enough to prove that M =
(N +K) +
[
(N +K1)∩ (N1 ∩L)
]
. Since H ⊆ N +K and H ⊆ N +K1, the modular
law and M = N ⊕N1 = N ⊕
[
H ⊕ (N1 ∩ L)
]
= N ⊕H ⊕ (N1 ∩ L) imply
N +K = (N +K) ∩M = N ⊕H ⊕ [(N +K) ∩ (N1 ∩ L)]
and
N +K1 = (N +K1) ∩M = N ⊕H ⊕
[
(N +K1) ∩ (N1 ∩ L)
]
.
Hence M = N +K+K1 = (N⊕H)+
[
(N +K)∩ (N1∩L)
]
+
[
(N +K1)∩ (N1∩L)
] ⊆
(N + K) +
[
(N + K1) ∩ (N1 ∩ L)
]
. Thus N + K is direct summand and so M is an
SSP -module.
Clearly every SSP -module is a C3-module, but a C3-module (indeed, an injective
module) need not be an SSP -module (see [21, Example 2.6]). However, all factor
modules of a module are SSP -modules if and only if all factor modules are C3-
modules.
Corollary 2.1.7. A ring R is a right CC3-ring if and only if every cyclic right R-
module is an SSP -module.
Proof. The sufficiency is clear. For the necessity, let M be a cyclic right R-module,
M = A ⊕ B and f : A → B an R-homomorphism. Set K := ker(f) and consider
the monomorphism g : A/K → B defined by g(a + K) = f(a), for all a ∈ A. By
the hypothesis M/K ∼= A/K ⊕ B is a C3-module. So, by Lemma 2.1.2, im(f) =
im(g) ⊆⊕ B. Hence M is an SSP -module by Lemma 2.1.6.
One source of CC3-rings is in the class of exchange rings. Recall that a ring R is an
exchange ring if idempotents can be lifted modulo every right (equivalently, left) ideal.
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A ring R is said to satisfy condition (∗) if for any idempotents e and f , eR+fR = gR
where g2 = g ∈ 〈e, f〉. Here 〈e, f〉 is the subring of R generated by e, f and 1R.
Clearly, any abelian ring (i.e., every idempotent is central) satisfies condition (∗), but
a ring with (∗) need not be abelian (e.g., M2(Z2)).
Lemma 2.1.8. [9, Lemma 4.6] Let e2 = e ∈ R and let I be a right ideal of R. The
following conditions are equivalent:
1. (R/I)R = (eR + I)/I ⊕ ((1− e)R + I)/I.
2. eI ⊆ I.
Proof. (1)⇒ (2). By (1), we have I = (eR+I)∩((1−e)R+I) = eR∩((1−e)R+I)+I,
so eR ∩ ((1− e)R + I) ⊆ I. For a ∈ I, ea = (1− e)(−a) + a ∈ eR ∩ ((1− e)R + I),
so ea ∈ I.
(2)⇒ (1). It suffices to show that I = (eR+I)∩((1−e)R+I) or eR∩((1−e)R+I) ⊆
I. Let x := ea = (1− e)b+ c where a, b ∈ R and c ∈ I. Then ex = eex = ea = x, and
ex = e((1− e)b+ c) = ec ∈ eI ⊆ I. So x = ex ∈ I.
Theorem 2.1.9. Any exchange ring R with condition (∗) is a right CC3-ring.
Proof. Let I be a right ideal of R. Suppose K/I is a summand of (R/I)R. Then
(R/I)R = (K/I) ⊕ (K ′/I). Thus R = K + K ′. Write 1 = x + x′ where x ∈ K and
x′ ∈ K ′. Then x− x2 = x′x ∈ K ∩K ′ = I. Since R is an exchange ring, idempotents
can be lifted modulo I. Hence there exists e2 = e ∈ R such that x − e ∈ I, and
so (1 − x) − (1 − e) ∈ I. It follows that K = eR + I and K ′ = (1 − e)R + I.
Since (R/I)R = (K/I) ⊕ (K ′/I), we deduce that eI ⊆ I by Lemma 2.1.8. If L/I is
another summand of (R/I)R, then as above L = fR + I where f
2 = f and fI ⊆ I.
By the hypothesis, there exists g2 = g ∈ 〈e, f〉 such that eR + fR = gR. Thus,
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K/I + L/I = (eR + fR + I)/I = (gR + I)/I. Inasmuch as g ∈ 〈e, f〉 , eI ⊆ I and
fI ⊆ I, we infer that gI ⊆ I. By Lemma 2.1.8, (gR+ I)/I is a summand of (R/I)R.
Hence, (R/I)R is a C3-module.
Examples of CC3-rings can be found in some important classes of rings. For instance,
we have
Examples 2.1.10. 1. Every commutative ring is a CC3-ring.
2. Every strongly regular ring is a CC3-ring.
3. Every local ring is a CC3-ring.
Proof. (1). Let R be a commutative ring. For an ideal I of R, the direct summands
of (R/I)R coincide with the direct summands of (R/I)R/I . So (R/I)R is a C3-module
if and only if (R/I)R/I is a C3-module. As R/I is a commutative ring, we only need
to show that every commutative ring is a C3-module. Indeed, let S be an arbitrary
commutative ring and x2 = x, y2 = y ∈ S. Assume xS ∩ yS = 0, then xy = 0. So
xS ⊕ yS = (x+ y)S where (x+ y)2 = (x+ y). Hence, xS ⊕ yS is a direct summand
of S.
(2). A strongly regular ring is an exchange ring and an abelian ring. So the claim
follows by Theorem 2.1.9.
(3). Every local ring is an exchange ring and an abelian ring. The claim follows from
Theorem 2.1.9.
The ring of 2× 2 matrices over a CC3-ring need not be a right CC3-ring.
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Example 2.1.11. Let R = M2(Z), and consider the following three right ideals:
A =
Z Z
0 0
 , C =
0 0
Z Z
 , and B =

 x y
2x 2y
 : x, y ∈ Z
 .
Clearly, R = A⊕C = B⊕C, so A,B are direct summands of RR. However, A∩B = 0
and A ⊕ B =
 Z Z
2Z 2Z
 ⊆e RR. Hence A ⊕ B is not a direct summand of R, so
R is not a right C3-ring. Thus, R is not a right CC3-ring. But Z is a CC3-ring by
Examples 2.1.10(1).
We have a characterization for the matrix ring Mn(R) to be a right CC3-ring.
Lemma 2.1.12. Let n ≥ 2. The following are equivalent for a ring R:
1. Every n-generated right R-module is a C3-module.
2. Every cyclic right Mn(R)-module is a C3-module.
Proof. Let P = (Rn)R and S = End(PR). Then HomR(P, ) : NR 7→ HomR(SPR, NR)
defines a Morita equivalence between Mod-R and Mod-S with inverse equivalence
− ⊗S P : MS 7→ M ⊗ P . For any n-generated right R-module N , HomR(P,N)
is a cyclic right S-module, and, for any cyclic right S-module M , M ⊗S P is an n-
generated right R-module. Moreover, a Morita equivalence preserves the C3-condition
of modules. Thus, every cyclic right S-module is a C3-module if and only if every
n-generated right R-module is a C3-module.
One sees that Z is a CC3-ring, but not every 2-generated Z-module is a C3-module.
For instance, the 2-generated Z-module M = 2Z⊕Z is not a C3-module (by Lemma
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2.1.2 as 2Z is not a direct summand of Z). Some properties of right CC3-rings can
be given in a few lemmas.
Lemma 2.1.13. Any factor ring of a right CC3-ring is again a right CC3-ring.
Proof. Let S = R/I be a factor ring of a right CC3-ring R where I ⊆ R is an ideal.
Every cyclic right S-module has a form M = S/K for some right ideal K ⊆ S. Since
S = R/I, we have K = H/I for some right ideal H ⊆ R. As (R/H)R is a C3-module,
(R/H)S is a C3-module. So MS = S/K = (R/I)/(H/I) ∼= (R/H)S.
Lemma 2.1.14. Let R = R1×R2×· · ·×Rn be a finite direct product of rings. Then
R is a right CC3-ring if and only if every Ri is a right CC3-ring.
Proof. (⇒). This is by Lemma 2.1.13.
(⇐). We can assume that n = 2. Let I be a right ideal of R. Then M := R1/IR1 ×
R2/IR2 is a right R-module, where (r1 + IR1, r2 + IR2)r = (r1r + IR1, r2r + IR2)
for r1 ∈ R1, r2 ∈ R2 and r ∈ R. Define the R-isomorphism θ : R/I → M by let-
ting θ(r + I) = (e1r + IR1, e2r + IR2), where e1 = 1R1 and e2 = 1R2 . Suppose
that K/I, L/I are two direct summands of (R/I)R with zero intersection. Then
θ(K/I) = (e1K/IR1, e2K/IR), θ(L/I) = (e1L/IR1, e2L/IR) are two direct sum-
mands of M with zero intersection. It follows that, as R1-modules, e1K/IR1, e1L/IR1
are direct summands of R1/IR1 with zero intersection and that, as R2-modules,
e2K/IR2, e2L/IR2 are direct summands of R2/IR2 with zero intersection. So, for
i = 1, 2, eiK/IRi ∩ eiL/IRi is a direct summand of Ri/IRi as Ri-modules. Hence
θ(K/I + L/I) = θ(K/I) + θ(L/I) is a direct summand of M . Thus we have showed
that K/I + L/I is a direct summand of (R/I)R.
Example 2.1.15. An infinite direct product of right CC3-rings need not be a right
CC3-ring: Let Di be a division ring for i ≥ 1. Then M3(Di) is a right CC3-ring,
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but
∏∞
i=1M3(Di) ∼= M3
(∏∞
i=1(Di)
)
is not a right CC3-ring (by Lemma 2.1.12 and
Corollary 2.1.3) as
∏∞
i=1(Di) is not semisimple artinian. This example also shows that
a unit-regular ring need not be a right CC3-ring, a contrast to Examples 2.1.10(2).
Lemma 2.1.16. Let e be an idempotent of R with ReR = R. If R is a right CC3-ring,
then so is eRe.
Proof. Let S = eRe and P = (eR)R. Then HomR(P,−) : NR 7→ HomR(SPR, NR)
defines a Morita equivalence between Mod-R and Mod-S with inverse equivalence
−⊗S P : MS 7→M ⊗ P . If R is a right CC3-ring, then every quotient module of RR
is a C3-module. Since a Morita equivalence preserves the C3-condition of modules,
every quotient module of the right S-module HomR(SPR, R) is a C3-module. But,
HomR(SPR, R) ∼= (Re)S = [(1 − e)Re ⊕ eRe]S. So every quotient module of SS is a
C3-module.
Next we characterize semiperfect rings that are right CC3-rings. The next lemma is
needed.
Lemma 2.1.17. Let R be a right CC3-ring and let e and f be orthogonal idempotents
of R with eaf 6= 0 for some a ∈ R.
1. If eR is indecomposable, then eafR = eR.
2. If eR and fR both are indecomposable, then eR and fR are isomorphic minimal
right ideals of R.
Proof. (1) LetN = annr(ea)∩fR. Then eafR⊕eR ∼= (fR/N)⊕eR ∼= (fR+eR)/N =
(f + e)R/N ∼= R/ [N ⊕ (1− f − e)R], which is a C3-module. By Lemma 2.1.2, eafR
is a direct summand of eR, so eafR = eR.
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(2) By (1), eafR = eR. Since fr 7→ eafr is an epimorphism from fR to the projective
module eafR = eR, eR is isomorphic to a direct summand of fR and so fR ∼= eR.
Let 0 6= eb ∈ eR. We want to show that ebR = eR and thus eR is simple. If
eb(1−e) 6= 0, then, by (1), eb(1−e)R = eR, showing that ebR = eR. If eb(1−e) = 0,
then eb = ebe. We see ebeR ⊕ eR ∼= ebeR ⊕ fR = ebeR + fR = (ebe + f)R is a
C3-module. By Lemma 2.1.2, ebR = ebeR = eR. So, eR is a minimal right ideal of
R.
A primitive idempotent of a ring R is a nonzero idempotent e such that eRe has no
nontrivial idempotents, equivalently, (eR)R is indecomposable. A local idempotent
of a ring R is an idempotent e such that eRe is a local ring. Note that, every
primitive idempotent of a semiperfect ring is local. Then a ring is local if and only
if it is semiperfect with no nontrivial idempotents. It is also well-known that a ring
R is semiperfect if and only if 1R = e1 + . . . + en, where the ei are local, pairwise
orthogonal idempotents (i.e., eiej = 0 for i 6= j).
Theorem 2.1.18. A semiperfect ring R is a right CC3-ring if and only if R =
R1 × R2, where R1 is a semisimple artinian ring and R2 is a finite direct product of
local rings.
Proof. The sufficiency is by Lemma 2.1.14 and Corollary 2.1.3. For the necessity, let
R be a right CC3-ring. Since R is semiperfect, RR has an indecomposable direct
decomposition. So we can write R = e1R ⊕ e2R ⊕ . . . ⊕ enR where ei are pairwise
orthogonal local idempotents of R. Let [etR] =
∑
i {eiR : eiR ∼= etR}. Renumbering
if necessary, we may write R = [e1R] ⊕ [e2R] ⊕ . . . ⊕ [ekR]. By Lemma 2.1.17, each
[eiR] is an ideal of R. If [eiR] contains more than one direct summands, then [eiR]
is a simple artinian ring by Lemma 2.1.17. If [eiR] consists of exactly one direct
summand, then [eiR] = eiR = eiRei is a local ring. So, the proof is complete.
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We have been unable to show that CC3-ring is a left-right symmetric notion. However,
the next corollary is an immediate consequence of Corollary 2.1.7, and Theorem 2.1.18.
Corollary 2.1.19. The following are equivalent for a semiperfect ring R:
1. R is a right CC3-ring.
2. R is a left CC3-ring.
3. Every cyclic right R-module is an SSP-module.
4. Every cyclic left R-module is an SSP-module.
Remark 2.1.20. It is worth to note that the well-known Osofsky’s Theorem for rings
also has a module version in [51, Corollary 2]). That is, if every quotient of any cyclic
submodule of M is injective then M is semisimple.
Here we also have a module analog of Corollary 2.1.3. We need to recall some notions
in [60]. For a module M , we denote by σ [M ] the full subcategory of Mod-R, whose
objects are the submodules of M -generated modules. An R-module N is called M -
generated if there exists an epimorphism M (I) → N for some index set I. We also
write EM(N) for the M -injective envelope of a module N which is the trace of M in
the injective envelope E(N) of N , that is, EM(N) =
∑ {f(M) : f ∈ Hom(M,E(N))}.
Thus, the same argument in the proof of Corollary 2.1.3 shows
Corollary 2.1.21. The following are equivalent for a module M :
1. M is semisimple.
2. Every 3-generated module in σ [M ] is a C3-module.
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In the next part, a structure of right self-injective regular CC3-rings is obtained. We
start with an observation. Let R be the ring of linear transformations of a vector
space V over a division ring D. Then R is a right CC3-ring if and only if dim(V ) <
∞. Indeed, the sufficiency is obvious. Suppose dim(V ) = ∞. Then VD ∼= V 3D, so
R = End(VD) ∼= End(V 3D) ∼= M3(R). Since R is not semisimple artinian, M3(R) is not
a right CC3-ring by Lemma 2.1.12 and Corollary 2.1.3. So, R is not a right CC3-ring.
It is known that the ring R = EndD(V ) is a right self-injective regular ring. A
motivated question is: Which right self-injective regular rings are right CC3-rings?
To answer this question, several technical lemmas are needed.
Lemma 2.1.22. Let I,K be right ideals of a ring R with I ⊆ K, and let u be a unit
of R. Then (K/I)R ⊆⊕ (R/I)R if and only if (uK/uI)R ⊆⊕ (R/uI)R.
Proof. The mapping θ : R/I → R/uI given by θ(x+I) = ux+uI is an R-isomorphism,
and θ(K/I) = uK/uI. So the claim follows.
Lemma 2.1.23. Let I,K be right ideals of a ring R with I ⊆ K, and let e be a central
idempotent of R. Then (K/I)R ⊆⊕ (R/I)R if and only if (eK/eI)eR ⊆⊕ (eR/eI)eR
and ((1− e)K/(1− e)I)(1−e)R ⊆⊕ ((1− e)R/(1− e)I)(1−e)R.
Proof. The mapping θ : R/I → eR/eI × (1− e)R/(1− e)I given by θ(x+ I) = (ex+
eI, (1−e)x+(1−e)I) is an R-isomorphism, and θ(K/I) = eK/eI×(1−e)K/(1−e)I.
Hence,(
K
I
)
R
⊆⊕
(
R
I
)
R
⇔
(
eK
eI
)
R
⊆⊕
(
eR
eI
)
eR
and
(
(1−e)K
(1−e)I
)
R
⊆⊕
(
(1−e)R
(1−e)I
)
R
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⇔
(
eK
eI
)
eR
⊆⊕
(
eR
eI
)
R
and
(
(1−e)K
(1−e)I
)
(1−e)R
⊆⊕
(
(1−e)R
(1−e)I
)
(1−e)R
.
Lemma 2.1.24. Let R = M2(S) where S is a strongly regular ring. Let e =
h 0
0 0

or e =
0 0
0 h
 where h2 = h ∈ S. If I is a right ideal of R with eI ⊆ I, then
(eR + yR + I)/I is a direct summand of (R/I)R for any y
2 = y ∈ R with yI ⊆ I.
Proof. Let K = eR + yR + I.
Case 1: e =
1 0
0 0
. Let I1 = {
r s
0 0
 ∈ R :
r s
w t
 ∈ I for some w, t ∈ S}
and I2 =
{0 0
r s
 ∈ R :
w t
r s
 ∈ I for some w, t ∈ S}. As eI ⊆ I, I = I1 ⊕ I2.
Write y =
y1 y2
y3 y4
. Then y3S + y4S = tS where t2 = t ∈ S. We have that
K = eR+ yR+ I =
S S
tS tS
+ I. Let L =
0 (1− t)S
0 (1− t)S
+ I. Then K + L = R.
If x ∈ K ∩ L, write x =
 r1 r2
tr3 tr4
 + a0 =
 0 0
(1− t)r5 (1− t)r6
 + b0 where
a0, b0 ∈ I. Since f :=
t 0
0 t
 is central in R, (1 − f)I ⊆ I. So (1 − f)(a0 −
b0) =
−(1− t)r1 −(1− t)r2
(1− t)r5 (1− t)r6
 ∈ I, showing that
 0 0
(1− t)r5 (1− t)r6
 ∈ I2 ⊆ I.
Hence x ∈ I. This shows that K ∩ L = I, so (K/I)R ⊕ (L/I)R = (R/I)R.
Case 2: e =
0 0
0 1
. Let u =
0 1
1 0
. Then ueu−1 =
1 0
0 0
. Since uK =
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(ueu−1)R+(uyu−1)R+uI, (ueu−1)(uI) ⊆ uI and (uyu−1)(uI) ⊆ uI, we have (uK/uI)R ⊆⊕
(R/uI)R by Case 1. So (K/I)R ⊆⊕ (R/I)R by Lemma 2.1.22.
Case 3: e =
h 0
0 0
 with h2 = h. Let f =
h 0
0 h
. Then f is a central idempotent
of R, fR = M2(hSh), and (1 − f)R = M2((1 − h)S(1 − h)). We have fK = eR +
(fy)R+fI, e(fI) ⊆ fI and (fy)(fI) ⊆ fI. So (fK/fI)fR ⊆⊕ (fR/fI)fR by Case 1.
On the other hand, we have (1−f)K = (1−f)yR+(1−f)I. Since (1−f)y ·(1−f)I ⊆
(1−f)I, (1−f)K/(1−f)I is a direct summand of ((1−f)R/(1−f)I)(1−f)R by Lemma
2.1.8. Hence K/I is a direct summand of (R/I)R by Lemma 2.1.23.
Case 4: e =
0 0
0 h
 with h2 = h. The proof is similar to Case 3.
Lemma 2.1.25. Let R = M2(S) where S is a strongly regular ring. Then R is a right
CC3-ring.
Proof. Let I be a right ideal of R. Suppose that A/I,B/I are direct summands of
(R/I)R. We show that (A+B)/I is a direct summand of (R/I)R. As in the proof of
Theorem 2.1.9, there exists x2 = x ∈ R such that A = xR+ I and A′ := (1− x)R+ I
and A/I⊕A′/I = R/I. So xI ⊆ I by Lemma 2.1.8. Similarly, there exists y2 = y ∈ R
such that B = yR + I with yI ⊆ I. Let K = A + B = xR + yR + I. Next we show
that (K/I)R ⊆⊕ (R/I)R.
Henriksen in [22] showed that every square matrix over a unit-regular ring is equivalent
to a diagonal matrix. Since S is strongly regular, it follows that x is equivalent to
a diagonal matrix. In [56], Song and Guo showed that an idempotent matrix over
a ring is similar to a diagonal matrix if and only if it is equivalent to a diagonal
matrix. So there exists a unit u in R such that x1 := uxu
−1 =
g 0
0 h
 where g, h are
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idempotents of S. Let I1 = uI and y1 = uyu
−1, and K1 := uK = x1R+ y1R+ I1. By
Lemma 2.1.22, (K/I)R ⊆⊕ (R/I)R ⇔ (K1/I1)R ⊆⊕ (R/I1)R. So it suffices to show
that (K1/I1)R ⊆⊕ (R/I1)R. Note that x1I1 ⊆ I1 and y1I1 ⊆ I1.
Let e =
g 0
0 g
 and f =
h 0
0 h
. Then e, f are central idempotents of R. By
Lemma 2.1.23, (K1/I1)R ⊆⊕ (R/I1)R if and only if
((1− e)K1
(1− e)I1
)
(1−e)R
⊆⊕
( (1− e)R
(1− e)I1
)
(1−e)R
(2.1)
and
(eK1
eI1
)
eR
⊆⊕
( eR
eI1
)
eR
. (2.2)
Again by Lemma 2.1.23, (2.2) holds if and only if
((e− ef)eK1
(e− ef)eI1
)
(e−ef)eR
⊆⊕
( (e− ef)eR
(e− ef)eI1
)
(e−ef)eR
(2.3)
and
(efK1
efI1
)
efR
⊆⊕
( efR
efI1
)
efR
. (2.4)
So we only need to verify (2.1), (2.3) and (2.4). Since efK1 = efR, we see that
(2.4) holds. Note that (1 − e)K1 = (1 − e)x1R + (1 − e)y1R + (1 − e)I1, and that
(1− e)x1 · (1− e)I1 ⊆ (1− e)I1 and (1− e)y1 · (1− e)I1 ⊆ (1− e)I1. Since (1− e)x1 =0 0
0 (1− g)h
 and (1 − e)R = M2((1 − g)S(1 − g)), (2.1) holds by Lemma 2.1.24.
As for (2.3), we have that (e − ef)eK1 = (e − ef)x1R + (e − ef)y1R + (e − ef)I1,
and that (e− ef)x1 · (e− ef)I1 ⊆ (e− ef)I1 and (e− ef)y1 · (e− ef)I1 ⊆ (e− ef)I1.
37
Because (e− ef)x1 =
g(1− h) 0
0 0
 and (e− ef)R = M2(g(1− h)Sg(1− h)), (2.3)
holds by Lemma 2.1.8.
We need to recall some notions from [19, pp. 111-115] for the proof of the next result.
A ring R is called directly finite if ab = 1 in R implies ba = 1 for all a, b ∈ R. An
idempotent e in a regular ring R is called an abelian idempotent if the ring eRe is
abelian, and is called a directly finite idempotent if the ring eRe is directly finite. An
idempotent e in a regular right self-injective ring is called a faithful idempotent if 0
is the only central idempotent orthogonal to e. A regular right self-injective ring is:
of Type If if it contains a faithful abelian idempotent and is directly finite; of Type
IIf if it contains a faithful directly finite idempotent but contains no non-zero abelian
idempotents and is directly finite; and purely infinite if it contains no nonzero directly
finite central idempotents.
As shown in Goodearl [19], a right self-injective regular ring decomposes into direct
products of rings of certain basic types. We include those results here for convenience.
Theorem 2.1.26. [19, Theorems 10.16, 10.22 and 10.24, Proposition 10.28] Let R
be a right self-injective regular ring.
1. R is purely infinite if and only if Rn ∼= R for all positive integer n.
2. R is uniquely a direct product of purely infinite rings and rings of Types If and
IIf .
3. R is Type If if and only if there exist right self-injective regular rings R1, R2, . . .
such that R ∼= ∏Rn and each Rn is an n×n matrix ring over a strongly regular
ring.
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4. if R contains no non-zero abelian idempotents, then there exist idempotents
e1, e2, . . . ∈ R such that ⊕ni=1eiR ∼= RR for all n.
Now we come to the structure of right self-injective regular rings that are CC3-rings.
Theorem 2.1.27. Let R be a right self-injective regular ring. Then R is a right
CC3-ring if and only if R is a direct product of a semisimple artinian ring, a strongly
regular ring and a 2× 2 matrix ring over a strongly regular ring.
Proof. (⇐) This is by Corollary 2.1.3, Example 2.1.10(2), Lemmas 2.1.25 and 2.1.14.
(⇒) By Theorem 2.1.26(2), there exists a decomposition of rings R = A×B×C where
A is of type If , B is of type IIf , and C is purely infinite. Thus, CC ∼= (C ⊕C ⊕C)C
by Theorem 2.1.26(1). So C ∼= M3(C), which is also a right CC3-ring by Lemma
2.1.14. Thus, C is semisimple artinian by Corollaries 2.1.21 and 2.1.3. So it must be
that C = 0.
Since B is of type IIf , BB ∼= (eB ⊕ eB ⊕ eB)B where e2 = e ∈ B by Theorem
2.1.26(4). Thus B ∼= M3(eBe), which is a right CC3-ring by Lemma 2.1.14. So eBe
is semisimple artinian, and hence B is semisimple artinian. So B = 0.
By Theorem 2.1.26(3), A ∼= ∏∞i=1Mi(Si), where each Si is strongly regular. Let
S =
∏∞
i=3Mi(Si). For each i ≥ 3, let ei be the matrix in Mi(Si) whose (1, 1)−, (2, 2)−,
and (3, 3)-entries are 1 and all other entries are zero, and let e = (ei) ∈ S. Then
e2 = e and SeS = S. By Lemma 2.1.16, eSe is a right CC3-ring. However, eSe ∼=∏
i≥3M3(Si) ∼= (
∏
i≥3 Si). So, by Lemma 2.1.12 and Corollary 2.1.3, we deduce that∏
i≥3 Si is semisimple artinian. Hence Si = 0 for almost all i ≥ 3. So S is semisimple
artinian, and A ∼= S1 ⊕M2(S2)⊕ S.
Recall that a module is continuous if it is both a C1-module and a C2-module. A
ring R is called right continuous if RR is a continuous module.
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Corollary 2.1.28. Let R be a right continuous regular ring. Then R is a right CC3-
ring if and only if R is a direct product of a semisimple artinian ring, a strongly
regular ring and a 2× 2 matrix ring over a strongly regular ring.
Proof. (⇐) This is by Corollary 2.1.3, Example 2.1.10(2), Lemmas 2.1.25 and 2.1.14.
(⇒) Since R is right continuous, by Corollary 1.2.14 we have R = R1 × R2, where
R1 is right self-injective regular and R2 is reduced. So R2 is strongly regular. By
Lemma 2.1.14, R1 is a right CC3-ring. So, by Theorem 2.1.27, R1 is a direct product
of a semisimple artinian ring, a strongly regular ring and a 2 × 2 matrix ring over a
strongly regular ring. Hence the claim follows.
2.2 2-Generated modules are C3-modules
We begin this section by giving an example to show that the rings whose 2-generated
modules are C3-modules lie strictly between regular rings and semisimple artinian
rings. By Lemma 2.1.12, R is a ring whose 2-generated R-modules are C3-modules if
and only if the matrix ring M2(R) is a CC3-ring. By Lemma 2.1.25, the 2× 2 matrix
ring over a strongly regular ring is a right CC3-ring. Thus, if R is a strongly regular
ring, then every 2-generated R-module is a C3-module.
Moreover, Z is a CC3-ring, but, by Example 2.1.11, not every 2-generated Z-module
is a C3-module. Here is another example. Let R be any ring and M be any (R,R)-
bimodule. We form S := R ⊕ M , and define a multiplication on S by the rule
(r, a)(s, b) = (rs, rb+ as). Then S is a ring with identity (1, 0), having R = R⊕ 0 as
a subring. The ring S constructed in this way is called the trivial extension of R by
M , denoted as S = R ∝M .
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Example 2.2.1. Let R = Z2 ∝ Z2 be the trivial extension of the ring Z2 by the Z2-
module Z2. Then R is local and hence is a right CC3-ring. But, since I := (0) ∝ Z2 is
not a direct summand of RR, the 2-generated right R-module I⊕R is not a C3-module
by Lemma 2.1.2.
Next, we present properties of rings whose 2-generated modules are C3-modules.
Proposition 2.2.2. The following are equivalent for a ring R:
1. R is a regular ring.
2. Every finitely generated submodule of a projective right R-module is a direct
summand.
3. Every finitely generated submodule of a projective right R-module is a C3-
module.
4. Every 2-generated submodule of a projective right R-module is a C3-module.
Proof. (1)⇒ (2). This is a well-known result of Kaplansky (see [29, Lemma 4]).
(2)⇒ (3)⇒ (4). These are clear.
(4)⇒ (1). If a ∈ R, then aR⊕R is a C3-module by (4). By Lemma 2.1.2, aR ⊆⊕ R.
So R is a regular ring.
A module M is said to have Goldie dimension (or uniform dimension) n, denoted as
Gdim(M) = n, if the injective envelope E(M) is a direct sum of n uniform submod-
ules. Equivalently, if M has an essential submodule which is a direct sum of n uniform
submodules.
Lemma 2.2.3. Suppose that every 2-generated right R-module is a C3-module. Then:
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1. Every finite uniform dimensional right R-module is injective and semisimple.
2. Every finitely generated submodule of a cyclic right R-module is a direct sum-
mand.
Proof. (1). It suffices to show that every uniform module is injective. Let N be a
uniform module. For 0 6= x ∈ E(N) and 0 6= B ⊆ xR, take 0 6= y ∈ B. Then xR⊕yR
is a C3-module. By Lemma 2.1.2, yR is a direct summand of xR. Thus, yR = xR
since xR is indecomposable, and so B = xR. This shows that xR is semisimple. It
follows that E(N) is semisimple. So N = E(N) is injective.
(2). Let N = aR be a cyclic module and X = x1R+ . . .+xnR ⊆ N . Since x1R⊕aR is
a C3-module, x1R is a direct summand of aR by Lemma 2.1.2. Write aR = x1R⊕N1
where N1 is a cyclic submodule of N and write x2 = x1r + n1 where r ∈ R and
n1 ∈ N1. As above, n1R is a direct summand of N1. Write N1 = n1R ⊕ N2. Then
aR = (x1R ⊕ n1R)⊕N2 = (x1R + x2R)⊕N2. Continue the process and see that X
is a direct summand of N .
Recall that a ring R is a right V -ring if every simple right R-module is injective. Also
a ring R is called I-finite if R contains no infinite set of orthogonal idempotents, or
equivalently, RR has the ACC (or DCC) on direct summands.
Corollary 2.2.4. Suppose that every 2-generated right R-module is a C3-module.
The following hold:
1. R is a regular right V -ring.
2. R is I-finite if and only if R is a semisimple artinian ring.
Proof. (1) follows from Lemma 2.2.3, and (2) follows from (1).
42
We close this section by giving a characterization of continuous rings whose 2-generated
modules are C3-modules.
Theorem 2.2.5. Let R be a right continuous ring. Then every 2-generated right R-
module is a C3-module if and only if R is a direct product of a semisimple artinian
ring and a strongly regular ring.
Proof. (⇒) By Corollary 2.2.4, R is regular. So, by Corollary 2.1.28, R ∼= R1 ×R2 ×
M2(R3), where R1 is semisimple artinian and R2, R3 are strongly regular. By Lemma
2.1.12, M2(R) is a right CC3-ring, so M4(R3) ∼= M2
(
M2(R3)
)
(as a factor ring of the
ring M2(R)) is a right CC3-ring by Lemma 2.1.13. So R3 is semisimple artinian by
Corollary 2.1.3, and hence M2(R3) is semisimple artinian.
(⇐) This is by Lemmas 2.1.12, 2.1.14 and 2.1.25.
2.3 Applications
A ring R is called a right cc-ring if every cyclic right R-module is continuous [25], and
a ring R is called a right pic-rings if every cyclic right R-module is quasi-continuous
[18]. In this section, some main results in [18] and [25] are reproved as consequences
of what we obtained in previous sections. In [18, Theorems 2.4 and 2.9], Goel and
Jain proved that, for a right self-injective or a semiperfect ring R, R is a right pic-ring
if and only if R = R1 × R2, where R1 is a semisimple artinian ring and R2 is a finite
direct product of right valuation rings.
Here a ring R is a right valuation ring if for every pair of elements x and y in the ring,
either x ∈ yR or y ∈ xR.
Lemma 2.3.1. The following are equivalent for a local ring R:
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1. R is a right pic-ring.
2. R is a right valuation ring.
3. Every cyclic right R-module is a C1-module.
Proof. (1)⇒ (2). Let R be a local ring. Then R is semiperfect and indecomposable.
So R must be either simple artinian ring or a right valuation ring by [18, Theorem
2.4]. Assume that R is a simple artinian ring. Then R is a division ring, so a right
valuation ring.
(2)⇒ (3). Assume R is a right valuation local ring. Notice that R is a uniform ring.
We show that every cyclic right R-module is uniform. For, let M = R/I where I is
a right ideal of R. Assume we have I ⊂ A,B ⊂ R. Then A/I,B/I are non-trivial
submodules of M . It follows that there exist elements x ∈ A \ I, y ∈ B \ I such that
either x ∈ yR or y ∈ xR. Then we have either 0 6= (xR + I)/I ⊆ A/I ∩ B/I or
0 6= (yR + I)/I ⊆ A/I ∩B/I.
(3)⇒ (1). This is clear as we already showed in Examples 2.1.10(3) that every local
ring is a CC3-ring. Hence, R is a pic-ring.
The result of Goel and Jain [18, Theorem 2.4] for semiperfect rings can be extended
to a semipotent ring. Here a ring R is semipotent if any right (or left) ideal not
contained in J(R) contains a nonzero idempotent.
Corollary 2.3.2. Let R be a semipotent ring. Then R is a right pic-ring if and only if
R = R1×R2, where R1 is a semisimple artinian ring and R2 is a finite direct product
of right valuation rings.
Proof. The sufficiency follows from Lemma 2.3.1 and the fact that a finite direct
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product of rings is a right pic-ring if and only if each direct summand is a right pic-
ring (see [18, Lemma 2.2]). For the necessity, since every cyclic right R-module is
a C1-module, RR has an indecomposable decomposition (see [51]), and thus is finite
uniform dimensional, so that R is I-finite. Hence R is semiperfect (being semipotent).
Thus, the claim follows from Theorem 2.1.18 and Lemma 2.3.1.
A right duo ring is a ring in which every right ideal is an ideal. A one-sided (or
two-sided) ideal I of a ring R is said to be nil if I consists of nilpotent elements; I is
said to be nilpotent if In = 0 for some natural number n.
Corollary 2.3.3. [25] A ring R is a right cc-ring if and only if R = R1 ×R2, where
R1 is a semisimple artinian ring and R2 is a finite direct product of right valuation,
right duo ring with nil Jacobson radical.
Proof. Note that a local ring is a right cc-ring if and only if it is a right valuation, right
duo ring with nil Jacobson radical by [25, Proposition 2.2], and that a finite direct
product of rings is a right cc-ring if and only if each direct summand is a right cc-ring.
Moreover, every right cc-ring is I-finite and right continuous; so it is semiperfect.
Thus, the claim follows from these and Theorem 2.1.18.
A module M is called ADS (the absolute direct summand property) if for any decom-
position M = A⊕B and for any complement B′ of A in M we have M = A⊕B′ [16].
Note that M is ADS if and only if, whenever M = A ⊕ B, A and B are relatively
injective (see [7, Proposition 1.1]). Clearly, every quasi-continuous module is ADS,
and every ADS module is a C3-module. We call a ring R right fully ADS if every
cyclic right R-module is ADS. Note that, in [1], a module is called completely ADS
if each of its subfactors is ADS. Thus, if RR is completely ADS then R is right fully
ADS, but the converse is false.
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Example 2.3.4. Let R = Z ∝ (Z2 ⊕ Z4) be the trivial extension of Z by the Z-
module Z2⊕Z4. Since R is commutative, it is right fully ADS. Consider the subfactor
M := 0 ∝ (Z2 ⊕ Z4) of RR. Then MR = XR ⊕ YR, where X = 0 ∝ (Z2 ⊕ 0) and
Y = 0 ∝ (0⊕ Z4). Clearly, XR is not YR-injective, so MR is not ADS.
Corollary 2.3.5. A semiperfect ring is right fully ADS if and only if it is a direct
product of a semisimple artinian ring and finitely many local rings.
Proof. (⇒). This is by Theorem 2.1.18.
(⇐). Note that local rings are right fully ADS and that a finite direct product of
right fully ADS rings is right fully ADS.
Lemma 2.3.6. Let R be a ring. The following are equivalent:
1. Every 2-generated right R-module is ADS.
2. M2(R) is right fully ADS.
3. R is semisimple artinian.
Proof. (1) ⇔ (2). Let P = (R2)R and S = End(PR). Then HomR(P, ) : NR →
HomR(SPR, NR) defines a Morita equivalence between Mod-R and Mod-S with inverse
equivalence ⊗SP : MS →M⊗P . It is clear that, for any 2-generated right R-module
N , HomR(P,N) is a cyclic right S-module, and, for any cyclic right S-module M ,
M ⊗S P is a 2-generated right R-module. Moreover, a Morita equivalence preserves
the ADS-condition of modules. Thus, every cyclic right S-module is ADS if and only
if every 2-generated right R-module is ADS.
(1)⇒ (3). Let M = mR be an arbitrary cyclic right R-module. Then N = mR⊕R is
a 2-generated right R-module and also an right ADS-module by hypothesis. So M is
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R-injective, and hence M is injective by the Baer’s criterion. Hence, R is semisimple
artinian by Corollary 1.2.9(3).
(3)⇒ (1). It is obvious.
Corollary 2.3.7. A right continuous regular ring R is right fully ADS if and only if
it is a direct product of a semisimple artinian ring and a strongly regular ring.
Proof. (⇒). By Corollary 2.1.28, R ∼= R1 × R2 × M2(S), where R1 is semisimple
artinian, R2 and S are strongly regular. As M2(S) is right fully ADS, S is semisimple
artinian by Lemma 2.3.6, so M2(S) is semisimple artinian.
(⇐). Note that strongly regular rings are right fully ADS and that a finite direct
product of right fully ADS rings is right fully ADS.
Examples 2.3.8. 1. Every right cc-ring is a right pic-ring; but the converse is
false. The ring Z is clearly not a right cc-ring. To show that Z is a right pic-
ring, let I be a right ideal of Z. Then I = nZ for some n ∈ Z. It is easy to
see that (Z/I)Z is quasi-continuous if n = 0 or n = 1. Let n ≥ 2, and write
n = ps11 p
s2
2 · · · pskk , where the si’s are positive integers and the pi’s are distinct
prime numbers. Then R/I ∼= Zps11 ⊕ · · · ⊕ Zpskk . By [41, Corollary 2.14], a
direct sum ⊕n1Mi of modules is quasi-continuous if and only if each Mi is quasi-
continuous and Mj-injective for all j 6= i. It follows that R/I is quasi-continuous
Z-module. So Z is a right pic-ring.
2. Every right pic-ring is right fully ADS; but the converse is false. Let R = Z2 ∝
(Z2⊕Z2) be the trivial extension of the ring Z2 by the Z2-module Z2⊕Z2. It is
easily seen that every commutative ring is fully ADS. So R is right fully ADS.
But, since R is not a right valuation ring, R is not a right pic-ring by Lemma
2.3.1.
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3. Every right fully ADS ring is a right CC3-ring; but the converse is false. In
fact, if R is a strongly regular ring that is not semisimple artinian, then M2(R)
is a right CC3-ring that is not fully ADS (by Lemma 2.3.6).
Remark 2.3.9. The material in this chapter is taken from [24].
Chapter 3
Rings whose cyclics are D3-modules
As a dual notion of C3-modules, a module M is called a D3-module if for any two
direct summands M1 and M2 of M with M = M1 + M2, M1 ∩M2 is a direct sum-
mand of M . This chapter is concerned with right CD3-rings, i.e., rings whose cyclic
right modules are D3-modules. The motivation is the observation that a ring R is
semisimple artinian if and only if every 2-generated right R-module is a D3-module.
In the first section, various basic properties of right CD3-rings are presented, and it is
proved that a right self-injective regular ring is a right CD3-ring if and only if it is a
direct product of a semisimple artinian ring and a strongly regular ring. Semiperfect
rings need not be CD3-rings in general. We gives a sufficient condition for a semiper-
fect ring to be a right CD3-ring. The last section discusses two related classes of
rings. We completely characterize the rings whose cyclic modules are quasi-discrete
and, respectively, discrete. A number of illustrated examples are also given.
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3.1 Cyclics are D3-modules
We start with an important property of D3-modules which was proved in [2].
Proposition 3.1.1. [2, Proposition 4] Let M be a D3-module. If M = M1⊕M2 and
if f : M1 →M2 is a homomorphism with im(f) ⊆⊕ M2, then ker(f) ⊆⊕ M1.
Proof. We first show that if f : M1 →M2 is an epimorphism, then ker(f) ⊆⊕ M1. Let
T = {a+ f(a) : a ∈M1} be the graph submodule of M . As shown in Proposition
2.1.1, we have M = T ⊕M2.
Next, we prove that M = M1+T . If x ∈M = M1⊕M2, then x = a+b for some a ∈M1
and b ∈ M2. Since f is an epimorphism, there exists a1 ∈ M1 such that b = f(a1).
Therefore, x = a+f(a1) = (a−a1)+(a1 +f(a1)) ∈M1 +T . Since M is a D3-module,
T∩M1 ⊆⊕ M . Finally, we only need to show that T∩M1 = ker(f). If x ∈ T∩M1, then
x = a = a1 + f(a1) where a, a1 ∈M1. Therefore, a− a1 = f(a1) ∈M1 ∩M2 = 0, and
so f(x) = f(a1) = 0 and T ∩M1 ⊆ ker(f). If x ∈ ker(f), then x = x+f(x) ∈ T ∩M1,
and so ker(f) = T ∩M1 ⊆⊕ M , as required. Now, let f : M1 → M2 be an arbitrary
homomorphism with im(f) ⊆⊕ M2. If M2 = im(f) ⊕ B for a submodule B ⊆ M2,
then M1 ⊕ im(f) ⊆⊕ M . Since a direct summand of a D3-module is again a D3-
module, then by applying the preceding argument to the module M1⊕ im(f), we infer
that ker(f) ⊆⊕ M1, as required.
As a consequence of Proposition 3.1.1, the following lemma will be repeatedly used.
Lemma 3.1.2. Suppose that M1 ⊕M2 is a D3-module. If M1/X is isomorphic to a
direct summand of M2 where X ⊆M1, then X ⊆⊕ M1.
Proof. Suppose that α : M1/X → Y is an isomorphism where M2 = Y ⊕ Z. Then
f = α ◦ pi : M1 → M2 where pi : M1 → M1/X is the natural projection. It follows
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that X ⊆⊕ M1 by Proposition 3.1.1 as im(f) = Y ⊆⊕ M2.
Semisimple artinian rings can be characterized in terms of D3-modules.
Corollary 3.1.3. The following are equivalent for a ring R:
1. R is semisimple artinian.
2. Every 2-generated right R-module is a D3-module.
Proof. (1) ⇒ (2). It is clear. (2) ⇒ (1). We show that the right R-module RR is
semisimple. Indeed, let I be a right ideal of R and consider the 2-generated right
R-module M = R ⊕ R/I. Then M is a D3-module by hypothesis. Thus, by Lemma
3.1.2, I ⊆⊕ R. So, R is semisimple artinian.
The motivated question is which rings R have the property that every cyclic right R-
module is a D3-module. In this chapter, we study rings whose cyclics are D3-modules,
and so we give the following definition.
Definition 3.1.4. A ring R is called a right CD3-ring if every cyclic right R-module
is a D3-module. A ring R is called a CD3-ring if it is both a right and a left CD3-ring.
The next lemma is an equivalent condition for the matrix ring to be a right CD3-ring.
Lemma 3.1.5. Let n ≥ 2. The following are equivalent for a ring R:
1. Every n-generated right R-module is a D3-module.
2. Every cyclic right Mn(R)-module is a D3-module.
Proof. Let P = (Rn)R and S = End(PR). Then HomR(P,−) : NR 7→ HomR(SPR, NR)
defines a Morita equivalence between Mod-R and Mod-S with inverse equivalence
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− ⊗S P : MS 7→ M ⊗ P . For any n-generated right R-module N , HomR(P,N)
is a cyclic right S-module, and, for any cyclic right S-module M , M ⊗S P is an n-
generated right R-module. Moreover, a Morita equivalence preserves the D3-condition
of modules. Thus, every cyclic right S-module is a D3-module if and only if every
n-generated right R-module is a D3-module.
The following corollary is a quick consequence of Corollary 3.1.3 and Lemma 3.1.5
Corollary 3.1.6. Let n ≥ 2. The following are equivalent for a ring R:
1. R is a semisimple artinian ring.
2. Every cyclic right module over Mn(R) is a D3-module.
Let n > 1. Koehler [33] proved that every cyclic right module over Mn(R) is quasi-
projective if and only if R is semisimple artinian, and Xue [61] proved that every cyclic
right module overMn(R) is a D2-module if and only if R is semisimple artinian. These
are immediate consequences of Corollary 3.1.6.
Before giving further examples of right CD3-rings, we recall a class of modules which
can be considered as examples of D3-modules. A module M is said to satisfy the
summand intersection property if the intersection of any two direct summands of M
is again a direct summand (see [17]). Again, recall that an abelian ring is a ring
for which every idempotent is central. The next proposition gives some important
examples of right CD3-rings.
Proposition 3.1.7. Let R be an abelian exchange ring. Then every cyclic right R-
module satisfies the summand intersection property. So R is a right CD3-ring.
Proof. Let I be a right ideal of R. Suppose K/I is a direct summand of (R/I)R.
Then (R/I)R = (K/I) ⊕ (K ′/I). Thus R = K + K ′. Write 1 = x + x′ where
52
x ∈ K and x′ ∈ K ′. Then x − x2 = x′x ∈ K ∩ K ′ = I. Since R is an exchange
ring, idempotents can be lifted modulo I. Hence there exists e2 = e ∈ R such that
x − e ∈ I, and so (1 − x) − (1 − e) ∈ I. It follows that K = eR + I. If L/I is
another direct summand of (R/I)R, then as above L = fR + I where f
2 = f and
fI ⊆ I. Assume ea + r = fb + s ∈ K ∩ L where a, b ∈ R and r, s ∈ I. Then
ea+r = e(ea)+r = e(fb+s−r)+r = efb+(es−er+r) ∈ efR+I. This shows that
K/I ∩ L/I = (K ∩ L)/I = (efR + I)/I. As ef is a central idempotent, (efR + I)/I
is a direct summand of (R/I)R with ((1− ef)R + I)/I a complement.
Examples for CD3-rings can be found in some important rings. For instance, we have
Examples 3.1.8. 1. Every commutative ring R is a CD3-ring.
2. Every strongly regular ring is a CD3-ring.
3. Every local ring is a CD3-ring.
Proof. Following the arguments as shown in Examples 2.1.10 and Proposition 3.1.7,
we have (2) and (3). For commutative rings, we have a stronger result, that is, every
cyclic module over a commutative ring R is quasi-projective. In particular, every
commutative ring is a CD3-ring. Indeed, let M =: xR be a cyclic right R-module,
L a right R-module and f : xR → L an R-homomorphism. Consider the following
diagram
xR
↓ f
xR
g−→ L → 0
with g an R-epimorphism. Set f(x) = y ∈ L. Since g is an epimorphism, y = g(xa) for
some a ∈ R. Now define λ : xR −→ xR by λ(xr) = x(ar). Since R is commutative, λ is
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a well-defined homomorphism and gλ(xr) = g(xar) = g(xa)r = yr = f(x)r = f(xr)
for all xr ∈ xR. Therefore M is quasi-projective, as required.
By applying a similar argument as we showed in the proofs of Lemmas 2.1.13, 2.1.14
and 2.1.16 for CC3-rings, the following three lemmas can be proved.
Lemma 3.1.9. Any factor ring of a right CD3-ring is again a right CD3-ring.
Lemma 3.1.10. Let R = R1×R2×· · ·×Rn be a finite direct product of rings. Then
R is a right CD3-ring if and only if every Ri is a right CD3-ring.
Example 3.1.11. An infinite direct product of right CD3-rings need not be a right
CD3-ring: Let Di be a division ring for i ≥ 1. Then M2(Di) is a right CD3-ring, but∏∞
i=1M2(Di) ∼= M2
(∏∞
i=1(Di)
)
is not a right CD3-ring as
∏∞
i=1(Di) is not semisimple
artinian. This example also shows that a unit regular ring need not be a right CD3-
ring, a contrast to Examples 3.1.8(2).
Lemma 3.1.12. Let e be an idempotent of R with ReR = R. If R is a right CD3-ring,
then so is eRe.
It is known that the ring R = EndD(V ) of linear transformations of a vector space V
over a division ring D is a right self-injective regular ring. Moreover, it is not difficult
to show that R is a right CD3-ring if and only if dim(V ) < ∞. Thus, a motivated
question is: Which right self-injective regular rings are right CD3-rings?
Next we determine the structure of right self-injective regular CD3-rings. Note that
we already have a characterization of right self-injective regular CC3-rings as a direct
product of a semisimple artinian ring, a strongly regular ring and a 2× 2 matrix ring
over a strongly regular ring (see Theorem 2.1.27). Following Corollary 3.1.6, if R is a
strongly regular which is not semisimple artinian, then Mn(R) is not a CD3-ring for
n ≥ 2.
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Theorem 3.1.13. Let R be a right self-injective, regular ring. Then R is a right
CD3-ring if and only if R is a direct product of a semisimple artinian ring and a
strongly regular ring.
Proof. (⇐). This is by Lemma 3.1.10, Corollary 3.1.3 and Examples 3.1.8(3).
(⇒). By Theorem 2.1.26(2), there exists a decomposition of rings R = A × B × C
where A is of type If , B is of type IIf , and C is purely infinite. Thus, CC ∼= (C⊕C)C
(see Theorem 2.1.26(1)). So C ∼= M2(C), which is also a right CD3-ring by Lemma
3.1.9. Thus, C is semisimple artinian by Corollary 3.1.3. So it must be that C = 0.
Since B is of type IIf , BB ∼= (eB ⊕ eB)B where e2 = e ∈ B (see Theorem 2.1.26(4)).
Thus B ∼= M2(eBe), which is a right CD3-ring by Lemma 3.1.9. So eBe is semisimple
artinian, and hence B is semisimple artinian. So B = 0.
By Theorem 2.1.26(3), A ∼= ∏∞i=1Mi(Si), where each Si is strongly regular. Let
S =
∏∞
i=2Mi(Si). For each i ≥ 2, let ei be the matrix in Mi(Si) whose (1, 1)- and
(2, 2)-entries are 1 and all other entries are zero, and let e = (ei) ∈ S. Then e2 = e
and SeS = S. By Lemma 3.1.9, S is a right CD3-ring. So, by Lemma 3.1.12,
eSe ∼= ∏i≥2M2(Si) ∼= M2(∏i≥2 Si) is a right CD3-ring. By Corollary 3.1.3, we
deduce that
∏
i≥2 Si is semisimple artinian. So Si = 0 for almost all i ≥ 2. Hence S
is semisimple artinian, and R ∼= S1 × S.
Corollary 3.1.14. Let R be a right continuous regular ring. Then R is a right CD3-
ring if and only if R is a direct product of a semisimple artinian ring and a strongly
regular ring.
Proof. (⇐). This is by Corollary 3.1.3, Examples 3.1.8(3) and Lemma 3.1.10.
(⇒). Since R is right continuous, by Corollary 1.2.14 we have R = R1×R2, where R1
is right self-injective regular and R2 is reduced. So R2 is strongly regular. By Lemma
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3.1.10, R1 is a right CD3-ring. So, by Theorem 3.1.13, R1 is a direct product of a
semisimple artinian ring and a strongly regular ring. Hence the claim follows.
Semiperfect rings need not to be CD3-rings in general. We next give a sufficient
condition for a semiperfect ring to be a right CD3-ring.
Definition 3.1.15. Let K be a right ideal of a ring R. We say that idempotents
are relatively invariant with respect to K if, whenever R = eR + fR where e, f are
idempotents with eK ⊆ K and fK ⊆ K, we have (ef)n ∈ fR or (fe)n ∈ eR for some
n ≥ 1.
Lemma 3.1.16. Let I be a right ideal of a ring R and e2 = e ∈ R such that idempo-
tents lift modulo eI.
1. Let A be a right ideal of R. Then A/eI is a direct summand of (eR/eI)R if and
only if A = xeR + eI where x2 = x ∈ eR with xeI ⊆ eI.
2. If eI is small in eR and idempotents are relatively invariant with respect to eI,
then (eR/eI)R is a D3-module.
Proof. (1) If A = xeR + eI where x2 = x ∈ eR with xeI ⊆ eI, then one can easily
see that (eR/eI)R = (A/eI)⊕
(
(e− xe)R/eI).
Assume that A/eI is a direct summand of eR/eI, and write (eR/eI)R = (A/eI) ⊕
(B/eI). Then eR = A + B and A ∩ B = eI. Write e = a + b with a ∈ A and
b ∈ B. As a = ea = a2 + ba, a − a2 = ba ∈ A ∩ B = eI. As idempotents lift
modulo eI, there exists x2 = x ∈ R such that a − x ∈ eI. Then xe ∈ A and
e− xe = (e− a)e+ (a− x)e ∈ B. As eR/eI = (xeR+ eI)/eI + ((e− xe)R+ eI)/eI,
it follows from (eR/eI)R = (A/eI)⊕ (B/eI) that A/eI = (xeR+ eI)/eI and B/eI =
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((e− xe)R+ eI)/eI. Hence A = xeR+ eI. For c ∈ I, xec = −(e− xe)c+ ec ∈ A∩B,
so xec ∈ eI. That is, xeI ⊆ eI.
(2) To show that (eR/eI)R is a D3-module, assume that K/eI, L/eI are direct
summands of (eR/eI)R with (eR/eI) = (K/eI) + (L/eI). We need to show that
(K/eI) ∩ (L/eI) is a direct summand of (eR/eI)R. By (1), there exist idempotents
x and y of R such that K = xeR + eI, L = yeR + eI with xeI ⊆ eI and yeI ⊆ eI.
Then eR = K + L = xeR + yeR + eI = xeR + yeR as eI is small in eR. So
R = xeR + yeR + (1 − e)R = xeR + (ye + 1 − e)R, where xe and ye + 1 − e are
idempotents with (xe)eI ⊆ eI and (ye + 1 − e)eI ⊆ eI. By the hypothesis, there
exists n ≥ 1 such that (xe(ye+ 1− e))n ⊆ (ye+ 1− e)R or ((ye+ 1− e)xe)n ⊆ xeR.
That is, (xy)ne ⊆ yeR or (yx)ne ⊆ xeR. Without loss of generality, we may assume
that (xy)ne ⊆ yeR.
We have that K∩L = (xeR+eI)∩(yeR+eI) = (xyeR+eI)∩(yeR+eI) = (yxyeR+
eI)∩ (xeR+ eI) = (xyxyeR+ eI)∩ (yeR+ eI) = · · · = ((xy)neR+ eI)∩ (yeR+ eI) =
(xy)neR+eI. Write (xy)ne = yet for some t ∈ R. Then (xy)ne ·(xy)ne = (xy)n ·yet =
(xy)net = (xy)n−1 · xyet = (xy)n−1 · yet = · · · = xy · yet = xyet = yet = (xy)ne, and
(xy)ne · eI = (xy)neI ⊆ eI. So, by (1), ((xy)ne · eR + eI)/eI is a direct summand of
(eR/eI)R.
Theorem 3.1.17. Let R be a semiperfect ring. If idempotents are relatively invariant
with respect to every small right ideal of R, then R is a right CD3-ring.
Proof. As R is semiperfect, every cyclic module over R is isomorphic to eR/eI for
some idempotent e ∈ R and some right ideal I in J(R) (see Lemma 1.2.20). It follows
from Lemma 3.1.16 that (eR/eI)R is a D3-module.
We next give an application of Theorem 3.1.17. A Morita context is a 4-tuple
57A M
N B
, where A,B are rings, AMB and BNA are bimodules, and there exist con-
text products M ×N → A and N ×M → B written multiplicatively as (w, z) 7→ wz
and (z, w) 7→ zw, such that
A M
N B
 is an associative ring with the obvious ma-
trix operations. A Morita context
A M
N B
 is called trivial if the context products
are trivial, i.e., MN = 0 and NM = 0 (see [39, p.1993]). For bimodules AMB and
BNA, the 4-tuple
A M
N B
 is a ring with addition defined componentwise and with
multiplication given by
a1 x1
y1 b1

a2 x2
y2 b2
 =
 a1a2 a1x2 + x1b2
y1a2 + b1y2 b1b2
 .
This ring is certainly a trivial Morita context. Moreover, every trivial Morita context
is obtained this way. Formal triangular matrix rings are obvious examples of trivial
Morita contexts.
Proposition 3.1.18. Let R =
A M
N B
 be a trivial Morita context where A,B are
local rings and AMB, BNA are bimodules. Then R is a CD3-ring.
Proof. The ring R is semiperfect (see [57, Theorem 2.7]). The non-trivial idempo-
tents of R are
1 x
y 0
 and
0 x
y 1
, where x ∈ M and y ∈ N , and
1 x
y 0
R =
{a ya
z 0
 : a ∈ A, z ∈M} and
0 x
y 1
R = {
0 xb
w b
 : b ∈ B,w ∈ N}.
If R = eR + fR where e, f are non-trivial idempotents of R, then without loss of
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generality we may assume that e =
1 x
y 0
 and f =
0 z
w 1
 for some x, z ∈ M
and y, w ∈ N , so (ef)2 = 0 ∈ fR. Therefore, idempotents are relatively invariant
with respect to every (small) right ideal of R. So R is a right CD3-ring by Theorem
3.1.17. Similarly, R is a left CD3-ring.
Corollary 3.1.19. Let R =
A M
0 B
 be a formal triangular matrix ring where A, B
are local rings and AMB is bimodule. Then R is a CD3-ring.
We have a structure of semiperfect rings in terms of CD3-rings as follows:
Proposition 3.1.20. Let R be a semiperfect ring with R/J(R) simple. Then R is a
right CD3-ring if and only if R is simple artinian or local.
Proof. The sufficiency is clear. For the necessity, as R is a semiperfect ring with
R/J(R) simple, R ∼= Mn(S) for some local ring S (see [36, 23.10]). If n = 1, then R
is local. If n ≥ 2, then J(S) = 0 by Corollary 3.1.6 as Mn(S) is a right CD3-ring.
Hence R is simple artinian.
A family of semiperfect rings that are not right CD3-rings can be given as follows.
Example 3.1.21. Let R = Mn(D) where D is a division ring and n ≥ 2. Then
S = R[x]/(xk) is not a right CD3-ring for all k ≥ 2.
Proof. It is clear that S is a semiperfect ring. Moreover, J(S) 6= 0 and S/J(S) is not
a division ring. So S is neither simple artinian nor local. Thus, S is not a CD3-ring
by Proposition 3.1.20.
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3.2 Cyclics are (quasi-)discrete modules
In this section, we provide a complete characterization of rings whose cyclics are quasi-
discrete. It is well-known (and easy to prove) that a ring R is semisimple artinian if
and only if every cyclic right R-module is projective. Koehler [33] defined a ring R to
be a right q∗-ring if every cyclic right R-module is quasi-projective.
Theorem 3.2.1. [33, Theorem 2.1] A semiperfect ring R is a right q∗-ring if and
only if every right ideal contained in J(R) is an ideal.
Corollary 3.2.2. Let R be a right continuous regular ring. The following are equiv-
alent:
1. R is a right CD3-ring.
2. R is a right q∗-ring.
3. R is a direct product of a semisimple artinian ring and a strongly regular ring.
Proof. (2)⇒ (1). It is clear.
(1)⇔ (3). This is by Corollary 3.1.14.
(3) ⇒ (2). A semisimple artinian ring is certainly a right q∗-ring. We only need to
show that every strongly regular ring R is a right q∗-ring. By assumption, each prin-
cipal right ideal of R is generated be a central idempotent and so is a two-sided ideal.
Hence all right ideals, which are a sum of principal ideals, are two-sided ideals. Let
M = R/I be a cyclic right R-module and pi : R/I → R/K be an epimorphism, where
I ⊆ K ⊆ R are two-sided ideals of R. Suppose f : R/I → R/K is a homomorphism
with f(1 + I) = a+K for some a ∈ R. Since pi is an epimorphism, there exists b ∈ R
such that pi(b+ I) = a+K. Define a map g : R/I → R/I such that g(1 + I) = b+ I.
We have g is a homomorphism and pi ◦ g(1 + I) = a+K. So R is a right q∗-ring.
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Recall that a module is discrete if it is both a D1-module and a D2-module, and
quasi-discrete if it is both a D1-module and a D3-module. The next characterization
of quasi-discrete modules is needed.
Lemma 3.2.3. [41, Proposition 4.45] Let N be quasi-discrete, and let f : N →M be
an epimorphism with a small kernel. Then M is quasi-discrete if and only if kerf is
invariant under every idempotent of End(N).
Proof. Assume that M is quasi-discrete and let e be an idempotent of End(N). Write
N = A1⊕A2 where A1 = e(N) and A2 = (1−e)(N). Then M = f(A1)+f(A2), and by
quasi-discreteness, M = B1⊕B2 with Bi ⊆ f(Ai) for i = 1, 2. Hence, N = f−1(B1) +
f−1(B2). Now f−1(Bi) = Ai ∩ f−1(Bi) + ker(f) for i = 1, 2. Since ker(f)  N ,
N = A1 ⊕ A2 = A1 ∩ f−1(B1) ⊕ A2 ∩ f−1(B2). Thus, Ai = Ai ∩ f−1(Bi), and so
Ai ⊆ f−1(Bi), and consequently f(Ai) = Bi for i = 1, 2. Hence, M = f(A1)⊕ f(A2),
which implies that e(ker(f)) ⊆ ker(f). Indeed, assume x = ea1 + (1− e)a2 ∈ ker(f)
for some a1 ∈ A1, a2 ∈ A2. It follows that f(x) = f(ea1) = 0. So ex = ea1 ∈ ker(f),
as required.
Conversely, assume that ker(f) is invariant under every idempotent of End(N). It is
straightforward to check that if N = A1⊕A2 then M = f(A1)⊕ f(A2) for any direct
decomposition of N = A1 ⊕ A2. Let A be an arbitrary submodule of M . Since N
satisfies the D1-condition, N = N1 ⊕ N2 with N1 ⊆ f−1(A) and N2 ∩ f−1(A)  N .
Then M = f(N1)⊕ f(N2) with f(N1) ⊆ A and f(N2)∩A = f(N2 ∩ f−1(A))M as
f is an epimorphism. So M has the D1-condition.
Now let M1,M2 be direct summands of M such that M = M1 + M2. Then N =
f−1(M1) + f−1(M2), and by quasi-discreteness, N = N1 ⊕N2 with Ni ⊆ f−1(Mi) for
i = 1, 2. Hence, M = f(N1) ⊕ f(N2) with f(Ni) ⊆ Mi for i = 1, 2. By modular
law, M1 = f(N1) ⊕ (f(N2) ∩M1) and M2 = f(N2) ⊕ (f(N1) ∩M2). So M1 ∩M2 =
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(f(N2) ∩ M1) ⊕ (f(N1) ∩ M2) is a direct summand of M . Hence, M has the D3-
condition.
We now characterize the rings whose cyclics are quasi-discrete.
Theorem 3.2.4. The following are equivalent for a ring R:
1. Every cyclic right R-module is quasi-discrete.
2. R is a semiperfect ring such that ea ∈ aR for all e2 = e ∈ R and a ∈ J(R).
Proof. (1)⇒ (2). By (1), RR is quasi-discrete. As RR is a D2-module, RR is discrete,
so R is semiperfect by Corollary 1.2.19. Let I = aR with a ∈ J(R) and let e2 = e ∈ R.
Then RR with the natural homomorphism to (R/I)R is a projective cover of (R/I)R.
As both RR and (R/I)R are quasi-discrete, IR is invariant under every idempotent of
End(RR) by Lemma 3.2.3. It follows that eI ⊆ I.
(2)⇒ (1). Let MR be a cyclic module. As R is semiperfect, M ∼= eR/eI where e2 =
e ∈ R and I ⊆ J(R) is a right ideal of R by Lemma 1.2.20. Thus, eR with the natural
homomorphism to eR/eI is a projective cover of (eR/eI)R. If g
2 = g ∈ End(eRR),
then g(e) is an idempotent of R, so g(eI) = g(e)(I) ⊆ I by the hypothesis. Thus eI
is invariant under the idempotents of End(eRR). As eR is quasi-discrete, by Lemma
3.2.3, we deduce that (eR/eI)R is quasi-discrete, so MR is quasi-discrete.
Corollary 3.2.5. Let R be an abelian ring. Then every cyclic right R-module is
quasi-discrete if and only if R is semiperfect ring.
To characterize rings whose cyclics are discrete, let us call a ring R a right CD2-ring
if every cyclic right R-module is a D2-module.
Lemma 3.2.6. The following statements hold for a ring R:
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1. If R is a right CD2-ring, then, for any u ∈ U(R) and any right ideal I in J(R),
uI is not properly contained in I.
2. If R is a semiperfect, right CD2-ring, then, for any u ∈ U(R) and any right
ideal I of R, uI is not properly contained in I.
Proof. (1) Assume that uI $ I where u ∈ U(R) and I is a right ideal in J(R).
Then (R/uI)/(I/uI) ∼= R/I ∼= uR/uI = R/uI. As (R/I)R is a D2-module, (R/uI)R
is a D2-module, so it follows that (I/uI)R is a direct summand of (R/uI)R. But,
as IR is small in RR, (I/uI)R is small in (R/uI)R, so we deduce that I/uI = 0, a
contradiction.
(2) Assume that uI $ I where u ∈ U(R) and I is a right ideal of R. Then
(R/uI)/(I/uI) ∼= R/I ∼= uR/uI = R/uI. As (R/I)R is a D2-module, (R/uI)R
is a D2-module, so it follows that (I/uI)R is a direct summand of (R/uI)R. As
claimed in the proof of Theorem 3.2.4, I = (fR + uI)/uI where f 2 = f ∈ I with
fuI ⊆ uI. As un+1I $ unI for any n ∈ Z, R/J(R) being semisimple artinian implies
that un+1I+J(R) = unI+J(R) for some n ∈ Z. It follows that uI+J(R) = I+J(R).
So, fR ⊆ uI + J(R), and hence fR = fuI + fJ(R). As fJ(R) is small in fR, we
deduce that fR = fuI. As fuI ⊆ uI, we have I = fR+uI = uI, a contradiction.
Theorem 3.2.7. The following are equivalent for a ring R:
1. Every cyclic right R-module is discrete.
2. R is a semiperfect ring such that, for any e2 = e ∈ R and a ∈ J(R), ea ∈ aR and
that, for any u ∈ U(R) and any right ideal I of R, uI is not properly contained
in I.
Proof. (1)⇒ (2). By Theorem 3.2.4 and Lemma 3.2.6.
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(1) ⇐ (2). Let MR be a cyclic module. We show that M is discrete. Note that
M is quasi-discrete by Theorem 3.2.4. It is proved in [41, Theorem 4.15] that every
quasi-discrete is a direct sum of hollow modules. So M = ⊕i∈IHi where each Hi is
a hollow module. It is proved in [41, Theorem 5.2] that if ⊕i∈IMi is a quasi-discrete
module where each Mi is a hollow module, then ⊕i∈IMi is discrete if and only if each
Mi is discrete. Hence, to show that M is discrete, it suffices to show that each Hi is
discrete. Thus we can assume that M is hollow. Now we only need to show that M
is a D2-module.
As R is semiperfect, M ∼= eR/eI where e2 = e ∈ R and I ⊆ J(R) is a right
ideal of R by Lemma 1.2.20. To show that eR/eI is a D2-module, suppose that
(eR/eI)/(eK/eI) ∼= B ⊆⊕ (eR/eI)R, where K ⊇ I is a right ideal of R. We need to
show that (eK/eI)R is a direct summand of (eR/eI)R. We can assume that B 6= 0,
so B = eR/eI is hollow as a right R-module. We have (eR/eK)R ∼= (eR/eI)R, and
let us assume that the isomorphism is θ.
Let x = e + eK ∈ eR/eK and y = e + eI ∈ eR/eI. Then eR/eK = xR and
eR/eI = yR = θ(x)R. Write θ(x) = yu and y = θ(x)v with u, v ∈ R. Then
θ(x) = yu = yeue and y = θ(x)v = θ(x)eve, so we can assume that u = eue and
v = eve. We have y = yuv, i.e. y(e − uv) = 0 or e − uv ∈ eI, showing that
e− uv ∈ eJ(R)e. So uv ∈ U(eRe), and hence u, v ∈ U(eRe) (as eRe is semiperfect).
From eK ⊆ annr(x) = θ(x)⊥ = (yu)⊥, we have yueK = 0 or ueK ⊆ eI. From
eI ⊆ y⊥ = (θ(x)v)⊥, we have θ(x)veI = 0. So xveI = 0 or veI ⊆ eK. From
ueK ⊆ eI and veI ⊆ eK, we obtain that uveI ⊆ ueK ⊆ eI and vueK ⊆ veI ⊆ eK.
Let w = (1 − e) + uv. Then w ∈ U(R) and weI = uveI ⊆ eI. As eI is a small
right ideal of R, we deduce that uveI = weI = eI by the hypothesis. It follows that
ueK = eI ⊆ eK. Note that, as u ∈ U(eRe), the map eR → eR given by a 7→ ua is
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an isomorphism of right R-modules. Thus, as ueK = eI and eI is small in eR, we
see that eK is small in eR and hence in RR. Let t = (1 − e) + u. Then t ∈ U(R)
and teK = ueK ⊆ eK, so teK = eK by the hypothesis. It follows that eK = eI, and
hence eK/eI is a direct summand of (eR/eI)R.
In summary, we have the following implications and none of them is reversible, as
shown by the next examples.
Semisimple artinian ⇒ Cyclics are discrete ⇒ Cyclics are quasi-discrete
⇓ ⇓ ⇓
Cyclics are quasi-projective ⇒ CD2 ⇒ CD3
Example 3.2.8. The local ring Z4 is a right q∗-ring and every cyclic right module
over Z4 is discrete. But Z4 is not semisimple artinian.
The next example gives a local ring R for which every cyclic right R-module is discrete,
but R is not a right q∗-ring.
Example 3.2.9. Let K = k(t), where k is a field and t is an indeterminate. Then
θ : K → K, f(t) 7→ f(t2) is a monomorphism such that dim(Kθ(K)) = 2. Let KM =
KK as a left K-module, and M be a right K-module as defined by x◦k = θ(k)x where
x ∈ M and k ∈ K, with which M is a (K,K)-bimodule. Let R = K ∝ M be the
trivial extension of K by M . Then R is a local ring. Moreover, L := 0 ∝ θ(K) is
a right ideal in J(R), which is not an ideal. So R is not a right q∗-ring by Theorem
3.2.1. But, since dim(Kθ(K)) = 2, R does not have an infinite chain of right ideals.
So, uI is not properly contained in I for any u ∈ U(R) and any right ideal I of R.
Hence, by Theorem 3.2.7, every cyclic right R-module is discrete.
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The next example shows that there exists a right CD2-ring (respectively, a right CD3-
ring) over which some cyclic right module is not discrete (respectively, quasi-discrete).
Example 3.2.10. Let R = Z. Then RR is not a D1-module. Next we show that R is a
right CD2-ring. It is clear that RR is a D2-module. Let I = nZ with n ≥ 2. It suffices
to show that (R/I)R is a D2-module. Write n = p
s1
1 p
s2
2 · · · pskk , where the si’s are
positive integers and the pi’s are distinct prime numbers. Then R/I ∼= Zps11 ⊕· · ·⊕Zpskk ,
which is a quasi-discrete R-module by [41, Corollary 4.50]. As each Zpskk is a discrete
R-module, (R/I)R is discrete by [41, Theorem 5.2]. So (R/I)R is a D2-module.
Next we construct a local ring R such that uI is properly contained in I for some
u ∈ U(R) and for some right ideal I of R.
Example 3.2.11. Consider the field K = F (y1, y2, . . .) with F a field and define an
endomorphism ρ : K → K by ρ(yi) = yi+1 and ρ(c) = c for all c ∈ F (see [54]).
Then L := ρ(K) is a proper subfield of K and ρ : K → L is an isomorphism. Let
K[x; ρ] be the ring of skew left polynomials over K where xk = ρ(k)x for all k ∈ K.
Set R = K[x; ρ]/(x2). Then R = {a + bx : a, b ∈ K} where x2 = 0 and xk = ρ(k)x
for k ∈ K. Clearly, R is a local ring. Let u = y1, and I = (
∑
i≥0 u
iL)x. Then
u ∈ U(R) and I is a right ideal of R. Moreover, uI ⊆ I. Assume that uI = I.
Then (uL + u2L + · · · )x = (L + uL + u2L + · · · )x, implying that uL + u2L + · · · =
L+uL+u2L+· · · . Take 0 6= a ∈ L. Then a = ua1+u2a2+· · ·+unan where n ≥ 1 and
ai ∈ L (for i = 1, . . . , n) with an 6= 0. It follows that yn1 +yn−11 bn−1 +· · ·+y1b1 +b0 = 0,
where b0 = −a/an and bi = ai/an (i = 1, . . . , n) are all in L. This is a contradiction.
So, we deduce that uI $ I.
The ring R given in Example 3.2.11 is a right CD3-ring that is not a right CD2-ring.
Also, by Example 3.2.11, there exists a ring R such that every cyclic right R-module
is quasi-discrete but some cyclic right R-module is not discrete.
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The next example gives a local ring that is a left q∗-ring but it is not a right CD2-ring.
Example 3.2.12. Let R be the ring given in Example 3.2.11. Then R is a local ring
that is not a right CD2-ring. Next we show that R is a left q∗-ring. Note that R
has only three left ideals: 0, J(R) and R. If I = 0, then R(R/I) is projective. If
I = J(R), then R(R/I) is simple, so is quasi-projective. If I = R, R(R/I) is certainly
quasi-projective. Therefore, R is a left q∗-ring.
Thus, Example 3.2.12 shows the following: a left CD2-ring need not be a right CD2-
ring; every cyclic left R-module being discrete does not imply that every cyclic right
R-module is discrete; a right q∗-ring need not be a left q∗-ring (this was observed by
Koehler in [33]).
The next example gives a ring R for which every cyclic right R-module is quasi-
discrete, but not every cyclic left R-module is quasi-discrete. But we have been
unable to find a right CD3-ring that is not a left CD3-ring.
Example 3.2.13. Let R =
Z4 Z2
0 Z2
. This is the ring given by Koehler [33, Ex-
ample 3.8]. Then R is semiperfect, and is a right q∗-ring by Theorem 3.2.1. So every
cyclic right R-module is quasi-discrete by Theorem 3.2.4. But for a =
2¯ 1¯
0 0
 ∈ J(R)
and e =
1¯ 0
0 0
 ∈ R, ae =
2¯ 0
0 0
 /∈ Ra. So, by Theorem 3.2.4, some cyclic left
R-module is neither quasi-discrete nor quasi-projective.
There is a semiperfect, CD3-ring R for which not every cyclic right R-module is
quasi-discrete.
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Example 3.2.14. Let R =
Z4 Z4
0 Z4
. Then R is semiperfect, and is a CD3-
ring by Corollary 3.1.19. But for a =
0 2¯
0 2¯
 ∈ J(R) and e =
1¯ 0
0 0
 ∈ R,
ea =
0 2¯
0 0
 /∈ aR. So, by Theorem 3.2.4, some cyclic right R-module is not quasi-
discrete.
Remark 3.2.15. The material in this chapter is taken from [45].
Chapter 4
Rings whose cyclic modules are
lifting and ⊕-supplemented
Section 1 begins with a characterization of a semiperfect module that is lifting. We
show that a semiperfect module M is lifting if and only if M has a projective cover
preserving direct summands. This property is then used to characterize rings whose
cyclic modules are lifting, and also artinian serial rings with Jacobson radical square-
zero.
In section 2, we show that if every cyclic right R-module is lifting, then every cyclic
right R-module is a direct sum of local modules. This is obtained as a consequence of
a more general result that every cyclic right R-module is ⊕-supplemented if and only if
every cyclic right R-module is a direct sum of local modules. The latter result enables
us to obtain new characterizations of artinian serial rings and, respectively, rings for
which every finitely generated module is a sum of local modules. For instance, we can
prove that artinian serial rings are exactly these rings for which every left and right
module is a direct sum of local modules.
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4.1 Cyclics are lifting modules
Let A,P be submodules of a module M . Recall that P is called a supplement of A in
M if it is minimal with respect to the property M = A+P ; equivalently, M = A+P
and A ∩ P  P . A module M is called supplemented if for any two submodules A
and B with A+B = M , B contains a supplement of A. More generally, a module M
is called weakly supplemented if every submodule of M has a supplement. Recall that
a module is lifting (or satisfies D1) if it satisfies the following equivalent conditions.
Lemma 4.1.1. [41, Proposition 4.8] The following are equivalent for a module M :
1. For every submodule N of M , there exists a decomposition M = M1 ⊕M2 such
that M1 ⊆ N and N ∩M2 M2.
2. Every submodule N of M can be written as N = M1 ⊕ S with M1 ⊆⊕ M and
S M .
3. M is supplemented and every supplement submodule of M is a direct summand.
Proof. (1)⇒ (2). M has a decomposition M = M1⊕M2 with M1 ⊆ N and N∩M2 
M2. Then N = M1 ⊕ (N ∩M2), and the result follows with S = N ∩M2.
(2) ⇒ (3). Let M = X + Y . We show that Y contains a supplement of X. By
assumption, we may assume Y ⊆⊕ M . Now X ∩ Y = Y1⊕ S such that Y1 ⊆⊕ M and
S M . Since Y ⊆⊕ M,S M . Write Y = Y1⊕Y2, and let pi denote the projection
Y1⊕Y2 → Y2. Then X∩Y = Y1⊕(X∩Y ∩Y2), and X∩Y2 = X∩Y ∩Y2 = pi(X∩Y ) =
pi(Y1 + S) = pi(S). Hence X ∩ Y2  Y2. Now M = X + Y = X + Y1 + Y2 = X + Y2.
So Y2 is a supplement of X.
Now let P be a supplement submodule of M . Then there exists K ⊆ M such that
P is minimal with the property K + P = M . Since P = L ⊕ T with L ⊆⊕ M and
70
T M , M = K + L. Then the minimality of P implies P = L.
(3)⇒ (1). Let A ⊆M . Then A has a supplement B and B has a supplement M1 such
that M1 ⊆ A and M1 ⊆⊕ M . Write M = M1 ⊕M2. Then A = M1 ⊕ (A ∩M2). Also
M = M1 +B and so A = M1 + (A∩B). Let pi denote the projection M1⊕M2 →M2.
Then A ∩M2 = pi(A) = pi(A ∩ B). Since B is a supplement of A, A ∩ B  M and
hence A ∩M2 M .
By Bass [6], a ring R is semiperfect if and only if every cyclic right R-module has a pro-
jective cover. Lately, Kasch and Mares [30] called an arbitrary module M semiperfect
if every homomorphic image of M has projective cover. Thus, a ring R is semiperfect
if and only if every cyclic right R-module is semiperfect. Next we study rings such
that every cyclic right module is lifting.
Lemma 4.1.2. Let M be a module with a projective cover P
η→ M → 0. If M is
lifting, then η(X) ⊆⊕ M for all X ⊆⊕ P .
Proof. Suppose P = P1 ⊕ P2. We will show η(Pi) (i = 1, 2) are direct summands of
M . Indeed, P = P1 ⊕ P2 implies M = η(P1) + η(P2). Since M is lifting, by Lemma
4.1.1, there exist direct summands M1,M2 of M and small submodules S1, S2 in M
such that η(P1) = M1 ⊕ S1 and η(P2) = M2 ⊕ S2. Thus M = η(P1) + η(P2) =
M1 + S1 + M2 + S2 = M1 + M2, where Mi ⊆ η(Pi) for i = 1, 2. We next show that
η(Pi) ⊆Mi for i = 1, 2.
Firstly, as η is onto, Mi = η(η
−1(Mi)) (i = 1, 2). It follows that Mi = η(η−1(Mi)) ∩
η(Pi) ⊇ η(η−1(Mi) ∩ Pi). Let x ∈ η(η−1(Mi)) ∩ η(Pi) and write x = η(a) = η(b) with
a ∈ η−1(Mi) and b ∈ Pi. Then b ∈ η−1(Mi)∩Pi, so x = η(b) ∈ η(η−1(Mi)∩Pi). Hence
Mi = η(η
−1(Mi)) ∩ η(Pi) = η(η−1(Mi) ∩ Pi).
Now η(η−1(Mi)) = Mi = η(η−1(Mi)∩Pi) implies η−1(Mi) = η−1(Mi)∩Pi+kerη. With
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M = M1 +M2 we have P = η
−1(M1)+η−1(M2) = η−1(M1)∩P1 +η−1(M2)∩P2 +kerη.
As kerη  P , P = η−1(M1) ∩ P1 + η−1(M2) ∩ P2. It follows that η−1(Mi) ∩ Pi = Pi
for i = 1, 2. So, η(Pi) ⊆Mi (i = 1, 2). As Mi ⊆ η(Pi), we obtain that η(Pi) = Mi for
i = 1, 2.
Note that in general a semiperfect module need not be lifting. However, we have
Lemma 4.1.3. Every semiperfect module is supplemented.
Proof. Let M be a semiperfect module. Assume that M = A + B. We show that B
contains a supplement of A. By hypothesis, M/A has a projective cover P
η→M/A→
0. Let f : B → M/A be the natural homomorphism. Since P is projective, there
exists g : P → B such that fg = η. Thus, (fg)(P ) = η(P ) and A∩ g(P ) = g(ker(η)).
Hence, M = A+B = A+ g(P ) and A∩ g(P ) = g(ker(η)). Since ker(η) is small in P ,
g(ker(η)) is small in g(P ), and so A ∩ g(P ) is small in g(P ). This shows that g(P ),
contained in B, is a supplement of A.
Lemma 4.1.4. Let M be a semiperfect module with a projective cover P
η→M → 0.
If N is a supplement submodule of M , then N = η(X) for some X ⊆⊕ P .
Proof. As N is a supplement submodule of M , there exists a submodule A such that
N is minimal with respect to M = A+N . By Theorem 1.2.18, P is semiperfect. So
P is lifting by Proposition 1.2.17. From M = A + N , it follows that P = η−1(A) +
η−1(N). Since P is lifting, we have P = η−1(A) +X with X ⊆ η−1(N), X ⊆⊕ P and
η−1(A) ∩X  X. Hence M = A+ η(X). As η(X) ⊆ N , the minimality of N shows
that N = η(X).
Definition 4.1.5. A module M is said to have a projective cover preserving direct
summands if there is a projective cover P
η→ M → 0 such that η(X) ⊆⊕ M for all
X ⊆⊕ P .
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Now we have a characterization of a semiperfect module that is lifting.
Theorem 4.1.6. A semiperfect module M is lifting if and only if M has a projective
cover preserving direct summands.
Proof. (⇒). The implication follows from Lemma 4.1.2.
(⇐). Suppose that M has a projective cover P η→M → 0 such that η(X) ⊆⊕ M for
all X ⊆⊕ P . By Lemma 4.1.3, M is supplemented. If N is a supplement submodule
of M , then, by Lemma 4.1.4, N = η(X) for some X ⊆⊕ P . Thus, N is a direct
summand of M by assumption. So M is lifting by Lemma 4.1.1(3).
As an immediate consequence of Theorem 4.1.6, we have the following characteriza-
tions of rings whose cyclics are lifting.
Corollary 4.1.7. The following are equivalent for a ring R:
1. Every cyclic right R-module is lifting.
2. Every cyclic right R-module has a projective cover preserving direct summands.
3. R is semiperfect and, whenever I ⊆ J(R), e2 = e ∈ R and f 2 = f ∈ eR,
(fR + eI)/eI ⊆⊕ eR/eI.
4. R is semiperfect and, whenever I ⊆ J(R), e2 = e ∈ R and f 2 = f ∈ eR, we
have fR + eI = xeR + eI and xeI ⊆ eI for some x2 = x ∈ eR.
Proof. (1) ⇔ (2). Note that either (1) or (2) implies that R is semiperfect and
so every cyclic right R-module is semiperfect. Thus, the equivalence follows from
Theorem 4.1.6.
(2) ⇒ (3). We see that R is semiperfect. Let M = eR/eI where e2 = e ∈ R and
I ⊆ J(R) (see Lemma 1.2.20). By (2), M has a projective cover P η→ M → 0 such
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that η(X) ⊆⊕ M for all X ⊆⊕ P . As eI  eR, eR pi→ M → 0 is also a projective
cover where pi is the natural homomorphism. Then, by the uniqueness of projective
covers, there exists an isomorphism α : eR→ P such that ηα = pi. Let f 2 = f ∈ eR.
As fR ⊆⊕ eR, α(fR) ⊆⊕ P , so η(α(fR)) ⊆⊕ M . That is, pi(fR) ⊆⊕ M , or
(fR + eI)/eI ⊆⊕ eR/eI.
(3)⇔ (4). It is by Lemma 3.1.16.
(3)⇒ (1). Let M be a cyclic right R-module. As R is semiperfect, M ∼= eR/eI where
e2 = e ∈ R and I ⊆ J(R). Then M is supplemented by Lemma 4.1.3. So, by Lemma
4.1.1, to show that M is lifting, it suffices to show that every supplement submodule
of eR/eI is a direct summand. Let N be a supplement submodule of eR/eI. By
Lemma 4.1.4, N = (fR + eI)/eI where f 2 = f ∈ eR. By hypothesis, N is a direct
summand of eR/eI, as required.
Corollary 4.1.8. A commutative ring R is semiperfect if and only if every cyclic
R-module is lifting.
The next example shows that, over a semiperfect ring, a cyclic module need not be
lifting.
Example 4.1.9. Let R =
Z4 Z4
0 Z4
 and y =
0 2
0 2
. Then K := yR = {
0 2a
0 2a
 :
a ∈ Z4
}
⊆ J(R). Let f =
0 0
0 1
. Then f 2 = f ∈ R, and fR+K =
0 2Z4
0 Z4
. We
verify that (fR+K)/K is not a direct summand of (R/K)R. Assume that (fR+K)/K
is a direct summand of (R/K)R. Then, by Lemma 3.1.16, there exists g
2 = g ∈ R such
that fR+K = gR+K and gK ⊆ K. As g ∈ fR+K, it must be that g =
0 2b
0 1

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where b ∈ Z4. However, g
0 2
0 2
 =
0 0
0 2
 /∈ K. So (fR + K)/K is not a direct
summand of (R/K)R. By Lemma 4.1.2, (R/K)R is not lifting.
The next example shows that there exists a ring such that every cyclic right R-module
is lifting, but not every cyclic left R-module is lifting.
Example 4.1.10. Let R =
Z4 Z2
0 Z2
. Then, as shown in Example 3.2.13, every
cyclic right R-module is self-projective. As R is semiperfect, every right ideal contained
in J(R) is an ideal of R by Theorem 3.2.1. Hence, by Theorem 3.2.4, every cyclic
right R-module is quasi-discrete and hence lifting. Let y =
[2] 1¯
0 0
. Then I :=
Ry =
{
0,
[2] 1¯
0 0
} ⊆ J(R). Let f =
0 0
0 1¯
. Then f 2 = f ∈ R, and Rf + I =
2Z4 Z2
0 Z2
. We verify that (Rf + I)/I is not a direct summand of R(R/I). Assume
that (Rf + I)/I is a direct summand of R(R/I). Then, by Lemma 3.1.16, there exists
g2 = g ∈ R such that Rf + I = Rg + I and Ig ⊆ I. As g ∈ Rf + I, it must be that
g =
0 b¯
0 1¯
. However,
[2] 1¯
0 0
 g =
0 1¯
0 1¯
 /∈ I. So (Rf + I)/I is not a direct
summand of R(R/I). By Lemma 4.1.2, R(R/I) is not lifting.
From Corollary 4.1.7(2), the following question arises: for which rings R, does every
(finitely generated) right R-module have a projective cover preserving direct sum-
mands? As another corollary of Theorem 4.1.6, we show next that these rings are
exactly artinian serial rings with Jacobson radical square-zero. By Theorem 1.2.21, a
ring R is artinian serial with J(R)2 = 0 if and only if every right R-module is lifting
and, if and only if every 2-generated right R-module is lifting.
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Corollary 4.1.11. The following are equivalent for a ring R:
1. R is artinian serial with J(R)2 = 0.
2. Every right R-module has a projective cover preserving direct summands.
3. Every 2-generated right R-module has a projective cover preserving direct sum-
mands.
Proof. (1)⇒ (2). By Theorem 1.2.21, every right R-module is lifting. As R is perfect,
every right R-module is semiperfect. So (2) follows from Theorem 4.1.6.
(2)⇒ (3). The implication is clear.
(3)⇒ (1). Again, by Theorem 1.2.21, it suffices to show that every 2-generated right
R-module M is lifting. By (3), every 2-generated right R-module is semiperfect. So,
by Theorem 4.1.6, every 2-generated right R-module is lifting.
Corollary 4.1.12. The following are equivalent for a ring R:
1. R is a (semiperfect) right perfect ring.
2. Every (cyclic) lifting right R-module has a projective cover preserving direct
summands.
3. Every (cyclic) right R-module having a projective cover preserving direct sum-
mands is lifting.
Proof. (1) ⇒ (2) and (1) ⇒ (3). If R is (semiperfect) right perfect, then every
(cyclic) right R-module has a projective cover, so every (cyclic) right R-module is a
semiperfect module. Thus, by Theorem 4.1.6, a (cyclic) right R-module is lifting if
and only if it has a projective cover preserving direct summands. So (2) and (3) hold.
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(2) ⇒ (1). It is known that every semisimple right R-module is lifting. So by (2),
every (simple) semisimple right R-module has a projective cover. Hence, by [55,
Theorem 5], R is (semiperfect) right perfect.
(3)⇒ (1). As a projective module has a projective cover preserving direct summands,
we infer that every (cyclic) projective right R-module P is lifting by (3). So, for any
submodule N of P , there is a direct decomposition P = P1 ⊕ P2 such that P1 ⊆ N
and P2 ∩ N  P2. Then P2 → P2/P2 ∩ N ∼= P/N gives a projective cover of P/N .
Hence, every (cyclic) projective right R-module is semiperfect. Because an image of a
semiperfect module is again semiperfect and every (cyclic) right R-module is an image
of a (cyclic) projective right R-module, it follows that every (cyclic) right R-module
is semiperfect. So R is (semiperfect) right perfect.
4.2 Cyclics are ⊕-supplemented modules
As a generalization of lifting modules, Mohamed and Mu¨ller [41, Definition A.1] define
a module M to be ⊕-supplemented if for every submodule N of M there exists a direct
summand K of M such that M = N + K and N ∩K  K. Every ⊕-supplemented
module is weakly supplemented. Rings whose (finitely generated) modules are ⊕-
supplemented were studied in [31].
In this section we first show that every cyclic right module is ⊕-supplemented if and
only if every cyclic right module is a direct sum of local modules. We begin with some
important observations. Note that a module M is local if and only if M is hollow
with rad(M) 6= M . The Pru¨fer group Zp∞ (p is a prime), as a Z-module, is hollow
but not local.
Lemma 4.2.1. A cyclic module M is hollow if and only if M is local, if and only if
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there exists a maximal submodule of M which is also a small submodule of M .
Proof. LetM be a cyclic hollow module and A be a maximal submodule ofM . Assume
A is also a small submodule. We show that M is local. Equivalently, A is the only
maximal submodule of M . Indeed, let B be another submodule of M . If B is not
contained in A then M = A + B. As A  M , we have B = M . So A is the only
maximal submodule.
Proposition 4.2.2. Let R be a semiperfect ring and M be a cyclic right R-module.
Then every supplement of a maximal submodule of M is a local module.
Proof. As R is semiperfect, we can write M = eR/eI with e2 = e ∈ R and I ⊆ J(R)
(see Lemma 1.2.20). Let N = A/eI be a maximal submodule of M . If N is small
in M , then M is hollow by Lemma 4.2.1 and hence M is the only supplement of N .
As M is cyclic, M is a local module. Assume that N is not small in M . By Lemma
4.1.3, M is supplemented. So there exists a proper submodule P of M which is a
supplement of N . Moreover, P is a hollow module. To see this, let X be a proper
submodule of P and P = X + Y . As P is minimal with respect to M = N + P ,
N + X 6= M , so N + X = N because N is a maximal submodule of N . Thus,
M = N + P = (N +X) + Y = N + Y . By the minimality of P , we see that Y = P .
So X is small in P for every proper submodule X of P . Hence P is hollow. As R
is semiperfect, eR is lifting by Lemma 4.1.3 and Proposition 1.2.17. So, by Lemma
4.1.4, P = (K + eI)/eI where K ⊆⊕ eR. So P is cyclic and hollow, and hence P is a
local module.
Lemma 4.2.3. Let R be a semiperfect ring. Let M = eR/eI where e2 = e ∈ R and
I ⊆ J(R). If M = M1 ⊕M2, then there exists x2 = x ∈ eR with xeI ⊆ eI such that
M1 = (xeR+eI)/eI and M2 = ((1−x)eR+eI)/eI. Moreover, eR = xeR⊕(1−x)eR.
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Proof. The first part is contained in the proof of Lemma 3.1.16. For the second
part, we see that eR = xeR + (1 − x)eR + eI. As I ⊆ J(R), eI  eR, so eR =
xeR+ (1− x)eR. As xeR∩ (1− x)eR = 0, it follows that eR = xeR⊕ (1− x)eR.
Lemma 4.2.4. Let R be a semiperfect ring. Let M = eR/eI where e2 = e ∈ R and
I ⊆ J(R). Then M satisfies the descending chain condition on direct summands.
Proof. Assume that M does not satisfy the descending chain condition on direct
summands. Then there exists a strictly descending chain of direct summands: M =
M0 ⊃ M1 ⊃ M2 ⊃ · · · . Write M = M1 ⊕ M ′1. By Lemma 4.2.3, there exists
x2 = x ∈ eR such that M1 = (xeR + eI)/eI, M ′1 = ((1 − x)eR + eI)/eI and eR =
xeR⊕(1−x)eR. Let e1 = xe, e′1 = (1−x)e. Then e1e′1 = e′1e1 = 0, eR = e1R⊕e′1R, and
M1 = (e1R+eI)/eI. Let L1 = e1R/(e1R∩eI) = e1R/e1I1 where I1 = e1R∩eI ⊆ J(R).
Then M1 ∼= L1 and there is a strictly descending chain of direct summands (in L1)
L1 ⊃ L2 ⊃ · · · . Write L1 = L2 ⊕ L′2. As argued above, there exist orthogonal
idempotents e2, e
′
2 in e1R such that e1R = e2R ⊕ e′2R, L2 = (e2R + e1I1)/e1I1. Let
N2 = e2R/(e2R∩ e1I1) = e2R/e2I2 where I2 = e2R∩ e1I1 ⊆ J(R). Then L2 ∼= N2 and
there is a strictly descending chain of direct summands (in N2) N2 ⊃ N3 ⊃ · · · . This
process continues, and we obtain a strictly descending chain of direct summands in RR:
eR ⊃ e1R ⊃ e2R ⊃ · · · . This means that R contains a family of infinite orthogonal
nonzero idempotents, a contradiction to the hypothesis that R is semiperfect.
Lemma 4.2.5. [20, Theorem 1.4] For any ring R, every finite direct sum of ⊕-
supplemented R-modules is ⊕-supplemented.
Proof. Let n be any positive integer and let Mi be a ⊕-supplemented R-module for
each 1 ≤ i ≤ n. Let M = M1 ⊕M2 ⊕ . . .⊕Mn. To prove that M is ⊕-supplemented
it is sufficient by induction on n to prove this is the case when n = 2. Thus, suppose
n = 2.
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Let L be any submodule of M . Then M = M1 +M2 + L. As M2 is ⊕-supplemented,
let H be a supplement of M2 ∩ (M1 + L) in M2 such that H is a direct summand
of M2. It follows that M2 = M2 ∩ (M1 + L) + H with H ∩ (M1 + L)  H. Hence,
M = (M1 +L) +H with H ∩ (M1 +L) H. So H is a supplement of M1 +L in M .
Let K be a supplement of M1∩(L+H) in M1 such that K is a direct summand of M1.
Again, we have K is a supplement of H+L in M . Since H is a direct summand of M2
and K is a direct summand of M1 it implies that H ⊕K is a direct summand of M .
Moreover, M = L+H+K and L∩(H+K) ⊆ [H ∩ (L+K)]+[K ∩ (H + L)] H⊕K.
Thus, H ⊕K is a supplement of L in M , as required.
Theorem 4.2.6. Every cyclic right R-module is ⊕-supplemented if and only if every
cyclic right R-module is a direct sum of local modules.
Proof. (⇒). Let M be a cyclic right R-module. If M is hollow then we are done.
Assume that M is not hollow. Let N be a maximal submodule of M . Then, by
Lemma 4.2.1, N is not a small submodule of M . Since M is ⊕-supplemented, N has
a supplement M1 in M which is also a proper direct summand of M . By Proposition
4.2.2, M1 is a local module. Write M = M1⊕M ′1. If M ′1 is hollow, we are done. If M ′1
is not hollow, M
′
1 is also ⊕-supplemented (as it is cyclic). Hence, we can apply the
same argument to M
′
1 to obtain a decomposition M
′
1 = M2⊕M ′2 with M2 local. This
process continues, but will stop after a finite steps because M satisfies the descending
chain condition on direct summands (by Lemma 4.2.4). So we have M = ⊕ni=1Mi
where Mi is a local module for all i.
(⇐). Note that every local module is hollow and hence ⊕-supplemented. So the
implication follows from Lemma 4.2.5.
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We doubt whether every cyclic ⊕-supplemented module is a direct sum of local mod-
ules. From the proof of Theorem 4.2.6, one sees that, for a cyclic right module M
over a semiperfect ring, if every direct summand of M is ⊕-supplemented, then M is
a direct sum of local modules.
There is a ring R such that every cyclic right R-module is ⊕-supplemented, but not
every cyclic left R-module is ⊕-supplemented.
Example 4.2.7. Let R =
Z4 Z2
0 Z2
. By Example 4.1.10, every cyclic right R-
module is lifting and hence ⊕-supplemented. Let y =
[2] 1¯
0 0
. Then K := Ry =
{
0,
[2] 1¯
0 0
} ⊆ J(R). We next show that the cyclic left R-module M := R/K is
not ⊕-supplemented. Let f =
0 0
0 1¯
. Then Rf + K =
2Z4 Z2
0 Z2
. Consider the
submodule N := (Rf + K)/K of M . Assume that M is ⊕-supplemented. Then N
has a supplement N ′ in M that is a direct summand. Thus, by Lemma 4.2.3, there
exists g2 = g ∈ R such that N ′ = (Rg + K)/K and Kg ⊆ K. But Kg ⊆ K implies
that g is trivial. As g 6= 0, it must be that g = 1R. Thus, N ′ = M , and it follows that
N = N ∩ N ′  N ′ = M . However, this cannot be true because M is the sum of N
and (R(1− f) + K)/K and M 6= (R(1− f) + K)/K. This contradiction shows that
M is not ⊕-supplemented.
The next result is needed for the rest of this section.
Theorem 4.2.8. [31, Theorem 3.11] A ring R is artinian serial if and only if every
right R-module and left R-module is ⊕-supplemented.
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The next example shows that there is a ring R such that every cyclic right R-module
is ⊕-supplemented, but not every cyclic right R-module is lifting.
Example 4.2.9. Let R =

F F F
0 F F
0 0 F
, where F is a field. Then R is artinian
serial, so by Theorem 4.2.8 every cyclic right R-module is ⊕-supplemented. Consider
the right ideal I =

0 0 0
0 0 F
0 0 0
 ⊆ J(R), and the idempotent e =

0 1 0
0 1 0
0 0 0
 ∈
R. We show that the cyclic module M = R/I is not lifting. By Lemma 4.1.2, it
suffices to show that (eR + I)/I is not a direct summand of M . Note that eR + I =
{

0 a b
0 a c
0 0 0
 : a, b, c ∈ F
}
. Assume that (eR + I)/I is a direct summand of M .
Then, by Lemma 4.2.3, there exists x2 = x ∈ eR + I such that eR + I = xR + I and
xI ⊆ I. Write x =

0 a b
0 a c
0 0 0
. As x 6= 0, we see x =

0 1 c
0 1 c
0 0 0
 with c2 = c. But
xI =
{

0 0 b
0 0 b
0 0 0
 : b ∈ F
}
6⊆ I. The contradiction shows that (eR + I)/I is not a
direct summand of M .
Recall that a module M is called quasi-discrete if M is a lifting module satisfying the
D3-condition. The next example gives a ring R such that every cyclic right R-module
is lifting, but not every cyclic right R-module is quasi-discrete.
Example 4.2.10. Let R = Mn(D)[x]/(xk), where D is a division ring and n, k ≥ 2.
Then, by Example 3.1.21, not every cyclic right R-module is quasi-discrete. Note that
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R ∼= S where S = Mn(D[x]/(xk)). We have SS = M1 ⊕M2 ⊕ · · · ⊕Mk, where
M1 =

∑k−1
i=0 x
iD · · · ∑k−1i=0 xiD
0 · · · 0
...
...
...
0 · · · 0

,
M2 =

0 · · · 0∑k−1
i=0 x
iD · · · ∑k−1i=0 xiD
...
...
...
0 · · · 0

,
...
Mk =

0 · · · 0
0 · · · 0
...
...
...∑k−1
i=0 x
iD · · · ∑k−1i=0 xiD

.
Each Mi is a uniserial S-module. For instance, M1 is uniserial because the submodules
of M1 form a chain
M1 ⊃

∑k−1
i=1 x
iD · · · ∑k−1i=1 xiD
0 · · · 0
...
...
...
0 · · · 0

⊃

∑k−1
i=2 x
iD · · · ∑k−1i=2 xiD
0 · · · 0
...
...
...
0 · · · 0

⊃ · · ·
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· · · ⊃

∑k−1
i=k−2 x
iD · · · ∑k−1i=k−2 xiD
0 · · · 0
...
...
...
0 · · · 0

⊃

xk−1D · · · xk−1D
0 · · · 0
...
...
...
0 · · · 0

.
Similarly, SS is a direct sum of uniserial S-modules. So S and hence R is artinian
serial. By Theorem 4.2.8, every cyclic R-module is ⊕-supplemented.
If k = 2, then J(R)2 = 0. So, by Theorem 1.2.21, every cyclic right R-module is
lifting.
The next example gives a commutative local domain R such that some 2-generated
R-module is not ⊕-supplemented. Note that a ring R is local if and only if every
cyclic right (left) R-module is local.
Example 4.2.11. Let F be a field and R = F [[X, Y ]], the ring of formal power
series over F in the indeterminates X, Y . Then R is a commutative noetherian local
domain. So every cyclic R-module is local and hence lifting. However, the 2-generated
ideal J = RX + RY is the unique maximal ideal of R and is uniform, so J is not a
⊕-supplemented R-module. In particular, J is not a direct sum of cyclic modules.
Corollary 4.2.12. Let R be a ring and let n be a positive integer. Then every n-
generated right R-module is ⊕-supplemented if and only if every n-generated right
R-module is a direct sum of local modules.
Proof. It is proved in [31, Corollary 2.5] that every n-generated right R-module is ⊕-
supplemented if and only if every cyclic right R-module is ⊕-supplemented and every
n-generated right R-module is a direct sum of cyclic modules. The claim follows from
this, Lemma 4.2.5 and Theorem 4.2.6.
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Corollary 4.2.13. Let R be a ring. Then every finitely generated right R-module is
⊕-supplemented if and only if every finitely generated right R-module is a direct sum
of local modules.
Proof. It is proved in [31, Corollary 2.6] that every finitely generated right R-module
is ⊕-supplemented if and only if every cyclic right R-module is ⊕-supplemented and
every finitely generated right R-module is a direct sum of cyclic modules. The claim
follows from this, Lemma 4.2.5 and Theorem 4.2.6.
Various characterizations of an artinian serial ring are found in [31]. The next result
gives a noteworthy characterization of an artinian serial ring. We should remark that
it remains unknown what is the structure of noncommutative rings each of whose
modules is a direct sum of cyclic modules. However, our characterization of an artinian
serial ring is somehow related to this question.
Corollary 4.2.14. A ring R is artinian serial if and only if every left R-module and
right R-module is a direct sum of local modules.
Proof. (⇒). Suppose that R is artinian serial. Then, by Theorem 4.2.8, every left and
right R-module is ⊕-supplemented. Moreover, it is a well-known result of Nakayama
[43, Theorem 17] that every left and right module over an artinian serial ring is a
direct sum of cyclic modules. Therefore, it follows from Theorem 4.2.6 that every left
and right R-module is a direct sum of local modules.
(⇐). Since every local module is cyclic, from the hypothesis it follows that every
left and right R-module is a direct sum of cyclic modules. It is a well-known result
of Chase [10, Theorem 4.4] that if every left R-module is a direct sum of finitely
generated modules, then R is left artinian. So, R is artinian and hence perfect. Since
every local module is lifting, we also see from the hypothesis that every left and right
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R-module is a direct sum of lifting modules. It is proved in [31, Corollary 2.13] that,
over a right perfect ring, any module that is a direct sum of lifting modules is a
⊕-supplemented module. Hence, we deduce that every left and right R-module is
⊕-supplemented. So R is artinian serial by Theorem 4.2.8.
In [51], Osofsky and Smith proved that if every cyclic right R-module is extending,
then every cyclic right R-module is a direct sum of uniform modules. The following
result is an immediate consequence of Theorem 4.2.6.
Corollary 4.2.15. Suppose that every cyclic right R-module is lifting. Then every
cyclic right R-module is a direct sum of local modules.
A direct summand X of a module M is called a local summand if X is a local module.
Lemma 4.2.16. Let R be a semiperfect ring and M = eR/eI where e2 = e ∈ R and
I ⊆ J(R). Let P = eR and pi : P →M be the natural homomorphism. If pi(X) ⊆⊕ M
for every local summand X of P , then M is ⊕-supplemented.
Proof. By Lemma 4.1.3, M is supplemented. If M is hollow then we are done. Oth-
erwise, let N = A/eI be a maximal submodule of M . Then by Proposition 4.2.2,
every supplement submodule K of N in M is a local module. Moreover, by Lemma
4.1.4, there exists a direct summand X of P such that K = pi(X) = (X + eI)/eI.
Write X = fR with f 2 = f ∈ eR, so K = (fR + eI)/eI ∼= fR/(fR ∩ eI) = fR/fL
where L = fR ∩ eI ⊆ J(R). Note that fL ⊆ fJ(R) = rad(fR) ⊂ fR. Since K is
local, fJ(R) is the unique maximal submodule of fR, so f ∈ R is a local idempotent.
That is, fR is a local summand of eR. By hypothesis, K = (fR + eI)/eI is a direct
summand of M . Write M = M1⊕M2 with M1 = K local. Now we can apply the same
argument to M2. As M satisfies the descending chain conditions on direct summands,
this process will yield a decomposition M = ⊕ni=1Mi where each Mi is a local module.
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Since every local module is hollow and hence ⊕-supplemented, M is ⊕-supplemented
by Lemma 4.2.5.
Proposition 4.2.17. If every cyclic right R-module M has a projective cover P
η→
M → 0 such that, for any local summand X of P , η(X) is a direct summand of M ,
then every cyclic right R-module is ⊕-supplemented.
Proof. Note that R is semiperfect. Let M be a cyclic right R-module. Then M =
eR/eI where e2 = e ∈ R and I ⊆ J(R). By hypothesis, M has a projective cover
P
η→ M → 0 such that η(X) ⊆⊕ M for all local summands X of P . As eI  eR,
eR
pi→M → 0 is also a projective cover where pi is the natural homomorphism. Then,
by the uniqueness of projective covers, there exists an isomorphism α : eR→ P such
that ηα = pi. Let f be a local idempotent in eR. As fR is a local summand of eR,
α(fR) ⊆⊕ P , so η(α(fR)) ⊆⊕ M . That is, pi(fR) ⊆⊕ M , or (fR+ eI)/eI ⊆⊕ eR/eI.
So M is ⊕-supplemented by Lemma 4.2.16.
In view of Corollary 4.1.7, one would think that every cyclic right R-module is ⊕-
supplemented if and only if every cyclic right R-module M has a projective cover
P
η→ M → 0 such that η(X) ⊆⊕ M for all local summands X of P . The sufficiency
is verified by Proposition 4.2.17, but the necessity is not true by the next example.
Example 4.2.18. Let R be the ring given in Example 4.2.9. Then every cyclic right
R-module is ⊕-supplemented. Consider the cyclic right R-module M := R/I where
I =

0 0 0
0 0 F
0 0 0
 is a right ideal of R contained in J(R). Let pi : R → M be the
natural homomorphism. Then R
pi→ M → 0 is a projective cover of M . For the
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idempotent element e =

0 1 0
0 1 0
0 0 0
, eRe =
{

0 a 0
0 a 0
0 0 0
 : a ∈ F
} ∼= F . So eR is
a local summand of RR. But pi(eR) = (eR + I)/I is not a direct summand of M , as
verified in Example 4.2.9.
Remark 4.2.19. The material in this chapter is taken from [46].
Chapter 5
On δ-semiperfect modules
Semiperfect rings and semiperfect modules have been extensively studied in [6], [30],
[38], [47] and [55]. In [63], the concepts of δ-small submodules, projective δ-covers,
and δ-semiperfect rings are introduced. A ring R is called δ-semiperfect if every simple
right R-module has a projective δ-cover. Various characterizations of δ-semiperfect
rings are presented in [63]. This chapter is a research on δ-semiperfect modules. The
goal here is to generalize the structure theory of δ-semiperfect rings to modules. Our
proofs can be adapted to generalize some of the results of Mares [38] and Nicholson
[47] from projective semiperfect modules to arbitrary semiperfect modules.
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5.1 Characterizations of δ-semiperfect modules
For any module MR, the singular submodule Z(M) consists of elements m ∈ M for
which the right annihilator annr(m) is an essential submodule in RR. The module is
called nonsingular if Z(M) = 0, and singular if Z(M) = M . It is known that a right
R-module MR is singular if and only if there exist two R-modules A ⊆e B such that
M ∼= B/A (see [37, p.247]). Recall that a submodule N of M is δ-small in M (written
N δ M) if N + X 6= M for any proper submodule X of M with M/X singular. A
projective δ-cover of M is a projective module P with an epimorphism α : P → M
such that ker(α) is δ-small in P (see [63]). A module M is δ-semiperfect1 if every
factor module of M has a projective δ-cover. This notion was introduced by [59], but
not much information on this class of modules is readily available.
A module M is called δ-lifting if for any submodule N of M , there exists a decompo-
sition M = M1 ⊕M2 such that M1 ⊆ N and N ∩M2 is δ-small in M (see [32, p.54]).
Equivalently, a module M is δ-lifting if and only if every submodule N of M can be
written as N = M1 ⊕ S with M1 ⊆⊕ M and S δ M (this is [63, Lemma 3.4]). We
present some basic properties of δ-small submodules, which will be used repeatedly.
The following lemma is [63, Lemmas 1.2 and 1.3].
Lemma 5.1.1. Let M be a module.
1. A submodule N ⊆M is δ-small in M if and only if, whenever M = X +N , we
have M = X ⊕ Y for a projective semisimple submodule Y with Y ⊆ N .
2. For submodules N,K,L of M with K ⊆ N , we have
(a) N is δ-small in M if and only if K is δ-small in M and N/K is δ-small
in M/K.
1This terminology has been used differently in [53]
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(b) (N +L) is δ-small in M if and only if N is δ-small in M and L is δ-small
in M .
3. If K is δ-small in M and f : M → N is a homomorphism, then f(K) is δ-small
in N .
4. Let K1 ⊆M1 ⊆M,K2 ⊆M2 ⊆M and M = M1⊕M2. Then K1⊕K2 is δ-small
in M1 ⊕M2 if and only if K1 is δ-small in M1 and K2 is δ-small in M2.
In [63], δ(M) is defined to be the reject in M of the class of all singular simple
modules, i.e. δ(M) = ∩{N ⊆M | M/N is singular simple}. The following lemma is
[63, Lemmas 1.5 and 1.9]
Lemma 5.1.2. Let M and N be modules.
1. δ(M) is the sum of all δ-small submodules of M.
2. If f : M → N is a homomorphism, then f(δ(M)) ⊆ δ(N). Therefore, δ(M) is
a fully invariant submodule of M and Mδ(R) ⊆ δ(M).
3. If M = ⊕i∈IMi, then δ(M) = ⊕i∈Iδ(Mi).
4. If every proper submodule of M is contained in a maximal submodule of M, then
δ(M) is the unique largest δ-small submodule of M.
5. If P is a projective module, then δ(P ) = Pδ(R) and δ(P ) is the intersection of
all essential maximal submodules of P.
We should mention another result about the projective δ-covers of a module. That
is, unlike projective covers, the projective δ-covers of a module are not unique up to
isomorphism. However they differ by only a projective semisimple direct summand.
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Lemma 5.1.3. [63, Lemma 2.3] Let p : P → M be a projective δ-cover. If Q
is projective and q : Q → M is an epimorphism, then there exist decompositions
P = A⊕B and Q = X ⊕ Y such that
1. A ∼= X,
2. p|A : A→M is a projective δ-cover,
3. q|X : X →M is a projective δ-cover,
4. B is a projective semisimple module with B ⊆ ker(p) and Y ⊆ ker(q).
Let A,B be submodules of a module M . We call B a δ-supplement of A in M if
M = A + B and A ∩ B δ B. A module M is called δ-supplemented if for any
two submodules A and B with A + B = M , B contains a δ-supplement of A. More
generally, a module M is called weakly δ-supplemented2 if every submodule of M has
a δ-supplement. A module M is called ⊕-δ-supplemented if every submodule of M has
a δ-supplement that is a direct summand of M . It is clear that every δ-lifting module
is ⊕-δ-supplemented and every ⊕-δ-supplemented module is weakly δ-supplemented.
We first give some characterizations of a projective δ-semiperfect module in terms
of δ-lifting and δ-supplemented modules. Note that every δ-semiperfect module is
δ-weakly supplemented by [59, Theorem 4.6].
Lemma 5.1.4. If a module M is δ-semiperfect or δ-lifting, then M is δ-supplemented.
Proof. Assume M is δ-semiperfect and let M = A + B. So M/A has a projective
δ-cover P
α→ M/A → 0. Let pi : B → M/A be the natural homomorphism. As P is
projective, there exists g : P → B such that α = pi ◦ g. Thus, pi(g(P )) = pi(B), so
B = g(P )+A∩B. Hence, M = A+g(P ) and A∩g(P ) = g(ker(α)). As ker(α)δ P ,
2This notion has been termed as δ-supplemented module in [8], [32] and [59]
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g(ker(α)) δ g(P ), so A ∩ g(P ) δ g(P ). Hence g(P ) is a δ-supplement of A,
contained in B. So M is δ-supplemented.
Suppose M is δ-lifting. Let M = X + Y . We show that Y contains a δ-supplement
of X in M . Since M is δ-lifting and Y ⊆M , by the definition of δ-lifting module, we
can write Y = Y1 ⊕ Y2, where Y1 ⊆⊕ M and Y2 δ M . Then M = X + Y1 + Y2. As
Y2 δ M , we have M = (X+Y1)⊕Y3, where Y3 ⊆ Y2 and Y3 is projective semisimple.
It follows that M = X+Z, where Z = Y1⊕Y3. Write M = Y1⊕Y ′1 , and X∩Z = Z1⊕S
where Z1 ⊆⊕ M and S δ M , and let pi1 : M → Y1 be the natural projection. Then
pi1(S) δ Y1, and S ⊆ Z = Y1 ⊕ Y3. Since Y3 is a projective semisimple module,
Y3 δ Y3, so S ⊆ pi1(S)⊕ Y3 δ Z = Y1 ⊕ Y3. Furthermore, write Z = Z1 ⊕ Z ′1 with
the projection pi : Z → Z ′1. By modular law, we have X ∩ Z = Z1 ⊕ (X ∩ Z ′1) and,
moreover, X ∩ Z ′1 = X ∩ Z ∩ Z ′1 ⊆ pi(X ∩ Z) = pi(Z1 ⊕ S) = pi(S)δ Z ′1. Therefore,
M = X+Y = X+Z = X+Z ′1 with X∩Z ′1 δ Z ′1 ⊆ Z ⊆ Y . So Z ′1 is a δ-supplement
of X contained in Y , and hence M is δ-supplemented.
Lemma 5.1.5. The following are equivalent for a projective module P:
1. P is a δ-semiperfect module.
2. P is δ-lifting.
3. P is ⊕-δ-supplemented.
4. P is δ-supplemented.
5. P is weakly δ-supplemented.
Proof. (1) ⇒ (2). Let P be a projective module and N ⊆ P . Assume P/N has a
projective δ-cover q : Q → P/N . Let p : P → P/N be the canonical epimorphism.
By Lemma 5.1.3, there exists a decomposition P = X ⊕ Y such that p|X : X → P/N
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is a projective δ-cover and Y ⊆ ker(p) = N . Thus, X∩N = ker(p|X)δ X. Since X
is a direct summand of P , X ∩N is δ-small in P by Lemma 5.1.1(4). So P is δ-lifting
by the definition.
(2) ⇒ (1). Suppose P is δ-lifting and N ⊆ P . Then there exists a decomposition
P = P1 ⊕ P2 such that P1 ⊆ N and N ∩ P2 is δ-small in P . Let p : P2 → P/N be the
canonical epimorphism. Then ker(p) = N ∩ P2 is δ-small in P and hence δ-small in
P2 by Lemma 5.1.1(4). So (p;P2) is a projective δ-cover of P/N .
The implication (2)⇒ (3) is trivial, and (1)⇒ (4) follows by Lemma 5.1.4. The im-
plications (3)⇒ (5), and (4)⇒ (5) are obvious. Since P is projective, the implication
(5) ⇒ (2) holds by [32, Proposition 3.2], which says that a projective module M is
δ-lifting if and only if every submodule of M has a δ-supplement.
The next theorem shows that the investigation of δ-semiperfect modules can essentially
be reduced to projective δ-semiperfect modules. Its analog for semiperfect modules
was proved by Mares (see Theorem 1.2.18).
Theorem 5.1.6. Let P
α→ M → 0 be a projective δ-cover of M. The following are
equivalent:
1. M is δ-semiperfect.
2. P is δ-semiperfect.
Proof. (2)⇒ (1). The implication is clear by the definition of δ-semiperfect modules.
(1)⇒ (2). By Lemma 5.1.5, it suffices to show that P is weakly δ-supplemented. Let
A ⊆ P , and consider the epimorphism g = pi ◦ α : P α→ M pi→ M/α(A) where pi is
the natural homomorphism. By hypothesis, M/α(A) has a projective δ-cover. So, by
Lemma 5.1.3, we have P = P1⊕P2 such that g1 = g|P1 : P1 →M/α(A) is a projective
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δ-cover and P2 ⊆ ker(g). From g(P ) = g(P1), it follows that P = P1 + ker(g).
As ker(g) = ker(pi ◦ α) = α−1(kerpi) = α−1(α(A)) = A + ker(α), it follows that
P = P1 + A + ker(α). Since ker(α) is δ-small in P we have P = (P1 + A) ⊕ Y
for a projective semisimple submodule Y with Y ⊆ ker(α). Next we verify that
P1 ⊕ Y is a δ-supplement of A, i.e., A ∩ (P1 ⊕ Y ) δ P1 ⊕ Y . We first note that
A ∩ (P1 ⊕ Y ) = A ∩ P1. Indeed, if a = p1 + y where a ∈ A, p1 ∈ P1 and y ∈ Y , then
y = a− p1 ∈ A+ P1, so y ∈ Y ∩ (A+ P1) = 0.
We check that P1 ∩ (A + ker(α)) ⊆ ker(g1). Let p1 = a + k where p1 ∈ P1, a ∈ A
and k ∈ ker(α). Then g1(p1) = g(p1) = g(a) + g(k) = g(a) = pi ◦ α(a) = 0. Hence
P1 ∩ (A + ker(α)) ⊆ ker(g1). As ker(g1) δ P1, we have P1 ∩ (A + ker(α)) δ P1.
Since A ∩ (P1 ⊕ Y ) = A ∩ P1 and A ∩ P1 ⊆ P1 ∩ (A + ker(α)), it follows that
A ∩ (P1 ⊕ Y )δ P1 ⊕ Y , as required.
Note that in general a δ-lifting module need not be δ-semiperfect. For instance, the
simple module Zp (p is a prime) over Z is δ-lifting, but it does not have a projective
δ-cover.
Every nonzero projective module contains a maximal submodule (see [4, Proposition
17.14]). As argued in the proof of [4, Proposition 17.14], one can show that every
non-semisimple projective module contains an essential maximal submodule, that is,
Lemma 5.1.7. Let P be a projective right R-module. Then P = δ(P ) if and only if
P is semisimple. In particular, if P = X ⊕ Y with X ⊆ δ(P ), then X is semisimple.
Proof. Let P be a projective semisimple right R-module. Following Lemma 5.1.1(1),
we have xR is δ-small in P for all x ∈ P . So P = δ(P ) by Lemma 5.1.2(1). For the
other direction, assume P = δ(P ), we will show that P is semisimple. Indeed, take a
suitable projective module Q such that P ⊕ Q is a free R-module F = ⊕i∈ΩeiR. By
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Lemma 5.1.2(5), δ(P ) = Pδ(R). Let x =
∑n
i=1 eiri ∈ P . To simplify notion, we shall
use integers for elements of the indexing set Ω. Let pi be the projection of F = P ⊕Q
onto P . Since P = Pδ(R), we can write pi(ei) =
∑m
j=1 ejaij where aij ∈ δ(R) and
m ≥ n is an integer. Then
x = pi(x) =
n∑
i=1
pi(ei)ri =
m∑
j=1
ej
( n∑
i=1
aijri
)
Comparing this with x =
∑n
j=1 ejrj, we get a system of n equations

1− a11 −a12 · · · −a1n
−a21 1− a22 · · · −a2n
...
...
...
...
−an1 −an2 · · · 1− ann


r1
r2
...
rn

=

0
0
...
0

(5.1)
For a ∈ R, we write a = a+ soc(RR) ∈ R/soc(RR). Then we have

1− a11 −a12 · · · −a1n
−a21 1− a22 · · · −a2n
...
...
...
...
−an1 −an2 · · · 1− ann


r1
r2
...
rn

=

0
0
...
0

(5.2)
Note that J
(
R/soc(RR)
)
= δ
(
R)/soc(RR
)
by [53, Proposition 2.13]. The coeffi-
cient matrix of the linear system (5.2) is In −

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
...
an1 an2 · · · ann

, which is in
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1 + J
(
Mn
(
R/soc(RR)
))
. So it is invertiable, and hence

r1
r2
...
rn

= 0. It follows
that ri ∈ soc(RR) for i = 1, . . . , n. So xR ⊆
∑n
i=1 ei · soc(RR). Note that each
ei · soc(RR) is the image of the semisimple module soc(RR). Then xR is a semisimple
module. Thus P is semisimple. In particular, if P = X ⊕ Y with X ⊆ δ(P ), then
X = X ∩ δ(P ) = δ(X), so X is semisimple.
Corollary 5.1.8. Let P be a projective δ-semiperfect module. Then δ(P ) is δ-small
in P.
Proof. If P = δ(P ), then P is (projective) semisimple by Lemma 5.1.7, so δ(P ) =
P δ P . Otherwise, we have δ(P ) 6= P . Since P is δ-lifting (Lemma 5.1.5), we have
a decomposition P = P1 ⊕ P2 with P1 ⊆ δ(P ) and δ(P ) ∩ P2 δ P2. The natural
projection pi : P → P1 sends δ(P ) to δ(P1), so P1 = δ(P1). By Lemma 5.1.7, P1 is
semisimple, so P1 δ P1. Thus, δ(P ) = P1 ⊕ (δ(P ) ∩ P2)δ P1 ⊕ P2 = P .
Lemma 5.1.9. Let f : M → N → 0 be an epimorphism of modules.
1. If ker(f)M , then f−1(X)M for any X  N .
2. If ker(f)δ M , then f−1(X)δ M for any X δ N .
Proof. (1) Let X be a small submodule of N . Assume M = f−1(X) + A where
A ⊆ M . Then N = X + f(A) = f(A), so M = A + ker(f) = A (as ker(f)  M).
Thus, f−1(X) is small in M , as required.
(2) Let X be a δ-small submodule of N . Assume M = f−1(X) + A where M/A
singular. Then N = X + f(A). As f is an epimorphism, it induces an epimorphism
97
M/A → N/f(A) → 0, and it follows that N/f(A) is singular. As X is δ-small in
N , we have N = f(A). So M = A + ker(f). As ker(f) δ M , M = A ⊕ S where
S ⊆ ker(f) is projective semisimple. Thus, S ∼= M/A is singular, and it must be that
S = 0. So A = M , and hence f−1(X) is δ-small in M .
Lemma 5.1.10. If f : M → N is an epimorphism and ker(f) δ δ(M), then
f(δ(M)) = δ(N).
Proof. This is by Lemmas 5.1.2(2) and 5.1.9(2).
Proposition 5.1.11. If M is a δ-semiperfect module, then δ(M)δ M and M/δ(M)
is semisimple.
Proof. Let P
α→ M → 0 be a projective δ-cover of M . By Theorem 5.1.6, P is δ-
semiperfect, so δ(P )δ P by Corollary 5.1.8. Since ker(α)δ P , we have α(δ(P )) =
δ(M) by Lemma 5.1.10. Hence, by Lemma 5.1.1, δ(M) is δ-small in M .
By Lemma 5.1.4, M is δ-supplemented. Let δ(M) ⊆ N ⊆ M . There exists X ⊆ M
such that M = N + X and N ∩ X δ X. So N ∩ X δ M . Then M/δ(M) =
N/δ(M)+(X+δ(M))/δ(M) = N/δ(M)⊕(X+δ(M))/δ(M) because N∩(X+δ(M)) =
(N ∩X) + δ(M) = δ(M). So M/δ(M) is semisimple.
A module X is said to has the exchange property if, for any module M and any two
direct sum decompositions M = X ⊕ Y = ⊕i∈IAi, there exist submodules A′i ⊆ Ai
such that M = X ⊕ (⊕i∈IA′i). If this condition holds for finite sets I, the module X
is said to have the finite exchange property (see [11]).
Lemma 5.1.12. Let P
α→ M → 0 be a projective δ-cover and M = ⊕i∈IMi be a
direct sum decomposition. If, for each i ∈ I, there exist a projective module Qi and
a homomorphism θi : Qi → Mi → 0 where ker(θi) ⊆ δ(Qi), then the decomposition
M = ⊕i∈IMi can be lifted to a direct sum decomposition of P .
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Proof. Let Q = ⊕i∈IQi and θ = ⊕i∈Iθi. As Q is projective, there exists h : Q → P
such that α ◦ h = θ. Since θ is onto, P = h(Q) + ker(α). As ker(α) is δ-small in
P , P = h(Q) ⊕ S where S ⊆ ker(α) is semisimple. Thus, h(Q) is projective, so
h : Q → h(Q) splits, i.e., there exists h′ : h(Q) → Q such that h ◦ h′ = 1h(Q). Hence
Q = ker(h) ⊕ Q′ with Q′ = h′(h(Q)). Note that ker(h) ⊆ ker(θ) = ⊕i∈Iker(θi) ⊆
⊕i∈Iδ(Qi) = δ(Q). By Lemma 5.1.7, ker(h) is semisimple, and hence is quasi-injective.
By a result of Fuchs [15, Theorem 3] that every quasi-injective module satisfies the
exchange property, ker(h) is a module satisfying the exchange property. Therefore,
from Q = ker(h) ⊕ Q′ = ⊕i∈IQi, we have Q = ker(h) ⊕ (⊕i∈IAi) where Ai ⊆ Qi for
all i ∈ I. Let A = ⊕i∈IAi. One easily sees that h|A : A → h(A) is an isomorphism,
so h(Q) = h(A) = ⊕i∈Ih(Ai). We check that M = ⊕i∈IMi = θ(Q) = θ(A) =
∑
θ(Ai)
with θ(Ai) ⊆ Mi for all i ∈ I. It follows that Mi = θ(Ai) = pi(h(Ai)) for all i ∈ I.
Take i0 ∈ I, and let K = I \ {i0}. Then P = h(Q)⊕S = (S⊕h(Ai0))⊕ (⊕i∈Kh(Ai)),
and Mi0 = α(S ⊕ h(Ai0)) and Mi = α(h(Ai)) for all i ∈ K. The claim is verified.
Corollary 5.1.13. Let P
α→ M → 0 be a projective δ-cover of M . If M is δ-
semiperfect, then every direct sum decomposition of M can be lifted to a direct sum
decomposition of P .
Proof. Let M = ⊕i∈IMi be a direct sum decomposition. As M is δ-semiperfect, each
Mi has a projective δ-cover Qi
θi→ Mi → 0, so ker(θi) ⊆ δ(Qi). Hence, by Lemma
5.1.12, the decomposition M = ⊕i∈IMi can be lifted to a direct sum decomposition
of P .
The following characterization of a δ-semiperfect module is of interest both for the
structure of such a module and for determining whether a given module is δ-semiperfect.
Theorem 5.1.14. Let M be a module and pi : M → M/δ(M) be the natural homo-
morphism. The following are equivalent:
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1. M is δ-semiperfect.
2. δ(M) is δ-small in M, M/δ(M) is semisimple, and there is a projective δ-cover
P
α→ M → 0 such that every direct summand of M/δ(M) is the image of a
direct summand of P under pi ◦ α.
3. δ(M) is δ-small in M, M/δ(M) is semisimple, and there is a projective δ-cover
P
α→M → 0 such that every direct sum decomposition of M/δ(M) can be lifted
to a direct sum decomposition of P via pi ◦ α.
Proof. (1) ⇒ (3). By Proposition 5.1.11, δ(M) is δ-small in M and M/δ(M) is
semisimple. Let P
α→ M → 0 be a projective δ-cover. It remains to show that every
direct sum decomposition of M/δ(M) can be lifted to a direct sum decomposition of
P . As M/δ(M) is δ-semiperfect (being an image of M), by Corollary 5.1.13, it suffices
to show that P
pi◦α→ M/δ(M)→ 0 is a projective δ-cover. That is, ker(pi ◦α) is δ-small
in P . Note that ker(pi ◦ α) = α−1(δ(M)). As δ(M) δ M (see Proposition 5.1.11)
and ker(α) δ P , we have α−1(δ(M)) δ P by Lemma 5.1.9. This is, ker(pi ◦ α) is
δ-small in P .
(3)⇒ (2). The implication is clear.
(2) ⇒ (1). By Lemma 5.1.5 and Theorem 5.1.6, it suffices to show that P is weakly
δ-supplemented. By Lemma 5.1.10, α(δ(P )) = δ(M). Moreover, as seen in the
proof of “(1) ⇒ (3)”, ker(pi ◦ α) = α−1(δ(M)) is δ-small in P . It follows that
δ(P ) = α−1(δ(M)). So
α¯ : P/δ(P )→M/δ(M); x+ δ(P ) 7→ α(x) + δ(M)
is an isomorphism. In particular, P/δ(P ) is semisimple.
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Let X ⊆ P . We have P/δ(P ) = (X + δ(P ))/δ(P ) ⊕ Y/δ(P ). So, α(Y )/δ(M) =
α¯(Y/δ(P )) is a direct summand of M/δ(M). By hypothesis, there exists a direct
summand B ⊆⊕ P such that α(Y )/δ(M) = (pi ◦ α)(B) = (α(B) + δ(M))/δ(M) =
α(B + δ(P ))/δ(M). This gives α(Y ) = α(B + δ(P )), implying Y = B + δ(P ). Thus,
P = X + Y + δ(P ) = X +B + δ(P ). Since δ(P )δ P (as seen above), there exists a
projective semisimple submodule H of δ(P ) such that P = (X+B)⊕H = X+(B⊕H).
We show that B ⊕ H is a δ-supplement of X in P , i.e., X ∩ (B ⊕ H) δ B ⊕ H.
Indeed, from the decomposition P/δ(P ) = (X + δ(P ))/δ(P )⊕Y/δ(P ), we have (X +
δ(P )) ∩ Y ⊆ δ(P ), implying that X ∩ B ⊆ X ∩ (B + δ(P )) = X ∩ Y ⊆ δ(P ). Note
that X ∩ (B ⊕H) = X ∩ B, because x = b + h with x ∈ X, b ∈ B and h ∈ H gives
that h = x − b ∈ H ∩ (X + B) = 0. So we have X ∩ (B ⊕H) ⊆ δ(P ) δ P . Since
B is a direct summand of P , it follows that X ∩ (B ⊕ H) = X ∩ B δ B. Thus
X ∩ (B ⊕H) = X ∩B δ B ⊕H, as required.
Corollary 5.1.15. The following are equivalent for a projective module P :
1. P is δ-semiperfect.
2. δ(P ) is δ-small in P, P/δ(P ) is semisimple, and every direct summand of
P/δ(P ) is the image of a direct summand of P under the natural homomor-
phism P → P/δ(P ).
3. δ(P ) is δ-small in P, P/δ(P ) is semisimple, and every direct sum decomposition
of P/δ(P ) can be lifted to a direct sum decomposition of P .
For a ring R, it is always true that δ(R) is δ-small in RR. So Corollary 5.1.15 naturally
extends the structure of a δ-semiperfect ring which, contained in [63, Theorem 3.6],
says that a ring R is δ-semiperfect if and only if R/δ(R) is semisimple and idempotents
lift modulo δ(R).
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Another characterization of a projective δ-semiperfect module is given below.
Theorem 5.1.16. Let P be a projective module. Then P is δ-semiperfect if and only
if
1. every proper submodule of P is contained in a maximal submodule of P, and
2. every simple factor module of P has a projective δ-cover.
Proof. (⇒). Let A be a proper submodule of P . Since P is δ-lifting, there exists a
decomposition P = P1⊕P2 such that P1 ⊆ A and A∩P2 δ P . So, A = P1⊕(A∩P2).
If δ(P2) = P2 then P2 is semisimple. As a proper submodule of P2, A∩P2 is contained
in a maximal submodule of P2. So A is contained in a maximal submodule of P .
If δ(P2) 6= P2, then P2 has an essential maximal submodule N . Let f : P → P/A
be the natural homomorphism. Then f |P2 : P2 → P/A is a projective δ-cover and
ker(f |P2) ⊆ δ(P2) ⊆ N . Thus, f(N) is a maximal submodule of P/A, so A is
contained in a maximal submodule of P . So (1) holds. We have (2) by the definition
of a δ-semiperfect module.
(⇐). By Lemma 5.1.2, δ(P ) is δ-small in P . Next we show that P/δ(P ) is semisimple.
By Lemma 5.1.7, we can assume that δ(P ) 6= P . Let pi : P → P/δ(P ) be the
natural epimorphism. Assume that P/δ(P ) is not semisimple. Then P/δ(P ) has a
proper essential submodule K, so pi−1(K) is a proper essential submodule of P . By
hypothesis, pi−1(K) is contained in a maximal submodule A of P and P/A has a
projective δ-cover. By Lemma 5.1.3, we have P = X ⊕ Y such that pi|X : X → P/A
is a projective δ-cover and Y ⊆ ker(pi|X). So X ∩ A = ker(pi|X) ⊆ δ(X) ⊆ δ(P )
and Y ⊆ δ(P ). Therefore, P/δ(P ) = (A + X)/δ(P ) = A/δ(P ) ⊕ (X + δ(P ))/δ(P ).
As A/δ(P ) is essential in P/δ(P ), X ⊆ δ(P ). It follows that P = δ(P ). This is a
contradiction.
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To finish the proof, by Corollary 5.1.15 it suffices to show that every direct sum
decomposition of P/δ(P ) can be lifted to a direct sum decomposition of P . Let
P/δ(P ) = ⊕i∈ICi be a direct sum decomposition. As P/δ(P ) is semisimple, each
Ci is semisimple, so write Ci = ⊕j∈JSj as a direct sum of simples. As a simple
factor of P , Sj has a projective δ-cover Pj
fi→ Sj → 0, so ker(fj) ⊆ δ(Pj). Hence,
with Qi = ⊕j∈JPj and θ = ⊕j∈Jfj, we have Qi θi→ Ci → 0 with Qi projective and
ker(θi) ⊆ δ(Qi). By Lemma 5.1.12, the decomposition P/δ(P ) = ⊕i∈ICi can be lifted
to a direct sum decomposition of P .
Theorem 5.1.16 has the following self-strengthening.
Theorem 5.1.17. A module M is δ-semiperfect if and only if
1. M has a projective δ-cover, and
2. every proper submodule of M is contained in a maximal submodule of M, and
3. every simple factor module of M has a projective δ-cover.
Proof. (⇒). Suppose that M is δ-semiperfect. Then M has a projective δ-cover, say
P
α→ M → 0. By Theorem 5.1.6, P is δ-semiperfect. So, by Theorem 5.1.16, every
simple factor module of P has a projective δ-cover and every proper submodule of P
is contained in a maximal submodule of P . It follows that every simple factor module
of M has a projective δ-cover. If X is a proper submodule of M , then α−1(X) is a
proper submodule of P , and so α−1(X) is contained in a maximal submodule Q of
P . Note that ker(α) ⊆ α−1(X). We deduce that α(Q) is a maximal submodule of M
and X ⊆ α(Q).
(⇐). Let P α→M → 0 be a projective δ-cover of M . By Theorem 5.1.6, it suffices to
show that P is δ-semiperfect. We will verify this by showing that P satisfies (1) and
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(2) of Theorem 5.1.16. Let A be a proper submodule of P . If α(A) 6= M , then α(A)
is contained in a maximal submodule N of M . So α−1(N) is a maximal submodule
of P and A ⊆ α−1(N). If α(A) = M , then P = A + ker(α). As ker(α) δ P ,
P = A⊕B where B ⊆ ker(α) is projective semisimple. It follows that A is contained
in a maximal submodule of P .
Let X be a maximal submodule of P . If ker(α) ⊆ X, then P/X is a simple factor
module of M , so it has a projective δ-cover. If ker(α) * X, then P = X + ker(α), so
P = X ⊕ S where S ⊆ ker(α) is projective simple. It follows that P/X is projective,
which has a projective δ-cover. Hence, by Theorem 5.1.16, P is δ-semiperfect.
In [38, Theorem 5.2], Mares proved that a direct sum P = ⊕i∈IPi of projective
semiperfect modules Pi is semiperfect if and only if rad(P ) is small in P . Here we
have
Theorem 5.1.18. A direct sum M = ⊕i∈IMi of modules is δ-semiperfect if and only
if every Mi is δ-semiperfect, M has a projective δ-cover and δ(M)δ M .
Proof. The necessity is clear. To prove the sufficiency, let P
α→M → 0 be a projective
δ-cover. By Theorem 5.1.6, it suffices to show that P is δ-semiperfect.
Let pi : M →M/δ(M) be the natural homomorphism. As δ(M)δ M , α−1(δ(M))δ
P by Lemma 5.1.9. As ker(pi ◦ α) = α−1(δ(M)), P pi◦α→ M/δ(M) → 0 is a projective
δ-cover of M/δ(M). Moreover, α(δ(P )) = δ(M) implies that δ(P ) ⊆ ker(pi ◦ α),
so δ(P ) = ker(pi ◦ α) is δ-small in P and P/δ(P ) ∼= M/δ(M) ∼= ⊕i∈IMi/δ(Mi) is
semisimple, as each Mi is δ-semiperfect.
To finish the proof, by Corollary 5.1.15 it suffices to show that every direct sum
decomposition of P/δ(P ) can be lifted to a direct sum decomposition of P . The
argument is almost the same as the one in the last part of the proof of Theorem 5.1.16.
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Let P/δ(P ) = ⊕i∈ICi be a direct sum decomposition. As P/δ(P ) is semisimple, each
Ci is semisimple, so write Ci = ⊕j∈JSj as a direct sum of simples. Each Sj must be
a factor module of Mk for some k ∈ I, so it has a projective δ-cover Pj fj→ Sj → 0,
with ker(fj) ⊆ δ(Pj). Hence, with Qi = ⊕j∈JPj and θi = ⊕j∈Jfj, we have Qi θi→
Ci → 0 with Qi projective and ker(θi) ⊆ δ(Qi). By Lemma 5.1.12, the decomposition
P/δ(P ) = ⊕i∈ICi can be lifted to a direct sum decomposition of P .
Corollary 5.1.19. A direct sum M = ⊕i∈IMi of projective δ-semiperfect modules Mi
is δ-semiperfect if and only if δ(M)δ M .
The proof of Theorem 5.1.14 can be adapted to generalize Mares Theorem [38, The-
orem 5.1] as follows.
Theorem 5.1.20. Let M be a module and pi : M → M/rad(M) be the natural
homomorphism. The following are equivalent:
1. M is semiperfect.
2. rad(M) is small in M, M/rad(M) is semisimple, and there is a projective cover
P
α→ M → 0 such that every direct summand of M/rad(M) is the image of a
direct summand of P under pi ◦ α.
3. rad(M) is small in M, M/rad(M) is semisimple, and there is a projective cover
P
α→ M → 0 such that every direct sum decomposition of M/rad(M) can be
lifted to a direct sum decomposition of P via pi ◦ α.
The proof of Theorem 5.1.17 can be adapted to generalize Nicholson’s Theorem [47,
Theorem] as follows.
Theorem 5.1.21. A module M is semiperfect if and only if
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1. M has a projective cover, and
2. every proper submodule of M is contained in a maximal submodule of M, and
3. every simple factor module of M has a projective cover.
The proof of Theorem 5.1.18 can be adapted to generalize Mares’ result [38, Theorem
5.2] as follows.
Theorem 5.1.22. A direct sum M = ⊕i∈IMi is semiperfect if and only if every Mi
is semiperfect, M has a projective cover and rad(M)M .
Note that a δ-semiperfect module need not be projective. Indeed, if R is a right δ-
semiperfect ring that is not semisimple Artinian, then R/I is not projective for some
right ideal I of R. But R/I is δ-semiperfect.
Recall that a module M is local if M has a unique maximal submodule which is also
a small submodule of M . It is known that a ring R is semiperfect if and only if RR
is a direct sum of local modules. It is also known that every projective semiperfect
module P has a direct sum decomposition of local modules (which is what is lifted
from the direct sum decomposition of the semisimple module P/rad(P ) as a direct
sum of simple modules). Combining this with Mares’ result [38, Theorem 5.2] for
direct sum of projective semiperfect modules, we have that a module P is projective
semiperfect if and only if P is a direct sum of projective local modules and rad(P ) is
small in P . An analogous result for projective δ-semiperfect modules can be reported.
In [62], an epimorphism f : P → M is called a cover of module M if ker(f)  P .
Noting that a module M is local if and only if M is a cover of a simple module, we call
a module M a δ-local3 module if M is a δ-cover of a simple module, i.e., there is an
3This terminology has been used differently in [8]
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epimorphism from M to a simple module with δ-small kernel. Then every projective
δ-local module is δ-semiperfect, and we have:
Corollary 5.1.23. A module P is projective δ-semiperfect if and only if P is a direct
sum of projective δ-local modules with δ(P )δ P .
Proof. The sufficiency follows from Corollary 5.1.19. For the necessity, P is a projec-
tive δ-cover of P/δ(P ) via the natural homomorphism pi. Being semisimple, P/δ(P )
has a direct sum decomposition as a direct sum of simple modules. By Corollary
5.1.15, this direct sum decomposition can be lifted to a direct sum decomposition of
P , which is a direct sum of projective δ-local modules.
5.2 δ-semiperfect modules that are δ-lifting
Recall that a module M is lifting if for any submodule N of M , there exists a decom-
position M = M1 ⊕M2 such that M1 ⊆ N and N ∩M2 is small in M . It is proved
in Theorem 4.1.6 that a semiperfect module is lifting if and only if the module has
a projective cover preserving direct summands. In this section, the δ-version of this
result is proved. We need the following characterization of a δ-lifting module. Note
that it is known that a module is lifting if and only if it is supplemented and every
supplement submodule is a direct summand (see Lemma 4.1.1(3)).
Proposition 5.2.1. The following are equivalent for a module M :
1. M is δ-lifting.
2. M is δ-supplemented and every δ-supplement submodule of M is a direct sum
of a direct summand of M and a projective semisimple module.
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Proof. (1) ⇒ (2). By Lemma 5.1.4, M is δ-supplemented. Let P be a δ-supplement
submodule of M . There exists K ⊆M such that M = K+P with P∩K δ P . Write
P = L⊕T with L ⊆⊕ M and T δ M . It follows that M = (K+L)+T = (K+L)⊕T ′,
where T ′ ⊆ T and T ′ is projective semisimple. Then M = K + (L⊕ T ′). By modular
law, we have P = P ∩M = P ∩K+(L⊕T ′). As P ∩K δ P , we have P = P ′⊕L⊕T ′,
where P ′ ⊆ (P ∩K) and P ′ is projective semisimple. Hence P = L⊕ (P ′⊕T ′), where
L ⊆⊕ M and P ′ ⊕ T ′ is projective semisimple.
(2)⇒ (1). Let A ⊆M . By hypothesis, there exists B ⊆M such that M = A+B and
A∩B δ B, and further A contains a δ-supplement M1 of B. That is, M = M1 +B
where M1 ⊆ A and B∩M1 δ M1. Again by hypothesis, we have M1 = D⊕D′ where
D ⊆⊕ M and D′ is projective semisimple. Write M = D ⊕M2 with the projection
pi : M → M2. By modular law, we have A = A ∩ (D ⊕M2) = D ⊕ (A ∩M2), and
A = A ∩ (M1 + B) = M1 + A ∩ B. Hence, A ∩M2 = pi(A) = pi(M1) + pi(A ∩ B) =
pi(D′) + pi(A ∩ B). Being projective semisimple, D′ is δ-small in M . Moreover,
A ∩ B δ M (as A ∩ B δ B). Thus we see that pi(D′) and pi(A ∩ B) are δ-small
submodules inM2. SoA = D⊕(A∩M2) whereD ⊆⊕ M andA∩M2 = pi(D′)+pi(A∩B)
is δ-small in M2.
Corollary 5.2.2. Let A be a submodule of M . If A = N ⊕ S , where N ⊆⊕ M and
S is projective semisimple submodule, then A is a δ-supplement submodule of M .
Proof. Write M = N ⊕N ′ with the projection pi : M → N ′. We show that A is a δ-
supplement of N ′. Indeed, we have M = A+N ′ and A∩N ′ ⊆ pi(A) = pi(N)+pi(S) =
pi(S), which is a projective semisimple module. So A ∩ N ′ is projective semisimple,
and hence A ∩N ′ δ A.
Thus, for a δ-lifting module M , a submodule of M is a δ-supplement if and only if it
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is a direct sum of a direct summand of M and a projective semisimple submodule.
Lemma 5.2.3. Let M be a δ-semiperfect module with a projective δ-cover P
α→M →
0. If N is a δ-supplement submodule of M , then N = α(X)⊕N ′ where X ⊆⊕ P and
N ′ ⊆M is projective semisimple.
Proof. Let N be a δ-supplement submodule of M . Then there exists A ⊆ M such
that M = A+N and A∩N δ N . Thus, P = α−1(A) +α−1(N), and α−1(A∩N) =
α−1(A) ∩ α−1(N) is δ-small in P by Lemma 5.1.9. By Lemma 5.1.5 and Theorem
5.1.6, P is δ-lifting. By Proposition 5.2.1, α−1(N) = X ⊕ Y where X ⊆⊕ P and
Y δ P . Then P = α−1(A)+X+Y = (α−1(A)+X)⊕Y ′ where Y ′ ⊆ Y is projective
semisimple. So α−1(N) = (X + Y ′) + α−1(A) ∩ α−1(N) = (X + Y ′) + α−1(A ∩ N).
Hence, N = α(α−1(N)) = α(X) + α(Y ′) + A ∩ N . As A ∩ N δ N , by Lemma
5.1.1 we have N = (α(X) + α(Y ′)) ⊕ B where B ⊆ A ∩ N is projective semisimple.
So α(Y ′) + B is projective semisimple, and hence N = α(X) ⊕ Z for a projective
semisimple submodule Z of N .
Lemma 5.2.4. Let M be a module with a projective δ-cover P
α→ M → 0. If M
is δ-lifting, then α(X) is a direct sum of a direct summand of M and a projective
semisimple module, for all X ⊆⊕ P .
Proof. Suppose P = P1 ⊕ P2. Then M = α(P1) + α(P2). Since M is δ-lifting, by
Proposition 5.2.1, there exist direct summands M1,M2 of M and δ-small submodules
S1, S2 in M such that α(P1) = M1⊕S1 and α(P2) = M2⊕S2. Thus M = (M1 +M2 +
S2) + S1 = (M1 +M2 + S2)⊕ Z1, where Z1 ⊆ S1 is projective semisimple. Moreover,
M = ((M1 + M2)⊕ Z1) + S2 = ((M1 + M2)⊕ Z1)⊕ Z2, where Z2 ⊆ S2 is projective
semisimple. So M = (M1 ⊕ Z1) + (M2 ⊕ Z2). Next we show that α(P1) = M1 ⊕ Z ′1
where Z ′1 is projective semisimple.
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Note that Mi ⊕ Zi = α(α−1(Mi ⊕ Zi)), so Mi ⊕ Zi = α(α−1(Mi ⊕ Zi)) ∩ α(Pi) ⊇
α(α−1(Mi ⊕ Zi) ∩ Pi). If x ∈ Mi ⊕ Zi, write x = α(y) with y ∈ Pi. Then y ∈
α−1(Mi⊕Zi)∩Pi, so x = α(y) ∈ α(α−1(Mi⊕Zi)∩Pi). Hence, Mi⊕Zi = α(α−1(Mi⊕
Zi)∩ Pi), i.e., α(α−1(Mi ⊕Zi)) = α(Qi) with Qi = α−1(Mi ⊕Zi)∩ Pi. It follows that
α−1(Mi ⊕ Zi) = Qi + ker(α). So, from M = (M1 ⊕ Z1) + (M2 ⊕ Z2), we obtain P =
α−1(M1⊕Z1)+α−1(M2⊕Z2) = (Q1⊕Q2)+ker(α). As ker(α)δ P , P = Q1⊕Q2⊕Z,
where Z ⊆ ker(α) is projective semisimple. Then P1 = Q1 ⊕ (P1 ∩ (Q2 ⊕ Z)).
We verify that P1∩(Q2⊕Z) is projective semisimple. To see this, let pi : P → Pi be the
natural projection. Then pi(Z) is semisimple, as Z is semisimple. If x ∈ P1∩(Q2⊕Z),
write x = y+z where y ∈ Q2 and z ∈ Z. Then z = x−y with x ∈ P1 and y ∈ P2. Thus
x ∈ p1(Z), and so xR is semisimple. Hence P1 ∩ (Q2⊕Z) is projective semisimple, so
α(P1 ∩ (Q2 ⊕ Z)) is projective semisimple.
As P1 = Q1⊕(P1∩(Q2⊕Z)), we have M1⊕S1 = α(P1) = α(Q1)+α(P1∩(Q2⊕Z)) ⊆
M1 +Z1 +α(P1∩ (Q2⊕Z)) = M1 +N , where N = Z1 +α(P1∩ (Q2⊕Z)) is projective
semisimple. So α(P1) = M1 + α(P1) ∩ N . As α(P1) ∩ N is projective semisimple,
α(P1) = M1 ⊕ Z ′1 where Z ′1 is projective semisimple.
Theorem 5.2.5. Let M be a δ-semiperfect module. The following are equivalent:
1. M is δ-lifting.
2. M has a projective δ-cover P
α→ M → 0 such that α(X) is a direct sum of
a direct summand of M and a projective semisimple submodule of M for any
X ⊆⊕ P .
3. M has a projective δ-cover P
α→ M → 0 such that α(X) is a direct sum of
a direct summand of M and a projective semisimple submodule of M for any
δ-supplement submodule X of P .
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Proof. (1) ⇒ (3). Let P α→ M → 0 be a projective δ-cover for M , and let Z be a
δ-supplement submodule of P . By Lemma 5.1.5 and Theorem 5.1.6, P is δ-lifting.
So, by Proposition 5.2.1, Z = X ⊕ S where X ⊆⊕ P and S is projective semisimple.
Then α(Z) = α(X) + α(S). By Lemma 5.2.4, α(X) = A ⊕ B where A ⊆⊕ M and
B is projective semisimple. So α(Z) = A + (B + α(S)). As B + α(S) is projective
semisimple, α(Z) = A⊕ C where C is projective semisimple.
(3)⇒ (2). The implication is clear.
(2)⇒ (1). Since M is δ-semiperfect, M is δ-supplemented by Lemma 5.1.4. Let N be
a δ-supplement submodule of M . By Lemma 5.2.3, N = α(X) ⊕N1 where X ⊆⊕ P
and N1 ⊆M is projective semisimple. By hypothesis, α(X) = A⊕N2 where A ⊆⊕ M
and N2 is projective semisimple. So, N = A ⊕ (N1 ⊕ N2) is a direct sum of a direct
summand of M and a projective semisimple submodule of M . Hence, by Proposition
5.2.1, M is δ-lifting.
Corollary 5.2.6. The following are equivalent for a ring R:
1. Every cyclic right R-module is δ-lifting.
2. R is a right δ-semiperfect ring and every cyclic right R-module M has a projec-
tive δ-cover P
α→ M → 0 such that α(X) is a direct sum of a direct summand
of M and a projective semisimple submodule of M for any X ⊆⊕ P .
Proof. Note that either (1) or (2) implies that R is right δ-semiperfect and so every
cyclic right R-module is δ-semiperfect. Thus, the equivalence follows from Theorem
5.2.5.
Recall that a ring R is semilocal if R/J(R) is semisimple artinian. A module M is
called semilocal if M/rad(M) is semisimple. In [8], Bu¨yu¨kasik and Lomp proved that
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a ring R is semiperfect if and only if it is semilocal, δ-semiperfect.
Proposition 5.2.7. The following are equivalent for a projective module P :
1. P is semiperfect.
2. P is δ-semiperfect and P/rad(P ) is semisimple.
3. P is δ-semiperfect and δ(P ) = P1 ⊕ rad(P ), where P1 ⊆⊕ P .
Proof. (1)⇒ (3). It is well-known that every projective semiperfect module is lifting.
Thus, there is a direct sum decomposition P = P1 ⊕ P2 such that P1 ⊆ δ(P ) and
δ(P ) ∩ P2  P . As rad(P ) ⊆ δ(P ), it follows that δ(P ) = P1 + rad(P ). But
P1 is (projective) semisimple by Lemma 5.1.7, so P1 ∩ rad(P ) = 0. Hence δ(P ) =
P1 ⊕ rad(P ).
(3)⇒ (2). It suffices to show that P/rad(P ) is semisimple. Write P = P1⊕P2. Then
rad(P ) = rad(P1) ⊕ rad(P2) and δ(P ) = δ(P1) ⊕ δ(P2). So δ(P ) = P1 ⊕ rad(P ) =
P1+rad(P1)+rad(P2) = P1⊕rad(P2). It follows that δ(P2) = rad(P2) and P1 = δ(P1).
So P1 is (projective) semisimple by Lemma 5.1.7, and hence rad(P ) = rad(P1) ⊕
rad(P2) = rad(P2). As P2 is δ-semiperfect, P2/δ(P2) is semisimple by Proposition
5.1.11. Hence, P/rad(P ) ∼= P1 ⊕ P2/rad(P2) = P1 ⊕ P2/δ(P2) is semisimple.
(2) ⇒ (1). By Theorem 1.2.18, a projective module is semiperfect if and only if it
is weakly supplemented, i.e., every submodule has a supplement. By Lemma 5.1.5,
a projective module is δ-semiperfect if and only if it is weakly δ-supplemented. It
is shown in [8, Proposition 4.2] that a projective semilocal, weakly δ-supplemented
module with small radical is weakly supplemented. Hence, to show the implication,
it suffices to show that rad(P ) is small in P . Assume that P = X + rad(P ) for
a submodule X of P . As rad(P ) ⊆ δ(P ) and δ(P ) δ P (by Corollary 5.1.8),
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rad(P ) δ P . So, by Lemma 5.1.1, P = X ⊕ Y where Y ⊆ rad(P ) is projective
semisimple. It follows that Y = 0. Hence, P = X, and so rad(P ) P .
Remark 5.2.8. The assumption that P is projective in Proposition 5.2.7 can not
be removed. Indeed, if F is a field and Q =
∏∞
i=1 Fi is the direct product of rings
with each Fi = F , let R = 〈⊕iFi, 1Q〉 be the subring of Q generated by ⊕iFi and
1Q, and let MR = R/I where I = ⊕iFi. Then MR is a singular simple module, so
δ(M) = rad(M) = 0. As δ(RR) = I, RR is a projective δ-cover of M , so MR is
δ-semiperfect. Note that MR and (Fi)R (i = 1, 2, . . .) are all the simple R-modules,
and each (Fi)R is a projective cover of itself. As R is not semiperfect, some simple
R-module does not have a projective cover. So we deduce that MR does not have a
projective cover. Hence MR is not semiperfect.
Let P be a projective semiperfect module and S = End(P ). Mares in [38] proved that
J(S) = {f ∈ End(P ) : f(P ) P}, idempotents of S/J(S) can be lifted to S , and
S/J(S) ∼= End(P/rad(P )) with P/rad(P ) semisimple, so End(P/rad(P )) is a (von
Neumann) regular ring.
For a projective δ-semiperfect module P with S = End(P ), one can show that ∇δ :=
{f ∈ End(P ) : f(P )δ P} is an ideal of S, idempotents of S/∇δ can be lifted to
S, and S/∇δ ∼= End(P/δ(P )) with P/δ(P ) semisimple, so End(P/δ(P )) is a (von
Neumann) regular ring. But we do not know whether δ(S) coincides with ∇δ.
Remark 5.2.9. The material in this chapter is taken from [44].
Questions for further consideration
Recall that a right R-module M is said to satisfy the summand sum property if the
sum of two direct summands of M is again a direct summand of M . A module with
the summand sum property is called an SSP -module. It is clear that every SSP -
module is a C3-module. A ring R is an SSP -ring if the module RR is a SSP -module.
This is a left-right symmetric condition for rings. However, there exists a ring R such
that RR is a C3-module but RR is not. We have been unable to show that CC3-ring
(respectively CD3-ring) is a left-right symmetric concept.
Question 1. Is a right CC3-ring (resp. CD3-ring) a left CC3-ring (resp. CD3-
ring)?
Recall that a module M is called a C2-module if any submodule M isomorphic to a
direct summand of M is itself a direct summand of M . Because of Theorem 2.1.27,
the structure of a regular right self-injective ring whose cyclic modules are C2-modules
relies on the answer to the next question.
Question 2. Let R be a strongly regular ring. Is every cyclic right module over
M2(R) a C2-module?
The next question is motivated by Corollary 2.1.21, which is shown that a module M
is semisimple if and only if every 3-generated module in σ [M ] is a C3-module.
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Question 3. Characterize the module M whose every factor module M/N is a C3-
module.
Following Theorem 2.1.18, a semiperfect ring has all cyclics C3-modules if and only
if it is a direct product of a semisimple artinian ring and finitely many local rings.
However, we only have a sufficient condition for a semiperfect ring to be a CD3-ring
in Theorem 3.1.17. Thus, we wonder
Question 4. What is the structure of semiperfect CD3-rings?
Following [63], a submodule N of M is called δ-small in M (written N δ M) if
N + X 6= M for any proper submodule X of M with M/X singular. A module
M is called δ-lifting if for any submodule N of M , there exists a decomposition
M = M1 ⊕ M2 such that M1 ⊆ N and N ∩ M2 is δ-small in M (see [32, p.54]).
Equivalently, module M is δ-lifting if and only if every submodule N of M can be
written as N = M1 ⊕ S with M1 ⊆⊕ M and S δ M (see [63, Lemma 3.4]).
Clearly every lifting module is δ-lifting. As shown in Theorem 1.2.21, rings R for
which every R-module is lifting are precisely the artinian serial rings with Jacobson
radical square-zero. We have a characterization for a δ-semiperfect module to be δ-
lifting (see Theorem 5.2.5). By using this result, we are able to show that over an
artinian serial ring with Jacobson radical cube-zero, not every module is δ-lifting (see
Example 4.2.18).
Question 5. Characterize rings for which every module is δ-lifting.
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