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Дискуссия об интеллектуальных возможностях вычислительных машин 
была положена знаменитой статьей Алана Тьюринга «Могут ли машины мыс-
лить?». Автор статьи хорошо понимал как грандиозность поставленной им про-
блемы, так и ее сложность. Поскольку проблема мышления традиционно отно-
силась теоретиками к сфере метафизики, поэтому он изменил формулировку 
своего вопроса, чтобы сделать ответ на него эмпирически возможным. «Суще-
ствуют ли воображаемые цифровые вычислительные машины, которые могли 
бы хорошо играть в имитацию?» [4, с.9], – так теперь стал звучать его вопрос, 
определивший содержание знаменитого теста Тьюринга для искусственного 
интеллекта. 
Сам Тьюринг положительно отвечал на возможность машинного интел-
лекта, не уступающего интеллекту человека. Его уверенность покоилась на 
убеждении в существовании глубоких связей между деятельностью нервной 
системы человека и работой цифровых вычислительных машин [4, с.7]. Однако 
уже первые критики его подхода указывали на два важных обстоятельства, не 
позволяющие считать достоверной методологию оценки уровня развития ис-
кусственного интеллекта машины, предложенную Тьюрингом. Во-первых, во-
прос о имитации мышления машиной в игре подменяет предмет вопроса. Ими-
тация мышления внимание смещает с самого мышления на его результаты. Во-
вторых, само мышление признается вычисляющим без достаточного обоснова-
ния. Задача настоящих тезисов – показать принципиальную разницу деятельно-
сти мышления естественного интеллекта и работы вычисления интеллекта ма-
шинного. 
Джон Сёрл, в своей работе «Разум, мозг и программа» [7], представил 
мысленный эксперимент видоизмененного теста Тьюринга известного как ар-
гумент «Китайская комната». В изолированной комнате находится человек. Из 
внешнего мира передают китайские иероглифы («запрос на входе»), которые 
ему не знакомы, и смысла которых он не понимает. В комнате он имеет весь 
набор китайских иероглифов и книгу, на его родном английском языке, в кото-
рой описаны все манипуляции («алгоритм») с китайскими иероглифами, кото-
рые имеются у него или поступают к нему из внешнего мира. Ни те, ни другие 
ему незнакомы и значения их он не понимает. Согласно инструкциям книги он 
должен подобрать соответствующие «запросу» китайские иероглифы и пере-
дать их во внешний мир («ответ на выходе»). Вне комнаты никто не знает: 
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находится ли в ней человек, или компьютер. Сёрл формулирует вопрос: можно 
ли на основании этого эксперимента сделать вывод о том, что «алгоритм» ма-
нипуляций человека с китайскими иероглифами описывает ментальные процес-
сы, происходящие в человеке, когда он имеет дело с английскими словами? 
Или, иначе: можно ли считать, что действие компьютерной программы полно-
стью описывает процесс понимания?  
Ответ самого Сёрла на это вопрос отрицательный, так как он считает, что 
компьютерные программы реализуются как алгоритмические операции вычис-
ления по формально определенным правилам и элементам, тогда как менталь-
ные операции понимания являются проявлением интенциональности особого 
биологического субстрата – человеческого мозга. Идеи Сёрла по этому вопросу 
близки позиции Джозефа Вейценбаума, который также считает, что мышление 
человека не тождественно работе компьютерной программы. Он пишет, что 
«какими бы разумными мы ни могли сделать вычислительные машины, суще-
ствуют такие акты мышления, которые должны оставаться уделом только чело-
века» [1, с.12]. И даже в том случае, если машина имитирует человеческую дея-
тельность, например, работает с информацией, то эта деятельность у человека и 
вычислительной машины протекает принципиально по-разному [1, с.144-145].  
Критики Сёрла, прежде всего из числа разработчиков программ ИИ, как 
правило, либо пытаются показать нерелевантность  эксперимента «Китайской 
комнаты», либо просто игнорируют различие между вычислительными воз-
можностями компьютерной программы и мыслительными (у Сёрла, менталь-
ными) процессами человека, считая их тождественными, и сводя вторые к пер-
вым. Характерным для первого случая примером может служить аргумент трех 
разумов Джейми Каллена [6]. В своей статье Каллен ставит под сомнение реле-
вантность аргумента «Китайской комнаты» Сёрла. Он усматривает в этом ар-
гументе, с одной стороны, присутствие некой «мистической силы» в феномене 
интенциональности, а, с другой, – считает, что сам аргумент есть «sleight of 
hand» («ловкость рук») при апелляции Сёрла к интуиции здравого смысла. Кал-
лен предлагает несколько видоизменить эксперимент Китайской комнаты, вво-
дя в пространство эксперимента три разума. Разум человека по имени Ли, кото-
рый знает  китайский язык, находится вне пределов КК и подает в нее запросы. 
В самой комнате находится сам Сёрл, который не понимает ни бельмеса по-
китайски,  и разум Нео. Разум Нео, в отличие от разумов Ли и Сёрла, представ-
ляет собой живой «работоспособный» мозг (редуцированная до мозга голова 
профессора Доуэля из романа Александра Беляева), который обладает знанием 
китайского языка и способен принимать через Сёрла послания от Ли и переда-
вать Ли через Сёрла свои ответы. Разум Нео в эксперименте Каллена выполняет 
ту же функцию, что и книга правил и инструкций в эксперименте Сёрла. На 
этом основании Каллен как раз и делает вывод, что аргумент «Китайская ком-
ната» не является релевантным [6, с.58].  Однако критические рассуждения 
Джейми Каллена не могут поколебать фундаментальной важности того вопро-
са, который поставил Сёрл в своем эксперименте. При всей «мистичности» ин-
тенциональности нельзя отрицать её существования, также как невозможно 
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обосновать тождественность мышления человека и работу компьютерной про-
граммы, поместив в комнату интенциональность (разум Нео) к непонимающе-
му китайский язык Сёрлу.  
Второй род критики, отождествляющей понимание человека с работой 
вычисляющей машины, покоится на господствующей среди англо-
американских философов и разработчиков программ интеллектуальных машин 
бихевиористской методологии, которая рассматривает и человеческий разум, и 
реализующуюся компьютерную программу в качестве «черного ящика». Так  
Дэвид Чалмерс выдвигает следующий постулат: «…Интеллект должен измеря-
ется полностью с точки зрения поведения и поведенческих диспозиций, где это 
поведение интерпретируется с точки зрения физических результатов, которые 
производит система» [5, с.9]. Однако, методология бихевиоризма (существую-
щая уже более ста лет!) не добилась сколь-нибудь заметных успехов в понима-
нии «работы» человеческого разума. Иначе и быть не могло. Объявляя разум 
«черным ящиком» она «закрыла» для себя возможность узнать, что же там тво-
риться! А сопоставляя поведенческие реакций машины и человека и фиксируя 
их тождественность, сторонники бихевиористской методологии некритически – 
по аналогии – считают, что к подобным результатам ведут подобные процессы.  
Ниже я постараюсь показать принципиальное различие понимание чело-
века и вычисления машины. Дело здесь даже не в различии их субстратов, на 
которые ссылался Сёрл. Можно согласиться с аргументами В.А. Лефевра, что в 
принципе некоторые механизмы человеческого понимания (у Лефевра  речь 
идет о рефлексии) могут быть реализованы на небиологическом субстрате [2, 
с.143-155]. Вычисление – это процесс, реализующийся по алгоритму. Не имеет 
большого значения, дан ли этот алгоритм машине для вычисления извне или 
сама машина прописала его себе. Важно здесь два обстоятельства. Первое, это 
то, что вычисление – это «процесс», то есть феномен, протекающий в физиче-
ском времени, феномен, у которого всегда есть длительность, пусть и исчезаю-
щее маленькая, стремящаяся к нулю, но всегда отличная от нуля! Второе, для 
вычисления необходим алгоритм, то есть система правил и процедур, которая 
определяет порядок протекания процесса вычисления. Кроме того, алгоритм не 
только определяет какие данные необходимы для вычисления (содержание), но 
и в каком виде они должны войти в вычисление (форма). В вычислительных 
машинах эти данные реализуются в виде электрических сигналов. И даже если 
данные поступают из различных источников в виде сигналов световых, звуко-
вых, вибрационных, магнитных или каких-либо иных, они, в конце концов, 
должны быть преобразованы в какой-то один вид. 
Совсем иначе реализуется понимание. Понимание – не процесс, протека-
ющий по какому-то правилу или порядку. Понимание есть событие, которое не 
происходит во времени. Событие мгновенно, он не является временным. Пони-
мание возникает сразу. История научных открытий и изобретений дает массу 
тому примеров. Второй момент, у понимания нет алгоритма, нет правил и про-
цедур, которые бы описывали совершение понимания, но есть «механизм». И 
таким механизмом для понимания выступает сборка. Под сборкой здесь имеет-
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ся в виду определенное событие мгновенного образования из гетерогенных со-
ставляющих некоего образа или конструкции, позволяющей упорядочить 
прежде хаотическую («непонятную») ситуацию или стояние. В качестве со-
ставляющих сборки могут выступить вещная реальность, семиотические систе-
мы и коллективные единства. В качестве эмпирического материала, подтвер-
ждающего «сборный» механизм понимания, можно привести процесс социали-
зации слепоглухонемых детей.  
Исследователи отмечали, что если развитие понимания нормального 
(зрячеслышащего) ребенка происходит незаметно, то развитие слепоглухоне-
мого зримо связано с педагогическим процессом, что как раз и позволяет кое-
что узнать о становлении мышления и понимания. Если коротко охарактеризо-
вать процесс становления «механизма» понимания у слепоглухонемых детей, 
то А. И. Мещеряков [3, с.3-23] выделяет несколько этапов его формирования, 
на каждом из которых конструируется особая «подсистема», отвечающая за 
определенные «механизмы», необходимые ребенку для его присутствия в той 
или иной сфере человеческого существования. В начале, формируется то, что 
он называет опыт предметно-практический деятельности. Этот опыт необходим 
в качестве человеческого поведения в предметном мире культуры. Опыт пред-
метно-практической деятельности формирует телесно-предметную составляю-
щую понимания. На основании и внутри этого опыта в общении со взрослым у 
слепоглухонемого ребенка формируются собственный опыт общения и соб-
ственный опыт оперирования знаками. Опыт общения постепенно выделяется в 
самостоятельную сложноструктурированную сферу опыта коллективной жизни 
ребенка, которая становиться коллективной составляющей его мышления и по-
нимания. Опыт оперирования знаками как опыт овладения человеческим «язы-
ком» также постепенно складывается в самостоятельную сферу жизнедеятель-
ности ребенка. Эта сфера становиться семиотической составляющей его пони-
мания. Таким образом, можно заключить, что понимание человека, совершаясь 
мгновенно и «собираясь» из разнородных составляющих, принципиально отли-
чается от процессов вычисления, протекающих в интеллектуальных машинах. 
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Интерес к идее прогресса со стороны русских религиозных мыслителей 
связан с тем обстоятельством, что на протяжении XVIII и XIX вв. вплоть до 
первой мировой войны, вера в прогресс фактически заменяла для европейского 
человечества  традиционную веру в спасение9.  
К философским проблемам теории прогресса в первой трети XX в. обра-
щались такие русские мыслители, как С.Н. Булгаков10, В.Ф. Эрн11, 
Н.А. Бердяев12.  
Евгений Васильевич Спекторский – один из интереснейших и незаслу-
женно забытых русских философов, которого можно поставить в один ряд с 
крупнейшими мыслителями серебряного века. В работе «Христианство и куль-
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