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Abstract—There has been a lot of previous work on deep
neural networks for automatic speech recognition, however,
little emphasis has been placed on an investigation of effective
deep learning architectures for anger detection from speech.
In this paper, inspired by the state-of-the-art deep learning
algorithms, we propose a variant of Deep Long Short-Term
Memory (LSTM) Recurrent Neural Networks (RNNs), Con-
volution Neural Networks (CNNs) with 3 × 3 kernels, and
LSTM RNNs combined with CNNs, in conjunction with log-
mel filter bank features and brute forced low-level-descriptors
from the standardised ComParE set for speech anger detection.
We extensively evaluate the deep networks on a big real-
life speech corpus of 26 970 utterances with utterance-level
labels collected from a German voice portal, finding that our
proposed neural networks significantly outperform traditional
modelling algorithms for speech anger detection.
1. Introduction
No humans are ever non emotional. We speak emo-
tional, perceive others emotions and communicate emo-
tional. Despite this, contemporary human machine dialog
systems always speak with the same unmoved voice and
ignore customers irony, anger or elation. This is partly due
to insufficient technological performance with respect to
recognition and simulation, and partly to a gap with respect
to the necessary artificial intelligence to support emotional
behavior [1].
In the context of Interactive Voice Response (IVR) por-
tals it can be helpful to detect potential problems that arise
from an unsatisfactory course of interaction with the system
to help the customer by either offering the assistance of a
human operator or trying to react with appropriate dialog
strategies. An important decision criterion for such changes
in the call flow is the automatic detection of anger from the
caller’s voice that can be monitored during the entire dialog.
A respective technology module can be introduced in the
IVR system running in parallel to the Automatic Speech
Recognition (ASR) component.
In [2] we described an investigation to automatically
annotate anger in tuning data recordings from a real life
automated customer help voice portal. As there is no ob-
jective measure for anger, we labelled the data with three
labellers, two women and one man. We compared between
Gaussian Mixture Models (GMMs) and Support Vector Ma-
chines (SVMs), the latter gave better results. Now, about ten
years later, we wondered about the possibility to gain in
recognition accuracy based on modern machine classifica-
tion technologies like deep neural nets.
Despite that deep neural networks have been dominating
the current ASR research and industry areas [3], [4], [5], [6],
there has been a little related work on investigating them
for speech anger detection [7], [8], [9], [10], [11]. In [7],
the authors used convolutoinal neural networks to learn
salient features from data for speech emotion recognition.
[10] proposed to leverage a deep convolutional recurrent
network to learn from the raw speech waveform instead of
hand-crafted acoustic features, leading to the performance
as competitive as other traditional classifiers.
Motivated by the increasing development of deep learn-
ing architectures, this paper first focuses on exploring the
context information from sequential speech data for detect-
ing an angry state from speech. To this end, we make use
of the state-of-the-art Long Short-Term Memory (LSTM)
Recurrent Neural Networks (RNNs) including Bidirectional
LSTM (BLSTM) in conjunction with Low-Level Descriptors
(LLDs) such as the log-mel filter bank features. Moreover,
inspired by the success of the VGG convolutional neural
network originally proposed for image classification, we
adapt this network for speech anger detection, resulting in
a deep architecture with 7 hidden convolutional layers and
1 fully connected layer. To the best of our knowledge, we
are the first to publish results of VGG-inspired networks
applied to speech anger detection. Finally, we propose a
deep network using both convolutional networks and LSTM
RNNs, in an attempt to learn salient representations by
the bottom convolutional layers and leverage the sequential
modelling by the following LSTM layers.
The rest of the paper is structured as follows: Section 2
presents the details of the speech corpus used for the speech
anger detection experiments; In Section 3, we discuss the
algorithmic details of the proposed deep neural networks.
We further show the LLD features and network training
in Section 4. Finally, we present the experimental results
in Section 5 before making the conclusions and pointing
out the future directions in Section 6.
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2. Selected Data
The data used for the following experiments was col-
lected from a German voice portal where customers report
problems with their phone connection and get preselected by
an automated voice dialogue before being connected to an
agent [2]. We used annotated anger in tuning data recordings
from a real life automated customer help voice portal. The
recordings were done during ten working days distributed
widely in 2007. The data amounted to 26970 utterances in
4683 dialogues, i. e., about 5.8 utterances per dialogue. Most
of the dialogues are very short: more than 50 % contain at
most three utterances.
We labelled the data with three labellers, two women
and one man. In order to achieve a consistent rating be-
haviour, the labellers received written label instructions and
took part in a common session where some examples were
discussed. For each utterance, the labellers had the choice
to assign an anger value between 1 and 5 (1:not angry, 2:
not sure, 3: slightly angry, 4: clear anger, 5: clear rage), or
mark the utterance as “non-applicable” (garbage). Garbage
utterances included a multitude of utterances that could
not be classified for some reason, e. g., Dual-Tone Multi-
Frequency (DTMF) tones, coughing, baby crying or lorries
passing by. We unified the ratings by using majority voting
and mapping them to two and three classes, forming two
anger detection tasks, which will be considered for the
experiments(i. e., Section 5).
The two classification tasks, including three-class and
two-class tasks, are defined on the base of the different use
of discrete ratings assigned by the three labellers. For the






1 if 1 ≤ lmean ≤ 2,
2 if lmean > 2,
3 otherwise,
(1)
where lmean represents the average value of the three ratings.
The two-class task is defined in a way that [2] did. A





1 if 0.5 ≤ lmean < 1.5,
unsure if 1.5 ≤ lmean < 2.5,
2 if lmean ≥ 2.5,
garbage otherwise.
(2)
Then, we exclude all the utterances assigned as “unsure”
and “garbage” to form the binary classification task.
3. Methods
3.1. RNNs
An RNN is a powerful type of deep neural networks,
which has been widely used to resolve difficult machine
learning problems that involve sequence inputs. RNNs can





Figure 1. Illustration of two different methods to summarise a sequence
in RNNs and produce a fixed-length feature vector used as input for later
processing for anger detection. Figure 1a: Last Pooling chooses the last
time frame as input to the objective function; Figure 1b: Mean pooling
computes the average over the outputs of the last RNN layer.
current time step as equipped with a mechanism of recurrent
feedback. Consequently, RNNs learn context information
across sequences of inputs rather than isolated patterns.
Mathematically, for an RNN network with one hidden
layer, the hidden layer output vector ht at time t is a function
of the input vector xt at time t, and the hidden layer output
ht−1 at the previous time step t− 1:
ht = f(xt,ht−1), (3)
where f represents a non-linear activation function (i. e., the
sigmoid logistic function or the tanh function).
RNNs are prone to suffer from the so-called vanishing
gradient problem when learning from long sequences. One
effective solution is to use LSTM architectures, which are
augmented by recurrent gates. The LSTM model used in a
stacked form has been shown to beneficially exploit long
contextual information, achieving state-of-the-art results on
the magnitude of diverse problems from automatic speech
recognition [4], voice activity detection [12], to computa-
tional paralinguistics [13], [14].
The LSTM RNN model is basically made of one self-
connected linear memory cell c and three multiplicative
gates containing an input gate i, a forget gate f , and an
output gate o [15]. Given an input xt at the time step t
and the hidden output ht−1 at the previous time step, the
corresponding activations of the memory cell and the three
internal gates are computed as follows:
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it = sigm(Wixxt +Wihht−1 + bi), (4)
ft = sigm(Wfxxt +Wfhht−1 + bf ), (5)
ot = sigm(Woxxt +Wohht−1 + bo), (6)
gt = tanh(Wgxxt +Wghht−1 + bg), (7)
ct = ft  ct−1 + it  gt, (8)
ht = ot  tanh(ct), (9)
where W denotes a weight matrix of the mutual con-
nections; b indicates the bias parameter; ht is the output
of the hidden block; and  represents the element-wise
multiplication operation.
The focus of this paper is placed on a speech anger prob-
lem, where each utterance is assigned one label indicating
the anger level. Such a problem can be viewed as the “many
to one” sequence learning problem. After learning LLDs
features, therefore, the proposed LSTM anger detection net-
work summarizes them over an utterance, which eventually
returns an utterance-level feature vector for further process-
ing. Here, to achieve an utterance-level feature vector, we
apply two different techniques on top of the last LSTM RNN
layer, illustrated in Figure 1. The first one selects the last
frame of the sequence to feed forwards to further processing,
which will be referred to as Last Frame in the following. In
contrast, the second one applies a time pooling over the time
frames and produces a fixed-length vector. In this paper, we
adopt temporal mean pooling to summarise an utterance,
which is referred to as Mean Pooling.
3.2. Bidirectional LSTM RNNs
Unlike conventional RNNs that are only able to exploit
previous context, Bidirectional LSTM (BLSTM) RNNs [4]
process sequential data in both previous and future context
directions with two separate hidden layers (i. e., a forward
layer and a backward layer). In this way, BLSTM RNNs are
capable of finding and exploiting the past and future context
in an input sequence. In analogy with the proposed LSTM
architecture for speech anger detection (cf. Section 3.1), we
apply temporal mean pooling over BLSTM hidden outputs,
which concatenate outputs from both forward and back
layers at each time step.
3.3. Convolutional Neural Networks
The deep CNN we describe here is deeply rooted in
the work of the particular convolutional net, widely called
VGG, which was originally proposed for image classifica-
tion in the Imagenet 2014 competition [16]. Recently, the
VGG-inspired networks have been successfully adapted to
ASR [5], [17] and large-scale audio classification [18]. The
fundamental idea of the VGG net is to use small 3 × 3
convolutional kernels with Rectified Linear Unit (ReLU)
non-linear functions without pooling between these layers.
We apply this principle to constructing a VGG-inspired





Figure 2. Illustration of mean pooling and temporal k-mean pooling, which
are used for length normalisation in order to provide fixed length sequences
for a later deep neural network classifier. Figure 2a depicts mean pooling
over audio frames while Figure 2b depicts the temporal 3-mean pooling.
TABLE 1. COMPARE ACOUSTIC FEATURE SET: 65 LOW-LEVEL
DESCRIPTORS (LLD).
4 energy related LLD Group
RMS energy, zero-crossing rate Prosodic
Sum of auditory spectrum (loudness) Prosodic
Sum of RASTA-filtered auditory spectrum Prosodic
55 spectral LLD Group
MFCC 1–14 Cepstral
Psychoacoustic sharpness, harmonicity Spectral
RASTA-filt. aud. spect. bds. 1–26 (0–8 kHz) Spectral
Spectral energy 250–650 Hz, 1 k–4 kHz spectral
Spectral flux, centroid, entropy, slope Spectral
Spectral Roll-Off Pt. 0.25, 0.5, 0.75, 0.9 Spectral
Spectral variance, skewness, kurtosis spectral
6 voicing related LLD Group
F0 (SHS and Viterbi smoothing) Prosodic
Prob. of voicing Voice qual.
log. HNR, jitter (local and δ), shimmer (local) Voice qual.
fully connected layer for speech anger detection. As in [16],
[17], the full configuration of the deep CNN is shown as
follows: conv(1, 64), conv(64, 64), pool(2, 2), conv(64,
128), conv(128, 128), pool(2, 2), conv(128, 256), conv(256,
256), pool(2, 2), conv(256, 256), softmax. For the sake of
simplicity, here, we ignore the ReLU layers following each
convolutional layer. Further, the convolutional layers are
written as conv(input feature maps, output feature maps)
where each kernel size is set to be 3×3. The pooling layers
are written as pool(time, frequency) where max pooling with
a kernel of size 2× 2 and stride 2 is applied.
3.4. LSTM RNNs Combined with CNNs
We finally investigate the combination of CNNs and
RNNs since CNNs have translation invariance characteris-
tics and RNNs are good at learning temporal information.
Such a network, which is usually made of convolution layers
at the bottom layers and multiple RNN layers on the top of
the convolution layers, is currently being attracted to the
speech processing community [6]. For speech anger detec-
tion, we found that using a network with two convolutional
layers and two LSTM layers works best on our preliminary
experiments, and chose 200 hidden units per LSTM layer.
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TABLE 2. HYPER-PARAMETERS USED FOR THE PROPOSED DEEP NETWORKS IN THE EXPERIMENTS.
Net Type # Hidden Layers # Hidden Units Learning Rate k-Mean Pooling
LSTM (Last Frame) 4 200 1e− 4 89
LSTM (Mean Pooling) 4 200 1e− 4 89
BLSTM (Mean Pooling) 4 200 1e− 4 89
VGG-Inspired CNN 7 – 2e− 5 89
CNN + LSTM 4 (2 × Conv. + 2 × LSTM) 200 1e− 4 300
Note that, unlike the VGG-inspired CNN networks with a
small kernel size as mentioned above, the two convolutional
layers apply a bigger stride and wider context to speed up
training as fewer time steps to model a given utterance,
facilitating the following LSTM layers. Specifically, the two
convolutional layers were configured with a kernel of size
41×11 and stride 2, and a kernel of size 21×11 and stride
2, respectively, where the ReLU layer is used after each
convolutional layer.
3.5. Temporal k-mean pooling
In the preliminary experiments, we observed that the
vanishing gradient problem for the deep neural networks
arose, sharply degrading the performance. We suspected, it
is due to the highly diverse length of each utterance: the
average, maximum, and minimum utterance duration of the
selected corpus are 2.8, 62.4, and 0.36 seconds, respectively;
the standard deviation is big (2.2). In order to solve this
problem by providing reasonable length sequences as input
to RNNs or CNNs, the temporal k-mean pooling, which was
successfully adopted for video emotion recognition [14],
was performed on the raw LLD data before these data are
fed into deep neural networks.
The temporal k-mean pooling, shown in Figure 2, is
applied to the frame-level features (e. g., LLD features)
where the whole frame sequence is divided into k sub-
sequences in a temporal manner and a mean pooling step is
used over frames in each sub-sequence. Note that, temporal
k-mean pooling corresponds to global mean pooling when
k is equal to 1.
4. Experimental Setup
4.1. LLD Features
We investigate two common types of LLD features in
the following experiments. The first one is the log-mel
filter bank features, referred to as Log-Mel, which are pop-
ularised in various speech processing systems using deep
neural networks. The log-mel filter bank features include
40 log-mel filter bank features and energy and their first
deltas, ending up as a frame-level feature vector of 82
dimensions. The other one is brute forced LLDs from
the standardised ComParE set, which was introduced for
speech emotion recognition [19]. Such brute forced features,
referred to as ComParE, contain 130 different types of
acoustic features including Mel-frequency cepstral coeffi-
cients (MFCCs), Root Mean Square (RMS) energy, zero-
cross rate, etc. The full details of the ComParE LLDs are
given in Table 1. All the LLD features are extracted by the
open source tool openSMILE [20] with a frame window of
0.025 seconds and a frame step of 0.01 seconds.
4.2. Network Training
Mean subtraction and standard deviation division were
performed within each utterance to ensure it is of zero
mean and unit variance. Furthermore, in order to mitigate
the class imbalance, we apply downsampling technique for
the training data, which downsamples the over-represented
classes such that each class has similar amount of data.
We evaluate the performance by Unweighted Average
Recall (UAR) using a five-fold cross validation strategy on
the selected data (cf. Section 2). All the hyper-parameters
such as the number of hidden units, the number of hidden
layers, the learning rate, and the mini-batch size, are tuned
when the maximum validation UAR is reached. Table 2
present the hyper-parameters selected in the five-fold cross
validation experiment. In addition, mini-batch training [21]
with a batch size of 50 utterances with the Adam opti-
mization method [22] was adopted. All the experiments are
implemented by TensorFlow [23].
5. Results
Table 3 presents the performance achieved by our pro-
posed deep neural networks using five-fold cross validation
in terms of UAR for the two-class and three-class tasks.
It can be easily seen from Table 3 that, for the two-class
problem, the proposed networks outperform the GMM-
based and SVM-based systems with a reduced feature set [2]
by a noticeable margin. It is worth noting that the BLSTM
network with mean pooling always obtains the maximum
UARs of 79.4 % and 80.1 % for the log-mel filter bank and
ComParE feature sets, demonstrating the great benefit of
exploring the bidirectional context information for speech
anger detection. Moreover, in a direct comparison to the
modern SVM model with the ComParE feature set, which
is a representative method for various computational paralin-
guistics tasks, we find that the deep neural networks slightly
perform better than it.
As the three-class task was not investigated in [2], we
compare our methods to the SVM model with the original
ComParE feature set. It can be observed from Table 3 that
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TABLE 3. UARS [ %] ACHIEVED BY DEEP NEURAL NETWORKS USING
THE FIVE-FOLD CROSS VALIDATION FOR THE TWO-CLASS AND
THREE-CLASS TASKS ON THE ANGER DETECTION DATABASE.
UAR [%] 2-class 3-class
Supra-features:
GMM [2] 61.0 –
SVM [2] 69.0 –
SVM (ComParE) 78.1 71.0
LLD (Log-Mel):
LSTM (Last Frame) 78.9 70.2
LSTM (Mean Pooling) 78.5 70.4
BLSTM (Mean Pooling) 79.4 70.8
VGG-Inspired CNN 66.7 67.4
CNN + LSTM 78.6 71.0
LLD (ComParE):
LSTM (Last Frame) 78.8 68.9
LSTM (Mean Pooling) 78.9 71.8
BLSTM (Mean Pooling) 80.1 72.2
VGG-Inspired CNN 75.6 67.3
CNN + LSTM 79.5 70.8
the proposed deep neural networks perform above the SVM
model. Again, the BLSTM with mean pooling gives the
best performance. In addition, the combination of CNNs
and LSTM RNNs achieves the best results when using the
log-mel filter bank features.
It is worth noting that the VGG-Inspired CNN (cf. Sec-
tion 3.3) generally does not perform as well as other deep
neural networks containing LSTM RNNs. On the one hand,
we attribute it to the lack of adequate training data for the
CNN with 7 hidden convolutional layers. On the other hand,
this result also provides weak support to the notion that
leveraging the temporal information with RNNs units can
help sequential learning tasks like speech anger detection.
6. Conclusions
In this paper, we have extensively investigated three
state-of-the-art deep neural networks for anger detection
from speech. The experiments on a big real speech corpus
show that the deep neural networks such as LSTM RNNs
and CNNs with low-level descriptors features significantly
surpass the earlier SVM-based recognition framework. In
comparison to the results in our original investigation from
2009 [2], the results gained about ten percent in average
recall (80.1 % UAR with a bidirectional LSTM network
and mean pooling on the ComParE feature set vs 69.0 %
UAR with SVMs on a reduced feature set). Furthermore,
we found that LSTM RNNs play a vital role in a feasible
deep network for speech anger detection.
To further improve the performance, one potential direc-
tion is to use an adaptive pooling that is capable of focusing
on important regions of an input speech signal. Additionally,
we will investigate the adaptation of Inception [24] and
ResNet [25] with LSTM RNNs to various computational
paralinguistics tasks.
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