Abstract. In this paper, we prove two results about the blow up criterion of the threedimensional incompressible Navier-Stokes equation in the sobolev spaceḢ 5/2 . The first one improves the result of [8] . The second deals with the relationship of the blow up inḢ 5/2 and some critical spaces. Fourier analysis and standard techniques are used. The 3D incompressible Navier-Stokes equations are given by:
Introduction
The 3D incompressible Navier-Stokes equations are given by:
where ν > 0 is the viscosity of fluid, u = u(t, x) = (u 1 , u 2 , u 3 ) and p = p(t, x) denote respectively the unknown velocity and the unknown pressure of the fluid at the point (t, x) ∈ R + × R 3 , and (u.∇u) := u 1 ∂ 1 u + u 2 ∂ 2 u + u 3 ∂ 3 u, while u 0 = (u
) is an initial given velocity. If u 0 is quite regular, the divergence free condition determines the pressure p.
In 1934, Leray [16] showed that there exists an absolute constant c such that, if u(t) Ḣ5/2 continuous on [0, TMore recently, there have been a number of papers that treat the problem of blow up in Sobolev spacesḢ s s > 1/2. Benameur (2010) [4] showed that for s > 5/2, u(t) Ḣs ≥ C(T * − t) −s 3 , which was improved by Robinson, Sadwiski, Silva (2012) [10] u(t) Ḣs ≥ C(T * − t) −(2s−1)/4 1/2 < s < 5/2, s = 3/2, C(T * − t) −s/5 s > 5/2.
The border cases s = 3/2 and s = 5/2 required separate treatment. In [9] , , Cortissoz, Montero, and Pinilla (2014) proved lower bounds inḢ 3/2 andḢ 5/2 at the optimal rates but with logarithmic corrections,
where in both cases c depends on u 0 L 2 . Recently, in [7] the authors proved
which we refer to as a strong blowup estimate, and lim sup
which we refer to as a weak blowup estimate. They also show a strong blowup estimate in the Besov spaceḂ
2,1 , which has the same scaling asḢ
The interesting and open question is the strong blow up estimate
The some kind of question appears for Lei-Lin espace
i.e., a bound with the optimal rate in a space with the same scaling asḢ 5/2 . Our first result is the following:
The second result is the following
be a maximal solution of Navier-Stokes system. If, T * is finite then, there is a universal constant c 1 > 0 such that
The last result is the following
be a maximal solution of Navier-Stokes system. If, T * is finite then, there is a universal constant c 2 > 0 such that
The paper is organized in the following way: In section 2, we give some notations and important preliminary results. Section 3 we prove the main result of this paper and we give some important remarks. The proof used standard Fourier techniques. In section 4 and 5 we give a proof respectively of theorem 1.2 and 1.3. In section 6, we give a simple proof of the explosion result in the spaceḢ 3/2 .
Notations and preliminary results
2.1. Notations. In this section, we collect some notations and definitions that will be used later.
• The Fourier transformation is normalized as
• The inverse Fourier formula is
• The convolution product of a suitable pair of function f and g on R 3 is given by
• If f = (f 1 , f 2 , f 3 ) and g = (g 1 , g 2 , g 3 ) are two vector fields, we set
,
• Let (B, ||.||), be a Banach space, 1 ≤ p ≤ ∞ and
Preliminary results.
In this section, we recall some classical results and we give new technical lemmas.
. Precisely, we have
Proof. We can write
Cauchy Schwartz inequality gives the result.
Proof. For R > 0 we have
Cauchy Schwartz inequality gives
and
To conclude, it suffices to take R =
we will estimate the first norm, we obtain:
We have:
Then, we get:
Young lemma yields,
Then, the proof is finished.
There is a constant C > 0 such that for all 0 < α < β < ∞, we have
Proof.
Let 0 < α < β < ∞ as:
where:
Cauchy Schwartz inequality gives:
and,
Then, we can deduce (2.5). For the second estimate, we can write
which gives the inequality (2.6). (2.7) deduce from
Then, the desired result is proved, and the proof of Lemma 2.5 is finished.
Remarks.
(i) Leray showed that if the maximal data T * is finite then
Interpolation inequality gives:
which implies that lim
Let u be a maximal solution of Navier-Stokes system in the space
. Taking the norm ofḢ 5/2 (R 3 ) and using lemma 2.4, we get:
Using inequality (2.5) we obtain:
Then, we have:
By taking u 0 Ḣ5/2 > 1 by remark 2.8, we can choose:
we obtain:
which yields:
By changing t 1 with any t ∈ [t 1 , T * ), we get the following estimate:
Then, there is a constant C 1 > 0 for all 0 ≤ t < T * we have:
In fact: Let
be a continues bijection. Then, we have:
which implies x ∼ y→+∞ y ln(y) .
Blow up criterion inḢ 5/2 with respect toḢ 1/2 norm
In this section we give a proof of Theorem 1.2. Inequality (2.6) implies
Then, we get
Moreover, we have:
Using remark (2.9), we can choose α and β such that:
Then, we obtain:
Consequently, we get:
On the other hand, by interpolation, we have:
Integrating on [0, t), we obtain:
Taking the sup over [0, t 0 ], we get:
Therefore,
Put X = T * u 0 Ḣ5/2 and a = 1 + ln(
), we get:
The solution of P are:
then, we have:
We change the initial data with any t ∈ [0, T * ), we obtain:
5. Blow up criterion inḢ 5/2 with respect to X −1 norm
In this section we give a proof of Theorem 1.3. Using (2.7), we obtain:
νβ 2 .
Using remark (2.10) we can choose, α and β such that:
we get:
On the other hand, we have:
By Granwall lemma, we obtain, for 0 ≤ t < T * :
By applying ln function, we get:
by using (5.1), we can deduce:
then we have:
By changing the initial data with any t ∈ [0, T * ), we obtain:
General remarks
In this section we give a simple proof of the explosion result inḢ 3/2 (R 3 ), we give a simple proof of the following theorem given in [7] Proposition 6.1.
3 be a maximale solution of Navier-Stokes system. If T * is finite then,
Proof. Taking the inner product inḢ 3/2 ,, we obtain:
• we start by prove: u.∇u, u Ḣ3/2 ≤ C u 2Ḣ 3/2 u Ḣ5/2 . we have:
Cauchy-Schawrtz inequality gives:
For ξ, η ∈ R 3 , we have
Or we have |ξ| ≤ |ξ − η| − |η| ≤ 2 max(|ξ − η|, |η|), By using this inequality, we get: Applying the product lower of homogeneous Sobolev spaces, we obtain
≤ C u Ḣ5/2 u Ḣ3/2 and I 2 ≤ C f 2 g 2 Ḣ0
≤ C f 2 Ḣ1/2 g 2 Ḣ1
≤ C u Ḣ3/2 u Ḣ5/2 .
then, we get:
u.∇u, u Ḣ3/2 ≤ C u Inequality xy ≤ Then, the proof of theorem 1.2 is finished.
