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Abstract 
The flow boiling heat transfer inside horizontal smooth tubes is studied for refrigerant mixture R407C and a prediction 
model is proposed based on RBF neural network. The factors strongly affecting the flow boiling have been assumed as 
the inputs, such as mass flux (G), heat flux (q), quality (x), saturation temperature (Tsat) and tube inner diameter (D). At 
the same time, the flow boiling heat transfer coefficient (h) as the output. The K-means clustering algorithm is applied 
to design RBF network. In addition, the prediction results is significantly improved compared with the four frequently 
used conventional correlations. For the network model of heat transfer, the average deviation, absolute average and 
root-mean-square deviations are -0.9%, 5.5% and 10.9%, respectively. Hence, the simulation results prove that the 
model based on RBF neural network is feasible to forecast the flow boiling heat transfer coefficient of R407C, and 
optimization design evaporators used R407C. 
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1. Introduction 
The problems of ozone depletion and global warming have become more and more serious in recen 
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years. Since the ternary mixture R407C is zero ODP (ozone depletion potential) and low GWP (global 
warming potential), it is considered one of the best refrigerant Àuid alternative in refrigeration and air 
condition industry [1]. In order to use it properly, its heat transfer properties must be known. The detailed 
heat transfer characteristics in boiling can avoid the drastic results due to under-design or over-design 
evaporators. However, the existing correlations [2-5] are almost empirical or semi-empirical and not able to 
predict correctly in many cases, especially for new refrigerant mixture.  
The recent development of powerful learning algorithm for the ANN (Artificial Neural Network) has led 
to their utilization in many engineering applications [6-8]. Among the various types of ANNs, RBF (Radial 
Basis Function) neural network has become more and more popular in engineering applications, due to its 
ability to approximate complex nonlinear mappings directly from the input-output data with a simple 
topological structure [9]. The purpose of this paper is to establish a prediction model for flow boiling heat 
transfer of R407C inside horizontal smooth tubes based on RBF network. A comparison of heat transfer 
coefficient for the experimental data, RBF network and four conventional correlations, prove the trained 
network could predict the flow boiling heat transfer of R407C correctly inside horizontal smooth tubes. 
2. Flow boiling heat transfer model of neural network 
2.1 Basic principle of RBF network 
RBF network consists of three feed-forward layers and is schematically illustrated in Fig. 1. There are 
one input layer, one hidden layer and one output layer, whose numbers of neurons are r, i, k, respectively. 
The neuron in the input layer just propagates input features to the next layer. Each neuron in the hidden 
layer is associated with a kernel function ĭi(X) (in this paper we consider a Gaussian function), 
characterized by a center Ci and a width ıi. Each output neuron Yk computes a simple weighted summation 
over the responses of the hidden neurons for a given input pattern Xi. 
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Fig.1 RBF neural network structure 
RBF network input layer realizes non-linear mapping from the X to ĭ;, the equation is defined as 
follows: 
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Where Ci and ıi are the center and width of the ith hidden neuron, respectively, i=1, 2 , « , p. 
RBF network output layer realizes linear mapping from the ĭ; to Y, the equation is defined as follows: 
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Where k is the output layer node, wik is the weight connecting the ith hidden neuron to the output neuron 
and ĭi(X) is the response of the ith hidden neuron for an input vector. 
From equation (1), (2) shows that the training of RBF network is usually carried out in two steps: 1) a 
non-supervised learning algorithm for training the centers Ci and widths ıi of the kernel functions; 2) the 
weights corresponding to the connections between the hidden XQLWVDQGWKHRXWSXWXQLWVDUH¿[HG 
 
 2.2 Training and test data 
This paper employs experimental data from the published literatures [5, 10-12], and the details list in 
Table l. The data is applieGWRWUDLQDQGWHVWWZRQHWZRUNV,QWKH¿rst network, we randomly select 80% or 
391 data from the total database of 489 to train the network, while the rest 98 results are used as test data. 
 
 
Table.1 Data sources and experimental work condition  
Literatur
e 
Mass flux 
/kg·m-2·s-1 
Heat flux 
/kW·m-2 
Saturation temperature 
/ºC 
Tube inner 
diameter/mm 
Data  
number 
[5] 240̚640 4.3̚27.9 -5.9̚15.8 7.75 154 
[10] 100̚300 6̚14 2 9.52 50 
[11] 150̚300 10̚30 9.76 10.7 273 
[12] 250 10 20 6 12 
All     489 
 
2.3 Input and output  
In developing a RBF network model prediction of flow boiling heat transfer, it should comprehensively 
analysis the main factors to the flow boiling heat transfer. In recent years, the foreign and domestic scholars 
have done extensive studies in this field. Based on former researches, we assume the independent variables 
of  mass flux (G), heat flux (q), vapor quality (x), saturation temperature (Tsat) and smooth tubes inner 
diameter (D) as the inputs, the flow boiling heat transfer coefficient (h) as the output. 
 
2.4 Normalization and denormalization 
The input and output layers are normalized within the (0, 1) ranges. The equation is defined as follows: 
^ min
max min
X XX
X X
 
                                                                               (3) 
When the RBF network training completed, the value of the network output is normalized and it needs 
denormalization transforming into the actual value. The equation is defined as follows: 
^
max min min*( )X X X X X                                                                   (4) 
Where X is the experimental data; X ^ is the normalized data. 
 
2.5 Training process  
In this paper, a computer program has been developed under MATLAB R2008. We intended 
to minimize the network error in the training process. Following, the results are compared using 
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MSE (mean square error) on training data, which are calculated by statistical methods. The equation is 
defined as follows: 
MSE k k( )
21E = Y O
N
¦
                                                                         (5) 
Where Yk is the desired output, Ok is the actual output. 
In the current researches, the performance of RBF network is heavily affected by the centers and widths 
of the kernel functions in the hidden layer. RBF network was developed initially to represent the overall 
behaviors of the R407C over the whole range of mass flux, heat flux, vapor quality, saturation temperature 
and tube diameter studied in the experiments. For the present study, the K-means clustering algorithm is 
applied to design RBF network and the basic principle is: Each epoch a hidden layer neuron is added until 
MSE goal is achieved or the maximum hidden neuron. The added neuron is a radially symmetric Gaussian 
with specified spread centered at the training vector that maximizes the correlation between the hidden 
nodes and output layer targets. 
We assume the desired approximation goal error is MSE=0.001 and the training process increases the 
number of hidden neurons (and hence the number of kernel functions) from 0 to 389 (by steps equal to one). 
Several trials are carried out to determine the value of spread which increasing from 0.4 to 2.1. From the 
points of the RBF network processing time and prediction accuracy, when the value of spread equals to 1.2, 
the network trains fastest and predicts most correctly. Fig. 2 points out that if the number of iteration 
reaches 144 in the network training process, the MSE equal to 0.0009824 which has met the requirements.  
 
 
Fig.2 Variation of network training error 
3.  Results and Discussion 
3.1 Results of RBF network versus experimental data 
To evaluate the generalization ability of the proposed RBF network, we added the test data into the 
trained network. A comparison of the prediction value of RBF network with test data is shown in Fig. 3. 
The horizontal axis is the experimental data, and the vertical axis is the predictive values of 
RBF network. The value of the network output is very consistent with the experimental results, 
approximately 92% of the data fall within the error ±10% range. It indicated that the trained network 
possessed a high accuracy and generalization ability. One important point to be noted that the individual 
predicted result is much different with experimental data, which mainly caused by the network are not 
enough trained or the available experimental data unevenly-distributed. Probably, it should be improved by 
increasing more training data, optimizing the center Ci, width ıi and connection weights wik. 
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3.2. Comparison of RBF network and conventional correlations¶VSUHGLFWLRQ 
In order to further investigate the results of the RBF network and existing correlations, selecting four 
frequently used conventional heat transfer correlations, such as Liu-Winteron[2], Guangor-Winteron[3], 
Kandlikar[4] and Choi[5]. The thermo-physical transport properties of R407C is calculated by REFPROP 
(version 9.0) [13], a thermo-physical property calculation program developed by NIST (National Institute 
of Standards and Technology). In comparison with flow boiling heat transfer coefficient of the 
experimental data, model prediction of RBF network and other four conventional correlations is presented 
in Table 2. In addition, the absolute deviation (AAD), average (Bias) and root-mean-square deviations (RMS) 
are defined as follows, respectively: 
pre exp
exp
100
(h - h )1AAD = %
N h
u¦
                                                           (6) 
pre exp
exp
100%1 (h - h )Bias =
N h
u¦
                                                            (7) 
pre exp
exp
100%
21 (h - h )RMS =
N h
ª º u« »¬ ¼
¦
                                                            (8) 
 
Table.2 Deviation of RBF model versus existing conventional correlations 
deviation/% Liu-Winteron[2] Gungor-Winteron[3] Kandlikar[4] Choi[5] RBF 
AAD 40.5 42.4 36 27.5 5.5 
Bias -11.9 37.7 28.8 -4.6 -0.9 
RMS 48.4 75.6 64.9 43.4 10.9 
Table 2 points out that the prediction accuracy of RBF network is significantly higher than the four 
conventional correlations. It revealed that the RBF network model could be applied to predict the flow 
billing heat transfer  coefficient of R407C,and satisfy the requirements in engineering applications, too. 
 
3.3 Inputs Influence  
A comparison of flow boiling heat transfer coefficient versus quality for the experimental data and five 
models, is presented in Fig.4. The experimental data in Fig. 4 are from Lallemand et al. [11]. The 
working conditions are Tsat=27ºC, D=10.7mm, G NJm-2s-1, q N:m-2. The heat transfer 
coefficients versus vapor quality show that increase up in the low quality region and then drop dramatically 
in the high quality region. From the Fig. 4, it can be seen that the RBF neural network has a better 
agreement with experimental data than the four conventional correlations. 
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Fig.3 Prediction of RBF versus experimental data            Fig.4 Heat transfer coefficient versus quality  
 
Fig.5 shows the trend of heat transfer coefficient versus quality under different mass flux. The 
experimental data are from Wang et al. [10] and the working conditions are Tsat=2ºC, D=6.5mm, 
q N:P-2. According to the experimental data, it shows the flow boiling heat transfer 
coefficient increases with the increase of mass flux. In addition, the heat transfer coefficient increases with 
the increase of the vapor quality under the same heat flux. The predictive results of neural 
network model can well represent this variation. 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
 
 
K
:
g
P
g
.

[
 G=400, experiment[10]
 G=400, RBF
 G=200, experiment[10]
 G=200, RBF
 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1000
2000
3000
4000
5000
6000
 
 

K
:g
P
 g
.
 

[
 q=20.9,experiment[5] 
 q=20.9,RBF 
 q=10.4,experiment[5]
 q=10.4,RBF
  
 
Fig.5 Heat transfer coefficient versus quality              Fig.6 Heat transfer coefficient versus quality 
  at different mass flux                                                   at different heat flux 
 
Fig.6 shows the trend of heat transfer coefficient versus quality under different heat flux. The 
experimentaldata are from Choi et al. [5] and the working conditions are Tsat=-3ºC, D=7.75mm, 
G NJP-2s-1. As shown in Fig. 6, the prediction value of neural network model can well represent 
this variation. 
According to the main factors affecting the flow boiling heat transfer of refrigerant mixture, it shows that 
the simulation results of RBF network can approximate to the test data. So it proved that the trained neural 
network possesses a good generalization ability and could be applied to optimization design evaporators 
which used R407C. 
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4. Conclusions 
This paper proposes utilizing RBF neural network to establish a prediction model of flow boiling heat 
transfer for R407C inside horizontal smooth tubes. A comparison of flow boiling heat transfer coefficient 
for the test data and RBF network, the average deviation, absolute average and root-mean-square deviations 
of the trained RBF network are -0.9%, 5.5% and 10.9%, respectively, which is slightly better than the 
existing correlations. In addition, approximately 92% of the data are within ±10% range. A hybrid approach 
which combines RBF networks with experiments proves that it could correctly predict the flow boiling heat 
transfer performance, reduce the number of experiments and optimization design the tube evaporator used 
R407C. However, there are still some insufficiencies, such as incomplete experimental data, networks 
selection and improvement training algorithm. 
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