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Quan havia de decidir quin projecte final de carrera fer, volia que fos una eina pedago`gica
que serv´ıs per explicar alguna part d’una assignatura de la llicenciatura i que mostre´s les
seves utilitats pra`ctiques. Em vaig decidir per la programacio´ matema`tica. La programacio´
matema`tica tracta de la modelitzacio´ de problemes d’optimitzacio´ fent servir equacions, ine-
quacions i me`todes per a resoldre’ls.
El segu¨ent pas va ser decidir quin problema i per mitja` de quina formulacio´ matema`tica
el representar´ıem. Havia de ser un problema t´ıpic, dels que s’expliquen en una classe de
programacio´ matema`tica. La formulacio´ utilitzada per representar-lo havia de ser equilibrada,
ni molt senzilla ni molt complicada d’entendre, i que hi intervinguessin diversos conceptes de
programacio´ matema`tica.
Ens hem decidit pel problema del viatjant de comerc¸ asime`tric (Asymmetric Traveling Sales-
man Problem - ATSP), que e´s un problema de disseny d’itineraris, i que consisteix en trobar
el camı´ tancat i de cost mı´nim d’entre els possibles circuits que recorren un conjunt de clients
donats, i els quals nome´s s’han de visitar una sola vegada. Aquest problema compleix tots els
requeriments que hem mencionat en els para`grafs anteriors: e´s un problema que apareix com
a exemple en la majoria de llibres de programacio´ matema`tica i es basa en una aplicacio´ molt
comuna en que es troben els viatjants i transportistes. Dins de la gran varietat de formulacions
de l’ATSP hem escollit la formulacio´ de C. E. Miller, A. W. Tuker, i R. A. Zemlin [7], poste-
riorment millorada per M. Desrochers, i G. Laporte (DL) [3], que es descriuen conjuntament
en l’article de H. D. Sherali i P. J. Driscoll [9]. La idea en que es basa aquesta formulacio´
e´s bastant intu¨ıtiva. A me´s de les variables t´ıpiques que determinen els arcs actius, tambe´
incorpora unes variables auxiliars i constriccions que provoquen que es determini un ordre de
visita dels nodes (clients) a me´s de la decisio´ de quins arcs utilitzar (trajectes entre clients) per
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reco´rrer els nodes. A difere`ncia de problemes que incorporen les constriccions de trencament de
subcircuit, amb un nombre exponencial de constriccions, utilitzant aquestes variables auxiliars
aconseguim representar el problema amb un conjunt polino`mic de constriccions.
El segu¨ent pas va ser decidir com resoldr´ıem el problema [1]. Com en el cas del problema
i la formulacio´, el procediment o me`tode per resoldre’l havia de ser algun dels que s’expliquen
en assignatures de programacio´ matema`tica. Una forma de resoldre el problema, que comporta
el coneixement de diverses te`cniques i conceptes de programacio´ matema`tica, e´s la d’aplicar
una relaxacio´ Lagrangiana, que e´s una te`cnica eficient i coneguda que s’utilitza per a resoldre
problemes complexos d’optimitzacio´. En el nostre cas, el problema relaxat es pot expressar
com la suma de dos problemes independents fa`cils de resoldre, me´s una constant. Per resoldre
la relaxacio´ Lagrangiana hem utilitzat el me`tode del subgradient.
Hem decidit que la implementacio´ de l’aplicacio´ es faria amb el llenguatge de programacio´
Java [13, 14] perque` e´s el que s’ensenya a la llicenciatura i a me´s, entre altres avantatges, e´s
portable, el seu programari associat [12, 10, 11] e´s lliure i e´s de codi obert. Per implementar parts
del me`tode de resolucio´ i la formulacio´ del problema ens hem ajudat de la llibreria de funcions
GNU Linear Problem Kit (GLPK) [6, 5]. A me´s a me´s, degut a la complexitat de l’algoritme
que hem d’implementar, hem desenvolupat un prototipus de la formulacio´ i el me`tode utilitzant
el llenguatge de modelitzacio´ AMPL i l’optimitzador CPLEX [4, 2]. Ens ha servit per cotejar
els resultats obtinguts a mesura que hem implementat les parts de l’aplicacio´, ja que AMPL e´s
un llenguatge de modelitzacio´ que utilitza una sintaxi molt semblant a la sintaxi matema`tica,
la qual cosa facilita la transcripcio´ de la formulacio´ i del me`tode. Per testar els resultats, tant
els obtinguts amb AMPL com els obtinguts amb l’aplicacio´, hem fet servir uns jocs de dades
de diferents mides.
Per tenir una guia i determinar quines funcions i accions volem que realitzi l’aplicacio´,
decidim fer un disseny previ de l’aplicacio´. Aquest conte´: caracter´ıstiques de la introduccio´
de la informacio´ a l’aplicacio´, el format de les dades, fluxes de les dades per l’aplicacio´, i
emmagatzemament i representacio´ gra`fica dels resultats. La part gra`fica e´s la que ha primat
me´s, degut al cara`cter pedago`gic del projecte, i no tant l’eficie`ncia del codi.
Una vegada acabada l’aplicacio´, hem fet un ana`lisi, des del punt de vista de la programacio´
matema`tica, dels resultats que produeix l’aplicacio´; una descripcio´ del seu funcionament a
nivell d’usuari; i una relacio´ de possibles ampliacions, tant del punt de vista informa`tic com de
programacio´ matema`tica.
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1.2 Tasques realitzades
Les tasques que hem dut a terme en aquest projecte comencen per la descripcio´ del problema
del viatjant de comerc¸, una discussio´ sobre la formulacio´ amb la qual representem el problema i
la descripcio´ del procediment que seguirem per resoldre aquesta formulacio´. A continuacio´ ana-
litzem que` ha de fer l’aplicacio´ i com volem que ho faci, per tenir clar el que hem d’implementar.
Implementem l’aplicacio´ i en validem els resultats. Per acabar fem un ana`lisi dels resultats que
ens proporciona l’aplicacio´, una descripcio´ del funcionament de l’aplicacio´ i esmentem possibles
millores o ampliacions que s’hi podrien fer.
Per descriure el problema hem d’explicar el context, l’aplicacio´ real, remarcant la informacio´
rellevant del problema, la que d’alguna manera es relaciona amb les parts que componen el
problema: variables, constriccions i funcio´ objectiu. Tambe´ comentem en quins altres a`mbits
es presenten problemes similars.
Abans de comentar les diferents formulacions que podem utilitzar per resoldre el problema
ATSP hem descrit els conceptes de programacio´ matema`tica. La finalitat d’aquest apartat e´s
la de contenir els conceptes me´s rellevants dintre de la mateixa memo`ria.
A continuacio´ descrivim algunes formulacions alternatives del problema, i en comentem
les seves parts, els avantatges i els inconvenients. Hem fet una descripcio´ me´s acurada de
la formulacio´ que hem escollit per a que es pugui entendre millor el funcionament d’aquesta.
Hem de remarcar que en aquest projecte no hem primat l’eficie`ncia de la formulacio´ o del
me`tode utilitzats tant com es faria en la implementacio´ d’un me`tode per a resoldre casos reals
d’optimitzacio´.
Hem escollit el me`tode del subgradient per a resoldre la relaxacio´ Lagrangiana del problema,
perque` e´s un me`tode adient per aquest tipus de problema i creiem que e´s molt interessant
descriure’l per la seva relleva`ncia dintre de la disciplina de la programacio´ matema`tica. Tambe´
hem descrit la transformacio´ que ha sofert la formulacio´ de DL despre´s de l’aplicacio´ de la
relaxacio´ Lagrangiana, i com es pot aplicar el me`tode d’optimitzacio´ subgradient a aquesta
relaxacio´.
Seguidament hem descrit com volem que sigui l’aplicacio´, que` volem que faci i com volem que
ho faci. E´s a dir, a part de resoldre el problema, decidir quines opcions li donem a l’usuari per
resoldre el problema i quina informacio´ creiem que e´s important de mostrar per tal d’entendre
be´ el funcionament de la formulacio´ de DL i del me`tode de resolucio´ subgradient. Aquest
apartat e´s molt u´til durant la programacio´ perque` ens serveix de guia a l’hora d’estructurar i
programar l’aplicacio´.
Abans de comenc¸ar a programar l’aplicacio´ hem implementat la formulacio´ de DL i el
me`tode subgradient amb el llenguatge de modelitzacio´ AMPL. Tambe´ hem escrit uns quants
jocs de dades amb els que cotejarem les dues implementacions. Hem dissenyat un fitxer amb
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els resultats que creiem que so´n rellevants d’ambdo´s implementacions, Java i AMPL.
A l’hora d’implementar l’aplicacio´ hem comenc¸at per les parts pro`pies del problema, o
sigui, introduint la formulacio´ en el format que ente´n la llibreria GLPK. A continuacio´ hem
implementat el me`tode subgradient, i llavors ja hem pogut validar els resultats de l’aplicacio´
amb els que ens do´na AMPL. Una vegada que aquestes parts ja funcionen nome´s ens queda
programar la interf´ıcie gra`fica d’usuari. La interf´ıcie que hem desenvolupat e´s va`lida per a
problemes de fins a deu nodes, mida que creiem suficient donat el cara`cter dida`ctic del projecte.
I una vegada acabada l’aplicacio´, comentem els resultats que ens proporciona, tant des del
punt de vista de programacio´ matema`tica, com des del punt de vista pedago`gic. Tambe´ pro-
posem ampliacions que es podrien fer a l’aplicacio´, relacionades amb la programacio´ matema`tica,
i possibles millores de les qualitats informa`tiques de l’aplicacio´.
1.3 Problema del viatjant de comerc¸ asime`tric
El problema del viatjant de comerc¸ e´s un problema paradigma`tic d’optimitzacio´ combinato`ria,
i un dels me´s utilitzats per a explicar conceptes de l’a`mbit de la programacio´ matema`tica.
Per aquests motius, tambe´ apareix com a exemple en la majoria de llibres de programacio´
matema`tica i hi ha una gran varietat de formulacions per a representar-lo.
A continuacio´ descrivim el problema que te´ el viatjant a l’hora de decidir quin itinerari
seguira` per a visitar el seus clients. Concretament, vol visitar un nombre determinat de clients
sense repetir-ne cap. El viatjant ha de sortir de les oficines i una vegada visitats tots els clients
hi ha de retornar. El viatjant pot visitat a qualsevol client, independentment d’on es trobi
(oficines o clients). Cada desplac¸ament entre clients te´ associat un cost, que representa el que
li costa al viatjant anar des de el client A al client B. Aquests costos poden expressar temps,
dista`ncia, despesa o combinacions d’aquests. Suposem que aquest cost no e´s, necessa`riament,
el mateix fer-lo en un sentit o en un altre, o el que e´s el mateix, del client A al client B que
del B al A. Una situacio´ en que no costa el mateix fer un trajecte en un sentit o en l’altre e´s
en el cas en que es pot fer un trajecte de pujada o un de baixada. L’objectiu del viatjant e´s
trobar el recorregut que ha de fer, de tal manera que el cost sigui el mı´nim possible. Aquest
problema concret tambe´ te´ aplicacions en diversos entorns, com ara la log´ıstica, missatgeria,
fluxos de dades, entre altres. Per tant el problema tambe´ es podria dir ”del missatger”o ”de
l’enrutador”.
La manera en que representem aquest problema matema`ticament e´s mitjanc¸ant una xarxa
de nodes connectats per un conjunt d’arcs dirigits, on els nodes representen els clients que ha
de visitar el viatjant i els arcs so´n els camins que connecten els clients. De tots els problemes
d’aquest estil, o sigui, que es poden representar en un graf de nodes i arcs, e´s un dels me´s
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senzills, ja que no hi han implicades me´s restriccions que les que descriuen la direccio´ de l’arc
i les que descriuen la necessitat de definir un u´nic trajecte que visiti tots els clients.
Extensions del problema del viatjant de comerc¸ asime`tric, encara que no so´n exclusives
d’aquest, so´n afegir constriccions de capacitat que limiten la quantitat de producte que pot





En aquest projecte hi intervenen conceptes del camp de la programacio´ matema`tica, del de la
informa`tica, i una combinacio´ dels dos, que trobem en la llibreria de funcions GLPK que hem
utilitzat per a la programacio´ de l’aplicacio´. En aquest cap´ıtol expliquem els conceptes de la
disciplina de programacio´ matema`tica que apareixen en el desenvolupament del projecte i de
la seva memo`ria, i que ajuden a tenir una millor comprensio´ de la tasca que s’ha realitzat.
2.1 Programacio´ matema`tica
La Programacio´ matema`tica e´s el conjunt de te`cniques per a la representacio´ i la resolucio´ de
problemes d’optimitzacio´, on aquesta representacio´ es fa per mitja d’expressions matema`tiques.
Per representar el problema s’utilitza una formulacio´ matema`tica va`lida per a aquesta finalitat.
A l’hora de resoldre la formulacio´ del problema, utilitzarem una te`cnica que sigui adequada
al tipus de formulacio´ i ra`pida de resoldre. En aquesta seccio´ expliquem la metodologia de
programacio´ matema`tica que hem utilitzat en el desenvolupament de l’aplicacio´ i en la redaccio´
d’aquesta memo`ria.
Com a problema d’optimitzacio´, el problema del viatjant de comerc¸ consisteix en trobar
un circuit Hamiltonia` de cost mı´nim. Per representar aquest problema escollim una formu-
lacio´ matema`tica va`lida formada per una funcio´ objectiu i constriccions lineals amb variables
bina`ries i enteres. Aquest tipus de formulacions s’anomenen de Programacio´ Lineal Entera. El
procediment que hem decidit utilitzar per a trobar la solucio´ de la formulacio´ utilitzada per
representar el problema del viatjant de comerc¸ e´s el d’aplicar una relaxacio´ Lagrangiana a les
constriccions que depenen de les variables enteres del problema. D’aquesta forma aconseguim
separar el problema relaxat en dos subproblemes independents me´s senzills, i un terme cons-
tant. Un subproblema depe`n de les variables de decisio´ bina`ries i el resoldrem per mitja` del
me`tode del Simplex. Analitzant el coeficients de les variables a la funcio´ objectiu, trobem una
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forma directa de resoldre el segon subproblema, que depe`n de les variables enteres.
2.1.1 Me`tode del Simplex
E´s un me`tode per a resoldre problemes de Programacio´ Lineal (PL) que permet trobar una
solucio´ o`ptima en problemes de maximitzacio´ o de minimitzacio´ explorant els ve`rtex de la regio´
factible. E´s un procediment iteratiu que, donada una solucio´ inicial, la va millorant a cada
iteracio´, i acaba quan ja no es pot millorar me´s. L’espai de solucions esta` delimitat per un
pol´ıedre. Donat que el problema e´s lineal, sabem que la solucio´ esta` en un ve`rtex. Partint d’un
ve`rtex qualsevol, el me`tode consisteix en buscar un altre ve`rtex adjacent que millori la solucio´.
La idea e´s que si x no e´s una solucio´ o`ptima, llavors existeix una aresta incident amb x de la
qual la funcio´ objectiu creix, suposant que estem en el cas de maximitzacio´.
Ens ajudem d’un exemple per presentar l’algoritme del Simplex. Suposem que volem resol-
dre el problema (2.1). La figura (2.1) representa gra`ficament l’algoritme del Simplex, el domini
definit per les constriccions, la funcio´ objectiu i els punts que analitza l’algoritme per arribar a
l’o`ptim.
z∗ = max 3x+ 2y
subjecte a 2x+ y ≤ 18
2x+ 3y ≤ 42
3x+ y ≤ 24
x, y ≥ 0
(2.1)
1. Sense pe`rdua de generalitat transformem la formulacio´ en el format en que farem l’expli-
cacio´ del me`tode del S´ımplex (2.2). El format esta`ndard que utilitzem e´s:
z∗ = min cTx
subjecte a Ax = b
x ≥ 0
(2.2)
El vector de variables e´s representat per x, c e´s el vector de costos, A e´s la matriu de
constriccions i b e´s el vector de termes independents. Per passar a forma esta`ndard un
problema de maximitzacio´ hem de canviar el signe del vector de costos, multiplicar per
−1 les components del vector. Si en comptes d’equacions d’igualtat tenim equacions de
desigualtat haurem d’afegir variables auxiliars. En el cas que tinguem una equacio´ de
desigualtat de la forma aix ≤ bi hem d’afegir una variable auxiliar de folga de la segu¨ent
forma aix + xn+i = bi. Pero` si en canvi la tenim de la forma aix ≥ bi hem d’afegir una
variable auxiliar d’escreix de la segu¨ent forma aix − xn+i = bi. Per altra banda, si hi
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Figura 2.1: Representacio´ gra`fica del me`tode del S´ımplex
ha alguna variable amb un rang de valors negatius hem de fer un canvi de variable, per
exemple si x ≤ 0 substituir-la per y = −x. I si n’hi ha alguna de lliure, substituir-la
per la descomposicio´ x = y1 − y2, y1, y2 ≥ 0. En el nostre exemple ens quedaria de la
segu¨ent forma.
z∗ = min −3x1 − 2x2
subjecte a 2x1 + x2 + x3 = 18
2x1 + 3x2 + x4 = 42
3x1 + x2 + x5 = 24
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2. Trobem una solucio´ ba`sica factible. El me`tode del S´ımplex comenc¸a en un ve`rtex de
la regio´ factible, i es mou de ve`rtex en ve`rtex. Suposem que tenim un sistema de m
equacions i n variables, on m < n. Per tant quan r(A) = r(A : b) < n tenim infinites
solucions factibles del problema. Per determinar un punt inicial factible, situat en un
vertex de la regio´ factible, haurem de seleccionar una matriu B, submatriu m×m de A,
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que sigui no-singular. Aquesta submatriu e´s diu matriu ba`sica, i les variables associades
a les columnes de la matriu B s’anomenen variables ba`siques i les representarem per xB .
Les altres n −m variables s’anomenen no-ba`siques i les representarem per xN i sempre
valdran 0 a la solucio´ ba`sica factible. En el nostre exemple tenim que m = 3 i n = 5.








 = [ a3 a4 a5 ].
Les variables ba`siques seran x3, x4 i x5, i les no-ba`siques x1 i x2.
El valor de les variables ba`siques s’obtenen de resoldre el sistema d’equacions Ax = b, i
com que les variables no-ba`siques valen 0 ens queda:
Ax = b





























, com que els valors
so´n ≥ 0 la solucio´ x0 =
[
0 0 18 42 24
]T
e´s ba`sica factible. Si algun valor sort´ıs
negatiu, haur´ıem d’escollir una altra base que ens proporcione´s un resultat no-negatiu.
3. Provem la optimalitat. Volem veure si la solucio´ que hem trobat, x0 e´s la o`ptima, i per
aixo` hem de comprovar que no existeix cap altra x millor. Per aixo` expressem les solucions
en funcio´ de la base actual,








































representa el valor de la solucio´ ba`sica actual. Substitu¨ım z0 a z(x)
z(x) = z0 − (c
T
BB
−1N + cTN)xN =
= z0 − Σj|xj∈N(c
T
BB
−1aj − cj)xj = z0 − Σj|xj∈N(yj − cj)xj
(2.8)




Recordem que estem minimitzant, per tant, z0 no sera` o`ptim si podem trobar una solucio´
millor, z > z0. Com que estem minimitzant i les variables no-ba`siques estan a fita,
aquestes nome´s poden canviar a un valor positiu. El canvi millorara` si els costos redu¨ıts
yj − cj > 0, per alguna xj no-ba`sica. Comprovem si en el nostre exemple la solucio´
anterior e´s o`ptima.















− (−3) = 3















− (−2) = 2
(2.9)
La solucio´ no e´s o`ptima ja que hi ha 2 valors positius, i aixo` indica que podem millorar
la funcio´ objectiu.
4. Escollim una variable d’entrada. Si la solucio´ que tenim no e´s o`ptima, significa que hi
ha alguna variable no-ba`sica xj tal que yj − cj > 0. El me`tode del S´ımplex consisteix en
modificar la solucio´ obtinguda canviant una variable ba`sica per una de no-ba`sica. Si volem
millorar la funcio´ objectiu, la variable no-ba`sica que escollim ha de complir yj − cj > 0.
El criteri que seguim per decidir quina variable entra a la base e´s el que faci ma`xim el
valor anterior. En el nostre cas tenim que tant x1 com x2 so´n positives, i la major e´s x1
amb un valor de 3.
5. Escollim una variable de sortida. Una vegada hem decidit quina sera` la variable que en-
trara` a la base, diguem-li xk, volem trobar la primera variable ba`sica que, a l’incrementar
el valor de la variable que entra a la base, pren el valor 0. Aquesta variable sera` la que
surti de la base. Per trobar aquesta variable tenim que,
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xB = B
















El segu¨ent pas e´s decidir quant podem augmentar xk mantenint la no negativitat de les
variables ba`siques. Quant podem augmentar la variable xk mantenint la factibilitat de la
solucio´.
• Si tki ≤ 0, xBi creix si xk creix, per tant xBi no s’anul·lara` mai. Per tant, el
creixement de xk no esta` limitat per les variables amb tk ≤ 0 i diem que la solucio´
e´s no acotada.
• Si tki ≥ 0, xBi decreix si xk creix. Per tant, la xk pot cre´ixer mentre cap variable





































































= 8 que correspon a la variable x5, i per tant e´s aquesta la
variable que surt de la base.
6. Actualitzem la base i la solucio´ ba`sica factible. La nova base nome´s canvia en la columna
de la variable ba`sica que surt per la columna de la variable no ba`sica que passa a ser
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En l’exemple tenim que la variable que entra a la base e´s x1 i la que surt x5, i els valors






























































Ara tenim una solucio´ ba`sica factible millor que l’anterior. L’algoritme segueix des del
punt 3 fins que no es troba cap solucio´ millor (tots els costos redu¨ıts so´n negatius).
2.1.2 Te`cnica de la relaxacio´ Lagrangiana
La finalitat de la te`cnica de la relaxacio´ Lagrangiana e´s la d’obtenir informacio´ d’un problema
d’optimitzacio´ (t´ıpicament molt dif´ıcil) per mitja` d’altres problemes d’optimitzacio´ amb millors
propietats (i t´ıpicament me´s fa`cils).
Per aconseguir aixo` el que fem e´s definir una funcio´, en que la seva avaluacio´ requereix la
resolucio´ d’un problema d’optimitzacio´ (anomenat problema relaxat), en el que s’elimina un
subconjunt de constriccions del problema original. Les constriccions eliminades es tenen en
compte incorporant-les a la funcio´ objectiu i ponderant-les amb uns multiplicadors de manera
que la violacio´ de les constriccions relaxades penalitza el valor de la funcio´ objectiu.
Per descriure la te`cnica de la relaxacio´ Lagrangiana ens hem basat amb el llibre Network
flows [1]. Descrivim el procediment de relaxacio´ Lagrangiana considerant el problema d’opti-
mitzacio´ (2.14).
z∗ = min cTx
subjecte a Ax ≤ b
x ∈ X
(2.14)
Aquest problema te´ una funcio´ objectiu formada pel vector de variables de decisio´ x i el
vector de costos c. Les variables de decisio´ estan afectades per un conjunt de constriccions
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lineals determinades per la matriu A i el vector de termes independents b, i tambe´ pel fet de
perta`nyer al conjunt X, el qual assumim que no complica la resolucio´ del problema.
La te`cnica de la relaxacio´ Lagrangiana que utilitzem en aquest projecte consisteix en re-
laxar constriccions lineals tal com s’expressa a (2.15). Observem que el conjunt de solucions
factibles del problema relaxat esta` format per, com a mı´nim, les del problema original, ja que
les constriccions limiten l’espai de la regio´ factible, i si les eliminem, la regio´ factible mai es pot
fer me´s petita. Per tal de tenir en compte les constriccions relaxades afegim a la funcio´ objectiu
les constriccions multiplicades per un factor que penalitza el fet que la constriccio´ relaxada es
violi o no en el problema original. Aquests factors s’anomenen multiplicadors de Lagrange i els
representem amb el vector µ = (µ1 . . . µn) ∈ {R
m+, 0}, on m e´s el nombre de constriccions o
de files de la matriu A. El problema relaxat (2.15) e´s me´s senzill de resoldre que el problema
original (2.14). La funcio´ Lagrangiana es defineix com la que associa el valor de la relaxacio´
Lagrangiana a un vector donat de multiplicadors. E´s a dir:
L(µ) = min
x∈X
cTx+ µ(Ax− b) (2.15)
Com que hem eliminat Ax ≤ b de les constriccions del problema original (2.14), la solucio´
del problema relaxat (2.15) no e´s necessa`riament factible per al problema original. Tanmateix,
encara que la solucio´ de la funcio´ Lagrangiana no sigui factible per al problema original, per a
qualsevol vector µ de multiplicadors de Lagrange, el valor de L(µ) de la funcio´ Lagrangiana, e´s
una fita inferior del valor o`ptim de la funcio´ objectiu z∗ (2.14).
El problema dual Lagrangia` (2.16) consisteix en trobar el vector de multiplicadors que







cTx+ µ(Ax− b) (2.16)
Tenim que zD ≤ z
∗, on z∗ e´s l’o`ptim del problema problema original (2.14).
Si µ ≥ 0, i tenim que x(µ) e´s el valor o`ptim de les variables del problema dual (L(µ) =
cTx(µ) + µ(Ax(µ) − b)), i a me´s tenim que e´s compleix Ax(µ) ≤ b, llavors x(µ) e´s o`ptim per
al problema original. Aquesta te`cnica no ens assegura que l’o`ptim obtingut sigui global, a no
ser que es compleixin algunes condicions addicionals. Un me`tode que assegura la obtencio´ d’un
ma`xim global e´s el del branch and bound.
2.1.3 Algoritme del subgradient per al problema dual Lagrangia`
El problema dual Lagrangia` tampoc e´s un problema senzill de resoldre, i aquest necessita
te`cniques espec´ıfiques per aquest tipus de problemes. Degut a que el problema no e´s diferen-
ciable en tots els punts, utilitzem el me`tode subgradient per a resoldre el problema.
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Escollim com a direccio´ de moviment d, la associada a un subgradient de la funcio´ objectiu,
i ens movem per d fent una passa θ. Aixo` significa canviar µ per µ + θd, en direccio´ cap a
l’objectiu.
En aquesta expressio´ θ e´s la mida de la passa que especifica com de llarg e´s la passa que fem
en la direccio´ seleccionada. En el nostre cas, agafem com a direccio´ de moviment d = (Ax(µ)−b).
Es pot demostrar que aquesta direccio´ e´s un subgradient de L en µ (veure, per exemple, [8]).
Ara, per resoldre el problema dels multiplicadors de Lagrange prenem µ0 com els valors inicials
dels multiplicadors. Determinem els segu¨ents valors de µk, per a k ∈ {1, 2, 3, . . .}, de la segu¨ent
forma (2.17).
µk+1 = µk + θk(Ax(µk)− b) (2.17)
On l’´ındex k fa refere`ncia a la iteracio´, x(µk) e´s la solucio´ del subproblema Lagrangia` L(µk),
µk so´n els multiplicadors i θk e´s la llargada de la passa. Per assegurar-nos que aquests me`tode
convergeix cap a la solucio´ del problema dual Lagrangia` hem de determinar el valor de la
llargada de la passa θ procurant no quedar-nos curts o no passar-nos, perque` si escollim passes
massa curtes, l’algoritme s’estancara` en el punt actual i no convergira`, i si escollim passes
massa llargues podria oscil·lar entre dos punts. Un possible ca`lcul de la llargada de la passa,





Pero` a la pra`ctica no sabem quin e´s el valor o`ptim de la funcio´ objectiu z∗ del problema






En aquesta expressio´ UB e´s una fita superior de la funcio´ objectiu del problema original
(2.14), per tant una fita superior de z∗. Inicialment UB e´s una solucio´ coneguda del problema
original (2.14). I λk e´s un escalar positiu, i per a que es garanteixi la converge`ncia ha d’estar
entre 0 i 2. A la pra`ctica el para`metre λk va reduint el seu valor quan l’algoritme ha iterat unes
quantes vegades i la cota inferior del problema dual no millora. El valor amb que s’inicialitza i
cada quan s’actualitza depe`n del que ens digui l’experie`ncia.
El criteri d’aturada de l’algoritme e´s quan la successio´ de multiplicadors ha convergit. El
que passa e´s que nume`ricament e´s dif´ıcil de determinar aquesta situacio´. En el nostre cas, si
obtenim una solucio´ factible per al problema original l’algoritme subgradient acaba, ja que el
me`tode ha convergit donat que la direccio´ Ax(µk) − b = 0 i, per tant, les successives µ ja no
20 Conceptes
variaran.
El procediment d’optimitzacio´ subgradient no e´s l’u´nic camı´ per resoldre el problema dels
multiplicadors de Lagrange. A la pra`ctica tambe´ s’usen heur´ıstiques i altres me`todes. Nosaltres
hem usat aquest perque` e´s un me`tode essencial i ba`sic, i s’adiu amb la finalitat d’aquest projecte.
Per tant no entrarem a discutir si e´s la millor alternativa.
Resum de l’Algoritme
k = 0
µk = valor inicial
Mentre x(µk) no e´s factible per al primal o hem arribat al ma`xim d’iteracions Fer
Resoldre L(µk)
Si x(µk) no e´s una solucio´ factible per al problema primal Llavors
Si iteracio mod it necessaries per reduir Llavors
λk = λk ∗ percentatge de reduccio
FiSi
θk = λk ⌊UB−L(µ
k)⌋
‖Ax(µk)−b‖2
µk+1 = µk + θk(Ax(µk)− b)





Els problemes o formulacions, en programacio´ matema`tica, es poden classificar de diverses
maneres. Per exemple, pel tipus de variables que el formen: bina`ries, senceres, continues o
combinacions d’aquestes. O pel tipus de funcio´ objectiu i constriccions: lineals i no-lineals,
i dintre dels no-lineals hi ha el subgrup dels quadra`tics. Els problemes lineals estan formats
per variables continues i funcio´ objectiu i constriccions lineals. Els problemes de programacio´
entera estan formats per variables enteres i funcio´ objectiu i constriccions lineals. Els problemes
formats per variables bina`ries so´n un cas particular. En el nostre problema tenim variables
bina`ries i enteres, amb funcio´ objectiu i constriccions lineals, i so´n aquestes dos u´ltimes que ens
situen en el cas d’un problema de programacio´ lineal entera.
La funcio´ objectiu de totes les formulacions amb que representarem el problema del viatjant








on les variables de decisio´ representen el fet que es vagi del node i al node j (3.2).
xij =
{
1 si es va del node i al node j
0 altrament
(3.2)
A continuacio´, en la seccio´ 3.3, comentem diferents formulacions del problema del viatjant
de comerc¸, pre`vies a la formulacio´ que hem implementat descrita en la seccio´ 3.4. Acabem per




A continuacio´ definim la notacio´ que utilitzem en aquesta memo`ria.
• N = {1, .., n} e´s el conjunt de nodes, on n = |N | i el node origen e´s el node 1. Representen
els punts que s’han de visitar (ciutats, clients, etc.) en el problema del viatjant de comerc¸.
• A = {(i, j) : i, j ∈ N, i 6= j} e´s el conjunt d’arcs que connecten els nodes. Representen
les connexions entre els clients o ciutats. Suposem que qualsevol node esta` connectat a
tota la resta de nodes. Aquest conjunt d’arcs els representem per mitja` d’una matriu
d’incide`ncies nodes-arcs, on les files s’associen als nodes i les columnes als arcs. Les
entrades de la matriu so´n +1, 0 i −1, depenent de si un arc surt/entra d’un node. Tambe´
hem de comentar que si en el graf original un arc no existeix, sempre podr´ıem representar-
lo per un que passe´s pel camı´ de cost mı´nim que connecti els dos nodes. Per aixo` e´s
necessari que el graf sigui fortament connex, e´s a dir, que existeixi un camı´ dirigit que
uneixi qualsevol parell de nodes.
• G(N,A) e´s el graf format pels nodes d’N i els arcs d’A. Aquest conte´ tots els possibles
circuits que es poden formar amb els nodes i arcs donats.
• c = {cij : (i, j) ∈ A} e´s la matriu de costos, on cada arc (i, j) se li associa un cost cij
corresponent al fet d’anar directament des de i fins a j. Aquests costos es representen
mitjanc¸ant una matriu, on el cost cij ocupa la posicio´ (i, j).
• x = {xij : (i, j) ∈ A} e´s el conjunt de variables de decisio´, on cada variable xij pren el
valor 1 si l’arc (i, j) forma part del circuit, i 0 altrament. Representa la decisio´ que pren
el viatjant d’anar directament de i fins a j.
• u = {ui : i ∈ N} e´s el conjunt de variables de decisio´ associades als nodes. Per a cada
node i ∈ N , la variable ui representa l’ordre en que el node i e´s visitat en el circuit, tenint
en compte que assignem 0 al node origen.
La figura 3.1 representa un graf G(N,A) de n = 5 nodes. El valors associats als arcs
representen el cost de passar per aquests. El conjunt de tots aquest costos el representem amb
la matriu c. Els arcs de color gris representen la solucio´ o`ptima, i les variables x associades
prenen el valor 1. El nu´mero que hi ha dins del quadrat associat al node representa l’ordinal
de visita a aquell node, i per tant el valor de la corresponent variable ui.




























Figura 3.1: Representacio´ gra`fica del graf G(N,A)
N = {1, 2, 3, 4, 5} n = 5 x∗ =


. 1 0 0 0
0 . 0 0 1
1 0 . 0 0
0 0 1 . 0






. 6 14 5 17
15 . 7 20 15
10 14 . 19 31
6 19 8 . 13
















1 1 1 1 −1 0 0 0 −1 0 0 0 −1 0 0 0 −1 0 0 0
−1 0 0 0 1 1 1 1 0 −1 0 0 0 −1 0 0 0 −1 0 0
0 −1 0 0 0 −1 0 0 1 1 1 1 0 0 −1 0 0 0 −1 0
0 0 −1 0 0 0 −1 0 0 0 −1 0 1 1 1 1 0 0 0 −1




Definim circuit com a un camı´ simple que comenc¸a i acaba en el mateix node. Un circuit Hamiltonia`
de G(N,A), e´s un circuit que visita tots els nodes. Notem que un circuit Hamiltonia` ha de ser connex.
Per exemple, no han d’existir-hi nodes agrupats en diversos subcircuits o nodes amb me´s d’un arc
de sortida. En principi, el problema de l’ATSP es pot resoldre escollint, d’entre tots els circuits
Hamiltonians del graf dirigit format pels nodes i arcs donats, el que te´ cost mı´nim. En la figura 3.2
veiem representats gra`ficament un circuit Hamiltonia` d’un que no ho e´s.
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Figura 3.2: A l’esquerra un circuit Hamiltonia`, a la dreta un que no ho e´s
Podem determinar un circuit Hamiltonia` nome´s per mitja` de variables que representen els nodes i
arcs, pero` aixo` requereix un nombre exponencial de constriccions. Com veurem, hi han d’altres formu-
lacions que no requereixen aquest conjunt tan gran de constriccions. Tanmateix, totes les formulacions
utilitzen dues equacions que son necessaries per a caracteritzar els circuits Hamiltonians. Aquestes




xij = 1 ∀ j ∈ N
n∑
j=1,j 6=i
xij = 1 ∀ i ∈ N
(3.3)
A continuacio´, en la segu¨ent seccio´, comentem diferents formulacions del problema del viatjant de
comerc¸, pre`vies a la formulacio´ que hem implementat.
3.3 Formulacions alternatives
En aquest apartat descrivim possibles formulacions de l’ATSP i els pros i contres d’aquestes. Els
raonaments els basem en l’article de Sherali et al. [9].
El conjunt de solucions factibles del problema ATSP e´s qualsevol circuit Hamiltonia` del graf
G(N,A). Anomenem al conjunt de solucions factibles H, i a una solucio´ factible x. D’aquestes, estem
interessats en la solucio´ de cost mı´nim. Com ja hem esmentat, la representacio´ matema`tica d’aquesta







subjecte a x ∈ H
(3.4)
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Es podria pensar que una manera de resoldre (3.4) e´s enumerar tots els elements de H, avaluar-los
i escollir el millor. Aixo` significa que hem de generar un nombre factorial de circuits. Per exemple, per
a un graf de n = 10 nodes hem d’enumerar (n − 1)! = 9! = 362.880 possibles circuits Hamiltonians.
Aquesta no e´s una forma realista de resoldre problemes, a no ser que siguin de mides molt petites. Per
aquest motiu es plantegen diverses formulacions de programacio´ matema`tica per abordar el problema.
Les formulacions de l’ATSP que segueixen representen la regio´ factible a trave´s d’equacions. Podem
aprofitar la propietat que tenen els circuits Hamiltonians, que diu que de cada node s’hi entra i se’n
surt una sola vegada, formulades mitjanc¸ant les equacions (3.3). Aquestes condicions no so´n suficients
per expressar un circuit Hamiltonia`, ja que una solucio´ satisfent nome´s aquestes 2n constriccions (en el
cas anterior n = 10 nodes hem d’enumerar 2n = 2× 10 = 20 constriccions) pot contenir subcircuits, o
el que e´s el mateix, hi haura` me´s d’un circuit a la solucio´. Per solucionar aquesta mancanc¸a proposem
dues alternatives.
La primera consisteix en afegir constriccions de trencament de subcircuit (3.5).
∑
(i,j)∈A(S)
xij ≤ |S| − 1 S ⊆ N on 2 ≤ |S| ≤ (n− 1) (3.5)
On A(S) denota el conjunt de tots els arc que tenen els seus dos extrems a S. Aquest conjunt
de constriccions forcen que dels subconjunts de menys de n nodes, com a mı´nim, hi hagi un arc de
sortida que vagi a un node que no formi part del conjunt S.
Quan resolem la formulacio´ de trencament de subcircuits (3.6) n’obtenim la solucio´ del problema
ATSP. L’inconvenient e´s que hem de llistar una constriccio´ per cada subcircuit possible, i n’hi ha
un nombre exponencial, O(2n). Ens trobem en un cas similar al de llistar tots els possibles circuits
Hamiltonians. Aquesta formulacio´ resulta impossible per a casos que no siguin de mida molt petita,
a no ser que utilitzem un procediment de separacio´ per a incorporar de forma iterativa, u´nicament,
les constriccions de trencament de subcircuit necessa`ries per caracteritzar la solucio´ o`ptima; a mesura










xij = 1 ∀j ∈ N, j 6= i
n∑
j=1
xij = 1 ∀i ∈ N, i 6= j∑
(i,j)∈A(S)
xij ≤ |S| − 1 S ⊆ N on 2 ≤ |S| ≤ (n− 1)
x ∈ {1, 0}
(3.6)
La formulacio´ que hem utilitzat en aquest projecte es basa en la formulacio´ de C. E. Miller, A.
W. Tucker i R. A. Zemlin (MTZ) [7]. La idea d’aquesta formulacio´ (3.10) e´s la d’afegir unes noves
variables i constriccions (3.7) que en la solucio´, indiquen la posicio´ en que el node s’ha visitat. El
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recorregut comenc¸a i acaba al node 1 o node base. Es comenc¸a a comptar des de 0 i l’ordre de visita
del node base e´s el 0. La variable u1 queda fixada a 0 i la resta prenen valors enters entre 1 i n − 1
(3.7).
u1 = 0
1 ≤ ui ≤ (n− 1) i ≥ 2
uj ≥ (ui + 1)− (n− 1)(1 − xij) i ∈ N, j ∈ N, i 6= j
(3.7)
Aquestes constriccions forcen que, conjuntament amb les variables de decisio´ x, hi hagi un ordre
de visita a tots els nodes. Precisament e´s la definicio´ de circuit Hamiltonia`.
Per veure el funcionament d’aquestes constriccions, fixem-nos en el que passa quan es va del node
i al node j i quan no s’hi va, per a qualsevol valor de i i de j, sempre que i 6= j.
• Cas en que no anem del node i al node j, xij = 0:
uj ≥ (ui + 1)− (n− 1)(1− 0)
⇓
uj ≥ ui + 1− n+ 1
⇓
uj ≥ ui − (n− 2)→ ui ≤ uj + (n− 2)
que es compleix trivialment donat que,
⇓
ui ≤ (n− 1) = 1 + (n− 2) ≤ uj + (n− 2)
(3.8)
Sempre e´s cert perque` uj e´s major o igual que 1 per definicio´.
• Cas en que anem del node i al node j, xij = 1
uj ≥ (ui + 1)− (n− 1)(1− 1)
⇓
uj ≥ ui + 1
(3.9)
Com que anem del node i al node j, l’ordre de visita sempre e´s major per al node j que pel node
i. A me´s, com que hi han tantes constriccions com nodes i com que els valors de les variables u
estan fitats per (n− 1), concloem que u conte´ l’ordre en que es visiten els nodes.










xij = 1 ∀j ∈ N, j 6= i
n∑
j=1
xij = 1 ∀i ∈ N, i 6= j
uj ≥ (ui + 1)− (n− 1)(1 − xij) 2 ≤ i ≤ n, 2 ≤ j ≤ n, j 6= i
1 ≤ ui ≤ (n− 1) 2 ≤ i ≤ n
u1 = 0
x ∈ {0, 1}
u ∈ Z+
(3.10)
Aquesta formulacio´ (3.10) destaca per ser molt compacta, ja que el nombre de constriccions e´s
polino`mic, O(n2), i e´s una caracter´ıstica u´til quan el problema ATSP forma part d’un problema me´s
complex. Aquesta formulacio´ ens assegura que la solucio´ que obtinguem sigui o`ptima i factible. Per
altra banda aquesta formulacio´ proporciona una solucio´ de la relaxacio´ lineal molt de`bil, amb una fita
inferior molt feble (poc informativa).
3.4 Descripcio´ de la formulacio´ escollida
La formulacio´ de M. Desrochers i G. Laporte (DL) per al problema de ATSP (3.21) e´s una formulacio´
revisada de la de MTZ (3.10), que reemplac¸a les constriccions d’eliminacio´ de subcircuit (3.7) per
equacions que caracteritzen millor la regio´ factible (3.11). Aixo` provoca que la solucio´ de la relaxacio´
lineal sigui me´s forta que la formulacio´ MTZ i proporcioni informacio´ u´til a l’hora d’aplicar algun
me`tode de resolucio´.
uj ≥ (ui + 1)− (n− 1)(1 − xij) + (n− 3)xji i, j ≥ 2 i 6= j (3.11a)
1 + (1− x1j) + (n− 3)xj1 ≤ uj ≤ (n− 1)− (n− 3)x1j − (1− xj1) j ≥ 2 (3.11b)
1 ≤ ui ≤ (n− 1) 2 ≤ i ≤ n (3.11c)
u1 = 0 (3.11d)
Per veure el comportament d’aquestes constriccions (3.11) i que provoquen que les variables u
continguin l’ordre en que es visiten els nodes, ens fixem en totes les situacions possibles, i que detallem
a continuacio´.
• Cas en que no anem del node 1 al j i tampoc del j al 1 per a i = 1, j ≥ 2 (x1j = 0, xj1 = 0).
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1 + (1− 0) + (n− 3)0 ≤ uj ≤ (n− 1)− (n− 3)0− (1− 0)
⇓
2 ≤ uj ≤ n− 2
(3.12)
Aquest resultat ens diu que, si no anem del node base (i = 1) al node j ni del j al base, aixo`
significa que el node j no e´s ni el primer (1) ni l’u´ltim (n− 1) node visitat. Per tant, el rang de
valors que pot prendre la variable uj e´s el que indica (3.12).
• Cas en que anem del node 1 al j i no del j al 1 per a i = 1, j ≥ 2 (x1j = 1, xj1 = 0).
1 + (1− 1) + (n− 3)0 ≤ uj ≤ (n− 1)− (n− 3)1− (1− 0)
⇓




Si anem del node base al node j (x1j = 1), aquest node e´s el primer que visitem, i per tant, uj
ha de prendre el valor 1, tal com ens indica el resultat (3.13).
• Cas en que no anem del node 1 al j i si del j al 1 per a i = 1, j ≥ 2 (x1j = 0, xj1 = 1).
1 + (1− 0) + (n− 3)1 ≤ uj ≤ (n− 1)− (n− 3)0− (1− 1)
⇓
n− 1 ≤ uj ≤ n− 1
⇓
uj = n− 1
(3.14)
Una situacio´ semblant al cas anterior passa en aquest, pero` per a l’u´ltim node. Com que anem
del node j al node base, i el node j e´s l’u´ltim node que visitem (e´s en aquest moment que es
tanca el circuit), aquest pren el valor de visita (n− 1) (3.14).
• Cas en que anem del node 1 al j i del j al 1 per a i = 1, j ≥ 2 (x1j = 1, xj1 = 1).
1 + (1− 1) + (n− 3)1 ≤ uj ≤ (n− 1)− (n− 3)1− (1− 1)
⇓
n− 2 ≤ uj ≤ 2
(3.15)
Que la variable x1j = 1 significa que anem del node base al node j. La mateixa interpretacio´
per quan xj1 = 1. Si aquestes dues variables valen 1 simulta`niament, vol dir que el node 1 i el
node j formen un circuit i nome´s es do´na en problemes de mida n = 2.
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Per a problemes de mida n = 3, de (3.15) tenim que 1 ≤ uj ≤ 2. Si nome´s tingue´ssim en compte
aquesta constriccio´, la situacio´ en que x1j = 1 i xj1 = 1 es podria donar, pero` les constriccions
d’entrada/sortida de node (3.3) impedeixen que es pugui donar aquesta situacio´.
Per a problemes de mida n = 4, de (3.15) tenim que 2 ≤ uj ≤ 2, uj = 2,∀ j ≥ 2. Hem
comprovat si alguna altra constriccio´ del problema fa que corregeixi aquesta situacio´ (x1j = 1 i
xj1 = 1), i de la constriccio´ (3.11a) tenim,
2 ≥ (2 + 1)− (n − 1)(1 − xij) + (n− 3)xji
⇓
−(n− 1)xij ≥ −(n− 2) + (n − 3)xji
(3.16)
Per aquest resultat tenim que:
– En el cas en que xij = 0 i xji = 0, implica que 0 ≥ −2, i que uj = 2 si i nome´s si ∀ i, j ≥
2, i 6= j, xij = 0, pero` aquest cas no es donara` perque` les constriccions d’entrada/sortida
de node forcen que, a la matriu de resultats, hi hagi almenys un xij per columna i un per
fila, igual a 1.
– En el cas en que xij = 1 i xji = 0, implica que −3 ≥ −2, per tant aquest cas no es pot
donar.
– En el cas en que xij = 0 i xji = 1, implica que 0 ≥ −1, i que uj = 2 si i nome´s si
xij = 1 ∀ i ≥ 2, i 6= j, pero` aquest cas tampoc passara` perque`
∑4
i=2,i6=j xji = 2 i de les
constriccions d’entrada/sortida de node tenim que
∑4
i=2,i6=j xji ≤ 1.
– En el cas en que xij = 1 i xji = 1, implica que −3 ≥ −1, per tant aquest cas tampoc es
pot donar.
Per tant, podem concloure que per a n = 4 tampoc es pot donar que x1j = 1 i xj1 = 1.
Per al cas en que n ≥ 5 (3.15) produira` una inequacio´ impossible de complir-se i per tant no es
donara` que x1j = 1 i xj1 = 1.
Resumint, podem dir que en el cas en que x1j = 1 i xj1 = 1 nome´s es donara` per al cas en que
hi hagi dos nodes, i quan el nombre de nodes e´s major, x1j = 1 i xj1 = 1 no es pot donar.
• Cas en que no anem del node i al node j ni del j al i per a i, j ≥ 2, i 6= j (xij = 0, xji = 0).
uj ≥ (ui + 1)− (n− 1)(1 − 0) + (n− 3)0
⇓
uj ≥ ui − (n− 2)
⇓
Donat que 1 ≤ ui ≤ (n − 1) en el pitjor dels casos uj = 1, ui = (n− 1)
1 ≥ (n− 1)− (n− 2) = 1
(3.17)
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Sempre sera` cert, ja que com a molt es satisfara` com a igualtat en el cas extrem.
• Cas en que anem del node i al j i no del j al i per a i, j ≥ 2, i 6= j (xij = 1, xji = 0).
uj ≥ (ui + 1)− (n − 1)(1 − 1) + (n− 3)0
⇓
uj ≥ ui + 1
(3.18)
Que la variable xij = 1 vol dir que visitem j despre´s de i, per tant l’ordre de visita del node
j ha de ser major que el del node i, tal com obliga l’equacio´ (3.18). De fet, es satisfa` com a
igualtat (uj = ui+1), donat que hi ha tantes desigualtats com nodes pendents d’assignar ordre
de visita (n − 1).
• Cas en que no anem del node i al j i si del j al i per a i, j ≥ 2, i 6= j (xij = 0, xji = 1).
uj ≥ (ui + 1)− (n − 1)(1 − 0) + (n− 3)1
⇓
uj ≥ ui + 1− n+ 1 + n− 3
⇓
uj ≥ ui − 1
(3.19)
El raonament e´s el mateix que en el cas anterior pero` canviant l’index i per l’index j i el j pel
i, perque` en lloc d’anar del node i al node j el trajecte el fem a l’inversa, del j al i.
• Cas en que anem del node i al j i del j al i per a i, j ≥ 2, i 6= j (xij = 1, xji = 1).
uj ≥ (ui + 1)− (n− 1)(1 − 1) + (n− 3)1
⇓
uj ≥ ui + (n− 2)
⇓
Donat que 1 ≤ ui ≤ (n− 1) i que en el pitjor dels casos uj = 1, ui = n− 1
1 ≥ (n− 1) + (n− 2) = 2n− 3
(3.20)
Si xij = 1 i xji = 1, formen un circuit entre els nodes i i j, i com que tenim que n ≥ 3, ja que per
a que tingui sentit aquest cas hem de tenir un mı´nim de 3 nodes, tenim que 1 ≥ 2× 3− 3 = 3,
per tant aquest cas no es pot donar, com era d’esperar, ja que e´s un subcircuit.
La formulacio´ que proposen DL (3.21) e´s la formada per la funcio´ objectiu de la suma dels costos
(3.1), les constriccions d’entrada i sortida de nodes (3.3) i la formulacio´ revisada de MTZ (3.11). Cal
dir que hem reordenat la formulacio´ de les constriccions de DL de tal manera que hem deixat les
variables a l’esquerra de la desigualtat i els termes constants a la dreta, similar al format que utilitza
la llibreria de funcions GLPK [6] que hem utilitzat en l’aplicacio´.
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uj ≥ (ui + 1)− (n− 1)(1− xij) + (n− 3)xji, ∀i, j ≥ 2, i 6= j
(xij , xji)
(0, 0) uj ≥ 1 No restringeix
(1, 0) uj ≥ ui + 1 Restringeixen l’ordre
(0, 1) uj ≥ ui − 1 Restringeixen l’ordre
(1, 1) uj ≥ 2n− 3, uj ≥ (n− 1) Cas que no es produira`
1 + (1− x1j) + (n− 3)xj1 ≤ uj ≤ (n− 1)− (n− 3)x1j − (1− xj1), j ≥ 2
(xij , xji)
(0, 0) 2 ≤ uj ≤ n− 2 No restringeix
(1, 0) uj = 1 Fixa el primer node visitat
(0, 1) uj = n− 1 Fixa l’u´ltim node visitat
(1, 1) n− 2 ≤ uj ≤ 2 Cas que no es produira`










xij = 1 ∀ j ∈ N, j 6= i (3.21b)
n∑
j=1
xij = 1 ∀ i ∈ N, i 6= j (3.21c)
ui − uj + (n− 1)xij + (n− 3)xji ≤ n− 2 i, j ≥ 2 i 6= j (3.21d)
uj + (n− 3)x1j − xj1 ≤ n− 2 ∀j ≥ 2 (3.21e)
(n− 3)xj1 − uj − x1j ≤ −2 ∀j ≥ 2 (3.21f)
1 ≤ ui ≤ (n − 1) 2 ≤ i ≤ n (3.21g)
u1 = 0 (3.21h)
x ∈ {0, 1} (3.21i)
3.5 Resolucio´ del problema
En aquesta seccio´ expliquem el procediment que seguim per a resoldre l’ATSP a partir de la formulacio´
de DL (3.21). Com ja hem comentat en la seccio´ 1.1, el me`tode escollit per resoldre el problema ATSP
e´s el de l’algoritme del subgradient (seccio´ 2.1.3) aplicat a la relaxacio´ Lagrangiana (seccio´ 2.1.2) de
les equacions d’ordre de visita (3.21d-3.21f).
Per comenc¸ar, a la formulacio´ (3.21), li hem relaxat Lagrangianament les constriccions DL (3.21d
- 3.21f). Aquestes constriccions les tenim en compte a la funcio´ objectiu per mitja` dels multiplicadors
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de Lagrange, representats per les variables µij. Aquestes variables penalitzen el fet que no es com-
pleixin les constriccions relaxades en el problema original. El fet de relaxar, en principi, simplifica el
procediment de resolucio´. L’objectiu e´s aconseguir dividir el problema relaxat en subproblemes que











µij [ui − uj + (n− 1)xij + (n− 3)xji − (n− 2)]+
n∑
j≥2
µ1j[uj + (n− 3)x1j − xj1 − (n− 2)]+
n∑
j≥2




xij = 1 ∀j ∈ N, j 6= i
n∑
j=1
xij = 1 ∀i ∈ N, i 6= j
1 ≤ ui ≤ (n− 1) 2 ≤ i ≤ n
u1 = 0
x ∈ {0, 1}
(3.22)
A partir d’ara nome´s modificarem la funcio´ objectiu i nome´s mostrarem les operacions fetes en
aquesta. A continuacio´ separem el sumatori dels costos de la funcio´ objectiu en els mateixos tres
intervals en que estan dividides les constriccions relaxades d’ordre, {i ≥ 2, j ≥ 2, j 6= i}, {i = 1, j ≥ 2}
i {j = 1, i ≥ 2}. D’aquesta manera podem agrupar-los amb els de les relaxacions. Pel que fa als
















[µijui − µijuj + (n− 1)µijxij + (n− 3)µijxji − (n− 2)µij ] +
n∑
j≥2
[µ1juj + (n− 3)µ1jx1j − µ1jxj1 − (n− 2)µ1j ] +
n∑
j≥2
[(n− 3)µj1xj1 − µj1uj − µj1x1j + 2µj1]
(3.23)
Agrupem els termes en tres grups, depenent de quina variable multiplica als multiplicadors de
Lagrange. El grup que conte´ les variables de decisio´ x, el que conte´ les variables d’ordre de visita u i
el que conte´ les constants.





[xijcij + (n− 1)µijxij + (n− 3)µijxji] +
n∑
j≥2
[x1jc1j + (n− 3)µ1jx1j − µj1x1j] +
n∑
j≥2
















[2µj1 − (n− 2)µ1j ]
(3.24)
Traiem factor comu´ de cada sumatori les variables de decisio´ x o d’ordre de visita u. Ara tenim
el problema expressat en variables multiplicades per un coeficient (3.25), com el format en que hem





xij [cij + (n− 3)µji + (n− 1)µij ] +
n∑
j≥2
x1j [c1j + (n− 3)µ1j − µj1] +
n∑
j≥2

















[2µj1 − (n− 2)µ1j ]
(3.25)
Expressem la funcio´ Lagrangiana en dos subproblemes independents respecte de les variables x i u,
me´s una constant. Tant els dos subproblemes com la constant depenen de µ. La funcio´ Lagrangiana
l’expressem com L(µ) = Lx(µ) + Lu(µ) + C(µ).
34 Formulacions






xij[cij + (n− 3)µji + (n− 1)µij ]+
n∑
j≥2
x1j [c1j + (n− 3)µ1j − µj1]+
n∑
j≥2




xij = 1 ∀j ∈ N, j 6= i
n∑
j=1
xij = 1 ∀i ∈ N, i 6= j
x ∈ {0, 1}
(3.26)











subjecte a 1 ≤ ui ≤ (n− 1) 2 ≤ i ≤ n
u1 = 0
(3.27)








[2µj1 − (n − 2)µ1j ] (3.28)
El problema dual Lagrangia` (3.29) l’expressem com la maximitzacio´ respecte µ de la suma de les
tres funcions (3.26, 3.27 i 3.28).
Lxu(µ) = max
µ≥0
[Lx(µ) + Lu(µ) + C(µ)] (3.29)
L’algoritme del subgradient l’apliquem de la manera explicada a la seccio´ 2.1.3, En aquest cas,




ui − uj + (n− 1)xij + (n− 3)xji − (n− 2), i ≥ 2, j ≥ 2, i 6= j
uj + (n − 3)x1j − xj1 − (n− 2), j ≥ 2
(n− 3)xj1 − uj − x1j + 2, j ≥ 2

 (3.30)
Per resoldre el problema dual Lagrangia` Lxu(µ), resolem els dos subproblemes i apliquem el me`tode
subgradient al resultat. Per resoldre el subproblema Lx(µ) relaxem la integritat de les variables x i
hi apliquem el me`tode del S´ımplex. Tot i que amb el me`tode del S´ımplex obtenim resultats continus,
3.5. Resolucio´ del problema 35
sabem que per aquest cas els resultats que obtenim de les variables so´n valors binaris, degut a que el
me`tode del S´ımplex salta de ve`rtex en ve`rtex de la regio´ factible, i aquesta regio´ esta` definida en un
hipercub 3.3 de costat 1. Aquests ve`rtexs estan situats en els extrems d’aquest hipercub i per tant, en
les solucions ba`siques, les variables prenen els valors 0 o 1. A me´s, notem tambe´ que, el subproblema
Lx(µ) te´ l’estructura de l’anomenat problema d’assignacio´, del que se sap que els seus ve`rtexs so´n
enters [1].
Figura 3.3: Hipercub de la regio´ factible
El subproblema Lu(µ) (3.27) el resolem de forma directa, en funcio´ del valor dels coeficients de la
funcio´ objectiu (3.31). En Lu(µ), les u´niques constriccions que hi ha so´n, u1 = 0 i 1 ≤ uj ≤ (n − 1)
∀ 2 ≤ j ≤ n. Donat que volem minimitzar, assignarem el valor ma`xim que pot prendre uj , (n − 1),
quan el valor del coeficient de la funcio´ objectiu (3.31) de uj sigui < 0, i assignarem el valor mı´nim,
1, quan aquest coeficient sigui ≥ 0.
Coef(ui) = (µ1i − µi1) +
n∑
j≥2,j 6=i
(µij − µji) (3.31)





En aquest cap´ıtol descrivim l’aplicacio´ des d’un punt de vista me´s proper a la programacio´ informa`tica
que a la programacio´ matema`tica. Comencem per fer una descripcio´ de que` volem que faci l’aplicacio´,
descrivint les parts me´s rellevants de l’aplicacio´ i les sequ¨e`ncies d’accions que es van succeint. A
continuacio´ expliquem com hem implementat l’aplicacio´ amb el llenguatge de programacio´ Java, fent
e`mfasi en les parts relacionades amb la programacio´ matema`tica i com l’hem estructurat (classes,
objectes i el formulari principal). Expliquem amb me´s detall la implementacio´ de la formulacio´ relaxada
de DL i el me`tode subgradient. Tambe´ expliquem com s’interactua amb l’aplicacio´ per mitja` de
l’interf´ıcie gra`fica d’usuari. Acabem descrivint els fitxers que necessita l’aplicacio´, el fitxer de dades i
el fitxer de resultats.
4.1 Disseny previ
Abans de comenc¸ar a programar l’aplicacio´ hem de tenir clar com volem que sigui, que` volem que faci,
quines accions ha de poder realitzar l’usuari, quina informacio´ s’ha de mostrar i com s’ha de mostrar
entre altres. E´s a dir, fer un descripcio´ de l’algoritme de l’aplicacio´. Aquest ana`lisi ens servira` com
a guia en el moment de programar. Comencem descrivint de forma general el que volem que faci
l’aplicacio´ i aprofundim en les parts en que necessitem major detall de les accions que ha de realitzar
l’aplicacio´. Ens ajudem d’uns diagrames de flux per representar els moviments que fa la informacio´ o
l’ordre en que les accions es van succeint en l’aplicacio´.
La visio´ general que tenim de l’aplicacio´ descriu les accions que es duen a terme i el moviment
de la informacio´. Com en la gran majoria d’aplicacions, necessiten informacio´ per realitzar certes
accions. Aquestes accions generen resultats i aquests resultats s’han de poder mostrar i emmagatzemar.
Aquests tres blocs estan lligats per uns canals de comunicacio´ que transmeten events i dades, que
afecten a components d’aquests blocs. En l’aplicacio´, introdu¨ım les dades d’un problema, aleshores
l’aplicacio´ ja pot realitzar les operacions necessa`ries per resoldre’l. Una vegada executades aquestes
operacions, l’aplicacio´ ha de mostrar els resultats que ha generat i guardar-los. Tambe´ dir que en
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qualsevol moment es pot canviar les dades i sortir de l’aplicacio´. La figura 4.1 representa l’esquema
que hem descrit per mitja d’un diagrama de flux.
E N T R A D A  D E  D A D E S
S O R T I D A  D E  R E S U L T A T S
O P E R A C I O N S
F Í
Figura 4.1: Esquema general de l’aplicacio´.
En l’apartat referent a l’entrada de dades detallem les dades que necessitem en l’aplicacio´ i com
actuarem en funcio´ de si disposem d’elles o no. La informacio´ me´s important que necessita l’aplicacio´
e´s la d’un cas concret del problema del viatjant de comerc¸, e´s a dir, la matriu de costos. Tambe´ volem
donar la possibilitat de poder visualitzar uns resultats obtinguts anteriorment. Creiem interessant
que l’usuari pugui introduir certs para`metres en l’algoritme del me`tode subgradient, per veure com
afecten a la resolucio´ del problema. Aquests para`metres so´n: l’estimacio´ de la fita superior del valor
de la funcio´ objectiu del problema de l’ATSP, el para`metre λ del me`tode subgradient que afecta a
la llargada de la passa, el nombre d’iteracions que han de transcorre per a reduir el para`metre λ i el
percentatge que volem que es redueixi el para`metre. E´s necessari especificar el fitxer on volem que
l’aplicacio´ guardi els resultats que es van generant durant l’execucio´ del me`tode de resolucio´.
Quan comencem, nome´s hem de poder realitzar dues accions, seleccionar un fitxer de dades o un
de resultats. L’aplicacio´ necessita, com a mı´nim, aquesta informacio´, i en funcio´ de quina informacio´
es faciliti, dependran les accions que es realitzin a continuacio´. Si no es disposa de cap d’aquestes
informacions, l’aplicacio´ no pot fer res. Si hem seleccionat un fitxer de dades, aquest es mostrara` per
pantalla i a continuacio´ haurem d’especificar el fitxer on volem que es guardin els resultats. Pel que
fa als para`metres, l’usuari decideix si els introdueix ell o deixa que l’aplicacio´ decideixi quins utilitzar.
Si pel contrari, hem seleccionat un fitxer de resultats, no necessitem cap altra informacio´ me´s, ja que
aquest fitxer conte´ totes les dades que es generen en la resolucio´. La figura 4.2 representa aquesta
explicacio´ per mitja` d’un diagrama de flux.
En la part principal de l’aplicacio´, referent a les accions pro`pies de la disciplina de programacio´
matema`tica, hi ha dos blocs d’accions independents. El primer bloc e´s el que resol el problema proposat
al fitxer de dades, i el segon e´s el que recupera les dades d’uns resultats obtinguts anteriorment. En el
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D E S T Í  D E L S
R E S U L T A T S
P A R À M E T R E S  D E L
M .  S U B G R A D I E N T
D A D E S  D E L
P R O B L E M A
R E S U L T A T S  P E R
R E C U P E R A R
1 2
Figura 4.2: Diagrama de la part de les dades.
primer bloc, disposarem d’un fitxer de dades i l’especificacio´ del fitxer on volem guardar els resultats.
Abans de comenc¸ar a resoldre el problema hem de comprovar que els para`metres so´n correctes i que
no en manqui cap. Si hi ha alguna incide`ncia en els para`metres, l’aplicacio´ en fara` una estimacio´ o li
assignara` un valor per defecte depenent del para`metre que es tracti. Una vegada tenim els para`metres
correctes, generem la formulacio´ matema`tica que representa el problema ATSP relaxat, i a mesura
que el me`tode subgradient itera el problema s’ha d’actualitzar. En aquest punt ja podem executar el
me`tode subgradient. Aquesta execucio´ genera resultats en cada iteracio´, que guardarem en un fitxer
i mostrarem per pantalla. En el segon bloc, disposem d’un fitxer que conte´ les dades que ha guardat
l’aplicacio´ en una execucio´ anterior. Automa`ticament ja podem carregar els resultats a memo`ria, en
una estructura de dades ide`ntica a la de que s’utilitza quan els resultats els obtenim de l’execucio´ del
me`tode. La figura 4.3 mostra el flux que segueixen les accions descrites en aquest para`graf.
Per acabar, la part en que volem mostrar els resultats. Aquesta part ha de ser independent de
l’origen dels resultats, ja procedeixin d’una execucio´ o d’un fitxer de resultats generat amb la nostra
aplicacio´. L’usuari decideix si vol visualitzar els resultats o ja en te´ prou amb el fitxer que ha generat
l’execucio´. Si l’usuari decideix visualitzar els resultats, abans haurem de preparar la zona on es
mostren, esborrant les dades que hi puguin haver d’uns resultats anteriors i dibuixar el gra`fic que
representara` l’evolucio´ de les solucions en cada iteracio´. Com que el me`tode del subgradient e´s un
me`tode iteratiu, sera` l’usuari el que podra` navegar per les iteracions obtingudes de l’execucio´. En la
figura 4.4 observem aquest esquema.
L’interf´ıcie gra`fica d’usuari de l’aplicacio´ estara` estructurada en cinc zones que contindran infor-
macio´ per a l’usuari. Les zones contindran informacio´ referent a: els fitxers amb els que treballara`
l’aplicacio´, la matriu de costos del fitxer de dades, els para`metres de l’execucio´, i dues me´s que con-
tindran els resultats, una per als resultats nume`rics i una altra per a la representacio´ gra`fica dels
resultats. La figura 4.5 mostra una possible distribucio´ de les zones que hem mencionat.
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C O M P R O V A R  P A R À M E T R E S
G E N E R A R  M O D E L
E X E C U T A R  M È T O D E
S U B G R A D I E N T
G U A R D A R  R E S U L T A T S
D E  L A  I T E R A C I Ó
C A R R E G A R  D A D E S
A  M E M Ò R I A
L L E G I R  E L  F I T X E R
D E  R E S U L T A T S
G E N E R A R  L ’ E S T R U C T U R A
D E  D A D E S
C A R R E G A R  E L S  R E S U L T A T S
A  L ’ E S T R U C T U R A
G E N E R A R  L ’ E S T R U C T U R A
D E  D A D E S
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3
Figura 4.3: Esquema de la part principal.
E S B O R R A R  D A D E S
A N T E R I O R S
D I B U I X A R  G R À F I C
D E L  P R O B L E M A
|<    <     >     > |
P R I M E R A
I T E R A C I Ó
A N T E R I O R
I T E R A C I Ó
S E G Ü E N T
I T E R A C I Ó
Ú L T I M A
I T E R A C I Ó
3
Figura 4.4: Esquema de la part de visualitzacio´ dels resultats.
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F i t x e r  d e  d a d e s
G u a r d a  r e s u l t a t s
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Figura 4.5: Esquema de l’interf´ıcie de l’usuari.
4.2 Implementacio´ en Java
Com en tot programa informa`tic implementat en Java, els objectes pengen de la funcio´ principal i en
ella es comenc¸a a declarar l’estructura de l’aplicacio´. Seguidament descriurem les classes d’objectes
que hem implementat en aquesta aplicacio´, els objectes me´s rellevants que s’han utilitzat i la relacio´
que tenen els uns amb els altres. Comencem per descriure les classes, la seva estructura de dades, i
les funcions que la componen.
- La classe probATSP e´s la me´s important de l’aplicacio´ des del punt de vista de programacio´
matema`tica. Aquesta classe conte´ una estructura de dades que guarda la informacio´ del problema, les
variables d’aquest, l’estructura de les dades que s’usa en el ca`lcul del subgradient i per a la cerca de
subcircuits. Tambe´ conte´ les funcions per la lectura de dades, generacio´ i modificacio´ de la formulacio´
del problema, ca`lculs de la funcio´ objectiu, captura d’informacio´ de l’objecte de la llibreria GLPK,
ca`lcul del subgradient, entre altres que descrivim a continuacio´.
• L’estructura que conte´ la informacio´ del problema, guarda l’especificacio´ del fitxer que conte´ les
dades, la matriu de costos, la dimensio´ del problema, entre altres informacions que descriuen el
problema.
• L’estructura que conte´ la informacio´ de les variables del problema guarda els valors de les
variables u, que informen de l’ordre de visita dels nodes, dels multiplicadors de Lagrange µ, i
el valor de la funcio´ objectiu del problema relaxat. Les variables de decisio´ x no cal guardar-les
en una matriu perque` ja disposem de l’objecte de la llibreria GLPK que conte´ aquesta.
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• L’estructura que usem en els ca`lculs del me`tode subgradient esta` formada pels para`metres λk, γ,
‖γ‖2 i θ. I tambe´ els para`metres que l’usuari pot introduir, λ, UB, #it per reduir i %per reduir.
• L’estructura que usem per a la recerca del circuit o subcircuits obtinguts en la solucio´, guarda
informacio´ del nombre de circuits que hem obtingut en la solucio´, els arcs actius, els nodes que
formen cada subcircuit, entre altres variables auxiliars que ens ajuden a l’hora de determinar
quins so´n aquest circuits.
I les funcions d’aquesta classe so´n les segu¨ents:
• La funcio´ probATSP(String camiFitxer) e´s la funcio´ que s’anomena constructora de la classe,
la seva tasca e´s inicialitzar i construir l’objecte que volem declarar. En el nostre cas el que fa
e´s, obrir el fitxer de dades especificat en la variable camiFitxer, llegir les dades i guardar-les a
la variable de la matriu de costos. Aquesta funcio´ s’usa cada vegada que seleccionem un fitxer
de dades.
• La funcio´ void Inicialitza() inicialitza les variables que intervenen en el me`tode subgradient
i en la cerca de subcircuits, posa el seu valor a 0. Aquesta funcio´ s’usa en cada iteracio´ del
me`tode subgradient.
• La funcio´ double Estim() calcula una estimacio´ ba`sica del valor de la funcio´ objectiu del
problema original a partir de la matriu de costos del problema. Aquesta estimacio´ consisteix en
la suma dels costos d’anar del node 1 al node 2, del 2 al 3, i aix´ı successivament fins a tancar el
circuit. Aquesta funcio´ retorna el valor corresponent a aquesta estimacio´.
• La funcio´ void GeneraModel(GlpkSolver solver) introdueix els coeficients associats a les
variables de decisio´ x del subproblema relaxat Lx(µ), en l’objecte solver de la classe GlpkSolver
de la llibreria del resolutor GLPK. Aquesta funcio´ no retorna cap valor, simplement l’objecte
solver, al ser passat per refere`ncia, queda modificat, i al finalitzar l’execucio´ de la funcio´
GeneraModel obtenim l’objecte amb el problema introdu¨ıt en la seva estructura de dades. En
la segu¨ent seccio´ 4.3 es detalla el funcionament d’aquesta funcio´.
• La funcio´ void Actualitza_fo(GlpkSolver solver) actualitza els valors dels coeficients as-
sociats a les variables de decisio´ x del subproblema relaxat Lx(µ), en cada iteracio´ del me`tode
del subgradient. Com en la funcio´ GeneraModel aquesta funcio´ no retorna cap valor pel mateix
motiu. En la segu¨ent seccio´ 4.3 es detalla el funcionament d’aquesta funcio´.
• La funcio´ double L_MU_CNT() calcula el valor del terme constant de la funcio´ objectiu del
problema relaxat. La funcio´ retorna el valor corresponent al ca`lcul d’aquest terme constant.
• La funcio´ double solve_L_MU_U() assigna el valor o`ptim a les variables u del subproblema
relaxat Lx(µ) d’acord amb els criteris descrits a 3.5, i calcula i retorna el valor de la funcio´
objectiu del subproblema relaxat que depe`n d’aquestes variables u.
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• La funcio´ void CapturaX(GlpkSolver solver, double[] x) copia els valors de la variable
de decisio´ x de l’objecte solver de la classe del resolutor GlpkSolver a una variable auxiliar.
D’aquesta manera el codi al substituir solver.getColPrim(i) (llarg i poc intu¨ıtiu) per x[i]
resulta me´s entenedor.
• La funcio´ void CapturaCoef(GlpkSolver solver, double[] Coef) te´ la mateixa finalitat i
motivacio´ que l’anterior, fer me´s entenedor el codi, pero` per als coeficients de la funcio´ objectiu
del subproblema relaxat que depe`n de les variables x.
• La funcio´ void BuscaCircuits(double[] x) transcriu la solucio´ obtinguda del subproblema
depenent de les variables x del problema relaxat a un format me´s entenedor i intu¨ıtiu de la
solucio´. En comptes de tenir els resultats expressats en funcio´ d’arcs actius, el tenim expressat
en funcio´ de nodes origen i dest´ı. En aquesta funcio´ tambe´ s’obte´ la informacio´ del nombre de
circuits que formen la solucio´ i quins nodes formen part de cada circuit. La idea del funcionament
d’aquesta funcio´ e´s la segu¨ent: comenc¸a el recorregut en el node base i busca quin e´s el node
dest´ı, i fa el mateix per al node que hem trobat com a dest´ı. Aix´ı fins que es tanca el circuit. Si
es tanca el circuit i no hem visitat tot els nodes, vol dir que es tracta d’un subcircuit, i llavors
hem de buscar un altre node que no haguem visitat encara. I aix´ı fins que haguem visitat tots
els nodes. Aquesta funcio´ l’expliquem amb me´s detall en la seccio´ 4.3
• La funcio´ public void CalcSubgradient(double[] x, int Iteracio) e´s la pro`pia imple-
mentacio´ del me`tode del subgradient per al problema relaxat de la formulacio´ de DL de l’ATSP.
En la segu¨ent seccio´ 4.3 detallem el funcionament d’aquesta funcio´.
- La classe Resultats esta` formada per una estructura de dades que conte´ la mateixa informacio´
que es guarda en un fitxer de resultats. Concretament, els fitxers que hi han intervingut, la data
en que s’ha realitzat, la matriu de costos i altres dades que descriuen el problema. Tambe´ formen
part de l’estructura de dades els valors dels para`metres λ i UB del me`tode subgradient, el nombre
total d’iteracions i els resultats obtinguts en l’execucio´ del me`tode subgradient. L’estructura de dades
que guarda els resultats obtinguts en l’execucio´ de l’algoritme del subgradient e´s la que determina la
classe iteracio i que es descriu en el segu¨ent punt. La classe Resultats tambe´ disposa d’una funcio´
que llegeix aquest fitxer de resultats, void CarregaDades(String arxiu) i guarda els valors en les
variables corresponents, inclosa l’estructura de dades referent als resultats del me`tode subgradient del
la classe iteracio.
- La classe iteracio e´s, ba`sicament, una estructura de dades, que forma part de la classe Resultat.
Aquesta classe esta` formada per variables que contindran els resultats obtinguts en una iteracio´ del
me`tode subgradient aplicat a la relaxacio´ Lagrangiana. Concretament esta` formada per un identi-
ficador de la iteracio´ en que s’han obtingut aquests resultats, un grup de variables que contenen el
desglossament de la funcio´ objectiu, les variables del problema (x, u i µ), els coeficients de la funcio´
objectiu del subproblema depenent de les variables x, el nombre de circuits que formen la solucio´,
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variables que descriuen el valor de la variable x obtingut en funcio´ dels nodes relacionats i informacio´
referent als para`metres utilitzats en el me`tode subgradient.
- La classe Graf e´s una extensio´ de la classe canvas (classe que permet dibuixar per pantalla i
que porta incorporada Java [10]), aixo` significa que la classe Graf e´s igual que la classe canvas, i
a me´s, li hem afegit noves variables, li hem modificat alguna funcio´ i n’hi hem afegit de noves. La
classe canvas ens permet dibuixar per pantalla. A la classe Graf li hem afegit variables que guarden
informacio´ referent a la representacio´ gra`fica dels resultats obtinguts en les diverses iteracions del
me`tode subgradient, i altres que ens ajuden a la representacio´ gra`fica dels resultats. En aquesta
extensio´ de la classe canvas hem afegit i modificat les segu¨ents funcions.
• La funcio´ void PosaInici(int NumCiutats) determina el nombre de nodes que s’han de
dibuixar, en calcula la posicio´ en pantalla i inicialitza el gra`fic sense dibuixar arcs, nome´s amb
els nodes del problema.
• La funcio´ void CalculaPosicions() calcula la posicio´ que ocuparia el centre del node en una
circumfere`ncia de radi 1. Aquestes refere`ncies es reescalen per a situar els nodes i arcs en la
zona que ocupa el l’objecte de la classe Graf.
• La funcio´ void PosaIteracio(iteracio it) guarda en la seva estructura de dades la descrip-
cio´ nume`rica del graf obtingut en la iteracio´ de l’algoritme subgradient que es passa a la funcio´.
• La funcio´ void PosaColors() ens genera i guarda, en una matriu de colors, els codis que usa
Java per determinar els colors que hem d’utilitzar a l’hora de dibuixar els nodes i els arcs.
• Hem modificat la funcio´ void paint (Graphics g) encarregada de dibuixar el graf. Dibuixara`
en funcio´ de les dades que contingui la seva estructura, concretament, la mida del problema i
de les variables que descriuen el circuit obtingut en la solucio´ del problema relaxat. Els nodes
es distribueixen uniformement sobre una circumfere`ncia inscrita en la regio´ del gra`fic i els arcs
es dibuixen si so´n actius en la solucio´.
- La classe ATSPView e´s una extensio´ de la classe FrameView. La classe FrameView e´s una classe
que crea una finestra t´ıpica de Windows, en la qual hem constru¨ıt l’interf´ıcie gra`fica d’usuari. Aquesta
finestra consta de les mateixes cinc zones que es descriuen en el disseny previ de la seccio´ 4.1, pero`
n’hem modificat la distribucio´ per motius d’espai dels elements que es mostren en la finestra. Per
motius d’espai, l’aplicacio´ esta` pensada per a problemes de fins a deu nodes. Aquesta classe te´ una
funcio´ constructora que declara els objectes que formen part d’aquesta finestra. Aquesta classe la crea
automa`ticament el programa NetBeans [12] en funcio´ de les opcions que li hem indicat a l’inici del
projecte de l’aplicacio´.
En la zona dels fitxers tenim tres botons que obren una finestra que permet seleccionar un fitxer.
Segons el boto´ que premem haurem de seleccionar un fitxer de dades del problema, un fitxer on
volem guardar els resultats o un fitxer que contingui els resultats d’una execucio´ anterior. Al costat
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d’aquests botons hi ha uns quadres de text que ens mostren la ruta on es troben els fitxer i el nom
del fitxer que hem seleccionat. Concretament si premem el boto´ que posa Selecciona dades a part
de seleccionar el fitxer de dades, tambe´ crea un objecte de la classe probATSP i carrega a l’estructura
de dades d’aquest objecte les dades del problema. Tambe´ introdueix les dades del problema a la taula
Matriu de costos que es troba a la finestra de l’aplicacio´.
En la zona dels para`metres hi ha quatre caixes de text en que l’usuari pot introduir els valors que
vulgui. Llavors el me`tode subgradient resoldra` el problema utilitzant aquests valors, sempre i quan
pertanyin al seu domini.
En la zona de dades hi ha la taula Matriu de costos, que conte´ els valors dels costos dels trajectes
entre els nodes. Aquestes dades no es poden modificar en la taula. Quan estem treballant amb les
variables del problema no treballem amb matrius, sino´ que usem vectors de tal manera que situem les
files de la matriu una darrere l’altra formant un vector amb el mateix nombre de components.
El boto´ anomenat Resol, podem dir que e´s el component me´s important del formulari, perque`
conte´ les instruccions per a resoldre el problema. Les instruccions que conte´ les podem dividir en
quatre parts: comprovar els valors dels para`metres, generar la formulacio´ del problema, aplicar el
me`tode subgradient i guardar els resultats.
1. Les comprovacions que realitzem i les l’accions que duem a terme si observem algun error
depenen del para`metre en que localitzem la incide`ncia. Si la incide`ncia es produeix en els
para`metre Lambda, aixo` vol dir que el valor no pertany al seu domini R+, li assignem el valor
per defecte 1. Per als para`metres P. de reduccio´ i N. its. per reduir actuarem de la
mateixa manera, si el primer cau fora de l’interval [0, 100] li assignem el valor 50, i si el segon e´s
≤ 0 li assignem el valor 10. Pero` si la incide`ncia es produeix en el valor de l’estimacio´ de la fita
superior de la funcio´ objectiu, Estimacio´, llavors calculem una estimacio´ per mitja` de la funcio´
double Estim() que es troba en els objectes de la classe probATSP.
2. A continuacio´ creem un objecte de la classe GlpkSolver en el qual introduirem el subpro-
blema relaxat que depe`n de les variables x. Per introduir la formulacio´, cridem la funcio´
GeneraModel(GlpkSolver), que es troba en els objectes de la classe probATSP. Amb les dades
que conte´ aquest objecte es genera el subproblema. Aquest procediment s’explica amb detall en
la segu¨ent seccio´ 4.3.
3. Una vegada ja disposem dels para`metres correctes i el subproblema generat, ja podem comenc¸ar
a resoldre el problema ATSP relaxat per mitja` del me`tode subgradient. L’aplicacio´ comenc¸a
per resoldre els subproblemes i comprovant si la solucio´ obtinguda e´s factible. Si ho e´s, ja
hem acabat, pero` sino´ hem de calcular el subgradient i actualitzar la formulacio´ per tornar-la a
resoldre, i aix´ı fins que arribem a una solucio´ factible o al l´ımit d’iteracions. Aquest procediment
el detallem en la segu¨ent seccio´ 4.3.
4. Les instruccions que guarden les dades estan situades en les parts del codi on es generen els
resultats, d’aquesta manera ens estalviem el fet d’haver de guardar els resultats en variables
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auxiliars i esperar al final de l’algoritme a guardar els resultats. Quan ha acabat l’algoritme
subgradient i hem acabat de guardar tots els resultats en el fitxer, llavors carreguem aquest
resultats en un objecte de la classe resultats, que utilitzarem en la fase de visualitzacio´ dels
resultats. L’estructura del fitxer de resultats es detalla en la seccio´ 4.5.
Una vegada acabada l’execucio´ de l’algoritme del subgradient, ja disposem dels resultats en el fitxer
que hem especificat i aquests mateixos introdu¨ıts en una estructura de dades. Tambe´ podem disposar
d’uns resultats procedents d’una execucio´ anterior. Indiferentment d’on provinguin els resultats, en
aquest punt tindrem una estructura amb els resultats d’un problema del viatjant de comerc¸ asime`tric.
El boto´ que diu Solucio´ pas a pas prepara els objectes on es mostraran els resultats. Concretament,
esborra les dades que hi poguessin haver en les taules i caselles de resultats i dibuixa els nodes que
representaran la solucio´ del problema relaxat. En aquest punt ja podrem utilitzar els botons de seleccio´
d’iteracio´ per a moure’ns per les diferents iteracions obtingudes del me`tode subgradient. Aquests
botons copien les dades de la iteracio´ que volem visualitzar en l’objecte que ens mostra els resultats.
Quan modifiquem els valors de l’objecte Graf es redibuixa en funcio´ dels valors que te´ introdu¨ıts en la
seva estructura de dades. Les taules i caselles on es mostren els resultats s’omplen en funcio´ de la mida
del problema i la iteracio´ que estem visualitzant. La casella que hi ha entre els selectors d’iteracio´
conte´ el nu´mero de la iteracio´ que estem visualitzant. En la figura 4.6 s’observen aquests components.
• La taula Arcs esta` formada per deu files i dues columnes, on les files representen els arcs actius
de la solucio´. La primera component de la fila correspon al node origen de l’arc i la segona
al node dest´ı. Aquests arcs corresponen als arcs dibuixats en l’objecte de la classe Graf que
representa gra`ficament els resultats.
• La taula Variable x esta` formada per deu files i deu columnes, on la parella (fila, columna) esta`
associada a cada component de la variable x del problema. En els casos en que les caselles de
la taula Variable x prenen el valor 1, les parelles (fila, columna) d’aquests casos, coincideixen
amb els valors de la taula Arcs.
• La taula Variable u esta` formada per deu files i una columna, on les files representen els
nodes. Aquesta taula registra el valor de la variable u del problema original obtinguda a partir
del problema relaxat.
• La taula Variable mu esta` formada per deu files i deu columnes, on la parella (fila, columna)
esta` associada a una constriccio´ relaxada. Aquesta taula conte´ el valor de la variable µ dels
multiplicadors de Lagrange del problema relaxat.
• La taula Gamma que representa la direccio´ de moviment del l’algoritme subgradient (3.30), esta`
formada per deu files i deu columnes. Aquesta taula ens mostra el valor del vector γ del me`tode
subgradient.
• La casella Lx(mu) conte´ el valor de la funcio´ objectiu del subproblema relaxat depenent de les
variables x (3.26), la casella Lu(mu) conte´ el valor de la funcio´ objectiu del subproblema relaxat
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depenent de les variables u (3.27), la casella Ct(mu) conte´ el valor del terme constant de la
funcio´ objectiu del problema relaxat (3.28) i la casella L(mu)=Lx(mu)+Lu(mu)+Ct(mu) conte´ el
valor de la funcio´ objectiu del problema relaxat, o el que e´s el mateix, la suma de les tres caselles
anteriors.
• La casella z(x) conte´ el valor de la funcio´ objectiu del problema original calculada a partir
del resultat obtingut per mitja` de l’algoritme subgradient aplicat al problema relaxat, per al
problema original.
• La casella |Gamma|^2 conte´ la norma al quadrat del vector γ del me`tode subgradient usat en
el ca`lcul dels nous valors dels multiplicadors de Lagrange. La casella Lambda conte´ el valor del
para`metre λ del me`tode subgradient en la iteracio´ actual. I en la casella t hi ha el valor del
para`metre θ del me`tode subgradient.
En el cap´ıtol d’annexes, en la seccio´ A.5, es pot veure un exemple d’un fitxer de resultats.
4.3 Formulacio´ de Desrochers-Laporte i me`tode subgra-
dient
Hem partit de la formulacio´ de DL per al problema de l’ATSP i li hem aplicat una relaxacio´ La-
grangiana a les constriccions d’ordre de visita dels nodes (3.11a-3.11c). Reordenant els termes de la
funcio´ objectiu hem obtingut dos subproblemes independents, un que depe`n de les variables de decisio´
x, un altre que depe`n de les variables d’ordre de visita u i un terme constant. Per mitja` del me`tode
subgradient busquem la solucio´ del problema original. El me`tode subgradient e´s un me`tode iteratiu,
que en cada iteracio´ s’ha de resoldre el problema relaxat i modificar-ne la funcio´ objectiu. Seguida-
ment detallem els procediments usats per a la introduccio´ de la formulacio´, modificacio´ d’aquesta i
una descripcio´ de com hem implementat el me`tode subgradient.
Comencem per la part de definicio´ del problema, concretament, el terme constant de la funcio´
objectiu. Aquesta no s’introdueix en un objecte de la classe GlpkSolver, ja que e´s tracta d’una
constant i no s’ha de resoldre cap problema. Quan s’hagi d’obtenir el seu valor, ho farem per mitja` de
la funcio´ L_MU_CNT() que es troba en els objectes de la classe probATSP. Ja en la funcio´ L_MU_CNT(),
declarem la variable L_mu_cnt, que acumulara` els termes del sumatori i al final ens proporcionara` el
valor del terme constant. Les l´ınies de la 3 a la 6 calculen el primer sumatori de la part constant, i les
dues segu¨ents el segon terme (3.28).
1 public double L MU CNT() {
2 double L mu cnt=0.0;
3 for (int i =0; i<NumCiutats ; i++)
4 for (int j =1; j<NumCiutats ; j++)
5 if ( j != i )
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6 L mu cnt=L mu cnt−(NumCiutats−2)∗(mu[ NumCiutats∗ i+j ] ) ;
7 for (int i =1; i<NumCiutats ; i++)
8 L mu cnt=L mu cnt+mu[ i ∗NumCiutats ] ∗ 2 ;
9 return L mu cnt ;}
El subproblema del problema relaxat que depe`n de les variables u d’ordre de visita es resol de forma
directa, en funcio´ del valor dels coeficients associats a les variables. Per tant, tampoc cal introduir la
formulacio´ en un objecte de la classe GlpkSolver per obtenir-ne la solucio´. Quan vulguem resoldre el
subproblema l’obtindrem per mitja` de la funcio´ double solve_L_MU_U (double[] Coef) que es troba
en els objectes de la classe probATSP. La variable Coef, que passem com a para`metre a la funcio´, e´s
un vector que contindra` el valor dels coeficients de la funcio´ objectiu del subproblema de les variables
u una vegada finalitzada. Tambe´ declarem la variable total, que anira` acumulant els termes de la
funcio´ objectiu. Les iteracions dels termes for de les l´ınies 3 a la 7, realitza les mateixes iteracions
que descriuen els sumatoris de la funcio´ objectiu del subproblema de les variables u (3.27). E´s en
l’estructura de les comandes if i else, l´ınies de la 8 a la 11, on s’assigna el valor o`ptim de la variable
u segons el valor que registra la variable Coef. Quan ja s’ha assignat el valor o`ptim a la variable,
s’acumula a la variable total el producte de les variables u pels coeficients Coef. Quan ja hem fet
totes les iteracions obtenim el resultat de la funcio´ objectiu del subproblema que depe`n de les variables
u (3.27).
1 public double solve L MU U ( double [ ] Coef ) {
2 double t o t a l =0.0;
3 for (int i =1; i<NumCiutats ; i++){
4 Coef [ i ]=mu[ i ]−mu[ NumCiutats∗ i ] ;
5 for (int j =1; j<NumCiutats ; j++)
6 if ( j != i )
7 Coef [ i ]=Coef [ i ]+(mu[ NumCiutats∗ i+j ]−mu[ NumCiutats∗ j+i ] ) ;
8 if ( Coef [ i ]>=0)
9 u [ i ]=1;
10 else
11 u [ i ]=NumCiutats−1;
12 t o t a l=t o t a l+Coef [ i ]∗u [ i ] ;
13 }
14 return t o t a l ;}
I per u´ltim, el subproblema que depe`n de les variables x. Aquest problema el resolem pel me`tode del
Simplex i per mitja` d’un objecte de la classe GlpkSolver, que conte´ l’estructura de dades necessa`ria per
representar el problema i el resolutor del me`tode del Simplex. Per introduir la formulacio´ dintre de l’ob-
jecte de la classe GlpkSolver ho fem per mitja` de la funcio´ void GeneraModel(GlpkSolver solver),
la qual te´ com a para`metre l’objecte on volem introduir el problema. Dintre la funcio´ declarem les
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variables necessaries per definir les constriccions del problema A.2. A continuacio´ introdu¨ım el nom del
problema i el nom que li donem a la funcio´ objectiu. D’aquesta manera el codi resulta me´s entenedor.
Tambe´ definim la direccio´ d’optimitzacio´, maximitzar o minimitzar. Per afegir a l’objecte les variables
x del problema, primer hem d’informar el nombre que n’afegirem, i per a cada variable, donar-li un
nom, fixar-li les fites i introduir el valor del coeficient que l’acompanya a la funcio´ objectiu. El segu¨ent
codi correspon a la mateixa estructura dels sumatoris i els seus coeficients de la funcio´ objectiu del
subproblema que depe`n de les variables x (3.26). Per a que la funcio´ objectiu estigui correctament
introdu¨ıda en l’objecte, nome´s ens falta assignar-li un valor al terme constant de la funcio´ objectiu,
que en el nostre cas sera` 0, ja que aquest el calculem a part.
1 for ( int i =2; i<=NumCiutats ; i++){
2 for (int j =2; j<=NumCiutats ; j++){
3 if ( i != j ){
4 s o l v e r . setObjCoef ( NumCiutats ∗( i −1)+(j −1)+1,
5 ( ( NumCiutats−1)∗mu[ NumCiutats ∗( i −1)+(j−1)]+
6 Costos [ NumCiutats ∗( i −1)+(j −1)]+(NumCiutats−3)
7 ∗mu[ NumCiutats ∗( j−1)+( i − 1 ) ] ) ) ;
8 } } }
9 for ( int j =2; j<=NumCiutats ; j++){ //E(X1j (MU1j(n−3)−MUi1+C1j ) )
10 // primera f i l a
11 s o l v e r . setObjCoef ( j , (mu[ ( j −1)]∗( NumCiutats−3)−
12 mu[ ( j −1)∗NumCiutats ]+Costos [ j −1 ] ) ) ;
13 // primera columna
14 s o l v e r . setObjCoef (1+( j −1)∗NumCiutats ,
15 mu[ NumCiutats ∗( j −1)]∗( NumCiutats−3)−mu[ ( j −1)]+
16 Costos [ ( j −1)∗NumCiutats ] ) ;
17 }
18 s o l v e r . setObjCoef (1 , 0 . 0 ) ; // c o e f i c i e n t de l terme constant
Per adaptar la nostra formulacio´ al format que ente´n la llibreria GLPK, hem de declarar unes
variables auxiliars, que corresponen al nombre de constriccions de la formulacio´. Aquestes variables
tambe´ les etiquetem i els hi assignem el seu rang de valors. En aquest cas estaran totes fixades a 1.
La motivacio´ es pot veure a la seccio´ A.2.
1 s o l v e r . addRows(2∗NumCiutats ) ;
2 for (int i =1; i<=NumCiutats ; i++){
3 //suma per f i l e s , l e s f ixem a 1
4 s o l v e r . setRowName ( i , ” F i l a ” + i ) ;
5 s o l v e r . setRowBnds ( i , s o l v e r .LPX FX, 1 , 1 ) ;
6 //suma per columnes , l e s f ixem a 1
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7 s o l v e r . setRowName (NumCiutats + i , ”Columna ” + i ) ;
8 s o l v e r . setRowBnds (NumCiutats + i , s o l v e r .LPX FX, 1 , 1 ) ;
9 }
Ara nome´s ens queda definir les constriccions del problema, les constriccions d’entrada i de sortida
de node. El format en que hem d’introduir les constriccions a l’objecte de la classe GlpkSolver e´s en
format espars de fila, columna i element. Ho fem per mitja` dels vectors Ai, Aj i Av, on Ai i Aj informen
de la fila i la columna que ocupa en la matriu i Av el coeficient associat a aquesta posicio´. Una vegada
introdu¨ıdes les dades als vectors, nome´s cal informar a l’objecte del nombre de constriccions i dels tres
vectors anteriors.
1 int k=1;
2 for (int i =0; i<NumCiutats ; i++){
3 for (int j =0; j<NumCiutats ; j++){
4 if ( i != j ){ // entrada de node
5 Ai [ k]=1+ i ;
6 Aj [ k]=1+ j+i ∗NumCiutats ;
7 Av[ k ]=1 . 0 ;
8 // s o r t i d a de node
9 Ai [ ( NumCiutats ∗(NumCiutats−1))+k]=1+(NumCiutats)+ i ;
10 Aj [ ( NumCiutats ∗(NumCiutats−1))+k]=1+ j ∗NumCiutats+i ;
11 Av [ ( NumCiutats ∗(NumCiutats−1))+k ]=1;
12 k++;
13 } } }
14 s o l v e r . loadMatr ix (2∗NumCiutats ∗(NumCiutats−1) , Ai , Aj , Av ) ;
15 }
El me`tode pot necessitar moltes iteracions per convergir, i per aquest motiu, afegim una condicio´
extra de terminacio´ per un l´ımit d’iteracions del me`tode, en el nostre cas l’hem fixat a 100. Per tant
el me`tode acabara` si troba una solucio´ o si arriba al nombre ma`xim d’iteracions.
Una vegada el me`tode subgradient ha comenc¸at, en cada iteracio´, el primer que hem de fer e´s
actualitzar els valors dels coeficients de la funcio´ objectiu. En el nostre cas nome´s hem d’actualitzar
els valors de la funcio´ objectiu del subproblema que depe`n de les variables x. Per actualitzar la funcio´
objectiu utilitzarem la funcio´ void Actualitza_fo(GlpkSolver solver) que es troba en els objectes
de la classe probATSP. Aquesta funcio´ conte´ les mateixes l´ınies de codi que la funcio´ void GeneraModel
(GlpkSolver solver) que fan refere`ncia als coeficients de la funcio´ objectiu. A continuacio´ ja podem
resoldre el problema relaxat L(µ).
Un cop tenim la solucio´, (x, u), dels subproblemes del problema relaxat, comprovem si en la solucio´
hi ha subcircuits. La funcio´ void BuscaCircuits(double[] x) e´s la que ens proporciona aquesta
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dada. Aquesta funcio´ recorre tots els nodes. Comenc¸a pel node base o 1 i busca el node dest´ı de
l’arc que surt d’aquest, a partir de la fila 1 de la variable x. Quan el troba, guarda en la variable
Camins[1..n][1..2] el node origen i el node dest´ı de l’arc que ha trobat i marca el node origen com
a visitat. Si el node dest´ı ja ha estat visitat, aixo` significa que aquest arc tanca un circuit i hem
d’incrementar la variable NumSubcircuits que ens indica el nombre de circuits que formen la solucio´ i
continuar la recerca de circuits en un altre node. Aquest node no ha d’haver estat visitat anteriorment,
per tant escollirem el d’´ındex menor i repetirem el procediment.
Si en la solucio´ obtinguda observem que no hi ha subcircuits, aixo` significa que hem arribat a
un punt factible i que l’algoritme subgradient ha arribat a la fi. Pero` si pel contrari, observem que
la solucio´ del problema relaxat conte´ subcircuits, implica que hem de fer me´s iteracions del me`tode
subgradient, i que hem d’actualitzar els para`metres per a obtenir els nous valors de les variables µ.
La funcio´ void CalcSubgradient(double[] x, int Iteracio) que es troba en els objectes de la
classe probATSP realitza els ca`lculs per a obtenir els valors de µ descrits en la seccio´ (2.1.2). Per
comenc¸ar, hem de comprovar si s’ha de reduir el para`metre λ, d’acord amb els valors que ha introdu¨ıt
l’usuari, nombre d’iteracions per reduir λ i quin tant per cent es vol reduir. A continuacio´ calculem
la nova direccio´ (Axk − b) o subgradient, que en l’aplicacio´ anomenem Gamma. El para`metre θ, que en
l’aplicacio´ l’hem anomenat t el calculem com es detalla a (4.1).
t = Lambda |estima−L(mu)|
‖Gamma‖2
(4.1)
En l’aplicacio´ disposem de la variable mod2Gamma que guarda el valor de ‖Gamma‖2. El nous valors
dels multiplicadors de Lagrange de la iteracio´ (k + 1)-e`sima els obtenim de (4.2).
muk+1 = max
{
0,muk + t(Axk − b)
}
(4.2)
4.4 Interf´ıcie gra`fica d’usuari
A l’usuari li pot interessar introduir certs para`metres que intervenen en la resolucio´. El mitja` que
utilitza l’aplicacio´ per mostrar les opcions que te´ l’usuari a l’hora de treballar amb l’aplicacio´ i observar-
ne els resultats, s’anomena interf´ıcie gra`fica d’usuari. En la figura 4.6 es mostra el formulari principal
d’aquesta aplicacio´, i des del qual s’accedeix a totes les utilitats.
Les utilitats de l’aplicacio´ estan distribu¨ıdes en el formulari per zones. Les principals zones so´n les
segu¨ents:
• La zona de fitxers, figura 4.7, e´s la zona del formulari destinada a seleccionar els fitxers que
l’aplicacio´ necessita per al seu correcte funcionament. esta` formada per tres botons que executen
formularis de seleccio´ de fitxers, tres quadres de text que mostren la ruta on es troben els fitxers,
i tres quadres de text me´s que mostren el nom d’aquests fitxers. El primer grup format per un
boto´ i una parella de quadres de text ens permet seleccionar i mostrar el fitxer que conte´ les
52 Implementacio´
Figura 4.6: Formulari principal de l’aplicacio´.
dades del problema del viatjant de comerc¸, el segon ens permet determinar i mostrar quin fitxer
volem que contingui els resultats que obtindrem en la resolucio´ del problema, i el tercer ens
permet escollir un fitxer que conte´ uns resultats generats per l’aplicacio´ obtinguts anteriorment.
Figura 4.7: Zona de seleccio´ de fitxers.
• La zona de les dades, figura 4.8, e´s la part del formulari destinada a mostrar les dades del
problema, e´s a dir, la matriu de costos. Aquesta zona la forma una taula de deu files i deu
columnes. Les files i les columnes representen els nodes, i les caselles, el cost associat als arcs
que connecten els nodes.
• La zona dels para`metres, figura 4.9, e´s la zona on es troben les caselles on l’usuari pot introduir
els valors de certs para`metres que intervenen en els ca`lculs del me`tode del subgradient. Aquesta
zona esta` formada per quatre caselles que permeten introduir el valor que desitgem per al
para`metre λ, una estimacio´ de la fita superior del valor de la funcio´ objectiu del problema
original, el percentatge que volem reduir el para`metre λ i el nombre d’iteracions que hem de fer
del me`tode subgradient per a reduir el para`metre λ.
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Figura 4.8: Zona on es mostren les dades.
Figura 4.9: Zona on s’introdueixen els para`metres.
• La zona de resultats nume`rics 4.10 ocupa aproximadament la meitat de l’espai del formulari.
Aquesta zona mostra els resultats del problema per mitja` de taules i caselles de dades. Els
resultats que s’hi veuen van canviant en funcio´ de la iteracio´ del me`tode subgradient que estem
consultant. Aquesta zona esta` formada per una taula de deu files i deu columnes que mostra el
valor de les variables x; una taula de deu files que mostra el valor de les variables u; una taula
de deu files i deu columnes que mostra els valors dels multiplicadors de Lagrange o variable µ;
un grup de quatre caselles que contenen els valor de la funcio´ objectiu del problema relaxat, el
seu desglo`s pels valors de les funcions objectiu dels subproblemes i el terme constant; una taula
de deu files i deu columnes que mostra el valor de la direccio´ de moviment Gamma; una casella
que conte´ la norma al quadrat d’aquesta direccio´; una casella que conte´ el valor del para`metre
λ en la iteracio´ que estem consultant; el valor de la llargada de la passa θ, que hem anomenat
t; i una casella que conte´ el valor de la funcio´ objectiu del problema original per a la solucio´
obtinguda per mitja` del me`tode subgradient del problema relaxat.
• La zona de resultats gra`fics (4.11) esta` formada per cercles que representen els nodes i l´ınies
que representen els arcs actius de la solucio´ en la iteracio´ que estem consultant. Els nodes els
identifiquem pel nu´mero que tenen escrit dintre seu, i els arcs del mateix color representen el
grup d’arcs que formen un circuit. La taula Arcs ens informa de la sequ¨e`ncia que segueixen els
arcs.
• A me´s d’aquestes zones, al formulari hi ha uns botons que al fer-hi un clic realitzen certes accions.
Les operacions que realitza el boto´ Resol so´n les de comprovar els valors del para`metres, resoldre
el problema i guardar els resultats. Les operacions que realitza els boto´ Solucio´ pas a pas
so´n les de preparar la zona de resultats per tal de comenc¸ar la visualitzacio´ dels resultats. El
grup de botons amb els s´ımbols de seleccio´ de registres permeten desplac¸ar-nos pels resultats
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Figura 4.10: Zona de representacio´ nume`rica de resultats.
Figura 4.11: Zona de representacio´ gra`fica de resultats.
obtinguts en les iteracions del me`tode subgradient.
Figura 4.12: Boto´ que resol el problema
Figura 4.13: Boto´ que prepara la zona de resultats
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Figura 4.14: Botons de desplac¸ament d’iteracions
4.5 Fitxers de dades i fitxer de resultats
El fitxer que utilitzem com a font de les dades del problema de l’ATSP, esta` estructurat seguint el
format dels fitxers de dades que usa el programa de modelitzacio´ matema`tica AMPL. Concretament
l’estructura del nostre fitxer esta` formada per un grup que conte´ els noms dels clients, ciutats, nodes,
etce`tera, que representen les files i columnes de la matriu de costos del problema. Aquesta informacio´
no apareix en la visualitzacio´ dels resultats, pero` ajuda a fer me´s entenedor el problema i poder-lo
relacionar amb el cas real que el representa. A continuacio´ hi trobem la matriu de costos del problema
amb els mateixos noms que representen els clients, ciutats o nodes encapc¸alant les files i les columnes
de la matriu. L’aplicacio´ admet mides de problemes de fins a 10 nodes, mida que creiem raonable per
a un cas dida`ctic. Si el fitxer que li proporcionem e´s de mida superior, l’aplicacio´ mostra un missatge
d’error indicant que la mida del problema e´s superior a la ma`xima permesa. El fitxer de dades no cal
que contingui la informacio´ de la mida del problema, l’aplicacio´ la detecta quan llegeix les dades. Els
termes de la diagonal de la matriu, corresponents als ı´ndexs i = j, els representem amb un punt en
el fitxer de dades i deixem la casella en blanc quan es mostren per pantalla. A l’hora de generar la
formulacio´ del problema ja tenim en compte que els valors centrals no formen part del problema. En
la seccio´ A.4 d’annexes d’aquesta memo`ria es pot veure un exemple de fitxer de dades.
El fitxer de resultats que hem dissenyat conte´ la informacio´ del problema necessa`ria per poder
realitzar tots els ca`lculs que efectua el me`tode del subgradient i els resultats d’aquest. Concretament,
el fitxer esta` format per la capc¸alera, les dades i els para`metres de l’execucio´. A continuacio´ hi han
els resultats d’aplicar el me`tode subgradient. Per a cada iteracio´ guardem els valors de la funcio´
objectiu del problema relaxat i el desglo`s per subproblemes, el valor de les variables x i u, el valor
dels coeficients de la funcio´ objectiu dels subproblemes, una estructura de dades que descriuen el graf
obtingut i un altra que conte´ els ca`lculs fets en la iteracio´ del me`tode subgradient. Aquesta estructura
de dades es repeteix per a cada iteracio´ excepte en la que obtenim la solucio´ del problema. Aquesta,
com e´s lo`gic, no conte´ els resultats del me`tode subgradient, ja que hem arribat a un punt factible del
problema i no s’ha de calcular els valors de la segu¨ent iteracio´. A continuacio´ expliquem les variables
que es guarden en el fitxer i quina importa`ncia tenen a l’hora d’explicar el problema de l’ATSP i el
me`tode subgradient. En el fitxer, les dades van acompanyades pel nom i el nu´mero d’iteracio´ en que
han estat obtingudes.
• El primer grup de resultats que trobem en el fitxer e´s el de la funcio´ objectiu del problema
relaxat, la descomposicio´ en les dues funcions objectiu dels subproblemes dependents de les
variables x i u, i el terme constant.
• Les variables del problema del viatjant de comerc¸, x i u, estan encapc¸alades pels noms dels
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clients, ciutats o nodes que els representen amb un format com el fitxer de dades. En el cas de
la variable x, en les posicions en que l’´ındex de la parella fila i columna so´n diferents hi ha el
valor de la variable i en les posicions que corresponen a la interseccio´ del mateix node hi hem
escrit un ’.’ per indicar que aquella posicio´ no forma part del problema. En el cas de la variable
u cal recordar que, d’acord amb l’expressio´ (3.31) nome´s prendra` tres valors, 0 per al valor de
u0 i 1 o n− 1 a la resta.
• Els valors dels coeficients de la funcio´ objectiu del subproblema depenent de les variables x, i
els valors dels coeficients de la funcio´ objectiu del subproblema que depe`n de les variables u.
• El grup de variables que descriuen el graf format per la solucio´ del problema en cada iteracio´ esta`
format per: la variable NumSubcircuits, que informa del nombre de circuits que te´ la solucio´
del problema relaxat, la variable CaminsActius, que informa quins so´n els arcs actius de la
solucio´, a me´s, estan ordenats segons l’ordre de visita. La variable NumCaminsSubcircuits ens
informa quin e´s l’u´ltim arc que pertany al subcircuit, e´s a dir, si per exemple observem el valor
4, aixo` significa que els 4 primer components de la variable CaminsActius formen un circuit, i
aix´ı successivament amb la resta de valors de la variable.
• Les variables que descriuen els ca`lculs fets en l’aplicacio´ del me`tode subgradient so´n: la variable
Gamma, que representa vector γ, la variable |Gamma|^2, que representa la seva norma al quadrat,
la variable mu, que representa el vector µ dels multiplicadors de Lagrange del problema relaxat,
la variable Lambda, que mostra el valor que pren el para`metre λ en la iteracio´ actual, i la variable
t, que mostra el valor del para`metre θ.
• Una vegada ha acabat el procediment d’optimitzacio´ subgradient, escrivim el valor de la funcio´
objectiu del problema original a partir de la solucio´ obtinguda del problema relaxat, aquesta
variable li hem donat el nom de z(x). El fitxer de resultats sempre acaba amb la informacio´
del temps transcorregut des de l’inici de l’algoritme fins al final, en milisegons.
Cap´ıtol 5
Maneig de l’aplicacio´
En aquest cap´ıtol descrivim que` resol l’aplicacio´, com funciona i que` n’aconseguim, e´s a dir, quin
problema resol, per mitja` de quins procediments, quines dades necessita per funcionar, les opcions que
te´ l’usuari a l’hora de resoldre el problema i quins resultats ens proporciona. En definitiva, e´s el que
voldria saber una persona per decidir si li interessa utilitzar aquesta aplicacio´.
Aquesta aplicacio´ ha estat pensada per a ser una eina d’ajuda docent per explicar una part de la
teoria del camp de la programacio´ matema`tica. Concretament, conceptes de formulacio´ matema`tica
de problemes d’optimitzacio´, la te`cnica de la relaxacio´ Lagrangiana i la seva utilitat per simplificar
la resolucio´ de problemes des d’un punt de vista computacional, el me`tode subgradient per a resoldre
problemes relaxats i el me`tode del Simplex per a resoldre problemes lineals.
La informacio´ que necessita l’aplicacio´ per a poder funcionar e´s una matriu de costos d’un cas
concret del problema del viatjant de comerc¸ en format fitxer d’AMPL. El fitxer ha d’estar format
per un grups de valors que descriuen els nodes, i la matriu de costos del problema. Tambe´ hem
de proporcionar el nom del fitxer on volem guardar els resultats. L’aplicacio´ tambe´ funciona si se
li proporciona un fitxer de resultats obtingut a partir de l’aplicacio´. A me´s d’aquesta informacio´,
l’aplicacio´ do´na la possibilitat d’introduir certs para`metres que intervenen en els ca`lculs del me`tode
subgradient, la finalitat dels quals e´s veure com afecta la modificacio´ d’aquests para`metres en l’execucio´
del me`tode subgradient. Aquests para`metres so´n: l’estimacio´ de la fita superior del valor de la funcio´
objectiu, UB, el para`metre λ de correccio´ de la llargada de la passa del me`tode subgradient, el
nombre d’iteracions del me`tode per a reduir el para`metre λ, i el percentatge que volem que es redueixi
el para`metre quan hagin transcorregut aquestes iteracions.
A l’hora d’estudiar els resultats obtinguts, podem visualitzar-los per mitja` de la mateixa aplicacio´
a la zona del formulari destinada als resultats. Degut a la manca d’espai disponible en la finestra
de l’aplicacio´, hem hagut de reduir la informacio´ que hi mostrem. Si es vol consultar els resultats
amb me´s detall, l’usuari disposa del fitxer de resultats on es detallen tots els ca`lculs realitzats en la
resolucio´ del problema.
Per pantalla es mostren resultats de forma nume`rica i de forma gra`fica. Nume`ricament es mostren
les variables del problema, els multiplicadors de Lagrange, el desglo`s de la funcio´ objectiu del pro-
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blema relaxat, alguns ca`lculs dels nous valors dels multiplicadors de Lagrange i el valor de la funcio´
objectiu del problema original a partir de la solucio´ obtinguda amb el me`tode subgradient. De forma
gra`fica observem els circuits que formen la solucio´ del problema relaxat en cada iteracio´ del me`tode
subgradient.
En el fitxer de resultats hi tenim informacio´ referent al problema i a la seva resolucio´. De les
dades del problema en guardem la informacio´ de la localitzacio´ dels fitxers, els valors de la matriu de
dades, els valors inicials del para`metre λ i l’estimacio´ de la fita superior del valor de la funcio´ objectiu
del problema original. Al tractar-se de resultats procedents d’un me`tode iteratiu, per a cada iteracio´,
l’aplicacio´ guarda el desglossament de la funcio´ objectiu del problema relaxat, els valors o`ptims de les
variables del problema, els coeficients de les funcions objectius dels subproblemes del problema relaxat,
la informacio´ que descriu els circuits que produeix la solucio´ del problema relaxat, els para`metres que
intervenen en l’actualitzacio´ dels multiplicadors de Lagrange i els multiplicadors de Lagrange. Quan el
me`tode subgradient arriba a la fi, guarda el valor de la funcio´ objectiu del problema original obtingut
a partir de la solucio´ del me`tode subgradient, i el temps de resolucio´ del problema en milisegons.
5.1 Experie`ncia computacional
En aquesta seccio´ experimentem amb l’aplicacio´ per mitja` d’un seguit de jocs de dades. Volem veure
quin comportament te´ l’algoritme quan modifiquem els seus para`metres. I tambe´ si podem establir
alguna relacio´ entre alguna caracter´ıstica de les dades i el comportament de l’algoritme. Els casos
s’han resolt amb l’aplicacio´ ATSP EDU en un ordinador porta`til amb un processador Intel Centrino
1.86 GH i 1 GB de memo`ria RAM.
A continuacio´, es mostren un seguit de taules on hi podem veure una descripcio´ dels jocs de dades
utilitzats, i els resultats obtinguts d’aplicar l’algoritme a un conjunt d’exemples de diverses mides i
per a diferents valors dels para`metres.








Taula 5.1: Descripcio´ dels jocs de dades
La mesura de dispersio´ ens do´na un valor, comparable, de com de gran e´s el rang de valors que
pren la funcio´ objectiu per als possibles punts factibles del problema. Aquesta mesura s’obte´ avaluant
la funcio´ (5.1) on Dmin i Dmax so´n els valors de la funcio´ objectiu de l’ATSP obtinguts amb una
heur´ıstica greedy del ve´ı me´s proper i me´s llunya`, respectivament.




L’algoritme e´s una heur´ıstica, que consisteix en seleccionar l’arc de cost mı´nim, o ma`xim, segons
sigui per calcular Dmin o Dmax, i incorporar-lo a la solucio´ parcial, mentre aquest no impedeixi
obtenir un circuit Hamiltonia` al final de l’algoritme. L’algoritme acaba quan s’han seleccionat n arcs.
Tambe´ comentar que hem afegit a les taules de resultats el valor del gap de dualitat (5.2). El gap
de dualitat e´s una mesura relativa de la difere`ncia entre el valor o`ptim i el valor obtingut pel me`tode
subgradient. Per tant, ens do´na una informacio´ de com de propera a l’o`ptim e´s la solucio´ obtinguda





El valor z∗, o o`ptim del problema original, l’hem obtingut d’aplicar un me`tode de ramificacio´ i
poda (branch and bound). Aquest tipus de me`todes de resolucio´ sempre ens proporcionen una solucio´
o`ptima del problema. Aquest valor s’ha obtingut amb la formulacio´ de DL modelitzada amb AMPL i
resolta amb CPLEX.
Executem l’algoritme variant un para`metre i la resta els deixem fixats en un valor per defecte. Els
valors per defecte els podem observar en la capc¸alera de cada taula de resultats o en la columna que el
representa. En la capc¸alera hi trobem el nom del fitxer que hem utilitzat. El para`metres que variaran
el valor so´n:
• λ: corrector de la llargada de la passa. Em escollit quatre valors equidistants dintre del rang de
valor que ha de prendre el para`metre.
• UB: fita superior del valor de la funcio´ objectiu obtinguda amb la funcio´ double estima() que
es troba en els objectes de la classe probATSP.
• It. per reduir : Nombre d’iteracions que han de transcorre de l’algoritme del subgradient per a
reduir el para`metre λ. Els valors del para`metre que hem escollit so´n els que millor resultats han
donat.
• % de reduccio´: El tant per cent en que redu¨ım el para`metre λ quan han transcorregut el nombre
d’iteracions que determina It. per reduir. Hem escollit 3 punts equidistants dintre del seu rang
de valors.
En la taula 5.2 tenim un exemple petit de 4 nodes. Modificant el para`metre λ observem que els
resultats obtinguts varien substancialment: des del punt en que obtenim l’o`ptim global, fins al punt
que el me`tode no convergeix. En canvi, per al valor de la fita superior de la funcio´ objectiu (UB),
l’algoritme proporciona els mateixos resultats. Quan ens fixem en el nombre d’iteracions que espera
el me`tode per reduir el para`metre λ (It. per reduir), s’aprecia una lleugera variacio´ en el nombre
d’iteracions per arribar a un o`ptim local. Quan variem el percentatge que redu¨ım el para`metre λ
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Fitxer atsp_4.dat z∗ = 28
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 16 11 40 28 0,000 *
1, 0 16 9 40 29 0,034
1, 5 16 11 40 29 0,034
2, 0 39 101 40 30 **
UB
z∗ 16 9 28 29 0,034
z∗ + (UB − z∗)/2 16 9 34 29 0,034
UB 16 9 40 29 0,034
UB + (UB − z∗)/2 16 9 46 29 0,034
UB + (UB − z∗) 16 9 52 29 0,034
It. per reduir
5 16 12 40 29 0,034
10 16 9 40 29 0,034
15 16 9 40 29 0,034
% de reduccio´
25% 16 9 40 29 0,034
50% 16 9 40 29 0,034
75% 16 9 40 29 0,034
* L’algoritme convergeix a l’o`ptim global.
** L’algoritme no convergeix.
Taula 5.2: Resum de resultats del joc atsp 4.dat
(% de reduccio´), l’algoritme tampoc proporciona resultats diferents. Les difere`ncies en els temps
d’execucio´ so´n pra`cticament inapreciables.
Pel cas 5.3 l’algoritme es comporta de manera similar quan modifiquem el para`metre λ encara
que per a valors alts d’aquest para`metre no s’espatlla tant com en l’anterior. Quan modifiquem el
para`metre UB l’algoritme retorna els mateixos resultats en cada un d’ells. Quan li diem que a la
cinquena iteracio´ redueixi la llargada de la passa, observem que li costa una mica me´s convergir.
Modificar el para`metre del percentatge de reduccio´ no te´ efecte perque` mai arriba a la desena iteracio´
que provoca la intervencio´ d’aquest para`metre.
En el joc de dades 5.4 sobta que el temps d’execucio´ sigui 0 milisegons, pero` aixo` significa que
aquest temps es menor a mig milisegon. Com en els casos anteriors, les difere`ncies en els resultats
es veuen quan modifiquem el para`metre λ. Tambe´ comentar que l’algoritme convergeix molt ra`pid,
nome´s amb 2 iteracions. La resta de para`metres no tenen incide`ncia sobre els resultats.
En el cas de la taula 5.5, a difere`ncia del cas anterior 5.4, tot i convergir en 2 iteracions, el temps
d’execucio´ e´s major, segurament degut a que els ca`lculs de l’algoritme so´n me´s llargs de realitzar.
Com en els casos anteriors, les difere`ncies en els resultats es veuen quan modifiquem el para`metre λ.
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Fitxer atsp_5.dat z∗ = 66
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 16 11 86 66 0,000 *
1, 0 16 8 86 66 0,000 *
1, 5 63 2 86 88 0,328
2, 0 93 2 86 88 0,328
UB
z∗ 16 8 66 66 0,000 *
z∗ + (UB − z∗)/2 16 8 76 66 0,000 *
UB 16 8 86 66 0,000 *
UB + (UB − z∗)/2 16 8 96 66 0,000 *
UB + (UB − z∗) 16 8 106 66 0,000 *
It. per reduir
5 78 10 86 66 0,000 *
10 16 8 86 66 0,000 *
15 15 8 86 66 0,000 *
% de reduccio´
25% 16 8 86 66 0,000 *
50% 16 8 86 66 0,000 *
75% 16 8 86 66 0,000 *
* L’algoritme convergeix a l’o`ptim global.
Taula 5.3: Resum de resultats del joc atsp 5.dat
La resta de para`metres no tenen incide`ncia amb els resultats.
En el cas de la taula 5.6, observem difere`ncies en els resultats quan varia el para`metre λ, iteracions
per reduir i el percentatge de reduccio´. Ens fixem que l’u´nic cop que l’algoritme convergeix e´s quan
λ = 1, 5, i no obtenim l’o`ptim. Quan redu¨ım el nombre d’iteracions que esperem per reduir el para`metre
λ s’escurc¸a el nombre d’iteracions que necessita l’algoritme per convergir. Aixo` e´s un senyal de que la
llargada de la passa e´s massa llarga. El mateix passa quan augmentem el percentatge de reduccio´ de
λ, convergeix me´s ra`pid quan major e´s el percentatge.
En la taula 5.7 observem que, amb els valors que utilitzem per defecte, el millor resultat que
obtenim e´s quan el para`metre λ = 0, 5 amb un gap = 0, 010. En cap altre cas obtenim un resultat
millor. Com que per a λ = 0, 5 hem obtingut el millor resultat, hem fixat aquest para`metre i hem
provat diverses combinacions dels para`metres implicats en la reduccio´ de la llargada de la passa, per
intentar apropar-nos encara me´s al punt o`ptim. L’hem obtingut per a λ = 0, 5, nu´mero d’iteracions
per reduir = 5 i % per reduir=20%, i amb nome´s 7 iteracions hem arribat a l’o`ptim global.
El me`tode subgradient no ens assegura que obtinguem una solucio´ o`ptima global, i en el cas de
la taula 5.8 ho hem comprovat. En cap combinacio´ de para`metres per defecte que hem utilitzat hem
obtingut un resultat factible. Nome´s quan hem resolt el problema per a λ = 5 hem aconseguit que
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Fitxer atsp_6.dat z∗ = 68
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 0 2 247 68 0,000 *
1, 0 0 2 247 68 0,000 *
1, 5 0 3 247 71 0,043
2, 0 0 4 247 71 0,043
UB
z∗ 0 2 68 68 0,000 *
z∗ + (UB − z∗)/2 0 2 158 68 0,000 *
UB 0 2 247 68 0,000 *
UB + (UB − z∗)/2 0 2 337 68 0,000 *
UB + (UB − z∗) 0 2 426 68 0,000 *
It. per reduir
5 0 2 247 68 0,000 *
10 0 2 247 68 0,000 *
15 0 2 247 68 0,000 *
% de reduccio´
25% 0 2 247 68 0,000 *
50% 0 2 247 68 0,000 *
75% 0 2 247 68 0,000 *
* L’algoritme convergeix a l’o`ptim global.
Taula 5.4: Resum de resultats del joc atsp 6.dat
el me`tode converg´ıs a un punt o`ptim local, i lluny de l’o`ptim global (per comparacio´ del gap amb els
gaps dels altres exemples).
Tambe´ hem observat que en els casos que l’algoritme no ha convergit a una solucio´, o be´, s’ha
quedat estancat en un punt o ha anat oscil·lant entre solucions. Per corregir aquestes situacions hem
de modificar la llargada de la passa, fent-la me´s llarga o me´s curta (aqu´ı hi interve´ el para`metre λ).
Reduir-la en el moment adequat i la quantitat adequada, en aquest cas hi intervenen els para`metres
que determinen el percentatge de reduccio´ de λ i el nu´mero d’iteracions de l’algoritme que han de
passar per reduir λ.
Els exemples atsp_6.dat i atsp_10.dat so´n els que tenen una mesura de dispersio´ me´s elevada. El
cas atsp_10.dat no hem aconseguit arribar a l’o`ptim global, pero` el cas atsp_6.dat ha convergit en
nome´s dues iteracions. Per tant, la mesura de dispersio´ sembla no estar relacionada amb la dificultat
de converge`ncia del me`tode.
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Fitxer atsp_7.dat z∗ = 174
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 16 2 261 174 0,000 *
1, 0 16 2 261 185 0,063
1, 5 16 2 261 185 0,063
2, 0 16 3 261 191 0,097
UB
z∗ 16 2 174 185 0,063
z∗ + (UB − z∗)/2 16 2 218 185 0,063
UB 16 2 261 185 0,063
UB + (UB − z∗)/2 16 2 305 185 0,063
UB + (UB − z∗) 16 2 348 185 0,063
It. per reduir
5 16 2 261 185 0,063
10 16 2 261 185 0,063
15 16 2 261 185 0,063
% de reduccio´
25% 16 2 261 185 0,063
50% 16 2 261 185 0,063
75% 16 2 261 185 0,063
* L’algoritme convergeix a l’o`ptim global.
Taula 5.5: Resum de resultats del joc atsp 7.dat
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Fitxer atsp_8.dat z∗ = 380
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 16 8 614 391 0,029
1, 0 62 17 614 391 0,029
1, 5 31 8 614 380 0,000 *
2, 0 31 8 614 402 0,058
UB
z∗ 62 17 380 391 0,029
z∗ + (UB − z∗)/2 62 17 497 391 0,029
UB 62 17 614 391 0,029
UB + (UB − z∗)/2 62 17 731 391 0,029
UB + (UB − z∗) 62 17 848 391 0,029
It. per reduir
5 31 9 614 391 0,029
10 62 17 614 391 0,029
15 62 14 614 391 0,029
% de reduccio´
25% 78 25 614 391 0,029
50% 62 17 614 391 0,029
75% 62 16 614 391 0,029
* L’algoritme convergeix a l’o`ptim global.
Taula 5.6: Resum de resultats del joc atsp 8.dat
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Fitxer atsp_9.dat z∗ = 398
Valors per defecte: % reduccio´ = 50% Nu´m. ite. = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0, 5 78 18 628 402 0,010
1, 0 32 7 628 409 0,028
1, 5 32 5 628 409 0,028
2, 0 250 101 628 415 **
UB
z∗ 32 7 398 409 0,028
z∗ + (UB − z∗)/2 31 7 513 409 0,028
UB 32 7 628 409 0,028
UB + (UB − z∗)/2 15 7 743 409 0,028
UB + (UB − z∗) 15 7 858 409 0,028
It. per reduir
5 47 8 628 409 0,028
10 31 7 628 409 0,028
15 31 7 628 409 0,028
% de reduccio´
25% 31 7 628 409 0,028
50% 31 7 628 409 0,028
75% 31 7 628 409 0,028
λ = 0, 5, Num. It. Per reduir= 5 i % per reduir=20%
31 7 628 398 0,000 *
* Nome´s amb aquesta combinacio´ de para`metres hem arribat a l’o`ptim global.
** No obtenim una solucio´ factible.
Taula 5.7: Resum de resultats del joc atsp 9.dat
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Fitxer atsp_10.dat z∗ = 165
Valors per defecte: % reduccio´ = 50% It. per reduir = 10 λ = 1
λ Temps (milisegons) Nu´m. iteracions UB L(µk) Gap
0,5 281 101 275 170 **
1,0 343 101 275 170 **
1,5 297 101 275 170 **
2,0 266 101 275 170 **
5,0 47 11 275 185 0,120
UB
z∗ 344 101 165 170 **
z∗ + (UB − z∗)/2 313 101 220 170 **
UB 343 101 275 170 **
UB + (UB − z∗)/2 281 101 330 170 **
UB + (UB − z∗) 313 101 385 170 **
It. per reduir
5 375 101 275 165 **
10 343 101 275 170 **
15 328 101 275 175 **
% de reduccio´
25% 344 101 275 170 **
50% 343 101 275 170 **
75% 375 101 275 175 **
** No obtenim una solucio´ factible.
Taula 5.8: Resum de resultats del joc atsp 10.dat
Cap´ıtol 6
Conclusions i treball futur
Aquest projecte e´s una eina pedago`gica per explicar conceptes de programacio´ matema`tica des d’una
vessant pra`ctica. Partim del problema del viatjant de comerc¸ asime`tric, del qual hem descrit i comentat
diverses formulacions. Hem escollit la formulacio´ de C. E. Miller, A. W. Tuker, i R. A. Zemlin,
posteriorment millorada per M. Desrochers, i G. Laporte (DL). L’hem resolt mitjanc¸ant el me`tode
subgradient aplicat a la relaxacio´ Lagrangiana de les constriccions proposades per DL. Hem expressat
el problema com la suma de dos subproblemes independents me´s una constant. Un dels subproblemes
l’hem resolt de forma directa i l’altre hem utilitzat el me`tode del Simplex.
Hem implementat l’ATSP EDU amb el llenguatge de programacio´ Java i ens hem ajudat de
la llibreria de funcions GLPK per implementar parts de la formulacio´ i la resolucio´. Degut a la
complexitat de l’algoritme hem desenvolupat un prototipus de la formulacio´ i el me`tode de resolucio´
utilitzant el llenguatge modelitzacio´ matema`tica AMPL i el resolutor CPLEX. Per determinar les
caracter´ıstiques de l’aplicacio´ hem fet un disseny previ. Hem fet servir jocs de dades de diferents
dimensions per testar l’aplicacio´ i el prototipus. Per acabar, hem fet una descripcio´ del funcionament
de l’aplicacio´ a nivell d’usuari, un ana`lisi dels resultats que genera ATSP EDU, i una relacio´ de
possibles ampliacions futures.
Creiem que hem aconseguit una aplicacio´ de gran utilitat per veure el funcionament de l’algoritme
subgradient i diversos conceptes relacionats. L’aplicacio´ ajuda a comprendre el comportament de l’al-
goritme quan se li modifiquen certs para`metres, ja que l’alumne pot experimentar amb els para`metres
de manera ra`pida i visual, i esperem que aixo` l’ajudi a assimilar me´s ra`pidament part dels coneixe-
ments de la mate`ria. Creiem que aplicacions com ATSP EDU poden ajudar a agilitzar les classes degut
al seu entorn gra`fic. Per als professors e´s una eina que complementa la part teo`rica de la materia.
Aquesta aplicacio´ es podria millorar amb diverses extensions o complements. Mencionem els
que creiem que poden ser me´s interessants de dur a terme. Les ampliacions relacionades amb la
programacio´ matema`tica so´n: problemes i me`todes de resolucio´. Les possibles millores te`cniques
poden ser: resoldre problemes de mida me´s gran i adaptar l’aplicacio´ per poder-la penjar en una
pa`gina web.
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6.1 Noves formulacions
El problema del viatjant de comerc¸ e´s un problema molt fa`cil d’entendre i amb multitud de formula-
cions. L’article que hem seguit en aquest projecte [9] descriu diverses formulacions del problema de
l’ATSP i en fa una comparativa amb els temps d’execucio´. En alguns casos comenta els motius pels
quals una e´s millor que l’altra. Seria interessant implementar alguna altra formulacio´ de l’ATSP per
veure com va evolucionant la resolucio´ del problema per a les diverses formulacions.
6.2 Nous problemes
En l’assignatura de programacio´ matema`tica es tracten diversos tipus de problemes que ajuden a
explicar la teoria. Amb el problema del viatjant de comerc¸ asime`tric s’explica una part de la mate`ria.
Per acabar-la d’explicar farien falta altres problemes que la il·lustressin, com el problema de la motxilla,
problemes discrets de localitzacio´ de plantes o problemes de particio´ (partitioning). Aquesta seria una
ampliacio´ de l’aplicacio´, fins arribar a tenir una col·leccio´ de problemes representatius de la mate`ria.
6.3 Me´s me`todes de resolucio´
En aquest projecte s’ha optat per implementar el me`tode del subgradient per resoldre el problema de
l’ATSP, pero` no e´s l’u´nic me`tode per resoldre aquest problema. Seria interessant implementar algun
altre me`tode de resolucio´ per poder-ne veure el funcionament i comparar-los, observar quins so´n me´s
eficac¸os i en quines situacions ho so´n me´s.
6.4 Resolucio´ de problemes de mida gran
Aquesta aplicacio´ s’ha fet amb el propo`sit d’ensenyar el funcionament del me`tode del subgradient,
i no per a que sigui una eina per resoldre casos reals d’optimitzacio´. Un dels motius pels quals no
s’ha escollit una mida me´s gran e´s per questions d’espai disponible en pantalla, ja que si la mida fos
me´s gran no es podrien veure correctament els valors i no seria pra`ctic. Pot ser interessant resoldre
problemes de mida me´s gran per comparar temps d’execucio´ amb altres aplicacions. Hem dissenyat i
implementat l’aplicacio´ de manera que nome´s s’hagi de pensar quins resultats es vol obtenir.
6.5 Adaptar l’aplicacio´ a un entorn web
La manera d’accedir a l’aplicacio´ e´s disposar d’una co`pia d’aquesta en l’ordinador que es vulgui
executar. Si l’alumne vol executar la seva aplicacio´ al seu ordinador ha de copiar-se l’aplicacio´ al
seu ordinador. Tot i que el procediment per executar l’aplicacio´ ja e´s bastant simple, una manera
de simplificar aquest proce´s e´s que l’aplicacio´ estigui disponible a Internet, i que nome´s escrivint una
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adrec¸a es pugui executar. La principal tasca seria la d’adaptar el disseny de l’aplicacio´ a un entorn
web i canviar algunes instruccions de Java pro`pies de l’entorn web.

Ape`ndix A
A continuacio´ expliquem els conceptes ba`sics del llenguatge de programacio´ Java per comprendre
millor el codi de l’aplicacio´. Tambe´ descrivim les funcions de la llibreria GLPK que s’han usat en
l’aplicacio´. El codi de la implementacio´ del problema i el me`tode de resolucio´ fets en AMPL, un
exemple de fitxer de dades i un exemple de fitxer de resultats.
A.1 Llenguatge Java
En aquesta seccio´ expliquem els conceptes de programacio´ informa`tica que apareixen en la memo`ria
d’aquest projecte, i estan relacionats amb el llenguatge de programacio´ Java. Acabem explicant les
caracter´ıstiques me´s rellevants d’aquest llenguatge.
El llenguatge de programacio´ Java e´s un llenguatge orientat a objectes, de propo`sit general, multi-
plataforma, interpretat, de programari lliure i de codi obert entre altres caracter´ıstiques[15].
La programacio´ orientada a objectes e´s una forma de programacio´ en que tot es basa en objectes.
Com en la vida real, els objectes reals tenen qualitats, events i funcions. Per exemple, un rellotge
te´ en ell l’hora actual, l’hora de l’alarma, entre altres informacions (qualitats). Pot passar que soni
l’alarma (event), podem consultar l’hora i canviar l’hora de l’alarma (funcions). Un objecte, en el
camp de la programacio´ informa`tica, e´s una estructura formada per dades abstractes (atributs, camps
i propietats), events i funcions. Quan definim un objecte, estem determinant les dades, events i
funcions. Aquesta definicio´ s’anomena classe. Pero` per s´ı sola la classe no fa res, e´s necessari declarar-
la en un programa informa`tic on es declaren insta`ncies d’aquesta classe. Les classes donen estructura
als programes informa`tics. Una classe pot ser entesa per una persona no-programadora pero` que
estigui familiaritzada amb el problema general, aixo` vol dir que les caracter´ıstiques de la classe han
de tenir sentit en el seu context.
Que un llenguatge de programacio´ sigui de propo`sit general vol dir que es pot programar gairebe´
tot. Podem implementar aplicacions amb finalitats molt diverses amb me´s o menys eficie`ncia. Podem
programar tan una base de dades com un joc o una aplicacio´ de comptabilitat.
Multi-plataforma significa que el programa compilat pot funcionar en qualsevol ordinador i sistema
operatiu, sense necessitat de tornar a compilar el codi. Una aplicacio´ multi-plataforma e´s capac¸
d’executar-se a Windows, Linux i Mac OS X. Aixo` s’aconsegueix per mitja` de la ma`quina virtual de
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Java adient a cada plataforma i ordinador en que executem l’aplicacio´. No e´s el cas de llenguatges de
programacio´ com C o C++, que no so´n multi-plataforma i necessiten ser compilats i crear un fitxer
executable per a cada sistema operatiu i tipus d’ordinador en que es vulgui executar.
Un programa interpretat necessita d’un altre programa per a poder ser executat i aixo` pot semblar
lent respecte altres que es poden executar sols. Aquest fet el fa me´s flexible. Per compensar aquesta
manca de velocitat te´ una reutilitzacio´ de codi elevada. Per exemple, nome´s redibuixa la part de
pantalla que ha sofert canvis, i no la redibuixa per complert.
El fet que Java sigui de programari lliure significa que, el fet de poder produir aplicacions in-
forma`tiques i poder-les executar, no te´ cap cost econo`mic extra al del temps que necessites per a
realitzar l’aplicacio´, no s’ha de pagar cap mena de llice`ncia. En el cas de Java disposem de moltes
llibreries espec´ıfiques ja programades i que la majoria tambe´ so´n lliures.
Java, a me´s, te´ altres caracter´ıstiques pra`ctiques que el fan atractiu des del punt de vista de la
programacio´ informa`tica:
• Senzill i amb una atractiva sintaxis. Destaca la eliminacio´ dels punters.
• E´s un llenguatge robust i fiable, s’ha escrit pensant en poder verificar errors i esta` molt tipificat.
Prove´ dels llenguatges de programacio´ C++ i C.
• Java te´ escassos problemes de seguretat, caracter´ıstica molt important en les aplicacions dis-
tribu¨ıdes per internet.
• Els compiladors Java han anat millorant les seves prestacions. Els nous compiladors coneguts
com JIT (Just-In-Time) permeten un rendiment molt semblant als llenguatges convencionals
compilats.
• Java permet l’execucio´ de multiples fils d’execucio´ o varies tasques simulta`niament (programacio´
en paral·lel).
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A.2 Llibreria GLPK
El paquet de llibreries GNU Linear Programming Kit (GLPK) [6] e´s un conjunt de rutines escrites
amb el llenguatge de programacio´ C i organitzades en llibreries que es poden cridar des del codi del
nostre programa. Aquest paquet esta` dissenyat per a la resoldre problemes de programacio´ lineal,
mixtes i altres tipus relacionats. Nosaltres hem utilitzat la versio´ de GLPK 4.8 en Java que inclou
exactament les mateixes funcions, accions i variables que la versio´ en C. Les principals components
del paquet so´n:
• Implementacio´ del me`tode del Simplex
• Implementacio´ del me`tode primal-dual de punt interior
• Implementacio´ del me`tode de branch-and-bound
• Aplicacio´ del programa d’interf´ıcie
• Llenguatge de modelitzacio´ MathProg (un subconjunt d’AMPL)
• GPLSOL, un resolutor independent de problemes lineals i mixtes.
Nosaltres nome´s hem utilitzat la part del Simplex i l’estructura que emmagatzema les dades. La
classe GlpkSolver e´s la classe principal de la llibreria, i resol la formulacio´ introdu¨ıda. GLPK assumeix
la formulacio´ (A.1) de problema de programacio´ lineal. Per tant, a l’hora d’introduir la formulacio´ en
la nostra aplicacio´, hem hagut de transformar la formulacio´ amb la que hem fet els ca`lculs.
z = min c1xm+1 + c2xm+2 + ...+ cnxm+n
subjecte a x1 = a11xm+ 1 + a12xm+ 2 + · · ·+ a1nxm+ n
x2 = a21xm+ 1 + a22xm+ 2 + · · ·+ a2nxm+ n
. . .
xm = am1xm+ 1 + am2xm+ 2 + · · · + amnxm+ n
l1 ≤ x1 ≤ u1
l2 ≤ x2 ≤ u2
. . .
lm+n ≤ xm+n ≤ um+n
(A.1)
On x1, ..., xm so´n variables auxiliars per poder representar el nostre problema en el format que ens
demana GLPK, xm+1, ..., xm+n so´n les variables estructurals pro`pies del nostre problema, z representa
la funcio´ objectiu, c1, ..., cn so´n els coeficients de la funcio´ objectiu, c0 e´s el terme constant de la funcio´
objectiu, a11, ..., amn so´n els coeficients de les constriccions, l1, ..., lm+n so´n els l´ımits inferiors de les
variables i u1, ..., um+n els l´ımits superiors.
Les variables auxiliars tambe´ s’anomenen variables fila, perque` corresponen a les files de la matriu
de constriccions {x1, .., xm}, e´s a dir, la formada pels aij tal que {(i, j); i ∈ {1, ..,m}, j ∈ {1, .., n}}.
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Les variables estructurals, s’anomenen variables columna, perque` corresponen a les columnes de la
matriu de constriccions {xm+1, .., xm+n}
Els l´ımits de les les variables poden ser declarats finits o infinits. A me´s, poden ser d’igualtat o
desigualtat. En la taula A.1 es representen les diferents tipologies de l´ımits de que disposem en aquesta
llibreria. Tambe´ dir, que aquests l´ımits so´n aplicables tan a variables fila com a variables columna.
L´ımits de les variables Tipus de variables
−∞ ≤ xk ≤ +∞ Lliures
lk ≤ xk ≤ +∞ Amb l´ımit inferior
−∞ ≤ xk ≤ uk Amb l´ımit superior
lk ≤ xk ≤ uk Amb doble l´ımit
lk = xk = uk Fixades
Taula A.1: Tipus de variables segons el tipus de l´ımits.
Per resoldre un problema lineal de la forma (A.2), hem de trobar les variables que satisfacin les
constriccions lineals, que estiguin compreses entre els l´ımits i que proporcionin la solucio´ me´s petita
possible (en el cas de minimitzar) o la me´s gran possible(en el cas de maximitzar)




subjecte a xj =
n∑
i=1
aijxm+i∀j ∈ {1, ..,m}
lk ≤ xk ≤ uk∀k ∈ {1, · · · ,m,m+ 1, · · · ,m+ n}
(A.2)
Per adaptar el problema que hem de resoldre en la nostra aplicacio´ (??) al format que ente´n GLPK,
hem de substituir l’1 de les constriccions d’entrada i sortida de nodes (A.3e-A.3f) per una variable
auxiliar. Aquestes variables auxiliars les hem de fixar a que nome´s puguin prendre el valor 1. Aixo`
e´s substituir (A.3e-A.3f) per (A.4). Recordem que el problema a resoldre no e´s el del problema del
viatjant de comerc¸, sino´ que e´s el subproblema que depe`n de les variables de decisio´ x, que resulta
d’aplicar la relaxacio´ Lagrangiana a les constriccions de DL (veure seccio´ 3.5).






xij[cij + (n − 3)µji + (n− 1)µij ]+ (A.3a)
n∑
j≥2
x1j [c1j + (n − 3)µ1j − µj1]+ (A.3b)
n∑
j≥2




xij = 1 ∀j ∈ N, j 6= i (A.3d)
n∑
j=1
xij = 1 ∀i ∈ N, i 6= j (A.3e)




xij = qj ∀ j ∈ {1, · · · , n}
n∑
j=1
xij = pi ∀ i ∈ {1, · · · , n}
qj = 1 ∀ j = 1, · · · , n
pi = 1 ∀ i = 1, · · · , n
(A.4)
La llibreria GLPK ens proporciona un objecte format per una estructura de dades que guarda:
la formulacio´, els para`metres necessaris per a l’execucio´ del me`tode de resolucio´ i els resultats de
la resolucio´ d’aquest. Tambe´ ens proporciona les funcions per declarar la formulacio´, modificar-la,
resoldre-la, accedir als resultats i eliminar l’objecte del problema. Per accedir a la informacio´, nome´s
ho podem fer per mitja` de funcions, no podem accedir directament a les variables. Aquesta e´s una
forma de controlar que l’usuari d’aquestes llibreries nome´s pugui accedir a la informacio´ que necessita,
d’aquesta manera es te´ un control de les dades que s’introdueixen i no deixa modificar variables que
podrien provocar un mal funcionament de les llibreries. En una llibreria e´s normal voler controlar les
accions que pot dur a terme un usuari, pero` en una aplicacio´ e´s el propi usuari el que la dissenya i en
coneix el funcionament, i aquesta forma de manipular la informacio´ no e´s tan usual utilitzar-la. Com
a ajuda per utilitzar aquesta llibreria hem consultat el manual d’usuari de la versio´ 4.8 de la llibreria
implementada en C [5]. A continuacio´ descrivim les funcions, accions i variables en l’ordre que les
hem utilitzat en l’aplicacio´.
GlpkSolver, aquesta classe conte´ totes les estructures de dades i funcions que necessitem en la
nostra aplicacio´ per a resoldre el problema de l’ATSP i consultar els resultats. La forma de declarar
aquest objecte e´s:
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GlpkSolver nom_variable=new GlpkSolver(); Una vegada declarat l’objecte es genera una es-
tructura de dades buida, e´s a dir, nome´s hi ha el nom de les variables que el formen i no la seva
dimensio´. A continuacio´ descrivim quina forma prenen les variables de l’objecte GlpkSolver que
tenen relacio´ amb la formulacio´.
• Les variables files i columnes tenen els mateixos d’atributs, nu´mero d’ordinal de la variable, nom
de la variable, tipus de variable i el valor de la variable.
• L’estructura de dades de la funcio´ objectiu consta del nom que li donem a la funcio´ objectiu,
els coeficients i la indicacio´ de la direccio´ a optimitzar, maximitzar o minimitzar.
• La matriu de constriccions (m × n) esta` formada pels coeficients aij , els quals defineixen un
sistema lineal de constriccions. Aquesta matriu es passa en format espars.
Com hem dit anteriorment, la classe GlpkSolver disposa d’accions que operen amb les variables
del problema, nosaltres no hi podem treballar directament. Per utilitzar les funcions escrivim el nom
de la variable que hem declarat seguida d’un punt i el nom de la funcio´ que vulguem cridar.
• GlpkSolver.setProbName(String nom_problema): Aquesta accio´ permet introduir el nom del
problema o modificar-lo. Te´ com a para`metres una variable String que conte´ el nom que li
volem donar al problema. Per recuperar el nom, utilitzem la funcio´ GlpkSolver.getProbName()
=String, que retorna un String que conte´ el nom del problema que li hem introdu¨ıt pre`viament.
• GlpkSolver.setObjName(String nom_funObjectiu): Aquesta accio´ permet introduir el nom
que li volem donar a la funcio´ objectiu del problema o modificar-lo. Te´ com a para`metre una
variable String que conte´ el nom que li volem donar a la funcio´ objectiu. Per recuperar el nom
utilitzem la funcio´ GlpkSolver.getObjName()=String. Retorna un String que conte´ el nom de
la funcio´ objectiu que li hem introdu¨ıt pre`viament.
• GlpkSolver.setObjDir(int direccio´): Aquesta accio´ defineix o canvia la direccio´ d’opti-
mitzacio´, e´s a dir, si volem maximitzar o minimitzar. La mateixa classe GlpkSolver disposa de
constants que indiquen quina opcio´ volem, si maximitzar (GlpkSolver.LPX_MAX) o minimitzar
(GlpkSolver.LPX_MIN).
• GlpkSolver.addRows(int ndr): Aquesta accio´ afegeix a les variables auxiliar ja existents, ndr
variables auxiliars me´s. Si ja n’hi havien, s’afegeixen a continuacio´ de les u´ltimes.
• GlpkSolver.setRowName(int index, String descripcio): Aquesta accio´ assigna o canvia
el nom de la variable auxiliar indexada amb el valor d’index pel contingut de descripcio.
• GlpkSolver.setRowBnds(int index,int tipus_var, double lb, double ub): Aquesta ac-
cio´ assigna o canvia el tipus de l´ımits que te´ la variable fila i les seves fites, inferior i superior.
La variable index conte´ la refere`ncia a la variable. En la taula A.2 llistem els tipus de variables
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segons les fites que prenen. Aquesta taula es complementa amb la A.1. Aquestes propie-
tats tambe´ so´n aplicables a les variables columna. Per exemple, escollim el tipus de variable
GlpkSolver.LPX_LO el l´ımit superior s’ignorara`, i de forma ana`loga amb els altres valors.
Valor Descripcio´
GlpkSolver.LPX_FR Variable lliures
GlpkSolver.LPX_LO Variable amb l´ımit inferior
GlpkSolver.LPX_UP Variable amb l´ımit superior
GlpkSolver.LPX_DB Variable amb doble l´ımit
GlpkSolver.LPX_FX Variable amb valor fixat
Taula A.2: Constants associades al tipus de variables.
• GlpkSolver.addCols(int ndr): Aquesta accio´ afegeix a les ja existents ndr variables estruc-
turals me´s. Si ja n’hi havien s’afegeixen a continuacio´ de les u´ltimes.
• GlpkSolver.setColName(int index, String descripcio): Aquesta accio´ assigna o canvia
el nom de la variable estructural indexada amb el valor d’index amb el nom que hi hagi a la
variable descripcio.
• GlpkSolver.setColBnds(int index,int tipus_var, double lb, double ub):
Aquesta accio´ assigna o canvia el tipus de l´ımits que te´ la variable columna i les seves fites,
inferiors i superiors. La variable index conte´ la refere`ncia a la variable. Per a me´s detalls mirar
GlpkSolver.setRowBnds i la taula A.2.
• GlpkSolver.setObjCoef(int ndc, double valor_coef): Aquesta accio´ assigna o canvia el
valor del coeficient de la posicio´ ndc pel valor de valor_coef. La posicio´ 1 esta` reservada per
al valor constant de la funcio´ objectiu.
• GlpkSolver.loadMatrix(int dim, int []v_fil, int []ved_col, double []v_coef):
Aquesta accio´ assigna la matriu de coeficients de les constriccions de la formulacio´, passats de
forma esparsa en les variables v_fil, v_col i v_coef, e´s a dir, per a cada element de la matriu
de constriccions diferent de zero es passa la tripleta de fila i columna que ocupa i el valor del
coeficient.
• int GlpkSolver.simplex(): Aquesta funcio´ aplica el me`tode del Simplex a la formulacio´ del
problema lineal que hem introdu¨ıt anteriorment. Tambe´ guarda els resultats a l’estructura de
l’objecte GlpkSolver. Finalment retorna un valor nume`ric que ens indica si hi ha hagut alguna
incide`ncia en la execucio´.
Existeixen funcions per consultar els valors que hem introdu¨ıt en la formulacio´, i per consultar
la informacio´ que s’ha generat quan hem resolt el problema. A continuacio´ expliquem les que hem
utilitzat en l’aplicacio´.
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• Double GlpkSolver.getObjVal(): Aquesta funcio´ ens retorna el valor de la funcio´ objectiu de
la u´ltima vegada que hem cridat la funcio´ de resolucio´ del problema. Ens retorna una variable
del tipus Double.
• Double GlpkSolver.getColPrim(int pos): Aquesta funcio´ ens retorna el valor de la vari-
able columna (estructural) obtinguda despre´s de la u´ltima vegada que hem cridat la funcio´ de
resolucio´ del problema.
• Double GlpkSolver.getObjCoef(int pos): Aquesta funcio´ ens retorna el valor del coeficient
que ocupa la posicio´ que guarda la variable pos, sempre tenint en compte que la posicio´ 0 conte´
el valor de la constant de la formulacio´.
• Double GlpkSolver.deleteProblem(): Aquesta accio´ elimina totes les variables, etiquetes,
etce`tera, que hem declarat, i allibera tota la memo`ria usada. Si volem tornar a crear un objecte
d’aquest tipus a partir d’aquesta variable, aixo` sera` possible usant les mateixes funcions i accions
que hem explicat.
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A.3 Implementacio´ amb AMPL
La formulacio´ de l’ATSP es troba en el fitxer ATSP.MOD.
########## MODELS DEL PROBLEMA DEL VIATJANT DE COMERC¸ ASSIMETRIC (ATSP) ###########
# PFC: ATSP EDU Una eina de visualitzacio´, per la resolucio´ de problemes de rutes #
# conjunts del model ATSP
set CIUTAT ordered; # Conjunt de nodes del graf
set ARCS := {i in CIUTAT, j in CIUTAT: i!=j}; # conjunt de tots els arcs del graf
set CIUTAT_S1er:= {j in CIUTAT: j != first(CIUTAT)}; #nodes sense el node base
#arcs sense el node base
set ARCS_S1er:= {(i,j) in ARCS: i != first(CIUTAT) and j != first(CIUTAT)};
# Parametres del model ATSP
param costos {(i,j) in ARCS}; # Matriu de costos del problema
param ncity:= card(CIUTAT); # nombre de nodes del problema
param base symbolic:= first(CIUTAT); # node base o node inicial
param mu{ARCS} default 0; # Multiplicadors de Lagrange
# Variables del model ATSP
var x {(i,j) in ARCS} binary;
var u {j in CIUTAT} integer >=0, <= ncity;
# Funcions objectius
minimize cost_total:
sum{(i,j) in ARCS} costos[i,j]*x[i,j];
minimize Lx_mu:
sum{(i,j) in ARCS_S1er}
(x[i,j] * (costos[i,j] + (ncity - 1) * mu[i,j] + (ncity - 3) * mu[j,i])) +
sum{j in CIUTAT_S1er}
(x[base,j] * (costos[base,j] + (ncity-3) * mu[base,j] - mu[j,base]) +
x[j,base] * (costos[j,base] - mu[base,j] + (ncity-3) * mu[j,base]));
minimize Lu_mu:
sum{(i,j) in ARCS_S1er} (mu[i,j] * (u[i] - u[j])) +
sum{j in CIUTAT_S1er}(u[j] * (mu[base,j] - mu[j,base]));
# Constriccions del model ATSP
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subject to sortida {j in CIUTAT}:
sum{(i,j) in ARCS} x[i,j] = 1;
subject to entrada {j in CIUTAT}:
sum{(j,i) in ARCS} x[j,i] = 1;
subject to no_subcircuits_1 {(i,j) in ARCS_S1er}:
u[i] - u[j] + (ncity-1)*x[i,j] + (ncity - 3)*x[j,i] <= (ncity - 2);
# u[j] >= (u[i] + 1) - (ncity - 1)*(1-x[i,j]) + (ncity - 3)*x[j,i];
subject to no_subcircuits_2 {j in CIUTAT_S1er}:
u[j] + (ncity - 3)*x[base,j] - x[j,base] <= (ncity-2);
# u[j] <= (ncity - 1) - (ncity - 3)*x[base,j] - (1-x[j,base]);
subject to no_subcircuits_3 {j in CIUTAT_S1er}:
(ncity - 3)*x[j,base] - x[base,j] - u[j] <= -2;
# u[j] >= 1 + (1 - x[base,j]) + (ncity - 3)*x[j,base];
subject to u_inicial:
u[base] = 0;
subject to u_Mg1 {i in CIUTAT_S1er}:
u[i] >= 1;
subject to u_Mg2 {i in CIUTAT_S1er}:
u[i] <=ncity - 1;
###################################################################################
El me`tode del subgradient es troba en el fitxer ATSP_RELAX.RUN.
####################### ALGORITME SUBGRADIENT PER A L’ATSP ########################
# PFC: ATSP EDU Una eina de visualitzacio´, per la resolucio´ de problemes de rutes #
# PARAMETRES
param cas symbolic := "DADES"; # Identifica l’arxiu de dades
param maxim :=100; # Nu´mero ma`xim d’iteracions
model atsp.mod; # Fitxer on es troben els models
data ( cas & ".dat"); # Capturem les dades
option solver cplex; # Escollim el resolutor
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# PROBLEMES
problem Lagrangiana_x:x, sortida, entrada,
Lx_mu;
problem Lagrangiana_u: u, u_inicial, u_Mg1, u_Mg2,
Lu_mu;





param L_mu_cnt := -(ncity-2)*(sum{(i,j) in ARCS_S1er}mu[i,j])-
(ncity-2)*sum{j in CIUTAT_S1er} (mu[base,j])+
2*(sum{j in CIUTAT_S1er} (mu[j,base]));
# Variables que s’usen en la cerca de subcircuı¨ts
param ciutats_visitades; # Nombre de ciutats visitades
param camins {1..ncity,1..2} symbolic; # Ciutat inici i fi
param ciutat_visitada{i in CIUTAT} default 0; # Ciutat visitada?
param cami_trobat; # Semafor, indica que hem trobat l’arc actiu
param camins_subcircuits{1..ncity div 2}; # On comenc¸a i on acaba
param num_subcircuits; #nombre de subcircuits que hi han en la iteracio´
param inici symbolic; #ciutat inici del cami/arc quan cerquem el destı´
param desti symbolic; #ciutat destı´
param ind symbolic; #variable auxiliar per moure’ns per les ciutats
#variables del me`tode subgradient
param gammak {(i,j) in ARCS}; # A x(mu_k) - b
param mod2_gamma :=sum{(i,j) in ARCS} gammak[i,j]^2; #|A x (mu_k) - b|^2
param lambdak; # Coeficient de reduccio´
param tk; # Theta
# Altres parametres
param estim; # Estimacio´ del problema original






#calculem una estimacio´ de la fita superior del problema original
repeat while ind!=last(CIUTAT){




display estim>("sortida_" & cas & ".out");
let lambdak:=2;




let {(i,j) in ARCS} gammak[i,j] :=0;
let {(i,j) in ARCS} mu[i,j]:= 0;
repeat while (iteracio < maxim) && (num_subcircuits!=1) {
let iteracio:=iteracio+1;
display iteracio > ("sortida_" & cas & ".out");
# Resolem els subproblemes
solve Lagrangiana_x;
solve Lagrangiana_u;
let L_mu:= Lx_mu.val + Lu_mu.val + L_mu_cnt;
display Lx_mu> ("sortida_" & cas & ".out");
display Lu_mu> ("sortida_" & cas & ".out");
display L_mu_cnt> ("sortida_" & cas & ".out");
display L_mu> ("sortida_" & cas & ".out");
display x> ("sortida_" & cas & ".out");
display u> ("sortida_" & cas & ".out");
expand Lx_mu> ("sortida_" & cas & ".out");




let {i in 1..ncity,j in 1..2} camins[i,j]:=0;
let {i in CIUTAT} ciutat_visitada[i]:=0;
let {i in 1..ncity div 2}camins_subcircuits[i]:=0;
let num_subcircuits:=0;
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# Comenc¸a l’algoritme de cerca de subcircuits
repeat while (ciutats_visitades < ncity){ # Mentres no hagem recorregut
let cami_trobat:=0; # totes les ciutats
repeat while (cami_trobat==0) { # Mentres no trobem un arc/cami actiu
if x[desti,inici]==1 then { # Hem trobat el cami, guardem-lo





if ciutat_visitada[desti]==1 then { # Hem visitat la ciutat?
let num_subcircuits:=num_subcircuits+1;
let camins_subcircuits[num_subcircuits]:= ciutats_visitades;
if ciutats_visitades<ncity then{ #Hem visitat totes les ciutats
let ind:=first(CIUTAT);
repeat while ciutat_visitada[ind]==1{ # Busquem una ciutat






else { # No hem trobat un camı´, anem a la segu¨ent ciutat
let ind:=next(desti,CIUTAT);










let inici:=desti; # Ens situem a la ciutat del segu¨ent trajecte
let desti:=first(CIUTAT); # i al primer cami possible
};
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display num_subcircuits>("sortida_" & cas & ".out");
display camins_subcircuits>("sortida_" & cas & ".out");
display camins>("sortida_" & cas & ".out");
display num_subcircuits>("sortida_" & cas & ".out");
# Inicialitzem la variable que intervenen en l’optimitzacio´ del subgradient
if num_subcircuits > 1 then{
#calculem els parametres per a la nova iteracio
# Actualitzem A x - b
let {(i,j) in ARCS_S1er} gammak[i,j] := (u[i]-u[j]+(ncity-1)*x[i,j]+
(ncity-3)*x[j,i]-(ncity-2));
let {j in CIUTAT_S1er} gammak[base,j]:= (u[j]+(ncity-3)*x[base,j]-
x[j,base]-(ncity-2));
let {j in CIUTAT_S1er} gammak[j,base]:= ((ncity-3)*x[j,base]-x[base,j]-
u[j]+2);
display gammak>("sortida_" & cas & ".out");
display mod2_gamma>("sortida_" & cas & ".out");
# Cal actualitzar lambda k?





let tk:= (abs(estim - L_mu) / (mod2_gamma)) * lambdak;
# Actualitzem les variables mu
let {(i,j) in ARCS_S1er} mu[i,j]:= mu[i,j] less -tk*gammak[i,j];
let {i in CIUTAT_S1er} mu[i,base]:= mu[i,base]less -tk*gammak[i,base];
let {j in CIUTAT_S1er} mu[base,j]:= mu[base,j]less -tk*gammak[base,j];
display mu> ("sortida_" & cas & ".out");
display lambdak> ("sortida_" & cas & ".out");
display tk> ("sortida_" & cas & ".out");
}
};
display sum{(i,j) in ARCS} x[i,j]*costos[i,j]> ("sortida_" & cas & ".out");
solve tot;
display x> ("sortida_" & cas & ".out");
display cost_total>("sortida_" & cas & ".out");
###################################################################################
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A.4 Exemple de fitxer de dades
Exemple de dades en format AMPL.
########################### Dades de l’ATSP(fitxer: DADES.dat) #############################
####### PFC: ATSP EDU Una eina de visualitzacio´, per la resolucio´ de problemes de rutes ####
set CIUTAT := ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9 ;
param costos : ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9 :=
ciutat1 . 71 101 83 107 61 50 113 50
ciutat2 63 . 53 29 51 74 60 49 26
ciutat3 102 41 . 61 48 92 104 61 29
ciutat4 108 46 91 . 26 118 43 100 70
ciutat5 127 75 80 23 . 145 69 121 94
ciutat6 40 60 81 82 101 . 38 58 44
ciutat7 71 94 135 43 65 82 . 135 76
ciutat8 85 23 54 52 65 53 92 . 51
ciutat9 48 28 66 42 66 53 48 73 .
;
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A.5 Exemple de fitxer de resultats.
Fitxer de resultats que genera l’aplicacio´. Degut a que so´n llistats molt llargs, nome´s es mostren les
dos primeres iteracions i les dos u´ltimes. Es pot trobar el llistat sencer en el fitxer RESULTATS.OUT.
#############################################################################################
Execucio´ feta el 19 de agost de 2009, a les 19:46
Fitxer de dades: C:\Documents and Settings\Jordi Garcia\Mis documentos\atsp_9.dat
Fitxer de resultats: C:\Documents and Settings\Jordi Garcia\Mis documentos\aaresultats.out
DADES DEL PROBLEMA (costos i para`metres inicials)
CIUTATS ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
COSTOS ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 71 101 83 107 61 50 113 50
ciutat2 63 . 53 29 51 74 60 49 26
ciutat3 102 41 . 61 48 92 104 61 29
ciutat4 108 46 91 . 26 118 43 100 70
ciutat5 127 75 80 23 . 145 69 121 94
ciutat6 40 60 81 82 101 . 38 58 44
ciutat7 71 94 135 43 65 82 . 135 76
ciutat8 85 23 54 52 65 53 92 . 51




**************** Iteracio 1 ****************
L(mu)1 L_x(mu) L_u(mu) Ct
379 379 0 0
X1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 0 0 0 0 1 0 0 0
ciutat2 0 . 0 0 0 0 0 1 0
ciutat3 0 0 . 0 0 0 0 0 1
ciutat4 0 0 0 . 1 0 0 0 0
ciutat5 0 0 0 1 . 0 0 0 0
ciutat6 0 0 0 0 0 . 1 0 0
ciutat7 1 0 0 0 0 0 . 0 0
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ciutat8 0 0 1 0 0 0 0 . 0
ciutat9 0 1 0 0 0 0 0 0 .
U1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 1 1 1 1 1 1 1 1
COEFICIENTS FO(x)1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 71 101 83 107 61 50 113 50
ciutat2 63 . 53 29 51 74 60 49 26
ciutat3 102 41 . 61 48 92 104 61 29
ciutat4 108 46 91 . 26 118 43 100 70
ciutat5 127 75 80 23 . 145 69 121 94
ciutat6 40 60 81 82 101 . 38 58 44
ciutat7 71 94 135 43 65 82 . 135 76
ciutat8 85 23 54 52 65 53 92 . 51
ciutat9 48 28 66 42 66 53 48 73 .
COEFICIENTS FO(u)1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 0 0 0 0 0 0 0 0
NumSubcircuits1 3
NumCaminsSubcircuit1 Subcircuit1 Subcircuit2 Subcircuit3
3 7 9










Gamma1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 6 6 6 6 0 7 6 6
ciutat2 3 . -5 -5 -5 -5 -5 3 1
ciutat3 3 -5 . -5 -5 -5 -5 1 3
ciutat4 3 -5 -5 . 9 -5 -5 -5 -5
ciutat5 2 -5 -5 9 . -5 -5 -5 -5
ciutat6 3 -5 -5 -5 -5 . 3 -5 -5
ciutat7 9 -5 -5 -5 -5 1 . -5 -5
88
ciutat8 3 1 3 -5 -5 -5 -5 . -5
ciutat9 3 3 1 -5 -5 -5 -5 -5 .
modGamma21 1716
MU1 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 0,663 0,663 0,663 0,663 0 0,773 0,663 0,663
ciutat2 0,331 . 0 0 0 0 0 0,331 0,11
ciutat3 0,331 0 . 0 0 0 0 0,11 0,331
ciutat4 0,331 0 0 . 0,994 0 0 0 0
ciutat5 0,221 0 0 0,994 . 0 0 0 0
ciutat6 0,331 0 0 0 0 . 0,331 0 0
ciutat7 0,994 0 0 0 0 0,11 . 0 0
ciutat8 0,331 0,11 0,331 0 0 0 0 . 0
ciutat9 0,331 0,331 0,11 0 0 0 0 0 .
Lambda1 0,5
t1 0,11
**************** Iteracio 2 ****************
L(mu)2 L_x(mu) L_u(mu) Ct
362,294 420,823 -2,319 -56,209
X2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 0 0 0 0 1 0 0 0
ciutat2 0 . 0 0 0 0 0 1 0
ciutat3 0 0 . 0 0 0 0 0 1
ciutat4 0 0 0 . 0 0 1 0 0
ciutat5 0 0 0 1 . 0 0 0 0
ciutat6 1 0 0 0 0 . 0 0 0
ciutat7 0 0 0 0 1 0 . 0 0
ciutat8 0 0 1 0 0 0 0 . 0
ciutat9 0 1 0 0 0 0 0 0 .
U2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 1 1 1 1 8 8 1 1
COEFICIENTS FO(x)2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 74,644 104,644 86,644 110,755 60,669 53,644 116,644 53,644
ciutat2 64,325 . 53 29 51 74 60 52,313 28,871
ciutat3 103,325 41 . 61 48 92 104 63,871 32,313
ciutat4 109,325 46 91 . 39,914 118 43 100 70
A.5. Exemple de fitxer de resultats. 89
ciutat5 127,663 75 80 36,914 . 145 69 121 94
ciutat6 41,988 60 81 82 101 . 41,313 58 44
ciutat7 76,19 94 135 43 65 84,871 . 135 76
ciutat8 86,325 25,871 57,313 52 65 53 92 . 51
ciutat9 49,325 31,313 68,871 42 66 53 48 73 .
COEFICIENTS FO(u)2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 0,331 0,331 0,331 0,442 -0,11 -0,442 0,331 0,331
NumSubcircuits2 3
NumCaminsSubcircuit2 Subcircuit1 Subcircuit2 Subcircuit3
2 6 9










Gamma2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 6 6 6 6 -6 -1 6 6
ciutat2 3 . -5 -5 -5 2 2 3 1
ciutat3 3 -5 . -5 -5 2 2 1 3
ciutat4 3 -5 -5 . 1 2 10 -5 -5
ciutat5 2 -5 -5 3 . 2 8 -5 -5
ciutat6 16 2 2 2 2 . 9 2 2
ciutat7 10 2 2 8 10 9 . 2 2
ciutat8 3 1 3 -5 -5 2 2 . -5
ciutat9 3 3 1 -5 -5 2 2 -5 .
modGamma22 1778
MU2 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 1,274 1,274 1,274 1,274 0 0,671 1,274 1,274
ciutat2 0,637 . 0 0 0 0,204 0,204 0,637 0,212
ciutat3 0,637 0 . 0 0 0,204 0,204 0,212 0,637
ciutat4 0,637 0 0 . 1,096 0,204 1,019 0 0
ciutat5 0,425 0 0 1,3 . 0,204 0,815 0 0
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ciutat6 1,961 0,204 0,204 0,204 0,204 . 1,248 0,204 0,204
ciutat7 2,013 0,204 0,204 0,815 1,019 1,027 . 0,204 0,204
ciutat8 0,637 0,212 0,637 0 0 0,204 0,204 . 0
ciutat9 0,637 0,637 0,212 0 0 0,204 0,204 0 .
Lambda2 0,5
t2 0,102




**************** Iteracio 6 ****************
L(mu)6 L_x(mu) L_u(mu) Ct
172,139 501,228 -52,172 -276,916
X6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 0 0 0 0 1 0 0 0
ciutat2 0 . 0 0 0 0 0 1 0
ciutat3 0 0 . 0 0 0 0 0 1
ciutat4 0 0 0 . 0 0 1 0 0
ciutat5 0 0 0 1 . 0 0 0 0
ciutat6 1 0 0 0 0 . 0 0 0
ciutat7 0 0 0 0 1 0 . 0 0
ciutat8 0 0 1 0 0 0 0 . 0
ciutat9 0 1 0 0 0 0 0 0 .
U6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 1 1 1 1 8 8 1 1
COEFICIENTS FO(x)6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 82,696 112,696 94,696 118,98 57,312 47,215 124,696 61,696
ciutat2 67,253 . 53,278 29 51 80,832 66,832 59,064 28,948
ciutat3 106,253 41,241 . 61 48,98 98,832 110,832 63,948 33,55
ciutat4 112,253 46 91 . 53,524 124,832 66,965 100 70
ciutat5 129,547 75 81,231 50,718 . 151,832 86,503 121 94
ciutat6 62,131 66,832 87,832 88,832 107,832 . 72,056 72,775 57,567
ciutat7 93,95 100,832 141,832 66,771 82,948 115,615 . 141,832 88,849
ciutat8 89,253 32,784 57,27 52 65 67,457 98,832 . 51
ciutat9 52,578 31,27 69,445 42 66 66,847 61,1 73 .
COEFICIENTS FO(u)6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
A.5. Exemple de fitxer de resultats. 91
0 1,061 1,311 1,063 1,348 -3,449 -3,897 0,925 0,891
NumSubcircuits6 3
NumCaminsSubcircuit6 Subcircuit1 Subcircuit2 Subcircuit3
2 6 9










Gamma6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 6 6 6 6 -6 -1 6 6
ciutat2 3 . -5 -5 -5 2 2 3 1
ciutat3 3 -5 . -5 -5 2 2 1 3
ciutat4 3 -5 -5 . 1 2 10 -5 -5
ciutat5 2 -5 -5 3 . 2 8 -5 -5
ciutat6 16 2 2 2 2 . 9 2 2
ciutat7 10 2 2 8 10 9 . 2 2
ciutat8 3 1 3 -5 -5 2 2 . -5
ciutat9 3 3 1 -5 -5 2 2 -5 .
modGamma26 1778
MU6 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 2,185 2,185 2,185 2,185 0 0,169 2,185 2,194
ciutat2 1,092 . 0 0 0 0,507 0,507 0,808 0,151
ciutat3 1,092 0 . 0 0 0,507 0,507 0,151 0,591
ciutat4 1,092 0 0 . 1,934 0,507 1,85 0 0
ciutat5 0,798 0 0,093 2,05 . 0,507 1,232 0 0
ciutat6 3,843 0,507 0,507 0,507 0,507 . 2,614 1,143 0,928
ciutat7 3,952 0,507 0,507 1,734 1,474 2,394 . 0,507 0,883
ciutat8 1,092 0,648 0,332 0 0 0,984 0,507 . 0




**************** Iteracio 7 ****************
L(mu)7 L_x(mu) L_u(mu) Ct
165,55 505,098 -54,08 -285,469
X7 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 0 0 0 0 0 1 0 0
ciutat2 0 . 0 0 0 0 0 1 0
ciutat3 0 0 . 0 0 0 0 0 1
ciutat4 0 0 0 . 1 0 0 0 0
ciutat5 0 0 1 0 . 0 0 0 0
ciutat6 1 0 0 0 0 . 0 0 0
ciutat7 0 0 0 1 0 0 . 0 0
ciutat8 0 0 0 0 0 1 0 . 0
ciutat9 0 1 0 0 0 0 0 0 .
U7 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
0 1 1 1 1 8 8 1 1
COEFICIENTS FO(x)7 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
ciutat1 . 83,016 113,016 95,016 119,31 57,157 47,06 125,016 62,016
ciutat2 67,369 . 53 29 51 81,103 67,103 59,355 29,2
ciutat3 106,369 41 . 61 48,56 99,103 111,103 64,2 33,841
ciutat4 112,369 46 91 . 53,776 125,103 68,204 100 70
ciutat5 129,606 75 80,746 51,009 . 152,103 87,704 121 94
ciutat6 63,06 67,103 88,103 89,103 108,103 . 73,276 73,046 57,838
ciutat7 94,541 101,103 142,103 67,972 84,187 116,835 . 142,103 89,12
ciutat8 89,369 33,035 57,56 52 65 67,728 99,103 . 51
ciutat9 52,694 31,56 69,697 42 66 67,118 61,371 73 .
COEFICIENTS FO(u)7 ciutat1 ciutat2 ciutat3 ciutat4 ciutat5 ciutat6 ciutat7 ciutat8 ciutat9
















El temps d’execucio´ e´s de 31 milisegons.
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