A tribute to Mary Lyon was held in October 2016. Many remarked about Lyon's foresight regarding many intricacies of the X-chromosome inactivation process. One such example is that a year after her original 1961 hypothesis she proposed that genes with Y homologues should escape from X inactivation to achieve dosage compensation between males and females. Fifty-five years later we have learned many details about these escapees that we attempt to summarize in this review, with a particular focus on recent findings. We now know that escapees are not rare, particularly on the human X, and that most lack functionally equivalent Y homologues, leading to their increasingly recognized role in sexually dimorphic traits. Newer sequencing technologies have expanded profiling of primary tissues that will better enable connections to sex-biased disorders as well as provide additional insights into the X-inactivation process. Chromosome organization, nuclear location and chromatin environments distinguish escapees from other X-inactivated genes. Nevertheless, several big questions remain, including what dictates their distinct epigenetic environment, the underlying basis of species differences in escapee regulation, how different classes of escapees are distinguished, and the roles that local sequences and chromosome ultrastructure play in escapee regulation.
Introduction
Lyon hypothesized in 1961 that one X chromosome in female mice became inactivated [1] . In 1962, she followed this prescient paper with an extension of the hypothesis to humans, including the suggestion that genes with Y homologues would escape from 'X-chromosome inactivation' (XCI) [2] . In the intervening 55 years, we have learned much about the process of inactivation, and, somewhat surprisingly, have found that escape from inactivation is not rare, with over 20% of human genes being escapees that are expressed from both the active and the inactive X chromosome. Many epigenetic factors, including the long non-coding (lnc)RNA expressed only from the inactive X chromosome (and thus named XIST for Xi-specific transcripts), DNA methylation, histone modifications, chromatin remodellers and histone variants, chromosome ultrastructure and nuclear localization act synergistically to silence and then maintain silencing of the chromosome. Yet despite the remarkably stable inactivation maintained by these factors, many genes escape from inactivation, albeit generally with less expression than from the active X allele. Determining which genes escape from inactivation reveals an important source of sexually dimorphic gene expression and, therefore, we start this review by a brief discussion of the role of inactive X expression on human phenotype. We then discuss which genes escape inactivation, in human and mouse, an area that is rapidly & 2017 The Author(s) Published by the Royal Society. All rights reserved. progressing as new technologies are able to address multiple primary tissues. Identifying the mechanism by which these exceptions occur will inform our understanding of XCI and broader questions of selective epigenetic repression of genes. We thus discuss the factors and features of the X chromosome that probably contribute mechanistically to escape from inactivation. We conclude this review with a discussion of the potential roles of the X chromosome in systemic lupus erythematosus (lupus) predisposition as an example that underscores the importance of considering the impact of the inactive X in complex diseases.
Escape matters: impact of X-chromosome inactivation on human disease
It is generally accepted that XCI was an evolutionary response to achieve dosage equivalence for X-linked genes between males and females following the decay of the Y homologues (see [3] for review). The majority of genes on the X chromosome no longer show recognizable homology with the Y chromosome; however, Y homology is enriched among genes escaping XCI. The potential impact of escape from XCI with respect to dosage equivalency between the sexes depends on the status of the Y homologue (table 1) . For some genes, escape from XCI maintains dosage equivalence as expressed homologues are retained on the Y chromosome-these are the genes that Lyon predicted would escape from XCI [2] . The largest cohort of X/Y homologous genes in humans is found in the pseudoautosomal region (PAR1); but intriguingly, the lack of full expression from the inactive X still results in some dosage imbalance, with greater expression in males (table 1) [8] . For genes with expressed Y homologues that map outside the PAR1, the lack of recombination with the X chromosome has allowed divergence of the X and Y versions, so that while both continue to be expressed, they may not be functionally equivalent (e.g. the histone demethylase activity encoded by KDM6A and KDM6C differs due to point substitutions [9] ). Many other human escape genes lack expressed Y homologues (see §3), and thus result in dosage imbalance with excess expression in females relative to males. How much impact do these expression differences have? Clearly, in the case of aneuploidy for the X chromosome, altered expression levels from the inactive X will be important, but genes expressed from the inactive X may also protect from effects of or predispose towards somatic mutation, and are also likely to be important contributors to differences between males and females.
(a) Sex chromosome aneuploidies
The viability of 39,X mice (i.e. lacking either an inactive X or Y chromosome) was cited by Lyon as evidence to support her hypothesis of inactivation [1] . However, in humans, over 99% of 45,X conceptuses fail to survive, suggesting a much more important role for the second sex chromosome, and alluding to differences in escapees between humans and mice that is further explored in §3. Hook and Warburton suggested that all viable 45,X (Turner syndrome) females in fact have an undetected cryptic mosaicism, as true 45,X is not viable [10] . The importance of either the inactive X or Y chromosome in normal human development implicates a role for one or more of the 17 human genes that retain X -Y homology, particularly the nine in which Y (and inactive X) expression is not shared with mouse [11] . As the X-Y conserved gene pairs' products are enriched in regulatory functions, they can have widespread impact on the transcriptome. Their continued presence on the Y chromosome, and escape from inactivation on the X chromosome, argues for a strict requirement for continued dosage equivalence, an observation that is reinforced by the number of X-linked intellectual disability syndromes caused by haploinsufficiency (or duplication) of many of these genes (KDM5C, KDM6A, NLGN4X, DDX3X, EIF2S3X, SMC1A and USP9X). Aneuploidies involving supernumerary X chromosomes (47,XXY and 47,XXX predominantly, although higher numbers of sex chromosomes are viable) are seen at frequencies of approximately 1/500 men and women, respectively. In contrast to the prenatal demise of 45,X, it appears that gain of an X is better tolerated. Yet overall epidemiological surveys suggest an increased mortality, corresponding to a standardized mortality ratio of 2.5 for 47,XXX in Denmark or the UK [12, 13] and 1.5 for 47,XXY in the UK [14] . However, these estimates are clearly influenced by ascertainment, which often follows diagnostic evaluation for developmental delay or learning disability. The lack of a distinct and/or severe phenotype for 47,XXX means that many individuals remain undiagnosed, and these are probably females with less severe outcomes, in agreement with the observation that prenatally ascertained 47,XXX females generally had better cognitive and adaptive functioning [15] . While gain of an X chromosome seems detrimental to some cognitive abilities, it has limited impact, or may even be protective for autism spectrum disorders, which generally show a 4 : 1 male predominance [16] . Unbiased ascertainment is essential to better define the phenotypic spectrum associated with supernumerary X chromosomes. Our growing knowledge of the transcriptional regulation of escapees gives hope to the idea of unravelling the contribution of escapees to the profound impact that loss or gain of an inactive X can have on individuals, particularly cognitively and behaviourly.
(b) X-linked mutations
Classically, X-linked mutations manifest in hemizygous males, with mosaicism arising from random XCI providing protection to heterozygous females. Furthermore, for some disorders cellular selection skews the mosaic cell population, further reducing the impact of X-linked mutations in females. There are more than 100 genes identified to be mutated in males with X-linked intellectual disability, often displaying variable severity in females that ranges from unaffected, but rarely equals that of males. More recently, advanced genomic analyses have been applied to females with undiagnosed causes of intellectual disability, uncovering mutations in the escapees USP9X [17] and DDX3X [18] . While missense mutations in these genes have been identified in males, the more severe mutations observed in females may lead to male lethality, resulting in the unique restriction to females who have compensating expression from the other X chromosome. XCI is not the only factor influencing gender-specific prevalence of X-linked mutations. There is generally a higher mutation rate in males (e.g. [19] ), and paternal X-linked mutations are not transmitted to sons; however, germ-line rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 mutation frequencies are both gene-and mutation-specific (e.g. [20] ).
Cancer often shows a male predominance, and a recent study suggests that a portion of this male excess is attributable to mutations in X-linked tumour suppressor genes that escape inactivation in females: the argument being that females are protected from developing cancer by expression from their second expressed allele [21] . For example, escape from inactivation was previously suggested to protect females from cancers caused by X-linked mutations in KDM6A driving T-cell acute lymphoblastic leukaemia [22] . Nevertheless, the inactive X chromosome (or Y chromosome) is often lost in cancers, which may result in loss of this protective effect [21] . By contrast, somatic mutations have been seen to be enriched on the inactive X chromosome in cancers [23] , and in combination with expression of escape genes from the inactive X chromosome may underlie the observation that hypermutation of X-linked genes can be oncogenic drivers in female cancers, including the DDX3X gene that escapes from inactivation [24] . In addition to mutations that occur in cancer, instability of the inactivation of the X has also been reported in female cancers, most notably breast cancer [4] , resulting in derepression of a set of previously X-inactivated genes in some cells.
Altogether, the presence of a second X chromosome is generally protective against germ-line X-linked mutations in females through a combination of mosaicism and selection. For somatic mutations, functional hemizygosity is achieved by inactivation, making risk similar for males and females; however, protection may still be afforded by those genes that escape inactivation. On the downside for XX females, instability of inactivation can increase disease risk for females and differences in mutation rate may favour somatic mutations on the heterochromatic inactive X chromosome.
In addition to these sex differences from mutations in X-linked genes, the differential expression of escapees may give rise to general male : female differences in disease predisposition.
(c) Sexual dimorphism
Sex differences are common, and generally attributed to the hormonal changes induced by gonadal differentiation; however, there is considerable evidence supporting a role for the sex chromosomes in sexual dimorphism, distinct from sex determination (reviewed in [25] ). Mouse breeding schemes that generate XX males and XY females to compare with normal XY males and XX females (known as the 'FourCore Genotypes' model) have revealed a role for the sex chromosomes in sexually dimorphic traits including adiposity, metabolic disease, cardiovascular injury and behaviour [25] . The role is likely to be even more pronounced in humans due to the larger number of escape genes (see §2), but separation of effects from hormonal influences is challenging in the absence of such controlled breeding. As mentioned above, X-chromosome aneuploidy can provide support for a role for the inactive X (or Y chromosome) in disease predispositions. For example, men and women show distinctions in innate and adaptive immune responses (reviewed in [26] ). Defects in 45,X individuals suggest a suppressed immune system that is proposed in part to be related to escapee KDM6A, which plays important roles in T-cell differentiation [27] . Additionally, autoimmune disorders consistently show a female excess, with 70 -90% of lupus patients being female. Moreover, an over-abundance of 47,XXY males also develop lupus, implicating the presence of the inactive X as a risk factor for this disorder. While a full assessment of the many potential impacts of the X on [6] or with ageing [7] a See text for additional discussion and references. rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 disease is beyond the scope of this review, we will return to a consideration of the specific case of lupus as an example of the role of the inactive X in complex disease predisposition, after we have discussed what is known about escape from inactivation.
3. The landscape of escape genes on the inactive X chromosome
An understanding of the approaches that have been used to assess X-inactivation status is important for comparing results between both species and studies. New genomic methodologies have not only improved the identification of escapees, but also allowed expansion to multiple tissues and individuals and have yielded insights into their unique chromatin and structural environment relative to other genes on the X. This section summarizes our current understanding of escape gene organization and epigenetic landscape in both human and mouse.
(a) Identification of genes on the human X that escape X inactivation
Multiple approaches have been employed to establish which of the approximately 1100 X chromosome genes escape XCI, in part because direct assessment of inactive X expression is complicated by the random nature of XCI that results in mosaicism within tissues whereby each parental X chromosome is active in only a subset of cells. While each XCI profiling strategy has advantages and disadvantages, results are largely complementary [28] and a clear picture of the human XCI landscape has emerged and continues to be refined. To overcome mosaicism, early studies to evaluate XCI status in humans used cells from female carriers of X-linked disorders and assayed protein variants in clonal cell populations or enzyme activity from human inactive X chromosomes segregated in rodent -human somatic cell hybrids [29, 30] . The first human chromosome-wide X-inactivation profile also assessed somatic cell hybrids to directly measure inactive X gene expression, and reported that genes that escape XCI are not rare [31] . While the epigenetic state in somatic cell hybrids is relaxed [32] , gene silencing is largely maintained [28] . Indeed, XCI escapees were confirmed by measuring allele-specific expression (ASE) of heterozygous transcribed SNPs in primary cells with preferential inactivation of one of the two Xs [31] . In this latter approach, genes that are X inactivated are monoallelically expressed whereas escapees are bi-allelic. Initial efforts developed quantitative assays to assess each gene individually [31] . Similar allele-specific analysis of RNA-sequencing (seq) data rapidly expands the number of scorable genes [8] (figure 1a). Nevertheless, assessment is still limited to the number of expressed heterozygous SNPs in each individual.
While ASE assays allow definitive assignment of inactive X expression, cell samples with non-random inactivation are rare and may be caused by an underlying defect. Therefore, methods to infer inactive X expression using more recently developed genome-wide approaches provide a broader perspective by enabling assessment of karyotypically normal cells and tissues (recently reviewed in [33] ). In samples with partial XCI skewing, XCI status can be inferred by allelic imbalance following normalization for XCI skewing [34] . This approach successfully identified escapees by comparing allelic expression ratios that were detected by hybridization to SNP microarrays [34] . Nevertheless, it is most effective for samples with highly skewed XCI, which are rare in the general population.
A strategy that circumvents both issues with XCI mosaicism and the need for informative transcribed SNPs is to infer escape by comparing male and female expression profiles to identify gender differences. Sensitivity from RNA-seq (e.g. [8] ) greatly improves previous microarray analyses (e.g. [35] ), and many escapees are expressed at higher levels in females. An interesting exception is that the pseudoautosomal genes in PAR1, despite identity to homologues on the Y chromosome, are expressed at higher levels in males [8] . A recent variation of this approach compares male/female cap analysis of gene expression (CAGE) datasets of the 5 0 end of transcripts [36] and expands and refines human XCI maps, as alternative transcript start sites can have different XCI status [37] . A clear advantage to femalebiased escape gene analyses is the ability to evaluate all expressed X genes in each sample. Nevertheless, female bias is more difficult to detect at genes with partial inactive X expression. Further, gender bias can also reflect hormonal or other sex-specific influences.
Male -female comparisons can be extended to epigenomic features that differentiate active and inactive genes as a means to proxy XCI status. Many escapees are distinguishable from their X-inactivated counterparts by promoter and gene-body DNA methylation signatures [38 -40] . X-chromosome-wide comparison of CpG island promoter methylation has particularly high concordance with previous assessments of XCI status [28] , although approximately 10% of X genes with CpG islands have intermediate methylation levels precluding XCI status assignment [38] . Open chromatin assessed by the Assay for Transposase-Accessible Chromatin (ATAC)-seq, has also been used to determine XCI status and detects gender differences at escapees with higher power and accuracy using fewer samples than expression microarrays [41] .
Most recently, allele-specific analysis of single-cell RNAseq has emerged as a powerful tool for directly assessing inactive X expression without complications from XCI mosaicism [8] . Current technologies reliably assay the most highly expressed X genes. Challenges such as allele drop out due to fluctuations in gene expression, including transcription bursts, can complicate analyses and cause escapees to appear monoallelic. Initial XCI studies in human, as well as mouse, indicate that adequate cell sampling and accurate haplotype phasing help overcome this hurdle [8, 42] . It is encouraging that the escape genes and escape frequencies appear similar to those identified by approaches that assessed mosaic cell samples, yet whether genes that are only partially expressed from the inactive X are accurately identified as escapees has not been fully addressed. This approach offers opportunities to directly examine cells from primary tissues as well as to query unique aspects of escapees, such as intra-individual heterogeneity [42] , a question that was previously only addressable at an individual gene level by RNA fluorescence in situ hybridization (FISH). It will be exciting as such studies expand to evaluate inactive X expression in an increasing number of tissues and individuals using single-cell RNA-seq or new advances in FISH [43] . To date, the XCI status for more than 680 genes on the human X chromosome has been catalogued in up to 29 tissues (figure 1a). This includes almost 80% of protein coding genes [28] , not considering the multi-copy testis-expressed genes that have accumulated on the X. Importantly, a comparison indicates that discordant XCI classification between studies is relatively rare (estimated at approximately 10%) [28] . Differing XCI assignments can reflect differences in the samples assayed, as escape is probably increased in cultured cells and hybrids compared with primary tissues [28, 44] , but may also reflect differential assay sensitivity and/or criteria to detect and classify low, but potentially biologically significant, expression from the inactive X (figure 1b).
Integrating results from current XCI profiles confirms that a large number of human genes escape XCI, with estimates Figure 1 . Frequencies, expression patterns and sources of variable escape. (a) Summary of select XCI surveys. XCI states are coloured red (subject), yellow (variable escape) and green (escape). A lighter green denotes the frequency of bi-allelic genes reported in single-cell RNA-seq surveys, but does not consider cellular heterogeneity as a source of variable escape. The number of genes listed is as reported in the indicated references and may not necessarily correlate with more recent genome annotations (e.g. [31] ). Abbreviations include: tissues, blood (Bl), brain (Br), spleen (S) and ovary (O), trophectoderm stem cells (TSC), neuronal precursor cells (NPC); approaches, allele-specific expression (ASE), allelic imbalance (AI). (b) Variable escape between individuals or between tissues can exhibit a bimodal pattern of inactive X expression levels, but more frequently represents a continuum. Inactive X expression for each sample is generally measured relative to active X levels (Xi/Xa) with XCI status depending, in part, on criteria for escape. (c) Classification of escape genes and contributing factors. Cellular heterogeneity probably impacts both constitutive escapees and variable escape genes. Variable escapees may be akin to facultative escape and in addition to tissue-specific regulators and ultrastructure could be impacted by factors influencing epigenetic states or developmental timing. As discussed in text, the constitutive escapees are controlled by intrinsic elements and also factors that influence the local chromatin neighbourhood of which known contributors are cited, although additional factors are probably involved.
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 ranging from 12 to 20% [8, 28] (figure 1a). As discussed above, this list includes PAR1 genes and 12 of 14 genes tested with functional X -Y homologues that map outside of PARs [11] . Yet, many additional genes escape XCI, but lack expressed Y homologues. Notably, escapees are consistently only partially expressed from the inactive X, averaging 33% of levels relative to their active X counterpart [8, 34] . Even PAR1 genes are not fully dosage-compensated between sexes, with inactive X expression at most 80% of levels on the active X or Y chromosome. XCI escape was initially defined for genes with inactive X expression at or above 10% of active X levels [31] . More recently, escape definitions have been expanded using statistical methods to validate even lower levels of inactive X expression [44, 45] . The biological consequence of very low inactive X expression remains unknown. It is feasible that appreciable levels of inactive X expression could influence traits or dampen carrier phenotypes, as has been seen for autosomal genes (e.g. [46] ). With respect to XCI mechanisms, differences between fully inactivated genes and those with very low inactive X expression may help pinpoint altered XCI regulatory features that predispose to reactivation. Additionally, whether genes with very low inactive X expression share XCI regulatory features with other escapees will need to be addressed.
(ii) It is not always black and white; genes that variably escape X inactivation
As XCI profiling has been expanded to larger numbers of cell types and individuals, the prevalence of genes that variably escape XCI has grown. Variable escape is a classification that has been adopted to describe the substantial portion of X genes (greater than 10%) with XCI states that differ between individuals or between cells or tissues within an individual [28, 47] . Expression for some variable escapees is bimodal; that is, some genes escape XCI in a subset of samples but are X inactivated in others (figure 1b). More commonly, however, variable escape genes exhibit a continuous range of inactive X expression levels across assigned/calculated thresholds for inactivation or escape [34] (figure 1b). Understanding how, why and which genes variably escape XCI can give unique perspective into cellular, tissue-specific, genetic and/or epigenetic differences that influence expression on the inactive X chromosome, as well as provide insight into the role that these genes play in traits and disorders that show gender bias. A number of studies have examined tissue differences as a source of variable escape. Very few examples of tissuespecific inactive X variation were detected by DNA methylation analysis, although neuronal tissues may be one exception [38, 40] . Epigenetic alterations in the placenta [48] may impact XCI states, but placenta was not included in several recent chromosome-wide studies in human [49] , although trophoblast has been well examined in mouse (see below). Female-biased expression analysis of RNA-seq data across 29 tissues confirmed variation between tissues in escape [8] . Serendipitously, Tukiainen et al. [8] identified a single normal female with complete non-random XCI that was included in the genotype tissue expression project (GTEx) [49] . This donor provides a rare opportunity to directly validate XCI tissue variation in humans without concerns about genetic background effects or other interindividual parameters. Allele-specific analysis of RNA-seq data from 16 tissues from this individual importantly confirmed minimal variation between tissues for almost half of the 43 escape genes identified. Yet inactive X expression levels varied for the other escape genes, with 6% of all X genes tested having bi-allelic expression (i.e. escape) in only a single tissue. For at least some of these genes, overall variation in tissue-specific expression levels may be a limiting factor in adequately discerning variable escape from XCI between tissues, as partial escape at even 10% of active X levels may be below the detection threshold in tissues with already low active X chromosome expression.
Even within a tissue or cell line, cellular heterogeneity is observed for many escapees, with inactive X expression detected only in a subset of cells [50] . Variability may be due to partial XCI escape or lack of sensitivity to detect low inactive X expression in all cells, particularly if active X expression is low. Additionally, heterogeneity can reflect stochastic cellular processes associated with gene expression [51] . Consequently, as sample sizes increase and escape thresholds are impacted not only by approaches that consider very low levels of inactive X expression, but also by the sensitivity of particular methods to detect inactive X expression, an increasing number of genes are seen to escape XCI in at least a subset of samples (figure 1a,b). Recent single-cell RNA-seq experiments provide additional insight into variable XCI escape. For the variable escapee TIMP1, high inactive X expression was detected from a small subset of cells in an individual [8] , consistent with previous results in somatic cell hybrids [52] and suggesting cell to cell variation in the propensity to escape, at least for some X genes. These data are complemented by recent single-cell RNA-seq analysis in mouse that showed inactive X variation for one gene, FundC1, was mitotically heritable in cell clones [42] , supporting their conclusion that clonal variability can contribute to cellular heterogeneity in allelic expression in females.
An additional source of XCI variation is between individuals, even within the same tissue. While some of this variation may be stochastic, a number of observations support genetic influences. The strongest argument for heritability comes from the analysis of 51 variable escape genes in 31 monozygotic twin pairs [38] . Concordant escape levels between twins were higher than expected by chance, with only 3% of genes differing between twin pairs. These data not only support a substantial genetic component, but also indicate that genetics alone cannot explain all interindividual variation. Further pointing towards a genetic basis, three studies have documented population differences in XCI escape, with higher escape in Nigerian YRI samples [34, 35, 53] , although it will be important to confirm this lymphoblast cell line-based conclusion in primary cells. Finally, although current single-cell data are limited, XCI escape for at least one gene, ASMTL, differs between haplotypes [8] , similar to mouse, where several examples of strain-specific escape have been identified [45, 54] . cis-regulated allelebiased expression impacts a high percentage of transcripts throughout the genome and has spurred identification of expression or epigenetic quantitative trait loci (eQTLs or epiQTLs) [55] . Whether similar loci specifically modulate inactive X expression remains unknown, but would be of considerable interest for defining the molecular basis of variable escape and its role in traits. The ability to search for such regulatory loci at variable escape genes should become feasible as datasets allowing allele-specific XCI profiling expand.
Escape genes are non-randomly organized along the X, with most mapping to the distal short arm. The human X short arm is a recent evolutionary addition and most escapees map within the youngest strata [31, 56] . Many of these escape genes retain Y homology, although Y copies have been pseudogenized or have acquired distinct functions or expression patterns (e.g. [57, 58] ). Acquisition of XCI has been proposed to be a response to Y-gene degradation, suggesting some escapees are at an intermediate stage in this process [59] . Many escape genes, particularly those in the short arm, are clustered in large domains that include at least one gene with Y homology. This could suggest that some adjacent genes simply escape as a bystander effect, lacking strict dosage requirements themselves. Genes at domain boundaries are more frequently discordant between different XCI surveys [28] , suggesting that boundaries vary between individuals or that genes at these active/inactive transition regions are more vulnerable to reactivation, particularly in cultured cells. Interestingly, a higher proportion of tissuespecific variable escape genes map to the human X long arm [8] , further indicating that chromosome regions respond differently to XCI. That both escapees and variable escape genes without Y homology are under strong purifying selection, similar to their counterparts with Y partners [60, 61] , may hint that conserved features at escape loci underlie inactive X expression.
(b) Escape in mouse: differences and similarities Since Lyon first proposed her landmark X-inactivation hypothesis, studies of mouse models have continued to provide insights into the process of XCI. Mice offer numerous experimental advantages, including access to developmental time points throughout XCI establishment, female embryonic stem cells that undergo ex vivo XCI, breeding schemes that produce highly informative offspring, and the ability to generate mutations. Yet differences between human and mouse continue to be revealed, a major one being that in mice there is imprinted inactivation of the paternal X in extraembryonic tissues, while in humans, expression of the zygotic genes, as well as XCI, initiates later and inactivation is random in both embryonic and extra-embryonic tissues (reviewed in [62] ). Furthermore, there are differences in humans and mice in the regulatory sequences controlling XIST (reviewed in [62] ), and early human embryos show XIST expression from both Xs [63] as well as evidence for initial 'dampening' of X expression [64] . Thus, we turn to mouse to describe the silencing events on the X.
Expression profiles of the mouse inactive X chromosome have been established in both cultured lines and in primary tissues. Evaluation of XCI status in mouse by ASE is facilitated by the use of interspecific crosses to maximize genetic heterogeneity and non-randomly X-inactivated cell samples that result from mutations in XCI regulatory genes, selection [44, 65] , or the use of extra-embryonic tissues (or cultured lines) that preferentially inactivate the paternal X chromosome [45] . Allelic analysis of single-cell RNA-seq is also aided by interspecific crosses with defined genomes [42] . Studies performed to date agree, in large part, that escape genes are less frequent in mouse than human, with estimates ranging from 3 to 7% of X-linked genes analysed [44] (figure 1a) . Nevertheless, orthologues to many mouse escapees also escape XCI on the human X [47] , suggesting conserved gene dosage requirements. In contrast to human escapees, most of these mouse escape genes are not clustered, although some lie adjacent to a single lncRNA that also escapes XCI [66, 67] . Such juxtaposition could imply a functional role for these lncRNAs, but perhaps more probably highlights the transcriptionally permissive environment at these escape gene loci.
As more tissues and cell samples have been evaluated and, as discussed above, definitions of XCI escape have been expanded to consider lower levels of inactive X expression, the number of variable escapees reported in mouse has increased to greater than 3% (figure 1a,b) [44, 45, 68, 69] . Heterogeneity in inactive X expression levels can be seen within and between tissues types or cells, and even between mouse strains. Nevertheless, many of the F 1 crosses used to examine escape in mouse use the same parental lines (Mus musculus strains 129 and C57/BL6, Mus spretus, Mus castaneus), and thus escape has been examined for only a limited number of haplotypes relative to the diversity of X chromosomes profiled in humans. Interestingly, the genes that escape XCI are, in general, the same across strains, although some strain specificity has been reported [45, 54] . Therefore, most XCI variation identified to date in mouse cannot be genetic; however, because the variable genes identified are consistently observed across studies, it is also unlikely to be random stochastic instability.
As in human, many mouse genes escape in only a single tissue, although because of recent consortium efforts to comprehensively profile the human transcriptome [49] , the number of tissues evaluated in mouse to date is not as extensive. Importantly, the tissue-specific escape seen in primary tissues is mostly confined to genes with tissue-specific functions [44] . Compared with primary tissues, escape is substantially higher in the embryonic kidney-derived Patski cell line, ES-differentiated neuronal precursor cells (NPCs), and extra-embryonic trophoblast stem cells [44, 45, 68, 69] , pointing towards epigenetic relaxation in cultured cells and/or cell type-specific differences that favour inactive X transcription. Notably, higher variable escape was also detected or expected in neuronal and extra-embryonic tissues in human [38, 40] . Interestingly, in mouse cells [68, 69] , some variable escapees are clustered in domains, reminiscent of human escape gene organization and perhaps suggesting that more aspects of escape regulation are similar between species than were originally believed.
What distinguishes genes that escape XCI in a tissue or lineage-restricted fashion from other escapees? Most recently, these classes of escape genes have been designated 'facultative' and 'constitutive' escapees, respectively [69, 70] (figure 1c). Data now are emerging that hint at mechanistic differences. Facultative and constitutive escapees are reported to differ not only in chromosome organization as indicated above [68] , but also in their expression patterns at the onset of XCI and underlying ultrastructure [68 -70] . These topics are discussed in more detail below. inactivation differ from those that are X inactivated. These efforts have not only identified novel escapees, as discussed above, but also aid in pinpointing potential regulatory sequences, as long-range regulatory sequences or escape gene domain boundaries could be epigenetically demarcated. Chromatin profiling indicates that, relative to X-inactivated genes, escape gene promoters are depleted in repressive chromatin marks such as H3K27me3 and are enriched in active modifications, e.g. H3K4me3 (recently reviewed in [33] ). Similarly, escape genes can be characterized by promoter mCG hypomethylation and non-canonical promoter mCH hypermethylation and mCH gene-body methylation [38 -40] . Additionally, DNAse hypersensitive sites and the related ATAC-seq accessible regions primarily map at human and mouse promoters and human introns of escapees [41, 45, 69] . It is feasible that chromatin marks, and even accessibility, may simply be a reflection of their transcriptionally active state. Nevertheless, based on these epigenetic signatures, several groups have concluded that escape is often regulated via promoter-proximal sequences [45, 69] . Consistent with this idea, YY1 motifs and ChIP-seq peaks are overrepresented at human escapee start sites and are proposed to facilitate escape [36] . Most ATAC-seq accessible sites on the inactive X in mouse identify CTCF sites [69] , adding to accumulating evidence that CTCF, a multifunctional protein with broad roles in gene expression and chromosome architecture [71] , is an important player in escape gene regulation. CTCF involvement in XCI escape was initially proposed based on inactive X chromosome enrichment at the 5 0 end of escapee Kdm5c [72] . Nevertheless, it has been difficult to envision how CTCF could play a role in escape gene regulation, as the vast majority (almost 90%) of the thousands of Xchromosome sites bind equally well to both Xs [73] . However, allele-specific analysis of CTCF binding reveals that some inactive X-specific CTCF sites cluster and colocalize with escape genes [44] . Inactive X CTCF binding was found not only at escape gene promoters, but also at boundaries between escape and X-inactivated genes, pointing to a role in inactive X compartmentalization. Moreover, in the case of a variable escape gene cluster, CTCF binding correlated with the size of the escape domain [44] . Altogether data are consistent with CTCF playing a key role in delimiting escape gene boundaries. It will be important to see if deletion of CTCF binding sites alters inactive X expression at escape gene transitions. Chromosome three-dimensional structure and nuclear organization also differentiate escape genes and play an essential role in the XCI process. Xist promotes silencing by utilizing three-dimensional proximity to spread to distal sites [74, 75] . XIST is excluded from escape genes [76] , that are positioned outside of the Xist RNA-enriched silent compartment [77] , although such positioning is neither necessary nor sufficient for a gene to escape XCI, at least in trophectoderm stem cells [45] . Allele-specific genome-wide chromosome conformation capture (Hi-C) has recently revealed that the inactive X is largely devoid of topologically associating domain (TAD) structure that characterizes the rest of the genome [78, 79] . Instead, the inactive X in both mouse and human is divided into bipartite superdomains [78, 79] . Within these domains, CTCF-mediated super loops form between Xist, multiple lncRNA genes, and the DXZ4 locus. Of these, Firre 'anchors' the X to the nucleolus [80] , while DXZ4 centres the bipartite superdomain structure. Despite overall lack of apparent TAD structure on the inactive X, escape genes appear to be a striking exception, including human escapee clusters [68] and facultative escapee clusters in mouse [68, 69] . Disruption of DXZ4 has a remarkable effect on structure of the inactive X, but surprisingly induces only modest changes in escape gene expression; in one of the NPC clones examined by Giorgetti et al. [69] the majority of facultative escape genes were silenced upon deletion (but not constitutive escape genes). Thus, the permissive epigenetic landscape for escape genes is becoming much better defined at a local and global X perspective. Roles for proteins like CTCF in escape gene regulation are being resolved; however, it is also becoming clear that all escapees may not be the same.
Beyond epigenetics: factors involved in escape from inactivation
While we have learned much about the landscape of the inactive X and the epigenetic features of the genes that escape inactivation, we still lack an understanding of how escapees avoid the silencing that engulfs the majority of the genes on the inactive X chromosome. The challenge is even greater to explain why some genes escape inactivation in only a subset of tissues, people or cells. Below we incorporate our current knowledge of escapees to evaluate potential contributors to escape from inactivation.
(a) Role for an intrinsic element in escape from inactivation
In aggregate, there is considerable circumstantial evidence that there are sequences that favour escape from inactivation. The constitutive escape genes seem able to avoid heterochromatic recruitment and inactivation, and approximately one-half of the mouse constitutive escapees are shared between mouse and human [28] . Definitive evidence for such an element was provided by Li and Carrel when they analysed random X-linked integrations of BACs (175-186 kb of DNA) containing the mouse escape gene Kdm5c in a female mouse ESC line. Four different single-copy integrations showed escape from inactivation for Kdm5c while flanking genes were silenced, delimiting a 112 kb region containing such an intrinsic element [81] . Further analysis of deletions of additional BAC integrations also showed evidence for a distal boundary that when disrupted allowed spread of euchromatin (escape) into flanking genes [82] . CTCF has long been implicated as a boundary [72] , and has clear roles in the structure of the inactive X (discussed above) as well as generally defining TADs; however, CTCF itself is too abundant on the X chromosome to be the sole delineator of escape genes, thus other factors must interact. Interestingly, as mentioned above, Giorgetti et al. [69] saw loss of escape upon removal of DXZ4, suggesting that the topological structure limits the spread of silencing along the chromosome, at least for some escapees; whereas the Horvath et al. [82] study suggests elements limiting the spread of escape along the chromosome. Overall, there is strong evidence supporting a model whereby an intrinsic element prevents inactivation with boundaries limiting both the spread of escape and silencing, resulting in the expression rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 from the inactive X being dependent on both local sequence and the structure of the inactive X.
(b) Distance seems to be a contributor to attenuation of spread
It is striking that human escape genes cluster on the X short arm, with the genes in PAR1 all escaping inactivation. However, the distance is also inter-connected with evolutionary age (as discussed above), complicating assessment of a distance effect. It has been seen that X material translocated beyond the Xp terminus can still be inactivated [83] , suggesting that distance alone is not the sole determining factor for escape from XCI. Nevertheless, Marks et al. [68] identified distance from the Xic as correlating with escape from inactivation in mouse, as well as with timing of inactivation, as genes that inactivate latest tend to be located more distally. Further, a recent developmental analysis suggested the earliest silencing correlated not only with distance from the Xist locus, but most highly with proximity to Xist entry sites along the X [54] . While both mouse and human demonstrate a distance effect, more genes escape inactivation in humans, suggesting some additional factor that differs between the species. One considerable difference is the presence of the centromere between the human short and long arm, while the mouse X (like all mouse chromosomes) is acrocentric [84] . The Xist/XIST loci are mid-chromosome in both species, however, the lncRNA FIRRE locus and the macrosatellite DXZ4 that are also important contributors to the inactive X structure, are differentially positioned along the mouse and human X chromosome. The DXZ4 locus is central in mouse but two-thirds of the way along the X in humans, while the Firre/FIRRE locus is onethird of the way along the mouse X but more distally located on the human X. Whether these structural differences contribute to the greater number of human than mouse escape genes will need further exploration. In unbalanced X;A translocations inactivation can spread into autosomal material in cis; however, this spread is more limited than seen on the X. While cell selection to limit dosage imbalance may bias ascertainment and partially explain this observation, Gartler & Riggs proposed the existence of 'waystations' or 'booster sequences' that were more abundant on the X chromosome and would amplify the inactivation signal [85] . Mary Lyon suggested LINE-1 (L1) repetitive elements as potential waystations [86] . Sequence comparison confirmed that L1 repeats are depleted at escape genes relative to levels elsewhere on the X chromosome [87 -89] . Mouse studies have sought to clarify a role for L1s in XCI. Xist RNA is not targeted to L1 sequences or other repeats [74, 90] ; however, early silencing of L1 transcripts at the onset of XCI has been suggested to facilitate heterochromatin formation [91] and may explain why escape genes in L1 depleted regions are not recruited into the Xist RNA silent compartment [77] . A second proposed function for L1 elements is to aid silencing of escape prone genes via adjacent full-length L1s that are transcriptionally active during late stages of XCI establishment [91] . Whether novel methylation that has been recently reported at some of these full-length L1s is involved in this process will need to be addressed [92] . Nevertheless, despite abundant data on L1 enrichment and expression at the onset of XCI that is highly correlated with silenced loci, it is difficult to differentiate a functional role from evolutionary influences on sequence abundance. Furthermore, as waystations are defined functionally as elements supporting the spread of XCI, they may be conceptually expanded to include features that impact structure or three-dimensional nuclear ultrastructure.
Evidence for chromatin neighbourhoods that facilitate or attenuate the spread of XCI is also provided by recent genome-wide studies of X;A translocations that used DNA methylation as a proxy for spread of silencing to autosomal genes and again saw an enrichment of L1s in genes that became silenced [93, 94] . The most enriched factor/feature correlating with spread of inactivation was EZH2/ H3K27me3 [94] . These observations are also consistent with transgenic integrations of XIST where XIST-induced silencing is generally best closest to the integration, but is highly dependent on context including pre-existing H3K27me3 [95] . In addition, the patterns of genes that are subject to, or escape from, inactivation in X;A translocations are similar in independent translocations involving the same autosome [34] , supporting the concept that there are sequences favouring silencing or escape from silencing. ALU enrichment was observed at regions that escape from XCI in the X;A translocations [93, 94] , as well as X escape regions [87 -89] . Thus, while distance from the X-inactivation centre may contribute to escape from inactivation, the consistency and clustering of escape genes and ability for inactivation to spread long distances given the appropriate environment suggests that regions that escape from XCI are contextually different from those with X-inactivated genes at the sequence and/or chromosome ultrastructure level.
(c) Role for Xist and associated remodellers in escapee regulation remains poorly defined
The chromatin remodelling and silencing pathways recruited by Xist/XIST appear to function in a synergistic, yet independent, manner (e.g. [95, 96] ). Somatic deletion of Xist results in the structure of the inactive X becoming more similar to the active X, but only showed a minor elevation in reactivation frequency, with the majority of genes remaining silenced in the absence of Xist [75, 97] or XIST [98, 99] . Recent surveys [97, 100, 101] and screens [102 -104] have expanded the list of proteins interacting with Xist and, thus, probably involved in the inactivation process (well reviewed in numerous articles, including [105] ). Identification of these proteins provides insights into the mechanism of inactivation; however, their roles and pathways are still being dissected. Reduction of multiple factors in somatic cells can elevate the reactivation frequency of X-linked genes, particularly transgenic reporters (e.g. [97, 104, 106, 107] ), supporting the concept of co-operative pathways in maintenance of XCI. Many of the Xist-interacting proteins or chromatin remodelling complexes are embryonic lethal or abrogate XCI in mouse ESCs (e.g. [91] [92] [93] ), and thus germ-line deletions have not been examined for impact on X silencing when absent at the onset of inactivation. The few players that have been examined in detail show distinct subsets of genes that fail to silence. In the absence of SETDB1-mediated H3K9me3, a subset of approximately 150 genes fail to silence [96] ; while in the absence of SMCHD1, approximately 10% of genes fail to silence (although a larger group of genes lack DNA methylation) [108] . In neither case are the genes that fail to be silenced rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 substantially enriched for variable escape genes, so to date there is not a clear correlation with escape from inactivation and loss of any particular feature of the inactive X. Studies of the frequency of variable escape in females have not identified females with significantly elevated escape from inactivation, supporting the idea that there is not a simple trans-acting factor limiting escape from inactivation [31, 34] . Interestingly, the deletion of the DXZ4 region in mouse ESC resulted not only in structural re-organization in one of the derived NPC clones examined by Giorgetti et al. [69] but also loss of escape from inactivation for many of the facultative escape genes [69] . Deletion of DXZ4 in human fibroblasts resulted in restructuring of the X, but had limited impact on gene expression [109] , and similarly, Firre knockdown in mouse fibroblasts does not lead to reactivation (although it disrupts H3K27me3 and perinucleolar targeting) [80] . Further studies will be required to determine if differences between these studies reflect differences between species, developmental timing or sporadic events; however, they point towards an emerging role for chromosomal ultrastructure in escape from XCI.
Overall, Xist interacts with multiple proteins enabling a series of synergistic silencing pathways. Disruption of Xist, or the proteins and lncRNAs interacting with Xist, in somatic cells increases the frequency of stochastic gene reactivation. Disruption of these pathways at the time of inactivation can abrogate silencing of the chromosome, or silencing of a subset of genes, but to date only the ultrastructure of the inactive X has been implicated in enabling certain genes to escape from X inactivation in some contexts.
(d) Escape may include some early developmental reactivation of silent genes
The term 'escape' from inactivation suggests that the genes are refractory to the initial silencing; however, most surveys that identify escape genes have assessed adult somatic cells, particularly in humans. Thus, escapees could include both genes that escape from silencing as well as genes that reactivate quite quickly following an initial inactivation. The outcome of rapid reactivation or complete avoidance of silencing is the same-expression from the inactive X and thus potential contribution to the phenotypes reviewed in §2. However, mechanistically it may be useful to differentiate between them in considering how escape occurs. The simplest interpretation of tissue-specific escape from inactivation would be that a gene is silenced and then reactivates in the tissue in question; however, an alternate scenario would involve very late silencing of some genes in some tissue precursors, and there appears to be evidence to support both scenarios. A transgene was seen to inactivate at different timepoints in different lineages; however, the endogenous genes examined seemed to inactivate earlier [110] . The facultative escapees analysed by Giorgetti et al. [69] are reported to be silenced and then reactivate [70] , while the tissue-specific facultative escape genes observed by Marks et al. [68] were generally among the latest genes to inactivate, or not seen to be inactivated during the time points analysed during ES cell differentiation in vitro. Furthermore, in that latter study most genes escaping XCI in mouse showed little silencing early, although heterogeneity during XCI made it challenging to preclude some reactivation as had been reported previously for the Kdm5c gene [111] . The issue of heterogeneity during in vitro differentiation is an important one, and can be impacted by the method of differentiation, which often varies between studies. An additional challenge to these studies is that in addition to XCI to achieve dosage equivalence between males and females, there is upregulation of the single active X in order to achieve diploid dosage, which may impact genes differentially and also occurs early in development [112] . While assessing early events of X-linked gene dosage in mouse is challenging, taking those studies to humans presents both logistic and ethical challenges. However, a recent single-cell RNA-seq study of early human embryos managed to generate transcriptomes of 1529 individual cells from 88 human preimplantation embryos [64] . Surprisingly, they report dosage compensation in the presence of bi-allelic XIST expression [64] , consistent with a previous report that initial events differ dramatically from mouse, and that XIST-dependent silencing may be a later developmental event [63] . Nevertheless, evaluation of escapees at the onset of human XCI has been hampered, as human ESCs generally retain an inactive X chromosome that erodes upon culturing, which has limited the study of early human XCI in vitro. However, recent work suggests that human naïve ESC can be isolated that model the earliest steps of human XCI [113] , and thus it may be possible to determine whether human escapees are ever silenced.
Reactivation may also occur later in development, with potential phenotypic consequences. An important question is thus whether some genes are prone to (or even programmed for) later reactivation. Evidence that some genes may reactivate in humans comes from the observation in somatic cells that a gene (TRAPPC2) that is associated with poised polymerase despite being silenced, is observed to be expressed in additional clones from the same female cell line [114] . Similarly, in some clones, acetylation was detected at the promoter of the variable escapee TIMP1 even when silenced [52] . Drug treatment of mouse cells to induce reactivation shows that some genes seem to be more prone to reactivation [97] . Thus, some genes, in some individuals, may be prone to reactivation, and observed recurrently to reactivate. Early studies of select human genes failed to identify evidence of ageing-related reactivation [115] , while in mouse the Otc gene reactivates with age [116] . As chromosome-wide analysis of XCI expands, more genes may be identified that are prone to reactivation with age. This late reactivation of individual genes or regions might contribute to the stochastic cellular heterogeneity observed in singlecell RNA-seq, genes with tissue-specific escape, and also to the increased frequency of escape genes in cultured cells. As mentioned above, reactivation is observed in some cancers [4] , and a recent report also suggests a failure to maintain silencing in mature lymphocytes [5] . It is important to note that this discussion considers reactivation of single genes or regions. Full reactivation of the X chromosome is normally only observed developmentally. Overall, while some escape may reflect reactivation, the majority of escape genes seem to avoid the inactivation process rather than fail to maintain silencing; but this is a topic warranting further exploration and extremely challenging to study in humans.
In conclusion, we see multiple factors contributing to the ability of genes to escape from XCI. There is strong evidence for an intrinsic element that directs genes to escape from inactivation; however, the nature of this element remains to be rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 determined. The domains of escape generated by these elements are limited by boundaries, which probably involve CTCF and additional regulators. CTCF is also involved in the formation of TADs across the genome, and the unique superdomain structure of the inactive X chromosome, both of which contribute to the ability of regions to escape from XCI. Whether there is a single element (such as LI repeats) that serves as the hypothesized way station is not yet clear, but additional sequences, perhaps including L1 repeats and PRC2 enrichment, contribute to the ability to spread silencing along the X chromosome. The correlation of escape with distance from the Xist/XIST gene may reflect decreasing density of way station sequences enabling the spread of XCI, but may also reflect ultrastructure of the inactive X or additional features. Expression of XIST/Xist recruits a cascade of chromatin remodellers, which are important for XCI; however, silencing of most X-linked genes is able to be maintained in the absence of many of these, including XIST/Xist itself but may increase the liability to reactivation. Overall, escape reflects an interplay between both genetic and epigenetic features, with the individual actors still shrouded by the challenge of separating causation from correlation.
Bringing an understanding of escape genes to human complex disease
As discussed at the beginning of this review, escapees can have impact on human health and disease, including cancer. Expression from the inactive X can offer protection against de novo and inherited X-linked mutations, but has also been proposed to contribute to the over-representation of females for some complex traits, such as the autoimmune disorders. As an example of the contributions of escape genes to disease, we will briefly examine potential roles for the inactive X chromosome in lupus.
(a) Systemic lupus erythematosus
Systemic lupus erythematosus (lupus) occurs with a frequency of greater than 1/1000, with over 90% of patients being female. Lupus has a substantial genetic contribution, with an estimated heritability as high as 66% [117] and a higher incidence among African Americans. Lupus-associated loci have been identified by genome-wide association studies, but explain less than 20% of heritability [118] . Without a better understanding of the aetiology of the disease, a significant proportion of patients, even some who receive optimal medical care, progress to permanent tissue damage including end-stage renal disease. Gender bias in lupus reflects both hormonal and sex chromosome differences between men and women. Multiple studies point to an X-chromosomal role in lupus (e.g. [119] ). Using the fourcore genotypes with transgenic mice predisposed to lupus reveals accelerated lupus in mice with two X chromosomes relative to females with only a single X chromosome [120] . In humans, a role for genes on the inactive X chromosome is supported by the observation that lupus prevalence is increased in 47,XXY males [119] and decreased in 45,X Turner Syndrome [121] . Even more dramatically, 47,XXX females show a threefold excess in lupus incidence over females in general [122] . Several X-linked genes are overexpressed and/or hypomethylated in women with lupus, including the immune-relevant toll-like receptor genes TLR7, TLR8 and CD40 ligand, CD40LG [123, 124] . Strikingly, the CD40LG gene is a variable escape gene, and thus expression levels could vary between females as well as between males and females. The mouse Tlr8 candidate gene is suggested to escape from XCI in bone marrow-derived macrophages demonstrating a potential role for tissuespecific escape from XCI [125] . Furthermore, additional X chromosome genes are implicated, as variants mapping to at least four other loci on the human X are associated with lupus [119, 126, 127] . Recently, it was reported that female lymphoblast cell lines show some bi-allelic expression of CD40LG, CXCR3 and TLR7 by FISH, and that lymphoblasts from lupus patients often showed higher proportions of these bi-allelic cells, which thus have expression from both the active and inactive X chromosome [5] . In aggregate these studies suggest that variable escape from XCIwhether as a result of genetic variation or relaxed epigenetic control permitting reactivation-may contribute to SLE predisposition in females. Overexpression of escapees may not be the only mechanism by which an inactive X contributes to autoimmune disorders. The inactive X has been proposed as a sink for heterochromatic silencing proteins [128, 129] , potentially altering the capacity for females to silence or maintain silencing in the presence of additional sequence variations or cellular stresses. Hypomethylation is a general feature of lupus, and other autoimmune disorders (reviewed in [130] ). In addition, lupus-prone mouse models develop autoimmune responses against the envelope (gp70) protein of endogenous retroviruses, and one susceptibility locus maps to the macroH2A locus, a repressive protein strongly enriched on the inactive X [131] . It is also possible that the inactive X is 'immunogenic' under some conditions. Autoimmune sera containing antibodies against the Barr body have been identified, although at low frequency [132] . Antibodies to the Lamin B Receptor (LBR), an Xist-interacting protein [133] , are seen with the female-biased, autoimmune disorder primary biliary cirrhosis [134] , which interestingly often shows increased loss of the inactive X (or Y chromosome in rarer male cases). Mutations in LBR have been identified in Reynolds syndrome, which comprised the related, female-biased, autoimmune disorders scleroderma and primary biliary cirrhosis. Furthermore, females are generally mosaics of cells with the maternal or the paternal X active; however, skewed inactivation has been observed in autoimmune thyroid disorders such as Graves' disease [135] . It has been suggested that such skewing could be the cause, or consequence, of auto-reactivity within a female to cells expressing antigens from the alternate X chromosome.
There are so many different intersections of the inactive X chromosome and autoimmune disorders that it has been challenging to determine whether these are cause or consequence, or even chance. The associations, in particular, the involvement of genes that are variable in their escape from XCI, highlight the need to consider the inactive X chromosome as a potential contributor to disease, rather than a silent evolutionary oddity of sex determination.
Concluding thoughts
As outlined above, tremendous strides have been made recently in characterizing the escape landscape on both the rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160355 human and mouse X chromosomes. The addition of singlecell RNA-seq data, as well as data from multiple tissues, strengthens the evidence for large numbers of genes that escape XCI, particularly on the human X, and has highlighted the profound variation for some escapees in only a subset of tissues, individuals or cells. While there are clear differences between studies (figure 1), overall in humans 65-75% of genes are subject to XCI; 10 -15% escape and 10-25% show variable escape. Current data also continue to detect species differences in overall escape levels, as only 6% of mouse genes escape XCI and 4-14% are variable. Yet, as more samples are examined, the number of variable genes in both mouse and humans is on the rise. At a minimum, this suggests that the potential phenotypic impact from escapees is probably broader than once envisioned, but may also raise a cautionary flag that escape classification is in part sensitive to technical and statistical methods (figure 1), which may complicate efforts to identify common escapee features. Indeed, the distinction of constitutive and facultative escapees in mouse is already revealing differences at the ultrastructure level. Whether human escape genes are similarly parsed is unknown, but may become clearer as the underlying basis of variable escapees is better understood.
Mechanistically, the correlations between escape genes and the local epigenetic environment have been strengthened. Repetitive element profiles (low L1, high ALU), CTCF and additional factors such as YY1 associate with escapees. Current data strongly support the presence of local intrinsic elements that allow the constitutive escape genes to continue to be expressed. Yet, the nature of these elements or definitive evidence that any one particular feature is necessary or sufficient for a gene to escape XCI is still elusive. How, or even whether, ultrastructure intersects with these intrinsic elements also remains to be defined. Genetic differences between variable escape genes or refined mapping of escapee-containing transgenes have potential to identify these elements and will probably begin to unravel the complex interactions of sequence, local chromatin structure and three-dimensional chromosome ultrastructure. Identification of these escapee regulatory elements will not only bring key insight into XCI escape mechanisms but should have broader therapeutic potential, to either reactivate an otherwise silent gene copy in females, or to better abrogate silencing of gene therapy vectors. Fifty-five years after Lyon's initial proposition of escape, we still have much to learn about how inactivation silences 80% of X-linked human genes, and how the other 20% continue to make noise from the lyonized X chromosome.
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