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Abstract 
Compared with GEO and MEO satellites, LEO satellite constellation is able to provide low-latency, 
broadband communications which is difficult to be provided by the GEO or MEO satellites. However, 
one of the challenges in LEO constellation is the development of an efficient and specialized routing 
scheme. This paper takes transmission rate and data transmission time into consideration, and proposes 
ERSVC, an efficient routing scheme for satellite constellation adapting vector composition. ERSVC 
reduces routing table computation complexity, and saves restricted satellite resources. By adapting vector 
composition method, the amount of data flowing into satellite constellation is maximized while the data 
traffic is well controlled. Correlative and comprehensive simulation indicates that ERSVC is superior to 
existing schemes for LEO satellite constellation, especially in balancing data flow. 
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1. Introduction 
LEO satellite constellations have theoretical latency of about 1-4 milliseconds while the counterpart of a 
geostationary satellite is about 125 milliseconds. Compatible latency makes LEO constellation being 
considered as a suitable method for fundamental infrastructure of NGI (next generation internet). When 
comes to the geographic coverage of next generation internet issue, territorial facility needs more 
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investment than LEO constellations to fulfill a same data transmission mission.  So compare with 
geostationary satellites, and territorial facility, LEO satellite constellations have more advantages in real-
time communication, and other applications.  
Designing an efficient routing algorithm in LEO constellation is always a critical issue. LEO 
constellation usually has limited computing resources, and constraint of energy capacitance which is 
particularly different from communication infrastructures on the ground. There are many problems for 
designing an efficient routing algorithm such as path minimization, link handover reduction, load balancing 
[1]. In this paper, our research specially focuses on computing complexity and load balancing.  
Three quarters of the earth’s surface is ocean, and population distribution is non-uniformed. So LEO 
satellite constellation communication encounters congestion problem. While some of the satellites are 
underutilized, others burdening heavy data transition duty.  Franck et al. [2] proposed a source-based 
congestion control algorithm where all satellites keep the graph of the whole constellation. During routing, 
all satellites and edges that next to saturation point are pruned. Then a shortest-path algorithm is performed. 
In paper [3], by using the information on both the average and the minimum number of occupied channels 
per route, the authors proposed an adaptive routing algorithm. This algorithm minimizes the handover 
probability and measures a so-called weighted combination of average and minimum number of occupied 
channels over the route.  
This paper is organized as follows. In Section II, after the brief overview of ESRVC is presented 
including a LEO satellite constellation model, the details of ESRVC routing scheme is described. Section 
III describes the results of sophisticated simulations. Finally, Section IV concludes the paper. 
2. ESRVC overview   
2.1. LEO satellite constellation model 
In this paper, our research is analyzed under an Iridium-like LEO constellation as show in Fig 1. Total 
number of satellites is12 8u , where 12 the number of satellites is in the same plane, and 8 is the number of 
the planes. All the satellites in constellation have 2 types of links: ISLs (inter-satellite links and intra-
satellite links). UDLs (user data links) exist when satellites are in the range of gateway station on earth. 
One satellite has four ISLs with neighbouring satellites. There exist two intra-satellite links of a satellite 
which connects two of its neighbours in the same plane, and two inter-satellite links for different planes. 
When passing polar region (latitude > 66Ǆ), for the sake of adverse pointing and tracing reason, inter-
satellite links are closed. Cross-seam links are inactive in the constellation network. To analyze our 
algorithm more conveniently, the corresponding Manhattan network topology shows in Fig. 2. 
 
  
                                    Fig. 1. Iridium-like LEO constellation                                      Fig. 2. Manhattan network topology 
2.2. Brief Introduction of ESRVC 
In this section, a brief description of ESRVC is given. To illustrate ESRVC algorithm well, definitions 
are given as follows. 
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Definition 1. 
 If satellite A is the source satellite that has a packet to route, and satellite B is the destination satellite. 
Then each satellite has two types of Euclidean vector, DV (direction vector) and CV (congestion vector).  
During routing, the next hop satellite is chosen from a calculated resultant vector who determined from 
DV and CV. The direction of DV represents the direction that from current data relay satellite to the 
destination satellite (satellite B).  
As shown in Fig 3, a packet is assumed to route from satellite A to satellite B. DV changes while data 
are routed in the network as the dashed lines shown in Fig 3. The direction of CV is calculated by using 
neighbouring congestion situation, which points to an estimated area has lowest data flow. When the 
packet starts to route from satellite A, the magnitude of CV is small, and the DV’s is big. This means at 
this phrase, the direction point to the destination satellite is taken more consideration than data congestion 
situation. While routing, the magnitude of CV is become larger gradually and the counterpart of DV is 
become smaller. In this way, connectionless routing is fulfilled by considering congestion situation and 
routing direction both.   
At the beginning, the
magnitude of DV is
maximum and the
counterpart of CV is
minimum
DV
CV
The satellites
which routes data
Common satellite
Destination satellite While reaching thedestination satellite, the
magnitude of DV is
becoming smaller and
CV is becoming bigger
Routing path
 
Fig. 3. Brief introduction of ESRVC 
2.3 ESRVC Initial Procedure 
Before LEO constellation starts routing, ESRVC has to complete some preparation. First, a two-
dimensional Cartesian plane, VCS (virtual coordinate system) will be established. A fan region (as shown 
in Fig. 3, which uses DV as an angular bisector) will be given in initial phase to confine the region for 
satellites that could be chosen as next hop satellite. The orbit on the prime meridian is chosen as X axis, 
and equator is chosen as Y axis. A satellite broadcast its congestion situation to one or two hops 
neighboring satellites periodically for congestion vector calculation. While routing data, each satellites 
forwards a packet contents its own congestion situation to its neighbors.  
2.4 Direction Vector in ESRVC 
The direction of DV in ESRVC always shows the direction from the current data routing satellite to the 
destination satellite. If the coordinate of current data routing satellite is i i(x , y )  , the coordinate of 
destination satellite is S S(x , y )  , then angle between DV and horizontal axis of virtual coordinate is F , then 
 arctan s i
s i
y y
x x
F § · ¨ ¸© ¹                                                                                                          (1)
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2.5 Congestion Vector in ESRVC 
To estimate the congestion situation using CV, congestion situation is measured by using data flow rate. 
The linear regression is employed to calculate the direction of a congestion vector.  We assume the 
coordinate of the routing satellite in virtual coordinate is
0 0( , )x y  , and the coordinate of its n neighboring 
satellites are 
1 1 2 2 3 3( , ), ( , ), ( , ),....,x y x y x y  ,n nx y˄  ˅, and the corresponding ability of burdening data flow 
rate is
1 2 3, , ,..e e e .. ne , then we have the following function that describes the distribution surface of 
congestion value  
0 1 2= ( , ) b + b + be f x y x y                                                                                       (2) 
Then the coefficients of the linear model above are computed by solving the equation below: 
1 1 1
0
2 2 2
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1n n n
e x y
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e x y
b
b
e x y
§ · § ·§ ·¨ ¸ ¨ ¸¨ ¸¨ ¸ ¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸¨ ¸ ¨ ¸© ¹© ¹ © ¹                                                             
                                                  (3) 
Which written as  
                                  E WB                                                                                                          (4) 
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Solving (3) for B, we obtain  
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 (6) 
By solving the function above, the plane of linear approximation ( , )e f x y  is obtained, by finding 
extremum of the function ( , )e f x y , we obtain the gradient direction of the congestion vector which 
points to the area have lowest data flow (define max max( , )x y  on the congestion vector), so assuming 
the angel between the direction of congestion vector and horizontal axis isT , and then we have   
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max
max
arctan i
i
y x
x x
T § · ¨ ¸© ¹                                                                                                    (7)
 
2.6 The next hop satellite selection in ESRVC 
In ESRVC, the next satellite hop is selected by calculating the composited vector of weighted 
direction vector and weighted congestion vector. As mentioned in section 2.2, the calculation of 
weighted factor of these two vectors is simple. When the distance between current satellite and 
destination satellite is long, the factor of direction vector is big, and the congestion vector is small. 
While routing, the distance is becoming small, and the weighted factor of direction vector becoming 
bigger and the counterpart of congestion vector is becoming smaller. 
   Assuming that at the initial phase of ESRVC, the hops between current satellite and the destination 
satellite is n , during the routing process, the hop of passed satellites is k . Assuming the angel between 
next satellite hop and horizontal axis isI , then angel between the next hop vector and congestion 
vector isD , the angel between direction vector and congestion vector is E . Assuming the weighted 
direction vector is d , and the weighted congestion vector is e , and the next hop vector is J , as shown 
in Fig. 4, the next satellite hop can be finding. 
d
Direction
vector Conge
stion
vector
e
Ne
xt
ho
p
ve
cto
r
J
The next satellite hop
Current satellite hop
Common satellite
DE
I
 
Fig. 4. The next hop satellite selection 
     According to Fig. 4, we have  
J d e x                                                                                                                          (8) 
Then according to cosine law and law of sines, we have the relationship between vectors as follow: 
               2 2 2 2 cos(180 )oJ d e d e E   u u                                                                             (9) 
And        sin sin( )(180- )
J d
E D 
                                                                                                        (10)
 
 Solving (10), yields   
                   
arcsin( sin( ))d
J
D E                                                                                          (11) 
Solving (9) for J and substituting the result into (11) yields 
2 2
sin( )arcsin
2 cos( )
d
d e de
ED E
§ ·¨ ¸ ¨ ¸  u© ¹
                                                                                 (12) 
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In formula (12), the d is the magnitude of weighted direction vector and the e is the magnitude of 
weighted congestion vector, so by substitute d and e as k/n and (n-k)/n, yields 
2
sinarcsin( )
2 (1 cos )( )
k
k k n n
ED E
   
                                                                                      (13) 
where | |E T F  . 
So by using (7) and (13), yields the angel between potential next satellite hop and horizontal axis is  
I D T                                                                                                                                    (14) 
By finding the satellite nearest to the angel defined in (14), the next satellite hop can be selected. 
2.7 The routing robustness of ESRVC 
In this section, the robustness of ESRVC algorithm is considered.  The successful rate of ESRVC 
routing is ensured by choosing the satellite which is the nearest to the congestion vector as a standby 
satellite. After selected the next satellite hop, a RTT (round trip time) is set. If the ACK is not received by 
current satellite from next hop satellite which represents data is successfully routed in TTL. The standby 
satellite will be selected as the next hop satellite, and a routing process will be restarted. Diagram which 
illustrates this procession is shown in Fig.5 below.   
Destination satellite
Common satellite
Source satellte
ˍ.ACK is
received during
the routing
process
Standby satellite
ˎ.TTL timeout
ˏ.selected the
standby satellite
to continue the
routing process
 
Fig. 5. Robustness  design of ESRVC 
3. Performance and evaluation 
In this section, the results of our performance evaluation are given. To assess our satellite constellation 
routing algorithm ESRVC, experiments are taken in STK and NS2 with following experiments.  
Experiment I: We compare the packet loss ratio between ESRVC and SPF algorithm when congestion 
happens with certain probability. The traffic timeout is set to be 0.07s which means when ACK is not 
received in 0.07s, the packet will be dropped. 
Experiment II: We simulated several delay factors including shutdown of satellite links. Then we 
analyze the end to end delay time. 
Our constellation model parameter is set as described in section A. the simulation is taken by assuming 
that the intra-plane links exist permanently and the inter-plane links handover when satellites pass through 
polar region. Table 1 gives the parameters used in simulation. Every ISLs are all duplex links, and on-
board satellite buffer is 25Mb.  
TABLE 1  Simulation parameters 
Constellation Iridium-like LEO Orbital period 98.59min 
Altitude 700KM Packet length 256Bytes 
Satellites per plane 12 ISL bandwidth 13Mb/s 
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Number of planes 8 Traffic timeout 15s 
Inter-links 2 Intra-links 2 
Based on parameters above, LEO satellite constellation orbit data is simulated in STK, and essential 
data such as orbit parameter, dynamic topology of satellites are generated for NS2 to take further 
experiments.  
                                                            
(a) 3D simulation of constellation configuration                     (b) 2D simulation of constellation configuration 
Fig. 6. STK simulation of LEO satellite constellation 
3.1 Packet lost ratio of ESRVC  
We assume congestion is randomly happened in the satellite constellation. The probability of 
congestion occurrence for every satellite is from 0% to 90% per second. Packets are randomly generated 
in the network and the maximum satellite hops is below 10. Then 10000 times of packets are sent in our 
simulation. When congestion happens, the next hop satellite accepts no data routing demands. Then we 
compare ESRVC with shortest path first (SPF) algorithm for packet loss rate. All experiments assume the 
shortest hop form source satellite to destination satellite is 6 hops. The results are shown in the figure 
below.  
 
Fig. 7. Congestion contrast of  ESRVC 
From our experiment I, results show that when the congestion probability is below 40%, the 
performance of ERSVC algorithm exceeds SPF algorithm. The packet loss rate of ERSVC varies slowly. 
When congestion probability becomes bigger, the packet loss rate of ERSVC increasing, but compare with 
SPF, the packet lost rate is smaller.  Form this experiment, results show that ERSVC have high 
transmission rate. 
3.2 Data transmission time of ESRVC  
By using the parameters described in Table 1, the results of data transmission time simulation show 
that the transmission delay between 2 satellites in the same intra-planes is 0.014663s, and the 
transmission delay between 2 satellites from 2 neighbouring inter-planes is from 0.00894s to 0.01853s. In 
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this experiment TTL is set to be 0.07s. Also the radio antenna is shut down when the latitude of a satellite 
is bigger than 66Ǆ. The result of data transmission time versus congestion rate as our second experiment is 
show in Fig 8.   
 
           Fig. 8. Data transmission time versus congestion rate 
     Results in Fig 8 shows that ERSVC algorithm takes more time to transmit a data than SPF algorithm 
does when the a satellite with probability lower than 30%. When the congestion probability of a satellite 
becomes higher, ERSVC demonstrates that data transmission time is lower than SPF algorithm. From the 
results of our experiments, ERSVC shows that it is more adaptable for a satellite constellation has a high 
data flow rate. 
 
4. Conclusion 
In this paper, a novel efficient satellite constellation routing algorithm is proposed. This algorithm aims 
at avoiding congestion situation, and reducing computational burden on resource restricted LEO satellite 
constellation. In order to fulfil those requirements, Congestion situation and distance between source 
satellite and destination satellite are taken into consideration. From the results of our simulation, the 
proposed algorithm shows better performances. Especially when transmission congestion occurs in 
satellite constellation, ERSVC shows higher transmission rate and less data transmission time. 
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