In this paper, an efficient modified Newton type algorithm is proposed for nonlinear unconstrianed optimization problems. The modified Hessian is a convex combination of the identity matrix (for steepest descent algorithm) and the Hessian matrix (for Newton algorithm). The coefficients of the convex combination are dynamically chosen in every iteration. The algorithm is proved to be globally and quadratically convergent for (convex and nonconvex) nonlinear functions. Efficient implementation is described. Numerical test on widely used CUTE test problems is conducted for the new algorithm. The test results are compared with those obtained by MATLAB optimization toolbox function fminunc. The test results are also compared with those obtained by some established and state-of-the-art algorithms, such as a limited memory BFGS, a descent and conjugate gradient algorithm, and a limited memory and descent conjugate gradient algorithm. The comparisons show that the new algorithm is promising.
Introduction
Newton type algorithm is attractive due to its fast convergence rate [2] . In non-convex case, Newton algorithm may not be globally convergent, therefore, various modified Newton algorithms have been proposed, for example [9] [10] . The idea is to add a positive diagonal matrix to the Hessian matrix so that the modified Hessian is positive definite and the modified algorithms become globally convergent, which is similar to the idea of Levenberg-Marquardt method studied in [22] . However, for the iterates far away from the solution set, the added diagonal matrix may be very large. This may lead to the poor condition number of the modified Hessian, generate a very small step, and prevent the iterates from quickly moving to the solution set [7] .
In this paper, we propose a slightly different modified Newton algorithm. The modified Hessian is a convex combination of the Hessian (for Newton algorithm) and the identity matrix (for steepest descent algorithm). Therefore, the condition number of the modified Hessian is well controlled, and the steepest descent algorithm and Newton algorithm are special cases of the proposed algorithm. We will show that the proposed algorithm has merits of both the steepest descent algorithm and the Newton algorithm, i.e., the algorithm is globally and quadratically convergent. We will also show that the algorithm can be implemented in an efficient way, using the optimization techniques on Riemannian manifolds proposed in [5] , [18] , [23] , and [24] . Numerical test for the new algorithm is conducted for the widely used nonlinear optimization test problem set CUTE downloaded from [1] . The test results are compared with those obtained by MATLAB optimization toolbox function fminunc. The test results are also compared with those obtained by some established and state-of-the-art algorithms, such as limited memory BFGS [17] , a descent and conjugate gradient algorithm [14] , and a limited memory and descent conjugate gradient algorithm [13] . The comparison shows that the new algorithm is promising.
The rest paper is organized as follows. Section 2 proposes the modified Newton algorithm and provides the convergence results. Section 3 discusses an efficient implementation involving calculations of the maximum and minimum eigenvalues of the modified Hessian matrix. Section 4 presents numerical test results. The last section summarizes the main result of this paper.
Modified Newton Method
Our objective is to minimize a multi-variable nonlinear (convex or non-convex) function
where f is twice differentiable. Throughout the paper, we define by g(x) or simply by g the gradient of f (x), by H(x) or simply by H the Hessian of f (x), by λ max H(x) or simply λ max (H) the maximum eigenvalue of H(x), by λ min H(x) or simply λ min (H) the minimum eigenvalue of H(x). Assuming thatx is a local minimizer, we make the following assumptions in our convergence analysis.
Assumptions:
1. g(x) = 0.
The gradient g(x)
is Lipschitz continuous, i.e., there exists a constant L > 0 such that for any x and y,
3. There are small positive numbers δ > 0, η > 0, and a large positive number ∆ ≥ 1, and a neighborhood ofx, defined by N (x) = {x :
Assumptions 1 is standard, i.e.,x meets the first order necessary condition. If the gradient is Lipschitz continuous as defined in Assumption 2, then N (x) is well defined. Assumption 3 indicates that for all x ∈ N (x), a strong second order sufficient condition holds, and the condition number of Hessian is bounded which is equivalent to λ max (H) < ∞ given λ min (H(x)) ≥ δ.
In the remaining discussion, we will use subscript k for the kth iteration. The idea of the proposed algorithm is to search optimizers along a direction d k that satisfies
where γ k ∈ [0, 1] will be carefully selected in every iteration. Clearly, the modified Hessian is a convex combination of the identity matrix for steepest descent algorithm and the Hessian for the Newton algorithm. When γ k = 1, the algorithm reduces to the steepest descent algorithm; when γ k = 0, the algorithm reduces to the Newton algorithm. We will focus on the selection of γ k , and we will prove the global and quadratic convergence of the proposed algorithm. The convergence properties are directly related to the goodness of the search direction and step length, which in turn decide the selection criteria of γ k . The quality of the search direction is measured by
which should be bounded below from zero in all iterations. A good step length α k should satisfy the following Wolfe condition.
where 0 < σ 1 < σ 2 < 1. The existence of Wolfe condition is established in [20, 21] . The proposed algorithm is given as follows.
Algorithm 2.1 Modified Newton Data: 0 < δ, and 1 ≤ ∆ < ∞, initial x 0 . for k=0,1,2,...
Calculate Hessian H(x k ), select γ k , and calculate d k from (3).
Select α k and set
end Remark 2.1 An algorithm that finds, in finite steps, a point satisfying Wolfe condition is given in [16] . Therefore, the selection of α k will not be discussed in this paper.
We will use an important global convergence result given by Zoutendijk [25] which can be stated as follows.
Theorem 2.1 Suppose that f is bounded below in R n and that f is continuously twice differentiable in a neighborhood M of the level set L = {x : f (x) ≤ f (x 0 )}. Assume that the gradient is Lipschitz continuous for all x, y ∈ M. Assume further that d k is a descent direction and α k satisfies the Wolfe condition. Then
Zoutendijk theorem indicates that if for all k ≥ 0, d k is a descent direction; and for a constant C, cos(θ k ) ≥ C > 0, then the algorithm is globally convergent because lim k→∞ g k = 0. To assure that d k is a descent direction, B k should be strictly positive. This can be achieved by setting
which is equivalent to
Therefore, we set
In view of (3) and (4), it is clear that if
where 1 ≤ ∆ < ∞, then cos(θ k ) ≥ 1/∆ = C > 0. Therefore, in view of Theorem 2.1, to achieve the global convergence, from (3) and (10), ∆ should meet the following condition
Using (7) and
Combining (9) and (13) yields
It is clear to see from the selection of γ k that (8) and (12) hold. This means that the conditions of Theorem 2.1 hold. Therefore, Algorithm 2.1 is globally convergent. Since Algorithm 2.1 is globally convergent in the sense that lim k→∞ g k = 0, there exists an η > 0 such that for k large enough, g(x k ) ≤ η; from Assumption 3, λ min (H(x k )) ≥ δ > 0 and (14) , γ k = 0 for all k large enough, i.e., Algorithm 2.1 reduces to Newton algorithm. Therefore, the proposed algorithm is quadratic convergent. We summarize the main result of this paper as the following Theorem 2.2 Suppose that f is bounded below in R n and that f is continuously twice differentiable in a neighborhood M of the level set L = {x : f (x) ≤ f (x 0 )}. Assume that the gradient is Lipschitz continuous for all x, y ∈ M. Assume further that d k is defined as in (3) with γ k being selected as in (14) and α k satisfies the Wolfe condition. Then Algorithm 2.1 is globally convergent. Moreover, if the convergent pointx satisfies Assumption 3, then Algorithm 2.1 converges tox in quadratic rate.
Remark 2.2 Since B k is positive definite, Cholesky factorization exist, (3) can be solved efficiently. Furthermore, if H k is sparse, (3) can be solved using techniques for a sparse matrix.
Implementation Consideration
To implement Algorithm 2.1 for practical use, we need to consider several issues.
Termination
First, we need to have a termination rule in Algorithm 2.1. This rule is checked at the end of Step 1. For
Computation of extreme eigenvalues
The most significant computation in the proposed algorithm is the selection of γ k , which involves the computation of λ max (H k ) and λ min (H k ) for the symmetric matrix H. There are general algorithms to compute eigenvalues and eigenvectors for a symmetric matrix [11] . However, there are much more efficient algorithms for extreme eigenvalues for a symmetric matrix, which is equivalent to find the solution of Rayleigh Quotient
It is well-known that there are cubically convergent algorithms to find the solution of Rayleigh Quotient [5] . In our opinion, the most efficient methods are the conjugate gradient optimization algorithm on Riemannian manifold proposed by Smith [18] , and the Armijo-Newton optimization algorithm on Riemannian manifold proposed by Yang [23] [24] . Both methods make fully use of the geometry of the unit sphere ( x = 1) and search the solution along the arc defined by geodesics over the unit sphere. Armijo-Newton algorithm may converge faster, but it may converge to an internal eigenvalue rather than an extreme eigenvalue. Conjugate gradient optimization algorithm may also converge to an internal eigenvalue, but the chance is much smaller and a small perturbation may lead the iterate to converge to the desired extreme eigenvalues. Let x be on unit sphere and ρ(x) = x T Hx. For vector v in tangent space at x, τ v denote parallelism of v along the geodesic defined by a unit length vector q in tangent space at x, it is shown in [18] 
To find the maximum eigenvalue of H defined in (15), the conjugate gradient algorithm proposed in [18] is stated as follows (with very minor but important modification presented in bold font). where a = 2x
Remark 3.1 Q k+1 should be on tangent space at x k+1 . But numerical error may change Q k+1 slightly. Therefore, the projection is necessary to bring Q k+1 back to the tangent space at x k+1 . Similar changes are made to ensure the unit length of x k . With these minor changes, the CG algorithm is much more stable and the observed convergence rate is faster than the one reported in [18] . which is obtained by minimizing ρ(x k c + q k s) under the constraint c 2 + s 2 = 1.
Remark 3.3 Each iteration of Algorithm 3.1 involves only matrix and vector multiplications, the cost O(n 2 ) is very low. Our experience shows that it needs only a few iterations to converge to the extreme eigenvalues.
Remark 3.4
If H is sparse, Algorithm 3.1 will be very efficient.
The implemented modified Newton algorithm
The implemented modified Newton algorithm is as follows.
Algorithm 3.2 Modified Newton
Data: 0 < δ, 0 < ǫ, and 1 ≤ ∆ < ∞, initial x 0 with x 0 = 1. for k=1,2,...
Calculate Hessian H(x k ).
Calculate λ max (H k ) and λ min (H k ) using Algorithm 3.1.
Select γ k using (14) , and calculate d k using (3).
If d k is not a descent direction, Algorithm 3.1 generates an internal eigevalue. A conventional method will be used to find λ max (H k ) and λ min (H k ). Then, select γ k using (14) , and calculate d k using (3).
Select α k using one dimensional search and set
end Remark 3.5 It is very rare to use a conventional method to calculate λ max (H k ) and λ min (H k ). But this safeguard is needed in case that Algorithm 3.1 generates an internal eigevalue.
Numerical Test
In this section, we present some test results for both Algorithm 3.1 and Algorithm 3.2.
Test of Algorithm 3.1
The advantages of Algorithm 3.1 have been explained in [6] . We conducted numerical test on some problems to confirm the theoretical analysis. For the sake of comparison, we use an example in [22] because it provides detailed information about the test problem and the results obtained by many other algorithms. For this problem, [4] , [8] , [19] , and [22] ,, are tested and reported in [22] . These test results are compared with our test obtained by Algorithm 3.1 (CG). The comparison is presented in Table 1 . The result is clearly in favor of Algorithm 3.1 (CG). Similar to BFGS algorithm, the new method is able to follow the shape of the valley and converges to the minimum as depicted in Figure 1 , where the contour of the Rosenbrock function, the gradient flow from the initial point to the minimum point (in blue line), and all iterates (in red "x") are plotted. 
Test of Algorithm 3.2 on CUTE problems
We also conducted test for both mNewton and Matlab optimization toolbox function fminunc against CUTE test problem set. fminunc options are set as options = optimset('MaxFunEvals',1e+20,'MaxIter',5e+5,'TolFun',1e-20, 'TolX',1e-10).
This setting is selected to ensure that the Matlab function fminunc will have enough iterations to converge or to fail. CUTE test problem set is downloaded from Princeton test problem collections [1] . Since CUTE test set is presented in AMPL mod-files, we first convert AMPL mod-files into nl-files so that Matlab functions can read the CUTE models, then we use Matlab functions mNewton and fminunc to read the nl-files and solve these test problems. Because the conversion software which converts mod-files to nl-files is restricted to problems whose sizes are smaller than 300, the test is done for all CUTE unconstrained optimization problems whose sizes are less than 300. The test uses the initial points provided by CUTE test problem set, we record the calculated objective function values, the norms of the gradients at the final points, and the iteration numbers for these testing problems. We present the test results in Table  2 , and summarize the comparison of the test results as follows:
1. the modified Newton function mNewton converges in all the test problems after terminate condition g(x k ) < 10 −5 is met. But for about 40% of the problems, Matlab optimization toolbox function fminunc does not reduce g(x k ) to a value smaller than 0.01. For these problems, the objective functions obtained by fminunc normally are not close to the minimum;
2. for problems that both mNewton and fminunc converge, mNewton normally uses less iterations than fminunc and converges to points with smaller g(x k ) except 2 problems bard and deconvu. 
Comparison of Algorithm 3.2 to established and state-of-the-art algorithms
Most of the above problems are also used, for example in [12] , to test some established and state-of-theart algorithms. In [12] , 145 CUTEr unconstrained problems are tested against limited memory BFGS algorithm [17] (implemented as L-BFGS), a descent and conjugate gradient algorithm [14] (implemented as CG-Descent 5.3), and a limited memory descent and conjugate gradient algorithm [13] (implemented as L-CG-Descent). The sizes of most of these test problems are smaller than or equal to 300. The size of the largest test problems in [12] is 10000. Since our AMPL converion software does not work for problems whose sizes are larger than 300, we compare only problems whose sizes are less than or equal to 300. The test results obtained by algorithms descried in [17, 14, 13] are reported in [12] . In this test, we changed the stopping criterion for Algorithm 3.2 to g(x) ∞ ≤ 10 −6 for consistency. The test results are listed in Table 3 . 
