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Higher order asymptotic expansion of solutions to
abstract linear hyperbolic equations
Motohiro Sobajima∗
Abstract. The paper concerned with higher order asymptotic expansion of solutions to the
Cauchy problem of abstract hyperbolic equations of the form u′′ + Au + u′ = 0 in a Hilbert
space, where A is a nonnegative selfadjoint operator. The result says that by assuming the
regularity of initial data, asymptotic profiles (of arbitrary order) are explicitly written by using
the semigroup e−tA generated by −A. To prove this, a kind of maximal regularity for e−tA is
used.
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1 Introduction
Let H be a Hilbert space over R with the inner product (·, ·) and the norm ‖ · ‖. In this paper
we consider higher order asymptotic expansion of solutions to abstract hyperbolic equations of
the form {
u′′(t) +Au(t) + u′(t) = 0, t > 0,
(u, u′)(0) = (u0, u1),
(1.1)
where u : [0, t) → H is an unknown function and A is a nonnegative selfadjoint operator in H.
We denote D(A) as a domain of A. The pair (u0, u1) ∈ D(A
1/2)×H is given.
The problem (1.1) is motivated as the generalization of the damped wave equation{
∂2t u(x, t)−∆u(x, t) + ∂tu(x, t) = 0, (x, t) ∈ R
N × (0,∞),
(u, u′)(x, 0) = (u0(x), u1(x)).
(1.2)
with (u0, u1) ∈ H
1(RN ) × L2(RN ). The abstract framework as (1.1) is firstly introduced by
Ikehata–Nishihara [6].
The equation (1.2) has been considered as a model of the phenomenon of heat conduction
with finite propagation property (see Cattaneo [2] and Vernotte [20]). Therefore the solution of
(1.2) is expected to have a similar profile of solutions to the heat equation{
∂tv(x, t)−∆u(x, t) = 0, (x, t) ∈ R
N × (0,∞),
v(x, 0) = v0(x).
(1.3)
Actually it is known that under the suitable assumption, the solution u of (1.2) behaves like the
solution v of (1.3) with v0 = u0+u1. This phenomenon is now so-called diffusion phenomenon for
the damped wave equations. There are many investigation dealing with diffusion phenomena for
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(1.2) (see e.g., Hsiao–Liu [4], Nishihara [11, 12], Karch [9], Yang–Milani [22] including some
generalized problems like quasilinear systems). In the case of the damped wave equation in
the exterior domain, Fourier analysis does not work well, and therefore, energy methods via
integration by parts are often used (see e.g., Ikehata–Matsuyama [7], Ikehata [5] and Ikehata–
Saeki [8]).
Another example of the (1.1) is the damped beam equation{
∂2t u(x, t) + ∂
4
xu(x, t) − α∂
2
xu(x, t) + ∂tu(x, t) = ∂xf
(
∂xu(x, t)
)
, (x, t) ∈ R× (0,∞),
(u, u′)(x, 0) = (u0(x), u1(x)).
(1.4)
The global existence and asymptotic behavior of solutions to (1.4) are studied in Takeda–
Yoshikawa [18, 17, 19] and and Takeda [16]. In these papers, the asymptotic behavior of
solutions of (1.4) with f ≡ 0 plays a crucial role to consider global existence of nonlinear prob-
lem. Actually, in [17] the asymptotic behavior of solutions of nonlinear problem can be found
as solutions of a linear problem.
For the further analysis, as an improvement of diffusion phenomena, the problem of higher
order asymptotic expansion should be naturally considered. In 2001, Orive–Zuazua–Pazoto [13],
they considered the following general problem of (1.2):{
ρ(x)∂2t u(x, t)− div
(
a(x)∇u(x, t)
)
+ a0ρ(x)∂tu(x, t) = 0, (x, t) ∈ R
N × (0,∞),
(u, u′)(x, 0) = (u0(x), u1(x)),
(1.5)
where ρ(x), ρ(x)−1 and a(x) = (ajk(x))jk are bounded and spatially periodic and the matrix
(ajk)jk is uniformly and positively determined. In [13], higher order asymptotic expansion of
solutions to (1.5) via the use of Bloch wave decomposition which is valid for spatial periodic
coefficients. Later, Takeda [16] gave higher order asymptotic expansion by using the usual heat
semigroup et∆ for (1.2) via Fourier multiplier theory with asymptotic expansion of symbol of
evolution operator with respect to the variable of Fourier spaces ξ. An asymptotic expansion
for wave part can be found in a recent paper Michihisa [10].
Instead of the various results in the previous works, in this paper the interest is how to
systematically determine the asymptotic profile of arbitrary order. To discuss this problem
we then consider an abstract hyperbolic equation (1.1) which is included three situations (1.2)
(A = −∆), (1.4) (A = d
4
dx4
− α d
2
dx2
) and (1.5) (Au = ρ−1div(a∇u)).
Concerning the previous works of the abstract setting, Ikehata–Nishihara [6] introduced the
problem (1.1) and observed the asymptotic behavior of solutions in the following way:
‖u(t)− e−tA(u0 + u1)‖ ≤ C(1 + t)
−1
(
log(e+ t)
)1/2+ε
, (u0, u1) ∈ D(A)×D(A
1/2).
After that Chill–Haraux [3] discussed the same problem and succeeded in removing the log-
arithmic correction of the above inequality, which is conjectured in Ikehata–Nishihara [6].
Radu–Todorova–Yordanov [14] studied also diffusion phenomena with respect to stronger norms
‖ · ‖D(Ak) (a similar analysis for a linear hyperbolic equation in Hilbert spaces with time-
dependent damping term b(t)u′ can be found in Yamazaki [21]). Radu–Todorova–Yordanov
[15] discussed a higher order approximation of solutions to Bu′′ + Au+ u′ = 0 (B is bounded,
selfadjoint and positively definite); however, their framework is only valid for semigroup in metric
measure spaces L2(Ω, µ) with an extra maximal Lp-Lq regularity.
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The purpose of the present paper is to discuss higher order asymptotic expansion of solutions
(1.1) by using the semigroup e−tA generated by −A. Moreover, the main topic is to give a way
how to construct higher order asymptotic profiles of arbitrary order.
To begin with, we state existence of solutions to the problem (1.1). The following proposition
follows from the standard theory for C0-semigroup on product spaces (see e.g., Ikehata–Nishihara
[6] and also Brezis [1, Section X] when A = −∆).
Proposition 1.1. Let A be a nonnegative selfadjoint operator in H with domain D(A). Then
the operator
A =
(
0 −1
A 1
)
,
in H = D(A1/2)×H with domain D(A) = D(A)×D(A1/2) is quasi-m-accretive in H. Namely,
−A generates a C0-semigroup in H.
In particular, the solution u of (1.1) uniquely exists in the following sense:
(i) for (u0, u1) ∈ D(A
1/2)×D(H), one has (u(t), u′(t)) = e−tA(u0, u1) which implies
u ∈ C2([0,∞); [D(A1/2)]∗) ∩ C1([0,∞);H) ∩ C([0,∞);D(A1/2)).
and the equation (1.1) is satisfied in [D(A1/2)]∗ (the dual space of D(A1/2)), that is,
〈u′′(t), ϕ〉[D(A1/2)]∗,D(A1/2) + (A
1/2u(t), A1/2ϕ) + (u′(t), ϕ) = 0, ∀ϕ ∈ D(A1/2)
(ii) for (u0, u1) ∈ D(A
n+1
2 )×D(A
n
2 ) (n ∈ N), one has (u(t), u′(t)) = e−tA(u0, u1) which implies
u ∈
n+1⋂
k=0
Ck([0,∞);D(A
n−k
2 ))
Now we are in a position to give the result for higher order asymptotic expansion for abstract
hyperbolic equation (1.1), which is the main result of the present paper.
Theorem 1.2. Assume that (u0, u1) ∈ D(A
m+1/2)×D(Am+1/2) for some m ∈ N ∪ {0}. Let u
be a unique solution of (1.1). Define v0 = u0 + u1 and for ℓ ∈ N ∪ {0},
u0(t) = e
−tAv0,
uℓ(t) = A
ℓ

 ℓ∑
j=0
(
2ℓ− 1
ℓ+ j − 1
)
(−tA)j
j!
e−tAv0 +
ℓ−1∑
k=0
(
2ℓ− 1
ℓ+ k
)
(−tA)k
k!
e−tAu1

 .
Then there exists a positive constant C such that for every t ≥ 0,∥∥∥∥∥u(t)−
m∑
ℓ=0
uℓ(t)
∥∥∥∥∥ ≤ C(1 + t)−m−1/2.
Remark 1.1. Especially, if 0 is an eigenvalue of A and ϕ0 is the corresponding eigenvector, then
e−tAϕ0 = ϕ0. Therefore there is no possibility to improve the upper bound (1.6) in the general
setting. Since the asymptotic profiles {uℓ} satisfy
‖uℓ(t)‖ ≤ Cℓ(1 + t)
−ℓ, (1.6)
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the assertion in Theorem 1.2 can be understood as a higher order asymptotic expansion of
solution u of (1.1). Of course in the several situation such as −∆ in RN , we have ‖e−tA(u0 +
u1)‖ ≤ C(1 + t)
−α for some α > 0. In this case we need some effort to determine especially the
regularity of initial data. We will not touch the details of specialized cases.
Remark 1.2. If m = 0, then Theorem 1.2 is weaker than those of Ikehata–Nishihara [6] and also
Chill–Haraux [3]. Since the main topic of our result is to give a higher order asymptotic profiles,
the optimality of decay rates is not precisely discussed.
Remark 1.3. In the case (1.2), we choose H = L2(RN ) and A = −∆ endowed with domain
D(A) = H2(RN ). Takeda [16] obtained the same asymptotic expansion with a different expres-
sion
uℓ(t) =
1
2
ℓ∑
j=0
αj,k(−t)
j(−∆)j+ℓet∆u0
+
∑
0≤k1+k2≤ℓ
αℓ−k1−k2,k1βk2(−t)
ℓ−k1−k2(−∆)2ℓ−k1−k2et∆
(
1
2
u0 + u1
)
,
where
αj,k =
1
j!k!
dk
drk
φj
∣∣∣∣
r=0
, φj(r) =
(
1
2
+
√
1
4
− r
)−2j
,
βk =
1
k!
dk
drk
ψ
∣∣∣∣
r=0
, ψ(r) =
1
2
(
1
4
− r
)−1/2
.
This result is valid for the whole space case RN and the effect of high-frequency part is clearly
written. On the other hand, Theorem 1.2 asserts that the same asymptotic expansion is valid
for every nonnegative selfadjoint operator in a Hilbert space.
Remark 1.4. In the case (1.4), we choose H = L2(R) and A = d
4
dx4 −α
d2
dx2 endowed with domain
D(A) = H4(R). According to Theorem 1.2 with m = 0, we can see that
‖u(t)− e−tA(u0 + u1)‖ ≤ C(1 + t)
− 1
2 .
On the other hand, in Takeda–Yoshikawa [17], it is shown that the asymptotic behavior of the
solution u is given by e−αtA0(u0 + u1), where A0 = −
d2
dx2 . The observation in Theorem 1.2 does
not have contradiction because of the following estimate∥∥∥e−tA(u0 + u1)− e−αtA0(u0 + u1)∥∥∥ ≤ C
t
‖tA0e
−αtA0A0(u0 + u1)‖, u0 + u1 ∈ H
2(R).
However, if we choose the latter profile, then since the asymptotic expansion in Theorem 1.2 is
written by the operator A (6= A0), the their difference should be carefully analysed.
Remark 1.5. In the case (1.5) (with bounded ρ, ρ−1), we choose H = L2(R) but an inner product
different from the usual one:
(f, g)H =
∫
RN
fgρ dx.
Then we use Au = ρ(x)−1div(a(x)∇u) endowed with domain D(A) = H2(RN ). Of course we
can consider the periodic setting TN = (R/Z)N by choosing Sobolev spaces of periodic functions.
Combining the strategy of Bloch wave decomposition, we can also deduce a similar result in [13].
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Let us describe the strategy for the construction of asymptotic profiles. It is well known that
the solution u of (1.1) has the energy decreasing property
E(u, t) + 2
∫ t
0
‖u′(s)‖2 ds = E(u, 0) = ‖u1‖
2 + ‖A1/2u0‖
2,
where the energy functional of the solution u of (1.1) is defined as
E(u; t) = ‖u′(t)‖2 + ‖A1/2u(t)‖2.
According to the experiences, we expect that the first order asymptotic profile of u is e−tA(u0+
u1). On the other hand, if w is the solution of (1.1), then by a direct computation we have
(1 + t)‖w′(t)‖2 ≤ (1 + t)E(w, t) + ‖w(t)‖2 ≤ C.
Combining this concept, we consider the following auxiliary problem{
U ′′1 +AU1 + U
′
1 = Ae
tA(u0 + u1), t > 0,
(U1, U
′
1)(0) = (0,−u1).
(1.7)
After some computation, we have u(t) = e−tA(u0+u1)+U
′
1(t), which is the first decomposition.
It should be noticed that the function U1 is completely the same as the function Z in Ikehata–
Nishihara [6], however, the treatment of U1 is different from [6] in which Z is understood as the
solution of Z ′ + AZ = u′, Z(0) = 0. The idea of (1.7) can be understood as another use of the
modified Morawetz method which is written in Ikehata–Matsuyama [7].
Then analysing the asymptotic profile of the solution U1 and proceeding the similar argument
as before, we successively obtain the sequence Uℓ and their corresponding hyperbolic problems
similar to (1.7). Finally, to obtain the desired decay property of error terms (such as U ′1), we
use a kind of maximal regularity for the Cauchy problem of parabolic equation V ′ + AV ′ = 0.
This consideration suggests that the solution u of (1.1) can be decomposed by
u(t) =
m∑
ℓ=0
dℓ
dtℓ
Vℓ(t) +
dm+1
dtm+1
Um+1(t).
The present paper is organized as follows. In Section 2, as a preliminary, we state and prove a
kind of maximal regularity result the Cauchy problem of parabolic equation V ′+AV ′ = 0, which
we will use later. In Section 3, we provide a proof of the simplest case m = 0 in Theorem 1.2 to
clarify how to show the diffusion phenomena. The first part of Section 4 provides a construction
of a family of function which will be understood as higher order asymptotic profiles. Finally, at
the rest of Section 4 we show higher order asymptotic expansion of solutions to (1.1) (Theorem
1.2 for m ∈ N).
2 Preliminary result for the property of the semigroup e−tA
In this section, we give recall a kind of maximal regularity result for the abstract (selfadjoint)
semigroup e−tA. For the reader’s convenience, we provide a short proof.
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Lemma 2.1. If f ∈ H, then for every n ∈ N ∪ {0} and t ≥ 0,
‖e−tAf‖2
2
+
2n
n!
∫ t
0
sn‖A
n+1
2 e−sAf‖2 ds =
‖f‖2
2
. (2.1)
Moreover, if f ∈ D(An/2), then there exists a positive constant C such that∫ t
0
(1 + s)n‖A
n+1
2 e−sAf‖2 ds ≤ C(‖f‖2 + ‖An/2f‖2).
Proof. If f ∈ D(An/2+1), then w(t) = e−tAf satisfies
d
dt
‖Ak/2w(t)‖2 = −2(Ak/2w(t), Ak/2w′(t))
= −2(Ak/2w(t), Ak/2+1w(t))
= −2‖A
k+1
2 w(t)‖2.
In view of the above computation, in particular, we have
d
dt
[
tk+1‖A
k+1
2 w(t)‖2
]
= (k + 1)tk‖A
k+1
2 w(t)‖2 − 2tk+1‖A
k+2
2 w(t)‖2
and therefore
d
dt
[ n−1∑
k=0
(2t)k+1
(k + 1)!
‖A
k+1
2 w(t)‖2
]
= 2
n−1∑
k=0
(
(2t)k
k!
‖A
k+1
2 w(t)‖2 −
(2t)k+1
(k + 1)!
‖A
k+2
2 w(t)‖2
)
= ‖A1/2w(t)‖2 −
(2t)n
n!
‖A
n+1
2 w(t)‖2.
Integrating it over [0, t], we obtain (2.1).
3 The first asymptotics
In this section, we will show the strategy how to find a asymptotic profile of solutions in the
simplest situation m = 0 in Theorem 1.2.
To begin with, we prove the following lemma.
Lemma 3.1. Assume that (u0, u1) ∈ H and let u be a unique solution of (1.1). Then there
exists a positive constant C > 0 such that for every t ≥ 0,
(1 + t)E(u, t) + ‖u(t)‖2 +
∫ t
0
(
(1 + s)‖u′(s)‖2 + ‖A1/2u(s)‖2
)
ds ≤ C
(
E(u, 0) + ‖u0‖
2
)
.
Proof. By taking a suitable approximation of (u0, u1), We may assume (u0, u1) ∈ D(A) without
loss of generality. Then we see by a direct computation with the equation (1.1) that
d
dt
E(u; t) = 2(u′, u′′) + 2(A1/2u′, A1/2u)
= 2(u′, u′′ +Au)
= −2‖u′‖2.
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This yields
‖u′(t)‖2 + ‖A1/2u‖2 + 2
∫ t
0
‖u′(s)‖2 ds = ‖u1‖
2 + ‖A1/2u0‖
2.
On the other hand, using the equation (1.1), we also have the following two identities:
d
dt
[
(3 + t)E(u; t)
]
= ‖u′‖2 + ‖A1/2u‖2 − 2(3 + t)‖u′‖2,
d
dt
E∗(u; t) = 2‖u
′‖2 + 2(u, u′′ + u′)
= 2‖u′‖2 − 2‖A1/2u‖2.
Summing up the above identities, we deduce
d
dt
[
(3 + t)E(u; t) + E∗(u; t)
]
= −(3 + 2t)‖u′‖2 − ‖A1/2u‖2. (3.1)
Noting that the differentiated function in (3.1) can be rewritten as
(3 + t)E(u; t) + E∗(u; t) = (1 + t)E(u, t) + 2‖A
1/2u‖2 + 2
∥∥∥∥u′ + 12u
∥∥∥∥
2
+
1
2
‖u‖2,
we obtain the desired inequality.
The next lemma enables us to divide the solution u of (1.1) into two factors: one reflects
the diffusion phenomenon and the other reflects an effect of hyperbolicity. This treatment is the
difference between the one in Ikehata–Nishihara [6] and ours.
Lemma 3.2. Let (u0, u1) ∈ D(A
1/2)×D(A1/2) and let U1 be the unique solution of the problem{
U ′′1 +AU1 + U
′
1 = Ae
tA(u0 + u1), t > 0,
(U1, U
′
1)(0) = (0,−u1).
(3.2)
Then the function e−tA(u0 + u1) + U
′
1 coincides with the solution of (1.1).
Proof. Take (u0ε, u1ε) ∈ D(A
2)×D(A2) such that u0ε → u0 and u1ε → u1 in D(A
1/2) as ε→ 0
and consider {
U ′′1ε +AU1ε + U
′
1ε = Ae
tA(u0ε + u1ε), t > 0,
(U1ε, U
′
1ε)(0) = (0,−u1ε).
(3.3)
Since AetA(u0ε + u1ε) ∈ C([0,∞);D(A)), this problem has a unique solution
U1ε ∈ C
2([0,∞);D(A1/2)) ∩C1([0,∞);D(A)) ∩ C([0,∞);D(A3/2)).
Moreover, by using Duhamel’s principle we can see that the solution U1ε can be represented by
(U1ε(t), U
′
1ε(t)) = e
−tA(0,−u1ε) +
∫ t
0
e−(t−s)A(0, Ae−sA(u0ε + u1ε)) ds
7
which converges to the solution of (3.2) in H as ε→ 0:
e−tA(0,−u1) +
∫ t
0
e−(t−s)A(0, AesA(u0 + u1)) ds = (U1(t), U
′
1(t)).
Setting vε(t) = e
−tA(u0ε + u1ε) and wε(t) = vε(t) + U
′
1ε(t), we have
wε(0) = u0ε + u1ε − u1ε = u0ε
and
w′ε(t) = v
′
ε(t) + U
′′
1ε(t)
= v′ε(t) +Avε(t)−AU1ε(t)− U
′
1ε(t)
= −AU1ε(t)− U
′
1ε(t).
This yields
lim
t→0
w′ε(t) = −AU1ε(0) − U
′
1ε(0) = u1ε
and also w′ε ∈ C
1((0,∞);H) with
w′′ε (t) = −AU
′
1ε(t)− (wε(t)− vε(t))
′
= −A(wε(t)− vε(t)) −w
′
ε(t) + v
′
ε(t)
= −Awε(t)− w
′
ε(t).
This implies (wε(t), w
′
ε(t)) = e
−tA(u0,ε, u1ε) and therefore (wε(t), w
′
ε(t)) → (u(t), u
′(t)) in H as
ε→ 0. Consequently, noting that vε(t)→ e
−tA(u0 + u1) in D(A
1/2) as ε→ 0 we have
u(t) = lim
ε→0
wε(t) = e
t∆(u0 + u1) + U
′
1(t).
The proof is complete.
Observe that a decaying property of e−tA(u0 + u1) cannot be expected as mentioned in
Remark 1.1. In contrast, the other factor U ′ decays like (1+ t)−1/2 under a suitable assumption.
To prove the decay property we proceed a similar way in the proof of Lemma 3.1, however, we
need Lemma 2.1 which is a kind of maximal regularity result for e−tA.
Lemma 3.3. If (u0, u1) ∈ D(A
1/2)×D(A1/2), then
(1 + t)E(U1; t) + ‖U1(t)‖
2 ∈ L∞((0,∞)), (1 + t)‖U ′1(t)‖
2 + ‖A1/2U1(t)‖
2 ∈ L1((0,∞))
Proof. By using the same approximation as in the proof of Lemma 3.2, we assume may assume
U1 ∈ C
2([0,∞);D(A1/2)) ∩ C1([0,∞);D(A)) ∩ C([0,∞);D(A3/2)). Here we deduce an energy
inequality for U1. By the equation (3.2), we have
d
dt
E∗(U1; t) = 2‖U
′
1‖
2 + 2(U1,−AU1 +Ae
−tA(u0 + u1))
= 2‖U ′1‖
2 − 2‖A1/2U1‖
2 + 2(U1, Ae
−tA(u0 + u1))
≤ 2‖U ′1‖
2 − ‖A1/2U1‖
2 + ‖A1/2e−tA(u0 + u1)‖
2
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and
d
dt
[
(6 + t)E(U1; t)
]
= ‖U ′1‖
2 + ‖A1/2U1‖
2 + 2(6 + t)(U ′1,−U
′
1 +Ae
−tA(u0 + u1))
≤ ‖U ′1‖
2 + ‖A1/2U1‖
2 − (6 + t)‖U ′1‖
2 + (6 + t)‖Ae−tA(u0 + u1)‖
2
In view of Lemma 2.1 with f = u0 + u1 ∈ D(A
1/2), we have
d
dt
[
(6 + t)E(U1; t) + 2E∗(U1; t)
]
+ (1 + t)‖U ′1‖
2 + ‖A1/2U1‖
2
≤ (6 + t)‖Ae−tA(u0 + u1)‖
2 + 2‖A1/2e−tA(u0 + u1)‖
2
which is integrable with respect to t ∈ (0,∞). Integrating the above estimate over [0, t], we
obtain all desired estimates.
Combining Lemmas 3.1, 3.2 and 3.3, we obtain the following proposition which is the same
as the assertion of Theorem 1.2 with m = 0.
Proposition 3.4. Assume (u0, u1) ∈ D(A
1/2)×D(A1/2). Then there exists a positive constant
C > 0 such that for every t ≥ 0,
‖u(t)− e−tA(u0 + u1)‖ ≤ C(1 + t)
− 1
2 .
4 Higher order asymptotic expansion
In this section, we prove Theorem 1.2 withm ∈ N which gives higher order asymptotic expansion
of solutions to (1.1). The philosophy of the proof is essentially the same as the previous section.
4.1 Construction of family of functions for asymptotics
To consider higher order asymptotic expansions, we define the following functions.
Definition 4.1. For m ∈ N and (u0, u1) ∈ H, define v0 = u0 + u1 and
V
(1)
0 (t) = e
−tAv0,
V (1)m (t) = (−1)
m
m∑
j=1
(
m− 1
j − 1
)
(−tA)j
j!
e−tAv0, m ∈ N
V
(2)
0 (t) = 0,
V (2)m (t) = (−1)
m
m−1∑
k=0
(
m− 1
k
)
(−tA)k
k!
e−tAu1, m ∈ N
and Vm(t) = V
(1)
m (t) + V
(2)
m (t).
The family {Vm} will provide higher order asymptotic profiles; this will be explained after
stating Lemma 4.4 below.
The function Vm can be successively found by using the following structure.
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Lemma 4.1. Assume u1 ∈ D(A
1/2). Then for m ∈ N ∪ {0}, Vm+1 is a unique solution of{
V ′m+1 +AVm+1 = −V
′
m, t > 0,
Vm+1(0) = (−1)
m+1u1.
Proof. We use the Duhamel principle. The solution of{
w′m+1 +Awm+1 = −V
′
m, t > 0,
wm+1(0) = (−1)
m+1u1.
can be written by the formula
wm+1(t) = e
−tA
[
(−1)m+1u1
]
−
∫ t
0
e−(t−s)AV ′m(s) ds.
For the case m = 0, we see from the semigroup property that
w1(t) = e
−tA
[
− u1
]
−
∫ t
0
e−(t−s)AV ′0(s) ds
= −e−tAu1 −
∫ t
0
e−(t−s)A(−AesAv0) ds
= −e−tAu1 + tAe
−tAv0
= V
(1)
1 (t) + V
(2)
1 (t).
This gives the assertion with m = 0. For the case m ∈ N, observe that
d
dt
V (1)m (t)
= (−1)m

 m∑
j=1
(
m− 1
j − 1
)
(−tA)j−1
(j − 1)!
(−A)e−tAv0 +
m∑
j=1
(
m− 1
j − 1
)
(−tA)j
j!
(−A)e−tAv0


= (−1)m

 m∑
j=1
(
m− 1
j − 1
)
(−tA)j−1
(j − 1)!
(−A)e−tAv0 +
m+1∑
j=2
(
m− 1
j − 2
)
(−tA)j−1
(j − 1)!
(−A)e−tAv0


= (−1)m
m+1∑
j=1
(
m
j − 1
)
(−tA)j−1
(j − 1)!
(−A)e−tAv0.
Therefore∫ t
0
e−(t−s)A
( d
dt
V (1)m (s)
)
ds =
∫ t
0
e−(t−s)A

(−1)m m+1∑
j=1
(
m
j − 1
)
(−sA)j−1
(j − 1)!
(−A)e−sAv0

 ds
= (−1)m
m+1∑
j=1
(
m
j − 1
)(∫ t
0
sj−1
(j − 1)!
ds
)
(−A)je−tAv0
= (−1)m
m+1∑
j=1
(
m
j − 1
)
(−tA)j
j!
e−tAv0
= −V
(1)
m+1(t).
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Similarly, we have
d
dt
V (2)m (t)
= (−1)m
[
m−1∑
k=1
(
m− 1
k
)
(−tA)k−1
(k − 1)!
(−A)e−tAu1 +
m−1∑
k=0
(
m− 1
k
)
(−tA)k
k!
(−A)e−tAu1
]
= (−1)m
[
m−1∑
k=1
(
m− 1
k
)
(−tA)k−1
(k − 1)!
(−A)e−tAu1 +
m∑
k=1
(
m− 1
k − 1
)
(−tA)k−1
(k − 1)!
(−A)e−tAu1
]
= (−1)m
m∑
k=1
(
m
k
)
(−tA)k−1
(k − 1)!
(−A)e−tAu1
and then ∫ t
0
e−(t−s)A
( d
dt
V (2)m (s)
)
ds = (−1)m
m∑
k=1
(
m
k
)
(−tA)k
k!
e−tAu1
= −V
(1)
m+1(t) + (−1)
m+1e−tAu1.
Combining the above two identities, we obtain the assertions for m ∈ N.
We prepare the formula of higher order derivative of the functions Vm.
Lemma 4.2. Let Vm be as in Definition 4.1. For every m, ℓ ∈ N, one has
dℓ
dtℓ
Vm(t) = (−A)
ℓVm,ℓ(t),
where
Vm,ℓ(t) = (−1)
m

 m∑
j=0
(
ℓ+m− 1
ℓ+ j − 1
)
(−tA)j
j!
e−tAv0 +
m−1∑
k=0
(
ℓ+m− 1
ℓ+ k
)
(−tA)k
k!
e−tAu1

 .
Proof. In Lemma 4.1, the following inequalities are already proved:
d
dt
V (1)m (t) = (−1)
m(−A)

 m∑
j=0
(
1 + (m− 1)
1 + (j − 1)
)
(−tA)j
j!
e−tAv0

 ,
d
dt
V (2)m (t) = (−1)
m(−A)
(
m−1∑
k=0
(
1 + (m− 1)
1 + k
)
(−tA)k
k!
e−tAu1
)
.
As the same manner as in these proofs, we can directly check the desired assertion.
The following lemma gives integrability and boundness of functions Vm with respect to
t ∈ (0,∞).
Lemma 4.3. Let (u0, u1) ∈ D(A
ℓ+1/2)×D(Aℓ+1/2). Then for every m, ℓ ∈ N ∪ {0}
(1 + t)2ℓ
∥∥∥∥ dℓdtℓVm(t)
∥∥∥∥
2
∈ L∞((0,∞)), (4.1)
(1 + t)2ℓ+1
∥∥∥∥ dℓ+1dtℓ+1Vm(t)
∥∥∥∥
2
+ (1 + t)2ℓ
∥∥∥Aℓ+1/2Vm,ℓ+1(t)∥∥∥2 ∈ L1((∞)). (4.2)
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Proof. By Lemma 4.2 and the boundedness of operators (tA)ne−
t
2
A for n ∈ N, we have
(1 + t)2ℓ+1
∥∥∥∥( ddt
)ℓ+1
Vm(t)
∥∥∥∥
2
≤ C(1 + t)2ℓ+1
(∥∥∥Aℓ+1e− t2Av0∥∥∥2 + ∥∥∥Aℓ+1e− t2Au1∥∥∥2
)
,
(1 + t)2ℓ
∥∥∥Aℓ+1/2Vm,ℓ+1(t)∥∥∥2 ≤ C(1 + t)2ℓ
(∥∥∥Aℓ+1/2e− t2Av0∥∥∥2 + ∥∥∥Aℓ+1/2e− t2Au1∥∥∥2
)
.
Applying Lemma 2.1 with n = 2ℓ+ 1, we obtain the desired estimate.
4.2 Proof of higher order asymptotic expansion
Here we provide the relation between the solution u of (1.1) and the family Vm.
Lemma 4.4. Assume (u0, u1) ∈ D(A
1/2)×D(A1/2). Let {Um}m∈N be a weak solution of{
U ′′m+1 +AUm+1 + U
′
m+1 = −V
′
m, t > 0,
(Um+1, U
′
m+1)(0) = (0, (−1)
m+1u1).
(4.3)
Then Um = Vm + U
′
m+1.
Proof. The strategy of the proof is essentially the same as Lemma 3.2. By taking a suitable
approximation of (u0, u1), we can assume that Um is smooth enough without loss of generality.
Putting w = Vm + U
′
m+1, we see from Lemma 4.1 that
w(0) = Vm(0) + U
′
m+1(0) = (−1)
mu1 + (−1)
m+1u1 = 0
and
w′(t) = V ′m(t) + U
′′
m+1(t)
= −AUm+1(t)− U
′
m+1(t).
This gives
lim
t→0
w′(t) = −AUm+1(0) − U
′
m+1(0) = (−1)
mu1
and also
w′′(t) = −AU ′m+1(t) + (Vm(t)− w(t))
′
= −A(w(t)− Vm(t)) + V
′
m(t)− w
′(t)
= −Aw(t)− w′(t) + (AVm(t) + V
′
m(t))
= −Aw(t)− w′(t)− V ′m−1(t),
where we have used Lemma 4.1 at the last line. Noting the uniqueness of solution to (4.3), we
obtain w = Um.
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Formally speaking, from the viewpoint of Lemmas 3.2 and 4.4 we can see that the solution
u of (1.1) can be decomposed as
u(t) = V0(t) + u(t)− V0(t)
= V0(t) + U
′
1(t)
= V0(t) + V1(t)
′ + (V1(t)− U1(t))
′
= V0(t) + V
′
1(t) + U
′′
2 (t)
...
=
m∑
ℓ=0
dℓ
dtℓ
Vℓ(t) +
dm+1
dtm+1
Um+1(t).
By virtue of (4.1) in Lemma 4.3, we already have for every ℓ = 0, . . . ,m,∥∥∥∥ dℓdtℓVℓ(t)
∥∥∥∥ ≤ C(1 + t)−ℓ.
To ensure that the above description is the asymptotic expansion, we finally prove the following
proposition.
Proposition 4.5. Assume that (u0, u1) ∈ D(A
m+1/2)×D(Am+1/2). Then∥∥∥∥ dm+1dtm+1Um+1(t)
∥∥∥∥ ≤ (1 + t)−m− 12 .
The first step of the proof of Proposition 4.5 is to show the following lemma.
Lemma 4.6. If (u0, u1) ∈ D(A
1/2)×D(A1/2), then
(1 + t)E(Um+1; t) + ‖Um+1(t)‖
2 ∈ L∞, (1 + t)‖U ′m+1(t)‖
2 + ‖A1/2Um+1(t)‖
2 ∈ L1
Proof. The strategy is similar to Lemma 3.3. In view of Lemma 4.4, we compute
d
dt
[
(6 + t)E(Um+1, t) + 2E∗(Um+1, t)
]
= ‖U ′m+1‖
2 + ‖A1/2Um+1‖
2 + 2(6 + t)(U ′m+1,−U
′
m+1 − V
′
m)
+ 4‖U ′m+1‖
2 + 4(Um+1,−AUm+1 − V
′
m)
= −(7 + 2t)‖U ′m+1‖
2 − 3‖A1/2Um+1‖
2 − 2(6 + t)(U ′m+1, V
′
m) + 4(Um+1, AVm,1)
= −(1 + t)‖U ′m+1‖
2 − ‖A1/2Um+1‖
2 − (6 + t)‖V ′m‖
2 + 2‖A1/2Vm,1‖
2.
By applying Lemma 4.3 (4.2) with ℓ = 0, the proof is complete.
To give extra decay property of d
ℓ
dtℓ
Um+1 via induction, we use the following lemma.
Lemma 4.7. Assume (u˜0, u˜1) ∈ D(A
1/2) × D(A1/2) and F ∈ C([0,∞);D(A)). Let w be the
solution of {
w′′ +Aw + w′ = AF, t > 0,
(w,w′)(0) = (u˜0, u˜1).
(4.4)
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If w and F satisfy additional condition
(1 + t)2ℓ+1‖AF (t)‖2 + (1 + t)2ℓ‖A1/2F (t)‖2 + (1 + t)2ℓ−1‖w(t)‖2 ∈ L1((0,∞)),
then
(1 + t)2ℓ+1E(w, t) + (1 + t)2ℓ‖w‖2 ∈ L∞((0,∞)), (1 + t)2ℓ+1‖w′(t)‖2 ∈ L1((0,∞)).
Proof. Let t0 ≥ 1 be a constant determined later. Since we can use an approximation wε(t) =
Jεw(t) with Jε = (I + εA)
−1, which satisfies{
w′′ε +Awε + w
′
ε = JεAF, t > 0,
(w,w′)(0) = (Jεu˜0, Jεu˜1) ∈ D(A
3/2)×D(A3/2),
(4.5)
we may assume w ∈ C2([0,∞);D(A1/2)) ∩ C1([0,∞);D(A)) ∩ C([0,∞);D(A3/2)). By direct
computation with the use of (4.4), we have
d
dt
[
(t0 + t)
2ℓ+1E(w, t) + (ℓ+ 2)(t0 + t)
2ℓE∗(w, t)
]
= (2ℓ+ 1)(t0 + t)
2ℓE(w, t) + 2(t0 + t)
2ℓ+1(w′,−w′ +AF )
+ 2(ℓ+ 2)
[
ℓ(t0 + t)
2ℓ−1E∗(w, t) + (t0 + t)
2ℓ‖w′‖2 + (t0 + t)
2ℓ(w,−Aw −AF )
]
≤ (t0 + t)
2ℓ
[
(4ℓ+ 5 + 2ℓ(ℓ+1)t0+t )‖w
′‖2 − 2‖A1/2w‖2 − (t0 + t)‖w
′‖2
]
+ (t0 + t)
2ℓ+1‖AF‖2 + (ℓ+ 2)2(t0 + t)
2ℓ‖A1/2F‖2 + 4ℓ(ℓ+ 1)(t0 + t)
2ℓ−1‖w‖2.
Taking t0 = 6 + 4ℓ+ 2ℓ(ℓ+ 1), we obtain the desired estimate.
Here we prove Proposition 4.5.
Proof of Proposition 4.5. By Lemma 4.6, we have
(1 + t)‖U ′m+1(t)‖
2 ∈ L1((0,∞)).
Here w = U ′m+1 satisfies{
w′′ +Aw + w′ = −V ′′m = −A
2Vm,2, t > 0,
(w,w′)(0) = ((−1)m+1u1,−AUm+1(0)− V
′
m(0)) = ((−1)
m+1u1, AVm,1(0))
(4.6)
in view of the compatibility condition. By virtue of Lemma 4.3 with ℓ = 1, applying Lemma 4.7
with ℓ = 1, we have
(1 + t)3‖U ′′m+1(t)‖
2 = (1 + t)3‖w′(t)‖2 ∈ L1((0,∞)).
Successively, we apply Lemma 4.7 with w = d
k
dtk
Um+1 and ℓ = k+1 (k = 1, . . . ,m). Then finally,
from Lemma 4.3 we deduce
(1 + t)2m+1
∥∥∥∥ dm+1dtm+1Um+1(t)
∥∥∥∥
2
≤ C(1 + t)2m+1E
( dm
dtm
Um+1, t
)
∈ L∞((0,∞));
note that we need the regularity (u0, u1) ∈ D(A
m+1/2) × D(Am+1/2) to verify all deductions.
The proof is complete.
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To close the paper, we give a proof of Theorem 1.2.
Proof of Theorem 1.2. Observing the decomposition (at the beginning of this section) and Lemma
4.2, we have
u(t) =
m∑
ℓ=0
(−A)ℓVℓ,ℓ(t) +
dm+1
dtm+1
Um+1(t).
Combining the definition of Vℓ,ℓ and Proposition 4.5, we obtain the desired assertion.
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