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a b s t r a c t
In this paper, we discuss the existence and the uniqueness of discrete boundary value
problems involving the p-Laplacian with potential terms. To this end, we deal with the
strong comparison principle and the Dirichlet principle for the p-Laplacian with potential
terms on weighted graphs with boundary. Moreover, we provide a lower bound of the
potential termswhich guarantees the existence of solutions of the boundary value problem
for the operator. Finally, we also discuss inverse conductivity and potential problems for
the operator.
© 2010 Elsevier Ltd. All rights reserved.
The discrete analogue of the Laplacian on Riemannian manifolds, the so-called discrete Laplacian, has been studied
intensively for the past few decades (see [1–6]).
But, most phenomena on many cases are not expressed by the discrete Laplacian, which is known to be linear, because
they have a nonlinear flow governed by these intrinsic characteristics. For this reason, a nonlinear operator, called the
discrete p-Laplacian, which is a generalization of the discrete Laplacian has recently been studied by many researchers in
various fields, for example, dynamical systems, molecular structures, internet webs, image processing and so on (for more
details, see [7–11]).
Especially, many researchers have paid attention to studying boundary value problems and spectral theories for the
discrete p-Laplacian (see [12–19]). Recently, in [20], Candito and Giovannelli dealt with the existence of multiple solutions
to the following problem−∆(φp(1u(k− 1))) = λh(k, u(k)), k ∈ {1, 2, . . . , T },
u(0) = u(T + 1) = 0,
which can be represented by the discrete p-Laplacian on line type graphs, where T is a fixed natural number, λ is a
positive real value, 1u(k) = u(k + 1) − u(k) is the forward difference operator, φp(s) = |s|p−2s, 1 < p < ∞ and
h : {1, 2, . . . , T }×R→ R is a continuous function. More precisely, for the existence of at least three solutions of the above
equation, they found a relationship between a precise bounded interval of λ and the behavior of
 t
0 h(·, s)ds as follows∫ t
0
h(k, s)ds ≤ a(1+ |ξ |s), (k, ξ) ∈ {1, . . . , T } × R (1)
for a and s some positive constants with s < p.
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The aim of this paper is to prove the existence and the uniqueness of solutions to the following problem−∆p,ωu(x)+ q(x)|u(x)|p−2u(x) = f (x), x ∈ S,
u(x) = σ(x), x ∈ ∂S,
where S¯ is a simple, connected and weighted graph with a boundary ∂S, f : S → R and q : S → R are discrete functions.
We note that, in this problem, if the function q has a negative value at some vertex x0 in S, the term f (x0) −
q(x0)|u(x0)|p−2u(x0) does not satisfy condition (1). To achieve our goal, we consider a condition that the smallest Dirichlet
eigenvalue λ0 is positive instead of the behavior of
 t
0 h(·, s)ds in [20]. Under this condition, we study the strong comparison
principle on a simple, connected andweighted graphwhich is amore generalized result than the strong comparisonprinciple
given in [13] and we also discuss the Dirichlet principle. Moreover, from the condition λ0 > 0, we find a lower bound of the
function q to guarantee the existence of solutions. Finally, we deal with inverse conductivity and potential problems.
This paper is organized as follows: in Section 1, we define the discrete p-Laplacian and review some known results
with respect to the operator. In Section 2, we study the comparison principle, the Dirichlet principle and the Dirichlet
boundary value problem for the discrete p-Laplacianwith potential terms. In Section 3, we give a lower bound of its smallest
eigenvalue. Finally, in Section 4, inverse conductivity and potential problems are discussed.
1. Preliminaries
In this section, we start with the graph theoretic notions frequently used throughout this paper.
Let S¯ = (V ∪ ∂V , E) be a simple, connected and undirected graph with two disjoint sets V and ∂V of vertices, called
interior and boundary, respectively, and a set of unordered pairs of distinct elements of V ∪ ∂V called edges denoted by E
and we assume that an (vertex) induced subgraph S = S(V , E ′) of S¯ is connected and there are no edges between boundary
vertices. By {x, y} ∈ E or x ∼ y, we mean that two vertices x and y are joined by an edge. As conventionally used, we denote
by x ∈ S and T ⊂ S the facts that x is a vertex in V and T is a subset of V , respectively.
A weight on a graph S¯ is a function ω : S¯ × S¯ → [0,∞) satisfying
(i) ω(x, y) = ω(y, x) if x ∼ y,
(ii) ω(x, y) = 0 if and only if {x, y} ∉ E.
We note that since a graph S¯ is simple, it is trivial that ω(x, x) = 0 for all x ∈ S¯. The degree of a vertex x and the volume of a
nonempty subset T ⊂ S¯, denoted by dωx and vol T , are defined to be dωx :=∑y∈S¯ ω(x, y) and vol T :=∑x∈T dωx.
Throughout this paper, a function on a graph is understood as a function defined on the set of vertices of the graph. For
a nonempty subset T in S¯, the integration of a function f : T → R on T is defined by∫
T
f dω

or simply
∫
T
f

:=
−
x∈T
f (x)dωx.
For p > 1 (in what follows, p is always assumed to be a real number greater than one), the p-directional derivative of a
function f : S¯ → R to the direction y is defined by
Dp,ω,yf (x) := |f (y)− f (x)|p−2(f (y)− f (x))

ω(x, y)
dωx
for x ∈ S¯. For a nonempty subset T ⊂ S¯, a vector ∇T ,p,ω of a function f : S¯ → R is defined to be
∇T ,p,ωf (x) := (Dp,ω,yf (x))y∈T
for x ∈ S¯, especially, if T = S¯ then we call it the p-gradient, denoted by∇p,ω instead of∇S¯,p,ω . Moreover, in the case of p = 2
and T = S¯, we write simply ∇ω instead of ∇2,ω .
For a nonempty subset T ⊂ S¯, the operator∆T ,p,ω of a function f : S¯ → R is defined by
∆T ,p,ωf (x) :=
−
y∈T
|f (y)− f (x)|p−2(f (y)− f (x))ω(x, y)
dωx
, x ∈ S¯,
especially, if T = S¯ then we call it the p-Laplacian, denoted by ∆p,ω instead of ∆S¯,p,ω . Moreover the (outward) p-normal
derivative at z ∈ ∂S is defined by
∂ f
∂p,ωn
(z) :=
−
y∈S¯
|f (z)− f (y)|p−2(f (z)− f (y))ω(z, y)
dωz
,
namely, ∂ f
∂p,ωn
(z) = −∆S¯,p,ωf (z) for all z in ∂S. We note that for any pair of functions f : S¯ → R and h : S¯ → R, we have
2
∫
S¯
h(−∆p,ωf ) =
∫
S¯
∇ωh · ∇p,ωf (2)
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whereA ·B :=∑ni=1 aibi forA = (a1, . . . , an) and B = (b1, . . . , bn). This fact yields many useful formulas such as the graph
version of the Green theorem which has been proved in [21, Theorem 2.2.1]. For a given function q : S → R, a nonlinear
operatorLp,q,ω of a function f : S¯ → R is defined by
Lp,q,ωf (x) := ∆p,ωf (x)− q(x)|f (x)|p−2f (x), x ∈ S
(for the case of p = 2, see [22–24]).
In this paper, for a nonempty subset T ⊂ S¯ and a function σ : S¯ \ T → R, we define the setAσ ,T as follows:
Aσ ,T := {u : S¯ → R | u(z) = σ(z), z ∈ S¯ \ T },
especially, if σ ≡ 0 then we writeA0,T instead ofAσ ,T .
The operatorLp,q,ω has the smallest Dirichlet eigenvalue λ0,ω(q)which is variationally defined as
λ0,ω(q) := inf
φ≢0
φ∈A0,S
1
2

S¯ ∇ωφ · ∇p,ωφ +

S q|φ|p
S¯ |φ|p
.
Then there exists a nonzero function φ ∈ A0,S such that
λ0,ω(q) =
1
2

S¯ ∇ωφ · ∇p,ωφ +

S q|φ|p
S¯ |φ|p
.
We call it the Dirichlet eigenfunction corresponding to the Dirichlet eigenvalue λ0,ω(q) and they are denoted by (λ0,ω(q), φ)
which is called the Dirichlet eigenpair (for the case of p = 2, see [25,26]). It is easy to check that if (λ0,ω(q), φ, ) is a Dirichlet
eigenpair, then for any α ∈ R \ {0}, (λ0,ω(q), αφ) is also a Dirichlet eigenpair. Moreover, there exists a Dirichlet eigenpair
(λ0,ω(q), φ0) which satisfies φ0(x) > 0 for all x in S and

S¯ |φ0|p = 1 (see, for details, [27,28] and for the continuous case,
see [29]). We remark that λ0,ω(q) is continuous with respect to a function q and there exists ϵ > 0 such that λ0,ω(q) > 0 if
q(x) > −ϵ for all x in S. In Section 4, we deal with the value of ϵ.
2. The strong comparison principle and discrete boundary value problems
The main objective in this section is to provide a characterization of both the comparison principle and the Dirichlet
principle for the operator Lp,q,ω on finite networks. Especially, the Dirichlet principle will be used to solve the inverse
problem introduced in Section 4. We first deal with the strong comparison principle which is stated as follows:
Theorem 1. For a function q : S → R with λ0,ω(q) > 0, suppose that ui : S¯ → R, i = 1, 2 satisfy the inequalities−Lp,q,ωu2(x) ≥ −Lp,q,ωu1(x), x ∈ S,
u2(z) ≥ u1(z), z ∈ ∂S. (3)
If we assume in addition that−Lp,q,ωu2(x) ≥ 0, x ∈ S,
u2(z) ≥ 0, z ∈ ∂S (4)
then u1 ≤ u2 in S. Moreover, the equalities of (3) hold if and only if u1 ≡ u2 in S¯.
The strong comparison principle in [13, Lemma 2.3] is the case that q ≡ 0 and a domain is a line type graph in the above
theorem. To prove this result, we review the discrete version of Picone’s identity in paper [15, Lemma 6.2], included here
for later use.
Lemma 1 ([15]). For a connected graph H, let two functions u1 and u2 be nonnegative and positive on H, respectively. Then
∇H,ωu1 · ∇H,p,ωu1 −∇H,ω

up1
up−12

· ∇H,p,ωu2

(x) ≥ 0, x ∈ H.
Moreover, the equality holds if and only if there exists t > 0 such that u1(x) = tu2(x) for all x in H.
From Lemma 1, we have the next result which is more general compared to Corollary 3.3 in [28].
Theorem 2. For two connected and induced subgraphs H1 and H2 in S¯ with H2 ⊂ H1, we assume that u1 and u2 are nonnegative
functions on S¯ such that ui(x) > 0, x ∈ Hi and ui(x) = 0, x ∈ S¯ \ Hi for i = 1, 2. If u2(x) ≥ u1(x) for all x ∈ H2, then
I[u1, u2] :=
∫
H2
−∆p,ωu1

up1 − up2
up−11

−∆p,ωu2

up2 − up1
up−12

≥ 0.
Moreover, I[u1, u2] = 0 if and only if there exists t > 0 such that u1(x) = tu2(x) for all x in H2. Especially, in the case of
H2  H1, I[u1, u2] = 0 if and only if u1(x) = u2(x) for all x in H2.
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Proof. For two given functions u1 and u2, it follows from the definition of the discrete p-Laplacian that
I[u1, u2] =
∫
H2
−∆H2,p,ωu1

up1 − up2
up−11

−∆H2,p,ωu2

up2 − up1
up−12

(5)
+
∫
H2
−∆H1\H2,p,ωu1

up1 − up2
up−11

−∆H1\H2,p,ωu2

up2 − up1
up−12

(6)
+
∫
H2
−∆S¯\H1,p,ωu1

up1 − up2
up−11

−∆S¯\H1,p,ωu2

up2 − up1
up−12

. (7)
By (2) and Lemma 1, we have
(5) = 1
2
∫
H2

∇H2,ωu1 · ∇H2,p,ωu1 −∇H2,ω

up1
up−12

· ∇H2,p,ωu2 +∇H2,ωu2 · ∇H2,p,ωu2 −∇H2,ω

up2
up−11

· ∇H2,p,ωu1

≥ 0.
From the fact that ui(x) = 0 for all x in S¯ \ H1, i = 1, 2, we simply get that (7) = 0. Now we prove that (6) is greater than or
equal to zero. Actually, if H1 = H2, then it is trivial. Now we assume that H1  H2. Since u2(y) = 0 for all y in H1 \ H2, we
have
(6) =
−
x∈H2
−
y∈H1\H2

|u1(y)− u1(x)|p−2(u1(x)− u1(y)) u
p
1(x)
up−11 (x)
− |u1(y)− u1(x)|p−2(u1(x)− u1(y)) u
p
2(x)
up−11 (x)

ω(x, y)
+
−
x∈H2
−
y∈H1\H2

up2(x)− up1(x)

ω(x, y)
=
−
x∈H2
−
y∈H1\H2

1− u
p
2(x)
up1(x)
 |u1(y)− u1(x)|p−2(u1(x)− u1(y))u1(x)− up1(x)ω(x, y).
By the assumption that u2(x) ≥ u1(x) for all x ∈ H2,
1− u
p
2(x)
up1(x)
≤ 0
for all x in H2 and the fact that u1(y) > 0 for all y ∈ H1 \ H2 implies that
|u1(y)− u1(x)|p−2(u1(x)− u1(y))u1(x)− up1(x) < 0
for all x, y in H1. Hence (6) ≥ 0. It implies that I[u1, u2] ≥ 0. Moreover, in the case of H1 = H2, I[u1, u2] = 0 if and only if
∇H2,ωu1 · ∇H2,p,ωu1 −∇H2,ω

up1
up−12

· ∇H2,p,ωu2

(x) = 0
for all x in H2. Thus by Lemma 1, u1 ≡ tu2 for some t > 0 on H2. Now we consider the case of H2  H1. Then I[u1, u2] = 0 if
and only if, in addition,
1− u
p
2(x)
up1(x)
= 0
for all x in H2. Thus u1 ≡ u2 on H2. 
The following theorem is a minimum principle like result, but the minimum value can be in S, not boundary ∂S. For
example, we consider a graph S¯ whose vertices are S = {x1, x2} and ∂S = {z1, z2} as follows:
with the weight ω(z1, x1) = ω(x1, x2) = ω(x2, z2) = 1. Let q : S → R and u : S¯ → R be functions such that
q(xi) = 1, u(zi) = 1 and u(xi) = 12 for i = 1, 2. Then the functions u and q satisfy that−∆3,ωu(x)+ q(x)|u(x)|3−2u(x) ≥ 0, x ∈ S,
u(z) ≥ 0, z ∈ ∂S.
Hence the minimum value of u is in S. In spite of this fact, it is a very useful result for positivity of the function.
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Theorem 3. The following statements for q : S → R are equivalent.
(i) The smallest Dirichlet eigenvalue λ0,ω(q) is positive.
(ii) If a function u : S¯ → R satisfies−∆p,ωu(x)+ q(x)|u(x)|p−2u(x) ≥ 0, x ∈ S,
u(z) ≥ 0, z ∈ ∂S (8)
then u(x) ≥ 0 for all x ∈ S.
(iii) If a function u : S¯ → R satisfies (8) then either u(x) > 0 for all x ∈ S or u ≡ 0 on S¯.
Proof. (i)⇒ (ii) Suppose that u(x) < 0 for some x in S. Let v(x) := min{u(x), 0} for all x ∈ S¯. Since u(x) ≥ 0 for all x in
∂S, v(x) = 0 for all x in ∂S. It implies that∫
S¯
{−∆p,ωu+ q|u|p−2u}v ≤ 0.
By the definition of v, we easily prove that for each x ∈ S¯ satisfying u(x) ≥ 0, we have q(x)|u(x)|p−2u(x)v(x) = 0 and for
each x ∈ S¯ satisfying u(x) < 0, we have q(x)|u(x)|p−2u(x)v(x) = q(x)|v(x)|p. It implies that∫
S¯
q|u|p−2uv =
∫
S¯
q|v|p.
From the definition of v, we also have that
|u(y)− u(x)|p−2(u(y)− u(x))v(x) ≤ |v(y)− v(x)|p−2(v(y)− v(x))v(x)
for all x, y in S¯ and it follows from this fact that∫
S¯
(−∆p,ωu)v ≥
∫
S¯
(−∆p,ωv)v.
Since the function v is nonzero, we have
S¯(−∆p,ωv)v +

S q|v|p
S¯ |v|p
≤ 0.
This is in contradiction with the assumption λ0,ω(q) > 0.
(ii)⇒ (iii) Suppose that u satisfies (8) and u(x0) = 0 for some x0 ∈ S. Then
0 ≤ −∆p,ωu(x0)+ q(x0)|u(x0)|p−2u(x0)
= −
−
y∈S¯
|u(y)|p−2u(y)ω(x0, y)
dωx0
.
Hence u(y) = 0 for all y ∼ x0. Since S¯ is a connected graph, u(y) = 0 for all y ∈ S¯.
(iii)⇒ (i) Suppose (λ0,ω(q),−φ0) be a Dirichlet eigenpair satisfying λ0,ω(q) ≤ 0. Then by the definition of the Dirichlet
eigenpair,
0 ≤ λ0,ω| − φ0(x)|p−2(−φ0(x))
= −∆p,ω(−φ0)(x)+ q(x)| − φ0(x)|p−2(−φ0(x))
for all x in S and−φ0(x) = 0 for all x in ∂S. Hence−φ0 satisfies (8) but−φ0 < 0 on S. This is a contradiction to assumption
(iii). 
We remark that in the third condition of the above theorem, if the equalities in (8) hold then umust be the zero function
on S¯, in the other case, u becomes a positive function on S. Moreover, in the case of u(z) = 0 for all z ∈ ∂S in (8), Theorem 3
is the minimum principle forLp,q,ω (for more details, see [28, Theorem 5.1]).
Now we are ready to prove the strong comparison principle.
Proof of Theorem 1. By Theorem 3, we have either u2 > 0 in S or u2 ≡ 0 in S¯. In the case of u2 ≡ 0 in S¯, by using Theorem 3
again, we have that either u1 < 0 in S or u1 ≡ 0 in S¯. Hence u1 ≤ u2 on S. Nowwe consider the case of u2 > 0 in S. It follows
from (3) and (4) that
0 ≥ −∆p,ωu1(x)+∆p,ωu2(x)+ q(x)(|u1(x)|p−2u1(x)− u2(x)p−1), x ∈ S
and q(x) ≥ 1
up−12 (x)
∆p,ωu2(x), x ∈ S, respectively. These facts imply that
0 ≥ −∆p,ωu1(x)+ |u1(x)|
p−2u1(x)
up−12 (x)
∆p,ωu2(x), x ∈ S. (9)
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Define a set H := {x ∈ S|u1(x)− u2(x) > 0}. If H ≠ ∅ then by (9),
0 ≥
∫
H

−∆p,ωu1 + u
p−1
1
up−12
∆p,ωu2

u1
= 1
2
∫
H

∇H,ωu1 · ∇H,p,ωu1 −∇H,ω

up1
up−12

· ∇H,p,ωu2

−
−
x∈H
y∈S¯\H
up1(x)
u1(y)u1(x) − 1
p−2 u1(y)u1(x) − 1

ω(x, y)+
−
x∈H
y∈S¯\H
up1(x)
u2(y)u2(x) − 1
p−2 u2(y)u2(x) − 1

ω(x, y).
Since
u1(y)
u1(x)
≤ u2(y)
u2(x)
,
for all x ∈ H and y ∈ S¯ \ H , we haveu1(y)u1(x) − 1
p−2 u1(y)u1(x) − 1

−
u2(y)u2(x) − 1
p−2 u2(y)u2(x) − 1

≤ 0
for all x ∈ H and y ∈ S¯ \ H . Moreover, by Lemma 1, we have
∇H,ωu1 · ∇H,p,ωu1 −∇H,ω

up1
up−12

· ∇H,p,ωu2

(x) ≥ 0
for all x in H . Hence we have
∇H,ωu1 · ∇H,p,ωu1 −∇H,ω

up1
up−12

· ∇H,p,ωu2

(x) = 0
for all x in H . It follows from Lemma 1 that there exists t > 1 such that u1(x) = tu2(x) for all x ∈ H . It implies that
−∆p,ωu1(x)+ q(x)up−11 (x) > −∆p,ωu2(x)+ q(x)up−12 (x)
for all x in H , which contradicts hypothesis (3).
Let we now assume that two functions u1 and u2 satisfy−Lp,qu2(x) = −Lp,qu1(x), x ∈ S,
u2(z) = u1(z), z ∈ ∂S.
The case of ui(z) = 0 for all z in ∂S was proved in [28, Theorem 5.1 (v)], so we only consider the case of ui ≢ 0 on ∂S. From
inequality (4) and Theorem 3, ui(x) > 0 for all x in S, i = 1, 2. Define σ = u1 = u2 on ∂S and a setH := {z ∈ ∂S | σ(z) > 0}.
Then ui is positive on S

H and ui ≡ 0 on S¯ \ SH for i = 1, 2. Hence it follows from Theorem 2 that I[u1, u2] ≥ 0. Put
g(x) := −Lp,qu2(x) = −Lp,qu1(x) for all x in S and g(z) := σ(z) for all z in ∂S. Then we have
0 ≤
∫
S

H
−∆p,ωu1

up1 − up2
up−11

−∆p,ωu2

up2 − up1
up−12

=
∫
S

H
(g − qup−11 )

up1 − up2
up−11

+ (g − qup−12 )

up2 − up1
up−12

=
∫
S

H
g
(up1 − up2)(up−12 − up−11 )
up−11 u
p−1
2
≤ 0.
Hence by Theorem 2, u1 ≡ cu2 for some c > 0. It implies that−∆p,ωu1 + q|u1|p−2u1 = cp−1(−∆p,ωu2 + q|u2|p−2u2). Thus
g = cp−1g . So c = 1. Hence u1 ≡ u2 in S. 
Nowwe discuss the Dirichlet principle for the operatorLp,q,ω . To deal with it, we first solve the Dirichlet boundary value
problem forLp,q,ω by adapting themethod of energy functionals, extensively used for theory of nonlinear partial differential
equations. The definition of an energy functional is that for functions f : S → R and σ : ∂S → R,
Ep,q[v] := 12
∫
S¯
∇p,ωv · ∇ωv +
∫
S
q|v|p − p
∫
S
f v (10)
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for every function v in the set Aσ ,S . Then we have a relation between critical points of Ep,q and solutions of the Dirichlet
boundary value problems as follows:
Lemma 2. For two functions f : S → R and σ : ∂S → R, if the functional Ep,q has a critical point u in the set Aσ ,S then it is a
solution of the following equation−∆p,ωu(x)+ q(x)|u(x)|p−2u(x) = f (x), x ∈ S,
u(z) = σ(z), z ∈ ∂S. (11)
Proof. Since u is a critical point, we have
0 = d
dt
Ep[u+ tv]|t=0
= p
∫
S¯
(−∆p,ωu)v + p
∫
S
q|u|p−2uv − p
∫
S
f v
for v inA0,S . For arbitrary x0 in S, we define a function δx0 : S¯ → R by
δx0(y) :=

1 x0 = y,
0 otherwise.
Then by putting v = δx0 ,
0 = p
∫
S¯
(−∆p,ωu)δx0 + p
∫
S
q|u|p−2uδx0 − p
∫
S
f δx0 .
Hence−∆p,ωu(x)+ q|u(x)|p−2u(x) = f (x) for all x in S and u is inAσ ,S . 
We derive here the existence of minimizer of the functional Ep,q on the setAσ ,S .
Lemma 3. Let two functions f : S → R and σ : ∂S → R be given. If a function q : S → R satisfies λ0,ω(q) > 0, then a
functional Ep,q has a minimizer onAσ ,S .
Proof. We define sets Br :=

u ∈ Aσ ,S |

S |u|p < rp

and Sr :=

u ∈ Aσ ,S |

S |u|p = rp

for r > 0 and a function
ut(x) :=

tu(x) x ∈ S,
σ (z) z ∈ ∂S
for t > 0 and u ∈ S1. Then we have
Ep[ut ] = 12
∫
S
∇S,p,ω(tu) · ∇S,ω(tu)+
−
x∈S
y∈∂S
|tu(x)− σ(y)|pω(x, y)+ 1
2
∫
∂S
∇∂S,p,ωσ · ∇∂S,ωσ +
∫
S
q|tu|p − p
∫
S
f (tu).
Since

S |u|p = 1, |u(x)| ≤

1
dωx
 1
p
for all x in S. Thus we have
Ep[ut ] ≥ 12
∫
S
∇S,p,ω(tu) · ∇S,ω(tu)+
−
x∈S
y∈∂S
|tu(x)− σ(y)|pω(x, y)
+ 1
2
∫
∂S
∇∂S,p,ωσ · ∇∂S,ωσ +
∫
S
q|tu|p − t

p
∫
S
f

1
dωx
 1
p

.
Since λ0,ω(q) is continuous with respect to q, there exists a small enough number ϵ0 > 0 such that λ0,ω

q
1−ϵ0

> 0. We
also easily check that there existsM > 0 such that
|tu(x)− σ(y)|p ≥ (1− ϵ0)|tu(x)|p −M|σ(y)|p (12)
for all x ∈ S, y ∈ ∂S and t > 0. We note that the number M depends on ϵ0. Hence from (12) and the fact that
∂S ∇∂S,p,ωσ · ∇∂S,ωσ ≥ 0, we have
Ep[ut ] ≥ 1− ϵ02
∫
S
∇S,p,ω(tu) · ∇S,ω(tu)+ (1− ϵ0)
−
x∈S
y∈∂S
|tu(x)|pω(x, y)−M
−
x∈S
y∈∂S
|σ(y)|pω(x, y)
+
∫
S
q|tu|p − t

p
∫
S
f

1
dωx
 1
p

.
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Now we defineu(x) := u(x) for all x in S andu(z) := 0 for all z in ∂S. Then we have
Ep[ut ] ≥ (1− ϵ0)
12
∫
S
∇S,p,ω(tu) · ∇S,ω(tu)+−
x∈S
y∈∂S
|tu(y)− tu(x)|pω(x, y)

−M
−
x∈S
y∈∂S
|σ(y)|pω(x, y)+
∫
S
q|tu|p − t p ∫
S
f

1
dωx
 1
p

= (1− ϵ0)tp

1
2
∫
S¯
∇p,ωu · ∇ωu+ ∫
S

q
1− ϵ0

|u|p−M−
x∈S
y∈∂S
|σ(y)|pω(x, y)− t

p
∫
S
f

1
dωx
 1
p

.
Thus it follows from the definition of λ0,ω

q
1−ϵ0

that
Ep[ut ] ≥ (1− ϵ0)tpλ0,ω

q
1− ϵ0

−M
−
x∈S
y∈∂S
|σ(y)|pω(x, y)− t

p
∫
S
f

1
dωx
 1
p

for t > 0. Hence for each u in S1, Ep[ut ] → ∞ as t → ∞. Actually, since ut is in St , there exists r0 > 0 such that
Ep[u] > Ep[O] > 0 for all u in Bcr0 where O ∈ Aσ ,S with O ≡ 0 in S. From the facts that Br0

Sr0 is compact and O ∈ Br0 , Ep
has a minimizer inAσ ,S . 
From Lemmas 2 and 3, we have that if a function q : S → R satisfies λ0,ω(q) > 0, then a solution for the Dirichlet
boundary value problems exists. Actually, the two conditions are equivalent, for this, see the next result.
Theorem 4. The following statements for q : S → R are equivalent.
(i) The smallest Dirichlet eigenvalue λ0,ω(q) is positive.
(ii) For f : S → [0,∞) satisfying f ≢ 0 and σ : ∂S → [0,∞) satisfying σ ≢ 0, there exists a function u : S¯ → [0,+∞)
such that u(x) > 0 for all x ∈ S and−∆p,ωu(x)+ q(x)|u(x)|p−2u(x) ≥ f (x), x ∈ S,
u(z) = σ(z), z ∈ ∂S.
(iii) For a function f : S → [0,∞) and σ : ∂S → [0,∞), there exists a solution u : S¯ → [0,∞) such that−∆p,ωu(x)+ q(x)|u(x)|p−2u(x) = f (x), x ∈ S,
u(z) = σ(z), z ∈ ∂S. (13)
Proof. (ii)⇒ (i) There exists N > 1 such that Nφ0(x) ≥ u(x) for all x ∈ S. Put ψ0(x) = Nφ0(x) for all x ∈ S¯ and define
T := {x ∈ ∂S|σ(x) > 0}. Since σ ≢ 0 on ∂S, the set T is nonempty. Thus we have S  S ∪ T and ψ0(x) ≥ u(x) for all x ∈ S.
It follows from Theorem 2 that
0 ≤
∫
S
−∆p,ωψ0

ψ
p
0 − up
ψ
p−1
0

−∆p,ωu

up − ψp0
up−1

. (14)
Suppose that λ0,ω(q) ≤ 0. Since∆p,ωu ≤ q|u|p−2u in S and ψ0 is an eigenfunction corresponding to λ0,ω(q), we have
(14) ≤
∫
S
λ0,ω(q)ψ
p−1
0

ψ
p
0 − up
ψ
p−1
0

= 0.
Thus by Theorem 2, ψ0(x) = u(x) for all x ∈ S. It implies that
0 ≥ λ0,ω(q)ψp−10 (x) = −∆p,ωu(x)+ q(x)up−1(x) ≥ f (x)
for all x ∈ S. It contradicts f : S → [0,∞)with f ≢ 0. Hence λ0,ω(q) > 0.
Since (iii) implies (ii), we now show that (i) implies (iii).
(i)⇒ (iii) It follows from Lemmas 2 and 3 and Theorem 3 that there exists aminimizer u0 of Ep inAσ ,S and theminimizer
u0 is a solution of Eq. (13) and it is nonnegative. 
Now, we deal with the uniqueness of a solution satisfying Eq. (13).
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Theorem 5. For a function f : S → [0,∞) and σ : ∂S → [0,∞), if a function q satisfies λ0,ω(q) > 0, then the solution
of (13) is unique. Moreover, in the case of f ≡ 0 and σ ≡ 0, the solution is the zero function on S, in the other case, the solution
is a positive function on S.
Proof. The uniqueness of a solution of (13) is proved by Theorem 1 and the positivity of the solution is trivial by
Theorem 3. 
Now, we are in a position to state and prove the Dirichlet principle for the operatorLp,q,ω .
Theorem 6. For functions q : S → R with λ0,ω(q) > 0, f : S → [0,∞) with f ≢ 0 and σ : ∂S → [0,∞) with σ ≢ 0, u is a
solution of Eq. (13) if and only if u is a minimizer of Ep,q onAσ ,S .
Proof. (⇐) It is trivial by Lemmas 3 and 2.
(⇒) It is easily proved by the uniqueness of a solution of (13). 
3. A bound of the smallest Dirichlet eigenvalue
In this section, we focus on a sufficient condition to guarantee that the smallest Dirichlet eigenvalue is positive. To find
it, we first derive a lower bound of the smallest Dirichlet eigenvalue in terms of the constant defined as follows:
hS := min
T

∑
x∈T
∑
y∈S¯\T
ω(x, y)
max{vol T , vol(S¯ \ T )}

for a nonempty subset T ⊆ S. We denote that the constant hS is a positive value because we only consider connected graphs
with boundary.
Following a similar argument used in the proof of the equivalence of Lp and Lq-norms in finite dimensional Banach spaces,
one can easily prove the following result.
Lemma 4. For 0 < p ≤ q <∞ and a subset U of S¯,
(min
x∈U dωx)
1
p− 1q
−
x∈U
|f (x)|qdωx
 1
q
≤
−
x∈U
|f (x)|pdωx
 1
p
≤ (volU) 1p− 1q
−
x∈U
|f (x)|qdωx
 1
q
.
Lemma 5. Let S = {x1, . . . , xn} and ∂S = {xn+1, . . . , xm}. For f : S¯ → [0,∞) satisfying f (xi) ≤ f (xi+1), i = 1, . . . , n − 1
and f (x) = 0, x ∈ ∂S,
1
2
m−
i=1
m−
j=1
|f (xj)− f (xi)|ω(xj, xi) ≥ hS
n−
i=1
f (xi)dωxi.
Proof. We consider the cut Ci = {{xj, xk} ∈ E(S¯)|1 ≤ j ≤ i < k ≤ m} and define αi by
αi =
∑
e∈Ci
ω(e)
max
 ∑
0<j≤i
dωxj,
∑
i<j≤n
dωxj

for i = 1, . . . , n. Then we have
1
2
m−
i=1
m−
j=1
|f (xj)− f (xi)|ω(xj, xi) =
m−
i=1
−
i≤j≤m
|f (xj)− f (xi)|ω(xj, xi)
≥
 n−
i=1
(f (xi+1)− f (xi))
−
e∈Ci
ω(e)

≥

n−
i=1
(f (xi+1)− f (xi))
∑
e∈Ci
ω(e)
∑
0<j≤i
dωxj
max
 ∑
0<j≤i
dωxj,
∑
i<j≤n
dωxj


≥

min
1≤i≤nαi
  n−
i=1
(f (xi+1)− f (xi))
−
0<j≤i
dωxj
 .
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It is clear that
min
1≤i≤nαi ≥ minT hS(T ) (15)
and
n−
i=1
(f (xi+1)− f (xi))
−
0<j≤i
dωxj = −
n−
i=1
f (xi)dωxi. (16)
Thus from (15) and (16), we have
1
2
m−
i=1
m−
j=1
|f (xj)− f (xi)|ω(xj, xi) ≥ hS
n−
i=1
f (xi)dωxi. 
Now we show a lower bound of the smallest eigenvalue λ0,ω(q)which is depended on the given function q.
Theorem 7. For 1 < p <∞ and a given function q : S → R,
λ0,ω(q) ≥ h
p
S
2
min
x∈S dωx
vol S
p 1p− 12 
+min
x∈S q(x).
Proof. Let p and l be a pair of conjugate exponents. By reordering, we can put S := {x1, . . . , xn} satisfying φ0(xi) ≤
φ0(xi+1), i = 1, . . . , n− 1, and ∂S := {xn+1, . . . , xm}. Then
λ0,ω(q) =
1
2

S¯ ∇p,ωφ0 · ∇ωφ0 +

S q|φ0|p
S¯ |φ0|p
≥
1
2

S¯ ∇p,ωφ0 · ∇ωφ0
S¯ |φ0|p
+min
x∈S q(x)
= 1
2


S¯ ∇p,ωφ0 · ∇ωφ0
S¯ |φ0|p
 1
p

∑
x,y∈S¯
|φ0(y)+ φ0(x)|lω(x, y)∑
x,y∈S¯
|φ0(y)+ φ0(x)|lω(x, y)

1
l

p
+min
x∈S q(x).
By Hölder inequality, we have−
x,y∈S¯
|φ0(y)− φ0(x)|pω(x, y)

1
p
−
x,y∈S¯
|φ0(y)+ φ0(x)|lω(x, y)

1
l
≥
−
x,y∈S¯
|φ20(y)− φ20(x)|ω(x, y) (17)
and by Lemma 5, we get
(17) ≥ 2hS
−
x∈S
|φ0(x)|2dωx.
Now we calculate the denominator. It follows from Lemma 4 that−
x∈S¯
|φ0(x)|pdωx
 1
p
−
x,y∈S¯
|φ0(y)+ φ0(x)|lω(x, y)

1
l
≤
−
x∈S¯
|φ0(x)|pdωx
 1
p

2l
−
x∈S¯
|φ0(x)|ldωx
 1
l
≤ 2
 vol S
min
x∈S dωx

 1p− 12  −
x∈S
|φ0(x)|2dωx

.
Hence we have
λ0,ω(q) ≥ h
p
S
2
min
x∈S dωx
vol S
p 1p− 12 
+min
x∈S q(x). 
Weremark that it follows from the above theorem thatwehave a sufficient condition for the smallest Dirichlet eigenvalue
to be positive. Namely, if
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q(x) > −h
p
S
2
min
x∈S dωx
vol S
p 1p− 12 
for all x in S, then the smallest Dirichlet eigenvalue λ0,ω(q) is positive. Moreover, since
hpS
2

minx∈S dωx
vol S
p 1p− 12 
is a positive
value, we have that even though q has a negative value, λ0,ω(q) can be positive.
4. Inverse problems
In this section, we discuss the inverse conductivity and potential problems on the network which recovers the weight ω
and the function q of the given network by using input–output data on the boundary. Especially, we consider Dirichlet data
as input data and Neumann data as output data. Namely, we assume that u(z), ∂u
∂p,ωn
(z), z ∈ ∂S and ω|∂S×S¯ are known. It
is a natural assumption because we can get these data by boundary measurements. But even though we are given all these
data on the boundary, we are not guaranteed, in general, to be able to identify the weightω and the function q uniquely. For
example, we consider a graph S¯ whose vertices and edges are as follows:
with S = {x1, x2, x3}, ∂S = {z1, z2}, ω(z1, x1) = 1, ω(z2, x3) = 1 and other weights are unknown. Let u : S¯ → R and
q : S → R be functions satisfying
−Lp,q,ωu(xi) = 0 (18)
for i = 1, 2, 3, p = 3 and u(z1) = 9, u(z2) = 5. We also assume that
∂u
∂p,ωn
(z1) = −9 and ∂u
∂p,ωn
(z2) = −1.
The problem is to determine ω(xi, xj), u(xi), q(xi) for i, j = 1, 2, 3 with i ≠ j. From the facts that ω(z1, x1) = 1, ω(z2, x3) =
1, u(z1) = 9, u(z2) = 5, ∂u∂p,ωn (z1) = −9 and ∂u∂p,ωn (z2) = −1, we easily check that u(x1) = 6 and u(x3) = 4. It follows from
Eq. (18) that
0 = −9− |u(x2)− 6|(u(x2)− 6)ω(x1, x2)+ 4ω(x1, x3)+ 36q(x1)dωx1,
0 = −1− |u(x2)− 4|(u(x2)− 4)ω(x2, x3)− 4ω(x1, x3)+ 16q(x3)dωx3,
0 = |u(x2)− 6|(u(x2)− 6)ω(x1, x2)+ |u(x2)− 4|(u(x2)− 4)ω(x2, x3)+ q(x2)|u(x2)|u(x2)dωx2.
These equations have infinitely many solutions. Thus to uniquely determineω(xi, xj), u(xi), q(xi) for i, j = 1, 2, 3 with i ≠ j,
we need more information. In this example, if we add conditions
ω(x1, x2) ≥ 1, ω(x2, x3) ≥ 1, ω(x3, x1) ≥ 0,
q(x1)dωx1 ≥ 0, q(x3)dωx3 ≥ 0, and q(x2)dωx2 ≥ 109 ,
then there exist unique solutions ω(x1, x2) = 1, ω(x2, x3) = 1, ω(x3, x1) = 0, q(x1) = 0, q(x3) = 0, q(x2) = 109 and
u(x2) = 3. Hence from this example, we need other information beyond the above data to determine the weight and the
function q, uniquely. We now state and prove the main result in this section with this point of view.
Theorem 8. For i = 1, 2, let ωi be the weight satisfying ω1 ≤ ω2 on S¯ × S¯ and ω1(x, z) = ω2(x, z) for all x ∈ S and z ∈ ∂S,
and qi : S → R be a function such that λ0,ωi(qi) > 0 and q1(x)dω1x ≤ q2(x)dω2x for all x in S. Let two functions u1, u2 : S¯ → R
satisfy −∆p,ωiui(x)+ qi(x)|ui(x)|p−2|ui(x)| = 0, x ∈ S,
ui(z) = σ(z), z ∈ ∂S, (19)
for i = 1, 2 and a given function σ : ∂S → [0,∞) with σ ≢ 0.
If ∂u1
∂p,ω1n
(z) = ∂u2
∂p,ω2n
(z) for all z ∈ ∂S, then we have
(i) u1 ≡ u2 on S¯,
(ii) ω1(x, y) = ω2(x, y) whenever u1(x) ≠ u1(y) (or u2(x) ≠ u2(y)),
(iii) q1(x)dω1x = q2(x)dω2x for all x in S.
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Proof. For each i = 1, 2 we define
Ii[v] := 12
∫
S¯
∇p,ωiv · ∇ωiv +
∫
S
qi|v|pdωi
for v inAσ ,S . Since the condition that ω1(x, z) = ω2(x, z) on S × ∂S implies dω1z = dω2z for all z in ∂S, it follows from the
condition ∂u1
∂p,ω1n
≡ ∂u2
∂p,ω2n
on ∂S that
I1[u1] =
∫
S
(−∆p,ω1u1 + q1|u1|p−2u1)u1 +
∫
∂S
(−∆p,ω1u1)u1 (20)
=
∫
∂S
(−∆p,ω1u1)u1 (21)
=
∫
∂S
(−∆p,ω2u2)u2 (22)
=
∫
S
(−∆p,ω2u2 + q2|u2|p−2u2)u2 +
∫
∂S
(−∆p,ω2u2)u2 (23)
= 1
2
∫
S¯
∇p,ω2u2 · ∇ω2u2 +
∫
S
q2|u2|pdω2 . (24)
Moreover, the conditions ω1 ≤ ω2 on S¯ × S¯ and q1(x)dω1x ≤ q2(x)dω2x for all x in S imply
(24) = 1
2
−
x,y∈S¯
|u2(y)− u2(x)|ω2(x, y)+
−
x∈S
q2(x)|u2(x)|pdω2x (25)
≥ 1
2
−
x,y∈S¯
|u2(y)− u2(x)|ω1(x, y)+
−
x∈S
q1(x)|u2(x)|pdω1x (26)
= I1[u2]. (27)
Hence we have I1[u1] ≥ I1[u2]. By the Dirichlet principle, we have u1 ≡ u2 on S¯. From now on, we put u(x) = ui(x) for all
x ∈ S¯, i = 1, 2. We already know that I1[u] = I2[u] from (24), namely,
1
2
−
x,y∈S¯
|u(y)− u(x)|p(ω2(x, y)− ω1(x, y))+
−
x∈S
(q2(x)dω2x− q1(x)dω1x)|u(x)|p = 0.
Since each term of the above equation is nonnegative, we have
|u(y)− u(x)|p(ω2(x, y)− ω1(x, y)) = 0 (28)
for all x, y in S¯ and
(q2(x)dω2x− q1(x)dω1x)|u(x)|p = 0 (29)
for all x in S. Hence from (28), we have ω1(x, y) = ω2(x, y) whenever u1(x) ≠ u1(y) (or u2(x) ≠ u2(y)). It follows from
Theorem 4 that u(x) ≠ 0 for all x ∈ S. Thus Eq. (29) implies that q2(x)dω2x = q1(x)dω1x for all x in S. 
We remark that from the above theorem, we also know that if there exists x in S such that u(x) ≠ u(y) for all y ∼ x,
then we have ω1(x, y) = ω2(x, y) for all y ∼ xwhich implies that q1(x) = q2(x). Thus the third result in the above theorem
represents that if a vertex x in S satisfies u(x) ≠ u(y) for all y ∼ x, then q1(x) = q2(x) at the vertex x and otherwise,
q1(x)dω1x = q2(x)dω2x.
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