Abstract-In traditional cellular networks, the network planning scheme is imperative for satisfying the coverage and traffic requirement. The rapidly growing number of users in today's cellular networks demands more base stations (BSs) to accommodate the increasing traffic load. The dense deployment results in severe energy consumption, which is often overlooked by existing network planning schemes. In this paper, an energyaware network planning scheme is proposed to reduce the energy consumption of BSs by leveraging the coverage extension functionality of the inter-cell cooperation. The network planning problem is formulated as a mixed integer programming problem, which is solved with the Lagrangian relaxation method. Numerical results show that the energy efficiency can be enhanced by as much as 20% compared with the non-cooperative scheme without violating the QoS requirement. It is also shown that the proposed scheme is robust to the energy consumption structure of the BSs, and thus can be used with various types of BSs.
I. INTRODUCTION
N ETWORK planning is of great significance for the cellular system operation. In network planning schemes, the positions of candidate base stations (BSs) are carefully evaluated and the appropriate sites are selected for the BS deployment to fulfill the coverage and traffic demand. Recently, the rapidly increasing number of subscribers as well as the traffic load calls for more BSs and supporting facilities, which results in much higher energy consumption. It is reported that the IT industry will take 2% to 10% of world wide energy consumption in 2015 [1] . In terms of wireless systems, the cellular network size is developed dramatically, which leads to intolerable energy consumption. Taking China as an example, . This ever-growing trend of the energy consumption has attracted notable research efforts, from wire-line network [3] to wireless cellular networks [4] - [7] . Therefore, great attentions should be paid to address the energy conservation issue in future network planning schemes.
Recent researches demonstrate that the energy of cellular networks is mainly consumed by the BSs, rather than the core network [1] , [4] . In the case of UMTS, BSs altogether contribute between 60% to 80% energy consumption of the overall network [1] . Various energy-aware resource allocation schemes are proposed to reduce the radio transmission power of the BSs. However, the energy consumption of a BS includes not only the dynamic part proportional to the transceiver power, but also the basic/static power corresponding to the power unit, cooling systems, etc, and the later often accounts for the main portion of the total energy consumption [7] , [8] . As a result, it is preferable to reduce the number of BSs. On the other hand, the decreased number of deployed BSs leads to the reduction of network capacity, which can violate the traffic requirement and cause the coverage problem. Increasing the transmission power can partially compensate for the problem, but may not benefit the network energy efficiency due to the increased dynamic power. Most existing network planning schemes mainly focus on reducing the number of BSs [18] - [20] , [23] - [25] , since it directly relates to the deployment cost. However, none of these works take the energy efficiency as the first priority, as they fail to accomplish a good balance between the static and dynamic power consumption of the BSs.
Therefore, to realize energy efficient BS planning, we propose to use multi-BS/inter-cell cooperation [11] , [12] . With the help of the coverage extension functionality, the inter-cell cooperative transmission can effectively reduce the number of deployed BSs, and at the same time keep the transmission power low. In Fig.1 , we illustrate the basic idea and the benefit of BS cooperation with 19 users and 5 BSs. The dashed lines demonstrate the transmission ranges of the BSs with default transmission power budget. Without inter-cell cooperation, the coverage of each BS is a circle and all of the 5 BSs should be deployed to guarantee the coverage requirement, as shown in Fig.1(a) . Otherwise, the transmission power of each BS should be increased. This not only increases dynamic power as previously mentioned, but also leads to inter-cell interference, which cannot be handled by traditional single-cell transmission. However, if the neighboring BSs can transmit cooperatively (e.g., BS1 and BS4, BS2 and BS5) to enlarge their coverage area, all of the 4 users served by BS3 can be covered by the other BSs, and thus BS3 can be powered off to achieve energy saving, as what Fig.1(b) shows. This example clearly illustrates the potential energy reduction by introducing inter-cell cooperation, which motivates the BS planning scheme in this paper.
A. Related Work
Recently, the focus on the energy saving issue in cellular networks has shifted from terminals to the network side, and it is also realized that the BSs actually account for most of the energy consumption [1] , [4] . Accordingly, dynamic operation control to optimize the energy efficiency of cellular networks has been proposed [4] - [6] . These works mainly focus on dynamic BS sleeping. Access point sleeping is also investigated for WLAN systems in indoor environment to save energy or use solar energy [9] , [10] . Nevertheless, very limited work considers energy efficiency from the network planning point of view. Ref. [7] discusses the impact of deployment parameters, e.g., the inter-BS distance and the transmission power, on the network energy consumption, and the benefits of implementing micro-cells are also highlighted. However, the planning method is not investigated.
For the network planning scheme of conventional noncooperative networks, the coverage is the major concern [17] - [20] , [23] , [24] . It is often assumed that several discrete positions are candidate BS locations and part of them are selected for deployment so that the coverage requirement is guaranteed and the deployment cost is minimized. Such problem is often modeled as the classic set cover problem [19] , which is well known to be NP-hard. Many heuristic solutions have been proposed, e.g., p-median [14] , p-center [15] , and tabu search [20] . This formulation is practical when the voice traffic dominates and the traffic load of the cellular network is not the system bottleneck. However, the data traffic increases dramatically in recent years. Under such transition, the coverage based cell planning problem formulation should be modified so that the traffic demand requirements, as well as the QoS issues related to channel path-loss, can be reflected. Utility-based optimization method were proposed to improve the energy consumption performance [16] . Nevertheless, none of the above consider both the signal coverage and traffic requirements at the same time, and most works merely consider the signal coverage, which is only suitable for voice traffic.
Inter-cell cooperative communication [11] , [12] has become such a hot topic that plenty of works have been done such as capacity enhancement, link quality improvement, energy saving, etc. But very few provided a detailed network planning scheme with multi-cell cooperation. In [25] , the authors illustrate the benefits of multi-BS cooperation on reducing the required number of BSs with a simple topology. In their following work [26] , systematic evaluations of the multi-BS cooperation gain of the coverage, handover and costs are provided, and they also discussed some BS planning problem formulations with only signal coverage constraints. In [27] , the cost of optical fiber backhaul is considered in addition to the BS deployment cost, and the optimal cost efficient inter-BS distance is calculated. However, the above papers do not provide any specific BS planning algorithms. For relay station (RS) cooperation, RS placement algorithms with continuous candidate site constraint is presented in [29] . RS planning in WLAN networks is investigated in [28] , with the objective of enhancing the network capacity. We remark that the planning schemes for RSs, which often focus on a single cell, cannot be directly applied in multi-cell environment due to the basic difference between the two cooperative transmission types.
B. Contributions and Organization
In this paper, we exploit the BS cooperation gain in planning BS locations to minimize the total energy consumption, and guarantee both the coverage and traffic requirements. The key contributions are: First, the BS deployment problem is formulated as a mixed integer programming problem, which targets at minimizing the energy consumption including the static and dynamic power consumption of BSs, while satisfying both the coverage and traffic QoS requirements. Our formulation can also handle cooperative BS clustering, and users can have different serving clusters based on their positions, which is a desired flexible feature for inter-cell cooperation [13] , [26] . Second, while mixed integer programming problem is challenging to solve, a modified Lagrangian relaxation (LR) method is used to solve the problem iteratively with acceptable complexity. Finally, the performance is evaluated in detail to investigate the energy efficiency of the proposed network planning scheme. The numerical results validate that the proposed network planning scheme is able to save as much as 20% of overall network energy consumption when the traffic load is low to median. We also show the robustness of the proposed scheme against the BS energy consumption model, i.e., the ratio between the dynamic power and the static power. Moreover, the impact of the traffic distribution unevenness on the energy saving efficiency is demonstrated.
The rest of this paper is organized as follows: In Section II the system model of the proposed network planning scheme is first discussed. Then a fundamental network planning problem is formulated in Section III, after which a low-complexity Lagrangian relaxation method is proposed to solve the optimization problem in Section IV. Section V provides the numerical results to validate the effectiveness of the proposed scheme. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
A multi-cell cellular network is considered. There are M candidate sites (CSs) of BSs for potential deployment. The positions of the CSs are determined by the BS deployment requirement, such as height, coverage and measurement environment. We follow the test point (TP) concept in [18] , where the traffic distributed within a certain area is abstracted into discrete TPs. Here the traffic among the whole area is assumed to be abstracted to N TPs. The discrete TPs can approximate the continuous traffic distribution when the granularity of TP positions is fine enough.
The transmission power of each BS is fixed to P and the noise power is N 0 . The system bandwidth is denoted by B. Each BS is assumed to occupy the entire spectrum, i.e., factor-1 frequency reuse strategy is adopted. After the BSs are deployed, the frequency planning can be done as what reference [17] indicates.
The design goal of the network planning scheme is to achieve the minimum energy consumption on the condition that the QoS requirement of each TP is satisfied. In this paper, we only consider the data traffic, because for next generation cellular networks, even the voice traffic will be carried by IPbased data packets [22] . Moreover, as will be described in the problem formulation, the traffic requirement is transformed into the rate requirement of each user. Any kind of traffic can be handled as long as its rate requirement is specified, and so does the voice traffic. In the ith test point TP i , the user arrival is a Poisson process with arrival rate λ i (with the unit of user/s). The file length of each user is assumed to be fixed, denoted by L. Now the traffic requirement is transformed into the resource allocation constraints. For the data traffic, the resource allocated for each TP should guarantee that the average service delay does not exceed the QoS requirement. As the Poisson distribution of the arrival process has been assumed, the M/G/1 queue model can be utilized to compute the transmission rate requirement of TP i to satisfy the delay requirement [35] :
where
ri is the traffic intensity of TP i , r i is the transmission rate allocated to TP i , T th is the average delay bound, and σ 2 i is the service rate variation normalized by the mean square. By using this formula, the delay requirement of each TP is transformed into the transmission rate requirement:
is calculated by solving (1) with equality. Therefore, in the rest of the paper, the transmission rate requirement unifies all the traffic QoS requirements including load, average delay, etc.
Before the cooperative transmission, the set of cooperative BSs should be determined for each TP. In this paper we define that for any TP i , only the CSs close enough to TP i can be leveraged for cooperative transmission. Whether by cooperation or not, each TP can be served by a BS only if the receiving signal to noise ratio (SNR) of the TP is above the minimum required threshold τ min . That is because the pilot signal of the BS should be received correctly by the TP for synchronization and call establishment. Therefore the set of CSs that can serve TP i , denoted by A i , is determined as follows:
where G ij is the channel gain from CS j to TP i , and d ij represents the distance between TP i and the jth CS, and d max is a constraint of the maximum association distance. The cardinality of A i is A i = |A i |, which means only A i CSs can serve TP i . Clearly, more CSs are able to enhance the signal strength and decrease the inter-cell interference. However, it is not optimal to select as many CSs as possible to join the cooperation cluster, since the cooperation prevents the chances of parallel transmission of neighboring CSs which reduces the spectrum efficiency. We assume that at most A (max) CSs can serve each TP cooperatively to form a cooperation cluster. Then the number of possible cooperation clusters of TP i is given by
where Ai a is the a-combination number out of A i . Each of the possible cooperation clusters is is a subset of A i . For the kth cooperation cluster (k = 1, 2, ..., K i ), the set of CSs selected for cooperative transmission is denoted by D ik and the complement of
To be clear, after the concept of cooperation cluster is introduced, we redefine the indexes in this way: We use i for TPs, and use j for CSs, and use k for cooperation clusters.
The BSs in the cooperation cluster jointly transmit the user signal with the maximum ratio transmission (MRT) scheme, since in this case, the channel from the cooperating BSs to TP i is a MISO (multiple-input single-output) channel, and MRT is the optimal precoding scheme for the MISO channel [37] with Gaussian noise. Denote h ij as the channel from BS j to TP i . The combined channel vector from all the BSs in the cooperation cluster k to TP i is denoted by h ik , of which the size is 1 × |D ik |, and the vector elements are the channel 
Once the kth cooperation cluster is selected to serve TP i , the transmission rate is calculated by the following expression:
where I i is the sum of interference power from all of the CSs to TP i , no matter whether the CS is deployed or not.
Parameter θ ∈ [0, 1] is the bandwidth inefficiency, and Γ ≥ 1 is the coding inefficiency. From the user's point of view, the interference is always the sum of interference power. This definition provides a conservative inter-cell interference estimation to guarantee the effectiveness of the proposed network planning scheme. In other words, it is a worst-case estimation of the transmission rate, and it does not depend on the site selection of other clusters. We further assume that each user occupies the whole bandwidth and therefore the interference only depends on the locations of interfering BSs. It can be seen from the definition that the interference from the complement set is not considered. That means once a cooperation cluster D ik is utilized, all the CSs in A i but out of the cluster, i.e., within the complement set E ik = A i − D ik will not be deployed. The reason is that these BSs may introduce high level of interference to TP i . Due to these two simplifications, the user rate and the CS selection of other users are decoupled, and thus we can write the rate of each user as a function of its own CS selection. As a result, the complexity of optimization problem is reduced. Otherwise, the LR decomposition can not be realized. We will evaluate the simplifications through simulations in Section V, and show that they lead to small performance loss. Each BS utilizes time division multiple access (TDMA) method to distinguish the packets for the TPs either transmitted solely by the BS itself or transmitted by a cooperation cluster including the BS. Denoted by z ik the portion of traffic served by the kth cooperation cluster for TP i , which is a continuous variable ranging from 0 to 1.
III. OPTIMAL NETWORK PLANNING PROBLEM
The target of the network planning scheme is to maximize the overall energy efficiency by virtue of the inter-cell cooperative transmission. We denote x j as the binary variable indicating whether the jth CS is selected, i.e.:
The basic energy consumption of the jth CS is denoted by c j , which includes the static energy consumption of infrastructure devices (such as cooling system and baseband signal processor) [7] as well as deployment and maintenance cost. Notice that c j is irrelative to the radio energy consumption, i.e., the dynamic power consumption. The radio energy consumption of TP i using the kth cooperation cluster is defined as e ik , which is determined by the size of cooperation cluster, the power amplifier efficiency, and the traffic load allocated to this cooperation cluster. The values of e ik is set as follows:
where ε is a constant, and | · | is the cardinality of a set.
Introducing |D ik | means that the radio energy is proportional to the number of cooperation BSs for user i with cooperation cluster k. The backhaul that supports the BS cooperation also consumes energy, which is also proportional to the number of BSs involved, and thus it can also be modeled into ε. However, since the energy model for backhaul is not available currently, this will be considered in our future work. Therefore, the radio energy consumption of TP i using the kth cooperation cluster is given by
(7) where we remark that z ik is the portion of traffic served by the kth cooperation cluster for TP i , and thus factor
represents the time fraction that the users abstracted in TP i are scheduled with cooperation cluster k. While it is assumed that the BS transmission power is fixed, it is reasonable that the radio energy consumption is proportional to the service time. Therefore, for every TP, by selecting the appropriate set of CSs, as well as allocating appropriate proportion of the traffic to each of its cooperation cluster, the radio energy consumption can be derived.
The optimization goal of the network planning scheme is to minimize the energy consumption including both basic and radio energy consumption, i.e.:
For a network planning scheme, each of the cooperation cluster should first be guaranteed feasible. Therefore the following constraints exist:
where the first constraint indicates that each cooperation cluster cannot be used until all the CSs within the cooperation cluster D ik are deployed. The second constraint means that if at least one of the CSs within the complement set is deployed, this cooperation cluster cannot be used, since the strong interference from these deployed non-cooperative BSs cannot be mitigated. Due to the hardware limitations of the mobile terminals, currently it is hard to implement sophisticated interference cancelation schemes. Therefore it is required to avoid strong interference. Also, all the adopted cooperation clusters should share their resources to satisfy the rate requirement of each TP, i.e.:
Apart from that, for each CS j, the sum of the time fractions occupied by its served TPs should be no more than 1, i.e.:
Finally, for clarity, we present the complete optimization problem as follows:
where r ik is given by (4), which can be calculated when the TPs and CSs are given, therefore, in the above problem, r ik are constants. The optimization variables are z ik and x j . Since x j is constrained to be 0 or 1, Problem (13) is a mixed integer programming problem, and is difficult to be solved analytically with acceptable complexity. Hence a suboptimal network planing solution is proposed in next section.
IV. SOLUTION OF THE NETWORK PLANNING PROBLEM

A. Lagrangian Relaxation Method
Mixed integer programming problem is notorious for its difficulty in converging to the optimal value due to the discontinuous feasible set. Numerous works have been focusing on exploiting good heuristic algorithms to achieve the approximation of the optimal result, such as neural network [24] , simulated annealing [30] and Lagrange relaxation (LR) [31] . As the experiments in [31] suggest, the computation complexity of LR method is much lower than the other methods. Especially, the formulation of Eq. (13) is similar to the multi-dimensional knapsack problem [32] in the sense of objective function and the capacity constraints. Particularly, in our proposed algorithm, with Lagrange relaxation the dual problem can be decomposed into several fractional knapsack problems. The Lagrange relaxation (LR) method is more attractive to solve this problem since the multi-dimensional knapsack problem can be accurately approximated by LR method with good convergence results and fast convergence speed [32] .
In this section, we first propose the heuristic solution based on the LR of the original problem. Then a simple procedure is introduced to find an initial admissible solution as the start point to search for the optimization result.
B. Algorithm Description
The LR method includes a series of iterative procedures, and finally the updated solution converges to a near-optimal result. We first relax the constraint Eq.(11) with Lagrangian multipliers β i for each TP i. The partial Lagrangian relaxed problem is obtained as follows:
However, even this dual problem can not be easily solved, since it is still a mixed integer programming. Therefore, based on the relaxed problem, we first decide the integer variables x j , i.e., the candidate cite selection, at the beginning of each round by the following greedy method.
By rearranging the target function of the above Lagrangian relaxed problem, we have,
which can be decomposed into M subproblems, one for each CS, as
subject to (5), (9), (10), and (12), for any given CS j. Leaving the constraints (10) aside, the subproblem for CS j can be rewritten as
This is a fractional knapsack problem which can be solved by a greedy algorithm [40] . Following the algorithm in [32] , 
|D ik * | z ik * ; 11: end while 12: LR j = min{LR j , 0}.
the weight of each cooperation cluster w ik is first computed as
The choice of the weight is from the standard greedy algorithm [40] for solving the fractional knapsack problem, which is the cost divided by the demand factor in the constraints, where we eliminate the constant L. For each CS j, all of the cooperation clusters which belongs to with negative weights are sorted in ascending order. Since the object is to minimize the cost, only the negative weights are considered. Because positive weights will increase the objective function, their associated z ik must be zero, and thus they can be simply ignored in the first place. Each cooperation cluster is added in order until the total resource constraint (18) is violated. The procedure to get LR j is shown as Algorithm 1.
The following heuristic criterion is utilized to determine the deployment of CS j:
The intuition behind this heuristic [20] is to avoid the CS deployment that leads to large energy consumption. Based on the BS selection result x = {x j } M j=1 and according to (15) , the solution of the dual problem is obtained. According to duality property [38] , the solution of the dual problem is smaller than the optimal solution of the primal problem, and thus the solution of the dual problem serves as the the lower bound to the original problem, denoted by E min :
We now obtain a BS selection result through (20) for this round. Based on the BS selection, the optimal resource allocation of each cooperation cluster in this round is achieved by solving the following linear programming, which can be efficiently solved:
where the optimization variables are z ik , since x is already decided by Eq. (20) .
Denoted by E ub the solution of problem (22) . 1 Then E ub is compared with the existing best result, which is denoted by E max . Replace E max with the newly derived energy consumption E ub if the latter is smaller. At the first round, E max is set as the energy consumption of an initial admissible solution, which is calculated by a procedure described in Section IV-C.
After that, we calculate the dual cost of the relaxed constraints with the lower bound solution from the Lagrangian relaxed problem (15) . We implement the classical subgradient method [38] , [39] to update the dual cost. Fist, the subgradients are calculated
The dual costs
should be updated in each round. In the nth round, the step size γ is first computed as:
where η is a predefined value, normally set between 0 and 2, and reduced by a factor once there is no difference among the adjacent deployment results for a specified number of rounds. As long as the choice of η satisfies certain conditions, convergence can be guaranteed, and it has marginal impact on the performance. The detailed discussions can be found in [32] . Then β can be updated by the following expression:
If the number of iterative rounds does not reach the total round threshold, the next round is operated. When the iteration terminates, E max is the final energy consumption result. Finally, the pseudo-code of the algorithm is shown as Algorithm 2. For the ease of understanding, Table I summarizes the symbol notation.
Algorithm 2: The Procedure of LR Method
Output: x opt , E max , E min 2: Find an initial solution of z and x by the method in Section IV-C. Calculate the corresponding total energy consumption as the initial value of E max ; E min = 0; 3: while Round ≤ Iteration do 4: Find BS selection x = {x j } by Eq. (20) and get the lower bound E lb by Eq. (21); 5: Based on x, obtain the upper bound E ub by solving the problem (22); 6: E min = max{E min , E lb }; 7: if E ub < E max then 8: E max =E ub ; x opt = x; 9: end if 10: Update the step size γ using Eq. (24) and dual cost β using Eq. (25); 11: Round = Round + 1; 12: end while 13: Terminate.
C. Method to Find the Starting Point
In the Lagrangian method, an initial feasible solution should be found as the starting point for the iterative algorithm. It is shown in previous works that the appropriate selection of the initial solution is important for the convergence speed and the final result [32] , a simple yet effective initial solution is proposed. The initial solution is in fact obtained through a heuristic search for a BS deployment without inter-cell cooperation. The details are as follows: First the list of TPs waiting for service is established, and initially the waiting list contains all the TPs. From the waiting list, each CS sorts the TPs, of which A i contains the CS, with the decreasing order of the channel gain. Then each CS accommodates the associated TPs in order until the bandwidth constraint is violated. After that, the CS with largest accommodated traffic demand is selected and all of the TPs served by this CS are removed from the waiting list. The process iterates and one CS is selected in each round until the TP waiting list is empty. Notice that, the obtained BS selection for the initial solution does not involve any cooperation among BSs.
D. Implementation Issues
We only consider the cooperation among one type of BSs, however the algorithm is also suitable for the cooperation among micro BSs, as some works have been proposed to use micro BSs to reduce the energy consumption [21] due to their low static power. Our method can be used to deploy micro BSs in addition to macro BSs, the only extra issue is that the user traffic should be pre-divided into macro-BS network and micro-BS network, because traffic load, represented by the user rate requirements, is input parameter of the BS planning problem.
The proposed algorithm requires the TP and CS information. Based on the traffic estimation, one can use the traffic abstraction method proposed in [18] to determine the positions of each TP and its parameter λ i . Also, the service provider the lower bound of the deployment problem (13) could decide the number of CSs, and their positions based on the budget of the initial cell site investigation. The channel gain is obtained according to the channel measurement. The transmission power and the ratio of the radio energy over the static power is determined based on the type of BSs to be implemented.
V. PERFORMANCE EVALUATION
A. Scenario Setup
We adopt the following set of parameters: the modified Okumura-Hata model is adopted as the large-scale channel fading model [36] . The channel model is 2-dimensional and does not consider the height of the BSs. The impact of BS height on the design of BS planning is left in our future work. τ min is fixed to 3dB. We set the maximum number of cooperative BSs A (max) = 3. The choice of this value is a typical example, and as reference [13] suggests, cluster size larger than 3 BSs achieves marginal performance improvement. The system bandwidth for each CS is 10MHz and the transmission power of each CS is P = 40dBmW. White Gaussian noise power density is N 0 = −174dBm/Hz [36] . Without loss of generality, we assume that the parameters θ and Γ both equal to 1 in the simulations.
Our simulation is based on grid topologies, where all the TPs are evenly located in a square area. The distance between neighboring TPs is fixed to 100m as the default value. A varying number of CSs are randomly distributed in this area. For the ease of computation, in the simulations the average delay bound is set to infinity, and thus the only constraint is that the service rate should be at least equal to the arrival data rate to make the queue stable [35] , i.e., the traffic intensity ρ i ≤ 1. Therefore the rate requirement r i = r
In each TP, the user arrival rate is λ i = 1 user/s with Poisson distribution. The file size is fixed to L i = 10Mbits.
The basic/static energy consumption of each BS c i is set as a random variable between 200W and 250W. The values are just for reference, as our method is not restricted to any range of BS energy consumption, rather we will change the ratio between the basic energy consumption and the radio energy consumption by tuning ε. In other words, for any static energy consumption value, as long as ε keeps the same, the planning result will not be affected. As mentioned previously, the radio energy consumption of each cooperation cluster is proportional to the number of cooperative BSs within the cooperation cluster. As what references [1] , [8] suggest, the radio energy consumption only takes approximately 5% of overall energy consumption, as a default setting, the constant ε is randomly selected from 10W to 15W, i.e., ε = ε 0 (1+RV ), where RV is a random variable with uniform distribution of [0, 0.5] and ε 0 = 10. Later we will also scale ε 0 . The energy consumption of the proposed network planning scheme is compared with the classic non-cooperative cell planning scheme [20] , where each user can associate with only one BS, and we also modify the objective function of [20] taking into account the radio energy consumption and the rate expression in the constraints with path-loss model. Specifically, the objective function of [20] is j c j x j , and we modify it to j (c j + i z ij e ij )x j , where since each TP can only associate to one BS, the variables representing the TPcluster association z ik are changed to z ij , and so does the radio energy consumption e ij . The analytical results are averaged over 10 randomly generated topologies in each scenario. The maximum number of rounds is Iteration = 200, as we can see in Fig. 2 , it is large enough to guarantee convergence.
B. Simulation Results
We first verify the convergence and convergence speed of the proposed Lagrangian problem solution. The proposed network planning algorithm is run on a personal computer with Intel Core2 2.6GHz CPU and 2G memory. Fig. 2 shows how the upper and lower bounds converge under a sample scenario with 64 TPs and 25 CSs, and each TP has a 2Mbps Table II , which shows that the proposed LR algorithm converges to a stable network planning result with acceptable time.
We also verify the effectiveness of the LR algorithm in Fig.  2 and Table III . Under our problem settings, the brute-force search for the optimal solution is highly complex. Therefore it is not possible to compare the proposed algorithm with the optimal solution obtained through brute-force search. In fact, in the LR algorithm, we can get the upper and lower bounds of the energy consumption. Since the lower bound is smaller than the optimal solution, the relative gap between E min and E max is the maximal possible deviation from our solution to the optimal solution. Fig. 2 shows that the gap between the converged upper and lower bounds is quite small. Table III shows how the average ratio of the lower bound over the upper bound, which in fact is our final solution, changes with the traffic demand of each TP varying from 4 to 20 Mbps. We can see that the average gap from the optimal is generally small, and even in the worst case, the optimal solution consumes as least 82% energy of our solution.
To provide a direct concept of how inter-cell cooperation benefits the energy consumption, a simple deployment result is illustrated in Fig. 3 . A scenario with 36 TPs and 10 CSs is given. The link quality from each TP to all of the three BSs can be found in Table IV . For simplicity only the deployment of B1, B2 and B3 is illustrated in Fig. 3 , which we remark that is part of the whole deployment result. Since each TP is in the center of the square, therefore we simply demonstrate the coverage of the whole square according to the association relationship of the center TP. As a result, the coverage is in fact the border of the squares. Also, note that the coverage area not only depends on the distance, but also on the association relationship provided by the algorithm result. The figure shows that without inter-cell cooperation, B1 must be deployed to fulfill the coverage requirement of U1, as neither B2 nor B3 has strong enough signal to connect to U1 (shown in Table IV ). When the cooperation among BSs is allowed, the deployment result is shown in Fig. 3(b) . Table IV shows that by introducing inter-cell cooperation, U1 can be served by the cooperation of B2 and B3. Consequently, B2 and B3 are able to serve all of the 5 users originally associating with B1 in the non-cooperative deployment result. Finally B1 does not need to be deployed and the system energy consumed by B1 is saved. Although in Table IV we only show the link SINR, the benefit of inter-cell cooperation in terms of spectral efficiency can be inferred. In fact, the rate gain can be observed in the following results, in which the number of deployed BSs is reduced with BS cooperation. Since in our problem formulation the minimum user rate requirement is satisfied, reducing the required number of BSs, in other words, represents the enhanced system spectrum efficiency.
We now observe the energy saving performance of the proposed cooperative network planning scheme. The user density varies from 20 to 160 TPs/km 2 to demonstrate the relationship between the energy consumption and user density. The total number of CSs is fixed to 30. It is shown in Fig. 4 that the cooperative network planning scheme has as much as 20% energy saving over non-cooperative scheme when the user density is low. That is because the cooperative network planning scheme can leverage the inter-cell cooperation to extend the coverage of each BS such that the overall number of deployed BS is cut down, which is shown in Fig. 4 . Although the radio energy consumption may increase, intercell cooperation can reduce the number of deployed BSs, which on the other hand reduces the basic energy consumption significantly. As a result, the overall energy consumption is still reduced notably. It is also observed that as the user density increases, the energy saving gain diminishes. This is mainly because the coverage problem is not the bottleneck of the network any more and the coverage extension has less advantages.
The impact of traffic demand on the performance of the proposed scheme is observed. The number of TPs is fixed to 64, the number of BSs is fixed to 30. The arrival density of each TP varies from 1 user/s to 5.5 user/s. It is illustrated in Fig. 5 that when the rate demand of each TP is higher than 35Mbps, the cooperative gain is always higher than 20%. It is also observed that, the energy saving gain is much more significant than the BS number reduction. This is because the inter-cell cooperation can greatly reduce the transmission energy consumption, therefore substantial savings on the dynamic power consumption are obtained.
The impact of CS density is also important, as it is related to the cost for the initial investigation on determining the CSs. Therefore it is interesting to observe its impact on the network energy efficiency. The 64-TP scenario is adopted. The number of candidate BSs varies between 16 and 34. Fig. 6 shows that as the CS density increases, the energy efficiency is increased for both cooperative and non-cooperative transmission, because there are more CSs to select. We can exploit more opportunities to leverage the inter-cell cooperation to reduce the number of deployed BSs, as shown in Fig. 6 . Therefore, the selection of CS number should trade off between the energy efficiency gain and the cost for the initial investigation on determining the CSs.
Then the impact of traffic distribution on the energy saving performance of the proposed network planning scheme is observed. The 64-TP scenario with 25 CSs is also adopted. Several hot areas are randomly generated, where each hot area covers an 3 × 3 TP area with higher traffic demand. The traffic distribution satisfies two-dimensional Gaussian distribution. The average traffic load is 1 Mbps and the variation is 5dB, as [33] suggests. The number of hot areas varies from 0 to 10. Fig. 7 illustrates that as the traffic distribution unevenness increases (the number of hot area increases), the energy efficiency increases as well. There are more BSs in cooler areas which transmit cooperatively for the BSs in the hot areas. Therefore the total number of BSs required can be reduced more significantly, as shown in Fig. 7 . On the other hand, if there are too many hot areas, e.g., over 8 hot areas, the capacity becomes the major constraint of the network planning and the cooperative gain diminishes.
Finally, the impact of the ratio between radio power and the basic/static power on the BS planning scheme is shown in Fig. 8 . In this set of simulations, the 64-TP scenario with 25 CSs is also adopted. We scale ε 0 from 0 to 40, corresponding to the scenarios that the radio energy is 0% to 20% of the basic energy, and note that 20% is in fact a very high portion that the radio energy could account for [7] , [8] . When the radio energy increases to a certain value, the average number of deployed BSs also starts to increase, since now it is more beneficial to reduce inter-BS distance to save transmission power. It is important to note that the proposed scheme results for stable BS deployment number for a fairly wide range of ε 0 . Also, with inter-cell cooperation, the BS deployment is even more robust to the energy model. This indicates that our method can be used for the deployment of various types of BSs with different energy profiles.
VI. CONCLUSION
The inter-cell cooperation can greatly enhance the energy efficiency of cellular networks by increasing the coverage area of each BS. An energy-aware network planning scheme is proposed, which leverages inter-cell cooperation to well balance the basic/static and dynamic power of BSs for energy conservation. The optimal network planning problem is formulated as a mixed integer programming problem and an approximate solution is proposed. Simulation results show that the overall energy consumption is decreased by over 20% compared with the existing schemes while the system QoS is guaranteed. It is also observed that the low network density and traffic distribution asymmetry lead to higher energy efficiency gain. Moreover, the proposed scheme is robust to the energy consumption structure of the BSs, and thus can be used with various types of BSs with different ratios of basic and radio energy consumption. 
