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Abstract
A variational coarse-graining framework for heterogeneous media is developed that allows
for a seamless transition from the traditional static scenario to a arbitrary loading conditions,
including inertia effects and body forces. The strategy is formulated in the spirit of computa-
tional homogenization methods (FE2) and is based on the discrete version of Hill’s averaging
results recently derived by the authors. In particular, the traditional static multiscale scheme
is proved here to be equivalent to a direct homogenization of the principle of minimum poten-
tial energy and to hold exactly under a finite element discretization. This perspective provides
a unifying variational framework for the FE2 method, in the static setting, with Dirichlet or
Neumann boundary conditions on the representative volume element; and it directly mani-
fests the approximate duality of the effective strain energy density obtained with these two
types of boundary conditions in the sense of Legendre transformation. Its generalization to
arbitrary loading conditions and material constitutive relations is then immediate through the
incremental minimum formulation of the dynamic problem a` la Radovitzky and Ortiz (1999,
Comput. Methods in Appl. Mech. and Eng. 172(1), 203-240), which, in the discrete setting,
is in full analogy to the static problem. Interestingly, this coarse-graining framework is also
applicable to atomistic simulations, directly revealing the analogy between the stress tensor re-
sulting from the homogenization procedure in the presence of micro inertia effects, and the Virial
stress tensor commonly used to characterize molecular systems. These theoretical developments
are then translated into an efficient multiscale FE2 computational strategy for the homoge-
nization of a microscopic explicit dynamics scheme, with two noteworthy properties. Firstly,
each time incremental problem can be solved exactly with a single Newton-Raphson iteration
with a constant Hessian, regardless of the specific non-linearities or history-dependence of the
micro-constituents’ behavior; and the method thus represents a quasi-explicit multiscale solver
(QEMS). Secondly, the scheme concurrently solves for the microscopic and macroscopic degrees
of freedom, in contrast to standard approaches based on sequential or nested minimizations. The
method is illustrated over a simple one-dimensional layered composite and its dynamic response
is compared to that obtained via a standard single scale finite element procedure. The results
indicate the capability of QEMS to capture the dynamic behavior in the range of frequencies
permitted by the premises of separation of length scales. In particular the dispersion properties
are accurately predicted and the expected convergence behavior to the exact solution is observed
with respect to both, the spatial and temporal discretizations.
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1 Introduction
Direct simulation of materials with fine microstructure is often prohibitively expensive, despite the
advent of increasingly large high performance computing platforms. This is even more true for the
recently developed metamaterials with engineered nanostructure, where the constituents’ length
scales may even go below the micron range (Schaedler et al., 2011). Techniques that take advan-
tage of such separation of length scales and provide the homogenized behavior are therefore of high
interest. Among the analytical methods, one can highlight, without being comprehensive, varia-
tional methods such as Γ−convergence, asymptotic homogenization schemes, variational bounds,
and exact relations for specific microstructures. For details on these techniques we refer the readers
to Braides (2002); Bensoussan et al. (2011); Sa´nchez-Palencia (1980); Milton (2002); Tartar (2009);
E (2011); Fish (2013) and references there in. These methods have been extremely successful, pri-
marily in the static case, with a recent increased interest in the dynamic setting where micro-inertia
plays a crucial role, e.g. Sabina and Willis (1988); Willis (1997); Chen and Fish (2001); Andrianov
et al. (2008); Srivastava and Nemat-Nasser (2012); Fish et al. (2012); Nassar et al. (2015). They
often provide closed-form solutions for the effective behavior, which may directly be used in compu-
tations. However, in scenarios where the microstructure undergoes complex evolutions, or when the
dynamic behavior is influenced by the finite size or non-periodic nature of the sample, these meth-
ods may no longer be suitable. Computational homogenization methods, such as FE2 techniques,
represent an alternative to directly incorporate micromechanical information into a finite element
procedure (Suquet, 1987; Hou and Wu, 1997; Kouznetsova et al., 2002). In these schemes, the ef-
fective behavior is obtained at each quadrature point of the macroscopic discretization by solving a
coupled boundary value problem on a representative volume element (RVE) of the microstructure.
The FE2 procedure has been applied to various fields, including composites (Feyel and Chaboche,
2000; Terada et al., 2000), polycrystalline materials (Miehe et al., 1999, 2002; Blanco et al., 2014),
elastic and plastic porous media (Smit et al., 1998; Reina et al., 2013), adhesives (Matousˇ et al.,
2008), quasi-brittle separation laws (Nguyen et al., 2011) and wave propagation in metamaterials
(Pham et al., 2013).
The theoretical foundations of the micro-macro coupling in FE2 methods lies on the celebrated
averaging theorems of Hill (1963, 1972). These original statements were framed in the static setting,
and are thus only valid when the wavelength of the waves traveling through the material are much
larger than the size of the heterogeneities. However, with the growing interest in the effects of
micro-inertia on the macroscopic transient response of both, natural (Jacques et al., 2012) and
man made materials (Kushwaha et al., 1993; Camley et al., 1983), various extensions of Hill’s
averaging relations to the dynamic setting have been proposed (Molinari and Mercier, 2001; Wang
and Sun, 2002; Reina, 2011; Jacques et al., 2012; Pham et al., 2013; de Souza Neto et al., 2015).
In this work we provide a general framework for the micro-to-macro transition that allows to
seamlessly consider arbitrary loading conditions (static or dynamic, with or without body forces);
material behavior (elastic, viscoelastic or plastic) as well as continuous descriptions or discrete finite
element approximations; and it does not require the introduction of any additional hypothesis or
kinematic relation with respect to the traditional static scenario. It therefore provides a unified
treatment for the various extensions of Hill’s theorems that have been proposed in the literature,
cf. Ricker et al. (2009); Reina (2011); de Souza Neto et al. (2015) for problems with body forces;
and (Liu and Reina, 2015) for a discrete version of the averaging relations. The rational for the
framework is depicted in Figure 1, and it is based on a variational coarse-graining of the principle
of minimum potential energy (incremental principle for the dynamic case, cf. Radovitzky and
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Ortiz (1999)), which is justified both mathematically and physically. Interestingly, it encloses the
approximate duality between the static problem with Dirichlet or Neumann boundary conditions
for the RVE in the sense of Legendre transformation; and it can also be applied to atomistic
models recovering the well-known Virial formula for the stresses. The variational nature of the
proposed multiscale framework naturally leads to a FE2 computational homogenization strategy.
In particular, the coarse-graining of an explicit dynamic integration scheme for the dynamic problem
leads to a numerical approach with two noteworthy properties. Firstly, the method is quasi-explicit,
in the sense that it may be solved within a single Newton-Raphson iteration. The Hessian of the
incremental variational problem is constant, even for non-linear and history dependent materials,
and exclusively depends on the spatio-temporal discretization. It may therefore be pre-computed
at the beginning of the simulation delivering a highly-efficient numerical scheme. Secondly, the
quasi-explicit multiscale solver (QEMS) concurrently solves for the micro and macro degrees of
freedom, in contrast to the traditional sequential or nested solvers.
Figure 1: Rational for extending Hill’s averaging relations to the dynamic case.
The manuscript is organized as follows. After introducing some notation in Section 2, the
classical averaging results for the static problem are reviewed in Section 3. These are recast as a
variational problem in Section 4, providing a rational for its extension to general loading conditions.
Such generalization is achieved in 3 steps, cf. Figure 1. Firstly, in Section 5, the static averaging
results are shown to hold exactly under a finite element discretization. Secondly, the variational
framework is naturally extended, in the discrete case, to the case of body forces in Section 6, and to
the dynamic setting in Section 7. Finally, in Section 8 the general micro-macro relations are derived
in the continuum framework and are shown to coincide with their discrete counterparts, indicating
that the averaging and discretization operations commute. Next, in Section 9, the formula for
the Virial stresses associated to atomistic simulations is recovered from this general formulation.
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The theoretical developments are then used to formulate a concurrent quasi-explicit multiscale
scheme (QEMS), which is explained in detail in Section 10. The numerical strategy is applied in
Section 11 to a one-dimensional stratified composite and compared to the solutions obtained with a
traditional single scale finite element method. The results indicate that the FE2 method is capable
of accurately predicting the dispersion properties of the material. Finally, Section 12 provides some
conclusions for the present investigation.
2 Notation
The analyses in the following sections are cast in the standard Lagrangian description of deformable
bodies, where the position at time t of every material point X in the reference configuration Ω0 is
given by x = ϕ(X, t). The deformation gradient F is defined as F = ∇ϕ. In the dynamic case
(the static case being an obvious particularization), the deformation mapping ϕ(X, t) is required
to satisfy the following initial boundary value problem
∇ ·P+ ρ0B = ρ0ϕ¨, in Ω0, (1)
ϕ = ϕ¯, on ∂Ω0,1, (2)
PN = T¯, on ∂Ω0,2, (3)
ϕ(X, t = 0) = ϕ0(X), ϕ˙(X, t = 0) = V0(X), in Ω0, (4)
where ϕ¯ and T¯ are the prescribed deformation mapping and the prescribed traction, respectively,
and ϕ0(X) and V0(X) are the initial position and velocity fields. In the equations above, P
denotes the first Piola-Kirchhoff stress tensor, ρ0 is the density per unit volume in the reference
configuration, B are the body forces per unit mass, N is the outward unit normal to the domain Ω0,
and ϕ˙ and ϕ¨ denote the material velocity and acceleration respectively, i.e., ϕ˙ = ∂ϕ∂t (X, t) and ϕ¨ =
∂2ϕ
∂t2
(X, t). As usual, it is assumed that the boundary of the domain satisfies ∂Ω0 = ∂Ω0,1 ∪ ∂Ω0,2,
and ∂Ω0,1 ∩ ∂Ω0,2 = ∅.
Two levels of description will be considered in the following: macroscopic and microscopic.
In order to differentiate them, the superscript M will be used to identify the macroscopic fields,
whereas no superscript will be used for the microscopic quantities. Similarly, ∇M will be used
to denote the gradient with respect to the coordinates XM, and ΩM0 will denote the macroscopic
domain in the reference configuration. Often, the macroscopic quantities will result as the average
of the corresponding microscopic fields. This average operation will be denoted by
〈·〉 = 1|Ω0|
ˆ
Ω0
· dV, (5)
where |Ω0| denotes the volume associated to Ω0 and dV is the volume differential. When needed, the
surface differential will be denoted by dS. Standard indicial notation will be used in the derivations.
Lower case indices will refer to the deformed configuration and upper case indices for the reference
configuration. When derivatives are present, no distinction will be made in the indices with regard
to the scale (macroscopic or microscopic). It will be clear from the context whether the indices
refer to ∇ or ∇M.
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3 Review of computational homogenization in the static case with
no body forces
If the deformation of a heterogeneous material satisfies separation of length scales, i.e., charac-
teristic size of the constituents (micro-length-scale) small compared to characteristic length of the
macroscopic deformation (macro-length-scale), the stresses and strains at a macroscopic material
point of the continuum may be regarded as uniform. Yet, the different constitutive behavior of the
micro constituents, naturally lead to rapidly changing fields at the microstructural level, which are
responsible for the macroscopic observables. The relation between the micro and macro fields and
the constitutive relations at a given macroscopic material point may be derived with the help of a
representative volume element (RVE) (Hill, 1963). The RVE represents the material neighborhood
and needs to be sufficiently large to be statistically representative of the material’s heterogeneities
(Ostoja-Starzewski, 2006; Balzani et al., 2014), but small compared with the macro-length scale.
This is of course possible under the assumption of separation of length scales previously stated.
Computational homogenization techniques are based on the formulation of appropriate bound-
ary value problems on the RVE associated to macroscopic material points to obtain the effective
constitutive relations, and derive, if needed, the evolution of the microstructure. The choice of the
boundary conditions and the micro-macro relations are based on the seminal papers of Hill (Hill,
1967, 1972) and later developments and applications (Rice, 1970; Hashin, 1972; Mandel, 1972;
Havner, 1982; Willis, 1981; Suquet, 1987; Nemat-Nasser, 1999). These were originally devised for
the static case with no body forces and are recalled below in the context of finite deformations.
See Nemat-Nasser and Hori (2013), for instance, for equivalent results in the linearized kinematic
setting.
Given an arbitrary stress tensor P in equilibrium (∇ · P = 0), and an arbitrary compatible
deformation gradient F (F = ∇ϕ), not necessarily related to each other, it is readily obtained by
successive application of the divergence theorem, that (Nemat-Nasser, 1999)
|Ω0|〈FiJ〉 =
ˆ
∂Ω0
ϕiNJ dS, (6)
|Ω0|〈PiJ〉 =
ˆ
∂Ω0
PiQXJNQ dS, (7)
|Ω0|
(〈PiJ F˙iJ〉 − 〈PiJ〉〈F˙iJ〉) = ˆ
∂Ω0
(PiJNJ − 〈PiJ〉NJ)
(
ϕ˙i − 〈F˙iQ〉XQ
)
dS. (8)
From classical results for oscillating functions (see for example Cioranescu and Donato (1999),
Chapter 2), average quantities of the microscopic fields are the natural choice for the macroscopic
counterparts. It is then customary to require PM = 〈P〉 and FM = 〈F〉. Equation (8) thus indicates
that the average rate of stress work rate is equal to macroscopic stress work rate under any of the
two following boundary conditions for the RVE
ϕ = FMX, on ∂Ω or PN = PMN, on ∂Ω. (9)
Furthermore, these conditions imply, cf. Eqs. (6) and (7), that PM = 〈P〉 and FM = 〈F〉, as desired.
As a result, either, the affine displacement or traction boundary conditions stated in Eq. (9) lead to
a well-defined boundary value problem on the RVE from which to obtain the effective constitutive
behavior. It is well known that displacement boundary conditions lead to a stiffer result than stress
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boundary conditions. Best results are typically obtained upon the application of periodic boundary
conditions, which also lead to a null value of the right hand side of (8), and thus satisfy equality of
micro and macro work rate. We further note that including the macroscopic translation into the
boundary conditions, i.e.,
ϕ = ϕM + FMX+ ϕ˜, (10)
with ϕ˜ periodic, leaves the above results invariant, cf. Chapter 1 Nemat-Nasser and Hori (2013).
The term ϕM informs the RVE of the macroscopic translation, whereas the macroscopic rotation
is included in FM.
If the microconstituents of the RVE are hyperelastic, the Piola-Kirchhoff stress tensors can be
derived from the free energy W (F) as P = ∂W∂F , and Hill’s averaging results may be recast in a
variational framework (Hill, 1967; Hashin, 1972; Willis, 1981). In particular, WM = 〈W (F∗,X)〉
evaluated at the equilibrium solution for the microscopic problem, denoted by superscript *, acts
as a macroscopic energy density from which the macroscopic stresses may be derived,
PM =
∂WM
∂FM
. (11)
This variational perspective can be generalized to a wide class of non-hyperelastic materials.
In particular, materials exhibiting non-Newtonian viscosity, strain rate sensitivity or arbitrary flow
and hardening rules, have a pseudo-elastic strain energy density Wn+1 = W (Fn+1;Fn,Qn) from
which the incremental stress-strain relation may be derived, i.e., Pn+1 = ∂W
n+1
∂Fn+1
, where the indices
n and n + 1 refer to the time tn and tn+1 = tn + ∆t, respectively, and Qn are the value of the
internal variables at time tn. These pseudo-elastic potentials can then be used in place of W above,
and the equivalence of micro and macro stress work rate holds for the incremental problem (Ortiz
and Stainier, 1999; Miehe et al., 2002).
4 Rational towards a general variational coarse-graining frame-
work
In order to generalize the previous statements to more general situations, we take a different, but
equivalent perspective for the above results. In particular, the following statement is considered as
the fundamental underlying principle: the energy of any subdomain is invariant with respect to the
level of coarse-graining. As a result, the macroscopic strain energy shall be defined, for energetic
consistency, as WM(ϕM,FM) =
〈
W
(
ϕ∗
(
ϕM,FM
)
,X
) 〉
, see for instance Chapter 13 Milton (2002).
By the separation of length scales discussed on the previous case, such average is independent of
the specific choice of the RVE, as long as it is statistically representative of the material.
Once the macroscopic strain energy density is identified, the macroscopic solution can then be
obtained by direct application of the principle of minimum potential energy,
min
ϕM
ΠM = min
ϕM
[ˆ
ΩM0
WM(ϕM,FM) dV M −
ˆ
∂ΩM0,2
T¯M ·ϕM dSM
]
(12)
where the minimization is performed over all fields ϕM compatible with the macroscopic displace-
ment boundary condition on ∂ΩM0,1. In particular,ˆ
ΩM0
[
∂WM
∂ϕM
−∇M ·
(
∂WM
∂FM
)]
δϕM dV M +
ˆ
∂ΩM0,2
[(
∂WM
∂FM
)
NM − T¯M
]
δϕM dSM = 0, (13)
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for all variations δϕM such that δϕM = 0 on ∂ΩM0,1. Therefore,
∂WM
∂ϕM
−∇M ·
(
∂WM
∂FM
)
= 0, in ΩM0 and
(
∂WM
∂FM
)
NM = T¯M, on ∂ΩM0,2, (14)
where ∂WM/∂ϕM and ∂WM/∂FM can be evaluated given the microscopic equilibrium equations.
For the static case in the absence of body forces, these are ∂WM/∂ϕM = 0 and ∂WM/∂FM = 〈P〉.
That is,
∇M · 〈P〉 = 0, in ΩM0 and 〈P〉NM = T¯M, on ∂ΩM0,2, (15)
The equilibrium with the external tractions, cf. Eq. (13), implies that the macroscopic stress tensor
shall be defined as PM = ∂WM/∂FM, which in this case is 〈P〉. The relation PM = 〈P〉 thus
becomes a consequence of the conservation of energy upon coarse graining.
In a similar spirit to the extension of the classical Hill theorems, in their variational form,
to inelastic materials (Ortiz and Stainier, 1999; Miehe et al., 2002), the strategy to generalize
the procedure just outlined to situations where body forces and inertia are present will consist
on finding an effective microscopic strain energy density from which the microscopic equilibrium
equations can be obtained. This is done in three steps.
(i) We first show in Section 5 that the above results hold true and exactly under a standard finite
element discretization, i.e.,
ϕh(X) =
∑
a
ϕaNa(X), (16)
where ϕa are the nodal values of the deformation mapping and Na are the shape functions,
smooth within each element. In this case, the microscopic strain energy density is then a
function of the nodal values of the deformation mapping ϕa, i.e. W (ϕa).
(ii) Next, in Section 6, we discuss for the static case with body forces B that the potential
energy density constitutes an effective microscopic energy density, i.e., Weff(ϕa) = W (ϕa)−
ρ0B · (
∑
aϕaNa). Note, that thanks to the finite element discretization, the effective energy
density depends exclusively on the nodal values ϕa and is thus analogous to case (i). In the
continuum setting, such effective strain energy density would depend both on ϕ and F, and
would therefore not be in full analogy to a general hyperelastic strain energy density W (F).
(ii) Finally, in Section 7, we account for inertia by recasting the dynamic problem as an incremen-
tal variational problem, following the work of Radovitzky and Ortiz (1999). The potential
energy density for this dynamic problem, upon discretization, solely depends on the nodal
values of the deformation mapping and can thus be considered as an effective strain energy
density analogously to (i) and (ii).
Once Hill’s theorems have been generalized in a discrete finite element setting, the averaging
results are rederived in the continuum framework in Section 8, and the operations of discretization
and coarse-graining are shown to commute, cf. Figure 1.
5 Finite element discretization and discrete micro-macro relations
for the static problem with no body forces
The derivation of the classical averaging results of Hill makes recurrent use of divergence theorem,
both for the stress field and the deformation gradient. In a recent publication by the authors (Liu
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and Reina, 2015), it is shown that relation (6)-(8) still hold exactly (and not approximately) for
a finite element formulation, where the equilibrium equations are only satisfied in a weak sense
and the divergence theorem is, in general, no longer applicable. In particular, for a RVE with
displacement boundary conditions
ϕha = ϕ
M + FMXa, or ϕ
h
a = ϕ
M + FMXa + ϕ˜a, for a ∈ ∂Ω (17)
the microscopic stress tensorPh, which satisfies the weak equilibrium equations (
´
Ω0
PiJNa,J dV = 0
for the interior nodes) and the deformation gradient Fh =
∑
aϕa∇Na, satisfy
〈Fh〉 = FM, (18)
〈Ph : F˙h〉 = 〈Ph〉 : 〈F˙h〉, with PM = 〈Ph〉. (19)
We note that Ph may fail to be continuous, as is the case, for instance, for piecewise linear shape
functions, and thus the proof of Eq. (19) cannot proceed as in the smooth case, by successive
application of the divergence theorem. Rather, the results are obtained (Liu and Reina, 2015) from
the weak statement of the equilibrium equations and standard properties of the shape functions
(Hughes, 2012): local support (each Na vanishes over any element not containing the node a);
Kronecker delta property, Na(Xa′) = δaa′ ; partition of unity,
∑
aNa(X) = 1; and linear field
reproduction,
∑
aNa(X)Xa = X. For C
0 finite elements, the displacements are continuous and
Eq. (18) can be derived with the help of the divergence theorem.
This discrete version of Hill’s averaging results may also be recast in a variational framework
for hyperelastic materials. To show this, we separate the node set {a} into interior nodes (body
nodes) {b} and boundary nodes (at the contour of the domain) {c}. For simplicity, we consider
the boundary conditions ϕhc = ϕ
M + FMXc and discuss its generalization to the case of periodic
boundary conditions later, in Section 8.3. Then, by the principle of minimum potential energy, the
microscopic equilibrium equations are obtained as
min
ϕb
Π[ϕa] =
ˆ
Ω0
W
(∑
a
ϕa ⊗∇Na
)
dV →
ˆ
Ω0
PiJNb,J dV = 0, for all the interior nodes b.
(20)
The nodal displacements at equilibrium are a function of the boundary data ϕM and FM, and we
denote them as ϕ∗a
(
ϕM,FM
)
. By the conservation of the energy density upon upscaling procedures,
the macroscopic energy density is defined as WM(ϕM,FM) = 〈W (ϕ∗a(ϕM,FM))〉, ant it allows to
construct the macroscopic variational problem as in Eqs. (12) and (14). Quantities ∂WM/∂ϕM and
∂WM/∂FM can then be obtained as
|Ω0|δ
〈
W (ϕ∗a(ϕ
M,FM))
〉
=
ˆ
Ω0
PiJ
∑
a
δϕaiNa,J dV =
∑
b
ˆ
Ω0
PiJδϕbiNb,J dV +
∑
c
ˆ
Ω0
PiJδϕciNc,J dV
=
∑
c
ˆ
Ω0
PiJδϕciNc,J dV
=
[∑
c
ˆ
Ω0
PiJNc,J dV
]
δϕMi +
[∑
c
ˆ
Ω0
PiJXcQNc,J dV
]
δFMiQ, (21)
where we have separated the set of nodes {a} into the sets {b} and {c}, and we have made use of
the microscopic equilibrium equations, cf. Eqs. (20), and the boundary conditions for nodes {c}.
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Then, from the properties of the shape functions, it is obtained that∑
a
Na = 1 →
∑
a
Na,J = 0 →
∑
c
Nc,J = −
∑
b
Nb,J , (22)∑
a
XaQNa = XQ →
∑
a
XaQNa,J = δQJ , (23)
which allows to simply Eq. (21) as
|Ω0|δ
〈
W (ϕ∗a(ϕ
M,FM))
〉
= −
[∑
b
ˆ
Ω0
PiJNb,J dV
]
δϕMi +
[∑
c
XcQ
ˆ
Ω0
PiJNc,J dV
]
δFMiQ
=
[ˆ
Ω0
PiJ
∑
a
XaQNa,J dV
]
δFMiQ =
[ˆ
Ω0
PiQ dV
]
δFMiQ = |Ω0|〈PiJ〉δFMiJ ,
(24)
where the equilibrium equations, cf. Eq. (20), have again been used. Therefore ∂WM/∂ϕM = 0
and PM = ∂WM/∂FM = 〈P〉 and the macroscopic equations read, as expected, ∇ ·PM = 0 in ΩM0
and PMNM = T¯M on ∂ΩM0,2.
6 Body forces and the potential energy density
In the presence of body forces, B, the solution of the RVE, when discretized as in Eq. (16) and
subjected to affine displacement boundary conditions, can be obtained via the principle of minimum
potential energy
min
ϕb
Π[ϕa] =
ˆ
Ω0
[
W
(∑
a
ϕa ⊗∇Na
)
− ρ0B ·
(∑
a
ϕaNa
)]
dV. (25)
The minimization is carried out for the interior nodes, whereas the nodes at the boundary are
required to satisfy ϕc = ϕ
M + FMXc. Again, the case of periodic boundary conditions will be
discussed later, in Section 8.3.
Introducing the effective strain energy density Weff(ϕa) = W (
∑
aϕa⊗∇Na)−ρ0B ·(
∑
aϕaNa),
the variational problem described in Eq. (25) is fully analogous to Eq. (20). One can then apply
an identical coarse-graining procedure to that of Section 5 to obtain the macroscopic equilibrium
equations and the appropriate definition of the macroscopic stress tensor. We begin by deriving
the weak form of the equilibrium equations. These read
min
ϕb
Π[ϕa] =
ˆ
Ω0
Weff(ϕa) dV →
ˆ
Ω0
(PiJNb,J − ρ0BiNb) dV = 0, for all the interior nodes b,
(26)
and the equilibrium solution can be written as ϕ∗a = ϕ∗a
(
ϕM,FM
)
.
On their side, the macroscopic equilibrium equations are given by Eqs. (14), withWM(ϕM,FM) =
〈Weff(ϕ∗a(ϕM,FM))〉. Proceeding similarly to Eqs. (21) and (24), ∂WM/∂ϕM and ∂WM/∂FM can
be obtained by taking variations over the macroscopic energy density WM. Separating the nodes
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{a} into the sets {b} and {c}, and using Eqs. (26) and the boundary conditions, one obtains
|Ω0|δ
〈
Weff(ϕ
∗
a(ϕ
M,FM))
〉
=
ˆ
Ω0
PiJ
∑
a
δϕiaNa,J dV −
ˆ
Ω0
ρ0Bi
∑
a
δϕiaNa dV
=
∑
b
δϕbi
ˆ
Ω0
(PiJNb,J − ρ0BiNb) dV +
∑
c
δϕci
ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
=
∑
c
δϕci
ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
=
∑
c
δϕMi
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
+
∑
c
δFMiQXcQ
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
=
∑
a
δϕMi
[ˆ
Ω0
(PiJNa,J − ρ0BiNa) dV
]
+
∑
a
δFMiQXaQ
[ˆ
Ω0
(PiJNa,J − ρ0BiNa) dV
]
.
(27)
Next, by the partition of unity and linear field reproduction properties of the shape functions, as
well as the properties obtained in Eqs. (22) and (23),
|Ω0|δ
〈
Weff(ϕ
∗
a(ϕ
M,FM))
〉
= δϕMi
[ˆ
Ω0
(
PiJ
∑
a
Na,J − ρ0Bi
∑
a
Na
)
dV
]
+ δFMiQ
[ˆ
Ω0
(
PiJ
∑
a
Na,JXaQ − ρ0Bi
∑
a
NaXaQ
)
dV
]
= δϕMi
[ˆ
Ω0
−ρ0Bi dV
]
+ δFMiJ
[ˆ
Ω0
(PiJ − ρ0BiXJ) dV
]
.
(28)
One then obtains, in accordance with previous results in the literature (Ricker et al., 2009; Reina,
2011; de Souza Neto et al., 2015)
∂WM
∂ϕM
= 〈−ρ0B〉 and PM = ∂W
M
∂FM
= 〈P− ρ0B⊗X〉 (29)
and the macroscopic equilibrium equations, cf. Eqs. (14), read
∇M ·PM = 〈ρ0B〉 in ΩM0 and PMNM = T¯M on ∂ΩM0,2. (30)
where the macroscopic body forces are, as expected, ρM0 B
M = 〈ρ0B〉. When the body forces per
unit mass are constant throughout the body and the origin of the reference for the RVE is located
at its center of mass, the macroscopic stresses reduce to PM = 〈P〉, as expected. On the contrary,
if the body forces are not uniform, a total torque may be induced, that would affect the value of
the macroscopic stress tensor in accord with our intuition.
6.1 Remark on the potential energy density
While averaging the principle of minimum potential energy for displacement boundary conditions
in the absence of body forces can be seen as natural, its generalization to other situations, such
as the above, may appear to be a mathematical construct with no intuitive physical support. We
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provide some insight into this issue by reasoning on the potential energy of an RVE with Neumann
boundary conditions, i.e.,
Π[ϕ] =
ˆ
Ω0
W (∇ϕ) dV −
ˆ
∂Ω0
T¯ ·ϕ dS. (31)
Its extension to the case where body forces are included can then be done by analogy between
the term pertaining to external boundary loads,
´
∂Ω0
T¯ · ϕ dS, and that of external body forces,´
Ω0
ρ0B ·ϕ dV .
The principle of minimum potential energy has an unequal treatment of displacement and
traction boundary conditions. In particular, the displacement boundary conditions restrict the
variations of the deformation mapping, while the external loads appear explicitly in the expression
of the potential energy. Yet, it is well known that displacement boundary conditions could be
physically replaced by the forces needed to achieve such displacement at the boundary, leading to
an identical solution. Such strategy is common in the method of Lagrange multipliers, as well as the
standard method for solving hyperstatic (statically indeterminate) structures in structural analysis
(Carpinteri, 2002). This apparent asymmetry between the two types of boundary conditions is
explained with the help of the sketch in Figure 2. In the absence of any boundary conditions,
the minimum of the potential energy corresponds to the infimum of the energy density, where
the function takes a zero value1, cf. Figure 2(a) (in reality, the zero energy corresponds to the
space of rotations but has been represented, for simplicity, as a point in the figure). However, if
displacement boundary conditions are imposed, the minimization needs to be performed in a the
subspace of deformation mappings that satisfy such constraint. This is sketched in Figure 2(b),
where the subspace is represented, for simplicity, as a plane. The zero energy configuration(s) is now
unattainable and the new minimum, represented in red in the figure, is non-trivial (not a rotation).
For the case of traction boundary conditions, the minimization is again unconstrained, but a new
term contributes to the potential energy, namely
´
∂Ω0
T¯ · ϕ dS, whose effect can be considered
equivalent to ‘tilting’ the strain energy density, cf. Figure 2(c). As it can be seen schematically, it
is possible to ‘tilt’ the strain energy density so that its minimum configuration coincides with the
case of Dirichlet boundary conditions.
To further support the averaging of the potential energy density, we note that if one chooses
traction boundary conditions for the RVE corresponding to a given macroscopic material point,
i.e. T = PN = T¯ = PMN, then the microscopic problem solves, in the continuum setting,
min
ϕ
Π[ϕ] =
ˆ
Ω0
W (∇ϕ) dV −
ˆ
∂Ω0
T¯ ·ϕ dS. (32)
From the aforementioned reasonings, the macroscopic strain energy density is then the average of
the potential energy density, which, upon replacement of the boundary conditions and application
of the divergence theorem, reads
WM(PM) = 〈W (PM)〉 −PM : 〈F〉 = 〈W (PM)〉 −PM : FM. (33)
But this is nothing else than the Legendre transform of 〈W (FM)〉 (Rockafellar, 1970), i.e.,WM(PM) '
WM,∗(FM). We note that the equality is only approximate, since the fields with displacement and
traction boundary conditions are generally different, and so are their averaged quantities; see for
1In general W (I) = constant. Without loss of generality we take that constant to be 0.
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Figure 2: Schematic representation of the role of displacement and traction boundary conditions
in the principle of minimum potential energy.
instance Chapter 2 of Nemat-Nasser and Hori (2013) for a discussion on the macropotentials in the
linearized kinematic setting. We further note that full duality between the strain and stress formu-
lation only occurs in the linearized kinematic setting, where the energy is convex and WM,∗∗ = WM
(superscript ∗∗ indicates twice the application of the Legendre transform) (Dacorogna, 2007). In
general WM,∗∗ leads to the convex envelope of WM.
7 Coarse-graining of the discrete dynamic problem
Radovitzky and Ortiz (1999) showed that the time-discretization of the equations of elastodynamics,
cf. Eq. (1), with a Newmark’s algorithm, follow an incremental minimum principle. In particular,
for the specific case of explicit dynamics, the solution of the RVE with displacement boundary
conditions at time tn+1 is given by
Π[ϕn+1] =
ˆ
Ω0
[
ρ0
|ϕn+1 −ϕn+1,pre|2
∆t2
+Pn : ∇ϕn+1 − ρ0Bn ·ϕn+1
]
dV,
→ 2ρ0ϕ
n+1 −ϕn+1,pre
∆t2
= ∇ ·Pn + ρ0Bn, for X ∈ Ω0,
(34)
where ϕn+1,pre := ϕn + ∆t ϕ˙n and Pn and Bn are the stress tensor and body forces, respectively,
at time tn = tn+1 − ∆t. Using a finite element formulation, Eqs. (34) read as a discrete static
problem, cf. Eq. (20), with an effective (incremental) strain energy density
Wn+1eff (ϕai) = ρ0
|∑a(ϕn+1a −ϕn+1,prea )Na|2
∆t2
+ PniJ
(∑
a
ϕn+1ai Na,J
)
− ρ0Bni
(∑
a
ϕn+1ai Na
)
. (35)
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The corresponding weak version of the equilibrium equations for the interior nodes are
ˆ
Ω0
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nb + P
n
iJNb,J − ρ0Bni Nb
]
dV = 0. (36)
By the conservation of the energy density upon upscaling procedures, the incremental macro-
scopic energy density is defined as WM,n+1
(
ϕM,FM
)
= 〈Wn+1eff
(
ϕ∗a
(
ϕM,FM
))〉, and it allows
the construction of the macroscopic incremental variational problem as in Eqs. (12) and (14).
Quantities ∂WM/∂ϕM and ∂WM/∂FM can be obtained from the microscopic equilibrium equa-
tions, cf. Eq. (36), the boundary conditions, considered here to be of Dirichlet type, δϕn+1ci =
δϕM,n+1i + δF
M,n+1
iQ XcQ, and the properties of the shape functions. More specifically,
|Ω0|δ〈Wn+1eff (ϕ∗a(ϕM,FM))〉 =
ˆ
Ω0
∑
b
δϕn+1bi
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nb + P
n
iJNb,J − ρ0Bni Nb
]
dV
+
ˆ
Ω0
∑
c
δϕn+1ci
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
=
ˆ
Ω0
∑
c
δϕn+1ci
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
=
ˆ
Ω0
∑
c
δϕM,n+1i
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
+
ˆ
Ω0
∑
c
δFM,n+1iQ XcQ
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
=
ˆ
Ω0
∑
a
δϕM,n+1i
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,preai )Na′
∆t2
Na + P
n
iJNa,J − ρ0Bni Na
]
dV
+
ˆ
Ω0
∑
a
δFM,n+1iQ XaQ
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
Na + P
n
iJNa,J − ρ0Bni Na
]
dV
=δϕM,n+1i
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
∑
a
Na + P
n
iJ
∑
a
Na,J − ρ0Bni
∑
a
Na
]
dV
+ δFM,n+1iQ
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
∑
a
XaQNa + P
n
iJ
∑
a
XaQNa,J − ρ0Bni
∑
a
XaQNa
]
dV
=δϕM,n+1i
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
− ρ0Bni
]
dV
+ δFM,n+1iQ
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
XQ + P
n
iQ − ρ0Bni XQ
]
dV .
(37)
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Therefore,
∂WM,n+1
∂ϕM,n+1i
=
〈
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
− ρ0Bn
〉
=
〈
ρ0ϕ¨
n − ρ0Bn
〉
, (38)
PM,n =
∂WM,n+1
∂FM,n+1
=
〈
Pn +
(
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
− ρ0Bni
)
⊗X
〉
=
〈
Pn + (ρ0ϕ¨
n − ρ0Bn)⊗X
〉
.
(39)
The superindex n + 1 in the effective macroscopic energy density WM and deformation tensor
FM originates from the fact that Eqs. (36) allow solving for ϕn+1; and such solution has to be
compatible, for consistency, with the boundary conditions given by ϕM and FM at time tn+1.
However, due to the explicit nature of the time integration scheme used at the microscopic level,
2ρ0
ϕn+1−ϕn+1,pre
∆t2
= ρ0ϕ¨
n, or equivalently ϕn+1 = ϕn + ϕ˙n∆t + 12ϕ¨
n∆t2. Therefore, ∂W
M,n+1
∂FM,n+1
physically represents the macroscopic stress at time n, and has been denoted as such in the equation
above.
Expression (39) obtained for the macroscopic stress tensor consists of the average of the micro-
scopic stress tensor, as in the static case, and an often-called dynamic part (Molinari and Mercier,
2001; Jacques et al., 2012), as it includes the effects of micro-inertia. The importance of each of
these two terms in their contributions to PM will be analyzed in Section 11.6, where the simple
case of wave propagation in a layer media is studied in detail with standard finite elements and
via computational homogenization. The relation of Eq. (39) to the continuum stress measure from
atomistic simulations is discussed in Section 9.
Equations (38) and (39) deliver the macroscopic equilibrium equations
∇ ·PM,n + 〈ρ0Bn〉 =
〈
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
〉
= 〈ρ0ϕ¨n〉. (40)
The right hand side of the expression is the time derivative of the average momentum, i.e. 〈ρ0ϕ¨n〉 =
d
dt〈ρ0ϕ˙〉. We note that Eq. (40) and the definition of the macroscopic momentum result exclusively
from the conservation of energy with the coarse-groaning procedure, cf. Section 4, and did not
require any further hypothesis on the micro-macro kinematics, which are in general non-trivial due
to the lack of averaging theorems for the deformation mapping (even in the static case). The precise
way in which the coupled micro-macro problem can be consistently solved is explained in Section
10, and it exemplified for a one-dimensional stratified composite in Section 11.
8 General micro-macro relations for computational homogeniza-
tion
The rational described in Section 4 has provided a general variational framework for coarse-graining
the microscopic equilibrium equations under arbitrary loading conditions and a wide range of
constitutive relations, namely, those that can be recast via variational constitutive updates (Ortiz
and Stainier, 1999). Its only hypothesis is the separation of length scales and it is exclusively based
on the conservation of energy upon coarse-graining. The method, which so far considers a finite
element discretization for the RVE, has been applied to both static and dynamic conditions in
Sections 6 and 7, respectively, for affine boundary conditions and the results are summarized in
Table 1.
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In this section we postulate that such coarse-graining procedure holds true in the continuum
case (with no finite element discretization for the RVE). Although, in such case, the microscopic
effective potential energy depends both on ϕ and F = ∇ϕ, the macroscopic stress tensor and the
macroscopic equilibrium equations resulting from averaging the (incremental) principle of minimum
potential energy are identical, after discretization, to those depicted in the last row of Table 1. We
show such equality in the sections below for both the static case with body forces and for the
dynamic case, both with affine Dirichlet boundary conditions for consistency. The case of periodic
boundary conditions is discussed later in Section 8.3.
8.1 Static case with body forces
Following the same procedure as in Section 6, we begin by writing the principle of minimum
potential energy for the RVE problem and the associated equilibrium equations, i.e.,
min
ϕ
Π[ϕ] = min
ϕ
{ˆ
Ω0
W (∇ϕ,X) dV −
ˆ
Ω0
ρ0B·ϕ dV
}
→ ∇·P+ρ0B = 0, for X ∈ Ω0. (41)
Next, we compute the variations of the average potential energy density of the RVE with respect
to the boundary data. Denoting by Weff = W (∇ϕ,X) − ρ0B · ϕ, one obtains by recursive use of
the divergence theorem
|Ω0|δ〈Weff〉 =
ˆ
Ω0
PiJδϕi,J dV−
ˆ
Ω0
ρ0Biδϕi dV =
ˆ
Ω0
(PiJδϕi),J dV−
ˆ
Ω0
PiJ,Jδϕi dV−
ˆ
Ω0
ρBiδϕi dV.
(42)
Using the equilibrium equations and the boundary conditions, it reduces to
|Ω0|δ〈Weff〉 =
ˆ
∂Ω0
PiJNJδϕi dS =
[ˆ
∂Ω0
PiJNJ dS
]
δϕMi +
[ˆ
∂Ω0
PiJNJXP dS
]
δϕMi,P
=
[ˆ
Ω0
PiJ,J dV
]
δϕMi +
[ˆ
Ω0
(PiJ + PiP,PXJ) dV
]
δϕMi,J
=
[ˆ
Ω0
−ρ0Bi dV
]
δϕMi +
[ˆ
Ω0
(PiJ − ρ0BiXJ) dV
]
δϕMi,J .
(43)
Equations (29) are then recovered, and the resulting macroscopic equilibrium equations are identical
to those obtained using the finite element discretization, cf. Eqs. (30).
8.2 Dynamic case with body forces
Similarly, for the dynamic case, we consider the incremental minimum principle of the potential
energy defined in Eq. (34), and the associated equilibrium equations
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
= ∇ ·Pn + ρ0Bn, for X ∈ Ω0. (44)
Defining Wn+1eff = ρ0
|ϕn+1−ϕn+1,pre|2
∆t2
+ Pn : ∇ϕn+1 − ρ0Bn · ϕn+1, the variation of its average
over the RVE with respect to the macroscopic quantities ϕM and FM can then be readily computed
as
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|Ω0|δ〈Wn+1eff 〉 =
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
δϕn+1i + P
n
iJδϕ
n+1
i,J − ρ0Bni δϕn+1i
]
dV
=
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
− PniJ,J − ρ0Bni
]
δϕn+1i dV +
ˆ
∂Ω0
PniJNJδϕ
n+1
i dS
=
ˆ
∂Ω0
PniJNJ
(
δϕM,n+1i + δF
M,n+1
iQ XQ
)
dS
= δϕM,n+1i
[ˆ
Ω0
PniJ,J dV
]
+ δFM,n+1iQ
[ˆ
Ω0
(PniJXQ),J dV
]
.
(45)
Equations (38) and (39) are recovered and the results are then identical to those previously obtained
by discretizing the microscopic fields via a finite element approximation. Therefore, for both, the
static and the dynamic scenario, the operations of discretization and averaging commute.
8.3 Periodic boundary conditions
Both the discrete and continuum results hold for periodic boundary conditions. The proofs are
similar to those already outlined, and are thus not redone in the main text to avoid repetition.
These may be found, for completeness, in the Appendix A for the discrete setting, and Appendix
B for the continuum analogue.
9 Virial stress
The definition of the macroscopic stresses obtained in Section 7, cf. Eq. (39), is reminiscent of the
definition of stress tensor for atomistic systems, see Admal and Tadmor (2010) for a review on
the topic. The connection, which has been previously suggested, is here made precise thanks to
the discrete averaging results outlined in Section 7 for elastodynamics. In particular, the atomistic
equations of motion in a NVE ensemble follow Newton’s law, which discretized in time with a
forward Euler scheme read
ϕn+1i = ϕ
n
i + ϕ˙
n
i ∆t+
1
2
ϕ¨ni ∆t
2 with mϕ¨ni = f
n
i = −
∂V
∂ϕi
∣∣∣n, (46)
where V is the interatomic potential. Forces fni will also include, when present, external forces
applied to the atoms. Equations (46) can be recast in a variational form, as the following incremental
minimum principle
Π[ϕn+1ai ] =
∑
a
[
ma
|ϕn+1a −ϕn+1,prea |2
∆t2
− fnaiϕn+1ai
]
, (47)
where the subindex a refers now to the individual atoms, and ϕn+1,preai = ϕ
n
ai + ϕ˙
n
ai∆t. For a big
system of atoms with periodic boundary conditions, one may again differentiate between atoms at
the boundary of the simulation box {c}, which satisfy
ϕn+1ci = ϕ
M,n+1
i + F
M,n+1
iJ XcJ + ϕ˜
n+1
ci ,
∂Π
∂ϕn+1ci
= 0 →
∑
c
[
2mc
(ϕn+1ci − ϕn+1,preci )
∆t2
− fnci
]
δϕ˜n+1ci = 0
(48)
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and interior atoms {b}, that obey
∂Π
∂ϕn+1bi
= 0 → 2mb
ϕn+1bi − ϕn+1,prebi
∆t2
− fnbi = 0. (49)
We define, as customary now, the macroscopic (incremental) effective strain energy density as
|Ω0|Wn+1eff =
∑
a
[
ma
|ϕn+1a −ϕn+1,prea |2
∆t2
− fnaiϕn+1ai
]
(50)
and compute its variation with respect to the macroscopic fields ϕM and FM to determine the
macroscopic stress tensor
|Ω0|δWn+1eff =
∑
a
[
2ma
(ϕn+1ai − ϕn+1,preai )
∆t2
− fnai
]
δϕn+1ai
=
∑
c
[
2mc
(ϕn+1ci − ϕn+1,preci )
∆t2
− fnci
](
δϕM,n+1i + δF
M,n+1
iJ XcJ + δϕ˜
n+1
ci
)
=
∑
c
[
2mc
(ϕn+1ci − ϕn+1,preci )
∆t2
− fnci
](
δϕM,n+1i + δF
M,n+1
iJ XcJ
)
,
(51)
where we have separated the set of all atoms into interior and boundary atoms, we have made use
of the equilibrium equations for atoms {b}, cf. Eqs. (49), and the boundary conditions given in
Eqs. (48). Then, using again the equilibrium equations, one obtains
δWn+1eff
δϕM,n+1
=
1
|Ω0|
∑
c
[
2mc
(ϕn+1c −ϕn+1,prec )
∆t2
− fnc
]
=
1
|Ω0|
∑
c
(mcϕ¨
n
c − fnc ) =
1
|Ω0|
∑
a
(maϕ¨
n
a − fna ) ,
PM,n =
δWn+1eff
δFM,n+1
=
1
|Ω0|
∑
a
[
2ma
(ϕn+1a −ϕn+1,prea )
∆t2
− fna
]
⊗Xa = 1|Ω0|
∑
a
(maϕ¨
n
a − fna )⊗Xa,
(52)
where
δWn+1eff
δϕM,n+1
= 0 for self-equilibrated external forces, i.e.,
∑
a fa = 0, and fixed center of mass,
i.e.,
∑
amaϕ¨a = 0. Assuming that is the case, one can then recover the Cauchy stress tensor from
Eq. (52). Eliminating, for easiness in the notation, the super index n attendant to the time step,
and making use of the equilibrium equations, one obtains
σMij = J
M;−1PMiJ F
M;T
Jj =
1
|Ω|
∑
c
(mcϕ¨ci − fci)XcJFM;TJj =
1
|Ω|
∑
c
(mcϕ¨ci − fci)
(
ϕcj − ϕMj − ϕ˜cj
)
=
1
|Ω|
∑
c
(mcϕ¨ci − fci)
(
ϕcj − ϕMj
)
=
1
|Ω|
∑
a
(maϕ¨ai − fai)
(
ϕaj − ϕMj
)
=
1
|Ω|
∑
a
maϕ¨ai
(
ϕaj − ϕMj
)− 1|Ω|∑
a
fai
(
ϕaj − ϕMj
)
,
(53)
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where |Ω| is the (deformed) volume and JM = detFM = |Ω||Ω0| . By the equilibrium of the external
forces,
∑
a fa = 0, and therefore
σ =
1
|Ω|
∑
a
maϕ¨a ⊗ (ϕa −ϕM)−
1
|Ω|
∑
a
fa ⊗ϕa. (54)
Furthermore, if the system in equilibrium is large enough, σ will be constant in time (Touchette,
2009) and equal to its time average over an interval ∆T . Then, defining ϕM
∑
ama =
∑
amaϕa,
averaging over time and integrating by parts, one obtains, using a similar strategy to that of Admal
and Tadmor (2010) in Appendix A,
σ =
1
|Ω|
∑
a
1
∆T
ˆ ∆T
0
ma
(
ϕ¨a − ϕ¨M
)⊗ (ϕa −ϕM) dt− 1|Ω|∑
a
fa ⊗ϕa
' − 1|Ω|
∑
a
1
∆T
ˆ ∆T
0
ma
(
ϕ˙a − ϕ˙M
)⊗ (ϕ˙a − ϕ˙M) dt− 1|Ω|∑
a
fa ⊗ϕa
= − 1|Ω|
∑
a
(
maϕ˙
rel
a ⊗ ϕ˙rela + fa ⊗ϕa
)
,
(55)
where the boundary terms become negligible as ∆T increases (assuming maϕ˙
rel
a ⊗ϕrela is bounded),
and the bar in the last expression indicates time average. The obtained result is precisely the Virial
stress.
10 Quasi-explicit multiscale solver (QEMS) for the dynamic evo-
lution of heterogeneous media
The discrete dynamic coarse-graining framework described in Section 7 naturally leads to a com-
putational FE2 procedure that is based on the homogenization of a microscopic explicit dynamic
evolution. The coupling between the two scales, leads, as expected, to a non-explicit procedure
for the coupled micro-macro problem. However, we will show that the apparent implicit problem
can be exactly solved within a single global iteration of a Newton-Raphson procedure, where both,
the micro and the macro degrees of freedom are concurrently minimized. The Hessian involved is
constant and independent of the material constitutive behavior and it can thus be precomputed
at the beginning of the simulation. This leads to what we call a quasi-explicit multiscale solver
(QEMS).
10.1 Macroscopic finite element discretization and incremental problem
We consider a finite element discretization for the macroscopic problem of the form
ϕM(XM) =
∑
A
ϕMAN
M
A (X
M) (56)
where A are the nodes of the macroscopic mesh, and NMA are the associated macroscopic shape
functions. These may of course be of different nature than those chosen to solve the microscopic
problem. We separate for convenience the set of nodes {A} into those at the boundary of the
macroscopic domain {C} and the interior nodes {B}.
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The weak form of the macroscopic equilibrium equations can be obtained by the incremental
variational principle given in Eq. (12), where the minimization is done over the nodal values of the
macroscopic displacement field. Considering, for simplicity, displacement boundary conditions for
the macroscopic problem, the principle with the finite element discretization just described reads
as
min
ϕM,n+1B
ΠM,n+1[ϕM,n+1A ] = min
ϕM,n+1B
ˆ
ΩM0
WM,n+1
(∑
A
ϕMAN
M
A ,
∑
A
ϕMA ⊗∇MNMA
)
dV M (57)
where WM,n+1 = 〈Wn+1eff (ϕ∗a
(
ϕM,FM
)
)〉, and Wn+1eff is as in Eq. (35). The macroscopic equilibrium
equations are then
δΠM,n+1 =
ˆ
ΩM0
∂WM,n+1
∂ϕM,n+1i
∑
B
δϕM,n+1Bi N
M
B dV
M +
ˆ
ΩM0
∂WM,n+1
∂FM,n+1iJ
∑
B
δϕM,n+1Bi N
M
B,J dV
M = 0 (58)
for all δϕM,n+1Bi , or equivalently, using Eqs. (38) and (39)
FM,n+1Bi =
∂ΠM,n+1
∂ϕM,n+1Bi
=
ˆ
ΩM0
NMB
〈
2ρ0
ϕn+1i − ϕn+1,prei
∆t2
−ρ0Bni
〉
dV M+
ˆ
ΩM0
NMB,JP
M,n
iJ dV
M = 0, (59)
with PM,n defined in Eq. (39). Equation (59) can be solved by recourse of a Newton-Raphson
iterative procedure, namely,
ϕM,n+1,k+1Bi = ϕ
M,n+1,k
Bi −
[
∂FM,n+1,kBi
∂ϕM,n+1B′j
]−1
FM,n+1,kB′j , (60)
where k is the index corresponding to each iteration. The tensor
∂FM,n+1,kBi
∂ϕM,n+1
B′j
= ∂
2ΠM,n+1,k
∂ϕM,n+1Bi ∂ϕ
M,n+1
B′j
is
computed next, and it is shown to be exclusively dependent on the spatio-temporal discretization
of the micro and macro problem, and therefore, independent of k. This leads to a quasi-explicit
computational procedure that simultaneously solves both the micro and macro scale, cf. Figure 3.
10.2 Hessian of the macroscopic problem
We begin by taking variations of FM,n+1Bi , given by Eq. (59),
δFM,n+1Bi =
ˆ
ΩM0
NMB
〈 2ρ0
∆t2
∑
a
δϕn+1ai Na
〉
dV M +
ˆ
ΩM0
NMB,J
〈 2ρ0
∆t2
∑
a
δϕn+1ai NaXJ
〉
dV M (61)
and proceed to relate the variation of the microscopic degrees of freedom, δϕa with the macroscopic
ones, δϕMA . The microscopic boundary nodes {c} are directly related via the boundary conditions,
assumed here to be affine2, i.e.,
δϕn+1ci =
∑
A
δϕM,n+1Ai N
M
A +
∑
A
ϕM,n+1Ai N
M
A,QXcQ, (62)
2Consideration of periodic boundary conditions for the RVE is of course possible and the proofs would proceed in
a very similar manner.
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Figure 3: Flow chart of the multiscale scheme.
whereas for the interior nodes {b}, such relation may be derived from the microscopic equilibrium
equations
0 =
ˆ
Ω0
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nb + P
n
iJNb,J − ρ0Bni Nb
]
dV. (63)
Indeed, variation of this equation gives
0 =
ˆ
Ω0
2ρ0
∆t2
∑
a
δϕn+1ai NaNb′ dV. (64)
Separating again between interior and boundary nodes, and applying the boundary conditions,
cf. Eqs. 62, one obtains
0 =
∑
b
δϕn+1bi
[ˆ
Ω0
2ρ0
∆t2
NbNb′ dV
]
+
∑
c
δϕn+1ci
[ˆ
Ω0
2ρ0
∆t2
NcNb′ dV
]
=
∑
b
δϕn+1bi
[ˆ
Ω0
2ρ0
∆t2
NbNb′ dV
]
+
∑
A
δϕM,n+1Ai N
M
A
[ˆ
Ω0
2ρ0
∆t2
∑
c
NcNb′ dV
]
+
∑
A
δϕM,n+1Ai N
M
A,Q
∑
c
XcQ
[ˆ
Ω0
2ρ0
∆t2
NcNb′ dV
]
=
∑
b
Mb′b δϕn+1bi +
∑
A
MMb′A δϕM,n+1Ai ,
(65)
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with
Mb′b =
ˆ
Ω0
2ρ0
∆t2
NbNb′ dV (66)
MMb′A = NMA
[ˆ
Ω0
2ρ0
∆t2
∑
c
NcNb′ dV
]
+NMA,Q
∑
c
XcQ
[ˆ
Ω0
2ρ0
∆t2
NcNb′ dV
]
, (67)
and therefore
δϕn+1bi = −
∑
A
∑
b′
M−1bb′ MMb′A δϕM,n+1Ai =
∑
A
PbAδϕM,n+1Ai , (68)
with PbA = −
∑
b′M−1bb′ MMb′A.
Then, one can separate the microscopic nodes {a} in Eq. (61), into nodes {b} and {c}, i.e.
δFM,n+1Bi =
ˆ
ΩM0
NMB
〈 2ρ0
∆t2
∑
b
δϕn+1bi Nb
〉
dV M +
ˆ
ΩM0
NMB,J
〈 2ρ0
∆t2
∑
b
δϕn+1bi NbXJ
〉
dV M
+
ˆ
ΩM0
NMB
〈 2ρ0
∆t2
∑
c
δϕn+1ci Nc
〉
dV M +
ˆ
ΩM0
NMB,J
〈 2ρ0
∆t2
∑
c
δϕn+1ci NcXJ
〉
dV M,
(69)
and apply Eqs. (62) and (68) to obtain
δFM,n+1Bi =
ˆ
ΩM0
∑
A
NMB δϕ
M,n+1
Ai
[∑
b
PbA
〈 2ρ0
∆t2
Nb
〉]
dV M +
ˆ
ΩM0
∑
A
NMB,Jδϕ
M,n+1
Ai
[∑
b
PbA
〈 2ρ0
∆t2
NbXJ
〉]
dV M
+
ˆ
ΩM0
NMB
∑
A
δϕM,n+1Ai N
M
A
〈 2ρ0
∆t2
∑
c
Nc
〉
dV M +
ˆ
ΩM0
NMB,J
∑
A
δϕM,n+1Ai N
M
A
〈 2ρ0
∆t2
∑
c
NcXJ
〉
dV M
+
ˆ
ΩM0
NMB
∑
A
δϕM,n+1Ai N
M
A,Q
〈 2ρ0
∆t2
∑
c
XcQNc
〉
dV M +
ˆ
ΩM0
NMB,J
∑
A
δϕM,n+1Ai N
M
A,Q
〈 2ρ0
∆t2
∑
c
XcQNcXJ
〉
dV M.
(70)
The sough-after Hessian then reads
∂FM,n+1Bi
∂ϕM,n+1B′p
=δip
1
∆t2
{ˆ
ΩM0
NMB
[∑
b
PbB′
〈
2ρ0Nb
〉]
dV M +
ˆ
ΩM0
NMB,J
[∑
b
PbB′
〈
2ρ0NbXJ
〉]
dV M
+
ˆ
ΩM0
NMB N
M
B′
〈
2ρ0
∑
c
Nc
〉
dV M +
ˆ
ΩM0
NMB,JN
M
B′
〈
2ρ0
∑
c
NcXJ
〉
dV M
+
ˆ
ΩM0
NMB N
M
B′,Q
〈
2ρ0
∑
c
XcQNc
〉
dV M +
ˆ
ΩM0
NMB,JN
M
B′,Q
〈
2ρ0
∑
c
XcQNcXJ
〉
dV M
}
.
(71)
which is constant for a fixed spatial discretization, and it may be easily adapted for changes in
the time step ∆t. We emphasize that the quasi-explicit nature of the method still holds true
for history-dependent non-linear materials, such as viscoelastoplastic materials. Furthermore, the
scheme concurrently minimizes the micro and macro problem, rather than solving for the two scales
in a sequential iterative manner. The concurrent versus two-stage minimization has recently been
explored in the context of quasi-continuum methods by Sorkin et al. (2014), leading not only to a
faster algorithm, but also to a more accurate characterization of the solution path. In particular,
their results indicate that a staggered two-stage minimization can artificially stabilize points that
do not correspond to local equilibrium positions.
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11 Numerical study of wave propagation in a one-dimensional
stratified composite
In this section we exemplify the dynamic computational homogenization strategy previously out-
lined, QEMS, over a one-dimensional layered composite with periodic excitation. This problem has
been extensively studied in the literature and is thus ideal to assess the reliability of the coarse-
grained procedure to capture dispersion effects and their relation to the microstructure. In all
cases, the results will be compared with those obtained via standard single scale finite elements to
assess their accuracy, and the convergence in space and time will be quantified. Additionally, the
effect of the static and dynamic part of the stresses towards the dispersive behavior will be carefully
examined.
11.1 Description of the case study and numerical discretization
We study the dynamic behavior of a one-dimensional heterogeneous elastic bar with periodic mi-
crostructure, as shown in Figure 4. The periodic unit cell, of size l, is composed of two sequential
layers of distinct materials, with Young’s modulus E1 and E2, densities per unit length ρ1 and ρ2,
and volume fractions s and 1−s, respectively. The total length of the bar is L and the period of
the microstructure l is considered to satisfy l  L. The bar is initially unloaded with zero initial
displacement and velocity. The left boundary of the bar is fixed, while an external time-dependent
displacement boundary condition u(t)=A[1−cos(2pift)] is applied on the right end, where A is the
displacement amplitude and f denotes the loading frequency.
Figure 4: (a) 1-D model for standard finite element analyses. (b) Macroscopic 1-D model and RVE
for multiscale simulations.
This problem will be analyzed with both, a standard finite element solver and with the FE2
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procedure (QEMS), cf. Figures 4(a) and (b) respectively. For the standard solver, the bar is dis-
cretized into ns−1 elements of identical size Hs = L/(ns−1) and linear shape functions are used to
approximate the displacement field. Similarly, for the FE2 method, the domain is divided at the
macroscopic scale into N−1 elements of size H = L/(N−1); and linear shape functions are used as
a basis for the discretization of the macro-fields. Two quadrature points are then considered in each
element to obtain an exact integration of all the matrices participating in the numerical strategy
(Stroud, 1974); and a representative volume element (RVE) is assigned to each of them, cf. Fig-
ure 4(b). It should be noted that the RVE should be large enough to be statistically representative
of the microstructure and at the same time remain small enough so that the assumption of scale
separation is not violated. For periodic structures, the RVE can be appropriately selected as a unit
cell, i.e., HR = rH = l, where r = HR/H is the ratio between the size of the RVE and the size of the
macro element. The long wavelength assumption requires that the thickness of each constituent, and
thus Hr, is much smaller than the corresponding wavelength, i.e., HR = l  λeff =
√
Eeff/ρeff/f .
Here, the subscript ‘eff’ indicates the effective (static) material properties3, and they can be com-
puted in this example as E−1eff = sE
−1
1 + (1− s)E−12 , and ρeff = sρ1 + (1− s)ρ2. In addition, each
RVE is divided into n−1 elements, and the origin of the local coordinate system is set in the center
of mass of the RVE. Linear shape functions are as well used for approximating the microscopic dis-
placement field. The numerical scheme for the QEMS then proceeds as described in Section 10 and
summarized in Figure 3. Convergence of the Newton-Raphson procedure in one iteration is verified
numerically. In particular, Eq. (59) reveals that such convergence is achieved if the numerical error
in FBi = 0 satisfies error = machine precision/(∆t)2. Next, we consider symmetric RVEs, as shown
in Figure 4(b). RVE A of Figure 5 will be the primary microstructure used, whereas RVE A’ and
B will be used in Sections 11.4 and 11.5 to analyze the effect of the microstructure and the RVE
choice, respectively, on the dynamic response of the layered composite.
Figure 5: Representative volume elements used in the numerical analyses. They consist of alter-
nating layers of two materials, whose properties are depicted on the right of the figure. RVE A and
A’ are self-similar and only differ on a length scale. RVE A and B represent identical microstruc-
tures and exclusively differ on the order of the sublayers. All RVEs have identical static effective
properties, with ρeff = 505 kg/m, Eeff = 0.182 GPa and ceff = 600 m/s.
11.2 Convergence analyses and self-consistency
The numerical convergence of the multiscale scheme is here studied for both the spatial and temporal
discretization. For the analyses, the microstructure and RVE discretization are held fixed, with
L= 6 m, material properties and microstructure as in RVE A, n= 5 and the external excitation
considered is characterized by A= 0.2 m and f = 140 Hz. We first examine the convergence of the
3The effective dynamic properties are in general different. See for instance Milton and Willis (2007) for the effective
dynamic density.
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Figure 6: (a) Spatial and (b) temporal convergence analysis of the L2 norm of the displacement error
for the QEMS solver. The parameters for the simulation are L= 6 m, RVE A, n= 5, f = 140 Hz and
A= 0.2 m. For (a) the time step is fixed at ∆t= 1×10−7 s, while for (b) the number of macroscopic
nodes is fixed at N = 19, r= 0.6.
QEMS solution at time t = 1/f as a function of the number of macroscopic nodes N . The time
step is considered fixed and set to a small value (∆t = 1 × 10−7 s) to exclude (reduce) the error
induced by the temporal discretization. The L2 norm4 is used to assess the difference between
the approximate and exact solution (here estimated from the convergence analysis). The error,
represented in log-log scale in Figure 6(a) reveals a convergence rate of 1.9, close to the quadratic
convergence expected for single scale finite element schemes (Strang and Fix, 1973).
For the temporal convergence analysis, the number of macro nodes is fixed at N = 16 and the
L2 norm of the displacement error is investigated with respect to the time step ∆t in the range
1×10−7 − 5 × 10−7 s. The analysis shows, see Figure 6(b), that the multiscale solver inherits the
linear convergence in time from the underlying explicit dynamic integration scheme that has been
spatially homogenized (Zienkiewicz et al., 1967; Wood, 1990).
Additionally, as a sanity check, the results of the quasi-explicit multiscale solver (QEMS) and
the explicit standard solver are compared for a homogeneous material, where any sensible spatial
coarse-graining procedure shall leave the results invariant up to numerical errors. The effective
material properties of the microstructure previously analyzed are chosen for the homogeneous bar,
Eeff = 0.182 GPa, ρeff = 505 kg/m, and the system is excited at a loading frequency of f = 105 Hz.
For consistency, both solvers use an identical macroscopic discretization, with the number of nodes
chosen as N =ns = 16. The displacement along the homogeneous bar at t = 1/f is plotted in
Figure 7(a) for the the standard and the multiscale solver (with r= 0.5, and n= 5), showing an
excellent agreement between them. The difference in the solution, although not visible to the eye,
can be quantified, and is shown in Figure 7(b) as a function of the ratio r in the multiscale solver.
4The L2 norm of the displacement error is defined as ‖ϕh − ϕexact‖L2 =
(´
Ω0
|ϕh − ϕexact|2dX
)1/2
, where ϕh
represents the numerical solution and ϕexact the exact one.
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As expected, the (numerical) error converges to zero as the ratio r is decreased.
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Figure 7: Consistency between the QEMS and the standard solver for a homogeneous bar: (a)
comparison of the macroscopic displacement along the bar, with r= 0.5; (b) L2 norm of the dis-
placement difference as a function of r. The parameters for the simulation are N =ns = 16, n= 5,
E= 0.182 GPa, ρ= 505 kg/m, f = 105 Hz, A= 0.2 m, ∆t= 1×10−7 s and t = 1/f .
11.3 Dynamic response and consistency with standard solver solution
Heterogeneous periodic materials are known to have a frequency-dependent behavior to wave prop-
agation. In some cases, there may even be distinct frequency ranges in which no wave can propagate
(Kushwaha et al., 1993; Liu et al., 2000; Aravantinos-Zafiris et al., 2014). These are known as band
gaps or stop bands, in contrast to the remaining frequency ranges, which are denoted as pass bands.
For one dimensional systems, these stop bands occur at frequencies that are out of the range of
applicability of FE2 methods, which are constructed on the premises of separation of length scales.
Yet, the dispersive nature of periodic materials is noticeable at lower frequencies, and is here ex-
amined by plotting the maximum displacement envelope along the bar over a given time interval.
For these analyses, the external loading is set to last for one period and the decay of the amplitude
of the impulse is examined. We consider the microstructure and the multiscale scheme associated
to RVE A, for which the lower edge of the first stop band of the corresponding infinite layered
structure can be obtained with the transfer matrix method (Camley et al., 1983) and results in
f = 988.5 Hz. We note that the finite periodic structure studied here numerically does not destroy
the frequency-banded nature of the dynamic response and the calculation of infinite layered struc-
ture remains valid for a finite structure as long as the number of layers is large enough (Hussein
et al., 2006). Figure 8(a) shows the maximum displacement response in the entire heterogeneous
structure during a time span t= 1/f for a relatively low frequency of f = 105 Hz. The final time
is set to guarantee that the wave propagation does not reach the fixed end. It can be seen that
the amplitude of the displacement remains the same as that of the input excitation, A= 0.4 m,
indicating that no dispersion occurs during the wave propagation. Only at the left end of the bar,
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the amplitude of the bar sharply decreases to zero to comply with the displacement boundary con-
ditions at that end. At a higher loading frequency, wave scattering takes place. Figure 8(b) shows
that there exists approximately 12.5% dispersion in the maximum displacement in the structure at
time 4.5/f . As indicated by the figures, the results at both, low and high frequency, are in excellent
agreement with the standard solver solution. The zigzag shape obtained for the single scale FE
solution is due to the discontinuous distribution of Young’s modulus along the bar, while for the
multiscale solver, the homogenized response of the bar is presented, which is, as expected, smooth.
The numerical results where obtained with a fixed time step of ∆t = 1× 10−7 s, and the number of
nodes in the finite element schemes were chosen such that the single and the multiscale solver have
an identical discretization for each sublayer. In particular, the number of macro nodes is N = 16
and n= 5 for each RVE, while for the standard solver, the number of nodes is set as ns = 121.
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Figure 8: Envelope of maximum displacement along the heterogeneous bar by the standard and
the multiscale solver (a) at low frequency, f = 105 Hz, over a time period of t= [0, 1/f ]; and (b)
at high frequency, f = 480 Hz, over t= [0, 4.5/f ]. The parameters for the simulations are RVE A,
N = 19, n= 5, ns = 121, r= 0.6, ∆t= 1×10−7 s.
11.4 Effect of the microstructure on the dynamic response of the material
It is well known that materials with an equivalent static behavior, but distinct microstructures, do
not necessarily have an identical response under dynamic loading. In this section we analyze such
differences with both the standard and the QEMS solver. In particular, we consider RVE A and A’,
depicted in Figure 5, which are self-similar and therefore have the same effective (static) properties,
but they differ on a length scale. Figure 9(a) depicts the envelope of maximum displacement along
the bar, when it is excited at a low frequency (f = 105 Hz). It can be seen that for both, QEMS and
standard solver, the results with the two RVEs are indistinguishable, as expected. However, when
the loading frequency is increased to 480 Hz, the response of both microstructures significantly differ,
cf. Figure 9(b). In particular, as the microstructure becomes finer (RVE A’) the heterogeneous
material gradually looses its exotic properties and resembles more closely a homogeneous material
where no dispersion occurs.
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Figure 9: Size effect on the dynamic response of heterogeneous materials. The envelope of maximum
displacement along the bar for RVE A and A’ is compared at (a) low frequency (f = 105 Hz) over a
time period of t= [0, 1/f ]; and (b) high frequency (f = 480 Hz) within time period of t= [0, 4.5/f ],
These RVEs correspond to self-similar microstructures, with a different length scale. The param-
eters for the simulation associated to RVE A are N = 19, r= 0.6, n= 5, ns = 121, ∆t= 1×10−7 s,
and the parameters associated to RVE A’ are N = 28, r= 0.6, n= 5, ns = 181, ∆t= 1×10−7 s.
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Figure 10: Dispersion curves of RVE A and RVE A’ obtained with transfer matrix method.
This result is consistent with the dispersion analysis of these two structures, computed as if
they were 1D infinite periodic mediums. As shown in Figure 11.4, the first band gap for RVE A
starts from 988.5 Hz, while the lower edge of the first band gap for RVE A’ is 1482.8 Hz. Therefore,
at any given frequency, the dispersion expected for RVE A’ is lower than that of RVE A, and the
differences between both RVEs vanish at lower frequencies, for which the effective homogeneous
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non-dispersive response is recovered. We note that this comparison is meaningful, since only a very
small number of unit cells in a finite bar are typically sufficient for frequency bandedness to carry
over from the infinite periodic case (Hussein et al., 2006; A˚berg and Gudmundson, 1997).
11.5 Choice of the representative volume element
The selection of a suitable representative volume element for complex microstructures is generally a
difficult problem by itself that, even in the static setting, and it may involve a detailed optimization
procedure, see for example Balzani et al. (2014). The periodicity of the layered material studied
here naturally simplifies the choice of the RVE to a unit cell from which the periodic structure
may be recovered. Yet, there still exists multiple choices of such cells, actually, an infinite number
of them. All of these choices are equivalent in the classical setting (static with no body forces),
but they are a priori distinct for general loading conditions. From all the possible RVE choices,
two are favored because of their symmetry and they correspond to RVE A and B in Figure 5. We
note that an artificial asymmetry in the RVE construction would lead, for example, in the static
case with constant body forces, to an artificial internal torque that translates into a non-symmetric
macroscopic Cauchy stress tensor. The two chosen RVEs only differ in the order of the sublayers:
RVE A has the stiffer and denser sublayer (represented in grey) in the middle section of the RVE,
while RVE B has the softer and lighter sublayer arranged in the central region. The dynamic
response of the multiscale solver with both RVEs is shown in Figure 11 for two frequencies, 105Hz
and 480Hz, and compared with the standard solver solution. The small differences between the
RVE A and B with the single finite element scheme is due to the order of sublayers, and they will
coincide with each other after every unit cell. As for the multiscale solver, the order of sublayers
does not influence the dispersion results, validating the robustness of the framework with respect
to, a priori, indistinguishable RVE choices for the same microstructure.
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Figure 11: Effect of the RVE choice on the envelope of maximum displacement for a given mi-
crostructure. The parameters for the simulation are f = 480 Hz, N = 19, n= 5, ns = 121, t= 4.5/f ,
∆t= 1×10−7 s.
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11.6 Static and dynamic part of the stress tensor
As shown in the general framework of the multiscale numerical scheme, the macroscopic stress
associated to an RVE can be computed as
PM = 〈P〉+ 〈ρ0 (ϕ¨−B)⊗X〉 = PM,static +PM,dynamic. (72)
It is comprised of the classical microscopic stress average, often called the static part of the stress,
PM,static, and an inertia-dependent term denoted the dynamic part, PM,dynamic (Molinari and
Mercier, 2001; Jacques et al., 2012). At low frequencies, the stress tensor of the material can
be rigorously shown to be equal to the static stress tensor, cf. Proposition 12.9 Cioranescu and
Donato (1999), and thus the contribution of the dynamic part is negligible. For a higher loading
frequency, for instance, f = 480 Hz, the dynamic part is expected to become more important. Fig-
ure 12(a) and (b) show a measurable contribution of the static and dynamic stress, respectively.
For the results of RVE A and B, the RVE depicted is located in the first integration point in the
17th macro element, i.e., at the position of X = 5.40 m, and the closest RVE in the case of RVE A’
is located in the first integration point in the 25th macro element with X = 5.38 m. Interestingly,
the maximums of the static and dynamic stress occur approximately at the same instance of time
and they are in anti-phase. In order to quantify the contribution of both stress terms, Figure 13(a)
shows the ratio between the amplitude of dynamic stress and the static stress as a function of the
loading frequencies. As expected, there is a monotonic increase of such ratio with frequency.
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Figure 12: Time evolution of the static and dynamic stress for the microstructures associated to
RVE A, A’ and B for a periodic excitation with frequency f = 480 Hz. The results of RVE A and B
correspond to the first RVE in the 17th macro element in the multiscale solver, while the results of
RVE A’ correspond to the first RVE in the 25th macro element. The parameters for the simulation
associated to RVE A and B are N = 19, r= 0.6, n= 5, ∆t= 1×10−7 s, and the parameters associated
to RVE A’ are N = 28, r= 0.6, n= 5, ∆t= 1×10−7 s
Although the dynamic stress becomes increasingly more important at larger frequencies, it is
important to emphasize that the static part of the stress is also intrinsically dependent on whether
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the micro displacement field follows the static or dynamic evolution equation. In other words, the
expression of the static part of the stress is identical to the total stress in a static setting, but its
numerical value will differ in both scenarios. The amplitude of the static and dynamic stresses for
RVE A, A’ and B are shown in Figure 13(a), in which the amplitude is defined as the average of the
maximum and the minimum stress within the time evolution. It can be seen that the results are
consistent with Eq. (72), which indicates that the layers with larger densities have a predominant
role in the amplitude of the dynamic stresses. As a result, RVE B has a larger amplitude of
PM,dynamic than RVE A and A’. It is however difficult to infer from the information of the figure
the overall response of the material and its dispersive nature; recall that RVE A and B correspond
to an identical microstructure, and have the same temporal response and dispersive behavior.
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Figure 13: (a) Ratio between the amplitude of dynamic and static part of stress with varying
external frequencies for the microstructures associated to RVE A, A’ and B. (b) Envelope of am-
plitude of static and dynamic stress along the bar within the time period t= 4.5/f for RVEs A,
A’ and B. The results of RVE A and B correspond to the first RVE in the 17th macro element in
the multiscale solver, while the results of RVE A’ correspond to the first RVE in the 25th macro
element. The parameters for the simulation associated to RVE A and B are N = 19, r= 0.6, n= 5,
∆t= 1×10−7 s, and the parameters associated to RVE A’ are N = 28, r= 0.6, n= 5, ∆t= 1×10−7 s.
For a perfect periodic excitation of a homogeneous bar with linear elastic materials, the am-
plitude of the stress is proportional to the amplitude of the displacement. It is thus of interest
to represent the maximum stress envelope for both contributions to the stresses along the bar to
understand whether the dispersive nature of the heterogeneous material is mainly induced by the
static or dynamic component of the stress tensor. Figure 13(b) precisely shows these results for
RVE A, A’ and B with an impulse excitation, and, interestingly, the static stresses have a more
significant contribution to the decay of the total stresses along the bar. These results thus indicate
that the labeling of the two contributions to the stresses as ‘static’ and ‘dynamic’ could be mis-
leading, as the so-called ‘static’ part plays a crucial role in the dispersive nature of heterogeneous
media at high frequencies.
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11.7 Numerical remarks
It was demonstrated in Section 11.2 that wave propagation solutions by QEMS converge as the spa-
tial and temporal discretization are refined, and that the converged response is identical to that of a
single scale finite element solution, cf. Section 11.2 and 11.3. At finite resolution though, numerical
errors will exist and those are inherent to any approximation scheme. For a fixed discretization,
these errors will be more significant at high frequencies and they can be attributed to two (related)
factors: the decrease of separation of length scales as the frequency increase, and the reduction on
the number of degrees of freedom per wavelength at higher frequencies. The first factor is inherent
to the multiscale nature of any FE2 solver and will induce errors in the scale transition. In par-
ticular, it will lead to spurious numerical dispersion effects at high frequencies. To quantigy those,
we exercise the multiscale solver with a homogeneous material at various frequencies and analyze
the maximum displacement envelope. As shown in Figure 14, the numerical dispersion is vanish-
ingly small at low frequencies, as expected, and only reaches a value of 2.5% at a high frequency.
We note that at such frequency, the separation of scales is HR/λeff = 6.25 (λeff = veff f = 1.25 m,
HR = 0.2 m), and we are therefore at the limit of applicability of the FE
2 procedure.
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Figure 14: Envelope of maximum displacement along a homogeneous bar with the multiscale
solver (a) at low frequency, f = 105 Hz, over a time period of t= [0, 1/f ]; and (b) at high fre-
quency f = 480 Hz, over t= [0, 4.5/f ]. The parameters for the simulation are Eeff = 0.182 GPa,
ρeff = 505 kg/m, r = 0.6, s= 1/2, N = 19, n= 5, ns = 121, ∆t= 1×10−7 s.
The second source of numerical error (reduction in the number of degrees of freedom) applies, in
principle, to any discretization scheme regardless of their single or multi scale nature. The number
of degrees of freedom used to approximate the displacement field will affect the effective stiffness of
the material and therefore the speed of the waves propagating through the composite (Bathe, 2006).
To examine this effect, we compare the temporal evolution of the displacement field at three points
of the bar, cf. Figure 15, with the multiscale solver and standard solver with the same number
of elements, i.e., ns =N , and with higher resolution. To obtain the results for ns =N with the
standard solver, the bar had to be considered homogeneous (with the effective static properties),
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since the mesh size exceeds, by construction (separation of length scales in the multiscale solver),
the sublayers’ thickness. The results, shown in Figure 15 for RVE A, indicate that the QEMS
solution lies in between the fully resolved standard FE solution for the heterogeneous bar, and the
coarse standard finite element response, both in terms of wave speed, and displacement profile. This
is to be expected, as the number of degrees of freedom of the multiscale discretization (counting
the macro and micro nodes) lies in between the other two discretizations. The error between the
high resolution standard FE solution and that given by the coarser (multiscale) discretization is
measured quantitatively with the difference in time between the two maxima at a given instant
of time (note that the velocity is not constant and can thus not be represented as a unique value
per frequency), and is shown in Figure 15(b) as a function of the frequency. As expected form
the above reasoning in terms of degrees of freedom per wavelength, the error decreases with the
frequency.
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Figure 15: (a) Vibration at X = 3.2 m, 4.0 m, and 4.8 m of a heterogeneous bar by different solvers
at t= 3/f , for a periodic excitation with f = 480 Hz. (b) Relative difference in time between the
maxima of the wave at t = 3/f by the multiscale and standard solver, normalized by the period
of the external excitation. The simulations were performed for RVE A, and the parameters of the
simulation are N = 16, r=0.5, n= 5, ∆t= 1×10−7 s.
In general FE2 methods, one has to additionally account for the stiffening or softening effects
that different boundary conditions on the RVE have on the multiscale response: stress boundary
conditions, affine or periodic displacement boundary conditions (Peric´ et al., 2011; Terada et al.,
2000; Coenen et al., 2012). Periodic boundary conditions are known to deliver most accurate
results. However, in the one dimensional example studied here, both type of displacement boundary
conditions (affine and periodic) are equivalent, and consequently, the only stiffnening factor in the
results above is the reduction of degree of freedoms intrinsic to any multiscale or coarse-graining
procedure.
We finally note that numerical errors may be quantified with appropriate convergence analyses
as the ones done in Section 11.2 and with dispersion analyses as those of Figure 14. These errors may
be reduced, if the separation of length scales permit, by increasing the spatio-temporal resolution.
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We note that better separation of length scales can be achieved for higher-dimensional structures
than for one dimensional systems, and those will be analyzed in a separate publication.
12 Conclusion
We have developed a general scheme for the micro-macro transition for general heterogeneous
materials under arbitrary loading conditions, including dynamics and the presence of body forces.
The homogenization procedure is based on a discrete version of Hill’s averaging relations (Liu and
Reina, 2015). This discrete setting naturally allows to recast any static or dynamic problem, as an
incremental minimum principle, which is fully analogous to the classical static setting with no body-
forces. This observation enables a general variational treatment of the coarse-graining procedure,
that directly provides the macroscopic equilibrium equations and the micro-macro relations without
the need of any additional kinematic assumption. This general scheme provides a unified treatment
of the various micro-macro relations obtained for different loading conditions; and, interestingly,
it may also be applied to discrete systems, such as atomistic simulations, delivering the classical
Virial stress formula as the continuum Cauchy stress for an equilibrium sample.
The spatial homogenization strategy has been applied to an explicit dynamic time integration
scheme, delivering a concurrent quasi-explicit FE2 procedure. The coupling between the two scales
forbids a purely explicit method. However, the resulting formulation has the noteworthy property
that the Hessian underlying the numerical scheme is constant and thus enables an exact implicit
solution with a single Newton-Raphson iteration. This holds true and exactly, regardless of the non-
linear or history dependent nature of the microconstituents. The Hessian only depends on the micro
and macro discretization and can be precomputed at the beginning of the simulation. This leads
to an efficient quasi-explicit multiscale solver (QEMS). We further note that QEMS concurrently
solves for the micro and macro degrees of freedom, in contrast to the sequential minimization tradi-
tionally used to solve FE2 problems. This leads not only to a potentially faster algorithm, but may
also deliver a more reliable solution, as demonstrated for quasi-continuum methods (Sorkin et al.,
2014). The precise computational cost of the QEMS solver with respect to standard FE2 procedures
and its scalability with the number of degrees of freedom will be analyzed in a separate publication
where a complex three dimensional dynamic problem will be examined with inelastic constituents.
As a first step, the present study primarily focused on the applicability of the general framework and
its physical reliability. Towards that endeavor, we implemented this multiscale solver and applied
it to a one-dimensional boundary problem of an elastic layered composite under periodic dynamic
excitation. Conventional spatial and temporal convergence analyses demonstrated the accuracy
and stability of the multiscale solver. As expected, the computational calculation showed that
the coupled micro-macro boundary problem can be solved in a single Newton-Raphson iteration,
where the numerical error is certified to be pure system error induced by machine precision. The
consistency between QEMS and a standard single scale finite element implementation is demon-
strated for both homogeneous and heterogeneous systems over the range of frequencies permitted
by the separation of length scales. As expected, the homogenization procedure over a material
with spatially uniform properties, leaves its dynamic behavior invariant. For the heterogeneous
case, an excellent agreement of the dispersive behavior of the material is obtained for different
microstructures, even for relatively coarse discretizations, validating the multiscale scheme. De-
tailed analyses of the so-called ‘static’ and ‘dynamic’ part of the stresses show that both terms are
significantly affected by the dynamic nature of the microscopic equilibrium equation used at the
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RVE level; and surprisingly, the ‘static’ contribution appears to have a crucial role in the disper-
sion of the material. Several numerical aspects of the multiscale scheme are also analyzed in detail
for this one-dimensional example. In particular, the equivalence of different RVE choices for the
same microstructure is demonstrated for a large range of frequencies. Additionally, awareness is
drawn on the numerical errors pertaining to any coarse-graining computational scheme to capture
wave propagation, as the separation of length scales draws a lower bound on the potential mesh
refinement to reduce numerical errors.
This one-dimensional example provides a proof of concept for the proposed QEMS scheme and
delivers detailed understanding of the impact that the parameters of the multiscale framework have
on the effective dynamic response of the material. Its application towards more realistic examples
in higher dimensions will be treated elsewhere.
Appendix A: Discrete averaging results with periodic boundary
conditions
We derive in this appendix the relations ∂〈Weff〉
∂ϕM
and ∂〈Weff〉
∂FM
for general static and dynamic finite
element problems with periodic boundary conditions, i.e., the boundary nodes {c} satisfy
δϕn+1ci = δϕ
M,n+1
i + δF
M,n+1
iQ XcQ + δϕ˜
n+1
ci , with ϕ˜c periodic. (73)
Static problem with body forces.
Minimization of the potential energy given in Eq. (25), gives
∂Π
∂ϕbi
= 0 =
ˆ
Ω0
PiJNb,J dV −
ˆ
Ω0
ρ0BiNb dV,
∂Π
∂ϕci
= 0 =
ˆ
Ω0
PiJNc,Jδϕ˜ci dV −
ˆ
Ω0
ρ0BiNcδϕ˜ci dV
(74)
for the interior nodes {b} and outer nodes {c}, respectively.
Variation of the macroscopic effective energy density with respect to the macroscopic degrees
of freedom reads
|Ω|δ〈Weff〉 =
ˆ
Ω0
PiJ
∑
a
δϕaiNa,J dV −
ˆ
Ω0
ρ0Bi
∑
a
δϕaiNa dV =
∑
b
δϕbi
[ˆ
Ω0
(PiJNb,J − ρ0BiNb) dV
]
+
∑
c
δϕci
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
=
∑
c
δϕci
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
=
∑
c
δϕMi
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
+
∑
c
δFMiQXcQ
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) dV
]
+
∑
c
[ˆ
Ω0
(PiJNc,J − ρ0BiNc) δϕ˜ci dV
]
,
(75)
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where we have used the microscopic equilibrium equations, cf. Eqs. (74) and the boundary condi-
tions, cf. Eq. (73). Then, by further application of the microscopic equilibrium equations and the
properties of the shape functions, cf. Eqs. (22) and (23),
|Ω|δ〈Weff〉 =
∑
a
δϕMi
[ˆ
Ω0
(PiJNa,J − ρ0BiNa) dV
]
+
∑
a
δFMiQXaQ
[ˆ
Ω0
(PiJNa,J − ρ0BiNa) dV
]
= δϕMi
[ˆ
Ω0
(
PiJ
∑
a
Na,J − ρ0Bi
∑
a
Na
)
dV
]
+ δFMiQ
[ˆ
Ω0
(
PiJ
∑
a
Na,JXaQ − ρ0Bi
∑
a
NaXaQ
)
dV
]
= δϕMi
[ˆ
Ω0
−ρ0Bi dV
]
+ δFMiJ
[ˆ
Ω0
(PiJ − ρ0BiXJ) dV
]
.
(76)
Therefore,
∂〈Weff〉
∂ϕM
= 〈−ρ0B〉 and ∂〈Weff〉
∂FM
= 〈P− ρ0B⊗X〉 (77)
which is identical to the results obtained in Section 6 for affine boundary conditions on the RVE.
Dynamic problem with body forces
The equilibrium equations for the interior and exterior nodes are, respectively,
0 =
∂Π
∂ϕbi
=
ˆ
Ω0
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nb + P
n
iJNb,J − ρ0Bni Nb
]
dV, (78)
0 =
∂Π
∂ϕci
→
ˆ
Ω0
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
δϕ˜ci dV = 0. (79)
Variations of the potential energy evaluated at the equilibrium solution lead
|Ω0|δ〈Weff〉 =
ˆ
Ω0
∑
b
δϕn+1bi
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nb + P
n
iJNb,J − ρ0Bni Nb
]
dV
+
ˆ
Ω0
∑
c
δϕn+1ci
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
=
ˆ
Ω0
∑
c
δϕn+1ci
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV,
(80)
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where we have made use of the equilibrium equations. Then, applying the boundary conditions for
nodes c, cf. (73), and the equilibrium equations for the boundary nodes, leads
|Ω0|δ〈Weff〉 =
ˆ
Ω0
∑
c
δϕM,n+1i
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
+
ˆ
Ω0
∑
c
δFM,n+1iQ XcQ
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
+
ˆ
Ω0
∑
c
δϕ˜n+1ci
[
2ρ0
∑
a(ϕ
n+1
ai − ϕn+1,preai )Na
∆t2
Nc + P
n
iJNc,J − ρ0Bni Nc
]
dV
=
ˆ
Ω0
∑
a
δϕM,n+1i
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
Na + P
n
iJNa,J − ρ0Bni Na
]
dV
+
ˆ
Ω0
∑
a
δFM,n+1iQ XaQ
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
Na + P
n
iJNa,J − ρ0Bni Na
]
dV.
(81)
Next, we simplify the equations above by making use of the properties of the shape functions,
cf. Eqs. (22) and (23), and obtain
|Ω0|δ〈Weff〉 = δϕM,n+1i
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
∑
a
Na + P
n
iJ
∑
a
Na,J − ρ0Bni
∑
a
Na
]
dV
+ δFM,n+1iQ
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
∑
a
XQaNa + P
n
iJ
∑
a
XaQNa,J − ρ0Bni
∑
a
XaQNa
]
dV
=δϕM,n+1i
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
− ρ0Bni
]
dV
+ δFM,n+1iQ
ˆ
Ω0
[
2ρ0
∑
a′(ϕ
n+1
a′i − ϕn+1,prea′i )Na′
∆t2
XQ + P
n
iQ − ρ0Bni XQ
]
dV.
(82)
Therefore,
∂〈Weff〉
∂ϕM,n+1
=
〈
2ρ0
∑
a(ϕ
n+1
a −ϕn+1,prea )Na
∆t2
− ρ0Bn
〉
(83)
∂〈Weff〉
∂FM,n+1
=
〈
Pn +
(
2ρ0
∑
a(ϕ
n+1
a −ϕn+1,prea )Na
∆t2
− ρ0Bn
)
⊗X
〉
. (84)
These results are identical to those of Section 7 for affine displacement boundary conditions.
Appendix B: Continuum averaging results with periodic boundary
conditions
Analogous results to those of Appendix A, in the continuum setting (in space), are derived below.
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Static case with body forces
Minimization of the potential energy given by Eq. (41) under periodic boundary conditions gives
δΠ =
ˆ
Ω0
PiJδϕi,J dV −
ˆ
Ω0
ρ0Biδϕi dV =
ˆ
∂Ω0
PiJδϕ˜iNJ dS−
ˆ
Ω0
(
PiJ,J +ρ0Bi
)
δϕi dV = 0, (85)
where we have used the relation δϕi = δϕ˜i on the boundary. Then, according to the periodicity of
ϕ˜, the equilibrium equations give
∇ ·P+ ρ0B = 0, for X ∈ Ω0. (86)
PiJNJ |L = −PiJNJ |L∗ for X ∈ ∂Ω0, (87)
where L and L∗ are two opposite sides of the RVE, for instance, left and right, or top and bottom,
for a square domain in two dimensions.
Next, we consider the average of the microscopic potential energy density, Weff = W (∇ϕ,X)−
ρ0B ·ϕ, evaluated at the equilibrium solution just derived, and take variations with respect to the
macroscopic fields ϕM and FM,
|Ω0|δ〈Weff〉 =
ˆ
Ω0
PiJδϕi,J dV −
ˆ
Ω0
ρ0Biδϕi dV =
ˆ
∂Ω0
PiJNJδϕi dS −
ˆ
Ω0
(PiJ,J + ρBi) δϕi dV
=
[ˆ
∂Ω0
PiJNJ dS
]
δϕMi +
[ˆ
∂Ω0
PiJNJXP dS
]
δϕMi,P +
ˆ
∂Ω0
PiJNJδϕ˜i dS.
(88)
The last term vanish by the periodicity of the field δϕ˜i and Eq. (87). Thus,
∂〈Weff〉
∂ϕM
= 〈∇ ·P〉 = 〈−ρ0B〉 and ∂〈Weff〉
∂FM
= 〈P+∇ ·P⊗X〉 = 〈P− ρ0B⊗X〉. (89)
Dynamic case with body forces
The minimum of the incremental potential energy given by Eq. (34), gives for the case of periodic
boundary conditions
δΠ =
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
δϕn+1i + P
n
iJδϕ
n+1
i,J − ρ0Bni δϕn+1i
]
dV
=
ˆ
∂Ω0
PniJNJδϕ˜
n+1
i dS +
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
− PniJ,J − ρ0Bni
]
δϕn+1i dV.
(90)
The equilibrium equations then read
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
= ∇ ·Pn + ρ0Bn, for X ∈ Ω0, (91)
and ˆ
∂Ω0
PniJNJδϕ˜
n+1
i dS = 0 for X ∈ ∂Ω0, (92)
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Consider now the average of incremental effective strain energy density, Wn+1eff , defined in Section
8.2. Its variation with respect to the macroscopic fields ϕM and FM gives
|Ω0|δ〈Wn+1eff 〉 =
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
δϕn+1i + P
n
iJδϕ
n+1
i,J − ρ0Bni δϕn+1i
]
dV
=
ˆ
Ω0
[
2ρ0
ϕn+1i −ϕn+1,prei
∆t2
− PniJ,J − ρ0Bni
]
δϕn+1i dV +
ˆ
∂Ω0
PniJNJδϕ
n+1
i dV
= δϕM,n+1i
[ˆ
Ω0
PniJ,J dV
]
+ δFM,n+1iQ
[ˆ
Ω0
(PniJXQ),J dV
]
+
ˆ
Ω0
PniJNJδϕ˜
n+1
i dV.
(93)
The last term vanishes by the periodic boundary conditions and associated equilibrium equations
and
∂〈Wn+1eff 〉
∂ϕM,n+1
= 〈∇ ·Pn〉 =
〈
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
− ρ0Bn
〉
(94)
∂〈Wn+1eff 〉
FM,n+1
= 〈Pn +∇Pn ⊗X〉 =
〈
Pn +
(
2ρ0
ϕn+1 −ϕn+1,pre
∆t2
− ρ0Bn
)
⊗X
〉
. (95)
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