We investigate a general and analytically tractable model for the activity-dependent formation of neuronal connectivity patterns. Previous models are contained as limiting cases.
I. INTRODUCTION
Patterns of neuronal connections emerge and change depending on neuronal activity. It is widely assumed that this enables the brain to adapt its processing machinery to the structure of environmental stimuli, i.e., sensory experience, and to build precise and useful circuitry from initially crude and imprecise patterns of connections. The development of neuronal connections in the visual cortex is an important experimental model system for studying the mechanisms and principles involved in the refinement of neuronal circuitry ͓1-12͔. This system has also been a focus of attempts to formalize the basic processes of the activity-dependent refinement of neuronal circuits which promise also a deeper understanding of the properties implied by such mechanisms on a network level ͑for reviews see Refs. ͓13,14͔͒. In this study we investigate one central phenomenon in the development of visual cortical circuits from a pattern formation perspective, namely the emergence of the pattern of cortical domains specialized for processing information from the left or the right eye.
Our study refers to experimental observations in the visual cortices of cats and monkeys. In layer IV of the primary visual cortex, inputs from the left and right eye are segregated into spatially distinct domains called ocular dominance columns ͑ODCs͒ ͓15,16͔. Neurons in individual domains preferentially respond to stimulation of either the left or the right eye ͓17,18͔. In the primary visual cortex of cats ODCs form a roughly repetitive pattern ͓16,19-21͔. During development the pattern arises between the third and the seventh postnatal week by gradually segregating the initially overlapping afferents of the two eyes ͓19,22͔. Many lines of evidence indicate that this process is driven by activitydependent competition for cortical territory between the geniculocortical afferents subserving the two eyes ͓6,11,23͔. At the level of individual neurons and synapses this competition presumably results from an activity-dependent refinement of synaptic connections whereby ''improper'' connections are removed and ''appropriate'' connections are elaborated ͓24,25,10͔. Recently it was shown that the spacing of ODCs in squinting cats was significantly larger than in normally raised animals ͓26͔ ͑Fig. 1͒. This dependence of ODC spacing on visual experience has also been suggested from model simulations ͓27͔ and similar observations have meanwhile been reported from cats that were raised with alternating monocular occlusion ͓28͔. Because a global change in columnar spacing cannot be easily produced by shifting ocular dominance borders in a preexisting grid these experimental observations rather indicate that initially emerging patterns of ODCs form spontaneously and are not determined by yet unobserved prepatterns.
The development of differently spaced ODCs depending on visual experience is also intriguing from a theoretical point of view. One very elaborate and biological plausible framework for studying the emergence of columnar patterns is the class of correlation-based semilinear models developed by Miller and co-workers ͓29,30͔. Within this model class it has been shown that the spacing of ODCs is insensitive to the structure of afferent activity and primarily determined by the extent of connections that link neurons in the cortical layer to their neighbors. At first sight this appears very plausible. Following Hebbian rules of synaptic plasticity ͓31͔, neurons that are simultaneously active will develop similar afferent connectivity patterns. Connections that link neighboring neurons will induce a tendency of local groups of neurons to be simultaneously active and therefore to develop connections to the same eye. Within correlation-based models the structure of afferent activity patterns only influences whether ODCs develop at all. Another prominent class of models are the so-called self-organizing maps ͑SOMs͒ ͓32-37,27͔. These models, although biologically not very detailed, constitute a straightforward idealization of the important aspects of activity-dependent modifications: ͑1͒ Afferent activity patterns induce activity patterns within the cortex. ͑2͒ The selectivities of activated neurons are modified as a function of presynaptic and postsynaptic activities. Interest-ingly simulations of a model within this class suggested that the spacing of columns in squinting animals should be larger as compared to normal ͓27͔.
A central mathematical difference between the two modeling approaches is the treatment of cortical activity patterns. The derivation of correlation based models involves describing the activity in the cortical layer as a linear response to the afferent activity patterns ͓29,30͔. In the family of SOM models activity in the cortical layer is described by a stereotyped local activity blob ͓32,33͔ and is therefore a highly nonlinear function of the afferent activity patterns. The rational behind this assumption is that in homogeneous layers of nonlinear model neurons with a lateral coupling of sombrero type, activity naturally appears in the form of spatially localized domains of activated neurons ͓32,33,38,39͔. Recently, evidence has begun to emerge indicating that this picture may capture important aspects of cortical responses. Quantitative aspects of the selectivity of visual cortical neurons to the orientation of visual edge stimuli can be naturally explained when it is assumed that cortical responses are strongly shaped by intracortical interactions ͓40-42͔. Ben-Yishai et al. have demonstrated that under such assumptions cortical responses appear in the form of rather stereotyped and localized activity patterns ͓42͔. Also during development neurons in the cortex are active in local groups coupled electrically through socalled gap junctions ͓43͔. SOM based models are useful starting point for studying the consequences of such strongly nonlinear activity responses for the activity-dependent development and plasticity of connectivity patterns. Analyzing this model class, we will show that the nonlinear nature of cortical responses in fact appears as a central prerequisite to describe the dependence of ODC spacing on visual experience.
For an understanding of the map formation processes it appears to be useful to generalize some of the mostly used models rather than to add new models to the family of algorithms. Some work has been done in this respect ͓44-48͔, mostly based on the mathematical properties of the models.
In this contribution we start from general phenomenological principles of map formation and derive the ''convolution model,'' which includes the widely used Kohonen model ͓33͔ and the elastic net ͓49͔ as limiting cases. We then investigate the dynamics of pattern formation of the convolution model with particular emphasis on the correlation dependency of the characteristic length scale of the ocular dominance pattern. The analysis includes the linear and nonlinear stages of pattern formation and the bifurcation behavior. We show that there are two generic scenarios reproducing the effect which should be experimentally distinguishable. The contribution is organized as follows. In Sec. II we introduce the convolution model. In Sec. III we apply the convolution model to a derivation of a simple model of ocular dominance pattern formation. In Sec. IV we show the pattern formation behavior of the model with numerical simulations and distinguish two essentially different scenarios. The next three sections consist of analytical investigations of the pattern formation process: in Sec. V the linear stage, in Sec. VI the early nonlinear stage and in Sec. VII the strongly nonlinear stage. In Sec. VIII we show how the convolution model is related to other feature map models and we discuss our approach in Sec. IX.
II. OUTLINE OF THE MODEL
Self-organized neural maps can be seen as mesoscopic models based on three biological principles of activitydependent change of connectivity in the cortex. The first principle is the so-called it is supposed that the connectivity strength between two neurons is enforced if the activity of both neurons are positive correlated. The second principle is the competition between the neurons in the neural sheet for activity. An input stimulus leads to a localized excitation in the neural area next to the neurons that are best optimized to the stimulus ͓50,51͔. As a consequence neurons in this excited domain specialize to the given stimulus after the Hebb rule, because input activity ͑stimulus͒ and output activity ͑excitation in the neural area͒ are correlated. The third principle is cooperation. Even a very localized stimulus leads to an extended activity patch in the neural area. Neighboring neurons have correlated activity. As a result the adaptation process is a so-called neighborhoodpreserving map: neighboring neurons are specialized to similar stimuli.
In general, we have a m-dimensional input space ⍀ and a n-dimensional neural area N. Each neuron at the position r N responds to an input activity v⍀ according to its connectivity strength w r which is called synaptic weight vector. In the context of the model we identify the weight vector with the so-called receptive field ͑RF͒. The receptive field of a neuron describes the set of stimuli which induce activity in the neuron. We are interested in the stimulus driven evolution of receptive fields which define the neural map. A large number of stimuli and a ͑convenient͒ slow adaptation process leads to a weight dynamics, which depends on the time average of the distribution of the stimuli. Hence, the weight dynamics can be given by a differential equation, which describes a deterministic dynamical system. Because of the high density and irregular positions of the neurons in the cortex, we consider a continuous formulation that simplifies analytical treatment. ͑The discrete version can be seen as a neighborhood-preserving vector quantizer.͒ A formalization of the first adaptation or learning principle should not only include a specialization dynamics on the stimuli but also has to account for the shortage of resources: the weights cannot be strengthened infinitely. On the other hand, an optimal specialization of the weights to a stimulus should not lead to a further adaptation of the weights. These demands are fulfilled by a simple equation ‫ץ‬ ‫ץ‬t w r ϭ͗͑vϪw r ͒e r ͑ v͒͘,
͑2.1͒
where the parameter is the time constant of the evolution ͑set to 1 in the following͒ and ͗•••͘ denotes the average over the input activity distribution P(v), which we assume to exist. The term Ϫ͗w r e r (v)͘ describes a activity-independent decay which guarantees weight normalization ͓34͔. The factor e r denotes the excitation in the neuronal array and guarantees that only the neurons which are excited by the stimulus can change their weights. The evaluation of e r as a result of a given input activity v depends not only on the weights w r but also has to account for the lateral connectivity structure in the neural area. The short range interactions in the cortex are dominated by excitatory connections and the inhibitory interneurons dominate at a longer range. In combination this leads to a sombrero shaped connectivity. As a result an intracortical feedback dynamics leads to an activity in the neural area which is localized around those neurons which are relatively well specialized for the given input ͓33͔ On the other hand the excitation e r is influenced by a kind of lateral cooperation which is induced by local connections between nearby neurons in the input space ͑smooth input͒ ͓52͔ or spread of activation evoked by the lateral excitatory connectivity in the neural area ͓41,42͔. As we will show later, the strength of the competition of cortical neurons for activity and the spatial scale of the lateral cooperation are the dominating parameters of the pattern formation process ͓53͔.
It is convenient to use an explicit ansatz for the steady state of the excitation ͓33͔. We introduce the above considerations into the model by a convolution of a competition term with a cooperative lateral neighborhood function. In other words, we model the neuronal activation e as a result from a global competition for activity and a local spread of activation from neighboring neurons.
First, let us consider the competition term. To measure the degree of optimization of the receptive field w r to a given stimulus v, we propose a distance measure d R (v,w r ), which considers the implicit influence of the neighboring neurons ͑this distance measure is usually not a metric, e.g., the triangle inequality generally does not hold͒:
͑2.2͒
Here h n is the neighborhood function and d N (r,rЈ) the distance measure in the neuronal area, which usually is the Euclidian distance. It can be seen as a collective optimization measure, which considers the RF of the whole group of neurons that would respond to the stimulus. To obtain the Euclidian distance we choose h n ϭ␦(rϪrЈ).
To enforce the activity response of the neurons whose distance measures are small we use a monotonic decreasing ''response-function'' of d R 2 (v,w r ): the Gaussian
͑2.3͒
To introduce competition we normalize the response function by the response of the whole neural area.
͑2.4͒
Note that the parameter R controls the competition strength: setting R to infinity results in a constant relative response function g R for all neurons which means no competition. If R ϭ0, we obtain with probability 1 g R ϭ␦(r Ϫr * ), with r * the neuron whose RF w r is next to the stimulus v. Here we have ''hard competition,'' where the activity is localized only around the ''winning'' neuron r * which is called the ''winner takes all''͑WTA͒ case. The competition term g R can be interpreted as relative receptive field effect, since h R can be seen as an ansatz for a receptive field of a width R . Another interpretation is Bayesian: g R denotes the probability that the respective neuron is the best optimized to the given stimulus ͓47,54͔.
In the neural area the activation spreads into the neighborhood of the neuron r due to local neuronal interactions, described by a kernel h N "d N (r,rЈ)…, where d N (r,rЈ) is the distance measure in the neural area and h N is the neighborhood function. As an important example consider the Euclidian distance measure
and a Gaussian neighborhood function
Combining this, we get an ansatz for the excitation in the neural area
With this ansatz our ''convolution model'' ͓Eqs. ͑2.1͒,͑2.7͔͒ is strongly related to the well-known Kohonen model ͓33͔ and elastic net ͓49͔. We will discuss this topic later in detail. One special property of the convolution model is the existence of two different explicit length scales: the width of the receptive field R in the input space and the width of the neighborhood in the neural area N . We want to stress here that the basic principles of pattern formation in our model are independent of a special choice of d R , h R , and h N .
To examine the pattern formation behavior of the model it is very helpful to have a potential or Lyapunov function E(w). That is, a function which decreases monotonically in time if w r (t) is a solution of Eq. ͑2.1͒. A sufficient condition is ‫ץ‬ t w r ϭϪ‫ץ‬E/‫ץ‬w r . The advantage of potential systems are twofold ͓55͔. First, only fixed-point attractors can occur. Second, if there are many fixed points we can compare them by their value of E. This gives us a criterion which fixed point the system may select dynamically. Our model is in general nonpotential. It only has a potential if the distance measure d R (v,w r ) includes the same neighborhood function as the cooperation term in the convolution, i.e., h n ϭh N ͑see Ref.
͓56͔͒.
With h R and h N as Gaussians, we get the potential
with the distance measure after Eq. ͑2.2͒.
III. MODELING OCULAR DOMINANCE PATTERN FORMATION
To understand the formal principles and mechanisms which underly the development and activity-dependent stripe width of the ocular dominance pattern in the primary visual cortex, we consider two input surfaces L and R, representing the retinae or lateral geniculate nuclei ͑LGN͒ and one neural sheet N representing the primary visual area in the cortex ͓27͔ ͑see Fig. 2͒ . Every neuron rN gets input activity A ϭ"A L (x,y),A R (x,y)…, (x,y)L,R from the left and right eye, respectively. The neurons react to this input according to their distribution of connectivity weights W r ϭ"W r L (x,y),W r R (x,y)…, which determines their receptive field. We consider ocular dominance formation as a special case of ͓Eqs. ͑2.1͒,͑2.7͔͒: ‫ץ‬ ‫ץ‬t W r ϭ͗͑AϪW r ͒e r ͑ A͒͘.
͑3.1͒
If the receptive fields are described by ͑or we are interested in͒ only a few features, it is useful to consider the problem in terms of a feature map. In the case where the features are linear functionals of the stimuli ͑e.g., gravity centers of the stimuli distribution͒ the general form of Eq. ͑2.4͒ holds for the features as well. ͑For nonlinear features such as the orientation selectivity the relation to the corresponding full activity distribution is not obvious.͒ For the ocular dominance map, we represent the distributed activity
dxdy while the synaptic weights W are reduced to the receptive field centers w ϭ(w x ,w y ,w z ) with
In this representation the average weight dynamics Eq. ͑2.1͒ reads ‫ץ‬ ‫ץ‬t
where p is the projection of the high-dimensional stimulus distribution P into the reduced representation ͑''feature space''͒ M ͑Fig. 2͒. The activation ẽ r in general might depend on more than the centers of gravity and the interocular differences of the stimuli. Here, however, we use the feature vectors instead of the activity distribution and RF as a first approximation in the framework of the convolution model. Note that the dimension reduction not necessarily involves an approximation but instead shifts the attention from the high-dimensional problem to the dynamics of centers of gravity and interocular differences, respectively. A structure which appears in this representation therefore also should emerge in the full problem. What then remains is to derive the stimulus distribution in the feature space from the distribution of all inputs P.
Intereye correlations are reflected by the variance of p along the ocularity coordinate of the feature space. To see this we consider correlated inputs constructed as in Ref. 
A simple calculation involving the central limit theorem shows that in this case p is a normal distribution along v z with a variance ͗v z 2 ͘ϭ(1Ϫ2)
2 s 2 /6. We also derived the stimulus distribution in the feature space from other assumptions ͑such as, e.g., rare localized stimuli͒ with the general result that the variance is always ͗v z 2 ͘ϰ (1Ϫ2) 2 .
IV. TWO SCENARIOS OF OCULAR DOMINANCE PATTERN FORMATION
Pattern formation in our model occurs as a result of a dimensional conflict. The two-dimensional neural surface is forced to represent an essentially three-dimensional input space: the two dimensions are attributed to space and the third to ocularity. The neural map ignores the third dimension if the variance of the related feature is small compared to the effective receptive field size which depends on N and R . Beyond a critical value of N and R the map folds in and patterns such as stripes and patches emerge.
We investigated the formation of ''ocular dominance patterns'' in our model in many simulations. We started from a binocular ͓i.e. w z (r)ϭ0͔ and roughly retinotopic map which is a fixed point of Eq. ͑3.2͒ ͑see next section͒. It turns out that it is important to distinguish between two different scenarios of pattern formation ͑compare with Ref. ͓57͔͒. Figure 3 shows the result of a typical simulation. In the 2 s 2 /6 at ϭ0.3. N was decreased linearly from 1.35 to 0.5 ͑neural units͒ during tϭ5ϫ10 6 iterations. The grey levels show the evolution of the normalized power spectra of the OD patterns ͑inset͒. When N crosses its critical value ͑dash-dotted line͒ the pattern forms and retains its wavelength although the maximum of the spectrum of the linearized dynamics moves further to higher values ͑thick line͒. Note the logarithmic time scale.
simulations we use a stochastic, Markovian adaptation method as in Ref. ͓33͔ to get a robust result. As described in Ref. ͓37͔, the fluctuations are strongest near the largest eigenvalue of the linearized dynamics ͑see next section͒. When the parameters R , N , and n are below the critical value, the noise pattern becomes amplified: it grows exponential. The critical values depend on the correlation parameter and the wavelength of the amplified pattern depends on the critical values of the width parameters. Further shrinking during development leads to no change of the wavelength, the pattern becomes sharper and more stripe-shaped only. The stripe width resulting from this scenario are larger for smaller correlations ͑see Fig. 5͒ . We shall discuss this in the next section.
In the other scenario the width parameters are fixed at subcritical values. Thus the pattern grows right from the beginning. In the first part of the evolution the wavelength of the pattern is at the largest eigenvalue of the linearized dynamics as in the first scenario. But then reorganization occurs due to the nonlinearity of the dynamics. The stripe width of the pattern shifts on a logarithmic time scale to longer wavelengths ͑see Fig. 4͒ . The stationary length scale of the pattern depends on both the width parameters and the correlation parameter. Here, the stripe width are larger for smaller correlation too ͑see Fig. 5͒ . We shall discuss this in Sec. VII.
Both scenarios qualitatively predict the same dependency between the correlation and the length scale of the stationary map. However, the evolution of the pattern formation process differs in time scale and amplitude. In the next sections, we investigate the formal principles of the pattern formation mechanisms in both scenarios. We will focus specifically on the determination of the length scale of the emerging pattern.
V. PATTERN FORMATION IN FEATURE MAP MODELS
Generally, pattern formation occurs if the homogeneous binocular map is unstable against small fluctuations. In the following sections we will analyze ocular-dominance pattern formation in the most simple case of a two-dimensional input space and a one-dimensional chain of neurons. In a first approximation this can be seen as a vertical cut through the feature space along the ocular dominance direction, parallel to one side, say, the y direction. The validity of the results in the case of higher-dimensional feature maps or the fully connected problem with two input sheets projecting onto one neural area will be discussed in the last section.
In the two-dimensional feature space with one space coordinate x and the ocular dominance coordinate y, we perform a linear stability analysis. This allows us to determine which modes are stable and which become amplified.
The evolution of the weights wϭ(w x ,w y ) in our reduced problem is given as ‫ץ‬ ‫ץ‬t
We choose for the calculations h N "d N (r,rЈ)… after Eq. ͑2.6͒ and h R "d R (v,w r )… after Eq. ͑2.3͒ with
The case N ϭ n represents the potential version and the case n ϭ0 stands for the continuous formulation of the standard nonpotential Kohonen model ͓33͔.
The homogeneous solution of the map is w r ϭ(r,0). This is a stationary solution of the map for all parameters R , n , and N if P(v) is constant in the x direction and the mean vanishes in the y direction because the integration runs over an odd function ͑for the x direction around r and for the y direction around 0͒.
We examine the stability of this stationary solution by linearizing the evolution of a small perturbation ␦ r . With the ansatz w r ϭw r ϩ␦ r we get for the evolution in the neighborhood of the stationary solution
with the linear operator L. In Fourier space this translation invariant operator is diagonal. Therefore the computation of the spectrum is straight forward ͑see Appendix A͒. The linearized dynamics is given through a simple eigenvalue equation
with the spectra of eigenvalues
͑5.2͒
If an eigenvalue (k) is positive, then perturbations with wave number k grow exponentially, while perturbations with wave numbers kЈ with negative eigenvalues (kЈ) are damped away. Its easy to see that in the x direction ͑Fig. 6͒ all modes except the marginally stable translation are damped. This direction is stable. In the y direction the behavior depends on the width of the input distribution ͗v y 2 ͘: above a critical value the spectrum includes positive eigenvalues around the maximum ͑Fig. 7͒. The spectra have a maximum at
A mode with this wave number is marginal stable at
͑5.4͒
Combining these two formulas, we get the position of the first positive eigenvalue FIG. 6 . The spectra in the stable x direction for several parameters ( N ϭ n , ϭ2 N ).
FIG. 7. Some spectra in the unstable y direction for different parameters sets which fulfill the marginal stability condition ( max ϭ0).
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k * ϭ 1 ͱ ͗v y 2 ͘ ͱl n ͩ 1ϩ 2 R 2 N 2 ϩ n 2 ͪͫ 1ϩ N 2 ϩ n 2 2 R 2 ͩ 1ϩ 2 R 2 N 2 ϩ n 2 ͪ ( N 2 ϩ n 2 )/2 R 2 ͬ .
͑5.5͒
Applying this result to the model of ocular dominance pattern formation of Sec. III, we have to take into consideration that the parameters N , R , and s are not known. Hence, we are only able to compare the resulting wave numbers of the pattern for the normal and the strabismic case. Assuming that the relation of the width parameters remain unchanged by introducing strabism, we normalize the wave number k * by the wave number k * 0 of the strabismic case (ϭ0). We get for the dependency of the wave number of the resulting ocular dominance pattern
͑5.6͒
A pattern with this wave number is selected in the scenario of shrinking receptive fields ͑compare Fig. 5͒ .
VI. PHASE TRANSITIONS AT THE PATTERN FORMATION
Shrinking the width parameters below the critical values, lead to patterns with finite amplitude ͑''ocularity''͒ via a phase transition of second order. The stationary amplitude of the model near marginal stability can be derived by expanding the evolution equation ͓Eqs. ͑2.1͒,͑2.7͔͒. For small amplitudes, only the mode of the critical wave number k * in the unstable direction and the mode with the strongest coupling from the stable direction have to be considered. Using the symmetry of the equation we have the ansatz for the approximation of the solution w r ª͓rϩa x sin͑2k * r ͒,a y cos͑k * r ͔͒. 
VII. REORGANIZATION PHENOMENA OF PATTERNS
Undercritical width parameters usually lead to a whole range of unstable modes. For each of these modes a positive amplitude is more optimal than the homogeneous map. This corresponds in the potential case to a Lyapunov function which has a minimum at a positive amplitude at each of this modes. The wave number of deepest minimum at all this modes can be seen as the wave number of the stationary solution of the model.
The numerical simulations show that the map reorganizes after a first saturation of the amplitude at the wave number which corresponds to the largest eigenvalue of the linearized dynamics. This process is bounded by the positive part of the spectrum of eigenvalues ͑see Sec. IV͒. In the following, we derive an upper bound for the wave number of the stationary solution. We assume that the higher harmonics of the stationary map make only a small contribution to the energy and that the ''refinements'' to a simple harmonic map have more influence at lower wave numbers. This holds in all cases we know ͑see, e.g., Figs. 10,11͒.
In the case of undercritical width parameters, which are not too far from the critical values, it is possible to expand the energy respective the amplitude and the wave number and then evaluate the zeros of the equation system. This classical technique ͓55͔ is not very useful here because the resulting terms are very long and give only a little insight. Far away from the critical point the expansion breaks down. In this case it is possible to evaluate an estimation in the following way.
In the first step we evaluate the modified distance measure by using the harmonic ansatz w r ϭ"r,A sin(kr)…:
For a better approximation we translate the distance function to achieve nearly a saddle point approximation and replace the trigonometric function with the approximation up to second order sin͑kr͒Ϸkr, cos͑kr͒Ϸ1Ϫ k 2 r 2 2 .
We get as approximation for small k, N , R , and large A ͑far away from linear instability͒ for the distance measure
With this approximation we have for the energy
Bifurcation diagrams of the convolution model at different parameters R ͑compare with arrows at Fig. 8͒ . All paths show a continuous phase transition behavior. The solid lines show the amplitude a y /ͱ͗v y 2 ͘ derived from the expansion of the evolution equations in Appendix B. Near the hard competition limit ( R ϭ0) a new branch with hysteresis appears. This behavior could result from higher order terms of the expansion.
To determine, at which wave number k of the harmonic ansatz the energy has a minimum, we have to look for the zeros of the partial derivatives
Inserting the zero of the first equation into the second one, leads to a condition for the minima of the approximated energy
For small parameter N , R this equation holds near
which shows a nearly kϰ1/ͱ͗v y 2 ͘ dependency also far away from linear instability. Hence, the dependency of the wave number normalized with the wave number of the strabismic case is similar to the dependency which holds for the wave number of the first positive eigenvalue in the shrinking receptive field case.
VIII. RELATION TO OTHER FEATURE MAP MODELS
Our convolution model is strongly related to the well known Kohonen algorithm ͓33,37͔ and to the elastic net algorithm ͓49͔. The first one can be seen as a discrete, algorithmic approach of our model using h n ϭ␦ and a vanishing input field width ͑''winner takes all'' limit͒. Correspondingly, the spectra of the linearized dynamics are the same as in Ref. ͓37͔, if we choose the Euclidian metric ( n ϭ0) and then R →0:
Here, we can see, why Kohonen's algorithm is so successful ͑additional to the simple and algorithmically cheap form͒: because no eigenvalue is smaller than Ϫ1; numerically the algorithm is very robust. If additionally to R ϭ0 we use h n ϭh N , we get the potential version of the Kohonen's SOFM. In this case the model has an energy function which we obtain from the general energy function Eq. ͑2.8͒ with R →0
where the neuron r * is the winner neuron in terms of the FIG. 10 . Spectrum of eigenvalues ͑top͒ and energy of stationary solutions ͑broken line͒ compared to our harmonic ansatz ͑solid line͒ in the case of a Gaussian distribution P(v y ). The optimal wave number of the stationary solution ͑a͒ is bounded by the minimum of our ansatz ͑b͒ and is below the position k * of maximal eigenvalue y (k * ) ͑c͒. The elastic net algorithm consists of two parts: a Hebbian soft competition term and smoothing elastic force term, which guarantees the neighborhood preservation. Unfortunately, the discretization induces an implicit length scale without obvious interpretation of the second term. The elastic net behaves similar to the convolution model with a small but finite neighborhood width N :
‫ץ‬ ‫ץ‬t
The first term reduces to the Hebb term of the elastic net. The second term behaves similar to the elastic force term, if the neighborhood N is small and the width of the receptive fields R is wide in relation to the width of the distribution of the stimuli
with a small factor ␤. The right side is the continuous formulation of the elastic net, since the elastic force term can be seen as a discretization of the Laplace-operator: ͚ r Ј (w r Ј Ϫw r )Ϸ⌬w r with rЈ neighborhood of r. A comparison of the dynamics linearized around the homogeneous solution makes the relation clearer. We obtain the spectrum of eigenvalues from the spectrum of the convolution model ͓Eqs. ͑5.1͒,͑5.2͔͒ by inserting the parameters n ϭ N ϭ0 and by adding the Fourier transformed linear Laplace-operator ␤⌬␦ r →Ϫ␤k 2 ␦ r .
This yields
The spectrum in the y direction is maximal at
which depends on the variance ͗v y 2 ͘ and becomes marginally stable at
Comparing this to the spectrum of the convolution model in the unstable y direction we get an approximation of the spectrum of the elastic net around the maximum with a small but finite width N of the neighborhood function. From the expansion around N ϭ0 we can estimate the elastic force factor ␤ with an small but finite neighborhood in the neural area:
For higher frequencies, however, the spectrum of the elastic net differs from that of the convolution model. The Laplace operator damps the modes in this range much more than the neighborhood function. This damping behavior leads to numerical instabilities, which have to be considered in simulations. The energy function of the potential elastic net model can be obtained from the energy function of the potential convolution model by using the parameters above and adding an elastic energy term
The expansion of this term around the homogeneous map as in the previous section results in:
An analysis of this energy function along the lines of the previous sections shows, that the elastic net has a phase transition of second order for all R and we can expect a similar reorganization behavior as for the convolution model ͓59͔.
IX. DISCUSSION
In recent years a wide range of models with different mathematical properties and different degree of abstraction has been used to describe the development of ocular dominance patterns. On one side there are noncompetitive, mainly linear models ͓60-62͔ with local learning rules which are based only on the correlation between input cells and post synaptic cells. In these models the changes are governed in a linear way by the input patterns. On the other side there are the competitive, essentially nonlinear models ͓49,27,37͔ in which the learning rules are nonlinear and slightly nonlocal. In some comparisons between linear and nonlinear ap-proaches it had been stressed that the competitive models seem to fit better to the physiological findings ͓57,63,14͔. Hence, we restrict our investigation of principles of pattern formation to the latter class of models.
In this contribution we analyzed activity-dependent formation of neural connectivity patterns in the framework of the convolution model. The convolution model is derived from basic assumptions about activity-dependent neural map formation making it neurobiologically plausible. At the same time it generalizes a range of previous approaches. In particular, the widely used Kohonen model ͓33,37,64͔ is contained as a limiting case and the elastic net algorithm ͓49,45,65͔ can be approximated for the case of a weak elastic force. We applied our approach to the problem of ocular dominance pattern formation in visual cortex for which we performed simulations and a mathematical analysis of the basic mechanisms of pattern formation including the bifurcation behavior and reorganization phenomena. In particular we were interested in the origin of characteristic length scales of the resulting patterns and on how these scales depend on interocular correlations of the inputs to the two eyes during development.
We found that the experimental observation of increasing scales for lower correlation ͓26͔ is reproduced in the convolution model ͓37,66,27͔ following essentially one of two dynamic scenarios of pattern formation.
͑1͒ In the first scenario the homogeneous solution is stable in the beginning, i.e., all neurons are binocular. In order to obtain patterns the intrinsic width parameters ͑effective receptive field size͒ must shrink during the formation process such that the map is driven through the instability. In this case the mode with the wave number of the eigenvalue first becoming positive grows exponential. The pattern saturates at an amplitude which can be determined by the higher order coefficients of the expansion of the energy function as shown in Sec. VI. Further shrinking the receptive fields leads to a deeper energy minimum and the pattern may become fixed.
͑2͒ In the second scenario the parameters lead to pattern formation right from the beginning. In this case a pattern corresponding to the largest positive eigenvalues grows first until it reaches saturation. The pattern does not remain stable, it reorganizes on a long time scale which goes along with a lowering of the wave number of the pattern. The shift to lower wave numbers stops before it reaches the left boundary of the positive spectrum of eigenvalues.
Both scenarios correctly describe the effect of wider stripe width of ocular dominance patterns in strabismic cats ͑Fig. 5͒. The absolute wave length of the pattern is, however, not determined, because it depends on experimentally unknown physiologically values of length scales R , N , and n . Based on the assumption, that at induced strabism the width parameters remain unchanged and correlation is zero, we obtain a relative wavelength as a function of the correlation parameter for the normal case. Figure 5 shows that the scenarios of OD pattern formation cannot be distinguished on the basis of the stationary solutions alone. If, however, the dynamics of the pattern formation is observed, both scenarios make very different predictions ͑compare Figs. 3 and 4͒. In case of shrinking receptive field sizes and/or shrinking neighborhood widths, at some point the pattern grows very fast with the first unstable wavelength which from then on does not change any further. In the other case of constant subcritical parameters, the pattern grows with a high spatial frequency right from the beginning and then reorganizes on a long time scale. This yields a map with a wider stripe width.
Which scenario is actually realized in the brain can be resolved by the experiment sketched below that is feasible with present day technology. Starting at about two to three weeks of age, ocular dominance columns can be visualized in the visual cortex of kittens by optical imaging of intrinsic signals ͓67,68͔. It is known from monocular deprivation studies that the OD pattern is in a plastic state until the end of the third month of life, with the degree of plasticity beefing maximal at an age of six weeks. Practically it appears possible to visualize the pattern every two or three days. It should therefore be possible to obtain a sequence of patterns following its development from the third week to adulthood. Comparing such sequences in squinting animals and animals with normal visual experience should suffice to identify by which scenario a larger wavelength of ocular dominance columns is realized in the brain of squinting animals.
In our formal analysis we considered the evolution of feature maps in terms of a deterministic dynamical system. We neglected the influence of noise in the formulation of the model in order to guide the attention to the basic structure of the dynamics. However, knowing the properties of the deterministic system means knowing a lot about the related stochastic system. The linear approximation of the evolution equation corresponds to the drift term of the Fokker-Planck equation which determines the stability behavior. On the other hand, the energy function of the deterministic system determines the stationary invariant distribution of the maps P(w):P(w)ϰexp͓Ϫ2E(w)/ 2 ͔, where is the strength of the additive noise.
The type of transition from the homogeneously binocular state to the ocular dominance pattern exhibits distinct signatures of the nonlinear contributions to the developmental dynamics. Our results demonstrate that the type of bifurcation ͑supercritical vs subcritical͒ depends on the qualitative nature of intracortical interactions. Assuming that the development of ocular dominance columns is not coupled to the retinotopic organization, the transition is supercritical ͑dis-continuous͒ if the range N over which activity spreads within the cortical layer is much larger than the receptive field size R ͑see coefficient d y in Appendix B͒. The bifurcation is continuous if the size of receptive fields is a considerable fraction of the intracortical range N . If the development of the columnar pattern is coupled to retinotopic distortions the transition becomes continuous for the complete range of parameters for which patterns can form. The latter result agrees with the findings of Herman and Der ͓58͔ who studied the phase transition, which occurs in the discrete version of the Kohonen model. Such detailed properties of the patterns forming transition might become experimentally accessible in the future. Our results suggest that in this case overall properties of the pattern forming transition could be used for testing the qualitative nature of neuronal interactions in the cortical area.
The formal analysis were made in the most simple case of a one-dimensional neural area and a two-dimensional input space. The extension to the higher-dimensional case is similar to the ''classical'' pattern formation systems in physics such as the Swift-Hohenberg equations ͓55͔. At the linear stage of the evolution of the map, the different dimensions are independent from each other. Hence, the phase transition occurs for each dimension individually. At the nonlinear stage of pattern formation the dimensions are no longer independent. Similar to systems described by amplitude equations of Ginzurg-Landau-type the map reorganizes to smoother patterns such as parallel stripes ͓69͔. This reorganization process has only a little influence on the wave number of the resulting pattern.
Generally, it is very difficult to find a stationary solution for high-dimensional fully connected maps. This prohibits a similar analysis of the stability behavior as in the lowdimensional feature map models. Another way of investigating the pattern formation in a high-dimensional map was proposed by Bauer et al. ͓70͔ . They analyzed a heuristic cost function depending on an ansatz for the stationary map. They demonstrated the validity of their computations by comparing to numerical simulations. However, the starting point of their derivation of the distortion measure which was adopted from Ref. ͓71͔ is not valid even in the case of an ordered map in the low-dimensional feature map case ͑see Appendix C͒. A more general investigation will have to use a cost function, for which the validity was formally proofed.
After all, perhaps the most striking feature of the selforganized neural feature map model is the analogy with the classical pattern generating systems of physics which are described by equations of the Ginzburg-Landau type. We suspect, that more detailed investigations of instabilities in the nonlinear regime would reveal behaviors such as zig-zag instabilities, competition between different modes and especially will stress the relevance of the boundaries of the neural area for the hole layout of the pattern ͓59͔.
APPENDIX A: COMPUTATION OF THE SPECTRA OF THE CONVOLUTION MODEL
The evolution of the weights is in our reduced problem given as ‫ץ‬ ‫ץ‬t
We choose for the calculations
We take the ansatz w r ϭw 0r ϩ␦ r ϭ͓rϩ␦ x ͑ r ͒,␦ y ͑ r ͔͒. If we consider the dynamics related to the wave numbers k of the perturbation, the convolutions in (r) and (r) translates to simple products. We get
and
The linearized evolution in the fourier space of a small perturbation is given by an eigenvalue equation
‫ץ‬ ‫ץ‬t ␦͑k͒ϭ͑k͒␦͑k͒
In the SOFM limit n ϭ0 we get the same results as in Ref.
͓58͔.
APPENDIX C: COUNTER EXAMPLE TO THE SUPPOSED LYAPUNOV FUNCTION OF THE KOHONEN MODEL
We investigate the validity of an ansatz for a Lyapunov function of the convolution model in the case of nonpotentiality h N ϭ " h n : The operator L describes the linearized evolution of the dynamical system and Q is the quadratic term of expansion of the lyapunov function V. The implications made above have to hold for any perturbation. Hence, we can restrict us to the case of a perturbation only in the y direction. Then the problem reduces to a simple comparison between the spectrum y of the operator L in the y direction ͓Eq. ͑5.2͔͒ and the negative spectrum of eigenvalues of Q yy ϭ‫ץ‬ ␦ y 2 V(w 0 ). We consider the stability behavior around the stationary solution w 0 ϭ(r,0), which is a ordered, smooth map. This allows for an examination of the results in Ref.
͓71͔.
In Fourier space the operator Q yy is diagonal, as a result of the translation invariance. We have
ͪ ͬ . Figure 12 shows, that V is in general not a lyapunov function of the neural map model of Eqs. ͑2.1͒,͑2.7͒. The spectrum of the linearized system predicts another stability behavior than the quadratic term of the lyapunov function.
