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ASYMPTOTIC STRUCTURE IN SUBSTITUTION TILING SPACES
MARCY BARGE AND CARL OLIMB
Abstract. Every sufficiently regular space of tilings of Rd has at least one pair of
distinct tilings that are asymptotic under translation in all the directions of some
open (d − 1)-dimensional hemisphere. If the tiling space comes from a substitution,
there is a way of defining a location on such tilings at which asymptoticity ‘starts’.
This leads to the definition of the branch locus of the tiling space: this is a subspace
of the tiling space, of dimension at most d − 1, that summarizes the ‘asymptotic in
at least a half-space’ behavior in the tiling space. We prove that if a d-dimensional
self-similar substitution tiling space has a pair of distinct tilings that are asymptotic
in a set of directions that contains a closed (d − 1)-hemisphere in its interior, then
the branch locus is a topological invariant of the tiling space. If the tiling space
is a 2-dimensional self-similar Pisot substitution tiling space, the branch locus has
a description as an inverse limit of an expanding Markov map on a 1-dimensional
simplicial complex.
1. Introduction
Tilings of Rd, and the tiling spaces associated with them, play a fundamental role in
recent investigations in number theory, physics, logic, computer science, and dynamical
systems. For a given tiling T of Rd, one would like to understand the recurrence
properties of the various patterns made by the tiles of T . These properties are encoded
in the topology of the tiling space Ω associated with T and in the dynamics of the
action of Rd by translation on Ω. Under standard assumptions on the nature of T ,
the space Ω is locally homeomorphic with a product of a d-dimensional disk and a
Cantor set, the arc-components of Ω coincide with the orbits of the Rd-action, and
recurrences of patterns in a tiling correspond to returns under the Rd-action to local
neighborhoods.
We are interested here in the asymptotics of the translation action on tiling spaces.
We will put sufficient conditions on the tilings we consider so that the associated tiling
spaces are compact metric spaces: under the metric, d, two tilings are close if a small
translate of one agrees with the other in a large neighborhood of the origin. Tilings
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T, T ′ ∈ Ω are then asymptotic in direction v ∈ Sd−1 if d(T − tv, T ′ − tv) → 0 as
t→∞. We prove under rather general hypotheses that there are T 6= T ′ ∈ Ω that are
asymptotic in an entire open hemisphere’s worth of directions. To say more, we must
restrict a bit.
There are three common procedures for constructing tilings of Rd: cut-and-project;
matching rules; and substitutions. With the cut-and-project method, the asymptotic
tilings and directions can be immediately deduced from the geometry of the boundary
of the defining window (see, for example, [FHK]). Global properties of matching rule
tilings are, on the other hand, very difficult to ascertain - unless the rules enforce the
sort of hierarchical structure enjoyed by substitution tilings (see [M], [G-S]). We are
thus led to consider substitutions Φ and their associated tiling spaces ΩΦ.
A substitution Φ induces a self-map, also denoted by Φ, of ΩΦ. This will, among other
things, provide a way of pinning down a specific location for the start of asymptoticity.
For example, in the one-dimensional (d = 1) case, there are a finite and non-zero
number of asymptotic R-orbits (at most n2 if there are n distinct tiles - see [BDH]).
Each of these orbits contains a unique tiling that is periodic under Φ and we may
reasonably designate these Φ-periodic, R-asymptotic, orbits as the exact locations on
their arc-components where asymptoticity starts. Let us say this more precisely. If
T 6= T ′ ∈ Ω are such that d(T − t, T ′ − t) → 0 as t → ∞ (or as t → −∞), then
there is a unique t0 ∈ R so that, if T0 := T − t0 and T ′0 := T ′ − t0, then T0 and
T ′0 are Φ-periodic. Moreover, T0 /∈ W s(T ′0) and T0 − t ∈ W s(T ′0 − t) for all t >
0 (resp., t < 0), where W s denotes the Φ-stable ‘manifold’. This choice for initial
point of asymptoticity is made less arbitrary by the rigidity result of [BS]: if ΩΦ
and ΩΨ are homeomorphic one-dimensional substitution tiling spaces, then there is a
homeomorphism of ΩΦ with ΩΨ that not only conjugates the R-actions (perhaps with
rescaling), but also conjugates some power of Φ with a power of Ψ and hence takes
Φ-periodic orbits to Ψ-periodic orbits. Thus, the finite collection of asymptotic pairs
{(T0, T ′0)}, as above, is a topological invariant for ΩΦ. (A complete topological invariant
for one-dimensional substitution tiling spaces is derived from asymptotic pairs in [BD]
and their connection with the Matsumoto K0-group is explored in [BDS].)
In this article we extend the one-dimensional results to higher dimensional substi-
tution tiling spaces. We will call a pair of tilings (T, T ′) ∈ ΩΦ × ΩΦ a branch pair if
T /∈ W s(T ′) and there is an open hemisphere H ⊂ Sd−1 so that T−tv ∈ W s(T ′−tv) for
all v ∈ H and all t > 0. We will see that such a pair is asymptotic in the directions H .
(The terminology ‘branch pair’ is inspired by the fact that, if the tiles are polyhedral,
then the space ΩΦ is obtained as an inverse limit of a map on a branched manifold.
The asymptotic-in-a-half-space pairs are then a ghostly remnant of the branching in the
approximating branched manifolds.) The general situation is quite complicated when
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d > 1. Members of branch pairs are not necessarily periodic under the substitution and
there are typically infinitely many branch pairs. However, there are at most finitely
many branch pairs that are asymptotic in a set of directions that contains a given
closed hemisphere in its interior, and they are all substitution-periodic (Proposition
3). To capture the asymptotic structure of a substitution tiling space, we define the
branch locus (essentially, this consists of all the members of branch pairs, together with
all the tilings obtained by translating these members in directions in the boundary of
their maximal asymptotic sectors, and all tilings accumulated on by such). We prove
(Theorem 1) that if a self-similar substitution tiling space has a branch pair whose set
of asymptotic directions contains a closed hemisphere in its interior, then the branch
locus is a topological invariant.
If we restrict further to 2-dimensional self-similar substitution tiling spaces, the
structure of the branch locus becomes manageable: there are only finitely many lines
along which branching occurs (Theorem 2) and if the substitution is also Pisot, then
the branch locus is the inverse limit of an expanding Markov map on a compact 1-
dimensional simplicial complex. In the latter case, it follows from the rigidity result of
Kwapisz ([K]) that the branch locus is also a topological invariant (Theorem 5).
It frequently occurs that asymptotic structure in a tiling space can be held responsible
for the appearance of certain subgroups in the cohomology of the space. For example,
in the 1-dimensional period doubling tiling space (a 7→ ab, b 7→ aa), there is a branch
pair (T, T ′) with d(T − t, T ′ − t) → 0 as t → ±∞: this pair contributes a Z in H1.
Similarly, the branch locus of the 2-dimensional half-hex tiling space (see Example
1) consists of three tilings, each asymptotic to the other two in all directions: this
contributes Z2 to H2. For the chair tiling (Example 2), there are two “tubes” made
each of R2 orbits of four 2-addic solenoids in the branch locus that contribute Z[1/2]2
to H2 (the asymptotic structure also is responsible for a Z/3Z that, while it doesn’t
show up in H2 of the full tiling space, is, none-the-less, a topological invariant - see
[BDHS]). Calculations along these lines can be found in the dissertation, [O], of the
second author, as can preliminary versions of many of the results contained in this
article.
The existence of tilings that are asymptotic in a hemisphere’s worth of directions
is closely related to lack of expansiveness of translation subdynamics. In [BL], Boyle
and Lind consider subdynamics of expansive Zd actions on compact metric spaces. In
particular, they show that (for d > 1) there is always a d − 1-dimensional subspace
of Rd so that the restriction of the Zd action to directions within a bounded distance
of the subspace is not expansive. The corresponding notion of expansiveness for the
translation action of Rd on a d-dimensional tiling space Ω would be: the action is
transversely expansive provided there is an α > 0 so that if T 6= T ′ ∈ Ω are any
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two tilings that share a tile, then there is a v ∈ Rd with d(T − v, T ′ − v) ≥ α.
Under the assumption of finite local complexity (see Section 2), the translation action
is transversely expansive. Under additional (very mild) hypotheses, Proposition 1
implies that there is always a d− 1 dimensional subspace of Rd restricted to which the
translation action on Ω is not transversely expansive. If d = 2 and Ω is a self-similar
substitution tiling space, it is a consequence of Theorem 3 that there are at least two
independent directions in which translation is not transversely expansive.
In Section 2 we review basic definitions and facts about tiling spaces. Section 3 in-
troduces the terminology related to asymptotic structures and establishes some general
results. In Section 4 we restrict to the case of 2-dimensional self-similar substitution
tiling spaces.
2. Background
By a tile τ in Rd we mean an ordered pair τ = (spt(τ), m) where spt(τ), the support
of τ , is a compact subset of Rd and m is a mark taken from some finite set of marks.
A tile τ is topologically regular if cl(int(spt(τ))) = spt(τ) and tiles τ = (spt(τ), m) and
σ are translationally equivalent if there is a v ∈ Rd with τ + v := ((spt(τ) + v,m) = σ.
In this article all tiles will be assumed to be topologically regular. By the interior of
a tile we will mean the interior of its support: τ˚ := int(spt(τ)).
A patch is a collection of tiles with pairwise disjoint interiors, the support of a patch P ,
spt(P ), is the union of the supports of its constituent tiles, the diameter of P , diam(P ),
is the diameter of its support, and a tiling of Rd is a patch with support Rd. A collection
Ω of tilings of Rd has translationally finite local complexity (FLC) if it is the case that
for each R there are only finitely many translational equivalence classes of patches
P ⊂ T ∈ Ω with diam(P ) ≤ R. Given a tiling T , let B0[T ] := {τ ∈ T : 0 ∈ spt(τ)},
and, for R > 0, BR[T ] := {τ ∈ T : BR(0) ∩ spt(τ) 6= ∅}. If Ω is a collection of tilings
of Rd with FLC, there is a metric d on Ω with the property: d(T, T ′) < ǫ if there are
v, v′ ∈ Rn with |v|, |v′| < ǫ/2 so that B1/ǫ[T ′−v′] = B1/ǫ[T −v]. In other words, in this
metric two tilings are close if a small translate of one agrees with the other in a large
neighborhood of the origin. (See [AP] for details.) We will call a collection Ω of tilings
of Rd a d-dimensional tiling space if Ω has FLC, is closed under translation (T ∈ Ω
and v ∈ Rd ⇒ T − v ∈ Ω), and is compact in the metric d. (All tiling spaces in this
article are assumed to have FLC, but we will occasionally include the FLC hypothesis
for emphasis.) For example, if T is an FLC tiling of Rd, then Ω = {T ′ : T ′ is a tiling of
Rd and every patch of T ′ is a translate of a patch of T} is a d-dimensional tiling space,
called the hull of T ([AP]).
Suppose that A = {ρ1, . . . , ρk} is a set of translationally inequivalent tiles (called
prototiles) in Rd and Λ is an expanding linear isomorphism of Rd. A substitution on A
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with expansion Λ is a function Φ : A → {P : P is a patch in Rd} with the properties
that, for each i ∈ {1, . . . , k}, every tile in Φ(ρi) is a translate of an element of A,
and spt(Φ(ρi)) = Λ(spt(ρi)). Such a substitution naturally extends to patches whose
elements are translates of prototiles by Φ({ρi(j) + vj : j ∈ J}) := ∪j∈J(Φ(ρi(j)) + Λvj).
A patch P is allowed for Φ if there is an m ≥ 1, an i ∈ {1, . . . , k}, and a v ∈ Rd,
with P ⊂ Φm(ρi)− v. The substitution tiling space associated with Φ is the collection
ΩΦ := {T : T is a tiling of Rd and every finite patch in T is allowed for Φ}. If Λ is
multiplication by the scalar λ > 1, ΩΦ is called self-similar.
A d-dimensional tiling space Ω is repetitive if for each patch P with compact support
that occurs in some tiling in Ω there is an R so that for all T ∈ Ω and all x ∈ Rd, there
is a v ∈ Rd so that P −v ⊂ BR[T −x]. It is clear that if Ω is repetitive, then the action
of Rd on Ω by translation is minimal. The substitution Φ is primitive if for each pair
{ρi, ρj} of prototiles there is an n ∈ N so that a translate of ρi occurs in Φn(ρj). If Φ
is primitive then ΩΦ is repetitive.
If the translation action on Ω is free (i.e., T − v = T ⇒ v = 0), Ω is said to be
non-periodic. If Φ is primitive and ΩΦ is FLC and non-periodic then ΩΦ is compact
in the metric described above, Φ : ΩΦ → ΩΦ is a homeomorphism, and the translation
action on ΩΦ is minimal and uniquely ergodic ( [AP], [So1], [So2]).
A real number λ is a Pisot number if it is an algebraic integer and all of its algebraic
conjugates lie strictly inside the unit circle. That is, there is a monic integer polynomial
p, the minimal polynomial of λ, that is irreducible over Q, has λ as a root, and all other
roots of p have absolute value less than 1. The degree of λ is the degree of p. A self-
similar substitution is a Pisot substitution if the expansion λ for Φ is a Pisot number.
3. Definitions and preliminary results
Suppose that Ω is a d-dimensional tiling space and v ∈ Sd−1. Tilings T, T ′ ∈ Ω are
asymptotic in direction v provided d(T − tv, T ′ − tv)→ 0 as t→∞. Given S ⊂ Sd−1,
T and T ′ are uniformly asymptotic in directions S provided for each ǫ > 0 there is an
R so that d(T − tv, T ′ − tv) < ǫ for all v ∈ S and all t ≥ R. We’ll say that T and T ′
agree on X ⊂ Rd provided B0[T − v] = B0[T ′ − v] for all v ∈ X .
Proposition 1. If Ω is a non-periodic, repetitive, FLC tiling space then there are
tilings T¯ 6= T¯ ′ in Ω that agree on an open half-space.
Proof. Let T be any tiling in Ω. By repetitivity, there are xn 6= 0 with |xn| → ∞
so that Bn[T − xn] = Bn[T ]. By non-periodicity, T − xn 6= T so rn := sup{r :
Br[T − xn] = Br[T ]} < ∞. Pick yn ∈ Brn(0) with B1[T − xn − yn] 6= B1[T − yn].
Since B1[T − xn − yn] ∩ B1[T − yn] 6= ∅, finite local complexity insures that, up to
translation, there are only finitely many pairs (B1[T −xn−yn], B1[T −yn]). Passing to
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a subsequence we may assume that (B1[T − xn − yn], B1[T − yn]) = (P ′ − zn, P − zn),
with zn → 0, for some pair of distinct patches (P ′, P ). By compactness, there is a
subsequence ni, tilings T¯
′, T¯ ∈ Ω, and u, so that T −xni − yni → T¯ ′, T − yni → T¯ , and
yni/|yni| → u. Then T¯ 6= T¯ ′ (since T¯ ′ ⊃ P ′, T¯ ⊃ P ) and T¯ , T¯ ′ agree on the half-space
{v : 〈v, u〉 < 0}. 
The translation action on a tiling space is not expansive: if |w| is small, then d(T −
v, T − w − v) remains small for all v. But, assuming FLC, the Rd-action on a d-
dimensional tiling space is transversely expansive in the following sense: there is an
α > 0 so that if T 6= T ′ ∈ Ω and T ∩ T ′ 6= ∅ then there is a v ∈ Rd so that
d(T − v, T ′ − v) ≥ α. This notion of transversely expansive is the natural way of
transferring expansivity of a Zd-action to “expansivity” of the Rd-action obtained by
suspension. More generally, if V is a subspace of Rd, then the translation action on
Ω is transversely expansive in the direction of V if, in the definition of transversely
expansive, the v can be taken from V . The following is analogous to a result of Boyle
and Lind ([BL]) for expansive Zd-actions.
Corollary 1. If Ω is a d-dimensional, non-periodic, repetitive, FLC tiling space then
there is a d − 1-dimensional subspace V of Rd so that the translation action is not
transversely expansive in the direction of V . Moreover, if V is such a subspace, then
there are tilings T¯ 6= T¯ ′ ∈ Ω that agree on one of the components of Rd \ V .
Proof. By Proposition 1 there is a w 6= 0 and tilings T¯ 6= T¯ ′ ∈ Ω so that T¯ and T¯ ′
agree on {x : 〈x, w〉 > 0}. Let V := {w}⊥. Then, for any α > 0, there is a t > 0 so
that, if T := T¯ − tw and T ′ := T¯ ′ − tw, sup{d(T − v, T ′ − v) : v ∈ V } < α.
Suppose now that V is a d − 1-dimensional subspace of Rd so that the translation
action on Ω is not transversely expansive in the direction of V . There are then Tn 6=
T ′n ∈ Ω so that Tn ∩ T ′n 6= ∅ and d(Tn − v, T ′n − v) < 1/n for each n ∈ N and all v ∈ V .
There are then xn → 0 so that B0[Tn−xn] = B0[T ′n] for all n ∈ N. It follows that there
are tn → ∞ so that Tn − xn − v agrees with T ′n − v on the strip V + {tw : |t| ≤ tn},
where w ∈ Sd−1 is perpendicular to V . Notice that since Tn ∩ T ′n 6= ∅, Tn−xn 6= T ′n for
large n. By appropriately translating Tn − xn and T ′n we obtain tilings Sn 6= S ′n ∈ Ω
with the properties: B1[Sn] 6= B1[S ′n] and Sn and S ′n agree on V +{tw : 0 ≤ t ≤ 2tn} or
on V − {tw : 0 ≤ t ≤ 2tn}. Let ni →∞ be such that Sni → T¯ ∈ Ω and S ′ni → T¯ ′ ∈ Ω.
Then T¯ 6= T¯ ′ and T¯ and T¯ ′ agree on one of the components of Rd \ V . 
It is clear that if tilings T and T ′ agree on the open half-space {v ∈ Rd : 〈v, u〉 > 0},
some u ∈ Sd−1, then T and T ′ are uniformly asymptotic in directions {v ∈ Sd−1 :
〈v, u〉 > ǫ} for each ǫ > 0.
Lemma 1. If Ω is a d-dimensional FLC tiling space and T, T ′ ∈ Ω are asymptotic in
direction v ∈ Sd−1 then there is R so that T and T ′ agree on {tv : t ≥ R}.
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Proof. As a consequence of finite local complexity, there is ǫ > 0 so that: (1) if T1, T2 ∈
Ω satisfy B1[T1] = B1[T2] and |x| < ǫ, then B0[T1 − x] = B0[T2 − x]; and (2) if
B0[T1] = B0[T1 − x] for some T1 ∈ Ω and x with |x| < ǫ, then x = 0. Now if T and T ′
are asymptotic in direction v, there is x(t) so that B1[T − tv] = B1[T ′− tv− x(t)] and
x(t)→ 0 as t→∞. Let R be large enough so that |x(t)| < ǫ/2 for t ≥ R. For t0 > R
we have B1[T − t0v] = B1[T ′ − t0v − x(t0)] so B0[T − tv] = B0[T ′ − tv − x(t0)] for all
t with |t− t0| < ǫ, by (1). Also, B0[T − tv] = B0[T ′ − tv − x(t)]. Thus, if |t− t0| < ǫ
and t, t0 ≥ R, we have B0[T ′ − tv − x(t0)] = B0[T ′ − tv − x(t)] and |x(t)− x(t0)| < ǫ,
so that x(t) = x(t0), by (2). That is, x(t) is constant for t ≥ R, and hence x(t) = 0 for
t ≥ R. 
Lemma 2. If Ω is a d-dimensional FLC tiling space and T, T ′ ∈ Ω are uniformly
asymptotic in directions S ⊂ Sd−1 then there is R so that T and T ′ agree on {tv : v ∈
S, t ≥ R}.
Proof. Let ǫ be as in the proof of Lemma 1. Then, for each v ∈ S there is an R and
x(t, v) with |x(t, v)| < ǫ/2 for t ≥ R so that B1[T − tv] = B1[T ′ − tv − x(t, v)]. As in
the proof of Lemma 1, this implies that x(t, v) = 0 for all v ∈ S and t ≥ R. Thus T
and T ′ agree on {tv : v ∈ S, t ≥ R}. 
If Φ is the induced homeomorphism on a substitution tiling space ΩΦ and T ∈ ΩΦ,
the stable manifold of T is the set W s(T ) := {T ′ ∈ ΩΦ : d(Φn(T ′),Φn(T )) → 0 as
n→∞}.
Lemma 3. Suppose that Ω = ΩΦ is an FLC substitution tiling space and T ∈ Ω.
Then W s(T ) = {T ′ ∈ Ω : ∀r, ∃n such that Br[Φn(T ′)] = Br[Φn(T )]} = {T ′ ∈ Ω :
B0[Φ
n(T ′)] = B0[Φ
n(T )] for some n}.
Proof. The equality of the last two sets, and their containment in W s(T ), is clear. For
the opposite containment, note that, by finite local complexity, there is ǫ1 > 0 so that,
for all ǫ2, with 0 < ǫ2 ≤ ǫ1, inf{d(T1, T2 − x) : T1, T2 ∈ Ω, B1[T1] = B1[T2], ǫ2 ≤ |x| ≤
ǫ1} =: δ(ǫ2) > 0. Choose ǫ1 > 0 also small enough so that if T1 and T2 are any two
tilings in Ω with B1[T1] = B1[T2], then B1[T1−x] = B1[T2− y] and |x|, |y| ≤ ǫ1 implies
that x = y. Set ǫ2 = ǫ1/|Λ|max, where |Λ|max := max{|Λv| : |v| = 1} and Λ is the
inflation matrix for Φ. Now if T ′ ∈ W s(T ), there are N and xn with |xn| < ǫ2, so that
B1[Φ
n(T ′)] = B1[Φ
n(T )− xn] and d(Φn(T ′),Φn(T )) < δ(ǫ2) for all n ≥ N . If xN 6= 0,
there is k > 0 so that ǫ2 ≤ |ΛkxN | ≤ ǫ1. We would have B1[ΦN+k(T ) − xN+k] =
B1[Φ
N+k(T ′)] = B1[Φ
k(ΦN (T ) − xN)] = B1[ΦN+k(T ) − ΛkxN ] so that xN+k = ΛkxN ,
from which it would follow that d(ΦN+k(T ′),ΦN+k(T )) ≥ δ(ǫ2), in contradiction to the
choice of N . Thus B1[Φ
N(T ′)] = B1[Φ
N (T )]. 
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If Ω = ΩΦ is a d-dimensional substitution tiling space with T, T
′ ∈ Ω and T ∈ W s(T ′)
we will say that T and T ′ are stably equivalent and write T ∼s T ′. Note that as
a consequence of Lemma 3 the relation ≁s, the negation of ∼s, has the property:
T − xn ≁s T ′− xn and xn → x =⇒ T − x ≁s T ′− x . The tiling T ∈ Ω will be called
a branch point if there is a tiling T ′ ∈ Ω and an open half space H so that T ≁s T ′ and
T − x ∼s T ′ − x for all x ∈ H . In this case, (T, T ′) will be called a branch pair; the
connected component of {v ∈ Sd−1 : T − tv ∼s T ′ − tv, ∀t > 0} containing H ∩ Sd−1
will be called the asymptotic sector of (T, T ′) and denoted by S(T, T ′). We will denote
the collection of all branch pairs of ΩΦ by BP(Φ). (It may occur that a branch pair
has two different asymptotic sectors, H ∩Sd−1 and −H ∩Sd−1 for some open half-space
H , but this ambiguity will be harmless.)
For a given substitution tiling space Ω, patches P, P ′, and X ⊂ int(spt(P )∩spt(P ′)),
we’ll say that P and P ′ are stably related on X provided, whenever T, T ′ ∈ Ω are such
that P ⊂ T, P ′ ⊂ T ′, it is the case that T − x ∼s T ′ − x for all x ∈ X . If P and P ′
are stably related on X = int(spt(P )∩ spt(P ′)) 6= ∅, we’ll say that P and P ′ are stably
related on overlap. The following is an adaptation of a lemma in [So2].
Lemma 4. If P and P ′ are patches for a non-periodic, FLC, self-similar substitution
tiling space and P and P ′ are stably related on overlap, there is an ǫ > 0 so that if
0 < |x| < ǫ then P − x and P ′ are not stably related on overlap.
Proof. We prove the result in case P = P ′ = {τ} for some tile τ , from which the general
result follows easily. Let λ be the expansion factor for Φ. Pick y ∈ int(τ) and let r > 0
be small enough so that cl(B2r(y)) ⊂ int(τ). By Lemma 2.4 of [So2], there is an N > 1
so that if Q and Q − x1 are both patches in some tiling T ∈ Ω, Br1(y) ⊂ spt(Q),
and |x1| < r1/N , then x1 = 0. Let ǫ := r/N , let |x| < ǫ, and suppose that {τ} and
{τ}− x are stably related on overlap. Since the compact ball cl(Br(y)) is contained in
int(τ ∩ (τ − x)), there is an M so that B0[ΦM ({τ} − z)] = B0[ΦM ({τ} − x − z)] for
all z ∈ cl(Br(y)) (Lemma 3). That is, both the patch Q := BλMr[ΦM ({τ})] and the
patch Q− λMx = BλM r[ΦM({τ} − x)] occur in the patch ΦM({τ}). Moreover, letting
x1 = λ
Mx and r1 = λ
Mr, we have Br1(y) ⊂ spt(Q) and |x1| < r1/N . Thus x1 = 0 and
hence x = 0. 
Lemma 5. If Ω = ΩΦ is a d-dimensional non-periodic, FLC, self-similar substitution
tiling space and T, T ′ ∈ Ω are such that T − x ∼s T ′ − x for all x ∈ Rd, then T = T ′.
Proof. Let ∆ := max{diam(ρ) : ρ is a prototile for Ω}. Then for all T¯ ∈ Ω,
spt(B0[T¯ ]) ⊂ int(spt(B∆+1[T¯ ])), and there are, up to translation, just finitely many
pairs of the form (B0[T¯ ], B∆+1[T¯ ]). It follows from Lemma 4 that, up to translation,
there are only finitely many pairs of pairs of the form ((B0[T−x], B∆+1[T−x]), (B0[T ′−
x], B∆+1[T
′ − x])), say for each x there is an i ∈ {1, . . . , n} and a y = y(x) with
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((B0[T−x], B∆+1[T−x]), (B0[T ′−x], B∆+1[T ′−x])) = ((Pi−y,Qi−y), (P ′i−y,Q′i−y)).
Let x, y, i be as in the last sentence. For each z ∈ spt(Pi) ∩ spt(P ′i ), there is an
m = m(x, y, z) so thatB1[Φ
m(T−x+y−z)] = B1[Φm(T ′−x+y−z)], by Lemma 3, and in
fact we can choose this m to depend only on z (and i), since if x′, y′, i are also such that
((B0[T−x′], B∆+1[T−x′]), (B0[T ′−x′], B∆+1[T ′−x′])) = ((Pi−y′, Qi−y′), (P ′i−y′, Q′i−
y′)), then (B0[T−x′+y′−z], B0[T ′−x′+y′−z]) = (B0[T−x+y−z], B0[T ′−x+y−z]))
(this is because spt(Pi) ∩ spt(P ′i ) ⊂ int(spt(Qi) ∩ spt(Q′i))). Now if z′ is sufficiently
close to z, then B0[Φ
m(T − x + y − z′)] = B0[Φm(T ′ − x + y − z′)]. Thus, by
compactness of spt(Pi) ∩ spt(P ′i ), there is an M = M(i) so that B0[ΦM (T − x +
y − z)] = B0[ΦM(T ′ − x + y − z)] for all z ∈ spt(Pi) ∩ spt(P ′i ) and x, y so that
((B0[T−x], B∆+1[T−x]), (B0[T ′−x], B∆+1[T ′−x])) = ((Pi−y,Qi−y), (P ′i−y,Q′i−y))
Let K = max{M(1), . . . ,M(n)}. Then B0[ΦK(T −x+y−z)] = B0[ΦK(T ′−x+y−z)]
for all appropriate x, y, z: that is, ΦK(T ) = ΦK(T ′), and since Φ is a homeomorphism,
T = T ′. 
Lemma 6. If Ω = ΩΦ is a d-dimensional non-periodic, FLC, self-similar substitution
tiling space, there is an R so that if T, T ′ ∈ Ω are such that T − x ∼s T ′ − x for all
x ∈ Rd with |x| ≤ R, then B0[T ] = B0[T ′].
Proof. Otherwise, for each n ∈ N, there are Tn, T ′n ∈ Ω with Tn − x ∼s T ′n − x for all
x with |x| ≤ n and B0[Tn] 6= B0[T ′n]. There is a smallest mn so that B0[Φmn(Tn)] =
B0[Φ
mn(T ′n)]: replace Tn by Φ
mn−1(Tn) and T
′
n by Φ
mn−1(T ′n). By finite local com-
plexity, there are only finitely many pairs (B0[Tn], B0[T
′
n]), up to translation: say
(B0[Tni ], B0[T
′
ni
]) = (P − xi, P ′ − xi) with xi → 0, Tni → T ∈ Ω, and T ′ni → T ′ ∈ Ω.
Since P ⊂ T and P ′ ⊂ T ′, T 6= T ′. Fix r > 0. Since the tilings Tni + xi all share
the patch P and the tilings T ′ni + xi all share the patch P
′, finite local complexity
guarantees that there are just finitely many pairs (Br[Tni +xi], Br[T
′
ni
+xi]). It follows
that Br[Tni + xi] ⊂ T and Br[T ′ni + xi] ⊂ T ′ for large i. If i is also large enough so that
ni+ |xi| > r, then Tni+xi−y ∼s T ′ni+xi−y for all y ∈ Br(0) and hence T−y ∼s T ′−y
for all y ∈ Br(0). Thus T − y ∼s T ′ − y for all y and by Lemma 5 we arrive at the
contradiction T = T ′. 
Lemma 7. If Ω = ΩΦ is a d-dimensional, non-periodic, FLC, self-similar substitution
tiling space, then given r and ǫ > 0, there are, up to translation, only finitely many
pairs of (allowed) patches (P, P ′) with the properties: diam(P ), diam(P ′) ≤ r; P and
P ′ are stably related on Bǫ(0).
Proof. First, there is a k = k(ǫ) so that for any such (P, P ′), Φk(P ) ∩ Φk(P ′) 6= ∅.
Otherwise, there are (Pk, P
′
k) and tilings Tk ⊃ Φk(Pk), T ′k ⊃ Φk(P ′k) with Tk−x ∼s T ′k−x
for all x ∈ Bλkǫ(0) and with B0[Tk] 6= B0[T ′k]. This violates Lemma 6. Now, for this k
and for all such pairs (P, P ′), the elements of the pairs (Φk(P ),Φk(P ′)) share a tile and
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have diameters bounded by λkr. By finite local complexity, there are, up to translation,
only finitely many such (Φk(P ),Φk(P ′)) and hence, only finitely many (P, P ′). 
Proposition 2. If Ω is a non-periodic, FLC, self-similar substitution tiling space and
T ∈ Ω is a branch point then there are finitely many T ′ ∈ Ω such that (T, T ′) is a
branch pair.
Proof. Let Φ be the substitution with associated inflation λ. Suppose (T, T ′k), k ∈ N
are branch pairs. It follows from Lemma 6 and finite local complexity that there is a
subsequence {T ′ki} and an R so that, for each m ∈ N, the BR[Φ−m(T ′ki)] all share a
tile. There is M so that if {T1, . . . , TM} are any M tilings that satisfy ∩Mi+1BR[Ti] 6= ∅,
then B1[Ti] = B1[Tj ] for some i 6= j ∈ {1, . . . ,M}. If the T ′ki, i = 1, . . . ,M , are all
distinct, then there is r so that the patches Br[T
′
ki
], i = 1, . . . ,M are all distinct. Let
m ∈ N be large enough so that λm > r. There are then i 6= j ∈ {1, . . . ,M} so that
B1[Φ
−m(T ′ki)] = B1[Φ
−m(T ′kj)]. But then Br[T
′
ki
] = Br[T
′
kj
], contradicting the choice of
r. 
Corollary 2. If (T, T ′) is a branch pair and T is Φ-periodic, then so is T ′.
In case T is a branch point and T is Φ-periodic, T will be called a periodic branch
point, a branch pair (T, T ′) will be called a periodic branch pair and we’ll denote the
collection of all periodic branch pairs by PBP(Φ).
Lemma 8. Suppose that Ω = ΩΦ is a d-dimensional, non-periodic, FLC, self-similar
substitution tiling space. If (T, T ′) ∈ PBP(Φ) is a periodic branch pair then S(T, T ′)
is open in Sd−1.
Proof. With no loss of generality, we may assume that T and T ′ are fixed by Φ. Let λ
be the expansion factor for Φ. Given v ∈ S(T, T ′) and t ∈ [1, λ] there is ǫ(t) > 0 so that
T−tv−x ∼s T ′−tv−x for all x ∈ Bǫ(t)(0) (Lemma 3). From compactness of [1, λ], there
is ǫ > 0 so that if w ∈ Sd−1∩Bǫ(v) then T − tw ∼s T ′− tw for all t ∈ [1, λ]. For such w,
any n ∈ Z, and t ∈ [1, λ], T − λntw = Φn(T − tw) ∼s Φn(T ′ − tw) = T ′ − λntw. Thus
T − tw ∼s T ′− tw for all t ∈ ∪n∈Zλn[1, λ] = R+. That is, Sd−1 ∩Bǫ(v) ⊂ S(T, T ′). 
Lemma 9. Suppose that Ω = ΩΦ is a non-periodic, FLC, self-similar substitution tiling
space. Then for each r there are, up to translation, only finitely many pairs of patches
of the form (Br[T ], Br[T
′]) with (T, T ′) ∈ BP(Φ). Furthermore, if (Tn, T ′n) ∈ BP(Φ)
and (Tn, T
′
n)→ (T, T ′) in Ω×Ω, then, for sufficiently large n, there are xn → 0 so that
(Br[Tn], Br[T
′
n]) = (Br[T − xn], Br[T ′ − xn]).
Proof. The first statement follows immediately from Lemma 7.
Suppose that (Tn, T
′
n) ∈ BP(Φ) and (Tn, T ′n) → (T, T ′) in Ω × Ω and let r be
given. There are then xn and yn so that Br[Tn] = Br[T − xn] and Br[T ′n] = Br[T ′ −
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yn] for all sufficiently large n, with xn, yn → 0. If xn − yn → 0 takes on infinitely
many different values, we would have infinitely many translationally independent pairs
(Br[Tn], Br[T
′
n]). Thus xn = yn for sufficiently large n. 
Lemma 10. Suppose that Ω = ΩΦ is a non-periodic, FLC, self-similar substitution
tiling space and T ∈ Ω has the property that Br[Φ−n(T )] = Br[Φ−n1(T )] for some
r ≥ 0, n1 ∈ N, and for infinitely many n ∈ N. Then T is Φ-periodic.
Proof. Say Br[Φ
−ni(T )] = Br[Φ
−n1(T )] =: P for i ∈ N. Let m = min{n ∈ N :
P ⊂ Φ(P )}. Since Φ(Br[T ′]) ⊃ Bλr′[Φ(T ′)] ⊃ Br[Φ(T ′)] for any T ′ ∈ Ω, where
λ is the expansion factor of Φ and r′ = r if r > 0 and, if r = 0 then r′ > 0
is such that Br′(0) ⊂ spt(B0[T ′]), we see that m divides ni − n1 for all i. Say
ni = n1 + mki and let T¯ ∈ Ω be defined by T¯ := Φn1(∪k∈NΦmk(Br[Φ−n1 [T ])) =
∪k∈NΦmk(Br[T ]). Then Φm(T¯ ) = T¯ . Since the union in the definition of T¯ is nested
and ki → ∞, T¯ = Φn1(∪i∈NΦmki(Br[Φ−n1(T )])) = Φn1(∪i∈NΦmki(Br[Φ−n1−mki(T )])) ⊂
Φn1(∪i∈NBλmkir′[Φ−n1(T )]) ⊂ Φn1(Φ−n1(T )) = T . Thus T = T¯ is periodic. 
Proposition 3. Suppose that Ω = Ω(Φ) is a d-dimensional, non-periodic, FLC, self-
similar substitution tiling space and S ⊂ Sd−1 contains a closed hemisphere in its
interior, then any branch pair (T, T ′) with S ⊂ S(T, T ′) is periodic and there are at
most finitely many such.
Proof. Let u ∈ Sd−1 be such that {v ∈ Sd−1 : 〈v, u〉 ≥ 0} ⊂ S, and let H¯ =
{x ∈ Rd : 〈x, u〉 ≥ 0}. Suppose that (Tn, T ′n) are branch pairs with S ⊂ S(Tn, T ′n)
for n ∈ N. By Lemma 9, there are, up to translation, only finitely many pairs
(B1[Φ
k(Tn)], B1[Φ
k(T ′n)]) for n ∈ N and k ∈ Z. Suppose that n1, n2, k1, k2 and x
are such that (B1[Φ
k1(Tn1)], B1[Φ
k1(T ′n1)]) = (B1[Φ
k2(Tn2)]− x,B1[Φk2(T ′n2)]− x). The
fact that B1[Φ
k1(Tn1)] is stably related to B1[Φ
k1(T ′n1)] on int(spt(B1[Φ
k1(Tn1)])) ∩
int(spt(B1[Φ
k1(T ′n1)])) ∩ (H¯ \ {0}) while B1[Φk2(Tn2)] − x is not stably related to
B1[Φ
k2(T ′n2)] − x on {x} means that x /∈ H¯ \ {0}. The preceding statement remains
valid if n1 and n2 are switched, k1 and k2 are switched, and x is replaced by −x. We
have that x /∈ H¯ \ {0} and −x /∈ H¯ \ {0}; hence x = 0.
Now fix n. There must be m > 0 and li → −∞ so that (B1[Φli(Tn)], B1[Φli(T ′n)])
and (B1[Φ
li+m(Tn)], B1[Φ
li+m(T ′n)]) are the same up to translation for each i. From
the above, (B1[Φ
li(Tn)], B1[Φ
li(T ′n)]) = (B1[Φ
li+m(Tn)], B1[Φ
li+m(T ′n)]) for each i. By
Lemma 10, Tn and T
′
n are periodic.
Since we have only finitely many distinct pairs (B1[Tn], B1[T
′
n]) and since B1[Tn] =
B1[Tm] and Tn, Tm periodic implies that Tn = Tm, we have only finitely many branch
pairs with asymptotic sector containing S, all of which are periodic. 
Proposition 4. If Ω = ΩΦ is a d-dimensional, non-periodic, FLC, self-similar sub-
stitution tiling space and T 6= T ′ ∈ Ω agree on a set X = {v ∈ Sd−1 : 〈v, u〉 > α}
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for some u ∈ Sd−1 and α ≤ 0, then there is a branch pair (T¯ , T¯ ′) ∈ BP(Φ) with
X ∩ Sd−1 ⊂ S(T¯ , T¯ ′). Moreover, if α < 0, we may take T¯ = T − z and T¯ ′ = T − z for
some z ∈ Rd.
Proof. Let λ be the expansion factor for Φ. For each n ∈ N, let Tn := Φ−n(T ) and
T ′n := Φ
−n(T ′). Then Tn − x ∼s T ′n − x for all x ∈ X and all n ∈ N. It follows from
Lemma 6 that there is an R > 0 so that Tn and T
′
n agree on {Ru} for all n. Just as in
the proof of Lemma 9 there are, up to translation, only finitely many pairs of patches
(Br[Tn], Br[T
′
n]) for any particular r. Choose a subsequence {ni} so that Tni → T¯ ∈ Ω
and T ′ni → T¯ ′ ∈ Ω as i→∞. By Lemma 5, there is a y so that T − y ≁s T ′− y. Then
Tni−yni ≁s T ′ni−yni for all i where yk := λ−ky, since Tni−yni → T¯ and T ′ni−yni → T¯ ′,
T¯ ≁s T¯
′. Suppose that v is such that T¯ − v ≁s T¯ ′ − v. Let r = |v| + 1. For large
enough i there are xni and x
′
ni
, with |xni| < 1, |x′ni| < 1, xni → 0 and x′ni → 0,
so that Br[Tni] ⊂ Br+1[T¯ ] − xni and Br[T ′ni] ⊂ Br+1[T¯ ′] − x′ni . Since there are only
finitely many pairs (Br[Tni], Br[T
′
ni
]), up to translation, there are arbitrarily large i for
which xni = x
′
ni
. For such i, v − xni ∈ int(spt(Br[Tni ])) ∩ int(spt(Br[T ′ni])) so that
Tni − (v− xni) ∼s T ′ni − (v− xni) if and only if T¯ − v ∼s T¯ ′− v. Since T¯ − v ≁s T¯ ′− v,
Tni−(v−xni) ≁s T ′ni−(v−xNi), and hence 〈v−xni , u〉 ≤ α. Since xni → 0, 〈v, u〉 ≤ α.
In other words, T¯ − x ∼s T¯ ′ − x for all x ∈ X .
Suppose now that α < 0. If ji →∞ is any sequence so that Tji → T¯j and Tji → T¯ ′j ,
the forgoing argument shows that (T¯j , T¯
′
j) is a branch pair with X ∩ Sd−1 ⊂ S(T¯j , T¯ ′j).
By Proposition 3, there are only finitely many such branch pairs and they are all
periodic. It must be the case that all these branch pairs are on the same periodic orbit
under Φ × Φ (in general, if an α-limit set is finite it must be a single periodic orbit).
Say this periodic orbit is {(Φk(T¯ ),Φk(T¯ ′)) : k = 1, . . . , m}. There are then an l and
xn → 0 so that (B1[Tn], B1[T ′n]) = (B1[Φ−n+l(T¯ ) + xn], B1[Φ−n+l(T¯ ′) + xn]) for large
n. From this we see that xn = λxn+1 for sufficiently large n, say, for n ≥ N . We
have TN ⊃ Φk(B1[TN+k]) = Φk(B1[Φ−N−k+l(T¯ ) + xN+k]) ⊃ Bλk [Φ−N+l(T¯ ) + xN ] for
all k ∈ N. That is, TN = Φ−N+l(T¯ ) + xN . Similarly, T ′N = Φ−N+l(T¯ ′) + xn. Thus
(T − z, T ′ − z) = (Φl(T¯ ),Φl(T¯ ′)) for z = λNxN . 
Lemma 11. Suppose that Ω = ΩΦ is a d-dimensional, non-periodic, FLC, self-similar
substitution tiling space and suppose that there are T, T ′ ∈ ΩΦ, r > 0, and u ∈ Sd−1 so
that T − x ∼s T ′ − x for all x ∈ Br(0) and T − ru ≁s T ′ − ru. Then there is a pair
(T¯ , T¯ ′) ∈ BP(Φ) with {v ∈ Sd−1 : 〈v,−u〉 > 0} ⊂ S(T¯ , T¯ ′).
Proof. For n ∈ N, let Tn = Φn(T − ru) and T ′n = Φn(T ′ − ru). By Lemma 6, there is
an R so that B0[Tn − y] = B0[T ′n − y] for all y ∈ Bλnr−R(λnru) for each n. Let {ni}
be a subsequence so that Tni → T˜ and T ′ni → T˜ ′. Since BR+1[Tn] and BR+1[T ′n] share
a tile, finite local complexity insures that there are only finitely many pairs of patches
ASYMPTOTIC STRUCTURE IN SUBSTITUTION TILING SPACES 13
(BR+1[Tn], BR+1[T
′
n]), up to translation. It follows that from Tni ≁s T
′
ni
, that T˜ 6= T˜ ′.
Now T˜ + (R+ 1)u 6= T˜ ′ + (R+ 1)u and B0[T˜ + (R+ 1)u− y] = B0[T˜ ′ + (R+ 1)u− y]
for all y ∈ Rd with 〈y,−u〉 > 0. The desired (T¯ , T¯ ′) exists by Proposition 4. 
Let Φ be a substitution with branch pairs BP = BP(Φ) and periodic branch pairs
PBP = PBP(Φ). Given (T, T ′) ∈ BP , let ∂˜S(T, T ′) := {v ∈ ∂S(T, T ′) : ∃ti → ∞
such that T − tiv ≁s T ′ − tiv}. The branch locus of ΩΦ is the set
BL(Φ) := ∪(T,T ′)∈BPcl(∪t≥0,v∈∂˜S(T,T ′){T − tv})
and the periodic branch locus is the set
PBL(Φ) := ∪(T,T ′)∈PBPcl(∪t≥0,v∈∂˜S(T,T ′){T − tv}).
It follows from Propositions 1 and 4 that BL(Φ) 6= ∅ for a non-periodic, FLC, self-
similar substitution tiling space ΩΦ.
Lemma 12. If Ω = ΩΦ is a d-dimensional, non-periodic, FLC, self-similar substitution
tiling space, then BP(Φ) is closed in Ω×Ω. If (Tn, T ′n) ∈ BP(Φ) and un ∈ Sd−1, n ∈ N,
are such that {v ∈ Sd−1 : 〈v, un〉 > 0} ⊂ S(Tn, T ′n); u is an accumulation point of
{un : n ∈ N}; and (Tn, T ′n)→ (T, T ′); then {v ∈ Sd−1 : 〈v, u〉 > 0} ⊂ S(T, T ′).
Proof. Suppose (Tn, T
′
n) ∈ BP(Φ) with (Tn, T ′n) → (T, T ′) ∈ Ω × Ω. Let un ∈ Sd−1 be
such that {v ∈ Sd−1 : 〈v, un〉 > 0} ⊂ S(Tn, T ′n). By passing to a subsequence, we may
assume that un → u as n→∞. As in the proof of Proposition 4, there are xn → 0 so
that (B1[Tn], B1[T
′
n]) = (B1[T−xn], B1[T ′−xn]) for all sufficiently large n. If B1[T ] and
B1[T
′] are stably related on {0} then they are stably related on Bǫ(0) for some ǫ > 0
(Lemma 3). But then B1[Tn] would be stably related to B1[T
′
n] for n large enough so
that |xn| < ǫ, contrdicting Tn ≁s T ′n. Thus T ≁s T ′.
Let z ∈ Rn be such that 〈z, u〉 > 0 and let r = |z| + 1. For sufficiently large n,
(Br[Tn], Br[T
′
n]) = (Br[T − xn], Br[T ′− xn]). Then Br[T ] is stably related to Br[T ′] on
{z} if and only if Br[Tn] is stably related to Br[T ′n] on {z − xn} (for large n). Since
un → u, xn → 0, and 〈z, u〉 > 0, 〈z − xn, un〉 > 0 for sufficiently large n. For such
n, (z − xn)/|z − xn| ∈ S(Tn, T ′n) so Tn − (z − xn) ∼s T ′ − (z − xn); hence Br[Tn] is
stably related to Br[T
′
n] on {z − xn}, Br[T ] is stably related to Br[T ′] on {z}, and
T − z ∼s T ′ − z. So (T, T ′) ∈ BP(Φ) with {v ∈ Sd−1 : 〈v, u〉 > 0} ⊂ S(T, T ′). 
Theorem 1. Suppose that ΩΦ and ΩΨ are homeomorphic d-dimensional, non-periodic,
FLC, self-similar substitution tiling spaces and suppose that there are distinct tilings
T0, T
′
0 ∈ ΩΦ for which there is S ⊂ Sd−1 that contains a closed hemisphere in its
interior such that T0 and T
′
0 are uniformly asymptotic in directions S. Then there is
a homeomorphism from ΩΦ onto ΩΨ that takes BL(Φ) onto BL(Ψ) and PBL(Φ) onto
PBL(Ψ).
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Proof. By Theorem 1.1 of [K], there is a homeomorphism h0 : ΩΦ → ΩΨ and a linear
isomorphism L of Rd with h0(T − x) = h0(T ) − Lx for all T ∈ ΩΦ and all x ∈ Rd.
Let u ∈ Sd−1 and α < 0 be such that {v ∈ Sd−1 : 〈v, u〉 > α} ⊂ S. By Lemma 2 and
Propositions 3 and 4, there is x0 so that T0 − x0 and T ′0 − x0 are Φ-periodic. Since
T0 − x0 and T ′0 − x0 are uniformly asymptotic in directions S, it follows (from the
“linear” nature of h0) that h0(T0 − x0) and h0(T ′0 − x0) are uniformly asymptotic in
directions S ′ := {Lv/|Lv| : v ∈ S}. The set of directions S ′ must also contain a closed
hemisphere in its interior, so, again by Lemma 2 and Propositions 3 and 4, there is
y0 so that h0(T0 − x0) − y0 and h0(T ′0 − x0) − y0 are Ψ-periodic. Let h1 : ΩΦ → ΩΨ
be defined by h1(T ) := h(T − x0) − y0. Since the homeomorphism h1 is now “pinned
down” in that it takes a particular Φ-periodic point to a Ψ-periodic point, Corollary 1.5
of [K] guarantees that there is a homeomorphism h : ΩΦ → ΩΨ together with positive
integers m,n so that h ◦ Φm = Ψn ◦ h. Such an h necessarily takes Φ-periodic points
to Ψ-periodic points and Φ-stable manifolds to Ψ-stable manifolds and it follows that
h(BL(Φ)) = BL(Ψ) and h(PBL(Φ)) = PBL(Ψ) 
The branch locus may be rather difficult to describe in general. But in dimension
two (as in dimension one) we will see that there are only finitely many sectors S(T, T ′)
for a given Φ, which considerably simplifies the situation. We turn to that case now.
4. Two-dimensional tilings
All 2-dimensional substitution tiling spaces in this section will be assumed to be
non-periodic, primitive, self-similar, and have finite translational local complexity. For
the sake of convenience, we will also assume all tiles have convex polygonal support.
Lemma 13. If Ω = ΩΦ is a 2-dimensional, non-periodic, FLC, self-similar substitution
tiling space and (T, T ′) ∈ BP(Φ) then S(T, T ′) is open.
Proof. Given (T, T ′) ∈ BP(Φ), if S(T, T ′) contains a closed half-space in its interior,
then (T, T ′) is periodic and S(T, T ′) is open by Lemma 8. So we may suppose that
∂S(T, T ′) = {v,−v} for some v ∈ S1. Let u ∈ S1 be such that {v ∈ S1 : 〈v, u〉 > 0} ⊂
S(T, T ′). For n ∈ Z, let (Tn, T ′n) := (Φ−n(T ),Φ−n(T ′)). Choose a subsequence ni so
that (Tni, T
′
ni
) → (T¯ , T¯ ′) as i → ∞. Then (T¯ , T¯ ′) ∈ BP(Φ), {v ∈ S1 : 〈v, u〉 > 0} ⊂
S(T¯ , T¯ ′), and there are xi → 0 so that (B1[Tni ], B1[T ′ni]) = (B1[T¯ − xi], B1[T¯ ′− xi]) for
sufficiently large i (Lemmas 12 and 9).
Let l be the line l := {tv : t ∈ R} and let D+ be the component of B1(0) \ l that
contains 1/2u. Then B1[T¯ ] is stably related to B1[T¯
′] on D+ so it must be the case that
xi /∈ D+. Now, if xi /∈ l, then 〈−xi, u〉 > 0 so Tni ∼s T ′ni . But then T¯ ∼s T¯ ′, which is
not the case. Thus xi ∈ l for all large i. If xi = 0 for infinitely many i, then (T, T ′)
is Φ-periodic by Lemma 10 and S(T, T ′) is open by Lemma 8. Otherwise, there are
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i1, i2, i3 with xi2 between x1i and xi3 on l, say xi1 = xi2 − t1v and xi3 = xi2 + t3v with
t1, t3 > 0. Then T − λni2 t1v ≁s T ′− λni2 t1v and T − λni2 t3(−v) ≁s T ′− λni2 t3(−v), so
v /∈ S(T, T ′), −v /∈ S(T, T ′), and S(T, T ′) is open. 
N.B. The above proof in fact shows that if Φ is 2-dimensional, (T, T ′) ∈ BP(Φ) and
v ∈ ∂S(T, T ′), then there are tn →∞ or tn → −∞ so that T − tnv ≁s T ′ − tnv.
Theorem 2. If Ω = Ω(Φ) is a 2-dimensional, non-periodic, FLC, self-similar substi-
tution tiling space, then the collection {S(T, T ′) : (T, T ′) ∈ BP(Φ)} is finite.
Proof. Suppose instead that there are (Tn, T
′
n) ∈ BP(Φ), n ∈ N, so that ∂S(Tn, T ′n) =
{vn, wn} and {vi, wi} 6= {vj , wj} for all i 6= j. Passing to a subsequence, we may
assume that vn → v and wn → w as n → ∞. Since vn /∈ S(Tn, T ′n) (Lemma 13)
there are sn ∈ R+ so that Tn − snvn ≁s T ′n − snvn. Let kn ∈ Z be so that λknsn ∈
[λ−2, λ−1). Replace (Tn, T
′
n) by (Φ
kn(Tn),Φ
kn(T ′n)) and sn by λ
knsn. We still have
∂S(Tn, T
′
n) = {vn, wn} since Φ is self-similar. Let un ∈ S1 be such that 〈un, vn〉 = 0
and {v ∈ S1 : 〈v, u〉 > 0} ⊂ S(Tn, T ′n). By passing to a subsequence, we may assume
that (Tn, T
′
n) → (T, T ′) ∈ Ω × Ω, sn → s ∈ [λ−2, λ−1], and un → u ∈ S1. From
Lemma 12 we have (T, T ′) ∈ BP(Φ), {v ∈ S1 : 〈v, u〉 > 0} ⊂ S(T, T ′), and T − sv ≁s
T ′ − sv (the latter because (Tn − snvn, T ′n − snvn) ∈ BP(Φ) and (Tn − snvn, T ′n −
snvn) → (T − sv, T ′ − sv)). By Lemma 9 there is an N and there are xn → 0 so that
(B1[Tn], B1[T
′
n]) = (B1[T − xn], B1[T ′ − xn]) for all n ≥ N . By taking N large enough
we can assure that |xn| < ǫ and |xn + snvn − sv| < ǫ for all n ≥ N , where ǫ > 0 is
small enough so that the ǫ balls centered at sv and 0 are disjoint and contained in
B1(0). Let l and ln be the lines {tv : t ∈ R} and {tvn + xn : t ∈ R}, resp.. Let D±
and D±n be the components of B1(0) \ l and B1(0) \ ln, resp., with 1/2u ∈ D+ and
1/2un + xn ∈ D+n . Then B1[T ] is stably related to B1[T ′] on D+. Pick n ≥ N . Since
(B1[Tn], B1[T
′
n]) = (B1[T − xn], B1[T ′ − xn]) and Tn ≁s T ′n, B1[T ] and B1[T ′] are not
stably related on {xn}; that is xn /∈ D+. Similarly, xn + snvn /∈ D+. Suppose that
vn 6= v. Then the lines ln and l intersect in a single point {p = tv}. If t ≥ s, then
0 ∈ D+n ; if t ≤ 0, then sv ∈ D+n ; and if 0 < t < s then exactly one of 0, sv is in D+n .
So if vn 6= v, {0, sv} ∩D+n 6= ∅. If 0 ∈ D+n then 〈un,−xn〉 > 0 so Tn + xn ∼s T ′ + xn.
But then T ∼s T ′, which is not the case. Similarly, if sv ∈ D+n then 〈un, sv − xn〉 > 0
so that Tn − (sv − xn) ∼s T ′ − (sv − xn). But then T − sv ∼s T ′ − sv, which is also
not the case. Thus it must be that vn = v for all n ≥ N .
Now, for each n ≥ N there are tn > 0 so that Tn−tnwn ≁s T ′n−tnwn. Let mn ∈ Z be
such that λmntn ∈ [λ−2, λ−1): replace (Tn, T ′n) by (Φmn(Tn),Φmn(T ′n)) and tn by λmntn.
Let u¯n ∈ S1 be such that {v ∈ S1 : 〈v, u¯n〉 > 0} ⊂ S(Tn, T ′n) for n ≥ N . Passing to
a subsequence, we may assume that (Tn, T
′
n) → (T¯ , T¯ ′) ∈ Ω × Ω, tn → t¯, and u¯n → u¯
as n → ∞. Note that for the new Tn, T ′n, it’s still the case that ∂S(Tn, T ′n) = {v, wn}
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for n ≥ N , with wi 6= wj for i 6= j. Proceeding just as above, we may conclude that
wn ≡ w for all sufficiently large n. That is, there could only have been finitely many
asymptotic sectors to begin with. 
We will say that BP(Φ) is non-collapsing if, whenever (T, T ′) ∈ BP(Φ), v ∈ ∂S(T, T ′),
and 0 ≤ t0 < t1 are such that T − t0v ≁s T ′ − t0v and T − t1v ≁s T ′ − t1v, then
T − tv ≁s T ′ − tv for all t ∈ [t0, t1]. It is clear from Lemma 12 that the branch locus
is non-collapsing if and only if the branch locus coincides with the collection of branch
pairs.
If (T, T ′) is a branch pair in the 2-dimensional substitution tiling space Ω, we’ll call
(T, T ′)
• an isolated pair if S(T, T ′) = S1;
• a corner pair if S(T, T ′) is proper in S1 but contains a closed semicircle in its
interior;
• a line pair if S(T, T ′) is an open semicircle.
Every branch pair is of one of the above types. Furthermore, there are only finitely
many isolated and corner pairs and they are all periodic (Lemma 13 and Theorem 2).
Proposition 5. If BP is non-collapsing then PBL(Φ) = BL(Φ).
Proof. Pick (T, T ′) ∈ BP(Φ). Suppose there are v ∈ ∂S(T, T ′) and t > 0 with T−tv ∼s
T ′ − tv. Let t0 := inf{t > 0 : T − tv ∼s T ′ − tv}. Then (T − t0v, T ′ − t0v) is either
an isolated or a corner pair and hence is periodic. If t0 6= 0, then ∂˜S(T, T ′) = {−v} ⊂
∂˜S(T − t0v, T ′ − t0v) and ∪t≥0{T − t(−v)} ⊂ ∪t≥0{(T − t0v) − t(−v)}. If there
are not such v and t, then either (T, T ′) is an isolated pair, and hence in PBP , or
(T, T ′) is a line pair with ∂˜S(T, T ′) = {±v} for some v ∈ S1. In the latter case, and
using Lemma 9, there is a k ∈ N and a sequence ni → ∞ so that all of the pairs of
patches (B1[Φ
−ni(T )], B1[Φ
−ni(T ′)]) and (B1[Φ
−ni−k(T )], B1[Φ
−ni−k(T ′)]) are translates
of the same pair of patches (P, P ′). Moreover, we may take ni ≡ nj mod(k), and,
without loss of generality ni ≡ 0 mod(k). As in the proof of Proposition 3, the vectors
translating the pairs of patches (B1[Φ
−ni(T )], B1[Φ
−ni(T ′)]) to the pairs of patches
(B1[Φ
−ni−k(T )], B1[Φ
−ni−k(T ′)]) are all parallel with v. Passing to a subsequence, we
may assume that (B1[Φ
−ni−k(T )], B1[Φ
−ni−k(T ′)]) → (Q,Q′). We have that Φk(Q) ⊃
Q − sv and Φk(Q′) ⊃ Q′ − sv for some s. Then Φk(Q − ( s
1−λk
)v) ⊃ Q − ( s
1−λk
)v
and Φk(Q′ − ( s
1−λk
)v) ⊃ Q′ − ( s
1−λk
)v. Let T¯ := ∪n≥0Φnk(Q − ( s1−λk )v) and T¯ ′ :=
∪n≥0Φnk(Q′ − ( s1−λk )v). Then (T¯ , T¯ ′) is Φ-periodic of period k and is a line branch
pair with ∂˜S(T¯ , T¯ ′) = {±v} by the non-collapsing assumption. Moreover, there are
bounded si so that B1[Φ
−ni(T )] = B1[T¯ − siv]. Let ni = mik. Then, for any t ∈ R,
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Bλmik [T − tv] = Bλmik [T¯ − (λmiksi − t)v] for all i so that T¯ − (λmiksi − t)v → T − tv
as i→∞. Thus T − tv ∈ PBL so that BL = PBL. 
Example 1: The half-hex.
This is a self-similar Pisot substitution tiling space with λ = 2 and substitution rule
shown in Figure 1. There are six prototiles, consisting of a half hexagon tile and its
rotations through multiples of π/6.
Figure 1. Half-hex substitution rule.
Six branch pairs are created from three distinct tilings, T1, T2, and T3, with patches
at the origin shown in Figure 2. These tilings are fixed by the substitution and are
identical off the support of the pictured patches; hence S(Ti, Tj) = S
1, i, j ∈ {1, 2, 3},
i 6= j. That is, these are isolated pairs. There are no other branch pairs so the branch
locus is BL = {T1, T2, T3}.
Figure 2. The 1-patches of the three elements of the half-hex branch locus.
Example 2: The chair.
This is also a self-similar Pisot substitution tiling space with λ = 2. There are four
square prototiles for the chair substitution ΦC . (We will describe the “square chair”
- see [Sa] for it’s equivalence with the more familiar substitution with chair-shaped
tiles.) Let ρ0 be the unit square tile with the origin at the center and marked with a
northeast pointing arrow, and let ρi := r
i(ρ0), where r denotes rotation through π/2.
By this we mean, for example, that ρ1 has the same support as ρ0 but is marked with
a northwest pointing arrow. The substitution on ρ0 inflates by a factor of 2 and fills in
the 2× 2 square with translates of the ρi as pictured.
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Let ΦC(ρi) := r
i(ΦC(ρ0)). The tilings Ti := ∪n≥1ΦnC(ρi) are fixed by ΦC and are
members of corner pairs: S(Ti, Ti+1) = r
i({v ∈ S1 : 〈v, (0,−1)〉 > −√2/2}), with the
subscripts on the T ’s taken mod(4). These are all the corner pairs, there are no isolated
pairs, and all members of line pairs have zero-patch equal to: a translate of ρ0 or ρ2
in a northeast-southwest direction; a translate of ρ1 or ρ3 in a northwest-southeast
direction; or a collection of four prototiles with all arrows pointing towards, or away
from, the origin. There are five zero-patches of the latter form: B0[Ti], i = 0, . . . , 3,
and the patch P pictured below.
P =
տ ր
ւ ց
Let T ∗ := ∪n∈NΦnC(P ) be the tiling, fixed under ΦC with B0[T ∗] = P . The branch
locus of ΦC then consists of the disjoint union of four dyadic solenoids, Si := cl({Ti −
tri((
√
2/2,
√
2/2)) : t ∈ R}), i = 0, . . . , 3, together with four rays, Ri := {T ∗ −
tri((
√
2/2,
√
2/2)) : t ≥ 0}, i = 0, . . . , 3, joined at their common endpoint T ∗. Each ray
Ri winds densely on Si. BP(ΦC) is non-collapsing, so PBL(ΦC) = BL(ΦC).
The branch locus for the chair tiling can be described as an inverse limit of an
expanding Markov map (see Theorem 4 below) as follows. Let X := T ∪ [1, 3] be the
“circle with sticker” in the complex plane consisting of the union of the unit circle T
and the interval on the real axis from 1 to 3, and let f0 : X → X by:
f0(z) =


z2 if z ∈ T,
exp(2πzi) if z ∈ [1, 2],
2z − 3 if z ∈ [2, 3].
Now let K := ∪i=0,...,3ri(X − 3) be the union of four copies of X , joined at their
endpoints, and let f : K → K be given by f(z) := ri(f0(r−i(z)+3)−3) for z ∈ ri(X−3).
Then lim←− f is homeomorphic with BL(ΦC) by a homeomorphism that conjugates fˆ with
ΦC |BL(ΦC).
Example 3: The octagonal tiling.
The (undecorated) octagonal tiling space is a self-similar Pisot substitution tiling
space with λ = 1 +
√
2. There are 20 prototiles: four unmarked rhombi, ρi = r
i(ρ0),
i = 0, . . . 3, with r4(ρ0) = ρ0, r being rotation through π/4, with the origin at their
centers; and sixteen marked isosceles right triangles τi = r
i(τ0), τ
′
i = r
i(τ ′0), i = 0, . . . , 7,
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with τi and τ
′
i having the same support but bearing different marks. The origin is at the
midpoint of the hypotenuse of the triangular prototiles. The octagonal substitution,
ΦO, is described in the following figure.
Figure 3. Octagonal substitution rule.
If ρ′0 denotes the translate of ρ0 with the origin slightly off-center (see Figure 4),
then ρ′0 ∈ Φ2O(ρ′0) so that the tilings T1,i := ∪n∈NΦ2nO (ri(ρ′0)), i = 0, . . . , 7, are fixed
by Φ2O. Also, τi ∈ Φ2O(τi) and τ ′i ∈ Φ2O(τ ′i), so the tilings T2,i := ∪n∈NΦ2nO ({τi, τ ′i+4}),
i = 0, . . . , 7 and i + 4 taken mod(8), are fixed by Φ2O. Note that ΦO(Tj,i) = Tj,i+4, for
j = 1, 2 and i = 0, . . . , 7, with subscripts taken mod(8).
The tilings T1,i and T1,i+3 are members of a branch line pair, as are T1,i and T1,i+5
(subscripts taken mod(8)), and the corresponding sectors have boundaries: ∂S(T1,i, T1,i+3) =
{±ri((√2/2,√2/2))}; and ∂S(T1,i, T1,i+5) = {±ri((0, 1))}. Let Ωi := cl({T1,i−tri((
√
2/2,
√
2/2)) :
t ∈ R}). BP(ΦO) is non-collapsing, and the branch locus of the octagonal tiling is
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Figure 4. 1-patches of the tilings T1,0 and T2,0. Black dots indicate the
placement of the origin.
BL(ΦO) = PBL(ΦO) = ∪7i=0Ωi with the Ωi intersecting as follows:
Ω0 ∩ Ωj =


{T1,0}, j = 1
{T2,0}, j = 2
∅, j = 3
∅, j = 4
∅, j = 5
{T2,6}, j = 6
{T1,7}, j = 7.
Note that r determines a homeomorphism of ΩO by r({σi + vi}) := {r(σi) + r(vi)}
for vi ∈ R2 and prototiles σi. Then Ωi = ri(Ω0) and the intersections of Ωi with the
various Ωj are obtained by applying ri to the above. Ω0 is itself (homeomorphic with)
a one-dimensional substitution tiling space which can be described as follows. Let X
be a wedge of three circles, labeled by 1, 2 and 3, and let f : X → X be the Markov
map that maps these circles according to the pattern of the substitution φ:
1 7→ 23131
2 7→ 23231
3 7→ 2323131.
Then Φ2O|Ω0 is conjugate with the shift fˆ on Ωφ ≃ lim←− f ≃ Ω0. To describe all of
BL(ΦO), let x0, x1, x2, and x3 be the fixed points of fˆ corresponding to the last occur-
rence of 3 in φ(3), the first occurrence of 3 in φ(3), the first occurrence of 1 in φ(1), and
the second occurrence of 2 in φ(2), resp. (These points correspond to T1,0, T1,7, T2,0,
and T2,6, resp.) Let B := (∪7i=0 lim←− f ×{i})/ ∼, in which ∼ identifies points as follows:
(x0, i) ∼ (x1, i + 1), (x1, i) ∼ (x0, i + 7), (x2, i) ∼ (x3, i + 2), and (x3, i) ∼ (x2, i + 6).
Φ2O|BL(ΦO) is then conjugate with F : B → B, where F ([(x, i)]) := [(fˆ(x), i)].
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Figure 5. Schematic of the branch locus of the octagonal tiling space.
The octagon tilings can also be obtained from a cut-and-project scheme (see [FHK])
in which the “window” is an octagon. In this presentation, the ambiguity introduced
by each of the eight boundary segments of the octagon is responsible for each of the
eight pieces Ωi of the branch locus.
The following Theorem guarantees that, unless the branch locus consists of just a
finite number of points (as for the half-hex), the branch locus is rather complicated.
Theorem 3. If Ω is a 2-dimensional, non-periodic, FLC, self-similar substitution tiling
space that has no isolated branch pairs, then there are branch pairs (T1, T
′
1), (T2, T
′
2) ∈
Ω × Ω with ∂S(T1, T ′1) 6= ∂S(T2, T ′2). Moreover, if Ω also has no corner branch pairs,
then all line branch pairs (T, T ′) are non-collapsing in the sense that T − tv ≁s T ′− tv
for all t ∈ R, v ∈ ∂S(T, T ′).
Sketch of proof: We will see rather easily that if Ω has a corner pair then Ω also
has a line pair. With a bit more work we will show that if Ω has only line pairs with
parallel directions, then Ω has a nonzero translational period. The detailed proof is
deferred to the next section.
We’ll say that a continuous map f : K → K on a finite 1-dimensional simplicial
complex K with vertices V is an expanding Markov map provided f(V ) ⊂ V , f−1(V )
is finite, and f is one-to-one and stretches length by a factor of at least λ, for some
λ > 1, on each component of K \ (V ∪ f−1(V )). Such maps are quite similar to the
Williams presentations of 1-dimensional hyperbolic attractors ([W]). In particular, at
all but finitely many points, the inverse limit space lim←− f is homeomorphic with the
product of a 0-dimensional set with an arc.
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Theorem 4. If ΩΦ is a 2-dimensional, non-periodic, FLC, self-similar substitution
tiling space and either BP(Φ) is non-collapsing or Φ is Pisot, then there is a finite
1-dimensional simplicial complex K and an expanding Markov map f : K → K so that
Φ|PBL(Φ) is topologically conjugate with fˆ on lim←− f .
Sketch of proof: Let X be the 1-collared Anderson-Putnam complex for Ω with
π : Ω → X and F : X → X so that π ◦ Φ = F ◦ π. Then πˆ : Ω → Xˆ := lim←−F is
a homeomorphism that conjugates Φ with Fˆ (see [AP]). We will prove in the next
section that, under the hypotheses of Theorem 4, the collection {(τ, l)} consisting of
all pairs with τ ∈ T and τ ∩ l 6= ∅, where either (T, T ′) is a periodic line pair for
which ∂˜S(T, T ′) = ∂S(T, T ′) = {±v} and l = {tv : t ∈ R}, or (T, T ′) is a corner pair
with v ∈ ∂˜S(T, T ′) and l = {tv : t ≥ 0}, is finite, up to translation. From this it will
follow that the set K := π(PBL(Φ)) ⊂ X is a finite 1-dimensional simplicial complex
invariant under F . Then f = F |K is expanding Markov and Φ|PBL(Φ) is topologically
conjugate with fˆ on lim←− f . A complete proof appears in the next section.
Theorem 5. Suppose that Ω and Ω′ are homeomorphic 2-dimensional, non-periodic,
FLC, self-similar substitution tiling spaces and at least one of the following conditions
is met:
• Ω has an isolated or a corner branch pair;
• Ω has line pairs (T1, T2) and (T2, T3) with ∂S(T1, T2) 6= ∂S(T2, T3);
• Ω is Pisot.
Then there is a homeomorphism from Ω to Ω′ that takes branch pairs to branch pairs,
preserving type, and that restricts to a homeomorphism of the branch loci and of the
periodic branch loci.
Sketch of proof: As was the case for the proof of Theorem 1, the rigidity results of
[K] will provide the key to the proof of Theorem 5. First, we may replace an arbitrary
homeomorphism of Ω and Ω′ by a ‘linear’ homeomorphism that preserves asymptoticity.
To further improve the linear homeomorphism to a conjugacy (between some powers of
the substitution maps) it is necessary to show that the linear homeomorphism can be
made to be ‘pointed’, that is, to take some self-similar (i.e., periodic under substitution)
tiling to a self-similar tiling. This is accomplished by establishing the existence of
tilings with such special asymptotic properties, that any tiling with these properties
must be self-similar (at least up to translation). This existence is established by fiat in
the first two of the alternative hypotheses of Theorem 5. From Theorem 3 it follows
that if Ω has neither isolated nor corner branch pairs, then Ω has non-parallel line
branch pairs. Intersection of the corresponding lines would yield the second of the
alternative hypotheses. In case Ω is Pisot we will see that these lines have a virtual
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intersection when viewed in the maximal equicontinuous factor of Ω. This virtual
intersection will prove sufficient to pin down a linear homeomorphism of Ω and Ω′ to a
pointed homeomorphism. Once powers of the substitutions on Ω and Ω′ are conjugated,
Theorem 5 will follow easily.
5. Proofs of the main theorems
Throughout this section ΩΦ will always be a 2-dimensional non-periodic, minimal,
self-similar tiling space with translationally finite local complexity.
Given ǫ > 0 and T ∈ ΩΦ, a line l with direction vector v ∈ S1 will be called an
ǫ-characteristic for T provided there is a w ∈ R2 and a v⊥ ∈ S1, with < v, v⊥ >= 0, so
that for all y ∈ l and s ∈ (0, ǫ]: T −y ≁s T −w−y; and T −y−sv⊥ ∼s T −w−y−sv⊥.
Let [(∗, ∗)] denote the translation equivalence class of (∗, ∗).
Lemma 14. Fix ǫ > 0 and T ∈ ΩΦ. Then {[(τ, τ ∩ l)] : l is an ǫ-characteristic for T
and τ ∈ T} is finite.
Proof. For each ǫ-characteristic l there is a line pair (T ′, T ′′) ∈ BP(Φ) with ∂S(T ′, T ′′) =
{±v} (let (T ′, T ′′) be any subsequential limit of (Φk(T − y),Φk(T − y−w)), k ∈ Z, n ∈
N, y ∈ l), so there are only finitely many directions of ǫ-characteristics by Theorem
2. It follows that there are only finitely many pairs [(τ, τ ∩ l)] with τ˚ ∩ l = ∅ (tiles
are connected). Thus, if there are infinitely many distinct [(τ, τ ∩ l)], there is a pro-
totile ρ, vectors xn with ρ− xn ∈ T , and ǫ-characteristics ln with v⊥(ln) ≡ v⊥ so that
[(ρ + xn, (ρ + xn) ∩ ln)] are all distinct and (ρ˚ + xn) ∩ ln 6= ∅ for all n ∈ N. Pick
yn ∈ (ρ˚ + xn) ∩ ln and let wn = w(ln) be as in the definition of ǫ-characteristic. We
may assume that the B1[T − yn] are all of the same type, say B1[T − yn] = B − zn,
and that the B1[T −wn − yn] are all of the same type, say B1[T −wn − yn] = B′ − z′n,
with zn → 0 and z′n → 0. Note that since the [(ρ + xn, (ρ+ xn) ∩ ln)] are all distinct,
〈zn − zm, v⊥〉 6= 0 for n 6= m.
Now B − zn is stably related with B′ − z′n on {x : |x| < ǫ and 〈x, v⊥〉 > 0}. It is
a consequence of Lemma 7 that {z′n − zn} is finite. Pick a large n and a k > 0 with
|zn+k − zn| < ǫ and z′n+k − zn+k = z′n − zn. Suppose 〈zn+k − zn, v⊥〉 < 0. We have
B − zn+k ≁s B′ − z′n+k and B − zn+k + (zn+k − zn) ∼s B′ − z′n+k + (zn+k − zn). But
zn+k − zn = z′n+k − z′n, so we have B − zn ∼s B′ − z′n, that is, T − yn ∼ T − wn − yn,
contradicting the assumption that ln is an ǫ-characteristic for T . A similar contradiction
is reached if 〈zn+k − zn, v⊥〉 > 0, hence there can be only finitely many [(τ, τ ∩ l)]. 
It follows from the above that there is a δ = δ(ǫ) > 0 so that if l and l′ are two
distinct, parallel ǫ-characteristics for T , then the distance between l and l′ is at least
δ.
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Lemma 15. Suppose that T ∈ ΩΦ is fixed by Φ and that {ln}n∈Z is a family of parallel
lines so that ln separates ln−1 from ln+1 for all n and R
2 = ∪n∈ZSn where Sn is the
open strip between ln−1 and ln+1. Suppose further that λ{ln}n∈Z ⊂ {ln}n∈Z and there
are nonzero wn parallel to the ln, so that T − y ∼s T − wn − y for all y ∈ Sn. Then
{wn} is infinite.
Proof. Suppose otherwise. Say 0 ∈ S0. There is thenN large enough so that λN{l−1, l1} =
{l−n1−1, ln2+1} with {wn}n∈Z = {wj}j=−n1...,n2. For j ∈ {−n1, . . . , n2} and y ∈ Sj we
have T−y ∼s T−wj−y and T−y ∼s T−λNw0. LetMj := {t ∈ R : T−y ∼s T−twj−y
for all y ∈ Sj}. Then Mj is a Z-module. By Lemma 4, Mj must have a small-
est positive element, so Mj is isomorphic with Z. Thus, since |λNw0|/|wj| ∈ Mj for
j ∈ {−n1, . . . , n2}, there must be nonzero kj, mj ∈ Z with kjwj = mjλNw0. Then
T −y ∼s T −mw0−y for all y ∈ R2 where m = λN
∏n2
j=−n1
mj . It follows from Lemma
5 that T −mw0 = T , contradicting the non-periodicity of ΩΦ. 
Lemma 16. Suppose that T, T ′ ∈ ΩΦ, u ∈ S1, and δ > 0 are such that T − y ∼s T ′− y
for all y with 0 < 〈y, u〉 < δ. Suppose also that T ≁s T ′ and there is y0 with 〈y0, u〉 = 0
so that T − y0 ∼s T ′ − y0. There is then a pair (T¯ , T¯ ′) ∈ BP(Φ) and a vector w not
parallel with u so that {v ∈ S1 : 〈v, w〉 > 0} ⊂ S(T¯ , T¯ ′).
Proof. There is ǫ > 0 so that T −y ∼s T ′−y for all y ∈ cl(Bǫ(y0)). Consider the curves
cs : [−ǫ, ǫ]→ R2 given by cs(t) = t( v|v| ) + {( ǫ(1−s)+s|y0|ǫ2 )t2− (1− s)ǫ− s|y0| y0|y0|}+ y. For
each s, the image of cs is an arc of a parabola from y0 − ǫ v|v| to y0 + ǫ v|v| with vertex at
y0−[(1−s)ǫ+s|y0|] y0|y0| . When s = 0 this curve lies entirely in cl(Bǫ(y0)) and when s = 1
the vertex is at 0. Let s0 be the infimum of those s > 0 for which there is t ∈ [−ǫ, ǫ]
with T − cs(t) ≁s T ′− cs(t). Then there is t0 ∈ (−ǫ, 0] with T − cs0(to) ≁s T ′− cs0(t0).
Let w be the unit normal to the curve cs0 at cs0(t0) with 〈w, y0〉 > 0. For sufficiently
small r > 0 we have: (T − cs0(t0)− rw)− y ∼s (T ′− cs0(t0)− rw)− y for all y ∈ Br(0))
and (T − cs0(t0) − rw) + rw ≁s (T ′ − cs0(t0) − rw) + rw. By Lemma 11 there is a
branch pair (T¯ , T¯ ′) as desired. 
Proof of Theorem 3. For the first part, we prove the equivalent statement: If ΩΦ is
a 2-dimensional FLC self-similar substitution tiling space with connected tiles, then
there are (T1, T
′
1), (T2, T
′
2) ∈ BP(Φ) and non-parallel vectors u1, u2 so that {v ∈ S1 :
〈v, ui〉 > 0} ⊂ S(Ti, T ′i ) for i = 1, 2.
Let T ∈ Ω be fixed by Φ. Let τ ∈ T and x 6= 0 be such that τ − x ∈ T . For
x0 ∈ τ˚ let r > 0 be such that T − x0 − y ∼s T − x − x0 − y for all y ∈ Br(0) and
T −x0− y0 ≁s T −x−x0− y0 for some y0 with |y0| = r. Then by Lemma 11 there is a
branch pair, asymptotic in the positive half-plane determined by z = z(τ, x, x0) := −y0.
Hence we are done, unless all such τ, x, x0 produce parallel z
′s. For such τ, x, x0, r, and
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y0, let rM = sup{r′ : T − (x0 + (1− r′/r)y0)− y ∼s T − x− (x0 + (1− r′/r)y0)− y for
all y ∈ Br′(0)}. It is easily checked that r ≤ r′. If r′ = ∞, then (T − x0 − y0)− v ∼s
(T − x0 − y0) − x − v for all v with 〈v,−y0〉 > 0. By Lemma 6, (T − x0 − y0) and
(T − x0 − y0) − x would agree on {v : 〈v,−y0〉 ≥ R} for some R. Pick vn with
〈vn,−y0〉 → ∞ and (T −x0−y0)−vn → T ′ ∈ Ω. Then (T −x0−y0)−x−vn → T ′−x
and T ′ − x = T ′, contradicting non-periodicity of Ω. Thus r ≤ r′ <∞.
If it is not the case that T −(x0+(1−rM/r)y0)−y ∼s T −x−(x0+(1−rM/r)y0)−y
for all y ∈ cl(BrM (0)) \ {±( rMr )y0}, we are done, by Lemma 11. Also, by maximality of
rM , T − (x0 + (1− rM/r)y0)− y ≁s T − x− (x0 + (1− rM/r)y0)− y for y = ±( rMr )y0.
Let us suppose that all the z(τ, x, x0) are parallel. Choose a unit vector z parallel
to all these, and let z⊥ be a unit vector perpendicular to z. Let S = S(τ, x, x0) be the
infinite open strip S := {sz⊥ + x0 + (1 − t)y0 + t( r−2rMr )y0 : s ∈ R, 0 < t < 1}. We
claim that T − y ∼s T − x − y for all y ∈ S. For if this were not so, we could push
parabolic curves out along S, as in the proof of Lemma 16, until there occurs a first
tangency with the set of those y’s such that T − y ≁s T ′ − x − y. The normal to the
parabola at that point of tangency would not be parallel to z, leading to a z(τ ′, x, x′0)
not parallel with z. Furthermore, each boundary component of cl(S) contains a point
y at which T − y ≁s T ′ − x − y (take s = 0 and t ∈ {0, 1} in the definition of S). If
not all points of ∂S have this property, we are done by Lemma 16. For any x0, x
′
0 ∈ τ˚ ,
S(τ, x, x0) and S(τ, x, x
′
0) are either disjoint or equal; since tile interiors are connected,
they must be equal. Hence τ˚ ⊂ S(τ, x, x0) and the boundary components of all the
strips Sτ,x := S(τ, x, x0) are ǫ-characteristics for T for any ǫ so that each tile contains
an ǫ/2-ball. Fix such an ǫ > 0.
For any fixed x 6= 0, the widths of the strips Sτ,x are uniformly bounded: otherwise,
we could find xn so that T − xn− y ∼s T −x− xn− y for y ∈ Bn(0), T −xn → T¯ , and
T −x−xn → T¯ −x, and we would have T¯ −y ∼s T¯ −x−y for all y so that T¯ = T¯ −x,
by Lemma 5, in contradiction to the non-periodicity of Ω. It follows that there must be
an r so that any strip of the form S = {sz + xo− (1− t)rz⊥ + trz⊥ : s ∈ R, 0 < t < 1}
contains a component of ∂Sτ,x for some τ and x 6= 0. Indeed, let P be a patch of T
that contains tiles τ and τ + x for some x 6= 0. Then for each w so that P + w ⊂ T ,
there is a strip Sτ+w,x that intersects P + w. Since the strips Sτ+w,x have uniformly
bounded widths and since there is an R so that for every y ∈ R2 there is a w with
spt(P + w) ⊂ BR(y), we must have r as desired.
Let r be as above. It follows from Lemma 14 (together with FLC) that {B2r[T − y] :
y ∈ ∂Sτ,x for some τ ∈ T and x 6= 0 with τ ∈ T − x} is finite up to translation in
the z direction. Thus, for each boundary component l of a strip Sτ,x there is a y ∈ l
and w = w(l) 6= 0 parallel with z so that B2r[T − y] = B2r[T − y + w]. Furthermore,
we can choose the w(l) to have uniformly bounded lengths (if {B2r[T − y] : y ∈ ∂Sτ,x
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for some τ ∈ T and x 6= 0 with τ ∈ T − x} has m elements, up to translation in
the z-direction, and the diameters of these patches are all less than d, then we can
take |w(l)| ≤ md). It is then a consequence of finite local complexity that {w(l) : l a
component of ∂Sτ,x, τ ∈ T, τ + x ∈ T, x 6= 0} is finite.
Now let l0 be a boundary component of some Sτ,x, let y0 ∈ l0 be such that B2r[T −
y0] = B2r[T − y0 + w(l0)] and let P0 := B2r[T − y0] + y0. Then P0 and P0 + w(l0) are
patches in T and, as above for τ, x, there is a strip S ′0 := SP0,w(l0) so that T − y ∼s
T − w(l0)− y for all y ∈ S ′0. Also, {y : d(y, l0) < 2r} ⊂ S ′0. Now let l1 be a boundary
component of some Sτ,x with y1 ∈ l1, r < 〈y1, z⊥〉 < 2r, and with B2r[T − y1] =
B2r[T − y1 + w(l1)]. Let P1 := B2r[T − y1] + y1 and let S ′1 := SP1,w(l1). Continuing in
this manner, we construct lines ln and strips S
′
n, n ∈ Z. Letting Sn be the intersection
of S ′n and the strip between ln−1 and ln+1, and wn = w(ln), the hypotheses of Lemma
15 are satisfied, but the conclusion of that lemma is contradicted, as {wn} finite.
Now suppose Ω has only branch line pairs and suppose that (T, T ′) ∈ BP(Φ),
v ∈ ∂S(T, T ′), t0 ∈ R+, and ǫ > 0 are such that T−t0v ≁s T ′−t0v and T−tv ∼s T ′−tv
for t0 < t < t0 + ǫ. There is a k > 0 so that there are arbitrarily large n such that
(B0[Φ
n(T − t0v)], B0[Φn(T − t0v)]) and (B0[Φn+k(T − t0v)], B0[Φn+k(T − t0v)]) are the
same up to translation. As in previous arguments, this translation must be parallel to v
and, as soon as λnǫ is greater than the diameter of any tile, this translation must be zero.
Fix such an n and let (T¯ , T¯ ′) := (∪m≥0Φmk(B0[Φn(T−t0v)],∪m≥0Φmk(B0[Φn(T ′−t0v)]).
Then (T¯ , T¯ ′) is a periodic branch pair with S(T¯ , T¯ ′) ⊃ S(T, T ′). But T¯ − tv ∼s T¯ ′− tv
for 0 < t < ǫ. It follows from the periodicity of (T¯ , T¯ ′) that T¯ − tv ∼s T¯ ′ − tv for all
t > 0. Thus v ∈ S(T¯ , T¯ ′) so that (T¯ , T¯ ′) is an isolated or corner pair. 
Proof of Theorem 4. Let us first suppose that the branch locus of Φ is non-collapsing. In
this case PBL(Φ) = BL(Φ) (Proposition 5) and, if (T, T ′) ∈ BP(Φ) and v ∈ ∂˜S(T, T ′),
then (T − tv, T ′− tv) ∈ BP(Φ) for all t ≥ 0. Since BP(Φ) is closed (Lemma 12), we see
that BL(Φ) = {T : (T, T ′) ∈ BP(Φ)} and BL(Φ) is also closed. Fix v ∈ ∂˜S(T, T ′) and
u ∈ S1 with {y ∈ S1 : 〈y, u〉 > 0} ⊂ S(T, T ′) for some (T, T ′) ∈ BP(φ). Suppose that
τ1, τ2 ∈ T , t1, t2 ∈ R+, and x ∈ R2 are such that tiv ∈ int(τi) for i = 1, 2, τ1 + x = τ2,
and B0[T
′ − t1v] + x = B0[T ′ − t2v]. Since B0[T − tiv] is stably related to B0[T ′ − tiv]
on int(spt(B0[T − tiv]) ∩ spt(B0[T ′ − tiv])) ∩ {y ∈ R2 : 〈y, u〉 > 0}, while B0[T − tiv]
is not stably related to B0[T
′ − tiv] on {tiv} for i = 1, 2, it must be the case that x
is parallel with v. That is, the pairs (τ1, l ∩ τ1) and (τ2, l ∩ τ2) are the same up to
translation, where l = lv := {tv : t ∈ R}. Since there are only finitely many transla-
tionally inequivalent pairs of patches of the form (B0[T¯ ], B0[T¯
′]) with (T¯ , T¯ ′) ∈ BP(Φ)
(Lemma 9 - note that, in the above, (T−tiv, T ′−tiv) ∈ BP(Φ) from the non-collapsing
assumption), and since the set {v : v ∈ ∂˜S(T, T ′), (T, T ′) ∈ BP(Φ)} is finite (Theorem
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2), the collection {[(τ, τ ∩ l)]} of translation equivalence classes of pairs (τ, τ ∩ l), where
0 ∈ τ ∈ T and l = lv for some T with (T, T ′) ∈ BP(Φ) and v ∈ ∂˜S(T, T ′), is finite.
By first collaring tiles if necessary, we may assume that Φ forces the border so that
the map πˆ : ΩΦ → XˆΦ := lim←−FΦ onto the inverse limit of the substitution map FΦ on
the Anderson-Putnam complex XΦ, is a homeomorphism ([AP]). The 2-dimensional
CW-complex XΦ is the quotient of R
2 formed from T ∈ ΩΦ by identifying x1 and
x2 if there are τ1 and τ2 in T with xi ∈ τi and τ2 = τ1 + (x2 − x1). Equivalently,
XΦ := {[(τ, x)] : x ∈ τ, τ ∈ T, T ∈ ΩΦ}/ ∼, with ∼ the transitive closure of the
relation defined by [(τ1, x1)] ∼ [(τ2, x2)] if there are T ∈ ΩΦ, τ¯1, τ¯2 ∈ T , and y1, y2
so that τ¯i = τi + yi, i = 1, 2, and x1 + y1 = x2 + y2. With this description of XΦ,
π : Ωφ → XΦ is given by π(T ) := [[(τ, 0)]], where 0 ∈ τ ∈ T and [[(∗, ∗)]] denotes
the ∼-equivalence class of the translational equivalence class of (∗, ∗). We see that
K := π(BL(Φ)) is a 1-dimensional simplicial complex contained in the finite union
of line segments {[[(τ, x)]] : x ∈ τ ∩ lv}, with 0 ∈ τ ∈ T , (T, T ′) ∈ BP(Φ), and
v ∈ ∂˜S(T, T ′). With f := FΦ |K , we have that πˆ |BL(Φ) maps BL(Φ) is homeomorphi-
cally onto lim←− f , conjugating Φ |BL(Φ) with fˆ . The set V of vertices of K is defined as
follows. Let V1 := {π(T ) : (T, T ′) ∈ BP(Φ) is an isolated or corner pair}: V1 is finite
by Theorem 2. Let V2 := {[[(τ, 0)]] ∈ K : 0 is a vertex of τ}: V2 is finite under the
assumption that all tiles are polygons. Let V3 := {[[(τ, 0)]] : 0 is in the interior of an
edge η of τ , τ ∈ T, (T, T ′) ∈ BP(Φ), and there is v ∈ ∂˜S(T, T ′) with v not parallel
with η}: V3 is the set of points where the finitely many line segments in K meet an
edge of a polygonal face of XΦ transversely, so V3 is finite. Then V := V1 ∪ V2 ∪ V3 is
finite and forward invariant under f . The conditions for f : K → K to be expanding
Markov are easy to check.
Now assume that Φ is self-similar Pisot. We will argue that if (T, T ′) ∈ PBP(Φ) and
v ∈ ∂˜S(T, T ′), then the ray {tv : t ≥ 0} crosses the tiles of T in only finitely many ways.
The result then follows as above. Let g : ΩΦ → TˆA be geometric realization onto the
maximal equi-continuous factor and let FˆA : TˆA → TˆA be the hyperbolic automorphism
with g ◦ Φ = FˆA ◦ g. (Here A is the 2d × 2d block diagonal matrix whose blocks are
the companion matrix of the Pisot inflation factor λ, d = deg(λ), FA is the associated
hyperbolic toral endomorphism, and FˆA is the shift on the inverse limit TˆA := lim←−FA.)
The map g also semiconjugates translation in ΩΦ with an R
2 action on TˆA that consists
of translation along the 2-dimensional unstable (under FˆA) leaves in TˆA: we will use
the notation g(T )− x := g(T − x) for this action. More explicitly in coordinates, the
R2 action on TˆA is given by (z0, . . . , zn, . . .) − x = (z0 − x˜, . . . , zn − λ−nx˜, . . .), where
x 7→ x˜ is an isomorphism of R2 with the unstable space W uA of FA. We will also use
the key fact that g is boundedly finite-to-one ([BKS]).
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Given (T, T ′) ∈ PBP(Φ) and v ∈ ∂˜S(T, T ′), we claim there is t0 > 0 and T¯ ∈ ΩΦ,
with T¯ Φ-periodic, so that T − t0v ∈ W s(T¯ ). Indeed, if there is t1 > 0 so that
T − t1v ∼s T ′ − t1v, then let t0 := inf{a : T − tv ∼s T ′ − tv ∀t ∈ [a, t1]}. Then
t0 > 0 and T − t0v ≁s T ′ − t0v. Let n ∈ N be large and k ∈ N be such that
(B0[Φ
n+k(T−t0v)], B0[Φn+k(T ′−t0v)]) is the same as (B0[Φn(T−t0v)], B0[Φn(T ′−t0v)]),
up to translation. Such translation must be parallel with v (as, for example, in the proof
of Proposition 3) and then must be 0, since B0[Φ
n+k(T − t0v)] and B0[Φn+k(T ′ − t0v)]
as well as B0[Φ
n(T − t0v)] and B0[Φn(T ′ − t0v)], are stably related on {tv : t ≥
0} intersected with the supports of the appropriate patches. That is, (B0[Φn+k(T −
t0v)], B0[Φ
n+k(T ′ − t0v)]) = (B0[Φn(T − t0v)], B0[Φn(T ′ − t0v)]) and T − t0v ∈ W s(T¯ ),
with T¯ := ∪n≥0Φnk(B0[T − t0v]) Φ-periodic of period k. If, instead, T − tv ≁s T ′ − tv
for all t ≥ 0, there are only finitely many patches of the form B0[T − tv] for t ≥ 0, up
to translation parallel to v (as argued in the non-collapsing case above). Let n be the
Φ-period of T . There then are arbitrarily large t1 and s ∈ R+, m ∈ N with B0[T −
t1v]+ sv ⊂ Φmn(B0[T − t1v]). Let t0 := t1+ sλmn−1 and let T¯ := ∪l≥0Φlmn(B0[T − t0v]).
Then T¯ is Φ-periodic and T − t0v ∈ W s(T¯ ).
To simplify notation, assume that T is fixed by Φ. Let t0 and T¯ be as above with
T¯ periodic of period k under Φ. Let Lv = Lv(T ) denote the ray Lv := {g(T − tv) :
t ≥ 0} = {g(T ) − tv : t ≥ 0} in TˆA. Note that g(T − λnkt0v) = g(Φnk(T − t0v)) =
Fˆ nkA (g(T − t0v)) → g(T¯ ) as n → ∞ so that g(T¯ ) ∈ cl(Lv) and Lv meets the ǫ-stable
manifold W sǫ (g(T¯ )) := {z ∈ Tˆ : d(Fˆ nA(z), Fˆ nA(g(T¯ ))) ≤ ǫ ∀n ≥ 0} for each ǫ > 0. For
each n ∈ N, let πn : Tˆ→ T2d = R2d/Z2d be the projection of TˆA = lim←−FA onto the n-th
coordinate space. We will prove now that π0(cl(Lv)) is a sub-torus of T
2d of dimension
at most d. (In fact the dimension of π0(cl(Lv)) must then be exactly d, but we won’t
need that here.)
To see that this is the case, first note that the stable (W sA) and unstable (W
u
A) spaces
of A : R2d → R2d, at 0, have bases consisting of vectors with entries in the field Q(λ).
(W uA is spanned by a pair of eigenvectors for A with eigenvalue λ, while W
s
A is the space
orthogonal to a space spanned by a pair of eigenvectors for AT with eigenvalue λ.) Now,
g(T )− t0v, g(T )− λkt0v ∈ W s(g(T¯ )) means that the vector w := (λk − 1)t0v˜ satisfies:
(1) w − p ∈ W sA for some p ∈ Z2d. Also, since v˜ ∈ W uA: (2) w ∈ W uA. Conditions (1)
and (2) can be expressed as a system linear equations with coefficients in Q(λ); the
unique solution w = (w1, . . . , w2d) thus has all of its entries in Q(λ). The dimension of
π0(cl(Lv)) = cl({tw + Z2d : t ∈ R}) equals the dimension over Q of the rational span
of {w1, . . . , w2d}. Since the dimension of Q(λ) over Q is d, the dimension of π0(cl(Lv))
is at most d. The same argument clearly works for πn(cl(Lv)) for all n ≥ 0, so cl(Lv)
is a d′-dimensional solenoid for some d′ ≤ d.
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We are going to show that, for small ǫ > 0, W sǫ (g(T¯ ))∩ cl(Lv) is a d′−1-dimensional
cross-section to the R-action x 7→ x − tv on the solenoid cl(Lv), to which orbits must
return with bounded gap. From this it will follow that there are t′i with t
′
i+1 − t′i
bounded and with t′i → ±∞ as i→ ±∞ so that {B0[T − t′iv]} is finite. An immediate
consequence is that {tv : t ∈ R} intersects the tiles of T in only finitely many ways.
There is δ = δ(v) > 0 so that if x + Z2d, y + Z2d ∈ π0(cl(Lv)) and |x − y| <
δ, then sx + (1 − s)y + Z2d ∈ π0(cl(Lv)) for all s ∈ R. We claim that for ǫ <
δ, Bǫ/2(π0(g(T¯ ))) ∩ π0(cl(Lv)) ⊂ π0(W sǫ (g(T¯ )). If this were not the case, then, by
the choice of δ, W uǫ/2(π0(g(T¯ ))) ⊂ π0(cl(Lv)) and then W s(π0(g(T¯ ))) ⊂ π0(cl(Lv)).
But W s(π0(g(T¯ ))) is dense in T
2d and π0(cl(Lv)) is a proper closed subset of T
2d.
Clearly, this δ works for the corresponding statement in all coordinate projections πn
simultaneously.
Let ∆n(ǫ) denote the local ǫ stable manifold at the point πn(g(Φ
−n(T¯ ))) for the
restriction of FA to the torus T := π0(cl(Lv)) = πn(cl(Lv)). Then ∆n(ǫ/2) is contained
in W sǫ (πn(g(Φ
−n(T¯ )))) for ǫ < δ with δ depending only on v (and not on T , T¯ or n).
We saw above that the local unstable manifold W uǫ/2(πn(g(Φ
−n(T¯ )))) of FA meets T
only along the arc πn(g(Φ
−n(T¯ ))) − tv˜, |t| < ǫ/2, and it follows that ∆n(ǫ) is a co-
dimension one disk in T transverse to the R-action in the direction of v˜. Hence, orbits
of the R-action on T return to ∆n(ǫ/2) with bounded gap. (We really have a different
R-action on T = πn(cl(Lv)) for each n, namely (y, t) 7→ y − λ−ntv˜. We will take this
into account.)
Now choose ǫ′ small enough so that if S, S ′ ∈ ΩΦ, g−1({g(S)}) = {S1, . . . , Sm}, and
g(S ′) ∈ W sǫ′(g(S)) then B0[S ′] = B0[Si] for some i ∈ {1, . . . , m}. Let n be large enough
so that if z, z′ ∈ TˆA are such that πn(z) = πn(z′) then d(z, z′) < ǫ′/2 and let ǫ > 0
be less that the δ above and also small enough so that if d(πn(z), πn(z
′)) < ǫ then
d(z, z′) < ǫ′. There is then a b, depending only on ǫ and v, and {t′i : i ∈ Z} with
t′i → ±∞ as i → ±∞ and 0 < t′i+1 − t′i ≤ b for all i ∈ Z, so that πn(g(T − t′iv)) =
πn(g(T ))− t′iλ−nv˜ ∈ ∆n(ǫ/2) for all i ∈ Z. Let g−1({g(T¯ )}) = {T¯1, . . . , T¯m}. We have
that B0[T − t′iv] ∈ {B0[T¯1], . . . , B0[T¯m]} for all i ∈ Z.
With b as above, let B be the maximum of the cardinalities of the collections {Bb[S ′] :
S ′ ∈ ΩΦ and B0[S ′] = B0[S]} over all S ∈ ΩΦ. Finite local complexity insures that
B < ∞. Let M be the maximal cardinality of a fiber g−1({g(S)}) over all S ∈ ΩΦ:
M < ∞ by [BKS]. The number of distinct translation equivalence classes of pairs
(τ, τ ∩ l) with τ ∈ T , l = {tv : t ∈ R}, and l ∩ τ 6= ∅, is bounded by MB and this
bound depends only on v and not on T (provided, of course, that there is T ′ with
(T, T ′) ∈ PBP(Φ) and v ∈ ∂˜S(T, T ′)).
We prove now that for a given v ∈ S1 there are only finitely many distinct sets
cl{T−tv : t ∈ R} where T varies over all members of periodic line pairs (T, T ′) with v ∈
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∂S(T, T ′). Indeed, there is a finite collection of pairs of patches {(P1, P ′1), . . . , (Pn, P ′n)}
so that if (T, T ′) is any line pair with v ∈ ∂S(T, T ′) then (B0[T ], B0[T ′]) = (Pi−tv, P ′i−
tv) for some i ∈ {1, . . . , n}, t ∈ R. Suppose that (T1, T ′1) and (T2, T ′2) are periodic line
pairs with v ∈ ∂S(Ti, T ′i ), i = 1, 2 and (B0[T1], B0[T ′1]) = (B0[T2]− sv, B0[T ′2]− sv) for
some s ∈ R. Let m be a common Φ-period for T1 and T2. Then B0[T1] = B0[T2 − sv]
implies that Φkm(T2−sv) = T2−λkmsv → T1 as k →∞. Thus, T1 ∈ cl{T2−tv : t ∈ R}.
If T2− tiv → T1, then T2− (ti+ t)v → T1− tv. Thus, cl{T1− tv : t ∈ R} ⊂ cl{T2− tv :
t ∈ R}. Interchanging 1 and 2 and replacing s by −s in the foregoing shows that
cl{T1 − tv : t ∈ R} = cl{T2 − tv : t ∈ R}.
Note that if (T, T ′) is a periodic line pair with v ∈ ∂˜S(T, T ′) then −v ∈ ∂˜S(T, T ′)
so the image π(cl({T − tv : t ∈ R})) in the Anderson-Putnam complex XΦ equals
∪w∈∂˜S(T,T ′)cl({T − tw : t ≥ 0}) and hence this latter set is a finite union of line
segments in XΦ. As there are only finitely many sets cl({T − tv : t ∈ R}) for (T, T ′) a
periodic line pair and v ∈ ∂˜S(T, T ′), there are only finitely many such v, and there are
only finitely many corner and isolated pairs, K := π(PBP(Φ)) is a finite union of line
segments (some may be degenerate, if there are isolated pairs) in XΦ. The description
of PBP(Φ) as lim←−(f : K → K) proceeds as in the non-collapsing case. 
Lemma 17. Suppose that α1 and α3 are arcs on S
1 with the property that α1 ∪ α3
contains a closed semi-circle in its interior. If there are distinct tilings T1, T2, T3 ∈ ΩΦ
so that Ti and T2 are uniformly asymptotic in directions αi, i = 1, 3, then there is
w ∈ R2 so that T2 − w is Φ-periodic.
Proof. Let T ni = Φ
−n(Ti), i = 1, 2, 3. By Lemmas 2 and 6, there is an R so that B0[T
n
i −
tv] = B0[T
n
2 −tv] for all t ≥ R and v ∈ αi, i = 1, 3. It follows that there are only finitely
many triples of patches (B0[T
n
1 ], B0[T
n
2 ], B0[T
n
3 ]), n ≥ 0, up to translation. We may
then choose a subsequence and a k ∈ N so that the triples (B0[T nj1 ], B0[T nj2 ], B0[T nj3 ])
and (B0[T
nj+k
1 ], B0[T
nj+k
2 ], B0[T
nj+k
3 ]) are all translationally equivalent and (without
loss of generality) all ni are divisible by k. By passing to a further subsequence, we
may assume that T
nj
i → T¯i ∈ ΩΦ as j → ∞ for i = 1, 2, 3. Just as in the proof
of Proposition 4 (the “α < 0” case) we may conclude that T¯2 is fixed by Φ
k and
T¯2 = T2 − w for some w. 
Proof of Theorem 5. Let Ω = ΩΦ and Ω
′ = ΩΨ. If Ω has an isolated branch pair or a
corner branch pair, then by Lemma 6 such a pair is uniformly asymptotic in a set of
directions containing a closed hemisphere in its interior and we’re done by Theorem 1.
Let h0 : ΩΦ → ΩΨ be a homeomorphism for which there is a linear isomorphism L
of R2 so that h0(T − x) = h0(T )− Lx for all T ∈ ΩΦ and all x ∈ R2 (Theorem 1.1 of
[K]). Suppose that (T1, T2) and (T2, T3) are line branch pairs for Φ with ∂S(T1, T2) 6=
∂S(T2, T3). Then there is w ∈ R2 so that T2−w is Φ-periodic by Lemma 17 (in fact, it’s
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not hard to show w = 0 in this case). By the “linearity” and uniform continuity of h0,
there are arcs αi in S
1, slightly smaller than the semi-circles {Lv/|Lv| : v ∈ S(Ti, T2)},
i = 1, 3 so that α1 ∪ α3 contains a closed semi-circle in its interior and so that h0(Ti)
and h0(T2) are uniformly asymptotic in directions αi, i = 1, 3. By Lemma 17, there is
w′ ∈ R2 so that h(T2)−w′ is Ψ-periodic. Let h1 : ΩΦ → ΩΨ by h1(T ) := h0(T+w)−w′.
Then h1 is a homeomorphism that takes a Φ-periodic orbit to a Ψ-periodic orbit and by
Corollary 1.5 of [K], there is a “linear” homeomorphism h : ΩΦ → ΩΨ that conjugates
some powers of Φ and Ψ. It follows easily that h(BL(Φ)) = BL(Ψ) and h(PBL(Φ)) =
PBL(Ψ)
Now suppose that ΩΦ is Pisot. We are done if ΩΦ has an isolated branch pair or a
corner branch pair. Otherwise, there are are non-collapsing line branch pairs (T1, T
′
1)
and (T2, T
′
2) with ∂S(T1, T
′
1) 6= ∂S(T2, T ′2) (Theorem 3). Let ∂S(Ti, T ′i ) = {±vi},
i = 1, 2, and let g : ΩΦ → TˆA be the map onto the maximal equicontinuous factor of
the R2-action on ΩΦ. Note that g(Ti) = g(T
′
i ), i = 1, 2, since Ti and T
′
i are proximal.
Then ∪t∈RW s(g(Ti − tvi)) = ∪t∈RW s(g(T ′i − tvi)), i = 1, 2, are co-dimension one
affine subspaces of TˆA that aren’t parallel (since {±v1} 6= {±v2}). Thus there are
t1, t2 ∈ R with g(T1 − t1v1) = g(T ′1 − t1v1) = g(T2 − t2v2) = g(T ′2 − t2v2). It is
proved in [BKS] that, up to translation, there are only finitely many sets of the form
{B0[T ′] : g(T ′) = g(T )} for T ∈ ΩΦ. Thus there are n, k ∈ N and w ∈ R2 so that
(B0[Φ
n+k(T1 − t1v1)], B0[Φn+k(T ′1 − t1v1)], B0[Φn+k(T2 − t2v2)], B0[Φn+k(T ′2 − t2v2)]) =
(B0[Φ
n(T1−t1v1)]−w,B0[Φn(T ′1−t1v1)]−w,B0[Φn(T2−t2v2)]−w,B0[Φn(T ′2−t2v2)−w]).
Equality of the first two coordinates of these quadruples implies that w is parallel with
v1, while equality of the last two coordinates implies that w is parallel with v2. Thus
w = 0 and the branch pairs (T¯1, T¯
′
1) and (T¯2, T¯
′
2) defined by T¯i := ∪m≥0Φmk(B0[Φn(Ti−
tivi)]), T¯
′
i := ∪m≥0Φmk(B0[Φn(T ′i − tivi)]) are Φ-periodic and ∂S(T¯i, T¯ ′i ) = {±vi}, i =
1, 2. Moreover, g(T¯1) = g(T¯
′
1) = g(T¯2) = g(T¯
′
2) since g is continuous, g ◦ FˆA = FˆA ◦ g,
and T¯i = limm→∞Φ
n+mk(Ti − tivi), T¯ ′i = limm→∞Φn+mk(T ′i − tivi), i = 1, 2. Note that
T¯i 6= T¯ ′i , i = 1, 2, by the non-collapsing condition satisfied by (Ti, T ′i ), i = 1, 2.
Now ΩΨ must also be Pisot. (For example, the linear nature of h0 guarantees that
if φ is an eigenfuntion of the R2-action on ΩΦ, then φ ◦ h−10 is an eigenfunction of
the R2-action on ΩΨ, and these R
2-actions have nontrivial eigenfunctions if and only
if the inflations are Pisot, [So3].) Also, the linearity of h0 insures that h0 preserves
proximality. In particular, g(S1) = g(S
′
1) = g(S2) = g(S
′
2) , where g now denotes
the map onto the maximal equi-continuous factor of the R2 action on ΩΨ and Si :=
h0(T¯i), S
′
i := h0(T¯
′
i ), i = 1, 2. Let u1 ∈ S(T¯1, T¯ ′1) satisfy 〈u1, v1〉 = 0. Then for each
δ > 0 there is R = R(δ) so that if t > R then d(T¯1 − sv1 − tu1, T¯ ′1 − sv1 − tu1) < δ for
all s ∈ R (Lemma 6). Let ǫ > 0 be small enough so that if S, S ′ ∈ ΩΨ and w ∈ R2 are
such that d(S − tw, S ′ − tw) < ǫ for all t > 0 and limt→∞ d(S − tw, S ′ − tw) = 0, then
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B0[S−tw] = B0[S ′−tw] for all t > 0 (see the proof of Lemma 1). Now if δ > 0 is chosen
so that d(T, T ′) < δ ⇒ d(h0(T ), h0(T ′)) < ǫ, then, for t > R(δ), B0[S1−sLv1− tLu1] =
B0[S
′
1 − sLv1 − tLu1] for all s ∈ R. Similarly for S2, S ′2. Thus there is w ∈ R2 so that
Si −w and S ′i −w agree on one of the components of R2 \ {tLvi : t ∈ R}, i = 1, 2. For
n ∈ N ∪ {0}, let Sn,i := Ψ−n(Si − w) and S ′n,i := Ψ−n(Si − w), i = 1, 2. Using the fact
that there are only finitely many quadruples (Sn,1, S
′
n,1, Sn,2, S
′
n,2), up to translation
(for any n the entries in the quadruple have the same image under g), and using that
Lv1 is not parallel with Lv2 and S1 6= S ′1, S2 6= S ′2, we see, exactly as in the proof
of Proposition 4, that there is w′ ∈ R2 so that S0,i − w′ and S ′0,i − w′, i = 1, 2, are
Ψ-periodic. Let h1 : ΩΦ → ΩΨ be given by h1(T ) := h0(T ) − (w + w′). Then h1 is a
homeomorphism that takes a Φ-periodic orbit to a Ψ-periodic orbit. Corollary 1.5 of
[K] supplies the desired h : ΩΦ → ΩΨ, as above. 
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