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a b s t r a c t
In this study it is shown that the numerical solutions of linear Fredholm integro-differential
equations obtained by using Legendre polynomials can also be found by using the
variational iteration method. Furthermore the numerical solutions of the given problems
which are solved by the variational iteration method obviously converge rapidly to exact
solutions better than the Legendre polynomial technique. Additionally, although the
powerful effect of the applied processes in Legendre polynomial approach arises in the
situations where the initial approximation value is unknown, it is shown by the examples
that the variational iteration method produces more certain solutions where the first
initial function approximation value is estimated. In this paper, the Legendre polynomial
approximation (LPA) and the variational iterationmethod (VIM) are implemented to obtain
the solutions of the linear Fredholm integro-differential equations and the numerical
solutions with respect to these methods are compared.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, the integro-differential equations are considered in different areas such as physical and mathematical
(comprising chemical, engineering, industrial etc.) problems [1–3]. Nowadays, Chebyshev and Taylor polynomial
approximationmethods are used and the numerical solutions are obtained in [1,4,5]. AdditionallyWavelet-Galerkinmethod
is applied to solve the second kind integral equation [6]. A very popular variational iteration method (VIM) is considered
to solve integral and integro-differential equations [7–14]. On the other hand, after the decomposition method was used
to solve high-order linear Volterra–Fredholm integro-differential equations in [15], the modified decomposition method
is firstly used in order to solve nonlinear Volterra–Fredholm integral equations in [16]. Finally [17] which is written by
S. Yalçınbaş, M. Sezer, H.Hilmi Sorkun solves the higher-order linear Fredholm integro-differential equation by Legendre
polynomial approach. And also another method, Homotopy perturbation method, was used for solving integro-differential
equations [18].
Orthogonal polynomials are widely used in many areas. Such as mathematical physics, engineering and computer
science [6,19,20,5]. One of the most common polynomials is a set of Legendre polynomials {P0(x), P1(x), . . . , PN(x)}which
are orthogonal on the interval [−1, 1] with respect to the weight function w(x) = 1, [6,19]. Legendre polynomials PN(x)
which satisfy the Legendre differential equation
(1− x2)y′′(x)− 2xy′(x)+ n(n+ 1)y(x) = 0 −1 < x < 1, n ≥ 0,
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are given in [19] as
PN(x) = 12N
[N/2]∑
k=0
(−1)k
(
N
k
)(
2N − 2k
N
)
xN−2k N = 0, 1, 2, . . . . (1)
Besides that, recurrence formulas associated with the derivatives of Legendre polynomials are given in the relation
P ′n+1(x)− P ′n−1(x) = (2n+ 1)Pn(x), n ≥ 1.
Legendre polynomials can be given as an example of singular Sturm–Liouville problem and are also used extensively in
the solution of the boundary value problems and computational fluid dynamics [19,20].
Since the beginning of 21st century, Taylor andChebyshevmethods to solve linear differential equation, integral equation,
integro-differential equations and systems of integro-differential equations are used by various authors [1–5,21].
After the matrix relations between the Legendre polynomials and derivatives are formed, the Legendre approximation
method is modified and developed in [17] for solving the mth-order linear Fredholm integro-differential equation with
variable coefficients
m∑
k=0
Fk(x)y(k)(x) = g(x)+ λ
∫ 1
−1
K(x, t)y(t)dt, −1 ≤ x, t ≤ 1 (2)
under the mixed conditions
m−1∑
k=0
(ajky(k)(−1)+ bjky(k)(1)+ cjky(k)(0)) = µj, j = 0, 1, 2, . . . ,m− 1 (3)
where the constants ajk, bjk, cjk, λ and µj are invariant constants. In this paper, we use the procedure in [17] to solve the
problems by LPA and VIM which are able to give the best numerical approximation to the problems.
2. Legendre polynomial approximation
It is sufficient to find a solution expressed in the form for the approximation as follows
y(x) =
N∑
n=0
anPn(x), −1 ≤ x ≤ 1
where Pn(x) for n = 0, 1, 2, . . . ,N are the Legendre polynomials defined by the formula (1), an for n = 0, 1, 2, . . . ,N are
Legendre coefficients and Fk(x), g(x), K(x, t) are functions defined in the interval−1 ≤ x, t ≤ 1.
2.1. Method of solution
We are now ready to construct the fundamental matrix equation corresponding to (2). For this purpose, substituting the
matrix relation D =∑mk=0 FkP (∏T)k A and If = PKlQA in [17] into equation D = G+ λ If where
D =

D(x0)
D(x1)
...
D(xN)
 , G =

g(x0)
g(x1)
...
g(xN)
 , If =

If (x0)
If (x1)
...
If (xN)

and simplifying it, we obtain the matrix equation m∑
k=0
FkP
(
T∏)k
− λ PKl Q
A = G (4)
which corresponds to a system of (N− 1) algebraic equations for the (N− 1) unknown Legendre coefficients a0, a1, . . . , aN ,
briefly, we can write the matrix equation (4) in the form
WA = G or [W;G] (5)
where
W = [wpq] =
m∑
k=0
FkP
(
T∏)k
− λPKlQ, p, q = 0, 1, . . . ,N; G = [ g(x0) g(x1) · · · g(xN) ]T.
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On the other hand, the matrix
m−1∑
k=0
[
ajkP(−1)+ bjkP(1)+ cjkP(0)
] ( T∏)k
A = µj, j = 0, 1, . . . ,m− 1 (6)
for the conditions (3), can be written as
Uj A = [µj] or [Uj; µj], j = 0, 1, . . . ,m− 1 (7)
where
Uj =
m−1∑
k=0
[
ajkP(−1)+ bjkP(1)+ cjkP(0)
] ( T∏)k
= [ uj0 uj1 · · · ujN ].
To obtain the solution of Eq. (2) under the condition (3), by replacing the rowmatrices (7) by the lastm rows of thematrix
(5) we have then the new augmented matrix
[W˜; G˜] =

w00 w01 · · · w0N ; g(x0)
w10 w11 · · · w1N ; g(x1)
...
...
... ; ...
wN−m,0 wN−m,1 · · · wN−m,N ; g(xN−m)
u00 u01 · · · u0N ; µ0
u10 u11 · · · u1N ; µ1
...
...
... ; ...
um−1,0 um−1,1 · · · um−1,N ; µm−1

. (8)
If rank W˜ = rank [W˜; G˜] = N + 1, then we can write
A = (W˜)−1 G˜.
Thus the coefficients an, (n = 0, 1, . . . ,N) are uniquely determined by (8). Also by means of system (5) we may obtain
some particular solutions. Ifλ = 0 in Eq. (2), the equation becomes the higher-order linear differential equation; if PK (x) = 0
for k 6= 0, then the equation becomes the Fredholm integral equation.
3. Variational iteration method for Fredholm integro-differential equation
In this part, firstly the basic concepts of VIM shall be presented and given the basic idea how to be applied for Fredholm
integro-differential equation. Let consider the following nonlinear equation
Ly(t)+ Ny(t) = g(t)
where L is a linear operator, N is a nonlinear operator and g(t) is a known analytical function. According to VIM, we can
construct the following correction functional
yn+1(t) = yn(t)+
∫ t
0
Λ[Lyn(ξ)+ Ny˜n(ξ)− g(ξ)]dξ
where Λ is a general Lagrange multiplier which can be identified by variational theory. y0(x) is an initial approximation
with possible unknowns and y˜n is considered as restricted variation i.e. δy˜n = 0. If the initial approximation function y0(x)
is taken in this constructed formula, then the functions y1(x), y2(x), . . . , yn(x) are obtained respectively. Generally, since the
desired susceptible solutions of the equations by using VIM are reached at the first or few steps later, no more calculations
are needed for the rest of the steps.
VIM for second-order Fredholm integro-differential equations is mentioned in the following way. If the second-order
Fredholm integro-differential equation is in the form of y′′(x) − F [y(x)] = 0 where the function f is an arbitrary analytic
function and F [y(x)] = f (x, y(x), y′(x), If (x)) such that K(x, t) is the kernel of the integral equation, If (x) =
∫
R K(x, t)y(t)dt
and R is the interval [−1, 1], then the correction functional is in the form
yn+1(x) = yn(x)+
∫ x
0
Λ(ξ){y′′n(ξ)− F [yn(ξ)]}dξ .
4. Numerical examples
In this section, we apply the describedmethods LPA and VIM to the examples and the comparisons aremade numerically.
The proposed methodologies lead to higher accuracy solutions of the test problems.
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Example 1. Let us consider a second-order linear Fredholm integro-differential equation as follows
y′′ + x y′ − x y = −3x2 + 6x+
∫ 1
−1
x y(t)dt (9)
y(0) = −1, y′(0) = 3
where F0(x) = −x, F1(x) = x, F2(x) = 1, g(x) = −3x2 + 6x, λ = 1, K(x, t) = x.
The approximate solution y(x) by the truncated Legendre series is in the form
y(x) =
N∑
n=0
anPn(x) −1 ≤ x ≤ 1 (10)
and now let us seek the solution of the problem taking N = 3. In this case the collocation points are xi = −1 + 2N i =
−1+ 23 i ; i = 0, 1, 2, 3. The matrix representation of the equation is 2∑
k=0
FkP
(
T∏)k
− λPKlQ
A = G
where
F0 =

1 0 0 0
0
1
3
0 0
0 0 −1
3
0
0 0 0 −1
 , F1 =

−1 0 0 0
0 −1
3
0 0
0 0
1
3
0
0 0 0 1
 , F2 =
1 0 0 00 1 0 00 0 1 0
0 0 0 1

P =

1 −1 1 −1
1 −1
3
−1
3
11
27
1
1
3
−1
3
−11
27
1 1 1 1
 ,
∏
=
0 0 0 01 0 0 00 3 0 0
1 0 5 0
 .
Thus the matrix form related with the differential is obtained as
F0P
(
T∏)0
+ F1P
(
T∏)1
+ F2P
(
T∏)2
=

1 −2 7 −22
1
3
−4
9
29
9
−376
81
−1
3
2
9
31
9
398
81−1 0 5 20
 .
On the other hand the matrices Kt and Qwhere N is odd are found such that
Kt =
0 0 0 01 0 0 00 0 0 0
0 0 0 0
 Q =

1 0 0 0
0 1 0 0
−1
2
0
3
2
0
0 −3
2
0
5
2
 .
If we define Kl =
(
Q−1
)T KtQ−1 then Kl is again obtained as
Kl =
0 0 0 01 0 0 00 0 0 0
0 0 0 0
 .
Additionally if qmn is defined as
qmn =
{ 2
2m+ 2 , m 6= n
0, m = n
m, n = 0, 1, 2, . . . ,N,
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then the matrix Q can be written as follows
Q =

2 0 0 0
0
2
3
0 0
0 0
2
5
0
0 0 0
2
7
 .
Thus the matrix form of the part of Fredholm integral is
λPKlQ =

−2 0 0 0
−2
3
0 0 0
2
3
0 0 0
2 0 0 0
 .
Hence by using the formula
F0P
(
T∏)0
+ F1P
(
T∏)1
+ F2P
(
T∏)2
− λPKlQ = W
the matrixW is found
W =

3 −2 7 −22
1 −4
9
29
9
−376
81
−1 2
9
31
9
398
81
−3 0 5 20
 .
For the given conditions y(0) = −1 and y′(0) = 3, the augmented matrices are obtained respectively, as
U0 =
[
1 0 0 0 ; −1]
U1 =
[
0 1 0 0 ; 3] .
The matrix Gwhich corresponds to the function g(x) = −3x2 + 6x is calculated as
G =
g(x0)g(x1)g(x2)
g(x3)
 =
 −9−7/35/3
3
 .
If we substitute the value of the matrices U0 and U1 in last two rows of the matricesW and G, then
W˜ =

3 −2 7 −22
1 −4
9
29
9
−376
81
1 0 0 0
0 1 0 0
 G˜ =
 −9−7/3−1
3

is found. Thus Legendre coefficients are calculated as
A = (W˜)−1G˜ =
 0 0 1 00 0 0 1−188/1555 891/1555 −327/1555 4/311
−261/3110 567/3110 108/1555 −27/311

 −9−7/3−1
3
 =
−130
0

so the approximate solution of the problem taking N = 3 is the exact solution under the conditions y(0) = −1, y′(0) = 3
as
y(x) =
3∑
n=0
anPn(x) = a0P0(x)+ a1P1(x)+ a2P2(x)+ a3P3(x)
= (−1).1+ 3.x+ 0+ 0
y(x) = −1+ 3x.
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Now let us solve this problem using VIM. In order to do that we pick up the equation
F [y(x)] = xy′ − xy+ 3x2 − 6x−
∫ 1
−1
xy(t)dt
and also correction functional can be constructed as follows
yn+1(x) = yn(x)+
∫ x
0
Λ(ξ)
{
y′′n(ξ)− F [yn(ξ)]
}
dξ .
For finding the optimal value of Lagrange multiplier Λ(ξ) in the iteration formula, the derivatives are converted from
the function y to the function Λ with restricted variation δy˜n+1 = 0, so that the correction functional is stationary and the
conditions are
δyn(x) : 1− Λ′(ξ)
∣∣
ξ=x = 0
δy′n(ξ) : Λ(ξ)|ξ=x = 0
δyn(ξ) : Λ′′(ξ)
∣∣
ξ=x = 0.
The Lagrange multiplier can be identifiedΛ(ξ) = ξ − x and the following iteration formula can be obtained
yn+1(x) = yn(x)+
∫ x
0
(ξ − x) {y′′n(ξ)− F [yn(ξ)]} dξ .
We startwith the initial function y0(x) = ax+b, by using variational iteration formulawe have the first iteration function
as
y1(x) = b+ ax+ (−a+ 3b+ 6)6 x
3 + (a− 3)
12
x4.
If we adopt the initial conditions to the solution y1(x) of the iteration function, then the coefficients a and b are calculated
as 3 and−1 respectively. Therefore the analytic solution y1(x) = 3x− 1 of the problem is obtained in the first iteration and
it is the same solution obtained by using LPA.
Example 2. Consider the linear Fredholm integral equation
y(x) = ex − 2 sin x+
∫ 1
−1
e−t sin x y(t)dt (11)
where F0(x) = 1, g(x) = ex − 2 sin x, λ = 1, K(x, t) = e−t sin x. If the procedure in Section 2.1 is iterated here for N = 3,
then the augmented matrix is obtained as
[W;G] =

53
18
−29
18
10
9
−64
63
; 2.050821411
857
486
−1393
2430
− 352
1215
3412
8505
; 1.370920704
115
486
1393
2430
− 458
1215
−3412
8505
; 0.7412230315
−17
18
29
18
8
9
64
63
; 1.035339859

.
So the calculated coefficients are substituted by the truncated Legendre series in the form of (10)
y(x) = 0.9951957723+ 0.9961755688x+ 0.5478848631x2 + 0.1588526504x3
is found. Furthermore, for N = 4 the solution is calculated as
y(x) = 1+ 1.006685836x+ 0.4996449364x2 + 0.1562297508x3 + 4.343569867× 10−2x4.
Continuing this process for N = 5,
y(x) = 1+ 0.9996612365x+ 0.4994102398x2 + 0.1664793955x3
+ 4.364988884× 10−2x4 + 9.159631228× 10−3x5
is calculated. The same process is iterated for N = 6, then
y(x) = 1+ 0.9999901091x+ 0.5000012453x2 + 0.1663154778x3
+ 4.165141742× 10−2 x4 + 9.254077466× 10−3 x5 + 1.427972389× 10−3 x6
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Table 1
The comparisons of the solutions obtained by LPA method for different values of N .
xi The exact solution N = 3 N = 4 N = 5 N = 6
−1.0 0.36787944 0.38805241 0.38016504 0.36778037 0.36787834
−0.8 0.44932896 0.46756907 0.45222572 0.44955418 0.44934532
−0.6 0.54881163 0.56041680 0.54774431 0.54899667 0.54898681
−0.4 0.67032004 0.67422055 0.66838210 0.67043061 0.67043175
−0.2 0.81873075 0.81660523 0.81746828 0.81879974 0.81879835
0 1.00000000 0.99519577 1.00000000 1.00000000 1.00000000
0.2 1.22140275 1.21761710 1.22264231 1.22133376 1.22141371
0.4 1.49182469 1.49149414 1.49372818 1.49165655 1.49183264
0.6 1.82211880 1.82445183 1.82325857 1.82193376 1.82212141
0.8 2.22554092 2.22411509 2.22290232 2.22548992 2.22554416
1.0 2.71828182 2.69810885 2.70599622 2.71838089 2.71828312
Table 2
The error analysis of LPA method.
xi N = 3 N = 4 N = 5 N = 6
−1.0 −2.01730× 10−2 −1.2286x10−2 9.9070× 10−5 1.1000× 10−6
−0.8 −0.01824× 10−2 −2.8968× 10−3 −2.2522× 10−4 −1.6360× 10−5
−0.6 −1.1605× 10−2 1.0673× 10−3 −1.8504× 10−4 −1.7518× 10−4
−0.4 −3.9005× 10−3 1.9379× 10−3 −1.1057× 10−4 −1.1171× 10−4
−0.2 2.1255× 10−3 1.0673× 10−3 −1.8504× 10−4 −1.7518× 10−5
0.0 4.8042× 10−3 0.0000× 100 0.0000× 100 0.0000× 100
0.2 3.7857× 10−3 −1.2396× 10−3 6.8990× 10−5 −1.0960× 10−5
0.4 3.3055× 10−4 −1.9035× 10−3 1.6814× 10−4 −7.9500× 10−6
0.6 −2.3330× 10−3 −1.3980× 10−3 1.8504× 10−4 −2.6100× 10−6
0.8 1.4258× 10−3 2.6386× 10−3 5.1000× 10−5 −3.2400× 10−6
1.0 2.0173× 10−2 1.2286× 10−2 −9.9070× 10−5 −1.3000× 10−6
is obtained. The comparisons with the solutions by using LPA (N = 4, 5, 6) and the exact solution y(x) = ex on the interval
[−1, 1] is given in Table 1 and the error analysis is shown in Table 2. As it is seen that it is not necessary to know the initial
function of the approximation, the solution is found systematically in the series form with some errors.
Now we use the VIM to solve the given equation. Here we may reach the solution if the given function is selected as an
initial function which characterizes the solution of the equation. The procedure of the method is applied to this equation
then the iteration function
yn+1(x) = ex − 2 sin x+
∫ 1
−1
e−t sin x yn(t)dt (12)
is obtained. If the initial function is taken as y0(x) = aex + b, then from (12)
y1(x) = ex − 2 sin x+ 2a sin x+ (e− e−1)b sin x
is found. It is noted that y0(x) = y1(x) = ex is obtained when the coefficients are observed as a = 1 and b = 0. Thus this
also gives us exact solution of the problem.
Example 3. Let us consider the second-order Fredholm integro-differential equation
y′′ + xy′ − xy = ex − 2 sin x+
∫ 1
−1
sin xe−ty(t)dt −1 ≤ x ≤ 1 (13)
y(0) = 1, y′(0) = 1.
The exact solution of this equation is y(x) = ex. Taking N = 6, 9 and proceeding as before, the approximate solution of
this equation is obtained. The values of this solution are compared with the exact solution in Table 3.
The exact solution of the problem can be obtained easily by using VIM. For this, we first consider the equation F [y(x)] as
F [y(x)] = xy′(x)− xy(x)− ex + 2 sin x−
∫ 1
−1
sin x e−ty(t)dt.
Then the correction functional can be written as
yn+1(x) = yn(x)+
∫ x
0
Λ(ξ)
{
y′′n(ξ)+ F [yn(ξ)]
}
dξ .
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Table 3
The comparisons of the solutions obtained by LPA method and errors for N = 6 and N = 9.
xi The exact solution N = 6 N = 9 Errors for N = 6 Errors for N = 9
−1.0 0.3678794 0.3680471 0.3678795 −0.00195780 −0.0000001
−0.8 0.4493289 0.4492648 0.4493288 −0.00099380 0.0000001
−0.6 0.5488116 0.5489432 0.5488116 −0.00066730 0.0000000
−0.4 0.6703200 0.6707349 0.6703201 −0.00066437 −0.0000001
−0.2 0.8187307 0.8187046 0.8187307 0.00009457 0.0000000
0.0 1.0000000 1.0000000 1.0000000 0.00000000 0.0000000
0.2 1.2214027 1.2214154 1.2214027 −0.00055504 0.0000000
0.4 1.4918246 1.4918012 1.4918247 0.00053977 −0.0000001
0.6 1.8221188 1.8220478 1.8221189 0.00028487 −0.0000001
0.8 2.2255409 2.2254252 2.2255408 −0.00064294 0.0000001
1.0 2.7182818 2.7181038 2.7182818 0.00021834 0.0000000
On the other hand, in order to find the optimal value of Lagrange multiplier Λ(ξ) in iteration formula, the derivatives
are converted from the function y to the function Λ with restricted variation δyn+1 = 0, so the correction functional is
stationary and the conditions are
δyn(x) : 1− Λ′(ξ)
∣∣
ξ=x = 0
δy′n(ξ) : Λ(ξ)|ξ=x = 0
δyn(ξ) : Λ′′(ξ)
∣∣
ξ=x = 0.
The Lagrange multiplier can be identified asΛ(ξ) = ξ − x and thus the following iteration formula can be obtained
yn+1(x) = yn(x)+
∫ x
0
(ξ − x) {y′′n(ξ)+ F [yn(ξ)]} dξ .
Now we start with the iteration using exponential type of the initial function as y0(x) = aex + b. Then the first iteration
function is found as
y1(x) = a+ b− 1+ (3a− 3+ 2b sinh 1)x+ ex + sin x(2− 2a− 2b sinh 1).
If we adopt the initial conditions to the solution y1(x), then the coefficients a and b are obtained 1 and 0 respectively.
Therefore it is illustrated that the first iteration function y1(x) = ex can be observed as an analytic solution of the problem.
5. Conclusion and discussions
It is generally very difficult to find analytic solutions of higher-order linear differential and integro-differential equations
with variable coefficients. In this case it is necessary to obtain the approximate solutions. For this purpose, the method
which is used here based on Legendre polynomial or VIM is studied in order to find the approximate solutions and the
analytic solutions. The Legendre polynomial approximation method is valid when the functions Fk(x), g(x) and K(x, t) are
defined on−1 ≤ x, t ≤ 1. If the problem is defined on the finite interval such as [a, b] then by using linear transformation
x = (b−a)t/2+ (b+a)/2 this interval may be converted to the interval [−1, 1]. Then any integro-differential equation can
be presented as a solvable integro-differential equation by LPA method. An interesting point of this method is to find the
analytic solution that is the polynomial has a degree N while the order of the truncation error has to be taken N or greater
than N , if N is taken sufficiently large, then EN(x)→ 0 thus the exact solution is obtained as a convergent polynomial series.
A considerable advantage of this method is that the coefficients of the Legendre polynomial of the solution are obtained
easily by using the computer program. However sometimes the terms of the series found in constructing the approximate
solutions by using this method are increasing for the large values of the independent variable.
Furthermore the conclusion of this paper has shown us that the numerical solutions of the Fredholm integro-differential
equation which are obtained by using Legendre polynomials are also found by VIM. Additionally it is obviously observed
that the solutions of the problems by using VIM show to the best advantage with respect to the best approximate solution of
the systematical Legendre polynomial approach. It is found that if the initial approximate value is in the unknown position,
applying the process of LPA ismore effective than the VIM, and if the initial function is well estimated, then by using VIM the
solutions are closed to the exact solution. In general since the VIM solves the problems on the first step or a few steps later
of iteration satisfying the desired precision, it does not need more calculation in order to solve the differential equation.
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