In this paper, we study existence times of strong solutions of the three-dimensional Navier-Stokes equations in time-varying analytic Gevrey classes based on Sobolev spaces H s , s > 1 2 . This complements the seminal work of Foias and Temam (1989) on H 1 based Gevrey classes, thus enabling us to improve estimates of the analyticity radius of solutions for certain classes of initial data. The main thrust of the paper consists in showing that the existence times in the much stronger Gevrey norms (i.e. the norms defining the analytic Gevrey classes which quantify the radius of real-analyticity of solutions) match the best known persistence times in Sobolev classes. Additionally, as in the case of persistence times in the corresponding Sobolev classes, our existence times in Gevrey norms are optimal for 1 2 < s < 5 2 .
Introduction
We consider the incompressible Navier-Stokes equations (NSE) in a three-dimensional domain Ω = [0, L] 3 , equipped with the space-periodic boundary condition. The NSE, which are the governing equations of motion of a viscous, incompressible, Newtonian fluid, are given by
where x = (x 1 , x 2 , x 3 ) ∈ Ω, u(x, t) = (u 1 , u 2 , u 3 ) is the unknown velocity of the fluid, u 0 = (u 0 1 , u 0 2 , u 0 3 ) is the initial velocity, ν > 0 is the kinematic viscosity of the fluid, ρ is the density, and p the unknown pressure. The incompressibility constraint is manifested in the divergence free condition ∇ · u = 0.
Recently, several authors [2, 16, 18, 19, 44, 49] have obtained "optimal" existence times, and the associated blow-up rates, assuming they exist, for solutions of the 3D NSE in Sobolev spaces H s , s > 1 2 . In particular, in [49] , by employing a scaling argument, Robinson, Sadowski and Silva established that the optimal existence time of a (strong) solution of the NSE in the whole space R 3 , for initial data in H s , s > 1 2 , is necessarily given by
(1.
2)
The optimality refers to the fact that if one establishes an existence time which depends solely on u 0 H s which is better than (1.2), i.e. has the form T , where T * < ∞ is the putative blow-up time of u(t) H s . It follows from the optimality of the existence time that this blow-up rate is also optimal [49] . In the same work [49] , the authors obtained the following existence/persistence times in the space H s , namely,
(1.3)
Evidently, the existence time is optimal for 1 2 < s < 5 2 , s = 3 2 , while the existence time for s > 5 2 , though not optimal, is the best known to-date. The borderline cases, namely s = 3 2 , s = 5 2 , were subsequently considered by varying methods in [16, 18, 19, 44] , including Littlewodd-Paley decomposition and other harmonic analysis tools, the upshot being that the optimal existence time T ∼ 1 u0 2 H s also holds for s = 3 2 , while the optimal existence time in H 5/2 is still open.
The purpose of our present work is to investigate as to what extent the above mentioned existence/ persistence times (and the associated blow-up rates) hold if one considers the evolution of the NSE in an analytic Gevrey class, equipped with the much stronger Gevrey norm which characterizes space analyticity, with the goal of obtaining sharper lower bounds of the space-analyticity radius of the solutions. In fluid-dynamics, the space analyticity radius has an important physical interpretation: at this length scale, the viscous effects and the (nonlinear) inertial effects are roughly comparable, and below this length scale, the Fourier spectrum decays exponentially [8, 21, 25, 34, 35, 39] . In other words, the space analyticity radius yields a Kolmogorov type dissipation length scale encountered in conventional turbulence theory. The exponential decay property of high frequencies can be used to show that the finite dimensional Galerkin approximations converge exponentially fast. For instance, in the case of the complex Ginzburg-Landau equation, analyticity estimates are used in [20] to rigorously explain numerical observations that the solutions to this equation can be accurately represented by a very low-dimensional Galerkin approximation, and that the "linear" Galerkin approximation performs just as well as the nonlinear one. Furthermore, a surprising connection between possible abrupt change in analyticity radius (which is necessarily shown to be intermittent in [7] if it occurs) and (inverse) energy cascade in 3D turbulence was found in [7] . Other applications of analyticity radius occur in establishing sharp temporal decay rates of solutions in higher Sobolev norms [6, 46] , establishing geometric regularity criteria for the Navier-Stokes and related equations and in measuring the spatial complexity of fluid flow [14, 31, 38] and in the nodal parameterization of the attractor [27, 28] .
In a seminal work, Foias and Temam [26] pioneered the use of Gevrey norms for estimating space analyticity radius for the Navier-Stokes equations which was subsequently used by many authors (see [6, 11, 12, 13, 24] , and the references there in); closely related approaches can be found in [15, 32, 33] . In this work, Foias and Temam showed that starting with initial data in H 1 , one can control the much stronger Gevrey norm of the solution up a time which is comparable to the optimal existence time of the strong solution in H 1 . The Gevrey class approach enables one to avoid cumbersome recursive estimation of higher order derivatives and is known to yield optimal estimates of the analyticity radius [47] . Other approaches to analyticity can be found in [29, 43, 45] for the 3D NSE, [37] for the Navier-Stokes-Voight equation, [22, 23] for the surface quasi-geostrophic equation, [42] for the Porous medium equation, and [1] for certain nonlinear analytic semi-flows.
The (analytic) Gevrey norm of u in the Sobolev space H s , which we refer to as the Sobolev-Gevrey itself loses regularity; whether or not a solution loses regularity is precisely one of the millennium problems. In other words, for a globally regular solution, persistence in a sub-analytic Gevrey class is guaranteed for all times. However, this is not necessarily the case for analytic Gevrey norms. For instance, it is not difficult to show that for forced NSE, there exists a body-force, and an initial data u 0 in a Gevrey class, such that the solution exists globally in H s while a Gevrey norm of the form e (β0+βt)A 1 2 u H s < ∞ blows up in finite time. This is due to restriction posed on the solution by the analyticity radius of the driving force. To the best of our knowledge however, an example of such a phenomenon in the unforced case is unknown. Therefore it is of interest to determine the blow-up rate in Gevrey classes even for solutions that are globally regular. Although our Theorem 2.1 provides a blow-up rate, this may not be optimal for s > 3 2 . At the very least, the blow-up rate provided in (2.8) does not correspond to the best known rate in Sobolev classes e.g. in [49] . We leave it as an open problem to determine whether these rates can be matched. Although we obtain existence time results for Gevrey classes that matches the existence times in [49, 16, 44] in Theorem 2.3 and Theorem 2.4, they are for time-varying Gevrey classes defined by e (βt)A 1 2 u H s , i.e. β 0 = 0, and therefore u 0 ∈ H s . A similar result on existence time for β 0 > 0 will yield an improvement of the blow-up rate in Gevrey classes. This is an open problem as well.
Main results
Before describing our main results, we first establish some notation, concepts, and settings. Using the notation κ 0 = 2π L , define the dimensionless length, time, velocity, and pressure variables
Using this transformation, the NSE transform to ∂ũ ∂t −∆ũ + ũ ·∇ ũ +∇p = 0,
∆ and∇ denote the gradient and Laplacian operators with respect to the primed variables. Henceforth, for simplicity, we assume that ν = 1, L = 2π, ρ = 1, and κ 0 = 2π L = 1. We have the dimensionless version of the NSE as
2c)
after dropping the tildes. Moreover, we will focus on Ω = [0, 2π] 3 , employ the Galilean invariance of the NSE, take u to be mean free, i.e., Ω u = 0.
In this paper, we are interested in investigating the existence times of strong solutions of the threedimensional Navier-Stokes equations in time-varying analytic Gevrey classes based on Sobolev spaces H s , s > 
Functional analytic framework
With Ω = [0, 2π] 3 , we denote byL 2 (Ω) the Hilbert space of all L−periodic functions from R 3 to R 3 that are square integrable on Ω with respect to the Lebesgue measure and mean free. The scalar product is taken to be the usual L 2 (Ω) inner product
and we denote
The real separable Hilbert space H is formed by the set of all R 3 -valued functions u(x), x ∈ R 3 , which has the Fourier expansion
For s ≥ 0, the spaceḢ s (Ω) is defined bẏ
For simplicity, we denote · Ḣs (Ω) as · s . For s < 0, the spaceḢ s (Ω) is defined to be the dual ofḢ |s| (Ω). The l 1 −type norm of the Fourier coefficients is given by
We write u F for u F 0 . It is easy to see that F s (Ω) form an algebra under multiplication and F 0 (Ω) is referred to as the Wiener algebra [8] .
where α > 0. The connection between Gevrey class and Gevrey norm is given by the fact that (2.3) holds for all x ∈ Ω if and only if u s,α;θ < ∞ [46, 47] . In case θ = 1, this is equivalent to the fact that u is real analytic with uniform radius of real analyticity α. We will denote Gv(s, α; θ) = {u ∈ H : u s,α;θ < ∞} , and in case θ = 1, for simplicity, we will write Gv(s, α) instead of Gv(s, α; 1) and we will denote u s,α;1 as u s,α . Clearly,
If u ∈ Gv(s, α), then clearly |û(k)| ≤ e −α|k| u s,α , and therefore, the uniform analyticity radius α establishes a length scale below which the Fourier power spectrum decays exponentially which in turn relates it to the Kolmogorov decay length scale in turbulence theory [8, 21] . The maximal analyticity radius for a function u ∈ H s is defined by
One can check easily that λ max (u) is independent of s.
The Functional differential equation
Let Π be the orthogonal projection from L 2 onto the subset of L 2 consisting of those functions whose weak derivatives are divergence-free in the L 2 sense. A is the Stokes operator, defined as 
Main results
We will now present our main results. Here, we denote by c all the dimensionless constants which are independent of s, while all the dimensionless constants which depend on s are denoted by c s . Theorem 2.1. Let u be a strong solution of (2.2) with initial condition u 0 ∈ Gv(s, β 0 )(Ω), for some s > 1 2 ,
We have
(2.7)
Moreover, if T * < ∞, e (β0+βt)A 1 2 u(t) s will blow-up at the following rate
(2.8)
Proceeding as in [7, 21] , we can optimize over the choice of β to obtain a better lower estimate of the analyticity radius.
Theorem 2.2. Let u be a strong solution of (2.2) with initial condition u 0 ∈ Gv(s, β 0 )(Ω), for some
Moreover, for the optimal choice of β = √ 2c s u(0) 2 2s−1 s,β0 ς, with ς being the positive solution of − 1 2ς 2 log(1 + ς 2 ) + 1 1+ς 2 = 0, a lower estimate of the analyticity radius is given by . The lower estimate in [21] in this case is c 1 N 2 , which corresponds to s = 1. Clearly, this lower estimate improves in our case if one considers 1 < s < 3 2 . However, one cannot take the limit as s ր 3 2 in this estimate as c s → 0. Corollary 2.1. Let u be a strong solution of (2.2) with initial condition u 0 ∈ Gv(s, r 0 ; θ), for some s > 1 2 , r 0 > 0, and 0 < θ < 1. Let
Moreover, u(t) Gv(s,r0;θ) blows up at an exponential rate at T ‡ . 
Theorem 2.4. Let u be a strong solution of (2.2) with initial condition u 0 ∈Ḣ s (Ω), for some 3 2 ≤ s < 5 2 . Let 0 < β ≤ 1 2 , and define
Remark 2.2. The differential inequalities for the evolution of the Gevrey norms leading up to the proofs of Theorem 2.3 and Theorem 2.4 are non-autonomous and much more complicated than that of Theorem 2.1. Consequently, finding an optimal β leading to an improved estimate of the analyticity radius as has been done in Theorem 2.2 is difficult. Thus, it would be of interest to find an improved estimate of the analyticity radius for s > 3 2 by optimizing over the choice of β. Remark 2.3. Following the technique presented in Theorem 2.4, we present in the corollary below an alternate proof (i.e. different from the ones in [16, 18, 19, 44, 49] ) of the existence time/blow-up rate in spaces H s for the entire range 1 2 < s < 5 2 which in particular shows that the case s = 3 2 , which appears as a borderline case in [16, 18, 19, 44, 49] is not really a borderline in our approach. Corollary 2.2. Let u be a strong solution of (2.2) with initial condition u 0 ∈Ḣ s (Ω), for some s ∈ ( 1 2 , 5 2 ). Define
The rest of the paper is organized as follows. Section 3 provides the background and setting for our analysis. In Section 4, working on the velocity equation, we obtained new commutator estimates of the nonlinear term in Gevrey spaces. Using these estimates, in subsection 4.1, the existence time and blow-up rates have been obtained for u Gv(s,β0+βt) when s > 1 2 , s = 3 2 . We have also obtained an improved estimate of the analyticity radius for u Gv(s,β0+βt) when 1 2 < s < 3 2 . In subsection 4.2, we improve the existence times in the Gevrey classes when s > 5 2 . In Section 5, working on the vorticity equaiton, we improve the existence times in the Gevrey classes when 3 2 ≤ s < 5 2 . Section 6 is the Appendix which includes several proofs of several requisite lemmas& propositions.
Preliminaries
We recall the definition of strong solutions from [51] .
, u is periodic, and ∇ · u = 0 in Ω and u 0 ∈ V , u is a strong solution of NSE if it solves the variational formulation of (2.2a)-(2.2c) as in [17, 51] , and
for T > 0. The following lemma will be used in this paper.
In our current setting, we have n = 3, p ′ = 2, p = 2. Since we mainly work in the Gevrey spaces, we will need another version of the above lemma. Lemma 3.2. In three dimensional spaces, for s 1 , s 2 < 3 2 and s 1 + s 2 > 0, u = e αA
Then
In case the solution blows up at time T < ∞ then
We also need the following nonlinear generalization of the Gronwall inequality, which applies to the case of a nonlinear but positive vector field. For the proof, see Theorem 2.4 of [36] .
In addition to the previous lemmas, we will also need to make use of several standard inequalities, which we present here for convenience.
Young's inequality for products says that for nonnegative real numbers a and b and positive real numbers p and q satisfying 1
We will frequently use Young's inequality with p = q = 2:
Young's inequality with ǫ > 0 will also be used: ab ≤ a 2 2ǫ + ǫb 2 2 . Hölder's inequality for sequences generalizes the Cauchy-Schwartz inequality. It states that for p, q ∈
The following energy estimate for the incompressible NSE (due to Leray) is essential, and allows us to bound the L 2 norm of any solution of (2.2) by that of its initial data
Estimates on the velocity equation
We start from the functional form (2.6) of the NSE
We can obtain the following estimates for the nonlinear term. The proofs of the following two lemmas which provide the main estimates of the nonlinear term are in the Appendix.
and consequently,
We also obtain the following estimates on e αA
In the proofs below, we follow the customary practice of providing a priori estimates which can be rigorously justified by first obtaining these estimates for the finite dimensional Galerkin system, the solutions to which exist for all times, and then passing to the limit. Lemma 4.3. When s > 0, β 0 , β ≥ 0, the solution, u, of (2.2) with initial data u 0 ∈ Gv(s, β 0 ) satisfies the following differential inequality
Proof. Starting from the functional form of the NSE
and taking inner product with A s e 2(β0+βt)A
We can explore (4.5) term by term. For the first term,
For the second term of (4.5), we can write it in terms of the Gevrey norm
For the third term of (4.5), applying (4.1) with α = β 0 + βt, we have
Substituting (4.6), (4.7), and (4.8) into (4.5), we have (4.4).
Therefore, (4.4) becomes 
Therefore, (4.4) becomes
Apply Young's inequality and after simplification, we have
Considering the blow up time T * of u s,β0+βt : if T * < ∞, then, as t ր T * , applying Lemma 3.3, we have
. This is equivalent to
.
Proof of Theorem 2.2
Proof. We start from:
Applying (4.9), we have
Therefore, (4.10) becomes
or equivalently, since u s,β0+βt = 0 for all t > 0, we have
Multiplying both sides by e − β 2 2 t , we have
Consequently,
This implies that u s,β0+βt is finite on the interval [0, t * ), where
Choosing t = t * 2 , then the associated analyticity radius λ is
The value of β that maximizes λ is given by
where ς is the positive solution of the equation (4.12)
Then, due to (4.13), we have
where α 0 = βδ. Observe now that for any s, s ′ , r 0 , α 0 > 0 and 0 < θ < 1, ∀v ∈ Gv(s, α 0 ), it's also in
From inequalities (4.14) and (4.15), we obtain a contradiction to (4.12) . Therefore, lim tրT ‡ u(t) s ′ = ∞.
Consequently, due to [4] , the subanalytic norm will blow up exponentially. We will need the following two lemmas to proceed.
Lemma 4.4. Consider the differential equation .
The proof of the above lemma is provided in the appendix. In the next lemma, we establish the crucial differential inequality associated to the evolution of the Gevrey norm. Proof. Taking inner product with A s e 2βtA 1 2 u of the NSE and applying (4.3) with α = βt, we get
When β ≤ 1 2 , applying the Poincaré inequality, we have β A We will complete the proof using Lemma 3.6. Let ζ(t) solve the differential equation 
Then, using Lemma 3.6 we can say that ζ(t) ≥ u(t) s,βt for all t ∈ [0, min{T ζ , T u }], and hence conclude T u ≥ T ζ . Moreover, we assume T u < ∞, so T ζ < ∞ (actually, we can see this easily from the differential equation of ζ). To obtain a lower bound of T u , we will now analyze T ζ .
From Lemma 4.4, when 0 < β ≤ 1 2 , we have the following. Case (i): In case
Denoting the maximal time of existence of e βtA 
5.
Existence time for u Gv(s,βt) when 3 2 ≤ s < 5 2 . It will be more convenient here to study the evolution in Gevrey classes using the vorticity equation instead of the velocity equation. As we will see below, this will enable us to avoid the borderline of the Sobolev embedding encountered in [16, 18, 19, 44, 49] . The equation for evolution of vorticity ω = ∇ × u is given by Since ω s,α = u s+1,α , we are taking s =s + 1. We have the following estimates, proofs of which can be found in the Appendix. We will also need the following lemma concerning existence time of a non-autonomous differential equation to proceed the proof of which is provided in the appendix. , we have
where Q = cs X(0) .
We can now study the existence time of the solutions of the NSE in the Gevrey spaces when 3 2 ≤ s < 5 2 . First, we have the following Lemma.
Lemma 5.4. When − 1 2 <s < 3 2 , β ≥ 0, we have the following differential inequality Similar to the calculation in Section 4, we have ω t , Ase 2βtA with X 0 = X(0) = ω 0 s . Then, using Lemma 3.6, we have X(t) ≥ ω(t) s,βt for all t ∈ [0, min{T X , T ω }].
Here, T X and T ω are the local existence time of X and ω s,βt , respectively. Moreover, we can conclude that T ω ≥ T X , and we assume T ω < ∞, also, T X < ∞. Comparing the terms on the right hand side of (5.17), we can expect that there is a region (when t and ω 1 2 ,βt are both small), the term csβt ω 1 2 ,βt ω 2 The local existence time of Y is:
Applying Lemma 3.6 on (5.18) and (5.19) , we have
Denoting the interception point of ψ(t) withc t as t ψ , we have:
Solving (5.19) , we have
After simplification, we obtain
This is similar to the result in (6.25) withs = 1 2 . We follow similar procedure as in Case (1) 
If we take s =s + 1, so 1 2 < s < 5 2 , it follows that
Appendix
Proof of Lemma 4.1.
Proof. We just need to estimate the term A s/2 e αA for an arbitrary w ∈ H with w L 2 = 1. (In fact, we may take w ∈ Gv(s, α), and then pass to the limit in H. Accordingly, let w ∈ Gv(s, α) with w L 2 = 1). 
The rest of the proof follows from the proof of the first inequality in Lemma 3.1 in [49] . We also use the triangle inequality on the exponential function, namely, e α|k| ≤ e α|k−j| e α|j| . for w L 2 = 1. (As before, taking w ∈ D (Gv(s, α) ) with w L 2 = 1, and then pass to the limit).
Using the Fourier expansion of u&w are given by u = j∈Z 3 \{(0,0,0)}û j e ij·x , w = k∈Z 3 \{(0,0,0)}ŵ k e ik·x . 
It follows that
Combining the above two equations together, we have
Using the reality conditionŵ −k =ŵ k , we obtain an estimate for I given by 
Therefore B(u, u), A s e 2αA This establishes (4.2). Moreover, after applying Young's inequality, we obtain c s α e αA
Therefore,
which is precisely (4.3).
Proof of Lemma 4.2.
Proof. For ∀m > 0, if 0 ≤ α|k| ≤ 1, then e α|k| ≤ e, and if α|k| ≥ 1, we have e α|k| ≤ (α|k|) m e α|k| . Therefore, for ∀t > 0 and k, we have e α|k| ≤ e + (α|k|) m e α|k| and e 2α|k| ≤ e + (2α|k|) m e 2α|k| .
Taking m = 2s, it follows that
Proof of Lemma 4.4.
Proof. Comparing the terms on the right hand side of (4.16), we can expect that there is a region (when t and ζ are both small) where c s γζ 1+ 5 2s is the dominating term among the four terms on the right hand side. In order to find this specific region, we compare c s γζ 1+ 5 2s with the other three terms (note that c s is positive). , then the first term (c s γζ 1+ 5 2s ) is the dominating term among the four terms on the right hand side of (4.16).
When s > 5 2 , we have .
From (4.16), we observe that ζ starts with positve initial data and is an increasing function. Moreover, since ζ ր ∞ as t ր T ζ , it will first intersect either the curvec t or the curvec t s for some t ζ ∈ (0, T ζ ). We have the following cases.
Case (i): when ζ(0) ≥c, then ζ(1) >c. In this case, ζ(t) first intercepts with the curve ofc t 4s 5
. Denoting the interception point as t ζ , we have 0 < t ζ ≤ 1.
Therefore, when 0 < t < t ζ , we have ζ(t) <c t 4s 5
. (c s γζ 1+ 5 2s ) is the dominating term among the four terms on the right hand side of (4.16). It follows that
with φ(0) = ζ(0). Applying Lemma 3.6 on (6.4) and (6.5), we have:
It follows that there exists a t φ that
Thus, the following relation holds: t φ < t ζ < T ζ . Solving (6.5), we have
Combining (6.6) and (6.7), it holds that:
After simplification, we obtain: .
If ζ(1) <c, in this case, ζ(t) first intercepts with the curve ofc t s . Denoting the interception point as t ζ , we have t ζ > 1.
Similar to Case (i), we have: when 0 < t < t ζ , dζ dt < 4c s γζ 1+ 5 2s , Also, when we consider φ(t) as the solution of
If t φ > 1, then
Solving (6.10), we have
Combining (6.11) and (6.12), we have:
Since t φ > 1, then t φ 5/2 > t φ , from (6.13), we have:
Following similar analysis as Case (i), we havec = c s min γ ≤ ω · ∇u s,α ω s,α .
When (j ·û k−j )(ω j ·ω −k )|j|se α|j| |k|se α|k| .
Since u is divergence free, we have (k − j) ·û k−j = 0 and
Sinceω −k =ω k , we obtain the estimate of P
Defining f (x) = xse αx , then f ′ (x) =sxs −1 e αx + xsαe αx . Taking η = a|j| + (1 − a)|k|, where 0 ≤ a ≤ 1, then η is between |j| and |k|. If |k| < |j|, then |η| < |j| < |j|+|(k−j)|; if |j| < |k|, then |η| < |k| ≤ |j|+|(k−j)|. Therefore, we have 0 < η ≤ |j| + |(k − j)|. Applying the mean value theorem, it follows that
Therefore, taking l = k − j, (6.17) becomes |P | ≤ l+j=k |k||û l ||ω j ||ω k ||k|se α|k| (sηs −1 e αη + ηsαe αη ) |l| ≤ |s| l+j=k |k||û l ||ω j ||ω k ||k|se α|k| |η|s −1 e αη |l| + α l+j=k |k||û l ||ω j ||ω k ||k|se α|k| |η|s e αη |l| = P 1 + P 2 .
We first analyze P 1 = |s| l+j=k |k||û l ||ω j ||ω k ||k|se α|k| |η|s −1 e αη |l|. Proof of Lemma 5.3.
Proof. Comparing the terms on the right hand side of (5.5), we can expect that there is a region (when t and X are both small), csX 1+ 4 1+2s is the dominating term among the two terms on the right hand side. In order to find this specific region, we compare csX 1+ 4 1+2s with cs(βt) . From (5.5), we observe that X starts with positve initial data and is an increasing function. Moreover, since X ր ∞ as t ր T X , it will intersect the curve cs (βt) 2s+1 2
. Therefore, there exists a t X such that K(t X ) = 0 and K(t) < 0 when t < t X . Therefore, when 0 < t < t X and we have dX dt < 2csX 1+ 4 1+2s := csX 1+ 4 1+2s . (6.21)
When 0 < t < t X , we compare X(t) with ϕ(t), where, ϕ(t) is the solution of
with ϕ(0) = X(0) and T ϕ is the local existence time of ϕ.
Applying Lemma 3.6 on (6.21) and (6.22), we have X(t) < ϕ(t), for all t ∈ [0, min {t X , T X , T ϕ }] .
From (6.22), ϕ(t) will also intercepts with the curve cs (βt) 2s+1 2
. Denote the interception point as t ϕ , then t ϕ < t X < T X . To calculate t ϕ , we have ϕ(t ϕ ) = cs (βt ϕ ) .
After simplification, we obtain: ϕ(0) − 4 1+2s − cst ϕ = csβ 2 t 2 ϕ . Therefore . This implies t ϕ < 1, then t 2 ϕ < t ϕ , since β < 1 2 , we have .
