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1Foreword
This volume consists of two sections.
The first section contains the proceedings of two workshops entitled “Vector
Bundles Days”, that took place respectively at the Universite´ de Pau et des
Pays de l’Adour on 11-12 April 2013, and at the Universita` di Trieste on 29-31
January 2014. This part contains eleven articles from invited speakers at the
two workshops, and has been edited by Daniele Faenzi and Jean Valle`s as guest
editors. We are grateful to them for their valuable work.
The second section contains papers accepted for publication in Rendiconti
dell’Istituto di Matematica dell’Universita` di Trieste in the course of 2015.
We thank all the authors for their contributions.

Section 1

5Pre´face
Pau est la capitale du Be´arn, cette partie de la Gascogne ou` naquirent un
roi de France (Henri IV), un mare´chal d’Empire roi de Sue`de et de Norve`ge
(Bernadotte) et un capitaine des mousquetaires (Tre´ville) qu’Alexandre Dumas
rendit ce´le`bre en lui envoyant le jeune d’Artagnan. A` Pau, comme le dit son
ce´le`bre poe`te Paul-Jean Toulet, “il y a des pluies de printemps de´licieuses ou`
le ciel a l’air de pleurer de joie” mais aussi, depuis quelques de´cennies, l’unique
universite´ de Gascogne.
Trieste, ancien port franc Hasbourg, est un lieu symbolique de l’unite´ ital-
ienne mais aussi la ville natale d’Umberto Saba, d’Italo Svevo, et la ville
d’adoption de James Joyce; les statues de ces trois grands e´crivains accom-
pagnent les promeneurs et ornent ses rues cosmopolites. Elle he´berge l’un des
poˆles scientifiques les plus importants d’Italie avec l’universite´, la SISSA et
l’ICTP.
Les deux villes partagent de nombreuses caracte´ristiques : tourne´es toutes
les deux autant vers la mer que vers la montagne (l’Atlantique et les Pyre´ne´es
pour Pau, l’Adriatique et les Alpes pour Trieste), elles sont fortement marque´es
par la proximite´ avec la frontie`re franco-espagnole pour l’une et italo-slove`ne
pour l’autre ainsi que par le me´lange culturel qui en re´sulte.
Les circonstances professionnelles et l’amitie´ qui unit de nombreux par-
ticipants sont a` l’origine des deux confe´rences “Vector Bundle Days” que les
e´quipes d’alge`bre et ge´ome´trie de Pau et de Trieste organise`rent une premie`re
fois a` Pau en 2013 et une deuxie`me fois a` Trieste en 2014. Les participants
furent particulie`rement nombreux lors de la deuxie`me e´dition, de´die´e aux 60
ans d’Emilia Mezzetti, en te´moignage de leur affection et conside´ration.
Ce volume pre´sente une se´lection des expose´s donne´s lors de ces confe´rences.
En voici un bref descriptif.
L’article de Mun˜oz-Occhetta-Sola´-Watanabe-Wi´sniewski est une pre´senta-
tion de re´sultats connus (dont plusieurs duˆs aux auteurs) sur la conjecture de
Campana-Peternell affirmant qu’une varie´te´ de Fano dont le fibre´ canonique
est nume´riquement effectif est rationnelle et homoge`ne.
Besana-Fania-Flamini, dans leur article, analysent le sche´ma de Hilbert des
surfaces de Hirzebruch Fe, sche´ma dont ils de´crivent un ouvert dense lorsque
6e = 0, 1 et un diviseur lorsque e = 2.
Les deux articles de Jardim-Marchesi et Ellia-Gruson concernent les fibre´s
E de k-Buchsbaum sur l’espace projectif, c’est-a`-dire ceux dont le module
d’Hartshorne-Rao est annule´ par les formes de degre´ k. L’article des seconds
auteurs apporte une re´ponse a` une conjecture, contenue dans l’article des pre-
miers, concernant la classification des fibre´s de rang 2 de 3-Buchsbaum sur P3.
L’article de Buckley-Kosˇir concerne les conditions sous lesquelles un en-
semble de matrices d × d est e´quivalent a` un ensemble de matrices hermiti-
ennes, e´ventuellement de´finies positives; ils e´tudient notamment le cas d = 3,
pour lequel ils s’appuient sur la repre´sentation d’une surface cubique comme
de´terminant d’une matrice de formes line´aires.
E´crire un polynoˆme comme somme d’un nombre minimal de pfaffiens de
matrices antisyme´triques de formes line´aires est la question centrale de l’article
de Chiantini. Elle y est pose´e en termes ge´ome´triques, plus pre´cise´ment en la
reliant, par analogie avec le dix-septie`me proble`me de Hilbert, a` un proble`me
de se´cantes.
La contribution d’Ottaviani-Paoletti est une introduction, base´e sur des
techniques ge´ome´triques, a` la “Singular Value Decomposition” pour les matri-
ces et les tenseurs.
L’article de Bonacini est un survol du proble`me de rele`vement en car-
acte´ristique positive. Celui ci consiste ici a` de´terminer les conditions sous
lesquelles, e´tant donne´e une varie´te´ X de codimension 2 de l’espace projectif et
une section hyperplane Y de celle-ci, toute hypersurface contenant Y se rele`ve
en une hypersurface contenant X.
Dans son article, Han s’inte´resse a` la ge´ome´trie des varie´te´s duales du lieu
focal de certaines congruences de droites d’ordre 1. L’auteur s’appuie sur un
travail d’Iliev et Manivel concernant les projections des quatre varie´te´s de Severi
qui ont codimension 2, 3, 5 et 9; leurs varie´te´s de se´cantes sont des congruences
de droites d’ordre 1 coupe´es par des hyperplans dont les lieux focaux sont ces
varie´te´s de Severi. Han propose une ge´ne´ralisation des cas de codimension 2
et 3.
L’article de Peskine e´tudie la notion de sche´ma fondamental pour des con-
gruences de droites Cohen-Macaulay, irre´ductibles et d’ordre 1 et montre que
de telles congruences sont forme´es par les droites k-se´cantes de leur sche´ma
fondamental pour un certain entier k. Une classification comple`te des congru-
ences de droites localement Cohen-Macaulay avec un sche´ma fondamental lisse
est aussi donne´e.
Bernardi, Gimigliano et Ida` conside`rent, dans leur article, la parame´trisation
f d’une courbe rationnelle plane C, et relient la de´composition du fibre´ vecto-
riel f∗TP2 |P1 aux singularite´s de la surface de Poncelet associe´e dans P3 . Ils
de´montrent en particulier que, si la surface de Poncelet S ⊂ P3 est singulie`re,
alors S est associe´e a` une courbe C qui posse`de au moins un point triple.
7Les travaux pre´sente´s dans ce volume seront, nous en sommes convaincus,
appre´cie´s par les amoureux de la ge´ome´trie alge´brique. Nous espe´rons surtout
que ce volume sera une source d’inspiration pour les jeunes mathe´maticiens, en
particulier pour ceux, nombreux, qui assiste`rent a` ces deux confe´rences.
Nous tenons a` remercier les organisateurs de “Vector Bundle Days”, no-
tamment V. Beorchia, A. Boralevi, P. De Poi, E. Mezzetti, D. Portelli.
Che`re Emilia, nous profitons de l’occasion pour te souhaiter de nouveau un
bon anniversaire. Travailler avec toi est pour nous un honneur et un plaisir.
Daniele Faenzi et Jean Valle`s, e´diteurs invite´s.
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Duality and quadratic normality
Fre´de´ric Han
Abstract. We consider congruences of multisecant lines to a non
linearly or non quadratically normal variety of codimension two or three
in a projective space. We give a uniform way to compute the degree of
the dual variety of their focal locus. Then we focus on the geometry
of the non quadratically normal variety of codimension three in P9. In
particular we construct a component of the double locus of its dual from
the Hyper-Ka¨hler 4-fold of Debarre-Voisin.
Keywords: Quadratic normality, congruence, Palatini threefold.
MS Classification 2010: 14J60.
1. Introduction
Let Pn be a complex projective space of dimension n, denote by Gn the Grass-
mannian of projective lines of Pn.
Definition 1.1. A congruence of lines is an irreducible subvariety B of Gn of
dimension n− 1 = dimGn2 . Denote by F ⊂ Pn ×Gn the (point/line) incidence
variety. Let FB be its restriction to Pn × B. The order of B is the degree of
the projection from FB to Pn.
If B is smooth, the focal locus of B is the image in Pn of the divisor of
ramification of the projection from FB to Pn.
In [5], A. Iliev and L. Manivel give a detailed description of congruences
of lines trisecant to projections of one of the four Severi varieties. They are
smooth, of order 1 with a focal locus of codimension 2, 3, 5, 9. The duals of
these focal loci have degree 3 and it was an important property in Zak works
([7]). There is a natural and classical way to generalize the codimension 2
and 3 cases. We are here interested in the dual of the focal locus of these
generalizations.
In section 2, we compute their degree in a uniform way (Proposition 2.1,
Corollaries 2.3 and 2.4), and in section 3 we focus on the example of dimension 6
in P9. In particular we show in Theorem 3.4 that a projective bundle over
the Hyper-Ka¨hler 4-fold of Debarre-Voisin ([2]) is a desingularization of an
irreducible component of the singular locus of the dual variety.
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2. Congruence of lines of order one and duality
2.1. The degree of the dual variety of the focal locus
In this part, we consider a smooth congruence B of order 1 such that the
projection from FB to Pn is a blow up of a smooth irreducible variety X. We
plan here to obtain in this situation an easy and uniform way to compute the
degree of the dual of the focal locus. In particular it will be very useful in
section 2.3 for the codimension 3 example in P9 because the second Chern
class of its normal bundle is not directly accessible from the usual resolution
in P9.
The trick is to translate this computation in the Chow ring of the incidence
variety.
Proposition 2.1. Let X be a smooth subvariety of Pn with ideal sheaf IX .
Denote by Ω1Pn the cotangent bundle of Pn and by I
b
X the b-th power in OPn of
IX . If there exists non zero integers a and b such that IbX(bk) is a quotient of
the symmetric power of order a of Ω1Pn(2)
Sa
￿
Ω1Pn(2)
￿ −→ IbX(bk) −→ 0, (1)
then the degree of X∨ as a hypersurface of P∨n is given in the Chow ring of the
(point/line) incidence variety by
degX∨ = (−1)dimX ·B · (kHP − a
b
HG) · (a
b
HG − (k − 1)HP)n−1
where B is a congruence of lines intersecting X in length at least k and HG,
HP are the pull back of the hyperplane class of Gn and Pn.
NB: X∨ is a hypersurface in P∨n if and only if this number does not vanish.
Proof. Let N be the normal bundle of X in Pn. The smooth model of X∨ ⊂ P∨n
is by definition￿X∨ = Proj (S•(N(−1))) where the morphism to P∨n is given by
|O￿X∨(1)|. So the degree of X∨ is ([6] Example 6.3) given by the Segre class
sdimX(N∨(1)).
Now remind that the point/line incidence variety is the projective bundle
F = Proj
￿
S•(Ω1Pn(2))
￿
.
Let ￿Pn be the blow up of the sheaf of ideals IX . From the hypothesis (1),
we have an embedding of ￿Pn to the incidence variety F . Denote by B the
image in Gn of ￿Pn by the projection from F to Gn. Then B is a congruence
of lines and we have ￿Pn = FB . Moreover, assumption (1) gives the relation
bR ∼ kbHP − aHG where R is the exceptional divisor of ￿Pn. In particular the
general element of B represents a line k-secant to X.
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Thus, we have natural informations about the exceptional divisor R =
Proj (S•(N∨)). Then it is more convenient to compute the degree of X∨ from
(−1)dimXsdimX(N(−1)). LetH ￿ be the hyperplane class of Proj (S•(N∨(1)))￿
R, we just have to compute in R
degX∨ = (−1)dimX(H ￿)n−1.
But on R, we have the relation aHG ∼ b(H ￿ + (k− 1)HP) and we can compute
degX∨ in the Chow ring of F by the formula degX∨ = (−1)dimX ·B · (kHP−
a
bHG) · (abHG − (k − 1)HP)n−1.
In the next section, we will detail the main families of examples satisfying
the hypothesis of Proposition 2.1 with a = 1 and b = 1, but one should remark
that there is an obvious example with b ￿= 1.
Example 2.2. If X is a smooth cubic space curve, its congruence of bisecant
lines B is a Veronese surface in G3, and assumption (1) of Proposition 2.1 is
satisfied with n = 3, k = 2, a = 1, b = 2.
2.2. Codimension 2 examples
The first main sequence of examples of congruence of order 1 with focal locus
satisfying assumption (1) with a = 1 and b = 1 is classically ([1]) obtained with
a focal locus of codimension 2 as follows.
For n ≥ 2, let B be the intersection of Gn with n−1 hyperplanes in general
position. Then it is a classical result that B is a smooth congruence of order 1
and its focal locus X is such that we have the exact sequence
0 −→ O⊕n−1Pn −→ Ω1Pn(2) −→ IX(n− 1) −→ 0.
For n ≤ 5, X is smooth, but for n > 5 it is singular. The smooth cases have
been well studied ([3]).
n 2 3 4 5
X ⊂ Pn 1 point 2 disjoint lines projected Veronese
surface
Palatini Scroll
For the first 3 cases Proposition 2.1 gives the classical answer that degX∨ is
respectively 1, 0, 3 and for the last one we do not know a reference.
Corollary 2.3. The dual of a Palatini Scroll in P5 is a hypersurface of de-
gree 16.
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2.3. Codimension 3 examples
The last classical sequence of examples appears with a focal locus of codimen-
sion 3 with n = 2k + 1. Let K be the tautological rank 2 subbundle over
Gn, and Q the tautological quotient of rank n − 1. Denote by p and q the
projections from F to Pn and G.
All the construction will be obtained after the choice of a general element α
of
3￿
H0(OPn(1)). Remark that this vector space is also H0(Q∨(1)), and denote
by B the vanishing locus in Gn of this section of Q∨(1). This vector bundle is
globally generated, so B is a smooth congruence, and its order is one. From
the presentation of q∗OFB (HG) by
q∗Q→ OF (HG)
we obtain with the functor p∗ a skew symmetric map from (Ω1Pn(1))
∨ to Ω1Pn(2),
and the following resolution of the ideal of the focal locus X of B
0→ OPn(1− k)→ (Ω1Pn(1))∨ → Ω1Pn(2)→ IX(k)→ 0.
But the trivector α is a general element of H0(Ω2Pn(3)) so X satisfies the ex-
pected properties of the degeneracy locus of a skew symmetric map in odd
dimension. In particular X has codimension 3 and is smooth for 1 ≤ k < 5.
In the next section we will focus on the particular case where k = 4. These
examples of six dimensional varieties in P9 were found directly from the above
resolution by C. Peskine, and we will denote them by Y .
n 3 5 7 9
X ⊂ Pn 1 point 2 disjoint
planes
projected Segre
P2 × P2
Peskine ex-
ample Y
For the first 3 cases the Proposition 2.1 gives the well known answer that
degX∨ is respectively 1, 0, 3 and for the last one we obtain
Corollary 2.4. The dual of the six dimensional variety Y is a hypersurface
of degree 40 in P∨9 .
Remark that at this point, it was handy to have the Proposition 2.1 because
even if the above resolution of IY gives by restriction the exact sequence
0→ NY (−3)→ (Ω1Y (1))∨ → Ω1Y (2)→ N∨Y (4)→ 0,
computing Chern polynomials from it does not give any information about the
c2(NY ).
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3. Geometry of the dual variety of Y
In this part we focus on the geometry of the codimension 3 example in P9 intro-
duced in the previous section. So let α be a general element of
3￿
(H0(OP9(1))),
and Y be defined as in section 2.3.
3.1. The universal Palatini variety of Y
O. Debarre and C. Voisin found another variety canonically constructed from
α. Denote by G(6, 10) the Grassmannian of five dimensional projective spaces
in P9. Let K6 and Q4 be the tautological subbundle and quotient bundle of
G(6, 10).
Theorem 3.1. ([2] Th 1.1). The subvariety Z of G(6, 10) defined by the van-
ishing locus of the section α of
3￿
K∨6 is an irreducible hyper-Ka¨hler manifold
of dimension 4 and second Betti number 23.
In [4], we explained how the variety Z could be considered as a parameter
space of Palatini scrolls in Y .
Proposition 3.2. ([4] Prop 5.3). Let z be a general element of Z, and denote
by πz the corresponding five dimensional projective space in P9. The scheme
defined by the intersection Y ∩ πz is a Palatini scroll Xz.
So it is natural to adopt the following
Definition 3.3. The universal Palatini variety of Y is defined by the following
incidence variety
Ξ = {(z, p) ∈ Z × Y | p ∈ πz} .
Now consider the restriction Q4|Z of the tautological quotient to Z. The
variety P(Q∨4|Z) = Proj
￿
S•(Q4|Z)
￿
is naturally a subvariety of the Flag variety
F (6, 9, 10) of C10. We will prove the following Theorem in two steps.
Theorem 3.4. The projection from the incidence variety F (6, 9, 10) to P∨9 in-
duces a generically injective morphism from P(Q∨4|Z) to an irreducible compo-
nent of the singular locus of Y ∨.
For the first step, we give in section 3.2 a geometric construction involving
Ξ to show that these hyperplanes are at least bitangent to Y . The next step
will prove in corollary 3.9 the injectivity statement from the construction of
section 3.3.
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3.2. The involution on Ξ
Let (z, p) be a general element of Ξ. In particular we have from Proposition 3.2
a Palatini scroll Xz such that p ∈ Xz ⊂ Y .
Let TpY and TpXz be the tangent spaces to Y and Xz at p, and K6,z be
the fiber of the tautological bundle at z. From Proposition 3.2, the intersection
Y ∩ πz is Xz without any residual scheme, so we have
TpXz = TpY ∩K6,p, and P(TpY +K6,p) is a tangent hyperplane to Y .
Denote by φ(p, z) the corresponding point of Y ∨.
Proposition 3.5. The map φ(., z) Xz −→ Y ∨
p ￿−→ φ(p, z)
is given by the anti-
canonical linear system of Xz. So from ([4] Prop 3.8), its image is the linear
space P(Q∨4,z) ⊂ P∨9 and this morphism has degree 2 over this space.
Proof. Let U be a subvariety of V , we will denote by NU,V the normal bundle
of U in V , and by TU the tangent bundle of U .
The normal sequence of Xz in Y and of πz in P9 gives the following diagram
where the line bundle L gives the required linear system.
0 0 0￿ ￿ ￿
0 −−→ TXz(−1) −−→ TY|Xz (−1) −−→ NXz,Y (−1) −−→ 0￿ ￿ ￿
0 −−→ (Tπz(−1))|Xz −−→ (TP9(−1))|Xz −−→ Q4,z ⊗OXz −−→ 0￿ ￿ ￿
0 −−→ NXz,πz (−1) −−→ (NY,P9(−1))|Xz −−→ L −−→ 0￿ ￿ ￿
0 0 0
But the first row and the last column of this diagram give L = ω∨Xz because
ωY = OY (−3) ([4] Prop 5.1).
So we have constructed a rational map
φ : Ξ
2:1￿￿￿ P(Q∨4|Z) −→ Y ∨sing ⊂ Y ∨.
In the next section we will prove that a general element in the image of φ is
only bitangent to Y to finish the proof of Theorem 3.4. In other words, we will
prove that a general element of this image is an hyperplane of P9 containing
only one five dimensional projective space πz with z in Z.
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3.3. Stratifications from a trivector
The techniques used here are similar to those involved in a common work with
L. Fu and C. Voisin on another incidence related to Z.
Let us consider the variety F (3, 6, 10) of vector spaces in A3 ⊂ A6 ⊂
C10, dimAi = i. Let again denote by K3,K6 the tautological subbundles on
F (3, 6, 10) and by Q3,6 the quotient K6/K3. We have in ∧3K6 a filtration
E0 = 0 ⊂ E1 ⊂ · · · ⊂ E4 =
3￿
K6,
1 ≤ i ≤ 4, Ei/Ei−1 =
4−i￿
K3 ⊗
i￿
Q3,6.
and we can define in F (3, 6, 10) a stratification (Z4 ⊂ · · · ⊂ Z0) given by the
vanishing of the composition
OF (3,6,10) α−→
3￿
K∨6 −→ E∨i .
Let us now consider a general element z of Z, and denote by K6,z the corre-
sponding vector space of C10. Define the following incidence
Fz(3, 6, 9, 10) = {(A3, A6, A9) | A3 ⊂ A6 ∩K6,z, A6 +K6,z ⊂ A9}
and let
X4 ⊂ X3 ⊂ . . .X1 = X0 = Fz(3, 6, 9, 10)
be the pull back of the stratification (Zi).
Proposition 3.6. The image of the natural projection
ψ : X2 → G(3,K6,z)×G(3, Q4,z)
(A3, A6, A9) ￿→ (A3, A9/K6,z)
is isomorphic to the Palatini scroll Xz. The fiber of this map over (A3, A9/K6,z)
is the Grassmannian G(3, A9/A3).
Proof. The condition for an element of X1 to be in X2 is given by the vanishing
of a general section of ∧2K∨3 ⊗ Q∨3,6. So the condition on the image of ψ is
exactly the definition of the isotropic incidence studied in ([4] Def 2.1 and
Prop 3.6) where it is proved that it is isomorphic to Xz.
Proposition 3.7. The restriction of ψ to X3 is generically finite of degree 2.
So for a general element (A3, A9/A6) in the image of ψ, there is only one vector
space A6 different from K6,z such that (A3, A6, A9) is in X3. In general, this
element does not belong to X4.
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Proof. At this state, we are searching for vector spaces A6 such that A3 ⊂
A6 ⊂ A9 with some vanishing condition in ∧2(A6/A3) ⊗ A∨3 . This locus is
given in G(3, A9/A3) by the vanishing of a general section of (∧2K∨3 )⊗ A∨3 so
it is (c3(∧2K∨3 ))3 = 2, and in general there is only one solution different from
K6,z.
So from the general assumption on α, the last condition of the graduation
will not be satisfied and the solution found in X3 will not be in X4.
In other words, we have the corollary
Corollary 3.8. A general hyperplane of P9 containing πz = P(K6,z) does not
contain another five dimensional projective space where the trivector α vanishes.
Corollary 3.9. The map P(Q∨4|Z)→ P∨9 is generically injective.
So we have proved Theorem 3.4.
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Abstract. It has been proved by various authors that a normalized,
1-Buchsbaum rank 2 vector bundle on P3 is a nullcorrelation bundle,
while a normalized, 2-Buchsbaum rank 2 vector bundle on P3 is an
instanton bundle of charge 2. We find that the same is not true for
3-Buchsbaum rank 2 vector bundles on P3, and propose a conjecture
regarding the classification of such objects.
Keywords: Buchsbaum bundles, Instanton bundles.
MS Classification 2010: 14F05, 14J60, 32L10.
Introduction
A coherent sheaf E on P3 is said to be p-Buchsbaum if p is the minimal power of
the irrelevant ideal which annihilatesH1∗ (E). The complete list of p-Buchsbaum
rank 2 bundles on P3 for p ≤ 2 has been established by several authors, see for
example [7, 9, 14, 15, 16]. More precisely, we have the following.
Theorem 1. Let E be a normalized p-Buchsbaum rank 2 vector bundle on P3.
Then
• p = 0 if and only if E is direct sum of line bundles;
• p = 1 if and only if E is a null correlation bundle, i.e. an instanton
bundle of charge 1;
• p = 2 if and only if E is an instanton bundle of charge 2.
After examining this list, two questions natually arise. First, is every rank 2
instanton bundle of charge k on P3 k-Buchsbaum? Second, since every bundle
is p-Buchsbaum for some sufficiently high p, for which values of p can we find
a p-Buchsbaum rank 2 bundle which is not instanton?
The goal of this paper is to provide partial answers to these questions.
In particular, we show that every rank 2 instanton bundle of charge 3 is 3-
Buchsbaum. However, this is false for instantons of higher charge. On the other
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hand, we show that the generic instanton of charge 4 or 5 is also 3-Buchsbaum.
In addition, we provide an explicit example of a 3-Buchsbaum bundle of rank 2
which is not an instanton, and conjecture that every 3-Buchsbaum rank 2
bundle on P3 is one of these.
1. Preliminaries
In this section we will fix the notation and recall the basic definitions used
throughout this paper.
1.1. Buchsbaum sheaves
Let K be an algebraically closed field of characteristic zero. Let us denote by
S = K[x0, x1, x2, x3] the ring of polynomials in four variables, so that P3 :=
Proj(S), and let m = (x0, x1, x2, x3) denote the irrelevant ideal.
Let V be a K-vector space of dimension m+ 1, with V ∗ denoting its dual.
The projective space P(V ) = Pm is understood as the set of equivalence classes
of m-dimensional subspaces of V , or, equivalently, the equivalence classes of
the lines of V ∗.
Given a coherent sheaf E on P3, consider the following graded S-module:
H1∗ (E) =
￿
n∈Z
H1(E(n)).
Definition 1.1. A coherent sheaf E on P3 is said to be p-Buchsbaum if and
only if p is the minimal power of the irrelevant ideal which annihilates the
S-module H1∗ (E), i.e.
p = min
￿
t |mtH1∗ (E) = 0
￿
.
In this work, we will only consider locally free sheaves on P3.
1.2. Monads and regularity
Recall that a monad on a projective variety X of dimension n is a complex of
locally free sheaves on X of the form
M• : A
α−→ B β−→ C
such that the map α is injective and the map β is surjective. It follows that
E := kerβ/ Imα is the only nontrivial cohomology of the complex M•. The
coherent sheaf E is called the cohomology of M•; it is locally free if and only if
the map α is injective in every fiber.
The monad M• is called a Horrocks monad if, in addition:
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i) A and C are direct sum of invertible sheaves,
ii) H1∗ (B) = Hn−1∗ (B) = 0.
Furthermore, the monad is also called minimal if it satisfies
iii) no direct sum of A is isomorphic to a direct sum of B,
iv) no direct sum of C is the image of a line subbundle of B.
Let us recall the following result on minimal Horrocks monads, cf. [12,
Theorem 2.3].
Theorem 1.2. Let X be an arithmetically Cohen–Macaulay variety of dimen-
sion n ≥ 3, and let E be a locally free sheaf on X. Then there is a 1-1
correspondence between collections
{n1, . . . , nr,m1, . . . ,ms} with ni ∈ H1(E∨ ⊗ ωX(ki)) and mj ∈ H1(E(−lj))
for integers ki’s and lj’s, and equivalence classes of Horrocks monads of the
form
M• :
r￿
i=1
ωX(ki)
α−→ F β−→
s￿
j=1
OX(lj),
whose cohomology is isomorphic to E.
Moreover, the correspondence is such that M• is minimal if and only if the
elements mj generate H1∗ (E) and the elements ni generate H1∗ (E∨ ⊗ ωX) as
modules.
Recall that a coherent sheaf E on Pn is said to be m-regular in the sense
of Castelnuovo–Mumford if Hi(Pn, E(m − i)) = 0 for i > 0. Costa and Miró-
Roig studied in [3] the Castelnuovo–Mumford regularity of the cohomology of
a certain class of monads which include monads of the following form:
OP3(−l)⊕k α−→
2+2k￿
j=1
OP3(bj) β−→ OP3(d)⊕k, (1)
where l, k, c ≥ 1 and −l < b1 ≤ · · · ≤ b2+2k < d. Specializing [3, Theorem 3.2]
to monads of the form (1), one obtains the following result.
Proposition 1.3. If E is the cohomology of a monad of the form (1), then E
is m-regular for any integer m such that
m ≥ max{(k + 2)d− (b1 + · · ·+ bk+3)− 2, l}.
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1.3. Cohomology of generic instanton bundles
Recall that a bundle E of rank 2 on P3 is called an instanton bundle if it is
isomorphic to the cohomology of a monad of the following form:
OP3(−1)⊕k α−→ O⊕2+2kP3
β−→ OP3(1)⊕k (2)
The integer k is called the charge of E; notice that c1(E) = 0 and c2(E) =
k. Note also that nullcorrelation bundles are precisely instanton bundles of
charge 1.
Alternatively, an instanton bundle can also be defined as a bundle E on P3
with c1(E) = 0 and satisfying the following cohomological conditions:
h0(E(−1)) = h1(E(−2)) = h2(E(−2)) = h3(E(−3)) = 0.
The Hilbert polynomial of an instanton bundle is given by
PE(t) = 2(k + 1)χ(OP3(t))− kχ(OP3(t− 1))− kχ(OP3(t+ 1)) (3)
=
1
3
(t+ 2)((t+ 3)(t+ 1)− 3k)
=
1
3
(t+ 2)(t+ 2 +
√
3k + 1)(t+ 2−√3k + 1).
Note also that PE(t) = h0(E(t))− h1(E(t)) for t ≥ −2.
On another direction, recall that a coherent sheaf F on P3 is said to have
natural cohomology if for each t ∈ Z, at most one of the cohomology groups
Hp(F (t)), where p = 0, . . . , 3, is nonzero; every torsion free coherent sheaf with
natural cohomology is in fact locally free [10, Lemma 1.1]. In addition, every
rank 2 locally free sheaf with c1 = 0, c2 > 0 and natural cohomology is an
instanton bundle [10, p. 365].
Hartshorne and Hirschowitz have shown in [10] that the generic instanton
bundle has natural cohomology. More precisely, let I(k) denote the moduli
space of rank 2 locally free instanton sheaves of charge k; this is known to
be an affine [4], irreducible [18, 19], nonsingular variety of dimension 8k − 3
[13]. Let N (k) denote the subset of I(k) consisting of instanton bundles with
natural cohomology; it is easy to see that N (k) is open within I(k), and [10,
Theorem 0.1 (a)] tells us that it is nonempty.
More recently, Eisenbud and Schreyer have introduced the notion of super-
natural bundles, see [6, p. 862]: a locally free sheaf on P3 is called supernatural
if it has natural cohomology and its Hilbert polynomial has distinct integral
roots. Therefore we see that there exists a rank 2 supernatural bundle with
c1 = 0 and c2 = k > 0 if and only if 3k + 1 is a perfect square; the first three
possible values for k are k = 1, 5, 8.
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2. Instanton vs Buchsbaum
We start by introducing the following function on the positive integers
m(k) =
￿√
3k + 1− 2
￿
,
where ￿·￿ denotes the largest positive integer which is smaller than or equal to
the argument.
Proposition 2.1. A rank 2 instanton bundle E is p-Buchsbaum if and only if
h1(E(p − 2)) ￿= 0 and h1(E(p − 1)) = 0. In addition, every rank 2 instanton
bundle of charge k is p-Buchsbaum for some m(k) + 2 ≤ p ≤ k.
Proof. By Theorem 1.2, we get that H1∗ (E) is generated in H1(E(−1)). Thus
if h1(E(p − 2)) ￿= 0 and h1(E(p − 1)) = 0 (and hence h1(E(t)) = 0 for every
t ≥ p−1), thenH1∗ (E)must be p-Buchsbaum. Conversely, if E is p-Buchsbaum,
then h1(E(p−2)) ￿= 0 (otherwise, H1∗ (E) would be annihilated by the (p−1)-th
power of the irrelevant ideal) and h1(E(p− 1)) = 0.
By Proposition 1.3, we have that E is k-regular (cf. also [3, Corollary 3.3]).
Hence H1(E(k − 1)) = 0, and it follows that every rank 2 instanton bundle is
at most k-Buchsbaum.
Finally, note from (3) that for −1 ≤ t ≤ m(k) we have χ(E(t)) < 0. Since
h3(E(t)) = 0 in this range, it follows that h1(E(t)) ￿= 0 for t = m(k). Thus
every rank 2 instanton bundle is at least (m(k) + 2)-Buchsbaum.
Since m(3)+2 = 3, the first immediate consequence of the previous Propo-
sition is given by the following Corollary.
Corollary 2.2. Every rank 2 instanton bundle of charge 3 is
3-Buchsbaum.
However, it is not true that every rank 2 instanton bundle of charge 3 has
natural cohomology, as observed in [10, Example 1.6.1]. Indeed, recall that an
instanton bundle E is called a ’t Hooft instanton if h0(E(1)) ￿= 0, cf. [1]; more
formally, consider the set
H(k) := {E ∈ I(k) | h0(E(1)) ￿= 0} ,
which is known to be a locally closed subvariety of I(k) of dimension 5k + 4,
irreducible and rational [1, Theorem 2.5]. On the other hand, let U(k) :=
I(k) \ N (k), the subvariety of “unnatural" instanton bundles.
Lemma 2.3. For every k ≥ 3, we have H(k) ⊂ U(k), while H(3) = U(3).
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Proof. If E is a rank 2 instanton bundle of charge k ≥ 3, then h1(E(1)) ￿= 0
(because χ(E(−1)) < 0). Hence if E is a ’t Hooft instanton, then it does not
have natural cohomology, showing that H(k) ⊂ U(k).
Conversely, let now E be a rank 2 instanton bundle of charge 3 which does
not have natural cohomology. We then know that
(i) h0(E(t)) = 0 for t ≤ 0;
(ii) h1(E(t)) = 0 for t ￿= −1, 0, 1;
(iii) h2(E(t)) = 0 for t ￿= −5,−4,−3;
(iv) h3(E(t)) = 0 for t ≥ −4.
The last two claims are obtained by Serre duality and the fact E ￿ E∗.
Therefore the only way in which E may fail to have natural cohomology is
if h0(E(1)) = h3(E(−5)) ￿= 0. It follows that U(3) ⊂ H(3).
It would be interesting to determine properties of the U(k) for k ≥ 4,
particularly its dimension and number of irreducible components. The previous
lemma tells us that dimU(k) ≥ 5k + 4.
Another immediate consequence of Proposition 2.1 is the following.
Corollary 2.4. The generic rank 2 instanton bundle of charge k is (m(k)+2)-
Buchsbaum.
In particular, since m(4) + 2 = m(5) + 2 = 3, the generic rank 2 instanton
bundle of charges 4 and 5 are 3-Buchsbaum, while instanton bundles of charge
k ≥ 6 are at least 4-Buchsbaum.
3. A 3-Buchsbaum rank 2 bundle with c1 = −1
Theorem 1 tells us, in particular, that the first Chern class of every 1- and
2-Buchsbaum rank 2 bundle on P3 is zero. In this section, we show that the
same is not true for p-Buchsbaum bundles with p ≥ 3, providing an example
of a 3-Buchsbaum rank 2 bundle with c1 = −1.
Indeed, consider the monad
OP3(−2) α−→ O⊕2P3 ⊕OP3(−1)⊕2
β−→ OP3(1) , (4)
which is the simplest example of a class of monads originally introduced by
Ein in [5, eq. 3.1.A]. The existence of such monads can be easily established;
consider for instance the following explicit maps
α =

−z2
−w2
x
y
 and β =

x
y
z2
w2

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where [x : y : z : w] are homogeneous coordinates on P3.
Let F denote the locally free cohomology of a monad of the form (4); it is
a rank 2 bundle with c1(F ) = −1 and c2(F ) = 2. Ein claims in [5, p. 21],
without proof, that F is µ-stable. For the sake of completeness, we include a
proof below.
Lemma 3.1. Every locally free sheaf F obtained as the cohomology of a monad
of the form (4) is µ-stable.
Proof. First consider the kernel bundle K := kerβ defined by the sequence
0→ K → O⊕2P3 ⊕OP3(−1)⊕2
β−→ OP3(1).
It follows from [2, Theorem 2.7] that K is µ-semistable (but not µ-stable).
Therefore, since µ(K) = −1, we must have h0(K) = 0. Now, from the sequence
0→ OP3(−2) α−→ K → F → 0
we have that h0(F ) = 0, which implies that F is µ-stable.
We now show that the bundles considered in this Section are 3-Buchsbaum.
Proposition 3.2. Every locally free sheaf F obtained as cohomology of a monad
of the form (4) is 3-Buchsbaum.
Proof. By Theorem 1.2, we get that H1∗ (F ) is generated in H1(F (−1)). On
the other hand, Proposition 1.3 tells us that F is 3-regular, thus h1(F (2)) = 0.
If we also had h1(F (1)) = 0, F would be 2-Buchsbaum, which, by Theorem 1
cannot happen. Therefore F must be 3-Buchsbaum.
Note also that, since h0(F (1)) = h1(F (1)) = 1 [11, 2.2], such bundles do
not have natural cohomology.
Based on the evidence here presented and also motivated by results due to
Roggero and Valabrega in [17], specially Propositions 5 and 6 and Theorem 2
there, we propose the following classification of 3-Buchsbaum rank 2 bundles
on P3.
Conjecture 3.3. Every normalized, 3-Buchsbaum rank 2 bundle on P3 is ei-
ther an instanton bundle of charge 3, 4 or 5, if c1 = 0, or the cohomology of a
monad of the form (4), if c1 = −1.
Finally, let us comment on p-Buchsbaum rank 2 bundles on P3 for p ≥ 4.
An interesting, possible source of examples of such bundles is provided by Ein’s
generalized nullcorrelation bundles, described in [5]. These are bundles obtained
as cohomologies of monads of the following two types:
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OP3(−d) −→ OP3(−b)⊕OP3(−a)⊕OP3(a)⊕OP3(b) −→ OP3(d) , (5)
and
OP3(−d−1) −→ OP3(−b−1)⊕OP3(−a−1)⊕OP3(a)⊕OP3(b) −→ OP3(d) , (6)
where d > b ≥ a ≥ 0. Let us denote the cohomology of such monads by Ea,b,d
and Fa,b,d, respectively.
Note that, by Theorem 1.2 and Proposition 1.3, H1∗ (Ea,b,d) is generated in
degree −d, and that Ea,b,d is (3d − 2)-regular when d ≥ 1. Therefore, such
bundles are at most (4d− 3)-Buchsbaum, being precisely (4d− 3)-Buchsbaum
provided h1(Ea,b,d(3d− 4)) ￿= 0.
Similarly, note that H1∗ (Fa,b,d) is generated in degree −d, and that Fa,b,d is
3d-regular. Therefore, such bundles are at most (4d− 1) – Buchsbaum, being
precisely (4d− 1) –Buchsbaum provided h1(Fa,b,d(3d− 2)) ￿= 0.
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Abstract. Several families of rank-two vector bundles on Hirzebruch
surfaces are shown to consist of all very ample, uniform bundles. Under
suitable numerical assumptions, the projectivization of these bundles,
embedded by their tautological line bundles as linear scrolls, are shown
to correspond to smooth points of components of their Hilbert scheme,
the latter having the expected dimension. If e = 0, 1 the scrolls fill up
the entire component of the Hilbert scheme, while for e = 2 the scrolls
exhaust a subvariety of codimension 1.
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spaces.
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1. Introduction
Vector bundles over smooth, complex, varieties and their moduli spaces, have
been intensely studied by several authors over the years (see e.g. the bibliog-
raphy in [9] for an overview).
In looking at the landscape of vector bundles over smooth projective va-
rieties, with the eyes of a classical projective geometer, it is natural to won-
der about the relationship between that landscape and the parallel world of
the families of projective varieties obtained by embedding the projectivized
bundles, when possible. Several authors have investigated Hilbert schemes
of projective varieties that arise naturally as embeddings of projectivization
of vector bundles, when the appropriate conditions of very ampleness for the
bundles themselves, or equivalently for the tautological line bundle on their
projectivization, hold.
In the first case of interest, i.e. rank-two, degree d vector bundles over genus
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g curves C, the paper of C. Segre, [33], has to be considered as a corner-stone.
Segre’s work has indeed inspired several investigations on surface scrolls in
projective spaces (cf. e.g. [3, 24, 26, 27]) as well as a recent systematic study of
Hilbert schemes of such surfaces, [11, 12, 13]. Morever, the fact that any rank-
two vector bundle E on C is an extensions of line bundles is translated in Segre’s
language in terms of Hilbert schemes of unisecants on the ruled surface PC(E),
with fixed degree with respect to its tautological line bundle. This viewpoint
has been recently considered in [5, 14, 15, 30, 31], where the authors study
questions on Brill-Noether loci in the moduli space UC(d) (SUC(L), resp.) of
semi-stable, rank-two vector bundles with fixed degree d (fixed determinant
L ∈ Picd(C), resp.) on C, just in terms of extensions of line bundles and
Hilbert schemes of unisecants. This series of papers leverages the relationship
between the Hilbert scheme approach and the vector-bundle one, in order to
obtain results on rank-two vector bundles on curves using primarily projective
techniques of embedded varieties.
In attempting to extend this comparative analysis of the two approaches
to vector bundles, and correspondingly linear scrolls, over higher dimensional
varieties, one is naturally led to consider rank-two vector bundles over ruled
surfaces on one hand, and three dimensional linear scrolls embedded with low
codimension on the other, as first steps. As far as the latter are concerned, if the
codimension is 2, it is known [32] that there are only four such examples: the
Segre scroll, the Bordiga scroll, the Palatini scroll, the K3-scroll. The first two
examples are varieties defined by the maximal minors of an appropriate matrix
of linear forms and their Hilbert scheme has being described by Ellingsrud
[16]. More generally the Hilbert scheme of subvarieties of positive dimension in
projective space which are cut by maximal minors of a matrix with polynomial
entries is considered in [18, 29]. As for the Palatini scroll, its Hilbert scheme is
described in [22], while its natural generalizations as Hilbert schemes of scrolls
that arise as degeneracy loci of general morphisms φ : O⊕mP2k−1 −→ ΩP2k−1(2) are
studied in [17] and [18]. Further examples of K3-scrolls are presented in [23].
Turning our attention to rank-two vector bundles over ruled surfaces, one first
has the complete classification given by Brosius [10], who introduced a canonical
way of representing them as extensions of suitable coherent sheaves as in Segre’s
approach for curves. An equivalent way of obtaining such rank-two bundles
as extensions, naturally compatible with Brosius’ model, was introduced by
Aprodu and Brinzanescu, [2, 9], who studied moduli spaces of such vector
bundles, independently of any notion of stability.
Notwithstanding this thorough understanding of such bundles, in order to
implement our program of investigation, one has to deal with the significant
difficulty of establishing the very ampleness of the vector bundle (or tautolog-
ical line bundle). Even just for rank-two vector bundles over rational ruled
surfaces this is a delicate problem. Alzati and the first author, [1], gave a
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numerical criterion that enables one, in some cases, to establish the necessary
very ampleness. This criterion, joined with a need to complete the study of
smooth projective varieties of small degree [6, 20, 21], motivated the authors
to investigate Hilbert schemes of threefold scrolls given by a particular family
of vector bundles E , of rank 2 over Hirzebruch surfaces Fe.
In a series of three papers, the authors dealt with a family of rank-two
vectors bundles E with first Chern class c1(E) = 3C0+λf, where C0 and f are
the standard generators of the Picard group of Fe. In particular, if e = 0, 1, in [7]
and [8] the authors show that the irreducible component of the Hilbert scheme
containing such scrolls is generically smooth, of the expected dimension, and
that its general point is actually a threefold scroll, and thus the corresponding
component of the Hilbert scheme is filled up completely by scrolls. Then in [19],
the second and third author extended the study of the same family of bundles
(and scrolls) to the cases with e ≥ 2. In particular, they showed that, similarly
to the previous cases, there exists an irreducible component of the Hilbert
scheme containing such scrolls, which is generically smooth, of the expected
dimension, with the given scroll corresponding to a smooth point. In contrast
to the previous cases though, the family of constructed scrolls surprisingly does
not fill up the whole component. A candidate variety to represent the general
point of the component was also constructed, and it was shown that one can
then flatly degenerate a given scroll to the new variety, in such a way that the
base scheme of the flat, embedded degeneration is entirely contained in the
given component.
In this note we observe that, if one allows the degree of the embedded scrolls
to be relatively high, the criterion in [1] establishes the very ampleness of other
families of vector bundles E over Fe, with c1(E) = 4C0 + λf. All very ample
rank-two bundles in these families are shown to be uniform, with splitting type
(3, 1), see Proposition 3.1. Investigating fully the cohomological properties of
the scrolls considered here would require an extensive enumeration of possible
cases, according to sets of values for the parameters involved, see Remark 4.3,
that goes beyond the scope of this note. Therefore, in the second part of this
work, scrolls over surfaces Fe with e ≤ 2 are considered, for which convenient
cohomology vanishing can be obtained, see Theorem 4.2. Nonetheless, the
overall framework is quite general and could be adapted to encompass the rest
of the bundles in the identified uniform families. Under the new assumptions,
Theorem 4.2 shows that the scrolls under consideration are smooth points of
a component of the Hilbert scheme of embedded projective varieties with the
same Hilbert polynomial, with the expected dimension. Leveraging both the
vector bundle approach and the Hilbert scheme one, Theorem 4.6 shows that
scrolls obtained from our families of vector bundles fill up their component of
the Hilbert scheme if e = 0, 1 but exhaust a subvariety of codimension 1 when
e = 2. The last result extends to this new class of scrolls results from [19].
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Beyond the obvious goal of extending these results to scrolls over Fe for e ≥ 3,
a few other natural questions arise. Following [19], in the cases in which our
scrolls fill out a positive codimension subvariety of the component of the Hilbert
scheme, can one describe a variety Z which is a candidate to represent the gen-
eral point of such component? Assuming that a description of a variety Z as
above is achieved, can one interpret the projective degeneration of Z to a scroll
of ours in terms of vector bundles on Hirzebruch surfaces? All these questions
will be addressed in forthcoming works.
2. Notation and Preliminaries
Throughout this paper we will use the following notation:
X is a smooth, irreducible, complex projective variety of dimension 3 (or
simply a 3-fold);
OX is the structure sheaf of X;
χ(F) = ￿3i=0(−)ihi(X,F) is the Euler characteristic of any coherent
sheaf F on X;
F|Y is the restriction of F to any subvariety Y ⊂ X;
KX (or simply K, when the context is clear) is a canonical divisor on X;
ci = ci(X) is the ith Chern class of X;
ci(E) is the ith Chern class of a vector bundle E on X;
if L is a very ample line bundle on X, then d = degX = L3 is the degree
of X in the embedding given by L;
if S is a smooth surface, ≡ will denote the numerical equivalence of divi-
sors on S and, if W ⊂ S is any closed subscheme, we will simply denote
by JW its ideal sheaf in OS .
Cartier divisors, their associated line bundles and the invertible sheaves
of their holomorphic sections are used with no distinction. Mostly additive
notation is used for their group. Juxtaposition is used to denote intersection
of divisors. For any notation and terminology not explicitly listed here, please
refer to [28].
Definition 2.1. Let X be a 3-fold and L be an ample line bundle on X. The
pair (X,L) is called a scroll over a normal variety Y if there exist an ample
line bundle M on Y and a surjective morphism ϕ : X → Y , with connected
fibers, such that KX + (4− dimY )L = ϕ∗(M).
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When Y is smooth and (X,L) is a scroll over Y , then (cf. [4, Prop. 14.1.3])
X ∼= P(E), where E = ϕ∗(L) and L is the tautological line bundle on P(E).
Moreover, if S ∈ |L| is a smooth divisor, then (see e.g. [4, Thm. 11.1.2]) S is
the blow up of Y at c2(E) points; therefore χ(OY ) = χ(OS) and
d := L3 = c21(E)− c2(E). (1)
In this paper, we will consider three dimensional scrolls X whose base, Y,
is the Hirzebruch surface Fe = P(OP1 ⊕OP1(−e)), with e ≥ 0 an integer. If π :
Fe → P1 denotes the natural projection, then Num(Fe) = Z[C0]⊕ Z[f ], where
C0 is the unique section corresponding to OP1 ⊕OP1(−e) →→ OP1(−e) on P1,
and f = π∗(p), for any p ∈ P1. In particular, it is C20 = −e, f2 = 0, C0f = 1.
Let E be a rank-two vector bundle over Fe. Then c1(E) ≡ aC0 + cf , for
some a, c ∈ Z, and c2(E) = γ ∈ Z. In this context, following Aprodu and
Brinzanescu, [2, § 1], one can consider two numerical invariants associated to
E , as follows :
(i) Let f ￿ P1 be a general fibre of the map π. Then E|f ∼= Of (d1)⊕Of (d2),
where the pair (d1, d2) is called the generic splitting type of E , and where
d2 ≤ d1, d1 + d2 = a. Such an integer d1 is the first numerical invariant
of E .
(ii) The integer r defined as:
−r := Inf{￿ ∈ Z|H0(E(−d1 C0+￿ f))=H0(E(−d1 C0)⊗π∗(OP1(￿))) ￿= 0}
is the second numerical invariant of E .
Recall that the vector bundle E is said to be uniform if the splitting type
(d1, d2) as in (i) is constant for any fibre f (cf. e.g. [2, Definition 3]).
3. A family of rank-two uniform vector bundles over Fe.
Alzati and Besana, [1, p. 1211, Example 1], considered rank-two vector bundles
on Fe constructed in the following way: let
L ≡ C0 + blf and M ≡ 3C0 + bmf (2)
be two line bundles on Fe with the assumption
bm − bl − e− 2 > 0, (3)
and let W be a zero-dimensional subscheme consisting of two distinct, reduced
points on a fixed fibre f. Then one gets a rank-two vector bundle E fitting in
the following exact sequence
0→ L→ E →M ⊗ JW → 0. (4)
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Assuming that
bl > −2 and bm ≥ 3e+ 6, (5)
it follows that the vector bundle E is very ample (see [1, Theorem 4.2]).
The second of the assumptions (5) can be written as bm = 3e+ 6 + t with
t ≥ 0. Thus, from (3), we get
bl < 2e+ 4 + t (6)
From (4), in particular, one has
c1(E) = 4C0 + (bm + bl)f and c2(E) = L ·M + 2 = γ.
For simplicity of notation, set bl = b. Under our assumptions, we have
bl + bm = b+ 3e+ 6 + t and c2(E) = γ = 3b+ 8 + t.
Proposition 3.1. Let E be any rank-two vector bundle as in (4), for which
assumptions (5) and (6) hold. Then E is uniform, of splitting type (3, 1).
Proof. Since E is a very ample, rank-two vector bundle with c1(E) = 4C0 +
(bm + bl)f then the generic splitting type of E is either (3, 1) or (2, 2).
Claim 1. (2, 2) cannot occur as generic splitting type.
Proof of Claim 1. With notation as above, consider, as in [2, Theorem 1], the
following integer ￿(c1, c2, d1, r) := γ + a(d1e − r) − (bl + bm)d1 + 2d1r − d21e
and assume by contradiction that (2, 2) occurs as generic splitting type, i.e.
d1 = d2 = 2. Then, with our notation and under our numerical assumptions, it
follows that
￿(c1, c2, 2, r) = 3b+ 8 + t+ 4(2e− r)− 2(3e+ b+ 6 + t) + 4r − 4e (7)
= b− t− 2e− 4.
By (6) it follows that ￿(c1, c2, d1, r) < 0 which contradicts [2, Theorem 1]. Thus
(2, 2) cannot occur as generic splitting type.
Claim 1 implies that E has generic splitting type (3, 1). To show that E is
uniform, by [2, Corollary 5], it is enough to show that ￿(c1, c2, 3, r) = 0. In
order to compute ￿, the invariant r must first be considered. Tensoring the
exact sequence (4) by −3C0 ⊗ π∗(OP1(￿)) = −3C0 + ￿f gives
0→ −2C0 + (b+ ￿)f → E(−3C0 + ￿f)→ (3e+ 6 + t+ ￿)f ⊗ JW → 0. (8)
Note that H0(−2C0+(b+￿)f) = 0 and, by Serre duality, H1(−2C0+(b+￿)f) =
H1(−(e+2+b+￿)f) = H1(P1,OP1(−(e+2+b+￿))) = 0 if −e−2−b−￿ ≥ −1,
that is if
￿ ≤ −e− 1− b. (9)
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In this range it follows that H0(E(−3C0+￿f)) = H0((3e+6+t+￿)f⊗JW ) ￿= 0
if and only if 3e + 6 + t + ￿ ≥ 1 as, by construction, W is a zero-dimensional
scheme consisting of two distinct points on a fibre. Thus
￿ ≥ −3e− 5− t. (10)
Notice that for (9) and (10) to be compatible it must be b ≤ 2e+ 4 + t, which
certainly holds by (6). Thus we conclude that r = 3e+ 5 + t.
We finally can compute
￿(c1, c2, 3, r) = 3b+8+t+4(3e−3e−5−t)−3(b+3e+6+t)+6(3e+5+t)−9e = 0,
which implies that E is uniform.
Let E be a rank-two vector bundle over Fe as in Proposition 3.1. Then
c1(E) ≡ 4C0 + (b+ 3e+ 6 + t)f, c2(E) = γ = 3b+ 8 + t, for t ≥ 0, (11)
and E is uniform, of splitting type (3, 1). Thus, (see [1, Prop.7.2] and [10]),
there exists an exact sequence
0→ A→ E → B → 0, (12)
where A and B are line bundles on Fe such that
A ≡ 3C0 + (3e+ 5 + t)f and B ≡ C0 + (b+ 1)f. (13)
From (12), in particular, one has c1(E) = A+B and c2(E) = A ·B. Note
also that since E is very ample it follows that B is ample and thus b > e− 1.
Using (12), we can compute cohomology of E , A, and B. Indeed, we have:
Proposition 3.2. Let E be a rank-two vector bundle over Fe as in Proposition
3.1. Then
hi(E) = hi(A) = hi(B) = 0, for i ≥ 1 and h0(E) = 5e+ 2b+ 4t+ 28.
Proof. For dimension reasons, it is clear that hj(E) = hj(A) = hj(B) = 0, j ≥
3. Recalling that KFe ≡ −2C0 − (e+ 2)f, and using Serre duality, it is:
h2(A) = h0(−5C0−(4e+7+t)f) = 0 and h2(B) = h0(−3C0−(e+3+b)f) = 0.
In particular, this implies that h2(E) = 0. In order to show that h1(B) =
h1(A) = 0 first notice that R1π∗(B) = R1π∗(O(1)) ⊗ OP1(b+ 1) = 0 and
R1π∗(A) = R1π∗(O(3)) ⊗ OP1(3e+ 5 + t) = 0 (see for example [28, p.253]).
Recalling that b > e− 1, and t ≥ 0, Leray’s isomorphism then gives
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h1(B) = h1(P1, R0π∗(C0 + (b+ 1)f))
= h1(P1, (OP1 ⊕OP1(−e))⊗OP1(b+ 1))
= h1(P1,OP1(b+ 1)) + h1(P1,OP1(b+ 1− e)) = 0,
and
h1(A) = h1(P1, R0π∗(3C0 + (3e+ 5 + t)f))
= h1(P1, Sym3(OP1 ⊕OP1(−e))⊗OP1(3e+ 5 + t))
= h1(P1, (OP1⊕OP1(−e)⊕OP1(−2e)⊕OP1(−3e))⊗OP1(3e+5+t))
= h1(P1,OP1(3e+ 5 + t)⊕OP1(2e+ 5 + t)⊕OP1(e+ 5 + t)
⊕OP1(5 + t))
= 0.
Similarly we get that
h0(A) = h0(P1,OP1(3e+ 5 + t)⊕OP1(2e+ 5 + t)⊕OP1(e+ 5 + t)
⊕OP1(5 + t))
= 3e+ 6 + t+ 2e+ 6 + t+ e+ 6 + t+ 6 + t
= 6e+ 4t+ 24,
h0(B) = h0(P1,OP1(b+ 1)⊕OP1(b+ 1− e))
= 2b+ 4− e,
and thus
h0(E) = h0(A) + h0(B) = 6e+ 4t+ 24 + 2b+ 4− e = 5e+ 2b+ 4t+ 28.
4. 3-dimensional scrolls over Fe and their Hilbert schemes
As all vector bundles in the the family introduced in § 3 are very ample, they
give rise to a corresponding family of threefolds embedded in projective space
as linear scrolls over Fe. In this section we will show that such threefolds cor-
respond to smooth points of suitable components of the appropriate Hilbert
scheme, and that in some cases (e.g. e = 2) they fill up only a codimension
e− 1 subvariety of such a component.
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Let E be a very ample rank-two vector bundle over Fe as in Proposition 3.1,
with c1(E) and c2(E) as in (11). As observed above, E fits in an exact sequence
as in (12), where A and B are as in (13). With this set up, let (P(E),OP(E)(1))
be the 3-dimensional scroll over Fe, and ϕ : P(E)→ Fe be the usual projection.
Proposition 4.1. The tautological line bundle L = OP(E)(1) defines an embed-
ding
Φ := Φ|L| : P(E) ￿→ X ⊂ Pn,
where X = Φ(P(E)) is smooth, non-degenerate, of degree d, with
n = 5e+ 2b+ 4t+ 27 and d = L3 = 8e+ 5b+ 7t+ 40. (14)
Moreover,
hi(X,L) = 0, i ≥ 1. (15)
Proof. The very ampleness of L follows from that of E . The expression for
the degree d of X in (14) follows from (1). Leray’s isomorphisms and Propo-
sition 3.2 give (15) whereas the first part of (14) follows from Proposition 3.2,
because n+ 1 = h0(X,L) = h0(Fe, E).
4.1. The component of the Hilbert scheme containing [X]
In what follows, we are interested in studying the Hilbert scheme parametrizing
closed subschemes of Pn having the same Hilbert polynomial P (T ) := PX(T ) ∈
Q[T ] of X, i.e. the numerical polynomial defined by
P (m) = χ(X,mL) (16)
=
1
6
m3L3 − 1
4
m2L2 ·K + 1
12
mL · (K2 + c2) + χ(OX),
for all m ∈ Z,(cf. [25, Example 15.2.5]). For basic facts on Hilbert schemes we
refer to e.g. [34].
A scroll X ⊂ Pn, as above, corresponds to a point [X] ∈ Hd,n3 , where Hd,n3
denotes the Hilbert scheme parametrizing closed subschemes of Pn with Hilbert
polynomial P (T ) as above, where n and d are as in (14). Let
N := NX/Pn (17)
denote the normal bundle of X in Pn. From standard facts on Hilbert schemes
(see, for example, [34, Corollary 3.2.7]), one has
T[X](Hd,n3 ) ∼= H0(N) (18)
and
h0(N)− h1(N) ≤ dim[X](Hd,n3 ) ≤ h0(N), (19)
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where the left-most integer in (19) is the expected dimension of Hd,n3 at [X] and
where equality holds on the right in (19) if and only if X is unobstructed in Pn
(namely, iff [X] ∈ Hd,n3 is a smooth point).
In the next result we exhibit components of the Hilbert schemes of scrolls, as
in Proposition 4.1, which are generically smooth and of the expected dimension.
Theorem 4.2. Assume e ≤ 2 and b = 2e + 3 + t. Then, for any t ≥ 0, there
exists an irreducible component Xe ⊆ Hd,n3 , which is generically smooth and of
(the expected) dimension
dim(Xe) = n(n+ 1) + 9e+ 20 + 6t, (20)
where n = 9e+33+6t and d = 18e+55+12t, such that [X] sits in the smooth
locus of Xe.
Remark 4.3. (i) Notice that, for any fixed integer t ≥ 0, b = 2e + 3 + t is
the maximal value that b can achieve according to (6). Correspondingly,
one can compute n and d by simply substituting this value of b in (14),
which exactly gives n = 9e + 33 + 6t and d = 18e + 55 + 12t as in the
statement of Theorem 4.2.
(ii) Assumptions e ≤ 2 and b = 2e+ 3 + t in Theorem 4.2 are not inherently
imposed by the problem, but added here only to simplify technical details
in the proof of Theorem 4.2 (see details of proof below). One could as well
consider all cases −2 < b ≤ 2e+3+ t, but then an exhaustive analysis of
all possible numerical values for b, e and t, compatible with (3), (5), (6),
would be required, as well as thorough parameter computations for the
construction of threefolds X as in Proposition 4.1. This approach would
be beyond the scope of this note. Thus, to simplify the proof of Theorem
4.2, we will assume b = bl < 6 + t + e which, by (6), is indeed the case
as soon as e ≤ 2, as well as b ≥ 2e + 3 + t which, together with (6),
gives exactly b = 2e+3+ t. We would like to stress that, even under the
conveniently chosen numerical assumptions, Theorem 4.2 gives infinitely
many classes of examples of Hilbert schemes: for any e ∈ {0, 1, 2} and
for any integer t ≥ 0. Indeed one notices that (3) is always satisfied when
bm = 3e+ 6 + t and bl = b = 2e+ 3 + t, for any t ≥ 0.
(iii) Under the numerical assumptions of Theorem 4.2, all bundles E will split
(cf. (32)).
Proof of Theorem 4.2. By (18) and (19), the statement will follow by showing
that Hi(X,N) = 0, for i ≥ 1, and computing h0(X,N) = χ(X,N). The neces-
sary arguments, and cohomological computations, run as in [19, Theorem 4.4],
with appropriate obvious modifications, hence we omit most of the details.
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From the Euler sequence on Pn restricted to X
0 −→ OX −→ OX(1)⊕(n+1) −→ TPn|X −→ 0
and the facts that Hi(X,OX) = Hi(Fe,OFe) = 0, for i ≥ 1, and X is non–
degenerate in Pn, with n as in (14), one has:
h0(X,TPn|X) = (n+ 1)2 − 1 and hi(X,TPne |X) = 0, for i ≥ 1. (21)
The normal sequence
0 −→ TX −→ TPn|X −→ N −→ 0 (22)
therefore gives
Hi(X,N) ∼= Hi+1(X,TX) for i ≥ 1. (23)
Claim 2. Hi(X,N) = 0, for i ≥ 1.
Proof of Claim 2. From (21) and (22), one has hj(X,N) = 0, for j ≥ 3. For
the other cohomology spaces, we use (23). In order to compute Hj(X,TX)
we use the scroll map ϕ : P(E) −→ Fe and we consider the relative cotangent
bundle sequence:
0→ ϕ∗(Ω1Fe)→ Ω1X → Ω1X|Fe −→ 0. (24)
The adjunction theoretic characterization of the scroll and (11) give
KX = −2L+ ϕ∗(KFe + c1(E)) = −2L+ ϕ∗(KFe + 4C0 + (3e+ 6 + t+ b)f)
thus
Ω1X|Fe = KX + ϕ
∗(−KFe) = −2L+ ϕ∗(4C0 + (3e+ 6 + t+ b)f)
which, combined with the dual of (24), gives
0→ 2L− ϕ∗(4C0 + (3e+ 6 + t+ b)f)→ TX → ϕ∗(TFe)→ 0. (25)
As in [19, Theorem 4.4], if e ￿= 0,
h0(X,ϕ∗(TFe)) = h
0(Fe, TFe) = e+ 5,
h1(X,ϕ∗(TFe)) = h
1(Fe, TFe) = e− 1, (26)
hj(X,ϕ∗(TFe)) = h
j(Fe, TFe) = 0, for j ≥ 2,
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whereas
h0(X,ϕ∗(TF0)) = h
0(F0, TF0) = 6, (27)
hj(X,ϕ∗(TF0)) = h
j(F0, TF0) = 0, for j ≥ 1.
The cohomology of 2L− ϕ∗(4C0 + (3e+ 6+ t+ b)f) in (25) is computed as in
[19, Theorem 4.4]. Since Riϕ∗(2L) = 0 for i ≥ 1 (see [28, Ex. 8.4, p. 253]),
projection formula and Leray’s isomorphism give
Hi(X, 2L− ϕ∗(4C0 + (3e+ 6 + t+ b)f)) ∼= (28)
Hi(Fe, Sym2E ⊗ (−4C0 − (3e+ 6 + t+ b)f)), ∀i ≥ 0.
As in the proof of [19, Theorem 4.4], the fact that E fits in (12) implies
there exists a finite filtration
Sym2(E) = F 0 ⊇ F 1 ⊇ F 2 ⊇ F 3 = 0
s.t.
F 0/F 1 ∼= 2B, F 1/F 2 ∼= A+B, F 2 ∼= 2A,
since F 3 = 0 (for technical details, we refer the reder to [19, Theorem 4.4]).
Thus, we get the following exact sequences
0→ F 1 → Sym2(E)→ 2B → 0 and 0→ 2A→ F 1 → A+B → 0, (29)
Tensoring the two exact sequences in (29) by −c1(E) = −4C0−(3e+6+t+b)f =
−A−B, we get respectively:
0→ F1 → Sym2(E)⊗ (−4C0 − (3e+ 6 + t+ b)f)→ B −A→ 0, (30)
0→ A−B → F1 → OFe → 0, (31)
where F1 = F 1(−4C0 − (3e+ 6 + t+ b)f). From (13) it follows that A−B =
2C0+(3e+4+ t− b)f . Now R0π∗(2C0+(3e+4+ t− b)f) ∼= (OP1 ⊕OP1(−e)⊕
OP1(−2e)) ⊗ OP1(3e + 4 + t − b) and Riπe∗(2C0 + (3e + 4 + t − b)f) = 0, for
i > 0. Hence, from Leray’s isomorphism and Serre duality, we have
hj(A−B) = hj(P1, (OP1 ⊕OP1(−e)⊕OP1(−2e))⊗OP1(3e+ 4 + t− b))
= hj(OP1(3e+ 4 + t− b)) + hj(OP1(2e+ 4 + t− b))
+hj(OP1(e+ 4 + t− b))
= 0, if j ≥ 2;
h1(A−B) = h1(OP1(3e+ 4 + t− b)) + h1(OP1(2e+ 4 + t− b))
+h1(OP1(e+ 4 + t− b))
= h0(OP1(b− 6− t− 3e)) + h0(OP1(b− 6− t− 2e))
+h0(OP1(b− 6− t− e)).
UNIFORM VECTOR BUNDLES ON HIRZEBRUCH SURFACES 39
This implies that, if b < 6 + t+ e, then h1(A−B) = 0.
Since by (6) we have b = b￿ < 2e+ 4 + t, notice that 2e+ 4 + t ≤ e+ 6 + t
is equivalent to our numerical assumption e ≤ 2. In particular, under the
assumptions (6) and e ≤ 2, the case b ≥ 6 + t+ e cannot occur. Hence, under
these assumptions, no indecomposable vector bundles can arise, i.e. any E is
such that
E = A⊕B. (32)
Moreover the condition h1(A−B) = 0, along with hi(OFe) = 0, for i ≥ 1, and
the cohomology associated to (31) give hi(F 1(−4C0 − (3e + 6 + t + b)f) = 0
for i ≥ 1.
We now compute the cohomology of B −A. Using Serre duality,
Hj(B −A) = Hj(−2C0 − (3e+ 4 + t− b)f)
∼= H2−j(−2C0 − (e+ 2)f + 2C0 + (3e+ 4 + t− b)f))
∼= H2−j((2e+ 2 + t− b)f)
∼= H2−j(OP1(2e+ 2 + t− b)).
Notice that, when b ≥ 2e+ 3 + t one has h2(B −A) = 0.
Thus numerical assumption b = 2e + 3 + t in the statement is compatible
with (6) and ensures the vanishing of H2(B−A). It also implies H1(B−A) ∼=
H1(OP1(−1)) = 0.
From the cohomology sequence associated to (30) it follows that if b =
2e+ 3 + t then
hj(X, 2L− ϕ∗(4C0 + (3e+ 6 + t+ b)f)) =
hj(2L− ϕ∗(4C0 + (5e+ 9 + 2t)f)) = (33)
hj(Fe, Sym2E ⊗ (−4C0 − 5e− 9− 2t)f) = 0, for j ≥ 1.
Using (26), (27) and (33) in the cohomology sequence associated to (25),
we get
hj(X,TX) = 0, for j ≥ 2. (34)
Moreover
h1(X,TX) =
￿
e− 1 for e ￿= 0
0 for e = 0.
(35)
Isomorphism (23) concludes the proof of Claim 2.
Claim 2, together with the fact that smoothness is an open condition, im-
plies that there exists an irreducible component Xe of Hd,n3 which is generically
smooth, of the expected dimension dim(Xe) = h0(X,N) = χ(N), such that
[X] lies in its smooth locus (recall (18), (19)).
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The Hirzebruch-Riemann-Roch theorem gives
χ(N) =
1
6
(n31 − 3n1n2 + 3n3) +
1
4
c1(n
2
1 − 2n2) (36)
+
1
12
(c21 + c2)n1 + (n− 3)χ(OX),
where ni := ci(N) and ci := ci(X).
Setting, for simplicity, K := KX , Chern classes of N can be obtained
from (22):
n1 = K + (n+ 1)L;
n2 =
1
2
n(n+ 1)L2 + (n+ 1)LK +K2 − c2; (37)
n3 =
1
6
(n− 1)n(n+ 1)L3 + 1
2
n(n+ 1)KL2 + (n+ 1)K2L
−(n+ 1)c2L− 2c2K +K3 − c3.
The numerical invariants of X can be easily computed by:
KL2 = −2d+ 6e+ 28 + 6t+ 6b; K2L = 4d− 20b− 20t− 20e− 96;
c2L = 2e+ 24 + 2b+ 2t; K
3 = −8d+ 48b+ 48t+ 48e+ 240;
−Kc2 = 24; c3 = 8.
Plugging these in (37) and then in (36), one gets
χ(N) = (d− 3e− 3b− 3t− 12)n+ 122 + 21t+ 21e+ 21b− 3d.
From (14), one has d = 8e+5b+7t+40 and n = 5e+2b+4t+27; in particular
d− 3e− 3b− 3t− 12 = n+ 1.
Thus
χ(N) = (n+ 1)n+ 2− 3e+ 6b = (n+ 1)n+ 9e+ 20 + 6t,
as in (19), with n = 9e+ 33 + 6t since b = 2e+ 3 + t.
Remark 4.4. The proof of Theorem 4.2 gives
h0(N) = (n+ 1)n+ 9e+ 20 + 6t, hi(N) = 0, i ≥ 1. (38)
Using (21) and (38) in the exact sequence (22) and the values of b, n and d as
in Theorem 4.2, one gets
χ(TX) = n− 6b+ 3e− 2 = 8e− 4b+ 4t+ 25 = 13. (39)
Moreover, from (22) and (21), one has:
0→ H0(TX)→ H0(TPn|X ) α→ H0(N) β→ H1(TX)→ 0. (40)
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Corollary 4.5. With the same assumptions as in Theorem 4.2 one has:
i) if e ￿= 0,
h0(TX) = e+ 12, h
1(TX) = e− 1, hj(TX) = 0, for j ≥ 2;
ii) if e = 0,
h0(TX) = 13, h
j(TX) = 0, for j ≥ 1.
Proof. Let e ￿= 0, then hj(TX) = 0, for j ≥ 2, is (34) and h1(TX) = e− 1, from
(35). We now use (39) to get that h0(TX) = 9e − 4b + 4t + 20 = e + 12. A
similar argument gives the desired values for h0 and hj in the case e = 0.
The next result shows that, for e = 2, scrolls arising from Proposition 4.1
do not fill up the component X2 ⊆ Hd,n3 .
Theorem 4.6. Assumptions as in Theorem 4.2. Let Ye be the locus in Xe
filled-up by 3-fold scrolls X as in Proposition 4.1. Then
codimXe(Ye) =
￿
e− 1 for e ￿= 0
0 for e = 0
Proof. If τ denotes the number of parameters counting isomorphism classes of
projective bundles P(E) as in Proposition 4.1, then τ = 0 since E = A⊕B (see
(32)). Therefore X ∼= P(A⊕B) is uniquely determined by A and B. Thus, by
construction, dim(Ye) = dim(Im(α)). From (40), dim(Coker(α)) = h1(TX) so
codimXe(Ye) = dim(Coker(α)) =
￿
e− 1 for e ￿= 0
0 for e = 0
,
5. Open Questions
We have seen in Theorem 4.6 that the locus Ye in Xe of 3-fold scrolls X as in
Proposition 4.1, does not necessarily fill up Xe if e = 2. The following problems
arise naturally:
1) Describe a variety Z which is a candidate to represent the general point
of the component X2;
2) Assuming that a description of a variety Z as in 1) above is achieved,
interpret the projective degeneration of Z to X, where [X] ∈ Y2, in
terms of vector bundles on Hirzebruch surfaces;
3) Extend the results in this note to the case e ≥ 3.
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Expressing forms as a sum of pfaffians
Luca Chiantini
The author is very glad for this opportunity to leave a tribute in honor of
Emilia. We met at the beginning of our careers and I always had the feeling
that we share the same global view of Mathematics and its applications.
Abstract. Let A = (aij) be a symmetric non-negative integer 2k×2k
matrix. A is homogeneous if aij + akl = ail + akj for any choice of the
four indexes. Let A be a homogeneous matrix and let F be a general
form in C[x1, . . . xn] with 2 deg(F ) = trace(A). We look for the least
integer, s(A), so that F = pfaff(M1) + · · · + pfaff(Ms(A)), where the
Mi = (F ilm) are 2k× 2k skew-symmetric matrices of forms with degree
matrix A. We consider this problem for n = 4 and we prove that
s(A) ≤ k for all A.
Keywords: Pfaffians.
MS Classification 2010: 14N15.
1. Introduction
Let F ∈ C[x1, . . . , xn] be a general form and A = (aij) a 2k × 2k integer
homogeneous symmetric matrix, whose trace (tr(A) in the sequel) is equal to
twice the degree of F (degF ). In this paper we study representations of F
as a sum of pfaffians of skew-symmetric matrices of type M = (Fij) where
degFij = aij .
In case the number of variables is two then forms F in C[x1, x2] decompose
as a product of linear forms. It follows that if A is a matrix as above, with
no negative entries and with tr(A) = 2 deg(F ), then F is the pfaffian of a
subdiagonal matrix whose degree matrix is A (i.e. a matrix of type
0 p1 0 0 0 . . . 0
−p1 0 0 0 0 . . . 0
0 0 0 p2 0 . . . 0
0 0 −p2 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 0 pk
0 0 0 0 0 −pk 0

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with each pi equal to a suitable product of linear forms).
For 3 variables, the problem was considered by Beauville who observed, in
section 5 of [2], that a general form of degree d is the pfaffian of a 2d × 2d
skew-symmetric matrix of linear forms. Indeed Beauville’s argument applies
to any symmetric integer homogeneous matrix with non-negative entries. We
give below a proof of the result, in a more geometric setting (see section 3).
When the number of variables grows, then a similar property fails as soon
as k becomes big. In Proposition 7.6 of [2] Beauville noticed that one cannot
expect that a general form of degree ≥ 16 in four variables is the pfaffian of
a matrix of linear forms, just by a count of parameters. We refer to [9] for a
similar result for matrices of quadratic forms, and to [5] for an extension to
other constant or almost constant matrices. In any setting, except for partic-
ular numerical cases (which become suddenly unbalanced when the size of the
matrix grows), one expects that a general form is not the pfaffian of a skew-
symmetric matrix of forms with fixed degrees. Indeed, even in the case of 4×4
matrices and 4 variables, we do not know a complete description of matrices
A = (aij), with trace 2d, such that the general form of degree d is the pfaffian
of a skew-symmetric matrix of forms (Fij) with deg(Fij) = aij . The problem
seems rather laborious, and we refer to [4] for a discussion.
The problem is indeed related to the existence of indecomposable rank 2
bundles E without intermediate cohomology (aCM bundles) on the hypersur-
face defined by F = 0 (which we will indicate, by abuse, with the same letter
F ). In turn, this is equivalent to the existence of some arithmetical Gorenstein
subscheme of codimension 2 in F (thus codimension 3 in the projective space),
via the algebraic characterization of codimension 3 Gorenstein ideals, given
in [3]. For instance, F is a pfaffian of a 4× 4 skew-symmetric matrix of forms
if and only if there exists a subscheme of F which is complete intersection of 3
forms, whose degrees are related with the degrees of the entries of the matrix.
This is the point of view under which the problem is attached in [4], and see
also [14] for a similar discussion.
In the present note, we make one step further. Since in most cases one can-
not hope to express a general form as the pfaffian of a skew-symmetric matrix
of forms with pre-assigned degree matrix A, then we ask for the minimum s(A)
such that a general form is a sum of s(A) pfaffians of skew-symmetric matrices,
with degree matrix A.
We consider the case of forms in four variables and show that the complete
answer s(A) ≤ 2 follows soon for 4× 4 matrices A, while for 2k × 2k matrices
with k > 2, we provide a bound for the number s(A), i.e. s(A) ≤ 2k. The
(weak) sharpness of this bound is discussed in the last section. As showed in [2]
and [5], at least for small values of the entries of the integer matrix A (e.g. for
matrices of linear forms), the number of pfaffians needed to write a general
form can be smaller than our bound. The problem of finding a sharp bound
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for the number s(A) is open.
The procedure is a mixture of algebraic and geometric arguments, involving
computations of the dimension of secant varieties and Terracini’s Lemma, as
well as the description of tangent spaces to the varieties of forms that can be
expressed as pfaffians, given in [13], [12] or [1].
We mention that, of course, one could ask a similar question for the de-
terminant of a general matrix of forms. In other words, fixing a homogeneous
integer matrix A, one could ask for the minimum s￿(A) such that the general
form of degree d = tr(A) is the sum of the determinants of s￿(A) matrices of
forms, with degree matrix A. This is indeed the target of a series of papers [8],
[6], [7], where it is proved that, in n ≥ 3 variables, s￿(A) ≤ kn−3 for a k × k
matrix A.
Let us end by noticing that the problem addressed in this note, of clear
algebraic and geometric flavor, turns out to also have a connection with some
applications in control theory. Indeed, if the algebraic boundary of a region Θ
in the plane or in space is described by the pfaffian of a matrix of linear forms,
then the study of systems of matrix inequalities, whose domain is Θ, can be
considerably simplified. We refer to the papers [15] and [11], for an account of
this theory. We believe that expressing Θ as a sum of determinants or pfaffians
can have some application for similar problems.
2. The geometric construction
We work in the ring R = C[x0, . . . , xn], i.e. the polynomial ring in n + 1
variables with coefficients in the complex field. By Rd we indicate the vector
space of homogeneous forms of degree d in R.
For any degree d, the space Rd has an associated projective space PN with
N := N(d) =
￿
n+ d
n
￿
− 1.
For any choice of integers aij , 1 ≤ i, j ≤ 2k, consider the numerical 2k× 2k
matrix A = (aij).
We will say that a 2k×2k matrixM = (Fij), whose entries are homogeneous
forms in R, has degree matrix A if for all i, j we have deg(Fij) = aij . In this
case, we will also write that A = ∂M .
Notice that when for some i, j we have Fij = 0, then there are several
possible degree matrices for M , since the degree of the zero polynomial is
indeterminate.
We will focus on the case where A is symmetric and M is skew-symmetric.
The set of all skew-symmetric matrices of forms, whose degree matrix is a
fixed A, defines a vector space whose dimension is
￿
i<j dim(Raij ). From the
48 LUCA CHIANTINI
geometrical point of view, however, we will consider this set as the product of
projective spaces
V(A) = Pr12 × · · ·× Pr2k−1 2k
where rij = −1 + dim(Raij ).
We say that the numerical matrix A is homogeneous when, for any choice
of the indexes i, j, l,m, we have
aij + alm = aim + alj .
All submatrices of a homogeneous matrix are homogeneous.
If a skew-symmetric 2k× 2k matrix of forms M has a homogeneous degree
matrix, then the pfaffian of M is a homogeneous form. The degree of the
pfaffian is one half of the sum of the numbers on the main diagonal of A = ∂M ,
i.e. tr(A)/2. It is indeed immediate to see that when A is symmetric and
homogeneous of even size, then the trace tr(A) is even.
Let us recall a geometric interpretation of the problem, based on the study
of secant varieties, which uses the classical Terracini’s Lemma. This a standard
construction was already used in [4].
In the projective space PN , which parametrizes all forms of degree d, we
have the subset U of all the forms which are the pfaffian of a skew-symmetric
matrix of forms whose degree matrix is a given A. This set is a quasi-projective
variety, since it corresponds to the image of the (rational) map V(A) → PN ,
which sends every matrix to its pfaffian (it is undefined when the pfaffian is
the zero polynomial). We will denote by V the closure of U . It is clear that V
is irreducible, by construction.
Our main question can be rephrased by asking: what is the minimal s such
that a general point of PN is spanned by s points of V ? In classical Algebraic
Geometry, (the closure of) the set of points spanned by s points of V is called
the s-th secant variety σs(V ) of V . Thus, we look for the minimal s such that
σs(V ) = PN . Of course, this is equivalent to ask that the dimension of σs(V )
is N .
Usually, when dealing with similar problems on secant varieties, one can
hope to compute the dimension of σs(V ) as the dimension of a general tangent
space to σs(V ). Indeed one can invoke the celebrated Terracini’s Lemma:
Lemma 2.1. (Terracini) At a general point F ∈ σs(V ), expressed as a sum
F = F1 + · · ·+Fs, Fi ∈ V for all i, the tangent space to σs(V ) equals the span
of the tangent spaces to V at F1, . . . , Fs.
Thus, for our purposes, it is crucial to obtain a characterization of the
tangent space to V at a general point F . This has been obtained (see e.g. [13])
via the submaximal pfaffians of matrices.
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Indeed, for a skew-symmetric matrix of forms M of even size 2k × 2k,
let us denote as submaximal pfaffians the pfaffians of the (skew-symmetric)
submatrices of M obtained by erasing two rows and the two columns with the
same indexes.
Then we have the following.
Proposition 2.2. With the previous notation, let F be a general element in
V , F = pfaff(M), where M = (Fij) is a 2k × 2k skew-symmetric matrix of
forms, whose degree matrix is A.
Then the tangent space to V at F coincides with the subspace of Rd/￿F ￿,
generated by the classes of the forms of degree d in the ideal J = ￿F,Mij￿,
where the Mij’s are the submaximal pfaffians of the matrix M .
Proof. See [1] or section 2 of [13] or [12]. It can be obtained also by a direct
computation over the ring of dual numbers.
For instance, when the degree matrix A of M has all entries equal to a,
then J is generated by
￿2k
2
￿
forms of degree a(k − 1).
It follows immediately from the previous propositions and Terracini’s lem-
ma, that:
Remark 2.3. We have the following equivalences:
- a general form of degree d is the sum of s pfaffians of 2k × 2k matrices,
all having degree matrix A
if and only if
- the span of s general tangent spaces to the variety V of pfaffians is the
whole space PN
if and only if
- for a general choice of s matrices of forms M1, . . .Ms, of type 2k × 2k,
with ∂Mi = A for all i, the ideal generated by the submaximal pfaffians of all
the Mi’s coincides, in degree d, with the whole space Rd.
Thus, what we are looking for is the minimal s such that, for general skew-
symmetric matrices G1, . . . , Gs with degree matrix A, the ideal I generated by
their submaximal pfaffians coincides with the whole polynomial ring in degree
d = tr(A)/2.
Remark 2.4. If M is a 2k × 2k skew-symmetric matrix of forms with ho-
mogeneous degree matrix A, then the pfaffian of M is essentially invariant if
we permute rows and the corresponding columns of M . Consequently, we can
arrange A = (aij) so that
a11 ≥ a21 ≥ · · · ≥ a2k 1.
We will say that A is ordered if it satisfies the previous inequalities.
50 LUCA CHIANTINI
Notice that A is symmetric, thus if A is ordered then a11 ≥ a12 ≥ · · · ≥ a1 2k.
Since A is homogeneous, when A is ordered aij ≥ ai￿j for some j implies
that aij￿ ≥ ai￿j￿ for any j￿. It follows that a homogeneous symmetric ordered
matrix A has a11 as its maximal entry and a2k 2k as its minimal one. Moreover
columns are non-increasing going downward, while rows are non-increasing go-
ing rightward.
Notice also that when A is symmetric and homogeneous, then the entries of
the diagonal of A are either all odd or all even. Indeed for any i, j one has
aii + ajj = aij + aji = 2aij .
3. The case of ternary forms
As mentioned in the introduction, the fact that any form of degree d in 2 vari-
ables is the pfaffian of a skew-symmetric matrix with prescribed degree matrix
A is trivial. Thus the first relevant case concerns forms in three variables.
For three variables, the construction of pfaffian representations of forms via
the existence of aCM rank 2 bundles, given by Beauville in section 5 of [2],
proves that the following holds:
Theorem 3.1. Let A = (aij) be a non-negative symmetric homogeneous integer
matrix of even size, with trace 2d. Then a general homogeneous form of degree
d in three variables is the pfaffian of a skew-symmetric matrix of forms G with
∂G = A.
Indeed, Beauville states the theorem only for matrices of linear forms. For
completeness, we show and inductive method which, starting with Beauville’s
claim, proves the statement for any non-negative matrix A.
We have the chance, in this way, to introduce our inductive method for the
study of pfaffian representations of forms in more variables.
Let us consider a (2k − 1) × (2k − 1) integer matrix A￿ = (a￿ij), which is
moreover symmetric, non-negative, ordered and homogeneous. Notice that the
trace of A￿ is equal to
tr(A￿) = a12 + a23 + · · · + a2k−2 2k−1 + a2k 1.
Let G￿ be a skew-symmetric matrix of general forms, with degree matrix A￿.
The submaximal pfaffians of G￿, i.e. the pfaffians of the (2k−2)×(2k−2) matri-
ces obtained by erasing one row and the corresponding column of G￿,determine
an ideal I(G￿) whose zero-locus is an arithmetically Gorenstein subscheme of
codimension 3, by the celebrated structure theorem of Buchsbaum and Eisen-
bud ([3]). Moreover, we have a resolution of I(G￿) of type
0→ R￿(−m)→ ⊕R￿(−rj)→ ⊕R￿(−si)→ I(G￿)→ 0
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where R￿ is the polynomial ring R￿ := C[x, y, z], and m is the trace of A￿. Since
we are working in dimension 2, the ideal I(G￿) defines the empty set in P2, and
the resolution shows that I(G￿) coincides with the whole polynomial ring in all
degrees d ≥ tr(A￿)− 2.
Lemma 3.2. Let G be a general skew-symmetric matrix of forms in three vari-
ables, of odd size (2k − 1) × (2k − 1), whose degree-matrix A is non-negative
and homogeneous. Call I the ideal generated by the submaximal pfaffians of
G, i.e. the pfaffian of the submatrices obtained by erasing one row and the
corresponding column of G. Then the multiplication map by a general linear
form L defines a surjection (R￿/I)d−1 → (R￿/I)d for all d ≥ tr(A)/2− 1.
Proof. Since G is general, by [10] R￿/I is artinian and arithmetically Gorenstein
and enjoys the weak Lefschetz property. The conclusion follows since the socle
degree of R￿/I is at most tr(A)− 2.
Proof of Theorem 3.1. We may assume that A is ordered and we will make
induction on the trace of A. As explained in Remark 2.4, the entries of the
diagonal of A are either all even or all odd. If the entries are even, we use as
basis for the induction the null matrix, for which the statement is trivial. If
the entries are odd, we use the matrix with all the entries equal to 1, for which
the statement holds by [2] Proposition 5.1.
For the inductive step, let B be the matrix obtained by A by subtracting 1
to the first row and the first column (hence subtracting 2 from a11). We have
tr(B) = tr(A) − 2 and by induction the theorem holds for B. Thus if H
is a general matrix of forms with degree matrix B, then by Remark 2.3 the
submaximal pfaffians of H generate an ideal I(H) which coincides with R￿ in
degree ≥ tr(A)/2− 1.
Consider the symmetric matrix G￿ obtained from H by erasing the first row
and the first column. Then G￿ is a general skew-symmetric (2k − 1) × (2k −
1) matrix of forms, whose degree matrix A￿ corresponds to A mnus the first
row and the first column. Call I(G￿) the ideal generated by the submaximal
pfaffians of the G￿. As observed in Lemma 3.2, the multiplication map by a
general linear form L determines a surjection (R￿/I(G￿))d−1 → (R￿/I(G￿))d for
all d ≥ tr(A￿)/2 − 1. In particular, we get that LI(H) + I(G￿) coincides with
R￿ in all degrees tr(B)/2 + 1.
Let G be the matrix obtained from H by multiplying the first row and
column by L. We have ∂G = A and moreover the ideal I(G) generated by the
submaximal pfaffians of G contains LI(H) + I(G￿). The claim follows from
Remark 2.3.
We will need in the next section a technical results on submaximal pfaffians
of skew-symmetric matrices of odd size. As above, the submaximal pfaffians of
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a skew-symmetric matrix G of type (2k− 1)× (2k− 1) are the pfaffians of the
submatrices obtained by erasing one row and the corresponding column of G.
Proposition 3.3. Let Let A = (aij) be a non-negative ordered symmetric ho-
mogeneous integer matrix of odd size (2k− 1)× (2k− 1), k > 1. For a general
choice of k matrices of ternary forms G1, . . . , Gk with ∂Gi = A, the submaxi-
mal pfaffians of all the Gi’s generate an ideal I which coincides with the ring
R￿ in degree d ≥ (a11 + tr(A))/2.
Proof. Assume that all the entries of A are equal to a. Then start with a
general 2k × 2k skew-symmetric matrix G, with all entries of degree a, and
consider the matrices Gi obtained from G by erasing the i-th row and column.
Observe indeed that for such matrices G1, . . . , Gk the ideal I coincides with
the ideal generated by the submaximal pfaffians of G. Thus the claim follows
by Theorem 3.1, since the pfaffian of G has degree equal to (a11 + tr(A))/2.
In the general case, assume that A is ordered and let B be the matrix
obtained from A by decreasing the first row and column by 1. Assume the
claim holds from B. Notice that (b11 + tr(B))/2 = d − 2. Take k general
skew-symmetric matrices of forms H1, . . . , Hk, with ∂Hi = B. Then the ideal
I ￿ generated by the submaximal minors of the Hi’s coincides with R￿ in de-
gree (b11 + tr(B))/2 = (a11 + tr(A))/2 − 2. Let I1 be the ideal generated
by the submaximal pfaffians of G1. By Lemma 3.2 the multiplication map
(R￿/I1)d−2 → (R￿/I1)d−1 surjects. Let G2, . . . , Gk be the matrices obtained
from the Hi’s by multiplying the first row and column by a general linear
form L. Then ∂Gi = A and the ideal I ￿￿ generated by the submaximal pfaf-
fians of H1, G2, . . . , Gk contains LI ￿ + I1, thus it coincides with R￿ in degree
d−1. Let now I2 be the ideal generated by the submaximal pfaffians of G2. By
Lemma 3.2 the multiplication map (R￿/I2)d−1 → (R￿/I2)d surjects. Let G1 the
matrix obtained from H1 by multiplying the first row and column by a general
linear form L. Then ∂G1 = A and the ideal generated by the submaximal
minors of G1, . . . , Gk contains I2 + LI ￿￿, thus it coincides with R in degree d.
Hence the claim holds for A.
The proof is concluded by observing that any symmetric, homogeneous
matrix A reduces to a matrix with constant entries by steps consisting in sub-
tracting 1 from one row and one column.
4. The four by four case
We move now to the case of quaternary forms (and surfaces in P3). For 4× 4
matrices a complete answer to the problem of the pfaffian representation of
forms is given by the following.
Theorem 4.1. Let A = (aij) be a 4 × 4 symmetric homogeneous matrix of
non-negative integers. Let d = tr(A)/2. Then a general form of degree d in
EXPRESSING FORMS AS A SUM OF PFAFFIANS 53
C[x1, . . . , x4] is the sum of two pfaffians of skew-symmetric matrices, whose
degree matrix is A.
Proof. Let M = (Mij) be a general 4×4 skew-symmetric matrix of forms, with
∂M = A. If F is the pfaffian ofM , then Proposition 2.2 tells us that the tangent
space at F of the variety V (of forms which are pfaffians of matrices with
degree matrix A) is generated by the 2× 2 submaximal pfaffians of M . These
pfaffians correspond to the six entries M12,M13,M14,M23,M24,M34, thus they
are six general forms, of degrees (respectively) a12, a13, a14, a23, a24, a34, The
homogeneity of A implies that
a12 + a34 = a13 + a24 = a14 + a23
Thus, after Remark 2.3, the claim follows if we prove that 12 general forms, of
degrees respectively
a12, a13, a14, a23, a24, a34, a12, a13, a14, a23, a24, a34
generate the polynomial ring C[x1, . . . , x4] in degree a12 + a34 = tr(A)/2.
On the other hand, it is a consequence of Theorem 2.9 of [6] that already
8 general forms of degrees respectively a, b, c, e, a, b, c, e, with a + e = b + c,
generate C[x1, . . . , x4] in degree a + e. The claim thus follows by taking a =
a12, b = a13, c = a24, e = a34.
After Beauville’s work (see e.g. Theorem 2.1 of [5]), a form F is the pfaffian
of a matrix with degree matrix A if and only if the surface F contains a complete
intersection set of points, of type a12, a13, a14.
Thus we just proved that:
Corollary 4.2. For any choice of numbers d, a, b, c with d > a, b, c, a general
form of degree d is the sum of two forms F1, F2 corresponding to two surfaces,
both containing a complete intersection set of points of type a, b, c.
Compare this statement with the results of [4].
Remark 4.3. We derived our statement from Theorem 2.9 of [6], which geo-
metrically proves that for any d, a, b with a, b < d a general form of degree d is
the sum of two forms F1, F2 corresponding to two surfaces, both containing a
complete intersection curve of type a, b.
From this point of view, a geometric reading of the proof of Theorem 4.1
seems straightforward.
5. General quaternary forms as sum of pfaffians
In this section, we want to extend the results for quaternary forms and general
degree matrices.
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Through the section, let we denote with R = C[x, y, z, t] the polynomial
ring in four variables and with R￿ the quotient of R by a general linear form
(i.e. R￿ is isomorphic to a polynomial ring in three variables).
We will need two results, derived directly from the previous sections.
Lemma 5.1. Let G be a general skew-symmetric 2k × 2k matrix of linear qua-
ternary forms. Call I the ideal generated by the submaximal (2k−2)× (2k−2)
pfaffians of G.
Then the multiplication by a general linear form L determines a surjection
(R/I)d−1 → (R/I)d for all d ≥ k.
Proof. Let I be the ideal generated by the submaximal pfaffians of G and let
L be a general linear form. Consider the exact sequence
(R/I)d−1
L−→ (R/I)d → (R/(I, L))d → 0.
By Theorem 3.1 and Remark 2.3, the module on the right side is 0, when
d ≥ k − 1. The claim follows.
Just with the same procedure, but using Proposition 3.3 instead of Theo-
rem 3.1, we get the following.
Lemma 5.2. Let Let A = (aij) be a non-negative ordered symmetric homoge-
neous integer matrix of odd size (2k−1)× (2k−1), k > 1. For a general choice
of k matrices of quaternary forms G1, . . . , Gk with ∂Gi = A, call I the ideal
generated by the submaximal pfaffians of all the Gi’s. Then the multiplication
by a general linear form L determines a surjection (R/I)d−1 → (R/I)d for all
d ≥ (a11 + tr(A))/2.
We consider first the case of matrices of linear forms.
Theorem 5.3. For a general choice of k matrices of linear forms H1, . . . , Hk
of size 2k × 2k, the submaximal pfaffians of the Hi’s generate an ideal which
coincides with the polynomial ring R in all degrees d ≥ k.
Proof. Use induction on k. The case k = 2 holds trivially since the submaximal
pfaffians correspond to the choice of six general linear forms.
In the general case, by induction, all forms of degree k− 1 in four variables
sit in the ideal I ￿ generated by the submaximal pfaffians of k− 1 general skew-
symmetric matrices of linear forms G1, . . . , Gk−1, of size (2k − 2) × (2k − 2).
Choose one general 2k × 2k skew-symmetric matrix of linear forms M . By
Lemma 5.1, if I is the ideal generated by the submaximal pfaffians of M ,
then the multiplication by a general linear form L determines a surjection
(R/I)d−1 → (R/I)d for all d ≥ k.
Let H1, . . . , Hk−1 be the matrices obtained by the Gi’s by adding the two
rows (0 L 0 . . . 0) and (−L 0 0 . . . 0) and the corresponding columns. Then
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the non-zero submaximal pfaffians of the Hi’s are the submaximal pfaffians
of the Gi’s multiplied by L. Thus the submaximal pfaffians of the matrices
H1, . . . , Hk−1,M generate an ideal which contains I + LI ￿, hence it coincides
with R in degree d ≥ k. The claim follows.
Theorem 5.4. Fix a 2k×2k symmetric homogeneous matrix A of non-negative
integers. Then for a general choice of k matrices of forms G1, . . . , Gk with
∂Gi = A for all i, the submaximal pfaffians of the Gi’s generate an ideal which
coincides with the polynomial ring R in degree d ≥ tr(A)/2.
Proof. We may assume k ≥ 2, the case k = 1 being trivial. We make induction
on the trace of A.
After Remark 2.4, we know that the entries in the diagonal of the matrix A
are either all even or all odd. In the first case, we use as basis for the induction
the null matrix A (for which the claim is obvious). In the latter case we use a
matrix with all entries equal to 1 (for which the claim follows by Theorem 5.3).
In the inductive step, let A be ordered and call B the matrix obtained by A
by subtracting 1 from the first row and the first column (thus subtracting 2 from
the upper-left element, so that tr(B) = tr(A) − 2). As the theorem holds for
B, for a general choice of skew-symmetric matrices G1, . . . , Gk with ∂Gi = B,
the ideal I generated by the submaximal pfaffians of the Gi’s coincides with
the ring R in degree d ≥ tr(A)/2− 1.
Let G￿i be the matrix obtained from Gi by erasing the first row and column
and call I0 the ideal generated by the (2k − 2) × (2k − 2) pfaffians of all the
G￿i’s. The degree matrix A￿ = (a￿ij) of the G￿i’s is the matrix obtained from A
by cancelling the first row and column. Since A is ordered, we have tr(A) ≥
a￿11 + tr(A￿). Thus, by Lemma 5.2 the multiplication by a general linear form
L determines a surjection (R/I0)d−1 → (R/I0)d, for d ≥ tr(A￿) + a￿11), hence
also for d ≥ tr(A).
Let Hi be the matrix obtained from Gi by multiplying the first row and
column by a general linear form L. Then ∂Hi = A and the ideal I ￿ generated
by the submaximal pfaffians of the Hi’s contains both I0 and LI.
The claim follows.
From Remark 2.3 it follows soon our main result.
Theorem 5.5. Fix a 2k×2k symmetric homogeneous matrix A of non-negative
integers, with trace 2d. Then a general form F of degree d in four variables
is the sum of the pfaffians of k skew-symmetric matrices of forms, with degree
matrix A.
In other words, we obtain s(A) ≤ k.
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6. Sharpness
It is very reasonable to ask how far is the bound for s(A) given in Theorem 5.5
to be sharp.
This can be answered by computing the dimension of the (projective) variety
V of forms which are the pfaffian of a single skew-symmetric matrix G.
Remark 6.1. When A is 4 × 4, then the bound s(A) = 2 is sharp for most
values of the entries of A, as explained in [4].
As the size 2k of A grows, however, the given bound is probably no longer
sharp.
For instance, when all the entries of A are 1’s (so we deal with skew-
symmetric matrices of linear forms), then formula 3.6 and the exact sequence
3.1 of [5] show that dimV = 4k2 + o(k). So one expects, at least for k ￿ 0,
that the s-secant variety of V fills the space of all forms of degree k as soon as
s ≥ k/24 + o(k). In other words, we can state the following.
Conjecture 6.2. A general form of degree k ￿ 0 can be expressed as a sum
of s pfaffians of skew-symmetric 2k × 2k matrices of linear forms, for
s =
k
24
+ o(k).
Notice that our bound s = k is already linear in k, but with a larger
coefficient.
The same phenomenon is expected to occur for other types of homogeneous
symmetric matrices A of large size.
For instance, if all the entries of A are equal to a constant b ￿ k, then
formula 3.6 and the exact sequence 3.1 of [5] tell us that dim(V ) = k2b3/3+o(b).
Thus the expected value s(A) such that the s(A)-secant variety of V fills the
space of forms of degree kb is s(A) = k/2+ o(k), which is (asymptotically) 1/2
of our bound.
We hope that a refinement of our method will provide, in a future, advances
towards sharper bounds for s(A).
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Abstract. We consider the parametrization (f0, f1, f2) of a plane
rational curve C, and we want to relate the splitting type of C (i.e.
the second Betti numbers of the ideal (f0, f1, f2) ⊂ K[P1]) with the
singularities of the associated Poncelet surface in P3. We are able of
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S ⊂ P3 is singular then it is associated with a curve C which possesses
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1. Introduction
We work over an algebraically closed ground field K. We are interested in
algebraic immersions f : P1 → P2, thus f = (f0, f1, f2) is a projective morphism
that is generically injective and generically smooth over its image. The fact
that f need not be everywhere injective or smooth means that the image f(P1)
may have singularities. It is well-known that any vector bundle on P1 splits
as a direct sum of line bundles (see [2, 7]). The determination of the splitting
type of the pull back f∗TP2 (or, which is equivalent, of f∗ΩP2(1)) is a very
investigated problem. If f∗ΩP2(1) is isomorphic to OP1(−a) ⊕ OP1(−b), then
we call (a, b) the splitting type of C = f(P1). It is easy to see that a+ b = n,
where n is the degree of C.
The numbers (a, b) also give the graded Betti numbers in the minimal free
resolution of the parameterization ideal (f0, f1, f2) ⊂ K[s, t] (e.g. see [6]).
The question arises as to what splitting types can occur. The multiplicities
of the singularities of C heavily influence the splitting type. For example, if C
has a point of multiplicity m, then results of Ascenzi [1] show that
min(m,n−m) ≤ a ≤ min
￿
n−m,
￿n
2
￿￿
; (1)
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see also [6]. These bounds are tightest when we use the largest possible value
for m; i.e., when m is the multiplicity of a point of C of maximum multiplicity.
If 2m+1 ≥ n, it follows from these bounds that a = min(m,n−m) and hence
b = max(m,n−m). So we give the following definition.
Definition 1.1. A rational projective plane curve C is Ascenzi if it has a point
of multiplicity m, with 2m+ 1 ≥ n.
For example, it is easy to see that for each n ≥ 3 there is a rational projective
plane curve C of degree n with exactly one singular point of multiplicity n− 1;
hence C is Ascenzi, and its splitting type is (1, n− 1).
In [8] the authors introduce the Poncelet variety associated with the param-
eterization of a rational curve in Pk. Their Theorem 3.9 gives in particular for
k = 2, that for the general C with splitting type (1, n− 1) the Poncelet surface
is singular with a special configuration of points and lines.
We are interested in understanding the relation between the singularities of
the curve C and the splitting type, with a particular regard to understanding
when the multiplicities of the singularities determine the splitting type. As
we already mentioned, this is well known in the Ascenzi case, while the non-
Ascenzi cases are more difficult to handle (e.g. see [3], [4] and [5]). We would
like to understand if the Poncelet surface is a good tool for this purpose.
In this paper, as a first step in this direction, we give a generalization for
plane curves of the result in [8] cited above (see Proposition 3.1). As a corollary,
we get that if C is an Ascenzi curve with splitting type (m, d −m), then the
corresponding Poncelet surface has a particular configuration of
￿m
3
￿
singular
points. Finally in Theorem 3.3 we show that if the Poncelet surface S ⊂ P3 is
singular then it is associated with a curve C which possesses at least a point
of multiplicity ≥ 3.
2. Preliminaries
Since we want to study linear systems ￿f0, f1, f2￿ ⊂ K[s, t]n, i.e. g2n’s on P1
that give a projective immersion f : P1 → P2, whose image is a rational curve
C ∈ P2, we will follow the ideas in [8] by considering the following construction
of Schwarzenberger Bundles.
Let Cn = νn(P1) ⊂ Pn be the rational normal curve in Pn; then consider
the space P(K[s, t]3) ∼= P3; every point in this space corresponds (modulo
proportionality) to a polynomial of degree 3, and its roots give three points
(counted with multiplicity) in P1, hence one of the 3-secant planes in the third
secant variety
σ3(Cn) =
￿
P1,P2,P3∈Cn
￿P1, P2, P3￿ ⊂ Pn.
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If we consider coordinates x0, . . . , x3 in P3 and zi+j in Pn, with xi = sit3−i
and zi+j = si+jtn−i−j , i = 0, . . . , 3, j = 0, . . . , n − 3, then the variety σ3(Cn)
can be viewed in the following way: consider the incidence variety of secant
planes and points Y ⊂ P3 × Pn defined by the equations
3￿
i=0
xizi+j = 0, j = 0, . . . , n− 3. (2)
We have that the (n− 2)× (n+1) matrix of coefficients of (2) in the zi+j ’s
is:
A =

x0 x1 x2 x3 0 0 · · · 0
0 x0 x1 x2 x3 0 · · · 0
...
0 0 · · · 0 x0 x1 x2 x3
 ,
while the 4× (n− 2) matrix of coefficients of (2) in the xi’s is
M =

z0 z1 z2 z3 · · · · · · zn−3
z1 z2 z3 z4 · · · · · · zn−2
z2 z3 z4 · · · · · · · · · zn−1
z3 z4 · · · · · · · · · zn−1 zn
 . (3)
Then if we consider the two projections p1 : Y → P3 and p2 : Y → Pn,
we get that p1 gives a projective bundle structure on P3, with fibers P2’s (this
is a Schwarzenberger Bundle); while p2(Y ) = σ3(Cn) and p2 is a desingu-
larization of σ3(Cn). Notice that the fibers of p2 have dim p
−1
2 (p) = i when
p ∈ σ3−i(Cn)\σ2−i(Cn), i = 0, 1, 2, e.g. see [8].
Moreover, ∀P ∈ P3, we have that p2(p−11 (P )) is a trisecant plane of Cn ⊂
Pn, thus showing as P3 parameterizes the 3-secant planes of σ3(Cn).
Now let us consider ￿f0, f1, f2￿ ⊂ K[s, t]n, with fk = ak0sn + ak1sn−1t +
· · · + akntn, k = 0, 1, 2; when we associate our coordinates zi with sn−iti, we
can associate to ￿f0, f1, f2￿ an (n− 3)-dimensional subspace Π ⊂ Pn, given by
the equations
fk(z) = ak0z0 + ak1z1 + · · ·+ aknzn = 0, k = 0, 1, 2. (4)
Actually it is not hard to check that the projection of Cn from Π on the
plane Π⊥ ⊂ Pn is exactly C, i.e. the image of f : P1 → Π⊥.
If we consider the equations (4) in P3 × Pn, we get a scheme Π˜ = p−12 (Π)
and the intersection scheme Y ￿ = Y ∩ Π˜ which is a surface (dimY = 5);
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p1(Y ￿) = S ⊂ P3 is the so-called Poncelet variety (surface) associated with
￿f0, f1, f2￿.
The equation of S is given by the determinant of the (n+1)×(n+1) matrix:
A￿ =

x0 x1 x2 x3 0 0 · · · 0
0 x0 x1 x2 x3 0 · · · 0
...
0 0 · · · 0 x0 x1 x2 x3
a00 a01 a02 a03 · · · · · · a0n−1 a0n
a10 a11 a12 a13 · · · · · · a1n−1 a1n
a20 a21 a22 a23 · · · · · · a2n−1 a2n

.
Hence we have degS = n− 2.
Since the singularities of C depend on the position of Π with respect to
σ3(Cn), we would like to find a way to connect this data to the splitting type
of C.
3. The singularities of the Poncelet surface
Proposition 3.1. Every ordinary singular point on C of multiplicity m ≥ 3
gives
￿m
3
￿
singular points in the Poncelet surface S which are the vertices of a
configuration given by
￿m
2
￿
lines contained in S, each of them with m−2 of the
points on it.
Proof. In fact let P ∈ C be an ordinary singular point of multiplicity m ≥ 3;
P is the projection of m simple points P1, . . . , Pm ∈ Cn (from Π), which come
together on C. This can happen if Π intersects the m-secant space Hm de-
fined by the Pi’s along a subspace H ￿m = Hm ∩ Π, with dimH ￿m = m − 2, so
that the (n − 2)-spaces ￿Π, P1￿, . . . , ￿Π, Pm￿ are the same. We will have that
H ￿m ∩ Cn ⊂ Π ∩ Cn = ∅, otherwise f0, f1, f2 would have a common factor.
Let Pi, Pj , Pk be any three among them points, let πijk be the plane defined
by them and let rPi,Pj be the line through Pi and Pj . We have that πijk ∩ Π
is a line L. If we consider the three points P ￿i = L ∩ rPjPk , P ￿j = L ∩ rPiPk ,
P ￿k = L ∩ rPiPj , we have that the back image of each of them on Y ￿ is a line.
In fact its coordinates in the zi+j make the matrix M defined in (3) to have
rank 2 (because each point is on σ2(Cn)), hence it yields a line given by the
solution of the system (2). So p1(p
−1
2 (πijk)) is given by three lines through a
common point (the point parameterizing πijk) in S. Note that these three lines
cannot be coplanar, otherwise the coefficients in M of one of them would be a
linear combination of those in the other two of them, hence the points Pi, Pj , Pk
would be collinear, which is impossible. So the three lines are independent and
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they intersect in a point Pijk which is singular for S. The points Pijk and the
lines given in this construction give the required configuration.
This proposition gives (for plane curves) a generalization of Theorem 3.9
in [8].
Corollary 3.2. Let C be an Ascenzi curve of degree n with a point of multi-
plicity m, with n ≤ 2m + 1; then the corresponding Poncelet surface S has a
configuration of
￿m
3
￿
singular points as described in Proposition 3.1.
Now we want to check that actually the singularities on the Poncelet surfaces
are only the ones forced by the singularities of C of multiplicity at least 3.
Theorem 3.3. If the Poncelet surface S ⊂ P3 is singular then it is associated
with a curve C which possesses at least a point of multiplicity ≥ 3.
Proof. Consider the variety Y ⊂ P3 × Pn defined by the equation (2) and the
scheme Y ￿ = Y ∩ Π˜ where Π˜ = p−12 (Π) with Π = ￿f0, f1, f2￿. The Poncelet
surface is S = p1(Y ￿) ⊂ P3.
Let P ∈ S be a point, and YP = p−11 (P ) ￿ P2. Observe that the intersection
YP ∩ Π˜ is a linear space, so that generically it is a point (the map p1|Y ￿ is
generically 1:1), and the only way to get P singular is that YP ∩ Π˜ is a line L.
Therefore p2(L) ⊂ Pn is again a line contained in Π∩ p2(YP ); the plane p2(YP )
is 3-secant to Cn. Therefore the projection of Cn from Π to C gets a singular
point of multiplicity at least 3.
Example 3.4. Consider the quartic curve C ⊂ P2 given by the equation y4 −
x3z + 4xy2z + 2x2z2 − xz3 = 0, with the following parameterization: x = s
4
y = −s3t+ st3
z = t4
.
The associated Poncelet surface S ⊂ P3 has equation x21−x0x2−x22+x1x3 = 0.
It is easy to check that C has only 3 double points and that S is smooth.
Example 3.5. Let C ⊂ P2 be xz3 − y4 = 0. This is a rational quartic curve
with a triple (non ordinary) point in [1, 0, 0]. We take the following parameter-
ization:  x = s
4
y = st3
z = t4
.
It is easy to check that the associated Poncelet surface S ⊂ P3 is the quadric
cone given by the equation x21 − x0x2 = 0, singular in the vertex [0, 0, 0, 1].
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1. Introduction.
We work over an algebraically closed field of characteristic zero. Let E be a
rank two vector bundle on P3. The Buchsbaum index of E is b(E) := min {k |
mk.H1∗ (E) = 0} (in the literature one often says that E is ”k-Buchsbaum”).
By Horrock’s theorem b(E) = 0 if and only if E is the direct sum of two line
bundles. Then we have (see [8]):
Theorem 1.1. Let E be a normalized rank two vector bundle on P3.
(1) If b(E) = 1, then E is a null-correlation bundle.
(2) If b(E) = 2, then E is stable with c1 = 0, c2 = 2 (an instanton with c2 = 2).
This classification is quite simple. However since every bundle is k-Buchsbaum
for some k it is clear that soon or later we will reach a point where the classifica-
tion will be intractable. Since there were some echoes on Buchsbaum bundles
during the conference we were curious to see if it was possible to push the
classification a little bit further. Our result is as follows:
Theorem 1.2. Let E be a rank two vector bundle on P3 with b(E) = 3. Then
E is stable and:
(i) if c1(E) = 0, E is an instanton with 3 ≤ c2(E) ≤ 5. Moreover for any
3 ≤ c2 ≤ 5, there exists an instanton, E, with c2(E) = c2 and b(E) = 3;
(ii) if c1(E) = −1, then c2 = 2. Every stable bundle E with c1 = −1, c2 = 2
has b(E) = 3.
66 PH. ELLIA AND L. GRUSON
This answers a conjecture made in [16]. The main tools we use are a restric-
tion theorem (Theorem 2.3) to control h0(EH(1)) in the stable case, some gen-
eral properties (see Proposition 2.4) and a careful study of the minimal monad
of Horrocks build from the minimal free resolution of the module H1∗ (E).
In particular in Section 5 we investigate the minimal monad of ”negative
instantons” (a negative instanton is a stable bundle E with c1(E) = −1 and
h1(E(−2)) = 0). Contrary to what happens in the case of ”positive” instantons
(c1 = 0) theH1∗ module is not necessarily generated by its elements of degree -1,
some generators of degree zero may occur. If c denotes the number of generators
of degree zero, it is easy to show that c ≤ c2/2. In fact in a forthcoming paper
([6]) we prove:
Theorem 1.3. Let E be a negative instanton with c2 ≥ 2. Then c ≤ c2/2− 1.
Moreover if c = c2/2 − 1, then h0(E(1)) = 1. Finally for every c2 ≥ 2 there
exists a negative instanton with c = c2/2− 1.
However to prove Theorem 1.2, we need this result just for c2 ≤ 6. So to
keep this paper self-contained we will prove this particular case with an ad-hoc
argument (see Proposition 5.2, Corollary 5.8).
To conclude let us make this curious remark: every vector bundle E, with
1 ≤ b(E) ≤ 3 is an instanton (positive or negative).
2. Generalities.
A first bound on the Buchsbaum index of E is given by the diameter of H1∗ (E):
Definition 2.1. The diameter of the indecomposable rank two vector bundle
E is d(E) := c − c￿ + 1, where c = max{k | h1(E(k)) ￿= 0}, c￿ = min{k |
h1(E(k)) ￿= 0}.
We have (see [3]):
Theorem 2.2. Let E be a rank two vector bundle on P3, then H1∗ (E) is con-
nected (i.e. if h1(E(k)) = 0 for some k > c￿, then h1(E(m)) = 0 for m ≥ k).
It follows that the diameter counts the number of non-zero (successive)
pieces in the module H1∗ (E) and that b(E) ≤ d(E).
The following result, which may be considered as a complement to Barth’s
restriction theorem, will play an important role:
Theorem 2.3. Let E be a stable, normalized, rank two vector on P3 with c2 ≥ 4.
If H is a general plane then: h0(EH(1)) ≤ 2 + c1. In particular h0(E(1)) ≤
2 + c1.
Proof. See [7].
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Here we collect some general properties:
Proposition 2.4. Let E be a normalized, rank two vector bundle on P3.
1. Assume all the minimal generators of H1∗ (E) are concentrated in one and
the same degree (i.e. H1(E(c￿)) generates H1∗ (E)). Then d(E) = b(E).
2. Let α be the greatest degree of a minimal generator of H1∗ (E). Then
h1(E(n)) = 0, if n ≥ α+ b(E).
3. If E is stable, then h1(E(−k)) = 0 for k ≥ b := b(E). Moreover
h1(E(−b+1)) ≤ h0(EH(1)); if c2 ≥ 4 then: h1(E(−b+1)) ≤ h0(EH(1)) ≤
2 + c1 (H a general plane).
4. If E is stable with c1 = −1, c2 ≥ 4 and if b(E) ≥ 3, then h1(E(−b+1)) =
0.
Proof. (1) Assume H1(E(k)) generates H1∗ (E), then c￿ = k. The natural map
H1(E(k)) ⊗ Sc−k(V ) → H1(E(c)) is surjective and non-zero. It follows that
b(E) = c− c￿ + 1 = d(E).
(2) We have the minimal free resolution: ... → ￿S(−ai) ⊕ k.S(−α) →
H1∗ (E)→ 0, where ai < α. Twisting by α+ b and using the fact that mb.ξ = 0
for any generator ξ, we get H1(E(α+ b)) = 0. We conclude with Theorem 2.2.
(3) It is enough to show h1(E(−b)) = 0 (b = b(E)). Since h0(EH) = 0 by
Barth’s theorem if H is a general plane, we have an injection H1(E(−b)) .H
b
￿→
H1(E). Since .Hb = 0, h1(E(−b)) = 0.
In the same way we have an injection H1(E(−b+1)) .H
b−1
￿→ H1(E). Compos-
ing withH1(E) .H→ H1(E(1)) we must get zero, so the image ofH1(E(−b+1)) in
H1(E) is contained in the kernel KH of H1(E)
.H→ H1(E(1)). Since H0(EH(1))
surjects KH we get h0(EH(1)) ≥ h1(E(−b + 1)). We conclude with Theo-
rem 2.3.
(4) If h1(E(−b + 1)) ￿= 0, by (3) h1(E(−b + 1)) = 1. Let L be a general line.
By combining 0→ IL → O → OL → 0 and 0→ O(−2)→ 2.O(−1)→ IL → 0
twisted by E(−b+ 2) we get:
0
↓
0 → E(−b) → 2.E(−b+ 1) → IL ⊗ E(−b+ 2) → 0
↓
E(−b+ 2)
↓
EL(−b+ 2)
↓
0
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Taking cohomology, since h1(E(−b)) = 0 and h0(EL(−b + 2)) = 0 (indeed
EL(−b+2) ￿ OL(−b+2)⊕OL(−b+1)), we get 2.H1(E(−b+1)) ￿→ H1(E(−b+
2)). It follows that the map H1(E(−b+1))⊗V → H1(E(−b+2)) has an image,
W , of dimension at least two. Now we have an injective map H1(E(−b +
2))
.Hb−2
￿→ H1(E). So W ￿ := .Hb−2(W ) ⊂ H1(E) has dimension at least two.
Since W ￿ has to be contained in the kernel, KH , of H1(E)
.H→ H1(E(1)) and
since h0(EH(1)) ≥ dim(KH), we get a contradiction (see (3)).
We recall the following fact (see for instance [13] Prop. 3.1, this is stated
for c1 = 0 but works also for c1 = −1):
Lemma 2.5. Let E be a stable, normalized, rank two vector bundle on P3. Let
{ki} be its spectrum. Set k+ = max {ki}. Then H1∗ (E) is generated in degrees
≤ k+ − c1 − 1.
Let ρ(k) denote the number of minimal generators of H1∗ (E) in degree k, then:
ρ(−1− j) ≤ s(j)− 1, for 0 ≤ j ≤ k+ (here s(j) = # {j | ki = j}.
Finally let us recall Horrock’s construction of the ”minimal monad” for a
rank two vector bundle E on P3 with −1 ≤ c1 ≤ 0. Let
· · ·→ L2 → L1 → L0 → H1∗ (E)→ 0
be the minimal free resolution. Then L1 ￿ L∗1(c1), L2 has a direct summand
isomorphic to L∗0(c1) which induces a minimal monad
L˜∗0(c1) ￿→ L˜1 ￿ L˜0
whose cohomology is E. Furthermore rk(L1) = 2rk(L0) + 2. See for instance
[15], [4], [13].
3. Unstable bundles.
First of all let us recall the following useful fact:
Lemma 3.1. Let E be a rank two vector bundle on P3 with c1(E) = c1. Assume
E has a section vanishing in codimension two. If h0(EH(−c1+1)) ￿= 0 for H a
general plane, then E is the direct sum of two line bundles.
Proof. We have an exact sequence: 0→ O → E → IX(c1)→ 0, where X ⊂ P3
is a curve. The assumption implies h0(IX∩H(1)) ￿= 0, for H a general plane.
By a result of Strano ([17]) this implies (ch(k) = 0) that X is a plane curve.
So H1∗ (E) = 0 and E is decomposed.
Remark 3.2. The assumption ch(k) = 0 is necessary, see [11].
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From now on E will denote a normalized, unstable rank two vector bundle.
hence h0(E(−r)) ￿= 0 for some r ≥ 0 and we will assume that −r is the least
twist having a section.
Lemma 3.3. With notations as above, if b(E) = b, then h1(E(r−b+1−c1)) = 0.
Moreover: −2b+ 2r + 6− c1 ≤ 0.
Proof. By assumption we have:
0→ O → E(−r)→ IC(−2r + c1)→ 0
where C is a curve with ωC(4 + 2r − c1) ￿ OC . In particular: 1 − pa(C) =
d(4 + 2r − c1)/2 (∗), where d = deg(C).
We may assume h0(IC(1)) = 0 (otherwise E is decomposed). It follows that
h0(E(k)) = h0(O(k + r)) if k ≤ r − c1 + 1. We may assume h0(IC∩H(1)) = 0
if H is a general plane (Lemma 3.1). Hence h0(EH(k)) = h0(OH(k + r)) if
k ≤ r − c1 + 1. This shows that:
0→ E(k − 1)→ E(k)→ EH(k)→ 0
induces an exact sequence on global sections if k ≤ r−c1+1. SoH1(E(k−1)) .H￿→
H1(E(k)) if k ≤ r− c1 + 1. Then H1(E(r− b− c1 + 1)) .H
b
￿→ H1(E(r+ 1− c1))
is injective. Since .Hb ≡ 0, h1(E(r − b− c1 + 1)) = 0.
If b ≥ 2 it follows that h1(IC(−b+1)) = 0 = h0(OC(−b+1)). This implies
χ(OC(−b + 1)) ≤ 0. Since χ(OC(−b + 1)) = d(−b + 1) − pa(C) + 1, from (∗)
we get: −2b+ 2r − c1 + 6 ≤ 0.
If b = 1, h0(OC) = 1, pa(C) ≥ 0. From (∗): d(4 + 2r − c1) ≤ 2. If d ≥ 3,
then 4 + 2r − c1 ≤ 0 as wanted. The case d ≤ 2 are impossible, indeed since
h0(IC(1)) = 0, we must have d = 2 and pa(C) < 0.
This gives us the complete classification when b ≤ 3:
Proposition 3.4. There is no unstable rank two vector bundle E with 1 ≤
b(E) ≤ 3.
Proof. From −2b+2r+6− c1 ≤ 0 (Lemma 3.3), since r ≥ 0 and −1 ≤ c1 ≤ 0,
we see that if b ≤ 3 the only possibility is b = 3, c1 = r = 0. So E is properly
semi-stable, with h1(E(−2)) = 0 (Lemma 3.3). By Serre’s duality we have
h2(E(k)) = 0 if k ≥ −2. Also EL ￿ 2.OL for a general line. Combining the
exact sequences: 0→ E(m)⊗IL → E(m)→ EL(m)→ 0 and 0→ E(m−2)→
2.E(m − 1) → E(m) ⊗ IL → 0, we see that 2.H1(E(m − 1)) → H1(E(m)) is
surjective for m ≥ 0. Hence H1∗ (E) is generated by H1(E(−1)). It follows
(Proposition 2.4) that d(E) = b(E). If b(E) = 3, then h1(E(2)) = 0. Finally
we get χ(E(2)) = h0(E(2)) = 20 − 4c2. Since h0(E(2)) ≥ h0(O(2)) = 10, we
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get c2 ≤ 2. So the section of E vanishes along a curve of degree two with
ωC(4) = OC . So C is a double line of arithmetic genus -3. But the Hartshorn
e-Rao module of such a curve has diameter 5.
4. Stable bundles with c1 = 0 and b = 3.
Let E be a stable bundle with c1 = 0 and b(E) = 3. By Proposition 2.4,
h1(E(−3)) = 0 and h1(E(−2)) ≤ 2. We will distinguish two cases: (a)
h1(E(−2)) > 0, (b) h1(E(−2)) = 0.
4.1. Stable bundles with c1 = 0, b = 3 and h1(E(−2)) > 0.
We first observe that by the properties of the spectrum ([10], 7.1, 7.2, 7.5) the
spectrum of E is of the form {−1u, 0c2−2u, 1u}, where u := h1(E(−2)) ≤ 2. It
follows (Lemma 2.5) that H1∗ (E) is generated in degrees ≤ 0 and h1(E(3)) = 0
(Proposition 2.4).
Lemma 4.1. Let E be a stable rank two vector bundle with c1 = 0 and b(E) = 3.
Then c2(E) ≤ 8 and if H1∗ (E) is generated in degrees ≤ −1, c2(E) ≤ 5.
Proof. As already said h1(E(3)) = 0. This implies χ(E(3)) = 40 − 5c2 ≥ 0,
hence c2 ≤ 8. If H1∗ (E) is generated in degrees ≤ −1, by Proposition 2.4, we
have h1(E(2)) = 0, this implies χ(E(2)) = 20− 4c2 ≥ 0, hence c2 ≤ 5.
The following is well known ([5]) but for the convenience of the reader we
include a proof:
Lemma 4.2. Let E be a stable rank two vector bundle with c1 = 0 and spectrum
{−1, 0c2−2, 1}. Then H1∗ (E) is generated in degrees ≤ −1. More precisely:
(i) If the natural map µ : H1(E(−2))⊗V → H1(E(−1)) is injective the minimal
monad has the following shape:
(c2 − 4).O(−1)⊕O(−2) ￿→ (2c2 − 4).O → (c2 − 4).O(1)⊕O(2)
(ii) If µ is not injective it has rank three and the minimal monad is:
(c2−3).O(−1)⊕O(−2) ￿→ O(−1)⊕ (2c2−4).O⊕O(1)→ (c2−3).O(1)⊕O(2)
Proof. (i) We know that M := H1∗ (E) is generated in degrees ≤ 0. If µ is
injective there are c2 − 4 generators of degree -1 and no relations in degree
one. Since L1 ￿ L∗1, by minimality L1 = α.S and we have: · · · → α.S →
a.S ⊕ (c2 − 4).S(1)⊕ S(2)→M → 0. By minimality a = 0 and the conclusion
follows.
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(ii) By Lemma 2.5, M has at most c2−3 generators of degree -1, so µ has rank
≥ 3. If the rank is three there is one relation of degree one and we have:
· · ·→ S(−1)⊕ α.S ⊕ S(1)→ a.S ⊕ (c2 − 3).S(1)⊕ S(2)→M → 0
The induced minimal monad is:
O(−2)⊕ (c2 − 3).O(−1)⊕ a.O ￿→ O(−1)⊕ α.O ⊕O(1)
Since this is a minimal injective morphism of vector bundles we get a = 0 and
the conclusion follows.
Lemma 4.3. Let E be a stable rank two vector bundle with c1 = 0, b(E) = 3
and h1(E(−2)) ￿= 0. Then the spectrum of E is Sp(E) = {−12, 0c2−4, 12}.
Proof. We have to show that Sp(E) = {−1, 0c2−2, 1} is impossible. By Lem-
ma 4.2 and Lemma 4.1, c2 ≤ 5.
If we are in case (ii) of Lemma 4.2 there exists a special plane H0 such
that H1(E(−2)) mH0→ H1(E(−1)) is zero. It follows that h0(EH0(−1)) ￿= 0.
Since h0(EH(−2)) = 0, ∀H (because h1(E(−3)) = 0), the section of EH0(−1))
vanishes in codimension two: 0 → OH0 → EH0(−1) → IZ(−2) → 0. We have
deg(Z) = c2+1. Since h1(E(2)) = 0 (because b(E) = 3 and H1∗ (E) is generated
in degrees ≤ −1), we get: h1(EH0(2)) = 0 (because h2(E(1)) = 0). It follows
that h1(IZ(1)) = 0, which is absurd since c2 ≥ 3.
So we are necessarily in case (i) of Lemma 4.2, hence c2 ≥ 4. If c2 = 4,
then H1∗ (E) = (S/I)(2), where I is a complete intersection of type (2, 2, 2, 2).
It follows that d(E) = b(E) = 5.
Assume c2 = 5. The map
￿
S2V ⊗ ￿ξ￿￿⊕ (V ⊗ ￿α￿)→ H1(E) is surjective.
Since h1(E) = 8, we deduce that the map S2V ⊗￿ξ￿ → H1(E) has an image,W ,
of dimension ≥ 4. Since b(E) = 3, ifH is any planeH1(E) mH→ H1(E(1)) hasW
in its kernel, KH . Since h0(EH(1)) ≥ dim(KH), this contradicts Theorem 2.3.
Now we turn to the case Sp(E) = {−12, 0c2−4, 12} (observe that necessarily
c2 ≥ 5).
Lemma 4.4. Let E be a stable rank two vector bundle with c1 = 0 and Sp(E) =
{−12, 0c−4, 12} (c := c2 ≥ 5). Then the minimal free resolution of H1∗ (E) is:
· · ·→ (8− e).S(−1)⊕ (2c− 10).S ⊕ (8− e).S(1)
→ (c− e).S(1)⊕ 2.S(2)→ H1∗ (E)→ 0
where 5 ≤ e ≤ 8. In particular H1∗ (E) is generated in degrees ≤ −1.
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Proof. Since ρ(−1) ≤ s(0) − 1 = c − 5, the image of H1(E(−2)) ⊗ V →
H1(E(−1)) has dimension e ≥ 5. There are c− e generators of degree −1 and
exactly 8− e linear relations between the two generators of degree −2. Hence
the resolution has the following shape:
· · ·→
￿
S(bi)⊕ (8− e).S(1)→ a.S ⊕ (c− e).S(1)⊕ 2.S(2)→ H1∗ (E)→ 0
Since L1 =
￿
S(bi)⊕(8−e).S(1) satisfies L1 ￿ L∗1, we get L1 = (8−e).S(−1)⊕
α.S ⊕ (8 − e).S(1). Now the minimal monad provides a minimal injective
morphism of vector bundles: L∗0 ￿→ L1. It follows (by minimality) that a.O ￿→
(8 − e).O(1). The quotient is a vector bundle with H1∗ = 0 so it has to have
rank ≥ 3. This implies 8− e ≥ a+ 3. Since e ≥ 5 it follows that a = 0: there
is no generator of degree zero. So the resolution is:
· · ·→ (8− e).S(−1)⊕ α.S ⊕ (8− e).S(1)
→ (c− e).S(1)⊕ 2.S(2)→ H1∗ (E)→ 0
Since 2.rk(L0) + 2 = rk(L1), we get the result.
We are close to the end:
Corollary 4.5. Let E be a stable rank two vector bundle with c1 = 0. If
b(E) = 3, then E is an instanton with 3 ≤ c2(E) ≤ 5.
Proof. If h1(E(−2)) ￿= 0, by Lemma 4.3 the spectrum is {−12, 0c2−4, 12}. Ac-
cording to Lemma 4.4 if E has such a spectrum, H1∗ (E) is generated in de-
grees ≤ −1. By Lemma 4.1, c2 ≤ 5. So it remains to show that the case
Sp(E) = {−12, 0, 12} is impossible. By Lemma 2.5, H1∗ (E) is generated by
its degree -2 piece. Hence d(E) = b(E) (Proposition 2.4). If b(E) = 3, then
h1(E(1)) = 0 (Proposition 2.4). Since χ(E(1)) = −7, this is impossible.
4.2. Instanton bundles with b = 3.
We recall that an instanton is a stable rank two vector bundle, E, on P3 with
c1(E) = 0 and h1(E(−2)) = 0. Equivalently E is an instanton if it is stable
and its spectrum is {0c2}. As it is well known H1∗ (E) is generated by its degree
-1 piece, hence (Proposition 2.4) d(E) = b(E).
We recall an important result, due to Hartshorne-Hirschowitz ([12]):
Theorem 4.6. For every c2 ≥ 1 there exists an instanton bundle with Chern
classes c1 = 0, c2 and with natural cohomology (i.e. at most one of the four
groups Hi(E(k)), 0 ≤ i ≤ 3 is non-zero, ∀k ∈ Z).
Corollary 4.7. There exists an instanton bundle, E, with b(E) = 3 if and
only if c2(E) ∈ {3, 4, 5}.
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Proof. Since χ(E(2)) = 20− 4c2 is < 0 if c2 ≥ 6, we have h1(E(2)) ￿= 0, hence
d(E) ≥ 4. Since b(E) = d(E) for an instanton, we conclude that if b(E) = 3,
then c2(E) ≤ 5.
If E has natural cohomology h1(E(2)) = 0 ⇔ c2 ≤ 5. Moreover since
χ(E(1)) = 8 − 3c2, h1(E(1)) ￿= 0 if c2 ≥ 3. In conclusion, if E has natural
cohomology: d(E) = 3 ⇔ 3 ≤ c2 ≤ 5. Since in any case d(E) = b(E) for an
instanton, we conclude.
Gathering everything together:
Proposition 4.8. Let E be a stable rank two vector bundle with c1 = 0. If
b(E) = 3, then E is an instanton with 3 ≤ c2(E) ≤ 5. Moreover for any
3 ≤ c2 ≤ 5 there exists an instanton, E, with c2(E) = c2 and b(E) = 3.
5. Negative instanton bundles.
Let us start with a definition:
Definition 5.1. A negative instanton is a stable rank two vector bundle, E,
with c1(E) = −1 and h1(E(−2)) = 0.
Equivalently E is a negative instanton if it is stable with spectrum {−1 c22 , 0 c22 }.
Although there are some analogies with the case c1 = 0, the situation is quite
different. For instance if E is a negative instanton thenH1∗ (E) is not necessarily
generated by its elements of degree -1. All we can say is thatH1∗ (E) is generated
in degrees ≤ 0 (Lemma 2.5). We denote by c the number of minimal generators
of degree zero. Also we set n := c2/2. To conclude the proof of Theorem 1.2
we will need in the next section the following:
Proposition 5.2. Let E be a negative instanton with 4 ≤ c2 ≤ 6, then c ≤
c2/2− 1. Moreover if c2 = 4 and c = 1, then h0(E(1)) ￿= 0.
This is a particular case of the following result proved in [6]:
Theorem 5.3. Let E be a negative instanton with c−2 ≥ 2. Then c ≤ c2/2−1.
Moreover if c = c2/2 − 1, then h0(E(1)) = 1. Finally for every c2 ≥ 2 there
exists a negative instanton with c = c2/2− 1.
However to keep this paper self-contained we will proceed now to prove
Proposition 5.2 with an ad-hoc argument (completely different from the one
used in [6]), see Corollary 5.8.
Notice by the way that it is easy to get the bound c ≤ n: let L be a general
line. By combining 0 → IL → O → OL → 0, and 0 → O(−2) → 2.O(−1) →
IL → 0, twisted by E, we get 2.H1(E(−1)) j→ H1(E ⊗ IL) p→ H1(E). Now
j is injective and p is surjective with Ker(p) = H0(EL). We conclude with
Riemann-Roch.
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5.1. Negative instantons with small Chern classes.
let E be a negative instanton, we set n := c2/2 and denote by c the number
of minimal generators of H1∗ (E) of degree zero. We assume c > 0. We know
that c ≤ n. The minimal monad is:
n.O(−2)⊕ c.O(−1) ￿→ (c+n+1).O(−1)⊕ (c+n+1).O ￿ c.O⊕n.O(1) (1)
The display of the monad is:
0 0
↓ ↓
0→ c.O(−1)⊕ n.O(−2)→ N → E → 0
|| ↓ ↓
0→ c.O(−1)⊕ n.O(−2) β→ (c+ n+ 1).(O(−1)⊕O) → F → 0
↓ α ↓
c.O ⊕ n.O(1) = c.O ⊕ n.O(1)
↓ ↓
0 0
By minimality β induces:
c.O(−1) β˜￿→ (c+ n+ 1).O (2)
Also α induces:
(c+ n+ 1).O(−1) α˜￿ c.O (3)
The first main remark is:
Lemma 5.4. With notations as above, E := Coker (β˜) is locally free.
Proof. By dualizing the display of the monad and since E∗(−1) ￿ E we see
that (up to isomorphism) α∗(−1) = β and also α˜∗(−1) = β˜. Now we have an
exact sequence:
0→ A→ (c+ n+ 1).O(−1) α˜→ c.O → 0
where A is a vector bundle. By the above remark:
0→ c.O(−1) β˜→ (c+ n+ 1).O → E ￿ A∗ → 0
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The map α˜ yields the following commutative diagram:
0 0 0
↓ ↓ ↓
0 → K → (c+ n+ 1).O ψ→ n.O(1)
↓ ↓ ↓
0 → N → (c+ n+ 1).(O(−1)⊕O) α→ c.O ⊕ n.O(1) → 0
↓ λ ↓ ↓
0 → A → (c+ n+ 1).O(−1) α˜→ c.O → 0
↓ ↓
0 0
The map ψ need not be surjective. The snake lemma applied to the two
bottom row of the diagram shows that: Coker(λ) ￿ Coker(ψ). Let us define
J := Im(ψ).
Lemma 5.5. With notations as above:
(i) h0(K) = h0(N ) = h0(E) = 0
(ii) h0(K(1)) ≤ h0(N (1)) = c+ h0(E(1)) ≤ c+ 1
(iii) h0(K(1)) ≥ c.
Proof. The first two statements follow easily from the display of the monad and
the diagram above (taking into account that h0(E(1)) ≤ 1 by Theorem 2.3).
For (iii) consider the following diagram:
c.O(−1)￿ ￿
i
￿￿
K￿ ￿
￿￿
N ￿ ￿ j ￿￿
p
￿￿
(c+ n+ 1).(O(−1)⊕O)
π
￿￿￿￿
A ￿ ￿ s ￿￿ (c+ n+ 1).O(−1)
We have π ◦ j ◦ i = 0 by the monad. So s◦p◦ i = 0. Since s is injective p◦ i = 0
and c.O(−1) i￿→ N factors through K.
Corollary 5.6. With notations as above, if rk(J) = n, then c ≤ n − 1.
Moreover if c = n− 1, then h0(E(1)) = 1.
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Proof. By Lemma 5.5 we have a commutative diagram:
0 ￿￿ c.O(−1) ￿￿ K ￿￿￿ ￿
￿￿
J ￿￿￿ ￿
￿￿
0
0 ￿￿ c.O(−1) ￿￿ (c+ n+ 1).O ￿￿
￿￿￿￿
E ￿￿
￿￿￿￿
0
J J
Since rk(J) = n, we get rk(J ) = 1. By Lemma 5.4 E is locally free. Since
J is torsion free, J is reflexive. So J = O(a) and K = c.O(−1) ⊕ O(a).
From h0(K) = 0 (Lemma 5.5), we get a < 0. Now c1(J) = −c1(K) = c − a.
Since c1(J) ≤ n (because J ⊂ n.O(1)), we have c = c1(J) + a < n. Finally if
c = n− 1, the only possibility is c1(J) = n, a = −1. So h0(K(1)) = c+ 1 and
we conclude with Lemma 5.5.
Now we have the following simple lemma:
Lemma 5.7. Let F be a coherent sheaf of rank r on Pk, k ≥ 1, such that
F ⊂ n.OPk . Then h0(F(m)) ≤ r.h0(OPk(m)), for every m ∈ Z. Moreover if
there is equality for some m ≥ 0, then F = r.OPk .
Proof. We make a double induction on k,m. If k = 1, F =￿ri=1OP1(ai) with
ai ≤ 0 and the statement follows immediately. Assume the Lemma proved for
k − 1. Since F ⊂ n.OPk , h0(F(−1)) = 0. Let H be a general hyperplane. We
have FH ⊂ n.OH and an exact sequence 0→ F(m− 1)→ F(m)→ FH(m)→
0. We get h0(F) ≤ h0(FH) ≤ r. Then we conclude by induction on m,m ≥ 0.
If h0(F(m)) = r.h0(OPk(m)) for some m ≥ 0, then by descending induction
h0(F) = r. The evaluation map yields 0→ r.O → F → G → 0. The inclusion
r.O ￿→ n.O shows that G ￿→ (n − r).O. Since G has rank zero, it follows that
G = 0.
By considering F = r.OPk we see that the Lemma is sharp.
Now we turn back to P3 and the application we had in mind, i.e. the proof
of Proposition 5.2:
Corollary 5.8. (1) Let 0 → K → (n + c + 1).O → J → 0, be an exact
sequence with J ⊂ n.O(1). Assume h0(K(1)) ≤ c + 1, with 0 ≤ c ≤ n. If
n ≥ 2, then rk(J) ≥ 2. Moreover if 2 ≤ n ≤ 4, then c ≤ n− 1 or rk(J) = n.
(2) Let E be a negative instanton with 4 ≤ c2 ≤ 8, then c ≤ c2/2 − 1, where
c is the number of minimal generators of degree zero of H1∗ (E). Moreover if
c2 = 4 and c = 1, then h0(E(1)) = 1.
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Proof. (1) We have h0((n + c + 1).O(1)) ≤ h0K(1)) + h0(J(1)), hence 4(n +
c + 1) ≤ c + 1 + h0(J(1)). By Lemma 5.7: h0(J(1)) ≤ 10r, where r := rk(J).
It follows that 4n+ 3c+ 3 ≤ 10r. Hence r ≥ 2 if n ≥ 2.
If c = n we get 7n+ 3 ≤ 10r. If r ≤ n− 1, then 13 ≤ 3n, hence n ≥ 5.
(2) Follows from (1) above and Corollary 5.6.
6. Stable bundles with c1 = −1 and b = 3.
In this section E will denote a stable rank two vector bundle on P3 with Chern
classes (−1, c2) and with b(E) = 3. For such a bundle we have:
Lemma 6.1. With notations as above h1(E(−2)) = 0, h1(E(3)) = 0 and c2 ≤ 6.
Proof. By Proposition 2.4 (iv), h1(E(−2)) = 0. In particular (Lemma 2.5)
H1∗ (E) is generated in degrees ≤ 0. By Proposition 2.4 (ii), we get h1(E(3)) =
0. Since h3(E(3)) = 0 it follows that χ(E(3)) ≥ 0. Since χ(E(3)) = 30 −
(9c2)/2, we get c2 ≤ 6.
Since c2 is even we are left with three cases: c2 ∈ {2, 4, 6}.
Lemma 6.2. Every stable rank two vector bundle, E, with c1 = −1, c2 = 2 has
b(E) = d(E) = 3.
Proof. We have ([14] Prop. 2.2) that H1∗ (E) is concentrated in degrees -1, 0, 1
with h1(E(−1)) = h1(E(1)) = 1, h1(E) = 2. The module H1∗ (E) is isomorphic
(up to twist) to the Hartshorne-Rao module of the disjoint union of two conics,
such a module is generated by its lowest degree piece.
Concerning the case c2 = 4 we first recall (see [1]):
Lemma 6.3. Let E be a stable rank two vector bundle with c1 = −1, c2 = 4,
then h1(E(2)) = h0(E(2)) ￿= 0.
Proposition 6.4. Let E be a stable rank two vector bundle with c1 = −1, c2 =
4. Then b(E) ≥ 4.
Proof. From Lemma 6.3 it turns out that d(E) ≥ 4. The module H1∗ (E) is
generated in degrees -1, 0. If there is no generator in degree 0 then by Proposi-
tion 2.4, b(E) = d(E) > 3. So we may assume that H1∗ (E) has some generator
of degree zero, i.e. (Corollary 5.8) one generator of degree zero. So the image,
W , of µ : H1(E(−1)) ⊗ V → H1(E) has dimension 4. Furthermore, always
by Corollary 5.8, h0(E(1)) = 1. If H is a general plane we have 0 → OH →
EH(1) → IZ(1) → 0, where deg(Z) = 4 and (Theorem 2.3) h0(IZ(1)) = 0.
It follows that h1(IZ(2)) = h1(EH(2)) = 0. Moreover the exact sequence
0 → E → E(1) → EH(1) → 0 yields an inclusion H1(E) ￿→ H1(E(1)).
Let W ￿ ⊂ H1(E(1)) be the image of W . The assumption b(E) = 3 implies
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that W ￿ is contained in the kernel of H1(E(1)) .H→ H1(E(2)). It follows that
h0(EH(2)) ≥ 4. In conclusion we have: · · · → H0(EH(2)) → H1(E(1)) ϕ→
H1(E(2)) → 0 and W ￿ ⊂ Ker(ϕ). By Riemmann-Roch h1(E(1)) = 6. Since
h0(E(1)) = 1, we get h0(E(2)) ≥ 4, hence (Lemma 6.3), h1(E(2)) ≥ 4. It
follows that dim(Ker(ϕ)) ≤ 2. This is a contradiction since dimW ￿ = 4.
Finally let’s turn to the last case c2 = 6. First we have:
Lemma 6.5. let E be a stable rank two vector bundle with c1 = −1. Assume
h1(E(3)) = 0 and h1(E(−2)) = 0. If L is a line and if EL ￿ OL(a)⊕OL(−a−
1), a ≥ 0, then a < 4.
Proof. Assume a ≥ 4 for some line L. The exact sequence 0→ IL⊗E → E →
EL → 0 shows that h1(IL ⊗ E(−a)) ￿= 0. Now consider the exact sequence:
0 → E(−2) → 2.E(−1) → IL ⊗ E → 0. Since h1(E(−1 − a)) = 0, from
h1(IL ⊗ E(−a)) ￿= 0, we get h2(E(−a − 2)) ￿= 0. By duality h2(E(−a −
2)) = h1(E(a − 1)). Since a − 1 ≥ 3, this is impossible (h1(E(3)) = 0 and
Theorem 2.2).
We can now complete the proof of Theorem 1.2:
Proposition 6.6. Let E be a stable rank two vector bundle with c1 = −1, c2 =
6. Then b(E) > 3.
Proof. First observe that, by Corollary 5.8, the natural map µ : H1(E(−1))⊗
V → H1(E) has an image, W , of dimension ≥ 6.
Assume h0(EH(1)) = 0 for H a general plane. Then we have H1(E) ￿→
H1(E(1)). Let W ￿ denote the image of W . Now twisting by one we have
· · · → H0(EH(2)) → H1(E(1)) ϕ→ H1(E(2)). If b(E) = 3, then W ￿ ⊂ Ker(ϕ)
and this implies h0(EH(2)) ≥ 6. Since h0(EH(1)) = 0, EH(2) has a section
vanishing in codimension two: 0 → OH → EH(2) → IZ(3) → 0 (+), where
deg(Z) = 8. Since h0(IZ(3)) ≥ 5 and h0(IZ(2)) = 0, Z has seven points lying
on a line L. Restricting the exact sequence to L we get EL(2) ￿ OL(−4). It
follows that EL ￿ OL(5) ⊕ OL(−6). By Lemma 6.5 this is impossible. hence
b > 3 if h0(EH(1)) = 0.
Assume h0(EH(1)) ￿= 0. Then we have 0 → OH → EH(1) → IZ(1) →
0 (∗), where deg(Z) = 6. By Theorem 2.3, h0(IZ(1)) = 0. With notations as
above W ￿ ⊂ H1(E(1)) has dimW ￿ ≥ 5, hence h0(EH(2)) ≥ 5. This implies
h0(IZ(2)) ≥ 2. Since h0(IZ(1)) = 0, it follows that Z has 5 points on a line
R. Restricting (∗) to R we get: ER(1) ￿ OR(−4). it follows that ER ￿
OR(4)⊕OR(−5); in contradiction with Lemma 6.5. So b > 3 again.
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Abstract. For a generic set M of 3× 3 matrices over C we find nec-
essary and sufficient conditions when M is simultaneously self-adjoint.
Moreover, for a set of complex hermitian matrices we can tell if there
exists a linear combination of matrices which is positive definite. Every
M can be identified with a determinantal representation of a cubic hy-
persurface. This allows us to use the tools of algebraic geometry. The
question of definiteness can be solved by using semidefinite program-
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1. Introduction
The article addresses the following two natural questions:
(1) Consider a set of matrices M ⊂ Cd×d. When are all the elements of M
simultaneously equivalent to hermitian matrices under the natural action
of GLd(C)×GLd(C)? In other words, when do there exist A,B ∈ GLd(C)
such that AMB is hermitian for all M ∈M?
(2) Assume that the answer to (1) is positive. Is there an element in LinRM
that is equivalent (under this simultaneous equivalence) to a positive
definite matrix? In other words, given a set of hermitian d× d matrices,
when do these matrices admit a positive definite linear combination?
Computationally both questions are straightforward. Question (1) reduces
to a system of linear equations over R,
CM∗i =MiC
∗, i = 0, 1, . . . , n,
where C = A−1B∗ and {M0,M1, . . . ,Mn} is a basis of the R−linear span of
the set M. Question (2) is solved by semidefinite programming at least for
moderate d and n.
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For sets of 3 × 3 matrices we interlace different approaches to obtain the
answers: linear algebra (simultaneous reduction of a set of matrices to her-
mitian (or symmetric form), algebraic geometry (cubic curves, surfaces and
hypersurfaces as zero loci of determinantal representations) and semidefinite
programming (linear matrix inequality representations).
Let M ⊂ Cd×d be a set of square matrices of order d over C. We call M
simultaneously self-adjoint if there exist invertible A, B ∈ GLd(C) such that
AMB are complex hermitian matrices for all M ∈M.
We can think of Cd×d as a 2d2 dimensional vector space over R and thus
restrict ourselves to finite sets. The following statements are clearly equivalent:
• M is simultaneously self-adjoint;
• LinRM is simultaneously self-adjoint;
• Any basis of LinRM is simultaneously self-adjoint.
We call a subset {M0,M1, . . . ,Mn} a basis of the set M if it is a basis of
LinRM.
A set M is regular if it contains an invertible matrix, i.e. M∩GLd(C) ￿= ∅.
If M is not regular we say that it is singular.
A setM of complex hermitian matrices is definite if there exist k0, . . . , kn ∈
R and a basis {M0, . . . ,Mn} of M such that
k0M0 + k1M1 + · · ·+ knMn > 0
and is indefinite otherwise. When M is indefinite, it is sometimes possible to
find a self-orthogonal vector. A vector v ∈ Cd is self-orthogonal for M if
vMv∗ = 0 for all M ∈M.
The study of simultaneous classification of n-tuples of matrices can be re-
lated to the geometric problem of determinantal representations in the following
way:
A set M is regular if it contains an invertible matrix, i.e. M∩GLd(C) ￿= ∅.
If M is not regular we say that it is singular.
To M with a basis {M0, . . . ,Mn} we assign matrix
M(x) =M(x0, . . . , xn) = x0M0 + x1M1 + . . .+ xnMn
whose entries are linear in x0, . . . , xn. When M is regular, we call the matrix
M(x) a determinantal representation of the hypersurface
{(x0, . . . , xn) ⊂ Pn ; detM(x0, . . . , xn) = 0},
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or of the polynomial F
detM(x0, . . . , xn) = c F (x0, . . . , xn), 0 ￿= c ∈ C.
We say that the set M has a determinantal representation. Furthermore, we
say that M is regular and irreducible, resp. regular and reducible, if the corre-
sponding polynomial F is irreducible, resp. reducible.
Note that F is a homogeneous polynomial of degree d. We consider singular
sets with determinant constantly 0 in Section 6. On the other hand, a generic
set M defines a smooth hypersurface of degree d in Pn.
Choose another basis {N0, N1, . . . , Nn} of M. The corresponding deter-
minantal representation x0N0 + . . . + xnNn is related to x0M0 + . . . + xnMn
via a real projective change of the coordinates x0, . . . , xn. Thus for different
choices of bases of M we obtain different representations whose determinants
are projectively equivalent polynomials. We see that M being simultaneously
self-adjoint or definite or having a self-orthogonal vector does not depend on the
choice of a basis. Therefore, from now on we will describe M by a finite num-
ber of matrices {M0, . . . ,Mn} or equivalently by M(x) = x0M0 + . . .+ xnMn.
By a slight abuse of terminology we call M(x) a determinantal representation
of M.
Determinantal representations M and M ￿ (necessarily of the same polyno-
mial) are equivalent if
M ￿ = AMB for some A, B ∈ GLd(C).
Naturally, M is called a self-adjoint representation if all its coefficient matrices
are complex hermitian. From the above definitions it is obvious that
Lemma 1.1. Suppose that M is regular. Then it is simultaneously self-adjoint
if and only if any (and therefore every) corresponding determinantal represen-
tation M(x) is equivalent to some self-adjoint determinantal representation.
After multiplying a given self-adjoint determinantal representation from left
and right by an invertible matrix and its adjoint, we get another self-adjoint
determinantal representation of the same hypersurface. We say that two self-
adjoint determinantal representations M,M ￿ are hermitian equivalent if
M ￿ = AMA∗ or M ￿ = −AMA∗ for some A ∈ GLd(C).
Note that hermitian equivalence preserves definiteness.
Question (2) about definiteness arises and is partly answered by semidef-
inite programming (SDP). According to Vinnikov [27], SDP is probably the
most important new development in optimization in the last 20 years. The
semidefinite programme minimizes an affine linear functional l on Rn subject
to a linear matrix inequality (LMI) constraint
U0 + x1U1 + · · ·+ xnUn ≥ 0, where all Ui ∈ Sd,
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where Sd is the set of all d × d self-adjoint (i.e. complex hermitian) matrices.
This can be solved either by finding an approximate solution (the running time
of the algorithm increases only polynomially with the input size of the problem
and log( 1ε ), where the parameter ε controls the accuracy of the result), or in
many concrete situations by using interior point methods.
Our aim is to establish the link between Question (2) and SDP. Assume
that the set of matrices M is simultaneously self-adjoint. Therefore each cor-
responding determinantal representation is equivalent to some self-adjoint de-
terminantal representation
x0U0 + x1U1 + · · ·+ xnUn, where all Ui ∈ Sd.
Matrices admit a positive definite linear combination if and only if
{(x0, x1, ..., xn) ∈ Pn(R) ; x0U0 + x1U1 + · · ·+ xnUn ≥ 0} ￿= ∅.
Next consider the reverse problem: given a convex set C ⊂ Rn, do there exist
complex hermitian matrices such that
C = {x = (x1, ..., xn) ∈ Rn ; U0 + x1U1 + · · ·+ xnUn ≥ 0}?
We refer to the above as a linear matrix inequality (LMI) representation of C.
Sets having a LMI representation are called spectrahedra. Thus we can rephrase
our Question (2): given a determinantal representation of a self-adjoint set of
matrices M, is it also a LMI representation? By the abuse of notation we will
also call LMI representations definite representations.
In order to describe feasible sets for SDP, we examine the determinant
of a LMI representation. Let q(x) = det(U0 + x1U1 + · · · + xnUn). Take
x0 = (x01, . . . , x
0
n) ∈ Int C and normalize the LMI representation by U0+x01U1+
· · ·+x0nUn = I (after conjugation with a unitary matrix). Here I is the identity
matrix. We restrict the polynomial q to a straight line through x0: for any
x ∈ Rn consider
q(x0 + tx) = det(I+t(x1U1 + · · ·+ xnUn)).
Since all the eigenvalues of x1U1 + · · · + xnUn are real, we conclude that
q(x0 + tx) ∈ R[t] has only real zeroes. We say that it satisfies the real zero
(RZ) condition with respect to x0 ∈ Rn. An algebraic interior C whose min-
imal defining polynomial satisfies the RZ condition with respect to one (and
therefore every [18]) point of Int C is rigidly convex.
Remark 1.2. Note that a LMI representation is a definite self-adjoint deter-
minantal representation of some multiple of the minimal defining polynomial
of C. We defined RZ polynomials and rigidly convex algebraic interiors in the
affine setting. In the homogeneous coordinates they correspond to hyperbolic
polynomials and hyperbolicity sets, respectively.
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The above considerations show that, for a set of matrices M to admit
a positive definite linear combination, it is necessary that any determinantal
representation ofM induces a hyperbolic polynomial.
We conclude the Introduction by a brief summary of classical results and
conjectures. For n = 2, the famous Helton-Vinnikov Theorem [18] asserts that
every RZ polynomial of degree d has a definite determinantal representation
(with matrices of size d).
Theorem 1.3. A necessary and sufficient condition for C ⊂ R2 to admit a LMI
representation is that C is a rigidly convex algebraic interior. Moreover, the
size of the matrices in a LMI representation is equal to the degree a minimal
defining polynomial of C.
For n ≥ 3 and d sufficiently large, by a simple parameter count, most
polynomials do not admit a determinantal representation of size d (see [12]).
If we allow matrices of arbitrary size, every real polynomial has a self-adjoint
determinantal representation [17], though not necessarily a definite one (in this
case it is not possible to normalize the representation by setting the constant
matrix to be the identity). The generalized Lax conjecture, whether every
real-zero polynomial has a definite determinantal representation of any size, has
been disproved by Bra¨nde´n [3]. However, the “ new” form of the Lax conjecture
is still open: for every RZ polynomial p there exists another RZ polynomial q
such pq has a definite determinantal representation and q is non-negative on
the rigidly convex set of p.
At TULS 2006 (a regional meeting in algebraic geometry) Emilia Mezetti
suggested to consider sets of matrices being simultaneously self-adjoint. The
authors have been introduced to the subject through GEOLMI (Geometry and
Algebra of Linear Matrix Inequalities with Systems Control Applications) and
in particular wishes to thank Didier Henrion and Daniele Faenzi for pointing
out the connections between real algebraic geometry and semidefinite program-
ming.
In this paper we present a complete set of conditions when a set of 3 ×
3 matrices is simultaneously self-adjoint or definite. These conditions follow
from results of Vinnikov [24], [25] and of our paper [9] (see also [6]). Sets of
4 × 4 matrices correspond to quartic hypersurfaces. LMI representations of
quartic curves with respect to their 28 bitangents were constructed in [21]. We
are not aware of any similar results for quartic surfaces. General self-adjoint
representations of real curves are presented in [26].
2. Examples
Geometrically the most interesting cases occur for n = 2 and 3 that correspond
to curves and surfaces.
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Example 2.1. The ”flat TV screen” {(x1, x2) ∈ R2 ; x41 + x42 ≤ 1} is not a
rigidly convex algebraic interior. Therefore any set of matrices whose deter-
minantal representation induces −x40 + x41 + x42 does not have a definite linear
combination. For example,
M =


0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
 ,

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ,

0 0 i 0
0 1 0 0
−i 0 0 0
0 0 0 −1

 .
Example 2.2. Let M0,M1,M2 be three 3× 3 matrices over C. Then
{(x0, x1, x2) ; det(x0M0 + x1M1 + x2M2) = 0}
defines a cubic curve in P2. Determinantal representations of smooth cubic
curves were extensively studied in [24] and [25]. It is a classic result [11]
that, given a smooth cubic curve F , there exists a 1-1 correspondence between
nonequivalent determinantal representations of F and affine points on F . The
same result holds for singular irreducible cubics.
Example 2.3. A general M generated by 4 matrices of size 3 defines
det(x0M0 + x1M1 + x2M2 + x3M3) = c F (x0, x1, x2, x3), 0 ￿= c ∈ C,
a smooth cubic surface in P3. It is well known that there are exactly 72 equiv-
alence classes of determinantal representations defining the same smooth F .
Remark 2.4. Another interesting question is when a set of matrices is simulta-
neously symmetric. We remark that, for matrices of fixed size, this is a stronger
condition than the condition of being simultaneously self-adjoint. Indeed, it is
well known [13, Example 4.2.18] that an irreducible smooth, nodal or cuspidal
cubic curve has respectively 3, 2 or 1 symmetric determinantal representations
of size 3× 3. Also in the case of surfaces it was proved [9, Corollary 3.6] or [10]
that four 3 × 3 matrices over C defining a smooth cubic surface can not be
simultaneously symmetric. See also [20].
It would be interesting to consider analogous questions for sets of skew-
symmetric matrices. Given a hypersurface of degree d in Pn, the moduli space
of Pfaffian representations (described by n+1 skew-symmetric matrices of size
2d × 2d) is much bigger than the moduli space of determinantal representa-
tions (described by n + 1 matrices of size d × d). Pfaffian representations of
cubic hypersurfaces have been intensively studied in [8] and [23], following the
Beauville’s survey [2].
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3. Quadrics
We start with the simple case d = 2. Sets of 2 × 2 matrices already induce
some interesting geometry, so we will use them to describe our methods. Pick
a basis for a regular setM and assign to it the determinantal representation:
n￿
i=0
xi
￿
mi11 m
i
12
mi21 m
i
22
￿
.
Its determinant is a quadric in Pn with equation
(x0, . . . , xn)Q
x0...
xn
 = 0,
where the ij−th element in Q equals mi11mj22 +mj11mi22 −mi12mj21 −mj12mi21.
If M is simultaneously self-adjoint, its R−basis contains at most 4 matrices.
Indeed, a basis for S2 is￿￿
1 0
0 0
￿
,
￿
0 0
0 1
￿
,
￿
0 1
1 0
￿
,
￿
0 i
−i 0
￿￿
.
Therefore, the obtained nontrivial hypersurfaces are either two points or a
double point (n = 1), quadric curves (n = 2) or quadric surfaces (n = 3).
Over R, the corresponding quadric is projectively equivalent to one of the
following:
n = 0 : x20,
n = 1 : x20, x
2
0 + x
2
1, −x20 + x21,
n = 2 : x20 + x
2
1 + x
2
2, −x20 + x21 + x22,
n = 3 : x20 + x
2
1 + x
2
2 + x
2
3, −x20 + x21 + x22 + x23, −x20 + x21 + x22 − x23.
Suppose first that detM = x20. Since detM0 ￿= 0, we can multiply M by M−10
and from now on assume that M0 = I. Then any other nonzero Mi, i ￿= 1 is
nilpotent and similar to
￿
0 1
0 0
￿
. Since detM = x20 it follows that n ≤ 2.
Then it is easy to verify that either M =
￿
x0 0
0 x0
￿
or
￿
0 1
1 0
￿
M =￿
0 x0
x0 x1
￿
.
Next we prove that each of other possible polynomials has exactly one
determinantal representation (up to equivalence). Consider for example M =
x0M0 + x1M1 + x2M2 with determinant x20 + x
2
1 + x
2
2. Since detM0 ￿= 0, we
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can multiply M by M−10 and from now on assume that M0 = I. Then the
eigenvalues of M1 are ±i. Indeed, det(−λ I+M1) = λ2 + 1. Thus, there exists
such a matrix A that the map Mi ￿→ AMiA−1 preserves M0 = I and brings M1
into the diagonal form. Then M2 has to be antidiagonal. Finally, the action
BMB−1 by an antidiagonal B preserves the diagonal form of I,
￿
i 0
0 −i
￿
and reduces M2 to
￿
0 1
−1 0
￿
. If we multiply M by
￿
0 1
1 0
￿
, we get a
self-adjoint representation.
By analogous reasoning we obtain determinantal representations for all of
the above hypersurfaces. If it exists, we give a self-adjoint one:
n = 0 :
￿
x0 0
0 x0
￿
,
n = 1 :
￿
0 x0
x0 x1
￿
,
￿
0 x0 + ix1
x0 − ix1 0
￿
,
￿
x0 + x1 0
0 x0 − x1
￿
,
n = 2 :
￿
x2 x0 + ix1
x0 − ix1 −x2
￿
,
￿
x0 + x1 x2
x2 x0 − x1
￿
,
n = 3 :
￿
x2 + ix3 x0 + ix1
x0 − ix1 −x2 + ix3
￿
,
￿
x0 + x1 x2 + ix3
x2 − ix3 x0 − x1
￿
,￿
x0 + x1 x2 + x3
x2 − x3 x0 − x1
￿
.
The eigenvalues of
￿
x2 x0 + ix1
x0 − ix1 −x2
￿
are ±￿x20 + x21 + x22, so this rep-
resentation can not be definite. However, it has no self-orthogonal vector. On
the other hand, −x20 + x21 + x22 and −x20 + x21 + x22 + x23 define a rigidly convex
algebraic interior. Their determinantal representations are indeed LMI repre-
sentations (the coefficient matrix at x0 is definite). Note that sphere is the only
surface with self-adjoint representation. We summarize the above:
n = 0 :
￿self-adjoint
definite
￿
,
n = 1 :
￿self-adjoint
not definite
￿
with self-orthogonal
￿1
0
￿
,
￿self-adjoint
definite
￿
,
n = 2 :
￿self-adjoint
not definite
￿
no self-orthogonal vector,
￿self-adjoint
definite
￿
,
n = 3 :
￿not self-adjoint￿, ￿self-adjointdefinite ￿, ￿not self-adjoint￿.
Every real reducible quadric is projectively equivalent to (x0 + x1)(x0 − x1)
and thus definite. IfM is singular then it is equivalent to one of the following
spaces: ￿
x0 0
0 0
￿
or
￿
x0 x1
0 0
￿
.
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The first case is self-adjoint while it is easy to see that the second is not self-
adjoint.
4. Regular sets of 3× 3 matrices
In this section we address/answer Question 1, when a regular setM is a simul-
taneously self-adjoint. For n ≥ 2 we also assume that M is irreducible. The
reducible case is studied in section 5.
We equateM with M = x0M0 + . . .+ xnMn, where n+ 1 = dimLinRM.
Then detM = c F (x0, . . . , xn), 0 ￿= c ∈ C is a nonzero polynomial in Pn. If
M is equivalent to a self-adjoint representation, the corresponding F has real
coefficients (after factoring out c) and n < 9.
n=0
Since F is nonzero, M0 ∈ GL3(C). Therefore we can always multiply M0 by
its inverse to get 1 0 00 1 0
0 0 1
 , which is self-adjoint and definite.
n=1
First check whether det(x0M0 + x1M1) = c F is nonzero and F has real co-
efficients. If this holds, a real projective change of coordinates transforms F
to
F = x30 + x1 f(x0, x1)
for some real quadric f . This implies that detM0 ￿= 0. The group action
x0M0 + x1M1 −→ AM−10 (x0M0 + x1M1)A−1, A ∈ GL3(C)
is the same as the group acting on the pair
(M0,M1) −→ (I, AM−10 M1A−1), A ∈ GL3(C),
which reduces M0 to the identity I and M1 to one of the canonical forms a 1 00 a 1
0 0 a
 ,
 a 1 00 a 0
0 0 b
 , or
 a 0 00 b 0
0 0 d
 .
Since F is real, either a, b, d ∈ R or a ∈ R, d = b ∈ C. These canonical forms
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can be made self-adjoint by suitable premultiplication: 0 0 10 1 0
1 0 0
 ·
x0I + x1
 a 1 00 a 1
0 0 a

 0 1 01 0 0
0 0 1
 ·
x0I + x1
 a 1 00 a 0
0 0 b

 1 0 00 0 1
0 1 0
 ·
x0I + x1
 a 0 00 b 0
0 0 b

x0
 1 0 00 1 0
0 0 1
+ x1
 a 0 00 b 0
0 0 d
 .
Thus we proved
Lemma 4.1. Every pair of 3 × 3 matrices whose determinant induces a real
polynomial is simultaneously self-adjoint.
n=2 Cubic curve
First check if F is a real irreducible cubic curve. Then by a real projective
change of coordinates F can be brought into the Weierstrass form
x21x2 = x
3
0 + p x
2
0x2 + q x
3
2
(check [16] or [7]), where p, q ∈ R. Recall that the coordinate change only
changes the basis of LinR{M0,M1,M2}.
Following Vinnikov’s methods [24], the group action
x0M0 + x1M1 + x2M2 −→ A(x0M0 + x1M1 + x2M2)B, A,B ∈ GL3(C)
in a unique way reduces the representation to
x0I + x1
 0 1 00 0 1
0 0 0
+ x2
 t2 l p+ 34 t20 −t −l
−1 0 t2
 ,
where t, l ∈ C satisfy l2 = t3 + p t+ q. Act on the above from the right by 0 0 10 1 0
1 0 0

SELF-ADJOINT SETS OF MATRICES 91
to get
x0
 0 0 10 1 0
1 0 0
+ x1
 0 1 01 0 0
0 0 0
+ x2
 p+ 34 t2 l t2−l −t 0
t
2 0 −1
 .
This representation is self-adjoint if and only if t is real and l purely imaginary.
Vinnikov [24] also proved that all self-adjoint representations of a given curve
are of this form.
Therefore we obtain
Proposition 4.2. Let M = x0M0+x1M1+x2M2 define a cubic curve x21x2 =
x30 + p x
2
0x2 + q x
3
2 with p, q ∈ R. Then M can be in unique way transformed to
an equivalent representation x2(p+ 34 t2) x1 + x2l x0 + x2 t2x1 − x2l x0 − x2t 0
x0 + x2
t
2 0 −x2
 ,
where l2 = t3 + p t+ q.
The set {M0,M1,M2} is simultaneously self-adjoint if and only if
t ∈ R and l ∈ iR.
We conclude the curve case by another characterization that can be easily
used for verification by a computer:
Let M(x0, x1, x2) be a determinantal representation of a cubic curve F . De-
fine the corresponding kernel sheaf (or vector bundle if F smooth) ￿(x0, x1, x2)
along F by
￿(x0, x1, x2) = kerM(x0, x1, x2).
Equivalent determinantal representations clearly induce equivalent vector bun-
dles.
The best way to compute a section of ￿ is as a column of the adjoint matrix
adjM(x0, x1, x2),
whose entries are the signed (n − 1) × (n − 1) minors of M . Since the ad-
joint matrix adjM has rank 1, all its columns are proportional along F [24,
Proposition 2]. Then
Corollary 4.3. Determinantal representation M(x0, x1, x2) is equivalent to
a self-adjoint determinantal representation if and only if
kerM(x0, x1, x2) ≡ kerM∗(x0, x1, x2)
as sheaves (or vector bundles if F is smooth).
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n=3 Cubic surface
A generic fourtuple of matrices M induces a determinantal representation
M(x0, x1, x2, x3) and a smooth irreducible cubic surface with the equation
F (x0, x1, x2, x3) =
1
c
detM = 0, 0 ￿= c ∈ C.
Singular and reducible sets are considered in Sections 6 and 5, respectively.
Every smooth cubic surface can be obtained as a blow-up of P2 in 6 generic
points. We will use the relation between the determinantal representation M
and the six points of the blow-up, which can be found in [14]:
Define a 3× 4 matrix L of linear forms in z1, z2, z3 by
M ·
 z0z1
z2
 = L ·

x0
x1
x2
x3
 . (1)
The minors of L form a basis of the 4-dimensiona linear system of plane cubic
curves, which defines the blow-up. At the base points Pi = (ζi, ηi, ξi) ∈ P2, i =
1, . . . , 6 the rank of L equals 2 and equals 3 elsewhere. In other words, the rank
of L in P = (ζ, η, ξ) ∈ P2 equals 2 if and only if the three planes in P3 with
equations
M ·
 ζη
ξ
 =
 00
0

intersect in a line. Note that the lines obtained this way are exactly the excep-
tional lines of the blow-up [14]. They are mutually skew and we call them the
six skew lines corresponding to determinantal representation M.
In the same way M t determines another set of six skew lines.
A configuration of 12 lines with the property that a1, . . . , a6 are mutually
skew, b1, . . . , b6, are mutually skew and ai intersects bj if and only if i ￿= j, is
called a Schla¨fli double-six and is denoted by￿
a1 . . . a6
b1 . . . b6
￿
.
In [9, Corollary 3.5] we proved that the lines corresponding to M and M t
form a double-six. More precisely, for a given surface F there is a 1-1 correspon-
dence between pairs M, M t and double-sixes on F . From [9, Proposition 5.1,
Theorem 5.3] it follows
Proposition 4.4. Let M(x0, x1, x2, x3) be a determinantal representation of
a real smooth cubic surface F . Then M is equivalent to a self-adjoint rep-
resentation if and only if the double-six corresponding to M,M t is mutually
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self-conjugate, i.e. ￿
a1 . . . a6
b1 . . . b6
￿
equals to one of the following:
I − st kind:
￿
a1 a2 a3 a4 a5 a6
a1 a2 a3 a4 a5 a6
￿
,
II − nd kind:
￿
a1 a2 a3 a4 a5 a6
a2 a1 a3 a4 a5 a6
￿
,
III − rd kind:
￿
a1 a2 a3 a4 a5 a6
a2 a1 a4 a3 a5 a6
￿
,
IV − th kind:
￿
a1 a2 a3 a4 a5 a6
a2 a1 a4 a3 a6 a5
￿
.
It is easy to collect the above considerations in an answer to our Question 1:
input M;
check cF = detM smooth, F real;
find the corresponding double-six and check its type;
result M is simultaneously self-adjoint if and only if the corresponding double-
six is mutually self-conjugate.
It is well known that every smooth surface has exactly 72 nonequivalent
determinantal representations. The number of self-adjoint representations de-
pends on the geometric type of the surface (see [9] and [22]).
The geometry of singular cubic surfaces is also regulated by their configura-
tions of lines. Every singular surface is a limit of nonsingular ones [22, page 40].
More on these and their determinantal representations can be found in [4, 5].
n ≥ 4
For a setM with 5 ≤ m ≤ 9 independent matrices it is enough to check ifm−3
of its 4 dimensional subsets are simultaneously self-adjoint. We will prove this
claim only for 5-dimensionalM. The generalization to sets of higher dimension
is straightforward.
Theorem 4.5. To a 5-dimensional M we assign a determinantal representa-
tion M = x0M0 + · · ·+ x4M4 which defines a cubic threefold F (x0, . . . , x4) in
P4.
Let π1 and π2 be hyperplanes in P4 such that F ∩π2 and F ∩π2 are smooth
cubic surfaces. Then M is simultaneously self-adjoint if and only if M |π1 and
M |π2 are equivalent to some self-adjoint representations.
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Thus our answer to Question 1 can be extended to n = 4:
input M;
check F real for some 0 ￿= c ∈ C such that cF = detM ;
find two hyperplanes π1,π2 such that M |π1 and M |π2 are determinantal rep-
resentations of smooth cubic surfaces;
find the double-sixes corresponding to M |π1 , M |π2 and check their type;
result M is simultaneously self-adjoint if and only if both double-sixes are
mutually self-conjugate.
Proof. Both equations πi = 0 can be seen as linear combinations of matrices
in M. Then M|πi=0 is a 4 dimensional set. It is obvious that M being
simultaneously self-adjoint implies thatM|π1=0 andM|π2=0 are simultaneously
self-adjoint.
Conversely, assume that M |π1=0 and M |π2=0 are equivalent to some self-
adjoint representations. We can change the coordinates so that
π1 = {x3 = 0}, π2 = {x4 = 0}
and so that the representation M |{x3=x4=0} defines a Weierstrass cubic curve
x21x2 = x
3
0 + p x0x
2
2 + q x
3
2.
Moreover, as in the case of n = 2, the GL3(C) action from left and right reduces
M to the form
x0
 0 0 10 1 0
1 0 0
+x1
 0 1 01 0 0
0 0 0
+x2
 p+ 34 t2 l t2−l −t 0
t
2 0 −1
+x3M3+x4M4
for a pair t, l ∈ C satisfying l2 = t3 + p t+ q.
By our assumption {M0,M1,M2,M3} are simultaneously self-adjoint. Ob-
serve that
A(M0, M1, M2, M3)B, A,B ∈ GL3(C)
are self-adjoint if and only if
A−1A(M0, M1, M2, M3)BA∗−1
are self-adjoint. Therefore it is enough to check for which
C =
 c11 c12 c13c21 c22 c23
c31 c32 c33

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the matrices
M0C =
 0 0 10 1 0
1 0 0
C =
 c31 c32 c33c21 c22 c23
c11 c12 c13
 ,
M1C =
 0 1 01 0 0
0 0 0
C =
 c21 c22 c23c11 c12 c13
0 0 0
 ,
M2C =
 ￿ ￿ (p+ 34 t2)c13 + lc23 + t2c33￿ ￿ −lc13 − tc23
t
2c11 − c31 t2c12 − c32 ￿
 ,
M3C
are complex hermitian. From the first two equalities it follows that
c13 = c23 = c12 = 0, c21 = c32 ∈ R, c22 = c11 = c33 ∈ R, c31 ∈ R
and the third equality implies c32 = c31 = 0. Thus C is a multiple of the
identity. This proves that if {M0,M1,M2,M3} are simultaneously self-adjoint,
then M3 is complex hermitian.
The same way we prove that if {M0,M1,M2,M4} are simultaneously self-
adjoint, then M4 is complex hermitian.
This concludes the proof since the reduced x0M0+x1M1+x2M2+x3M3+
x4M4 is already a self-adjoint representation.
Remark 4.6. Recall that not every cubic threefold has a determinantal rep-
resentation with 3 × 3 matrices. Determinantal cubic threefolds are a closed
(5 − 2)32 + 2 dimensional subvariety in the ￿3+5−13 ￿ dimensional variety of all
cubic threefolds.
For n > 4 the same argument works. Without loss of generality we only
need to test the sets
{M0,M1,M2,Mk}, k = 3, . . . , n.
5. Reducible sets
Now, we assume that a subset M is regular and reducible. The corresponding
polynomial F = detM is a reducible polynomial. It can be a product of
an irreducible quadratic and a linear polynomial or a product of three linear
factors (counting multiplicities). We apply a result of Kerner and Vinnikov [19,
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Thm. 3.1], which tells us that the corresponding kernel sheaf kerM(x1, . . . , xn)
is globally a direct sum of kernel sheaves over distinct irreducible components
of F . This can be viewed as a matrix version of a generalized M. Noether’s
AF +BG Theorem [1, p. 139].
Lemma 5.1. If M is a regular and reducible subspace of 3× 3 matrices that is
self-adjoint then dimRM ≤ 5.
Proof. First suppose that F = detM has two distinct irreducible factors. One
has to be linear of multiplicity 1. So F = lq, where l is linear, q quadratic and
l does not divide q. Then the kernel sheaf of M is globally decomposable by
[19, Thm. 3.1], i. e.,
M =
￿
M(1) 0
0 M(2)
￿
,
where detM(1) = cl and detM(2) = c
−1q for a nonzero scalar c. We saw in
Section 3 that the dimension over R of a selfadjoint M ⊂ C2×2 is at most 4.
Hence dimM ≤ 5.
Assume next that F is of the form l3 for some linear form l. Without loss
we can take F = x30. Further we can assume that M0 = I. Then any other
matrix Mi in the basis of M is nilpotent. The maximal possible dimension
over C of a subspace of 3 × 3 nilpotent matrices is 3 (see [15]). Thus it is at
most 6 over R. A straightforward analysis then shows that the selfadjointness
condition implies that also dimRM = 3. If the dimension over C is at most 2
then over R it is at most 4. Thus it follows that dimM ≤ 5.
The cases n = 0 and n = 1 were studied in Section 4.
Then an elementary analysis of all possible cases using the results of Sec-
tion 3 yields a complete list of all possible cases. It is straightforward but
cumbersome to write down, so we omit it.
6. Singular Sets of 3× 3 matrices
It remains to consider sets M with determinant constantly 0. In other words,
rankM = x1M1 + · · · + xnMn ≤ 2 for all x1, . . . , xn ∈ R. In this case the
GL3(C) action transforms each Mi separately into either 1 0 00 0 0
0 0 0
 or
 0 1 01 0 0
0 0 0
 .
We say that M is of rank i, i = 1, 2, if M is singular, rankN ≤ i for all
N ∈M and rankN = i for at least one N ∈M.
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Proposition 6.1. Suppose that M1,M2, . . . ,Mn is a basis of a subspace M
which is of rank 1. ThenM is simultaneously self-adjoint if and only if x1M1+
· · ·+ xnMn is equivalent to  m11 0 00 0 0
0 0 0
 ,
where m11 is a real linear form in x1, . . . , xn.
Proposition 6.2. Suppose that M1,M2, . . . ,Mn is a basis of a subspace M
which is of rank 2 and that rankM1 = 2. Then M is simultaneously self-
adjoint iff x1M1 + · · ·+ xnMn is equivalent to one of the following: x1 +m11 m12 0m12 x1 +m22 0
0 0 0
 ,
 m11 x1 +m12 0x1 +m12 m22 0
0 0 0
 ,
 m11 x1 +m12 m13x1 +m12 0 0
m13 0 0

or  −γm11 x1 + iδm11 −m12 im11x1 + iγm22 −m12 δm22 m22
−im11 m22 0
 .
Here mij are linear forms in x2, . . . , xn, m11 and m22 are real. Moreover, in
the last matrix above we have γ, δ ∈ R and m12 −m12 = i(γm22 + δm11).
7. Definite linear combinations of matrices
In this section we examine Question 2, when a set of 3× 3 matrices is definite.
We only need to consider the case of M regular. In order to stress that the
elements ofM are complex hermitian, we denote them by Ui. As before, equate
M with U = x0U0 + . . .+ xnUn, where n+ 1 = dimLinRM.
Our question is whether U is a LMI representation. In other words, do
there exist k0, . . . , kn ∈ R such that
k0U0 + k1U1 + · · ·+ knUn > 0.
The property of being definite is an open condition.
More precisely, all (n+1)–tuples (k0, . . . , kn) inside the spectrahedron (hy-
perbolicity set) satisfy U(k0, · · · , kn) > 0. Small perturbations of ki or of the
entries in Ui preserve definiteness, therefore we can afford small errors occuring
by numeric computations.
Throughout this section we will need the following elementary result.
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Lemma 7.1. Let λ1,λ2,λ3 ∈ R.
Then λ1 > 0, λ2 > 0, λ3 > 0 if and only if
λ1 + λ2 + λ3 > 0, λ1λ2 + λ1λ3 + λ2λ3 > 0, λ1λ2λ3 > 0.
The same way λ1 < 0, λ2 < 0, λ3 < 0 if and only if
λ1 + λ2 + λ3 < 0, λ1λ2 + λ1λ3 + λ2λ3 > 0, λ1λ2λ3 < 0.
Proof. We will prove the first statement (the second proof is the same). Im-
plication ⇒ is obvious. Conversely, assume that λ1 > 0, λ2 < 0, λ3 < 0. We
will prove that this implies either λ1 + λ2 + λ3 < 0 or λ1λ2 + λ1λ3 + λ2λ3 < 0,
which finishes the proof.
Indeed, if λ1 + λ2 + λ3 ≥ 0, then
λ1λ2 + λ1λ3 + λ2λ3 = λ1(λ2 + λ3) + λ2λ3
≤ −(λ2 + λ3)2 + λ2λ3
= −λ22 − λ23 − λ2λ3 < 0,
since λ1 ≥ −(λ2 + λ3) > 0.
Consider now U = (uij)1≤i,j≤3, a complex hermitian matrix with eigenval-
ues
λ1,λ2,λ3 ∈ R.
By Lemma 7.1 the signs of λi can be read from the characteristic polynomial
det(ΛI − U) = (Λ− λ1)(Λ− λ2)(Λ− λ3)
= Λ3 − Λ2(λ1+λ2+λ3) + Λ(λ1λ2+λ1λ3+λ2λ3)− λ1λ2λ3.
On the other hand
det(ΛI − U) =
Λ3 − Λ2(u11 + u22 + u33) + (2)
Λ(u11u22 − u12u12 + u11u33 − u13u13 + u22u33 − u23u23)− detU.
Like in Section 4 we consider different n separately.
n = 0
Calculate the eigenvalues of U0. If they are all of the same sign, then U0 is
definite.
n = 1
Recall that the coordinates in x0U0 + x1U1 can be chosen so that
det(x0U0 + x1U1) = x
3
0 + x0x1(· · · ).
In particular detU0 ￿= 0 and detU1 = 0.
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First check if U0 is already definite. If not, we need to check whether
U0 + tU1
is definite for some t ∈ R. The characteristic polynomial of U0 + tU1 by (2)
equals
Λ3 − Λ2 trace(U0 + tU1) + Λ q(t)− det(U0 + tU1),
where trace(U0 + tU1) is a linear, q(t) is a quadratic and det(U0 + tU1) is a
cubic polynomial in t. It is easy to check from their graphs if there exists t ∈ R
for which either
trace(U0 + tU1) > 0, q(t) > 0, det(U0 + tU1) > 0
or
trace(U0 + tU1) < 0, q(t) > 0, det(U0 + tU1) < 0.
If such t exists, then U0+tU1 is definite by Lemma 7.1. Otherwise it is indefinite.
n = 2
For cubic curves we use the following beautiful result
Theorem 7.2. [24, Theorems 8 & 9] Let
U = x0U0 + x1U1 + x2U2
be a self-adjoint determinantal representation of a smooth cubic curve with
equation x21x2 = x
3
0 + px
2
0x2 + qx
3
2. There exists a unique P ∈ GL3(C) for
which either PUP ∗ or −PUP ∗ equals
x0
 0 0 10 1 0
1 0 0
+ x1
 0 1 01 0 0
0 0 0
+ x2
 p+ 34 t2 l t2−l −t 0
t
2 0 −1
 .
Here t ∈ R, l ∈ iR and l2 = t3 + pt+ q.
Observe that
l2 = t3 + pt+ q
defines an affine curve C in R2 ≡ C. When equation E : t3 + pt + q = 0
has 3 real solutions, C consists of two components, one compact and the other
non-compact. When E has a pair of complex conjugate solutions, C consists
of a single non-compact component.
The representation U is definite if and only if the corresponding point (t, l)
lies on the compact component of C. Moreover, U is either definite or the
coefficient matrices U0, U1, U2 have a common self-orthogonal vector.
The same result holds for representations of singular irreducible curves [7].
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Corollary 7.3. A pair of complex hermitian matrices U0, U1 is either definite
or U0, U1 have a common self-orthogonal vector.
Proof. Let U0, U1 have a common self-orthogonal vector v ∈ C3. Then x0U0 +
x1U1 is indefinite, because by definition vU0v∗ = vU1v∗ = 0.
Next assume that x0U0 + x1U1 is indefinite. Find a matrix U2 such that
(after a real projective change of coordinates)
det(x0U0 + x1U1 + x2U2)
is a Weierstrass curve and the graph in R2 only has one non-compact compo-
nent. Then U0, U1, U2 have a common self-orthogonal vector by Theorem 7.2.
n = 3
Let U(x0, x1, x2, x3) be a self-adjoint determinantal representation of a smooth
cubic surface. Every self-adjoint representation induces one of the 4 kinds of
double-sixes specified in Proposition 4.4. In [9, Theorem 6.2.] we proved that
the representations corresponding to the I−st, II−nd or III−rd kind always
contain a self-orthogonal vector and are therefore indefinite.
The IV−th kind needs to be considered separately. Before we state the
result, recall some facts ([9] & [22]) about the geometry of a real cubic surface
F which contains a double-six￿
a1 a2 a3 a4 a5 a6
a2 a1 a4 a3 a6 a5
￿
of the IV−th kind.
Let
π11 = ￿a1, a1￿ , π22 = ￿a2, a2￿
be tritangent planes spanned by the lines of F . A tritangent plane in P3 by
definition intersect F in three lines. Observe that the equations π11,π22 are
real. The planes π11 and π22 divide P3(R) into two wedges where π11, π22
either have the same or different signs.
The real part of F (R) consists of two disconnected components, one of
which is ovoidal. There are two possibilities: either the ovoidal and non-ovoidal
component of F (R) both lie in the same wedge, or each component lies in a
different wedge. From [9, Theorem 6.4.] we conclude:
Theorem 7.4. Representation U(x0, x1, x2, x3) is definite if and only if the
ovoidal and non-ovoidal piece of F lie in different wedges cut out by π11 and
π22.
The best way to calculate which wedge contains the ovoidal piece is to view
our surface affinely. Then consider an orientation on the pencil of real planes
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with the axis π11 ∩ π22. The axis is a real line, since π11 and π22 intersect in a
real line on F .
It follows from the above, that we can answer Question 2 using the following
algorithm:
input {U0, . . . , U3};
check all Ui complex hermitian, detU smooth;
find the corresponding double-six and check its type;
if of kind I, II or III then {Ui}i=0,...,3 is indefinite;
else construct the corresponding tritangent planes π11, π22;
check which wedge contains the ovoidal and nonovoidal parts of the surface
by rotating real planes around the axis π11 ∩ π22.
In the case of surfaces of the IV –th kind indefiniteness does not imply the
existence of a self-orthogonal vector. It is easy to construct a self-adjoint rep-
resentation which is not definite and has no self-orthogonal vector [9, Example
6.5].
n ≥ 4
To a n+1 dimensionalM we assign a self-adjoint determinantal representation
U = x0U0 + · · ·+ xnUn
which defines a real cubic hypersurface F (x0, . . . , xn) in Pn. With growing
n it is more likely that the representation becomes definite. On the other
hand, the geometry of higher dimensional cubic hypersurfaces gets much more
complicated. Note that for U to be a LMI representation, F = 0 needs to have
a compact ”ovoidal” piece. This is exactly the hyperbolicity set (spectrahedron
or rigidly convex algebraic interior in the affine setting).
Consider the eigenvalues λi(x0, . . . , xn) of U . They are the solutions of
the characteristic polynomial det(ΛI − U) which we computed in (2). By
Lemma 7.1, U is definite if and only if there exist k0, . . . , kn ∈ R such that
L : u11 + u22 + u33,
Q : u11u22 − u12u12 + u11u33 − u13u13 + u22u33 − u23u23,
F : detU
evaluated in (k0, . . . , kn) are all strictly positive.
Note that uij are linear functions of x0, . . . , xn. Then L = 0 defines a real
hyperplane, Q = 0 a quadratic form and F = 0 our cubic in Pn. Write
Q = (x0, . . . , xn)S (x0, . . . , xn)
t,
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where S is a real symmetric n + 1 × n + 1 matrix. Observe that S negative
definite implies Q ≤ 0 for all values of x0, . . . , xn. In this case U can not be
definite.
On the other hand, S positive definite implies Q > 0 for all x0, . . . , xn ￿=
0n+1. Since L = 0 and F = 0 always intersect in Rn+1 (a real cubic equation
has a real solution), there exist k0, . . . , kn ∈ R in which L > 0, F > 0. In this
case U is definite.
The last option we need to consider is the case when S is indefinite. Then
Q = 0 is a nonempty conic in P(Rn+1). Recall that P(Rn+1) can be divided
into two parts by the equations of L and F : points in which L,F are both of
the same sign and points in which L,F have different sign. Denote the first
part L · F > 0 and the second part L · F < 0. Under these assumptions we get
Proposition 7.5. The representation U is indefinite if and only if the conic
Q = 0 and its interior Q > 0 are entirely included in the L · F < 0 part.
In particular, Q ∩ L must be empty, which implies that Q|L=0 is a definite
quadratic form.
Proof. The statement follows easily from Figure 1.
The interior of the sphere represents Q > 0. Then U is indefinite if and
only if L and F have different signs along the whole area defined by Q > 0. In
other words, U is definite if either
• Q = 0 intersects L = 0,
• Q = 0 intersects F = 0,
• Q > 0 intersects the part L · F > 0.
We finish the section by summarizing the above observations:
input {Ui}i=0,...,n complex hermitian;
find L = traceU, Q = (x0, . . . , xn)S(x0, . . . , xn)t, F = detU ;
if S negative definite, then U indefinite;
if S positive definite, then U definite;
else check the position and sign of Q with respect to the parts L · F > 0 and
L · F < 0. Then use Proposition 7.5.
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Q<0
L·F <0
Q<0
L·F >0
Figure 1: L and F always intersect.
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Abstract. This is an introductory survey, from a geometric perspec-
tive, on the Singular Value Decomposition (SVD) for real matrices,
focusing on the role of the Terracini Lemma. We extend this point of
view to tensors, we define the singular space of a tensor as the space
spanned by singular vector tuples and we study some of its basic prop-
erties.
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1. Introduction
The Singular Value Decomposition (SVD) is a basic tool frequently used in
Numerical Linear Algebra and in many applications, which generalizes the
Spectral Theorem from symmetric n×n matrices to general m×n matrices. We
introduce the reader to some of its beautiful properties, mainly related to the
Eckart-Young Theorem, which has a geometric nature. The implementation of
a SVD algorithm in the computer algebra software Macaulay2 allows a friendly
use in many algebro-geometric computations.
This is the content of the paper. In Section 2 we see how the best rank
r approximation of a matrix can be described through its SVD; this is the
celebrated Eckart-Young Theorem, that we revisit geometrically, thanks to the
Terracini Lemma. In Section 3 we review the construction of the SVD of
a matrix by means of the Spectral Theorem and we give a coordinate free
version of SVD for linear maps between Euclidean vector spaces. In Section 4
we define the singular vector tuples of a tensor and we show how they are related
to tensor rank; in the symmetric case, we get the eigentensors. In Section 5 we
define the singular space of a tensor, which is the space containing its singular
vector tuples and we conclude with a discussion of the Euclidean Distance (ED)
degree, introduced first in [5]. We thank the referee for many useful remarks.
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2. SVD and the Eckart-Young theorem
The vector space M =Mm,n of m×n matrices with real entries has a natural
filtration with subvarieties Mr = {m× n matrices of rank ≤ r}. We have
M1 ⊂M2 ⊂ . . . ⊂Mmin{m,n}
where the last subvariety Mmin{m,n} coincides with the ambient space.
Theorem 2.1 (Singular Value Decomposition). Any real m× n matrix A has
the SVD
A = UΣV t
where U , V are orthogonal (respectively of size m × m and n × n) and
Σ = Diag(σ1,σ2, . . .), with σ1 ≥ σ2 ≥ . . . ≥ 0. The m × n matrix Σ has
zero values at entries (ij) with i ￿= j and sometimes it is called pseudodiagonal
(we use the term diagonal only for square matrices).
The diagonal entries σi are called singular values of A and it is immediate to
check that σ2i are the eigenvalues of both the symmetric matrices AA
t and AtA.
We give a proof of Theorem 2.1 in §3. We recommend [12] for a nice historical
survey about SVD. Decomposing Σ = Diag(σ1, 0, 0, · · · ) + Diag(0,σ2, 0, · · · ) +
· · · =: Σ1 + Σ2 + · · · we find
A = UΣ1V
t + UΣ2V
t + · · ·
and the maximum i for which σi ￿= 0 is equal to the rank of the matrix A.
Denote by uk, vl the columns, respectively, of U and V in the SVD above.
From the equality A = UΣV t we get AV = UΣ and considering the ith columns
we get Avi = (AV )i = (UΣ)i = ((u1, · · · , um)Diag(σ1,σ2, · · · ))i = σiui, while,
from the transposed equality At = V ΣtU t, we get Atui = σivi.
So if 1 ≤ i ≤ min{m,n}, the columns ui and vi satisfy the conditions
Avi = σiui and A
tui = σivi. (1)
Definition 2.2. The pairs (ui, vi) in (1) are called singular vector pairs.
More precisely, if 1 ≤ i ≤ min{m,n}, the vectors ui and vi are called,
respectively, left-singular and right-singular vectors for the singular value σi.
If the value σi appears only once in Σ, then the corresponding pair (ui, vi)
is unique up to sign multiplication.
Remark 2.3. The right-singular vectors corresponding to zero singular values
of A span the kernel of A; they are the last n− rk(A) columns of V .
The left-singular vectors corresponding to non-zero singular values of A span
the image of A; they are the first rk(A) columns of U .
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Remark 2.4. The uniqueness property mentioned in Definition 2.2 shows that
SVD of a general matrix is unique up to simultaneous sign change in each pair
of singular vectors ui and vi. With an abuse of notation, it is customary to
think projectively and to refer to “the” SVD of A, forgetting the sign change.
See Theorem 3.4 for more about uniqueness.
For later use, we observe that UΣiV t = σiui · vti .
Let ||−|| denote the usual l2 norm (called also Frobenius or Hilbert-Schmidt
norm) on M, that is ∀A ∈M
||A|| :=￿tr(AAt) =￿￿i,j a2ij . Note that if A = UΣV t, then ||A|| =￿￿i σ2i .
The Eckart-Young Theorem uses SVD of the matrix A to find the matrices
in Mr which minimize the distance from A.
Theorem 2.5 (Eckart-Young, 1936). Let A = UΣV t be the SVD of a matrix
A. Then
• UΣ1V t is the best rank 1 approximation of A, that is
||A− UΣ1V t|| ≤ ||A−X|| for every matrix X of rank 1.
• For any 1 ≤ r ≤ rank(A), UΣ1V t + . . . + UΣrV t is the best rank r
approximation of A, that is ||A−UΣ1V t− . . .−UΣrV t|| ≤ ||A−X|| for
every matrix X of rank ≤ r.
Among the infinitely many rank one decompositions available for matrices,
the Eckart-Young Theorem detects the one which is particularly nice in opti-
mization problems. We will prove Theorem 2.5 in the more general formulation
of Theorem 2.9.
2.1. Secant varieties and the Terracini Lemma
Secant varieties give basic geometric interpretation of rank of matrices and also
of rank of tensors, as we will see in section 4.
Let X ⊂ PV be an irreducible variety. The k-secant variety of X is defined
by
σk(X ) :=
￿
p1,...,pk∈X
PSpan {p1, . . . , pk} (2)
where PSpan {p1, . . . , pk} is the smallest projective linear space containing
p1, . . . , pk and the overbar means Zariski closure (which is equivalent to Eu-
clidean closure in all cases considered in this paper).
There is a filtration X = σ1(X ) ⊂ σ2(X ) ⊂ . . .
This ascending chain stabilizes when it fills the ambient space.
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Example 2.6 (Examples of secant varieties in matrix spaces.). We may identify
the space M of m × n matrices with the tensor product Rm ⊗ Rn. Hence we
have natural inclusions Mr ⊂ Rm ⊗ Rn. Since Mr are cones, with an abuse
of notation we may call with the same name the associated projective variety
Mr ⊂ P(Rm ⊗ Rn). The basic equality we need is
σr(M1) =Mr
which corresponds to the fact that any rank r matrix can be written as the sum
of r rank one matrices.
In this case the Zariski closure in (2) is not necessary, since the union is
already closed.
The Terracini Lemma (see [9] for a proof) describes the tangent space T of
a k-secant variety at a general point.
Lemma 2.7 (Terracini Lemma). Let z ∈ PSpan {p1, . . . , pk} be general. Then
Tzσk(X ) = PSpan {Tp1X , . . . ,TpkX} .
Example 2.8 (Tangent spaces to Mr). The tangent space to M1 at a point
u⊗ v is Rm ⊗ v + u⊗ Rn:
any curve γ(t) = u(t) ⊗ v(t) in M1 with γ(0) = u ⊗ v has derivative for
t = 0 given by u￿(0)⊗ v + u⊗ v￿(0) and since u￿(0), v￿(0) are arbitrary vectors
in Rm,Rn respectively, we get the thesis.
As we have seen in Example 2.6, the varietyMr can be identified with the r-
secant variety of M1, so the tangent space to Mr at a point U(Σ1+ · · ·+Σr)V t
can be described, by the Terracini Lemma, as TUΣ1V tM1+ · · ·+TUΣrV tM1 =
Tσ1u1⊗vt1M1+· · ·+Tσrur⊗vtrM1 = (Rm⊗vt1+u1⊗Rn)+· · ·+(Rm⊗vtr+ur⊗Rn).
2.2. A geometric perspective on the Eckart-Young
Theorem
Consider the variety Mr ⊂ Rm ⊗ Rn of matrices of rank ≤ r and for any
matrix A ∈ Rm ⊗ Rn let dA(−) = d(A,−) : Mr → R be the (Euclidean)
distance function from A. If rkA ≥ r then the minimum on Mr of dA is
achieved on some matrices of rank r. This can be proved by applying the
following Theorem 2.9 to Mr￿ for any r￿ ≤ r. Since the variety Mr is singular
exactly on Mr−1, the minimum of dA can be found among the critical points
of dA on the smooth part Mr \Mr−1.
Theorem 2.9 (Eckart-Young revisited [5, Example 2.3]). Let A = UΣV t be
the SVD of a matrix A and let 1 ≤ r ≤ rk(A). All the critical points of
the distance function from A to the (smooth) variety Mr \ Mr−1 are given
by U(Σi1 + . . . + Σir )V
t, where Σi = Diag(0, . . . , 0,σi, 0, . . . , 0), with 1 ≤ i ≤
A GEOMETRIC PERSPECTIVE ON THE SVD 111
rk(A). If the nonzero singular values of A are distinct then the number of
critical points is
￿rk(A)
r
￿
.
Note that UΣiV t are all the critical points of the distance function from A
to the variety M1 of rank one matrices. So we have the important fact that
all the critical points of the distance function from A to M1 allow to recover
the SVD of A.
For the proof of Theorem 2.9 we need
Lemma 2.10. If A1 = u1 ⊗ v1, A2 = u2 ⊗ v2 are two rank one matrices, then
< A1, A2 >=< u1, u2 >< v1, v2 >.
Proof. < A1, A2 >= tr(A1At2) =
tr[

 u11...
u1m
 · (v11, · · · , v1n)


 v21...
v2n
 · (u21, · · · , u2m)
] =￿
i u1i (
￿
k v1kv2k)u2i =
￿
i u1iu2i
￿
k v1kv2k =< u1, u2 >< v1, v2 >.
Lemma 2.11. Let B ∈M. If < B,Rm ⊗ v >= 0, then < Row(B), v >= 0.
If < B, u⊗ Rn >= 0, then < Col(B), u >= 0.
Proof. Let {e1, · · · , em} be the canonical basis of Rm; then, by hypothesis,
< B, ek ⊗ v >= 0 ∀k = 1, · · · ,m.
We have 0 = tr [B(vt ⊗ etk)] = tr [B(0, · · · , 0, v, 0, · · · , 0)] =< Bk, v >,
where Bk denotes the kth row of B, so that the space Row(B) is orthogonal
to the vector v. In a similar way, we get < Col(B), u >= 0.
By using Terracini Lemma 2.7 we can prove Theorem 2.9.
Proof of Theorem 2.9. The matrix U(Σi1 + · · · + Σir )V t is a critical point
of the distance function from A to the variety Mr if and only if the vec-
tor A − (U(Σi1 + · · · + Σir )V t) is orthogonal to the tangent space (see 2.8)
TU(Σi1+···+Σir )V tMr = (Rm ⊗ vti1 + ui1 ⊗ Rn) + · · ·+ (Rm ⊗ vtir + uir ⊗ Rn).
From the SVD of A we have A − (U(Σi1 + · · · + Σir )V t) = U(Σj1 + · · · +
Σjl)V
t = σj1uj1 ⊗vtj1 + · · · +σjlujl ⊗vtjl where {j1, · · · , jl} is the set of indices
given by the difference {1, · · · , rk(A)}\{i1, · · · , ir}.
Let {e1, · · · , em} be the canonical basis of Rm. By Lemma 2.10 we get:
< σjhujh ⊗ vtjh , el ⊗ vtik >= σjh < ujh , el >< vjh , vik >= 0 since vjh , vik are
distinct columns of the orthogonal matrix V . So the matrices UΣjhV
t are
orthogonal to the spaces Rm ⊗ vtik .
In a similar way, since U is an orthogonal matrix, the matrices UΣjhV
t are
orthogonal to the spaces uik ⊗Rn. So A− (U(Σi1 + · · ·+Σir )V t) is orthogonal
to the tangent space and U(Σi1 + · · ·+ Σir )V t is a critical point.
Let now B ∈Mr be a critical point of the distance function from A to Mr.
Then A−B is orthogonal to the tangent space TBMr.
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Let B = U ￿(Σ￿1 + · · ·Σ￿r)V ￿t, A − B = U ￿￿(Σ￿￿1 + · · ·Σ￿￿l )V ￿￿t be SVD of B
and A−B respectively, with Σ￿r ￿= 0 and Σ￿￿l ￿= 0.
Since A − B is orthogonal to TBMr = (Rm ⊗ v￿1t + u￿1 ⊗ Rn) + · · · +
(Rm ⊗ v￿rt + u￿r ⊗ Rn), by Lemma 2.11 we get < Col(A − B), u￿k >= 0 and
< Row(A − B), v￿k >= 0 k = 1, · · · , r. In particular, Col(A − B) is a vec-
tor subspace of Span{u￿1, · · · , u￿r}⊥ and has dimension at most m − r while
Row(A − B) is a vector subspace of Span{v￿1, · · · , v￿r}⊥ and has dimension at
most n− r, so that l ≤ min{m,n}− r.
From the equality A − B = (u￿￿1 , . . . , u￿￿l , 0 . . . , 0) (Σ￿￿1 + · · ·Σ￿￿l )V ￿￿t we get
Col(A−B) ⊂ Span{u￿￿1 , . . . , u￿￿l } and equality holds by dimensional reasons.
In a similar way, Row(A − B) = Span{v￿￿1 , · · · , v￿￿l }. This implies that the
orthonormal columns u￿￿1 , · · · , u￿￿l , u￿1, · · · , u￿r can be completed with orthonor-
malm−l−r columns of Rm to obtain an orthogonalm×m matrix U , while the
orthonormal columns v￿￿1 , · · · , v￿￿l , v￿1, · · · , v￿r can be completed with orthonormal
n− l − r columns of Rn to obtain an orthogonal n× n matrix V .
We get A−B = U
Σ￿￿ 0 00 0 0
0 0 0
V t, B = U
 0 0 00 Σ￿ 0
0 0 0
V t, where
Σ￿￿ = Diag(σ￿￿1 , . . . ,σ￿￿l ) and Σ
￿ = Diag(σ￿1, . . . ,σ￿r).
So A = (A − B) + B = U
Σ￿￿ 0 00 Σ￿ 0
0 0 0
V t can easily be transformed to
a SVD of A by just reordering the diagonal elements σ￿i’s and σ￿￿i ’s and the
critical point B is of the desired type.
The following result has the same flavour of Eckart-Young Theorem 2.9.
Theorem 2.12 (Baaijens, Draisma [1, Theorem 3.2]). Let A = UΣV t be the
SVD of a n×n matrix A. All the critical points of the distance function from A
to the variety O(n) of orthogonal matrices are given by the orthogonal matrices
UDiag(±1, . . . ,±1)V t and their number is 2n.
Actually, in [1], the result is stated in a slightly different form, which is
equivalent to this one, that we have chosen to make more transparent the
link with SVD. It is easy to check that, among the critical points computed
in Theorem 2.12, the one with all plus signs, corresponding to the orthogonal
matrix UV t, gives the orthogonal matrix closest to A. This is called the Lo¨wdin
orthogonalization (or symmetric orthogonalization) of A.
3. SVD via the Spectral Theorem
In this section we prove Theorem 2.1 as a consequence of the Spectral Theorem.
We recall
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Theorem 3.1 (Spectral Theorem). For any symmetric real matrix B, there
exists an orthogonal matrix V such that V −1BV = V tBV is a diagonal matrix.
Remark 3.2. Since the Euclidean inner product is positive definite, it is ele-
mentary to show that for any real m×n matrix A we have Ker(AtA) = Ker(A)
and Ker(AAt) = Ker(At).
Proof of Theorem 2.1 Let A be an m × n matrix with real entries. The
matrix AtA is a symmetric matrix of order n and it’s positive semidefinite. By
the Spectral Theorem, there exists an orthogonal matrix V (of order n) such
that
V −1(AtA)V = V t(AtA)V =
￿
D 0
0 0
￿
where D is diagonal of order r = rk(AtA) = rk(A) (see Remark 3.2) and is
positive definite: D = Diag(d1, · · · , dr) with d1 ≥ d2 ≥ · · · dr > 0.
Let v1, · · · , vn be the columns of V ; then
(AtA)(v1, · · · , vn) = (v1, · · · , vn)
￿
D 0
0 0
￿
= (d1v1, · · · , drvr, 0, · · · , 0)
and vr+1, · · · , vn ∈ Ker(AtA) = Ker(A) (see Remark 3.2).
Let σi =
√
di, i = 1, · · · , r and let ui = (1/σi)Avi ∈ Rm. These vectors are
orthonormal since < ui, uj >=
1
σiσj
< Avi, Avj >=
1
σiσj
< vi, AtAvj >=
1
σiσj
< vi, djvj >=
σi
σj
< vi, vj >=
σi
σj
δij . Thus it’s possible to find m − r or-
thonormal vectors in Rm such that the matrix U := (u1, · · · , ur, ur+1, · · · , um)
is an m×m orthogonal matrix. Define Σ :=
￿
D1/2 0
0 0
￿
to be an m× n matrix
with m− r zero rows, D1/2 = Diag(σ1, · · · ,σr). Then
UΣV t =
￿
1
σ1
Av1, · · · , 1
σr
Avr, ur+1, · · · , um
￿

σ1vt1
...
σrvtr
0
...
0

= A(v1, · · · , vr)
v
t
1
...
vtr
 .
Since V is orthogonal we have
In =
￿
v1 · · · vn
￿v
t
1
...
vtn
 = ￿v1 · · · vr￿
v
t
1
...
vtr
+ ￿vr+1 · · · vn￿
v
t
r+1
...
vtn

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Hence we get
UΣV t = A
In − ￿vr+1 · · · vn￿
v
t
r+1
...
vtn

 = A
since vr+1, · · · , vn ∈ Ker(A).
Lemma 3.3. • (1) Let σ21 > · · · > σ2k > 0 be the distinct non zero eigenval-
ues of AtA and Vi = Ker(AtA− σ2i In) be the corresponding eigenspaces,
V0 = Ker(AtA) = Ker(A). Then
Rn =
￿⊕ki=1Vi￿⊕ V0
is an orthogonal decomposition of Rn.
• (2) Let Ui = Ker(AAt − σ2i Im) , U0 = Ker(AAt) = Ker(At). Then
AVi = Ui and A
tUi = Vi if i = 1, · · · , r.
• (3) Rm = ￿⊕ki=1Ui￿⊕ U0
is an orthogonal decomposition of Rm and σ21 > · · · > σ2k > 0 are the
distinct non zero eigenvalues of AAt.
• (4) The isomorphism 1σiA|Vi : Vi −→ Ui is an isometry with inverse
1
σi
At|Ui : Ui −→ Vi.
Proof. (1) is the Spectral Theorem. In order to prove (2), AVi ⊆ Ui since
∀w ∈ Vi one has (AAt)(Aw) = A(AtA)w = σ2iAw. In a similar way, AtUi ⊆ Vi.
On the other hand, ∀z ∈ Ui one has z = 1σ2i (AA
t)z = A( 1
σ2i
Atz) ∈ AVi so that
AVi = Ui. In a similar way, AtUi = Vi. (3) and (4) are immediate from (2).
Lemma 3.3 may be interpretated as the following coordinate free version of
SVD, that shows precisely in which sense SVD is unique.
Theorem 3.4 (Coordinate free version of SVD). Let V, U be real vector spaces
of finite dimension endowed with inner products <,>V and <,>U and let
F : V → U be a linear map with adjoint F t : U → V, defined by the prop-
erty < Fv, u >U=< v, F tu >V ∀v ∈ V, ∀u ∈ U . Then there is a unique
decomposition (SVD)
F =
k￿
i=1
σiFi
with σ1 > . . . > σk > 0, Fi : V → U linear maps such that
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• FiF tj and F ti Fj are both zero for any i ￿= j,
• Fi|Im(F ti ) : Im(F ti )→ Im(Fi) is an isometry with inverse F ti .
Both the singular values σi and the linear maps Fi are uniquely determined
from F .
By taking the adjoint in Theorem 3.4, F t =
￿k
i=1 σiF
t
i is the SVD of F
t.
The first interesting consequence is that
FF t =
k￿
i=1
σ2i FiF
t
i and F
tF =
k￿
i=1
σ2i F
t
i Fi
are both spectral decomposition (and SVD) of the self-adjoint operators FF t
and F tF . This shows the uniqueness in Theorem 3.4. Note that
V = ￿⊕ki=1Im(F ti )￿￿KerF and U = ￿⊕ki=1Im(Fi)￿￿KerF t are both
orthogonal decompositions and that rkF =
￿k
i=1 rkFi.
Moreover, F+ =
￿k
i=1 σ
−1
i F
t
i is the Moore-Penrose inverse of F , expressing
also the SVD of F+.
Theorem 3.4 extends in a straightforward way to finite dimensional complex
vector spaces V and U endowed with Hermitian inner products.
4. Basics on tensors and tensor rank
We consider tensors A ∈ Kn1+1 ⊗ . . . ⊗ Knd+1 where K = R or C. It is
convenient to consider complex tensors even if one is interested only in the real
case.
Figure 1: The visualization of a tensor in K3 ⊗K2 ⊗K2.
Entries of A are labelled by d indices as ai1...id .
For example, the expression in coordinates of a 3 × 2 × 2 tensor A as in
Figure 1 is, with obvious notations,
A = a000x0y0z0 + a001x0y0z1 + a010x0y1z0 + a011x0y1z1+
a100x1y0z0 + a101x1y0z1 + a110x1y1z0 + a111x1y1z1+
a200x2y0z0 + a201x2y0z1 + a210x2y1z0 + a211x2y1z1.
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Definition 4.1. A tensor A is decomposable if there exist xi ∈ Kni+1, for i =
1, . . . , d, such that ai1...id = x
1
i1x
2
i2 . . . x
d
id . In equivalent way, A = x
1⊗ . . .⊗xd.
Define the rank of a tensor A as the minimal number of decomposable
summands expressing A, that is
rk(A) := min{r|A =
r￿
i=1
Ai, Ai are decomposable}
For matrices, this coincides with usual rank. For a (nonzero) tensor, de-
composable ⇐⇒ rank one.
Any expression A =
￿r
i=1Ai with Ai decomposable is called a tensor de-
composition.
As for matrices, the space of tensors of format (n1+1)× . . .× (nd+1) has a
natural filtration with subvarieties Tr = {A ∈ Kn1+1⊗. . .⊗Knd+1| rank (A) ≤
r}. We have
T1 ⊂ T2 ⊂ . . .
Corrado Segre in XIX century understood this filtration in terms of projec-
tive geometry, since Ti are cones.
The decomposable (or rank one) tensors give the “Segre variety”
T1 ￿ Pn1 × . . .× Pnd ⊂ P(Kn1+1 ⊗ . . .⊗Knd+1)
The variety Tk is again the k-secant variety of T1, like in the case of matrices.
For K = R, the Euclidean inner product on each space Rni+1 induces
the inner product on the tensor product Rn1+1 ⊗ . . . ⊗ Rnd+1 (compare with
Lemma 2.10). With respect to this product we have the equality ||x1 ⊗ . . . ⊗
xd||2 =
￿d
i=1 ||xi||2. A best rank r approximation of a real tensor A is a tensor
in Tr which minimizes the l2-distance function from A. We will discuss mainly
the best rank one approximations of A, considering the critical points T ∈ T1
for the l2-distance function from A to the variety T1 of rank 1 tensors, trying
to extend what we did in §2. The condition that T is a critical point is again
that the tangent space at T is orthogonal to the tensor A− T .
Theorem 4.2 (Lim, variational principle [10]). The critical points x1 ⊗ . . .⊗
xd ∈ T1 of the distance function from A ∈ Rn1+1 ⊗ . . . ⊗ Rnd+1 to the variety
T1 of rank 1 tensors are given by d-tuples (x1, . . . , xd) ∈ Rn1+1 × . . . × Rnd+1
such that
A · (x1 ⊗ . . . ￿xi . . .⊗ xd) = λxi ∀i = 1, . . . , d (3)
where λ ∈ R, the dot means contraction and the notation ￿xi means that xi has
been removed.
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Note that the left-hand side of (3) is an element in the dual space of Rni+1,
so in order for (3) to be meaningful it is necessary to have a metric identifying
Rni+1 with its dual. We may normalize the factors xi of the tensor product
x1⊗ . . .⊗xd in such a way that ||xi||2 does not depend on i. Note that from (3)
we get A ·(x1⊗ . . .⊗xd) = λ||xi||2. Here, (x1, . . . , xd) is called a singular vector
d-tuple (defined independently by Qi in [11]) and λ is called a singular value.
Allowing complex solutions to (3), λ may be complex.
Example 4.3. We may compute all singular vector triples for the following
tensor in R3 ⊗ R3 ⊗ R2
f =6x0y0z0 +2x1y0z0 + 6x2y0z0
− 2014x0y1z0 +121x1y1z0 − 11x2y1z0
+ 48x0y2z0 −13x1y2z0 − 40x2y2z0
− 31x0y0z1 +93x1y0z1 + 97x2y0z1
+ 63x0y1z1 +41x1y1z1 − 94x2y1z1
− 3x0y2z1 +47x1y2z1 + 4x2y2z1
We find 15 singular vector triples, 9 of them are real, 6 of them make 3
conjugate pairs.
The minimum distance is 184.038 and the best rank one approximation is
given by the singular vector triple
(x0−.0595538x1+.00358519x2)(y0−289.637y1+6.98717y2)(6.95378z0−.2079687z1). Tensor
decomposition of f can be computed from the Kronecker normal form and gives
f as sum of three decomposable summands, that is
f = (.450492x0 − 1.43768x1 − 1.40925x2)(−.923877y0 − .986098y1 − .646584y2)(.809777z0 + 68.2814z1)+
(−.582772x0 + .548689x1 + 1.93447x2)(.148851y0 − 3.43755y1 − 1.07165y2)(18.6866z0 + 28.1003z1) +
(1.06175x0 − .0802873x1 − .0580488x2)(−.0125305y0 + 3.22958y1 − .0575754y2)(−598.154z0 + 10.8017z1)
Note that the best rank one approximation is unrelated to the three sum-
mands of minimal tensor decomposition, in contrast with the Eckart-Young
Theorem for matrices.
Theorem 4.4 (Lim, variational principle in symmetric case [10]). The critical
points of the distance function from A ∈ SymdRn+1 to the variety T1 of rank 1
tensors are given by d-tuples xd ∈ SymdRn+1 such that
A · (xd−1) = λx. (4)
The tensor x in (4) is called a eigenvector, the corresponding power xd is a
eigentensor , λ is called a eigenvalue.
4.1. Dual varieties and hyperdeterminant
If X ⊂ PV then
X ∗ := {H ∈ PV ∗|∃ smooth point p ∈ X s.t. TpX ⊂ H}
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is called the dual variety of X (see [7, Chapter 1]). So X ∗ consists of hyperplanes
tangent at some smooth point of X .
In Euclidean setting, duality may be understood in terms of orthogonality.
Considering the affine cone of a projective variety X , the dual variety consists
of the cone of all vectors which are orthogonal to some tangent space to X .
Let m ≤ n. The dual variety of m × n matrices of rank ≤ r is given by
m × n matrices of rank ≤ m − r ([7, Prop. 4.11]). In particular, the dual of
the Segre variety of matrices of rank 1 is the determinant hypersurface.
Let n1 ≤ . . . ≤ nd. The dual variety of tensors of format (n1 + 1) ×
. . . × (nd + 1) is by definition the hyperdeterminant hypersurface, whenever
nd ≤
￿d−1
i=1 ni. Its equation is called the hyperdeterminant. Actually, this
defines the hyperdeterminant up to scalar multiple, but it can be normalized
asking that the coefficient of its leading monomial is 1.
5. Basic properties of singular vector tuples and of
eigentensors. The singular space of a tensor.
5.1. Counting the singular tuples
In this subsection we expose the results of [6] about the number of singular
tuples (see Theorem 4.2 ) of a general tensor.
Theorem 5.1 ([6]). The number of (complex) singular d-tuples of a general
tensor t ∈ P(Rn1+1 ⊗ . . .⊗Rnd+1) is equal to the coefficient of ￿di=1 tnii in the
polynomial
d￿
i=1
tˆi
ni+1 − tni+1i
tˆi − ti
where tˆi =
￿
j ￿=i tj.
Amazingly, for d = 2 this formula gives the expected value min(n1+1, n2+1).
For the proof, in [6] the d-tuples of singular vectors were expressed as zero
loci of sections of a suitable vector bundle on the Segre variety T1.
Precisely, let T1 = P(Cn1+1)× . . .×P(Cnd+1) and let πi : T1 → P(Cni+1) be
the projection on the i-th factor. Let O(1, . . . , 1￿ ￿￿ ￿
d
) be the very ample line bundle
which gives the Segre embedding and let Q be the quotient bundle.
Then the bundle is ⊕di=1 (π∗iQ) ⊗ O( 1 , . . . , 1 , 0 , 1, . . . , 1).
↑
i
The top Chern class of this bundle gives the formula in Theorem 5.1.
In the format (2, . . . , 2￿ ￿￿ ￿
d
) the number of singular d-tuples is d!.
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The following table lists the number of singular triples in the format (d1, d2, d3)
d1, d2, d3 c(d1, d2, d3)
2, 2, 2 6
2, 2, n 8 n ≥ 3
2, 3, 3 15
2, 3, n 18 n ≥ 4
2, n, n n(2n− 1)
3, 3, 3 37
3, 3, 4 55
3, 3, n 61 n ≥ 5
3, 4, 4 104
3, 4, 5 138
3, 4, n 148 n ≥ 6
The number of singular d-tuples of a general tensor A ∈ Cn1+1⊗. . .⊗Cnd+1,
when n1, . . . , nd−1 are fixed and nd increases, stabilizes for nd ≥
￿d−1
i=1 ni, as
it can be shown from Theorem 5.1.
For example, for a tensor of size 2×2×n, there are 6 singular vector triples
for n = 2 and 8 singular vector triples for n ≥ 3.
The format with nd =
￿d−1
i=1 ni is the boundary format, well known in
hyperdeterminant theory [7]. It generalizes the square case for matrices.
The symmetric counterpart of Theorem 5.1 is the following
Theorem 5.2 (Cartwright-Sturmfels [2]). The number of (complex) eigenten-
sors of a general tensor t ∈ P(SymdRn+1) is equal to
(d− 1)n+1 − 1
d− 2 .
5.2. The singular space of a tensor
We start informally to study the singular triples of a 3-mode tensor A, later
we will generalize to any tensor. The singular triples x⊗ y⊗ z of A satisfy (see
Theorem 4.2) the equations￿
i0,i1
Ai0i1kxi0yi1 = λzk ∀k
hence, by eliminating λ, the equations (for every k < s)￿
i0,i1
(Ai0i1kxi0yi1zs −Ai0i1sxi0yi1zk) = 0
which are linear equations in the Segre embedding space. These equations can
be permuted on x, y, z and give
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
￿
i0,i1
(Ai0i1kxi0yi1zs −Ai0i1sxi0yi1zk) = 0 for 0 ≤ k < s ≤ n3￿
i0,i2
(Ai0ki2xi0yszi2 −Ai0si2xi0ykzi2) = 0 for 0 ≤ k < s ≤ n2￿
i1,i2
(Aki1i2xsyi1zi2 −Asi1i2xkyi1zi2) = 0 for 0 ≤ k < s ≤ n1
(5)
These equations define the singular space of A, which is the linear span of
all the singular vector triples of A.
The tensor A belongs to the singular space of A, as it is trivially shown by
the following identity (and its permutations)￿
i0,i1
(Ai0i1kAi0i1s −Ai0i1sAi0i1k) = 0.
In the symmetric case, the eigentensors xd of a symmetric tensor
A ∈ SymdCn+1 are defined by the linear dependency of the two rows of the
2× (n+ 1) matrix ￿∇A(xd−1)
x
￿
Taking the 2× 2 minors we get the following
Definition 5.3. If A ∈ SymdCn+1 is a symmetric tensor, then the singular
space is given by the following
￿n+1
2
￿
linear equations in the unknowns xd
∂A(xd−1)
∂xj
xi − ∂A(x
d−1)
∂xi
xj = 0
It follows from the definition that the singular space of A is spanned by all
the eigentensors xd of A.
Proposition 5.4. The symmetric tensor A ∈ SymdCn+1 belongs to the singu-
lar space of A. The dimension of the singular space is
￿n+d
d
￿ − ￿n+12 ￿ . The
eigentensors are independent for a general A (and then make a basis of the
singular space) just in the cases SymdC2, Sym2Cn+1, Sym3C3.
Proof. To check that A belongs to the singular space, consider dual variables
yj =
∂
∂xj
. Then we have
￿
∂A
∂yj
yi − ∂A∂yi yj
￿
· A(x) = ∂A∂yj · ∂A∂xi − ∂A∂yi · ∂A∂xj , which
vanishes by symmetry. To compute the dimension of the singular space, first
recall that symmetric tensors in SymdCn+1 correspond to homogeneous poly-
nomials of degree d in n + 1 variables. We have to show that for a general
polynomial A, the
￿n+1
2
￿
polynomials ∂A∂xj xi − ∂A∂xixj for i < j are independent.
This is easily checked for the Fermat polynomial A =
￿n
i=0 x
d
i for d ≥ 3 and
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for the polynomial A =
￿
p<q xpxq for d = 2. The case listed are the ones
where the inequality
(d− 1)n+1 − 1
d− 2 ≥
￿
n+ d
d
￿
−
￿
n+ 1
2
￿
is an equality (for d = 2 the left-hand side reads as
￿n
i=0(d− 1)i = n+1).
Denote by ej the canonical basis in any vector space Cn.
Proposition 5.5. Let n1 ≤ . . . ≤ nd . If A ∈ Cn1+1 ⊗ . . . ⊗ Cnd+1 is a
tensor, then the singular space of A is given by the following
￿d
i=1
￿ni+1
2
￿
linear
equations. The
￿ni+1
2
￿
equations of the i-th group (i = 1, . . . , d) for x1⊗ . . .⊗xd
are
A(x1, x2, . . . , ep , . . . , xd)(xi)q −A(x1, x2, . . . , eq , . . . , xd)(xi)p = 0
↑ ↑
i i
for 0 ≤ p < q ≤ ni. The tensor A belongs to this linear space, which we call
again the singular space of A.
Proof. Let A =
￿
i1,...,id
Ai1,...,idx
1
i1 ⊗ . . . ⊗ xdid . Then we have for the first
group of equations￿
i2,...,id
(Ak,i2,...,idAs,i2,...,id −As,i2,...,idAk,i2,...,id) = 0 for 0 ≤ k < s ≤ n1
and the same argument works for the other groups of equations.
We state, with a sketch of the proof, the following generalization of the
dimensional part of Prop. 5.4.
Proposition 5.6. Let n1 ≤ . . . ≤ nd and N =
￿d−1
i=1 (ni + 1).
If A ∈ Cn1+1 ⊗ . . .⊗Cnd+1 is a tensor, the dimension of the singular space of
A is 
￿d
i=1(ni + 1)−
￿d
i=1
￿ni+1
2
￿
for nd + 1 ≤ N￿N+1
2
￿−￿d−1i=1 ￿ni+12 ￿ for nd + 1 ≥ N.
The singular d-tuples are independent (and then make a basis of this space)
just in cases d = 2, C2 ⊗ C2 ⊗ C2, C2 ⊗ C2 ⊗ Cn for n ≥ 4.
Proof. Note that if nd+1 ≥ N , for any tensor A ∈ Cn1+1⊗ . . .⊗Cnd+1, there is
a subspace L ⊂ Cnd+1 of dimension N such that A ∈ Cn1+1⊗. . .⊗Cnd−1+1⊗L,
hence all singular d-tuples of A lie in A ∈ Cn1+1 ⊗ . . . ⊗ Cnd−1+1 ⊗ L. Note
that for nd + 1 =
￿d−1
i=1 (ni + 1), then the singular space has dimension N =
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￿d
i=1(ni + 1) −
￿d
i=1
￿ni+1
2
￿
. It can be shown that posing k(i1, . . . , id−1) =￿d−1
j=1
￿￿￿
s≤j−1(ns + 1)
￿
ij
￿
, then the tensor
A =
n1￿
i1=0
. . .
nd−1￿
id−1=0
k(i1, . . . , id−1)e1i1 . . . e
d−1
id−1e
d
k(i1,...,id−1)
is general in the sense that the
￿d
i=1
￿ni+1
2
￿
corresponding equations are in-
dependent (note that k(i1, . . . , id−1) covers all integers between 0 and N − 1).
For nd + 1 ≥ N the dimension stabilizes to N2 −
￿d−1
i=1
￿ni+1
2
￿ − ￿N+12 ￿ =￿N+1
2
￿−￿d−1i=1 ￿ni+12 ￿.
Remark 5.7. For a general A ∈ Cn1+1 ⊗ . . . ⊗ Cnd+1, the ￿di=1 ￿ni+12 ￿ linear
equations of the singular space of A are independent if nd + 1 ≤ N + 1.
Remark 5.8. In the case of symmetric matrices, the singular space of A con-
sists of all matrices commuting with A. If A is regular, this space is spanned
by the powers of A. If A is any matrix (not necessarily symmetric), the sin-
gular space of A consists of all matrices with the same singular vector pairs
as A. These properties seem not to generalize to arbitrary tensors. Indeed the
tensors in the singular space of a tensor A may have singular vectors differ-
ent from those of A, even in the symmetric case. This is apparent for binary
forms. The polynomials g having the same eigentensors as f , satisfy the equa-
tion gxy − gyx = λ(fxy − fyx) for some λ, which in degree d even has (in
general) the solutions g = µ1f + µ2(x2 + y2)d/2 with µ1, µ2 ∈ C, while for de-
gree d odd has (in general) the solutions g = µ1f . In both cases, these solutions
are strictly contained in the singular space of f .
In any case, a positive result which follows from Prop. 5.4, 5.5, 5.6 is the
following
Corollary 5.9. (i) Let n1 ≤ . . . ≤ nd, N =
￿d−1
i=1 (ni + 1) and M =
min(N,nd + 1). A general tensor A ∈ Cn1+1 ⊗ . . . ⊗ Cnd+1 has a ten-
sor decomposition given by NM −￿d−1i=1 ￿ni+12 ￿ − ￿N+12 ￿ singular vector
d-tuples.
(ii) A general symmetric tensor A ∈ SymdCn+1 has a symmetric tensor de-
composition given by
￿n+d
d
￿− ￿n+12 ￿ eigentensors.
The decomposition in (i) is not minimal unless d = 2, when it is given by
the SVD.
The decomposition in (ii) is not minimal unless d = 2, when it is the spectral
decomposition, as sum of (n+ 1) (squared) eigenvectors.
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5.3. The Euclidean Distance Degree and its duality
property
The construction of critical points of the distance from a point p, can be gen-
eralized to any affine (real) algebraic variety X .
Following [5], we call Euclidean Distance Degree (shortly ED degree) the
number of critical points of dp = d(p,−) : X → R, allowing complex solutions.
As before, the number of critical points does not depend on p, provided p is
generic. For a elementary introduction, see the nice survey [13].
Theorem 2.9 says that the ED degree of the variety Mr defined in §2 is￿min{m,n}
r
￿
, while Theorem 2.12 says that the ED degree of the variety O(n)
is 2n. The values computed in Theorem 5.1 give the ED degree of the Segre
variety Pn1× . . .×Pnd , while the Cartwright-Sturmfels formula in Theorem 5.2
gives the ED degree of the Veronese variety vd(Pn).
Theorem 5.10 ([5, Theorem 5.2, Corollary 8.3]). Let p be a tensor. There is
a canonical bijection between
• critical points of the distance from p to rank ≤ 1 tensors
• critical points of the distance from p to hyperdeterminant hypersurface.
Correspondence is x ￿→ p− x
In particular, from the 15 critical points for the distance from the 3× 3× 2
tensor f defined in Example 4.3 to the variety of rank one matrices, we may
recover the 15 critical points for the distance from f to the hyperdeterminant
hypersurface. It follows that Det(f − pi) = 0 for the 15 critical points pi.
The following result generalizes Theorem 5.10 to any projective variety X .
Theorem 5.11 ([5, Theorem 5.2]). Let X ⊂ Pn be a projective variety, p ∈ Pn.
There is a canonical bijection between
• critical points of the distance from p to X
• critical points of the distance from p to the dual variety X ∗.
Correspondence is x ￿→ p− x. In particular EDdegree(X ) = EDdegree(X ∗)
5.4. Higher order SVD
In [3], L. De Lathauwer, B. De Moor, and J. Vandewalle proposed a higher order
generalization of SVD. This paper has been quite influential and we sketch this
contruction for completeness (in the complex field).
Theorem 5.12 (HOSVD, De Lathauwer, De Moor, Vandewalle, [3]). A tensor
A ∈ Cn1+1⊗ . . .⊗Cnd+1 can be multiplied in the i-th mode by unitary matrices
Ui ∈ U(ni + 1) in such a way that the resulting tensor S has the following
properties:
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X
X ∗
p
x1
x2
p− x1
p− x2
Figure 2: The bijection between critical points on X and critical points on X ∗.
1. (all-orthogonality) For any i = 1, . . . , d and α = 0, . . . , ni denote by Siα
the slice in Cn1+1 ⊗ . . .￿Cni+1 . . . ⊗ Cnd+1 obtained by fixing the i-index
equal to α. Then for 0 ≤ α < β ≤ ni we have Siα · Siβ = 0, that is any
two parallel slices are orthogonal according to Hermitian product.
2. (ordering) for the Hermitian norm, for all i = 1, . . . , d￿￿Si0￿￿ ≥ ￿￿Si1￿￿ ≥ . . . ≥ ￿￿Sini￿￿￿￿Sij￿￿ are the i-mode singular values and the columns of Ui are the i-mode
singular vectors. For d = 2,
￿￿Sij￿￿ do not depend on i and we get the classical
SVD. This notion has an efficient algorithm computing it. We do not pursue
it further because the link with the critical points of the distance is weak,
although it can be employed by suitable iterating methods.
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1. Introduction
Throughout this paper, unless otherwise stated, we will work in the frame-
work of smooth complex projective varieties. Any variety X comes naturally
equipped with the sheaf of its Ka¨hler differentials ΩX and its tensor algebra.
Thus, properties of the objects related to differential forms can be used for
setting up the classification of algebraic varieties. The fundamental example is
the classical trichotomy of smooth algebraic curves which are divided into three
unequal classes depending on the global properties of the sheaf of differential
forms or, dually, of their tangent bundle. The most obvious property differenti-
ating these classes is the sign of the degree of the tangent bundle, equal to the
Euler characteristic for curves defined over complex numbers, which implies
fundamentally different behaviour of other invariants of the underlying variety.
This natural idea is extended to higher dimensions in a number of ways.
Firstly, one considers the canonical divisor KX associated to detΩX and pluri-
canonical systems |mKX |, form > 0, which give rise to the definition of Kodaira
dimension of a variety. Secondly, the numerical properties of the canonical di-
visor (provided it is Q-Cartier), that is the sign of intersection of KX with
curves on X, are fundamental for the minimal model program in which the
classification of higher dimensional varieties is modelled on the trichotomy for
curves. Clearly, the situation is by far more complicated because the higher
dimensional varieties can be built from lower dimensional ones on which KX
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may have different behaviour. In this scheme of classification the building blocks
are those varieties on which either KX or −KX is positive, or it is numerically
trivial. Here, the notion of positivity of a line bundle, or more generally, of
a Q-Cartier divisor, is generalized to higher dimensions by ampleness; see the
classical book [18] for discussion of the notion of ampleness, its extensions and
analytic counterparts.
It is plausible to expect that once the sign of the canonical divisor is fixed a
more refined classification can be achieved by investigating the structure of the
tangent sheaf TX of X. For example, the celebrated theorem of Beauville [2],
asserts that complex Ka¨hler manifolds with KX numerically trivial are, up to
a finite e´tale cover, products of complex tori, Calabi-Yau varieties and hyper-
Ka¨hler (or irreducible symplectic) varieties. Beauville’s theorem is an incar-
nation of a result of de Rham about decomposition of Riemannian varieties
with respect to their holonomy groups. The theorem of de Rham asserts that
the structure on the tangent bundle resulting from the action of holonomy
translates to the global structure of the variety.
The varieties for which −KX is ample are called Fano. Due to the result
of Campana, [6], and Kolla´r, Miyaoka and Mori, [36], we know that there is
only a finite number of deformation types of smooth Fano varieties in every
dimension. They can be studied well in the framework of the minimal model
program, yet their classification is a challenging problem especially in the case
when their Picard group is Z. On the other hand, since −KX = detTX we can
ask questions about positivity of TX itself.
Given a vector bundle E on X, we denote by P(E) the Grothendieck pro-
jectivization of E , that is, the projective bundle
P(E) := ProjX
￿
r≥0
SrE
 p−→ X
with O(1) := OP(E)(1) denoting the relative hyperplane section bundle which
satisfies p∗O(1) = E . We say that E is ample if OP(E)(1) is ample on P(E). The
theorem of Mori [47], which is a cornerstone of the minimal model program,
asserts that Pn is the only manifold of dimension n with ample tangent bundle,
as it was conjectured by Hartshorne. An analytic counterpart of Hartshorne’s
conjecture is known as Frankel conjecture: every compact Ka¨hler manifold of
dimension n with positive bisectional curvature is biholomorphic to Pn. An
analytic proof of this conjecture was provided by Siu and Yau in [56].
Nefness is an (algebro-geometric) positivity property, that appears as a
natural generalization of the concept of ampleness. More concretely, given a
line bundle L on a projective variety X, we say that L is nef if L · C ≥ 0 for
every irreducible curve C ⊂ X. In other words: nef line bundles are those
whose numerical classes are limits of ample classes.
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Generalizing the definition of nefness from line bundles to vector bundles
of any rank we have the following definition:
Definition 1.1. A vector bundle E is nef if and only if the tautological line
bundle O(1) of P(E) is a nef line bundle.
We refer the interested reader to [7] for an account on the general properties
of nef vector bundles. The following conjecture formulated and proved for
complex 3-folds in [7] naturally extends the one by Hartshorne.
Conjecture 1.2 (Campana–Peternell Conjecture). Any Fano manifold whose
tangent bundle is nef is rational homogeneous.
We note that an apparently harder question about all manifolds with nef
tangent bundle reduces to the one above because of a result by Demailly, Pe-
ternell and Schneider, [14], who proved the following: Any compact Ka¨hler
manifold with nef tangent bundle admits a finite e´tale cover with smooth Al-
banese map whose fibers are Fano manifolds with nef tangent bundle. We also
note that, in the framework of complex geometry, Ka¨hler manifolds with non-
negative bisectional curvature (a condition known to be stronger than nefness)
have been characterized by Mok, see [44]; within the class of Fano manifolds
of Picard number one, they correspond to irreducible Hermitian symmetric
spaces. Finally, 1.2 is known to be true for toric varieties; indeed, by the
work of Fujino and Sato [17], the only smooth toric varieties whose nef and
pseudoeffective cones coincide are products of projective spaces.
Another version of the same problem is the following.
Conjecture 1.3. Let X be a Fano manifold, and assume that TX is nef. Then
TX is globally generated.
For brevity let us introduce the following definition:
Definition 1.4. A smooth complex Fano manifold with nef tangent bundle will
be called a CP-manifold.
According to [55] a projective manifold is convex if every morphism f : P1 →
X is unobstructed which means that H1(P1, f∗TX) = 0. Clearly, every CP-
manifold is convex. Thus a natural extension of Campana–Peternell conjecture
concerns convex Fano manifolds, see [55] for a discussion of this problem.
In the present survey we discuss Campana–Peternell conjecture and related
questions. The structure of the paper is the following. Since the problem is to
find out whether one may recognize homogeneity properties on a CP-manifold,
we start by recalling some basic facts on homogeneous manifolds in Section 2.
The section is completed with a review of some of the properties of families
of rational curves on algebraic varieties, that we will need later. In Section 3
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we will show that every contraction of a CP-manifold X is smooth and that
the Mori cone of X is simplicial, two important properties that were known to
hold for rational homogenous spaces. The fourth section contains some positive
answers to the conjecture in low dimensions, including the classification of CP-
manifolds that have two P1-fibrations.
In general, it is not even known whether the nefness of TX implies its
semiampleness. If this property holds, one might study the variety P(TX) by
looking at the contraction associated to the tautological line bundle O(1). In
fact, if this morphism exists, it satisfies a number of interesting properties, that
may eventually lead us to conclude the homogeneity of X under some extra
assumptions. This is the case for instance if TX is big and 1-ample. We discuss
this in Section 5.
Finally, the last section reviews some results recently obtained by the au-
thors, and discuss the way in which these results may be used to attack the
problem of Campana-Peternell.
1.1. Glossary of notations
X Smooth complex projective variety
ΩX Sheaf of differentials of X
TX = Ω∨X Tangent bundle of X
m Dimension of X
O(KX) =
￿m ΩX Canonical line bundle of X
Pic(X) Picard group of X
N1(X) = (Pic(X)/ ≡)⊗Z R Vector space of numerical classes of R-divisors
N1(X)(= N1(X)∨) Vector sp. of numerical classes of real 1-cycles
n = ρ(X) = dim(N1(X)) Picard number of X
NE(X) Mori cone of X
Nef(X) Nef cone of X
R1, R2, . . . Extremal rays of NE(X)
Γ1,Γ2, . . . Minimal rational curves generating R1, R2, . . .
pi : Ui →Mi Family of deformations of Γi
qi : Ui → X Evaluation morphism
Ci,x ⊂ P(ΩX,x) VMRT of the family Mi at x
πI : X → XI Contraction of the face generated by Ri, i ∈ I
KI Relative canonical divisor of πI
P(E) = ProjX (Sym(E)) (Grothendieck) Projectivization of a bundle E
O(1) = OP(E)(1) Tautological line bundle
X = P(TX) Projectivization of the tangent bundle of X
φ : X → Y Crepant contraction of X
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Γi Minimal section of X over Γi
pi : U i →Mi Family of deformations of Γi
qi : U i → X Evaluation morphism
E(ak11 , . . . , a
kr
r )
￿r
j=1OP1(aj)⊕kj
2. Preliminaries
For the reader’s convenience we will recall in this preliminary section some ba-
sic background on rational homogeneous manifolds and the positivity of their
tangent bundles. Then we will briefly review some well known results on defor-
mations of rational curves on an algebraic variety X, paying special attention
to the case in which X is a CP-manifold.
2.1. Homogeneous manifolds
A smooth complex variety X is said to be homogeneous if X admits a transitive
action of an algebraic group G. In this paper, we will only consider projective
homogeneous manifolds, but we will refer to them simply as homogeneous man-
ifolds.
For any projective manifold X, the automorphism group scheme Aut(X) is
defined as the scheme representing the automorphism functor [42, Theorem 3.7],
and the Lie algebra of Aut(X) is identified with that of the derivations of OX :
Lie(Aut(X)) ∼= H0(X,TX). (1)
Since our base field has characteristic zero, we know that Aut(X) is reduced
thanks to Cartier [53]. This leads to the following characterization of homoge-
neous manifolds from the viewpoint of the spannedness of the tangent bundle.
Proposition 2.1. Let X be a projective manifold. Then X is homogeneous
if and only if TX is globally generated. In particular, the tangent bundle of a
homogeneous manifold is nef.
Proof. Let G be the identity component of Aut(X). Then G is an algebraic
group with Lie algebra H0(X,TX). The evaluation map is denoted by
ev : H0(X,TX)⊗OX → TX .
On the other hand, for any point x ∈ X, consider the orbit map
µx : G→ X; g ￿→ gx.
Since the differential of µx at the identity e ∈ G coincides with the evaluation
at x, then our claim follows.
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The following structure theorem, due to A. Borel and R. Remmert, tells
us that there are basically two types of homogeneous manifolds: projective
algebraic groups (i.e. abelian varieties) and quotients of simple Lie groups.
Theorem 2.2 ([4]). Any homogeneous manifold X is isomorphic to a product
A × Y1 × · · · × Yk, where A is an abelian variety and every Yi is projective
variety of the form Gi/Pi, where Gi is a simple Lie group and Pi ⊂ Gi is a
parabolic subgroup.
A product of simple Lie groups is called semisimple (equivalently, they
are usually defined as the Lie groups that have no notrivial normal connected
solvable subgroups), and a projective quotient G/P of a semisimple Lie group
is called a rational homogeneous manifold.
Abelian varieties and rational homogeneous manifolds may be already dis-
tinguished at the level of the positivity of their tangent spaces. In fact, the
group structure of an abelian variety forces its tangent bundle (hence its canon-
ical divisor) to be trivial, whereas the fact that semisimple Lie groups are affine
varieties implies that their projective quotients are Fano manifolds. In other
words, rational homogeneous manifolds are the first (conjecturally, the only)
examples of CP-manifolds.
Proposition 2.3. For a rational homogeneous manifold X, the anticanonical
divisor −KX is ample and globally generated.
Proof. The following argument is due to S. Mori (see for example [35, V. The-
orem 1.4]). Writing X as a quotient G/P of a semisimple Lie group G, the fact
that G is affine and G/P is projective implies that P is positive dimensional.
On the other hand, P might be identified with the isotropy subgroup of a
point x ∈ X. Consider the orbit map µx : G→ X, g ￿→ gx.
Since its differential dµx at the identity e sends TP,e to {0} ⊂ TX,x, any
section σ ∈ H0(X,TX) \ {0} contained in TP,e vanishes at x. Furthermore, we
have
h0(X,TX) = dimG = dimX + dimP > dimX.
These facts imply that we have a section s ∈ H0(X,OX(−KX)) \ {0} which
vanishes at x, but is not everywhere zero. Since X is homogeneous under G,
OX(−KX) is non-trivial and globally generated.
Let us consider the morphism ϕ : X → Y defined by the linear system
|OX(−KX)|, which is G-equivariant, and a fiber F = ϕ−1(y). If P ￿ is the sta-
bilizer of ϕ(y), then F is homogeneous under P ￿. If F 0 is a positive-dimensional
irreducible component of F , then −KF 0 is non-trivial by the same argument
as above. However this contradicts the fact that
OF (−KF 0) = OX(−KX)|F 0 = ϕ∗OY (1)|F 0 = OF 0 .
Thus ϕ is finite. As a consequence, −KX is ample.
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2.2. Rational homogeneous manifolds and Dynkin
diagrams
One of the most remarkable properties of semisimple Lie groups and rational
homogeneous manifolds is that they may be completely described in terms of
certain combinatorial objects named Dynkin diagrams, whose (brief) descrip-
tion is the goal of this section.
Let us then consider a semisimple Lie group G, and let us denote by g its
associated Lie algebra, that determines G via the exponential map.
Cartan decomposition
We start by choosing a Cartan subalgebra, i.e. an abelian subalgebra h ⊂ g
of maximal dimension. Being h abelian, its adjoint action on g defines an
eigenspace decomposition,
g = h⊕
￿
α∈h∨\{0}
gα, where gα := {g ∈ g | [h, g] = α(h)g, for all h ∈ h} ,
called Cartan decomposition of g. The elements α ∈ h∨ \ {0} for which gα ￿= 0
are called roots of g, and the set of these elements will be denoted by Φ. The
eigenspaces gα (so-called root spaces) are one-dimensional, for every α ∈ Φ.
Moreover, Φ satisfies that given α ∈ Φ, then kα ∈ Φ iff k = ±1, and that
[gα, gβ ] = gα+β iff 0 ￿= α + β ∈ Φ. In particular the set Φ contains all the
information necessary to reconstruct completely the Lie algebra g (thus the
group G) out of it.
Root system and Weyl group of g
The key property of Φ, that allows us to list all the possible semisimple Lie
algebras, is the behaviour of its group of symmetries.
The Killing form κ(X,Y ) := tr(adX ◦ adY ) defines, on every semisimple
Lie algebra, a nondegenerate bilinear form on h, whose restriction to the real
vector space E generated by Φ is positive definite. Within the euclidean space
(E,κ), every root α ∈ Φ defines a reflection σα, given by:
σα(x) = x− ￿x,α￿α, where ￿x,α￿ := 2κ(x,α)
κ(α,α)
.
One may then show that the groupW ⊂ SO(E,κ) generated by the σα’s, called
the Weyl group of g, leaves the set Φ invariant. Furthermore, one may show
that ￿α,β￿ is an integer, a property that allows us to say that Φ is a root system
in (E,κ) (see [5, VI.1 Def. 1]). The important point to remark here is that,
as we will see precisely in the next paragraph, a reduced root system may be
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reconstructed out of a very small amount of data: a well chosen basis and the
reflections with respect to its elements (that will be determined by a matrix of
integers).
Cartan matrix of g
Set n := dimC(h) and D := {1, 2, . . . , n}. It is known that for every root system
one may always find a base of simple roots, i.e. a basis of h∨ formed by elements
of Φ satisfying that the coordinates of every element of Φ are integers, all of
them nonnegative or all of them nonpositive. A base ∆ = {αi}i∈D provides
a decomposition of the set of roots according to their sign Φ = Φ+ ∪ Φ−,
where Φ− = −Φ+. Moreover, every positive root can be obtained from simple
roots by means of reflections σαi . It is then clear that the matrix M whose
coefficients are ￿αi,αj￿, the so-called Cartan matrix of g, encodes the necessary
information to reconstruct g from the set of simple roots ∆.
Dynkin diagrams
The coefficients of the Cartan matrix M of g are subject to arithmetic restric-
tions:
• ￿αi,αi￿ = 2 for all i,
• ￿αi,αj￿ = 0 if and only if ￿αj ,αi￿ = 0, and
• if ￿αi,αj￿ ￿= 0, i ￿= j, then ￿αi,αj￿ ∈ Z− and ￿αi,αj￿￿αj ,αi￿ = 1, 2 or 3.
which allow us to represent M by a Dynkin diagram, that we denote by D: it
consists of a graph whose set of nodes is D and where the nodes i and j are
joined by ￿αj ,αi￿￿αi,αj￿ edges. When two nodes i and j are joined by a double
or triple edge, we add to it an arrow, pointing to i if ￿αi,αj￿ > ￿αj ,αi￿. One
may prove that D is independent of the choices made (Cartan subalgebra, base
of simple roots), hence, summing up:
Theorem 2.4. There is a one to one correspondence between isomorphism
classes of semisimple Lie algebras and Dynkin diagrams of reduced root sys-
tems.
Furthermore, the classification theorem of root systems tells us that every
reduced root system is a disjoint union of mutually orthogonal irreducible root
subsystems, each of them corresponding to one of the connected finite Dynkin
diagrams An, Bn, Cn, Dn (n ∈ N), E6, E7, E8, F4, G2:
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An
1 2 3 n−2 n−1 n
Bn
1 2 3 n−2 n−1 n
Cn
1 2 3 n−2 n−1 n
Dn
1 2 n−3 n−2
n−1
n
(2)
E6
1 3 4 5 6
2
E7
1 3 4 5 6 7
2
E8
1 3 4 5 6 7 8
2
F4
1 2 3 4
G2
1 2
The connected components of the Dynkin diagram D determine the sim-
ple Lie groups that are factors of the semisimple Lie group G, each of them
corresponding to one of the Dynkin diagrams above.
In the above list we have introduced a numbering for the nodes of every
Dynkin diagram (we have followed the standard reference [21, p. 58]). We note
also that the classical Lie groups SLn+1, SO2n+1, Sp2n and SO2n correspond
to the diagrams An, Bn, Cn and Dn, respectively.
Rational homogeneous manifolds and marked Dynkin diagrams
Not only semisimple Lie groups, but also their projective quotients G/P may
be represented by means of Dynkin diagrams. The key point for this is that
a subgroup P of G for which G/P is projective, called a parabolic subgroup, is
determined by a set of simple roots of G in the following way: given a subset
I ⊂ D, let Φ+(I) be the subset of Φ+ generated by the simple roots in D \ I.
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If moreover I intersects every connected component of the Dynkin diagram D,
then the subspace
p(I) := h⊕
￿
α∈Φ+
g−α ⊕
￿
α∈Φ+(I)
gα (3)
is a parabolic subalgebra of g, determining a parabolic subgroup P (I) ⊂ G.
Conversely, every parabolic subgroup is constructed in this way. In the most
common notation, we represent F (I) := G/P (I) by marking on the Dynkin
diagram D of G the nodes corresponding to I.
Example 2.5. Given an (n+1)-dimensional complex vector space V , the ratio-
nal homogeneous manifolds for the group SLn+1 = SLn+1(V ), are determined
by the different markings of the Dynkin diagram An. For instance, numbering
the nodes of An as in (2), the projective space Pn = P(V ∨), its dual P(V ), and
P(TPn) correspond to the marking of I = {1}, {n} and {1, n}, respectively:
Pn
Pn∨
P(TPn)
More generally, the homogeneous manifold determined by marking the ordered
set of nodes I = {i1, . . . , ik}, which is called the flag manifold associated to I
in Pn, is isomorphic to the parameter space of flags of linear spaces of the form
Pi1 ⊂ · · · ⊂ Pik ⊂ Pn. Similar descriptions may be done for the rest of the
classical simple Lie groups.
Contractions of rational homogeneous manifolds
We finally show how to write the contractions of a manifold F (I) in terms of
marked Dynkin diagrams.
From the above construction it immediately follows that given two subsets
J ⊂ I ⊂ D, the inclusion P (I) ⊂ P (J) provides a proper surjective morphism
pI,J : F (I)→ F (J). Moreover, the fibers of this morphism are rational homo-
geneous manifolds, determined by the marked Dynkin diagram obtained from
D by removing the nodes in J and marking the nodes in I \ J .
The following result states that these maps are the only contractions of
F (I):
Proposition 2.6. Every rational homogeneous manifold F (I) = G/P (I) is a
Fano manifold, whose contractions are all of the form pI,J , J ⊂ I ⊂ D. In
particular, the Picard number of F (I) is ￿(I) and the Mori cone NE(F (I)) ⊂
N1(F (I)) is simplicial.
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2.3. Rational curves on CP-manifolds
In this section we review some results on families of rational curves on Fano
manifolds, that will be useful later on. For simplicity, we focus only on the
case of CP-manifolds, and refer to [22, 33, 35, 45] for more details and general
results on this topic.
Notation 2.7. Let X be a CP-manifold of dimension m. We denote the
scheme parametrizing the morphisms from P1 to X by Hom(P1, X), and the
natural evaluation map by ev : Hom(P1, X)× P1 → X (see [35, Chapter II]).
The following lemma shows that every rational curve on a CP-manifold is
free, i.e. its deformations dominate X.
Lemma 2.8. Let X be a CP-manifold and let f : P1 → X be a nonconstant mor-
phism. Then Hom(P1, X) is smooth at [f ] and, being H the irreducible compo-
nent of Hom(P1, X) containing [f ], the restriction of the evaluation morphism
H × P1 → X is dominant.
Proof. Being TX nef by hypothesis, for any nonconstant morphism f : P1 → X
it holds that f∗TX is globally generated, and in particular H1(P1, f∗TX) = 0.
Then the smoothness of Hom(P1, X) follows by [35, I.2.16], and the dominancy
of ev by the standard description of its differential in terms of the evaluation
of global sections of f∗TX ([35, II.3.4]).
Notation 2.9. Taking quotient by the automorphims of P1, one produces the
scheme parametrizing rational curves on X (see [35, II.2]), whose normaliza-
tion is denoted by RatCurvesn(X).
An irreducible component M of RatCurvesn(X) is called a minimal rational
component if it contains a rational curve of minimal anticanonical degree. Since
all rational curves parametrized by M are numerically equivalent, we may set
d := −KX ·C for [C] ∈M. For a minimal rational component M, we have an
associated universal family and an evaluation morphism:
U
p
￿￿
q
￿￿
M X
Finally, we denote byMx the normalization of the subscheme ofM parametriz-
ing rational curves passing through x ∈ X.
Proposition 2.10. With the same notation as above, we have the following:
1. M is a smooth projective variety of dimension m+ d− 3.
2. q is a smooth morphism and p is a smooth P1-fibration.
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3. For a general point x ∈ X, Mx is isomorphic to q−1(x). In particular,
Mx is a projective manifold of dimension d− 2.
4. d is at least 2.
5. If d = 2, then q is an isomorphism. In particular, X admits a smooth
P1-fibration structure p : X →M.
6. If a rational curve C is a general member of M, then C is standard, i.e.
denoting by f : P1 → X its normalization, f∗TX ∼= OP1(2)⊕OP1(1)⊕d−2⊕
O⊕m−d+1P1 .
Proof. Since TX is nef, we see that q is a smooth morphism andM is a smooth
projective variety of dimensionm+d−3 by [35, II. Theorem 1.7, Theorem 2.15,
Corollary 3.5.3]. The projectivity ofM follows from [35, II. Proposition 2.14.1].
Moreover, p is a smooth P1-fibration by [35, II. Corollary 2.12]. Hence (1)
and (2) hold. The third statement follows from [31, Theorem 3.3]. Since the
dimension of Mx is non-negative, we see that d is at least 2. To prove (5),
assume that d = 2. By (1) and (2), q is an e´tale covering. Since a Fano
manifold is simply-connected, q is an isomorphism. The last statement follows
from [35, IV. Corollary 2.9].
Remark 2.11. The terms smooth P1-fibration and P1-bundle are used in the
literature with different meanings. In this paper, we will use the first to refer
to smooth maps whose fibers are P1’s, whereas the second is reserved to pro-
jectivizations of rank two vector bundles. For instance, we may only say, in
general, that the map p : U →M is a smooth P1-fibration, but its restriction
p−1(Mx) → Mx is a P1-bundle, since there exists a divisor that has degree
one on the fibers.
Definition 2.12. For a general point x ∈ X, we define the tangent map
τx :Mx ￿￿￿ P(T∨X,x)
by assigning to each member of Mx smooth at x its tangent direction at x.
We denote by Cx ⊂ P(T∨X,x) the closure of the image of τx, which is called the
variety of minimal rational tangents (VMRT) at x.
We introduce the fundamental results of the theory of VMRT.
Theorem 2.13 ([31, Theorem 3.4],[25, Theorem 1]). Under the setting of Def-
inition 2.12,
1. τx is a finite morphism, and
2. τx is birational onto Cx.
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Hence τx :Mx → Cx is the normalization.
Remark 2.14. Under the setting of Definition 2.12, the tangent map can be
considered as a morphism τx : q−1(x) ∼= Mx → Cx by Proposition 2.10 (3).
Let Ux be the universal family associated to Mx and KUx/Mx the relative
canonical divisor of Ux → Mx. Via the composition of natural morphisms
TUx/Mx |q−1(x) ⊂ TUx |q−1(x) and TUx |q−1(x) → TX,x⊗Oq−1(x), it follows from [31,
Theorem 3.3, Theorem 3.4] that TUx/Mx |q−1(x) is a subbundle of TX,x⊗Oq−1(x).
This yields a morphism q−1(x) → P(T∨X,x), which is nothing but the tangent
map τx. Hence the tangent map τx satisfies
τ∗xOP(T∨X,x)(1) = Oq−1(x)(KUx/Mx). (4)
Proposition 2.15. [1, Proposition 2.7] Under the setting of Definition 2.12,
τx is immersive at [C] ∈Mx if and only if C is standard.
Remark 2.16. Assume here that there exists a very ample line bundle L on
X that has degree one on the curves parametrized by M (note that this holds
for rational homogeneous manifolds). The bundle L provides an embedding
X ⊂ PN , under which the curves parametrized by M are lines. Then, at
every x ∈ X, the map τx is injective, because any line through x is uniquely
determined by its tangent direction. Moreover, if x is a general point, τx :
Mx → P(T∨X,x) is an immersion (Proposition 2.15), hence an embedding.
Example 2.17. There exist two rational homogeneous manifolds of Picard
number 1 and of type G2. One is a 5-dimensional quadric hypersurface Q5,
whose VMRT is well known to be Q3, and the other is a 5-dimensional homoge-
neous manifold, that we denote by K(G2). It is known that K(G2) is covered
by lines and Q5 is isomorphic to its minimal rational component M. The uni-
versal family U of M is also a homogeneous manifold of type G2, dominating
both Q5 and K(G2):
U
p
￿￿
q
￿￿
Q5 K(G2)
p
￿￿
q
￿￿
Classically U is described as the projectivization P(E) of a Cayley bundle E
on Q5 (see [54, 1.3]). On the other hand, via the above diagram, K(G2) can
be seen as a family of special lines on Q5. In particular, for any x ∈ K(G2),
q−1(x) is isomorphic to P1. By Remark 2.14, we have τ∗xOP(T∨K(G2),x)(1) =Oq−1(x)(KUx/Mx). Since
KUx/Mx · q−1(x) = KU · q−1(x)−KM · p∗(q−1(x)) = −2 + 5 = 3,
A SURVEY ON THE CAMPANA-PETERNELL CONJECTURE 141
the VMRT Cx of K(G2) has degree 3. Since Cx is smooth, it is the twisted
cubic curve in its linear span. We refer to [54] for more details on K(G2).
2.4. VMRT’s of rational homogeneous manifolds of
Picard number one
Representation theory provides a description of the VMRT’s of rational homo-
geneous manifolds (see for instance [22, 38, 46]). In this section we will confine
to the case of homogeneous manifolds of Picard number one, for which the
VMRT and its embedding are described in the following table:
D node r X VMRT embed.
An ≤ n G(r − 1, n) Pr−1 × Pn−r O(1, 1)
Bn ≤ n− 2 OG(r − 1, 2n) Pr−1 ×Q2(n−r)−1 O(1, 1)
n− 1 OG(n− 2, 2n) Pn−2 × P1 O(1, 2)
n Sn G(n− 2, n) O(1)
Cn 1 P2n−1 P2n−2 O(1)
≤ n− 1 LG(r − 1, 2n− 1) (see Prop. 2.20)
n LG(n− 1, 2n− 1) Pn−1 O(2)
Dn ≤ n− 3 OG(r − 1, 2n− 1) Pr−1 ×Q2(n−r−1) O(1, 1)
n− 2 OG(n− 3, 2n− 1) P1 × P1 × Pn−3 O(1, 1, 1)
n− 1, n Sn−1 G(n− 3, n− 1) O(1)
Ek 1 Ek(1) Sk−2 O(1)
2 Ek(2) G(2, k − 1) O(1)
3 Ek(3) P1 ×G(1, k − 2) O(1, 1)
4 Ek(4) P1 × P2 × Pk−4 O(1, 1, 1)
5 Ek(5) G(2, 4)× Pk−5 O(1, 1)
6 Ek(6) S4 × Pk−6 O(1, 1)
7 Ek(7) E6(6)× Pk−7 O(1, 1)
8 E8(8) E7(7) O(1)
F4 1 F4(1) LG(2, 5) O(1)
2 F4(2) P1 × P2 O(1, 2)
3 F4(3) (see Prop. 2.20)
4 F4(4) (see Prop. 2.20)
G2 1 Q5 Q3 O(1)
2 K(G2) P1 O(3)
Table 2: VMRT’s of homogeneous manifolds of Picard number one
The notation we have used in this table is the following:
• Qk: smooth k-dimensional quadric.
• G(k, n): Grassmannian of k-linear projective subspaces of Pn.
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• OG(k, n): Orthogonal Grassmannian parametrizing the k-linear projec-
tive subspaces of Pn that are isotropic with respect to a nondegenerate
symmetric form. It is irreducible except for n = 2k + 1.
• Sn: Spinor variety OG(n − 1, 2n); alternatively it may be described as
each one of the two irreducible components of OG(n, 2n+ 1).
• LG(k, n): Lagrangian Grassmannian parametrizing the k-linear projec-
tive subspaces of Pn that are isotropic with respect to a nondegenerate
skew-symmetric form (n odd).
• En(k), (resp. F4(k)): rational homogeneous manifold of type En, (resp.
F4), associated to the maximal parabolic subgroup determined by the set
of nodes I = {k}.
• O(1): (very) ample generator of the Picard group of a rational homoge-
neous manifold (in each case).
• O(a1, a2, . . . ): on a product of rational homogeneous manifolds of Picard
number one, Y1 × Y2 × . . . , this represents the tensor product of the
pullbacks of the O(ai)’s (by the i-th natural projection).
• In every case, the embedding of the VMRT is given by the complete linear
system of the indicated line bundle.
Let us discuss briefly the contents of the table; we refer the interested reader
to the original paper of Landsberg and Manivel, [38] for details.
We start by recalling that the root system of a simple Lie algebra may have
elements of different length, as elements of the euclidean space (E,κ). In fact,
one can already see this at the level of simple roots:
• either D has a multiple edge and then the length of a simple root may
take two values, depending on whether there is an arrow in the diagram
pointing in the direction of the corresponding node (and we say that the
root is short) or not (and we say that the root is long),
• or D has only simple edges and then all the roots have the same length
(by definition, they are long).
Given any connected Dynkin diagram D a node r, we denote by N(r) ⊂ D
the set of nodes sharing an edge with r in D. Then:
Proposition 2.18. Let X = G/P (r) be the rational homogeneous manifold
of Picard number one determined by the connected Dynkin diagram D marked
at the node r. Assume moreover that r is a node associated to a long root
of g. Then the VMRT of X at every point is a rational homogeneous manifold
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associated to the Dynkin diagram obtained from D by removing the node r,
and marking the nodes N(r). In particular, it is a product of homogeneous
manifolds of Picard number one.
If the node r is a short root, the VMRT may still be computed, but it is
homogeneous only in certain cases:
Proposition 2.19. With the same notation as in the Proposition 2.18, assume
that the pair (D, r) is one of the following:
(Bn, n), (Cn, 1), (G2, 1).
Then the VMRT of X at every point is isomorphic, respectively, to
G(n− 2, n), P2n−2, Q3.
Proof. The three homogeneous manifolds may be obtained also from the pairs
(Dn+1, n+ 1), (A2n−1, 1), (B3, 1).
Then the result follows from 2.18.
Finally, the remaining cases are not homogeneous, but they have been de-
scribed in the following way (see [38]):
Proposition 2.20. With the same notation as in the Proposition 2.18, the
VMRT’s of the homogeneous manifolds determined by the pairs (D, r) = (Cn, r),
r = 2, . . . , n− 1, (F4, 3), (F4, 4) may be described as follows:
(Cn, r) Blow-up of P2n−r−1 along a Pr−1, or P(OPr−1(2) ⊕ OPr−1(1)2n−2r) em-
bedded by the complete linear system of the tautological bundle O(1). This
is a codimension (r− 1) linear section of the VMRT of (A2n−1, r), which
is Pr−1 × P2n−r−1.
(F4, 3) Non-trivial smooth Q4-fibration over P1.
(F4, 4) Smooth hyperplane section of S4, (which is the VMRT of (E6, 1)).
The knowledge of the VMRT’s of the rational homogeneous manifolds of
Picard number one is particularly important due to the following result proved
by Hong and Hwang. Within the class of Fano manifolds of Picard number
one, certain rational homogeneous manifolds are determined by Cx and its
embedding in P(T∨X,x).
Theorem 2.21 (Special case of [20]). Let X be a Fano manifold of Picard
number one, S = G/P a rational homogeneous manifold corresponding to a long
simple root, and Co ⊂ P(T∨S,o) the VMRT at a reference point o ∈ S. Assume
Co ⊂ P(T∨S,o) and Cx ⊂ P(T∨X,x) are isomorphic as projective subvarieties. Then
X is isomorphic to S.
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3. Fano varieties with nef tangent bundle
In this section we prove that the basic properties of the contractions of CP-
manifolds are analogous to those of rational homogeneous manifolds (see Propo-
sition 2.6). More concretely, we will see that the Mori cone of a CP-manifold
is simplicial (Corollary 3.2), and that its contractions are smooth fibrations,
whose fibers and targets are CP-manifolds (Theorem 3.3). This statement,
originally due to Demailly, Peternell and Schneider [14, Theorem 5.2], moti-
vates an inductive approach to Conjecture 1.2.
We start by noting that, by Lemma 2.8, the nefness of TX implies that
the deformations of every rational curve dominate X. Since moreover X is
Fano, the nontrivial fibers of its contractions contain rational curves, and one
immediately gets the following:
Proposition 3.1. Every Mori contraction π : X → Y of a CP-manifold X is
of fiber type, that is dimY < dimX.
As a consequence, one may show that the Mori cone of a CP-manifold X is
the convex hull of a basis of N1(X):
Corollary 3.2. The Mori cone NE(X) of a CP-manifold X is simplicial.
Proof. Assume by contradiction the existence of extremal rays R1, . . . , Rk such
that k > ρ(X) = n and choose a rational curve Γi of minimal anticanonical
degree among those spanning the corresponding ray Ri. Without loss of gen-
erality we can assume that [Γk] can be written as [Γk] =
￿n
i=1 ai[Γi] (ai ∈ Q
for i = 1, . . . , n) and that a1 < 0 by the extremality of Rk.
For i ∈ {2, . . . , n} take the unsplit (by the minimality of the degree of Γi)
family Mi of rational curves containing Γi. Using the rational connectedness
relation with respect to (M2, . . . ,Mk), cf. [35, IV. 4.16], one can prove, see [10,
Lemma 2.4], that the classes [Γ2], . . . , [Γn] are lying in an (n− 1)-dimensional
face of NE(X), being every contraction of X of fiber type. A supporting divisor
H of this face provides a contradiction: H · Γi = 0 for i = 2, . . . , n, H · Γ1 > 0
so that H · Γk < 0, contradicting that H is nef.
The main result of this section is the following:
Theorem 3.3. Let π : X → Y be a Mori contraction of a CP-manifold. Then
π : X → Y is smooth, and Y and the fibers of π are CP-manifolds.
Remark 3.4. The second part of the statement is an easy consequence of the
smoothness of π via the exact sequences defining the relative tangent bundle
and the normal bundles to the fibers. Furthermore we may assume that π is an
elementary contraction, i.e. that its relative Picard number is one. Otherwise,
by the Cone Theorem, we can factor π as π2 ◦ π1 where π1 is elementary and
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π2 : X1 → Y is a contraction of a CP-manifold with smaller relative Picard
number. Then the general result follows by induction (for details, see [57,
Lemma 4.7]).
The proof we present here is based on [57, 4.2], and will be divided in several
steps.
Lemma 3.5 ([57, Lemmas 4.10 and 4.11]). Let π : X → Y be an elementary
Mori contraction of a CP-manifold. Then π is equidimensional and all its fibers
are irreducible.
Proof. Let F ⊂ X be a general fiber of π and consider a component M of the
Chow variety Chow(X) containing F . Normalizing, if necessary, we consider
the universal family U of cycles over M and the evaluation map e : U → X,
fitting in a commutative diagram:
U
e ￿￿
u
￿￿
X
π
￿￿
M
k
￿￿ Y
Since any cycle algebraically equivalent to F is contracted by π, then e (and
hence k) is birational. Since u is equidimensional, it is enough to show that k
is an isomorphism, which will follow, being π elementary, by showing that e is
an isomorphism. Let us prove this last assertion by contradiction. Assume the
existence of x ∈ X such that e−1(x) is positive dimensional and consider the
variety Z(x) swept out on X by the cycles of the family M by x, that is,
Z(x) = e(u−1(u(e−1(x)))),
which satisfies dimZ(x) > dimF . The general fiber of u is rationally chain
connected, hence, since rationally chain connected fibers on a equidimensional
morphism form a countable union of closed sets (see [35, IV, 3.5.2]), any fiber
of u is rationally chain connected, and so is Z(x). Let us now observe that for
any chain of rational curves Γ in a fiber of π, there exists a smoothing with a
smooth point y of the chain Γ fixed, see [35, II, 7.6.1]. This implies that every
point y￿ ∈ Γ lies in the closure of a component of the set of points of Z(x) that
can be joined with y by an irreducible rational curve in Z(x). Since the base
field C is uncountable, it follows that any pair of general points in Z(x) can be
joined by a rational curve in the fiber π−1(x). Let C be a general curve in a
family of rational curves joining two general points of Z(x) and let f : P1 → C
be its normalization. Since deformations of C by a point sweep out Z(x) we
get:
r+(f∗TX) = dim(X)− h0(f∗ΩX) ≥ dimZ(x) > dimF,
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where r+(f∗TX) is the number of positive summands of f∗TX . But, by semi-
continuity of cohomology, for small deformations ft of f we get the same in-
equality. Since deformations of f dominate X, some small deformation ft0 is
contained in a general fiber; on such a fiber the normal bundle is trivial, hence
r+(f∗t0TX) ≤ dimF , a contradiction.
The argument showing that rational chains joining points of Z(x) can be
smoothened fixing a point can be used to prove that any fiber of π is rationally
connected and then irreducible.
Due to the local nature of the statement of Theorem 3.3, we can reduce
the problem to the case in which Y affine. In fact, we can assume that the
coordinate ring A(Y ) = H0(X,OX).
Lemma 3.6 ([57, Lemma 4.12]). With the same notation as in 3.5, every fiber
of π with its reduced structure is smooth, Fano and its normal bundle is trivial.
Proof. Let y ∈ Y be a closed point and take g1, . . . , gs ∈ A(Y ) to be generators
of the maximal ideal of y. The ideal sheaf of F ￿ := π−1(y) is generated by the
gi’s. Denote by I the ideal sheaf of the reduced structure F of F ￿ in X. By
the product of differentials, the gi’s provide global sections of Sym
ri(ΩX⊗OF )
where ri is the maximal integer for which gi ∈ Iri . Hence we get divisors
D(gi) ∈ |OP(ΩX⊗OF )(ri)|. The exact sequence
I/I2 → ΩX ⊗OF → ΩF → 0
shows that the base locus B = ∩si=1D(gi) of these divisors contains P(ΩF ),
being equal over a general point of F . Now, the rational curves in the fibers
enter into the picture. Since any two points of F can be joined by a chain of
rational curves, it is enough to show that a rational curve through a smooth
point of F is contained in the smooth locus of F . Take f : P1 → X such
that f(P1) ⊂ F contains a smooth point of F . The divisors D(gi) provide
divisors on O(P(f∗ΩX))(ri). It can be shown (see [57, Lemma 4.6]) that the
intersection B￿ of these divisors with any fiber of P(f∗ΩX) does not depend on
the fiber. The equality at the smooth points of F leads consequently to the
equality B￿ = P(f∗ΩF ) and to the fact that f∗ΩF is a sheaf of constant rank
along f(P1). Then F is smooth along f(P1) and consequently F is smooth
as remarked above. Moreover, this shows that the bundle f∗NF/X is trivial
on any rational curve on F , and this implies that NF/X is trivial, see [48,
Proposition 2.4]. Hence the fiber F is Fano by adjunction.
Proof of Theorem 3.3. With the notation as above consider the blow-up β :
X ￿ → X of X along the reduced structure F of π−1(y). Since NF/X is trivial,
then there exist (dimY ) global sections of −E|E = OE(1) spanning it. The
restriction to the exceptional divisor E of −KX￿ − 2E is OE(dimY + 1) −
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β∗KX |E , hence ample. Then h1(X ￿,−2E) = 0 by the Kawamata-Viehweg
vanishing theorem. This implies that any section of −E|E extends to X ￿ and
descends to a function on Y vanishing at y. Then we have regular functions
g1, . . . , gdimY ∈ A(Y ) vanishing at y and whose pull-backs generate an ideal
sheaf of F at every point. Finally it follows that g1, . . . , gdimY are regular
generators of the maximal ideal of y ∈ Y , and then Y is smooth at y and
π : X → Y is smooth.
The smoothness of the contractions has interesting consequences on the
Mori cones of X and Y .
Proposition 3.7. For every contraction π : X → Y of a CP-manifold and for
every y ∈ Y the following properties hold:
(1) ρ(π−1(y)) = ρ(X)− ρ(Y ), and
(2) j∗(NE(π−1(y))) = NE(X) ∩ j∗(N1(π−1(y))), where j∗ is the linear map
induced by the inclusion j : π−1(y)→ X.
Proof. Let us follow the ideas of the proof of [9, Lemma 3.3 and Example 3.8].
By the relative version of the Cone Theorem, the relative cone of curves
NE(X/Y ) ⊂ kerπ∗ is closed and poyhedral, and one can choose an extremal
ray R of NE(X/Y ). Since π is smooth, by [64, Proposition 1.3], the locus
of curves in R dominates Y , hence R ⊆ j∗NE(π−1(y)). This proves that
the subspace N1(π−1(y), X) of N1(X) spanned by curves in π−1(y) is equal
to kerπ∗. We must prove now that dimN1(π−1(y), X) = ρ(π−1(y)). Du-
ally, this dimension is equal to the dimension of the image of the restric-
tion of divisors: Pic(X) ⊗ Q → Pic(π−1(y)) ⊗ Q. This can be computed
(see for instance [60, Chapter 3]) as the dimension of the linear subspace of
Pic(π−1(y)) ⊗ Q = H2(π−1(y),Q) invariant for the monodromy action of the
fundamental group π1(Y, y), which is trivial, being Y Fano and hence simply
connected. This proves (1).
The statement (2) is just a consequence of the fact that any curve C in
an extremal ray of NE(X) contracted by π deforms to a curve meeting π−1(y)
(any contraction is of fiber type), and is therefore contained in this fiber.
By the simpliciality of X proved above, the number of extremal rays of X
equals its Picard number. Let us finish this section by fixing the notation that
will be used in the sequel:
Notation 3.8. Given a CP-manifold X of Picard number n, we will denote by
Ri, i = 1, . . . , n, the extremal rays of NE(X). For every i the corresponding el-
ementary contraction will be denoted by πi : X → Xi, and its relative canonical
divisor by Ki. We will denote by Γi a rational curve of minimal degree such
that [Γi] ∈ Ri, general in the corresponding unsplit family of rational curves
Mi, by pi : Ui →Mi the universal family of curves parametrized by Mi, and
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by qi : Ui → X the evaluation morphism. In the particular case n = 1, we will
skip subindices, and write M, U , etc, instead of M1, U1,. . .
4. Results in low dimension
The purpose of this section is to survey the results of classification of low-
dimensional CP-manifolds. In dimensions one and two the picture is simple:
the only smooth Fano curve is P1, which is in particular homogeneous; smooth
Fano surfaces are either P2, or a blow-up of P2, or P1 × P1 and, among these
manifolds, only the homogeneous manifolds P2 and P1 × P1 have nef tangent
bundle.
Let us recall the following general definition: for a Fano manifold X of
dimension m ≥ 2, the pseudoindex iX is defined as
iX := min{−KX · C |C ⊂ X rational curve}. (5)
The pseudoindex is upper bounded for any Fano manifold and those reach-
ing the extremal values are classified:
Theorem 4.1 ([11, 30], [43]). Let X be a Fano manifold of dimension m ≥ 2.
Then iX ≤ m+ 1. Furthermore,
1. if iX = m+ 1, then X is a projective space Pm;
2. if iX = m, then X is a smooth quadric hypersurface Qm.
On the other hand by Proposition 2.10 (4), if X is a CP-manifold we have
iX ≥ 2. Moreover, if iX = 2 then it follows from Proposition 2.10 (5) that X
admits a smooth P1-fibration structure, which implies that its Picard number
is bigger than one. Hence, when the Picard number is one, the pseudoindex is
lower bounded by 3. When equality holds we have the following classification
result (see [24, 45]):
Theorem 4.2. Let X be an m-dimensional CP-manifold of Picard number one,
m ≥ 2. Then iX ≥ 3 and if iX = 3 then X is P2, Q3 or K(G2), where
K(G2) is the 5-dimensional contact homogeneous manifold of type G2 defined
in Example 2.17.
Sketch of the proof of 4.2. By Proposition 2.10, a minimal rational component
M is a projective manifold of dimension m. Furthermore, q : U → X is a
smooth morphism of relative dimension one and p : U → M is a smooth P1-
fibration. By using the hyperbolicity of the moduli space of curves, one can
prove that q is also a smooth P1-fibration (see [45, Lemma 1.2.2]). Hence, the
universal family U admits two smooth P1-fibrations, and the result follows from
Theorem 4.7 below.
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Remark 4.3. The original proof of Theorem 4.2, due to Mok ([45]) and comple-
mented by Hwang ([24]), follows, at this point, a different line of argumentation.
First of all, since −KX · C = 3 for [C] ∈M, it is possible to find a unisecant
divisor for the fibers of p : U → M (see [45, Corollary 1.3.1] for details), so
that in particular U is the projectivization of a rank two vector bundle E over
M which is proved to be stable (see [45, Proposition 2.1.1]). The stability of E
implies numerical restrictions on its Chern classes of E . In fact, if the second
Chow group A2(M)Q is isomorphic to Q then one gets Bogomolov inequality
c1(E)2 ≤ 4c2(E). (6)
Let us comment that in [45] the assumption on the fourth Betti number of X to
be one is used to prove b4(M) = 1. However, in [24] it is pointed out that this
assumption on b4(X) can be removed, using the isomorphism A2(M)Q ￿ Q
which is a consequence of the fact that U admits two smooth P1-fibrations.
As a consequence of the inequality (6) above (see [45, Proposition 2.2.1]), it is
then shown that the VMRT Cx at a general point x ∈ X is a rational curve of
degree at most 3, which in particular implies that Cx ⊂ P(T∨X,x) is projectively
equivalent to the one of VMRT of P2, Q3 or K(G2) (see Table 2). At this point
we could already conclude by using Theorem 2.21, but this result is posterior
to [45, 24]. The original proof includes a case by case analysis in terms of the
degree d of Cx. In this study some analytic techniques previously developed by
Hwang and Mok are needed to know when a distribution containing the one
spanned by the VMRT’s is integrable or not. This is enough to deal with the
cases d = 1 or d = 2. For example, when d = 1 the distribution spanned by
the VMRT’s is on one hand integrable and, on the other, not integrable unless
it coincides with TX. This implies that dimX = 2 and X = P2. Similar
arguments lead to dimX = 3 (and X = Q3) when d = 2 and to dimX = 5
when d = 3. In this last case the way in which X is proved to be isomorphic
to K(G2) involves the recognition of its contact structure and a result of Hong
(see [45, Proposition 3.1.4]) that allows to reconstruct a homogeneous contact
manifold upon its VMRT’s (an antecedent of Theorem 2.21).
As a consequence of the two previous theorems, we may obtain the complete
list of CP-manifolds of dimension less than or equal to 4 and Picard number
one and, as a consequence we get the following:
Corollary 4.4. Conjecture 1.2 holds for manifolds of Picard number one and
dimension 3 or 4.
An inductive argument on the dimension will then provide the complete
classification of CP-manifolds of dimension at most 5 and Picard number bigger
than one:
Theorem 4.5. [7, 8, 61] Conjecture 1.2 holds for manifolds of Picard number
greater than one and dimension at most 5.
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Sketch of the proof. Let X be a CP-manifold with Picard number greater than
one. Then X admits at least two contractions of extremal rays. By Proposi-
tion 3.3, these contractions are smooth morphisms, and their fibers and targets
are again CP-manifolds. Hence, induction applies. Since the general strategies
to tackle the cases of Picard number greater than one in [7, 8, 61] are the same,
we focus on the easiest case, that is, the case of dimension 3.
Assume therefore that dimX = 3. Then any fiber of an elementary con-
traction is either P1 or P2 and the target space is either P1, or P2 or P1 × P1.
This implies that any elementary contraction is either a P1-bundle over P2 or
P1 × P1, or a P2-bundle over P1. In fact, a smooth Pk-fibration over a rational
manifold is a Pk-bundle, since the Brauer group of a rational manifold is trivial
(cf., for instance, [61, Proposition 2.5]). According to a case-by-case analysis,
it is possible to show that X is isomorphic either to P1×P1×P1, or to P1×P2
or to P(TP2).
Remark 4.6. Recently we have been informed that the general strategy to-
wards Conjecture 1.2 that we will present in Section 6 can be used to give a
proof of it in dimension 5 (cf. [28]).
4.1. Fano manifolds with two smooth P1-fibration
structures
We finish this section with the classification of Fano manifolds of Picard num-
ber 2 admitting two different smooth P1-fibrations, that we have used to prove
Theorem 4.5. As we will see, a similar statement (Theorem 6.5) holds for Fano
manifolds of any Picard number n. In section 6 we will discuss this result and
its possible use as a starting point to attack the Campana-Peternell conjecture
in general.
Theorem 4.7. Let X be a Fano manifold of Picard number 2 which admits two
different smooth P1-fibration structures. Then X is isomorphic to G/B with G
a semisimple Lie group of type A1×A1, A2, B2 or G2, and B a Borel subgroup
of G.
If X is a surface, then it is easy to see that X is isomorphic to P1 × P1,
that is the complete flag manifold of type A1 ×A1. Hence we assume that the
dimension of X is at least 3. Along the rest of this section, we use the following
notation.
Notation 4.8. Let X be an m-dimensional Fano manifold of Picard number 2
having two smooth P1-fibrations π1 : X → X1, π2 : X → X2. We assume that
m ≥ 3. Let Ki be the relative canonical divisor of πi, Hi the pull-back of the
ample generator of Xi, rXi the Fano index of Xi, i = 1, 2. Set ν1 := K1 · Γ2,
µ1 := H1 · Γ2, ν2 := K2 · Γ1, µ2 := H2 · Γ1. Without loss of generality, we may
assume that ν2 ≥ ν1.
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Note that, for j = 1, 2, µj > 0, since πi does not contract the curve Γj if
j ￿= i. Moreover, the ruled surface S = π−11 (π1(Γ2)) contains Γ2 as a minimal
section, being the family of deformations of Γ2 unsplit. This gives ν1 ≥ 0
and furthermore, if ν1 = 0 then S is isomorphic to P1 × P1. This implies
X = S because any Γi meeting S is contained in S and X is chain connected
with respect to the families of deformations of the Γi’s. This contradicts our
assumption m ≥ 3. We have then proved:
µj , νj > 0 for j = 1, 2. (7)
Although in principle the πj ’s are not necessarily P1-bundles, the argument
of [24] quoted in Theorem 4.2 allows to prove that H2j generates the Q-vector
space of codimension two cycles on X that are pull-backs by the πj . Since
K2j is of this type (this can be shown restricting to a ruled surface of the type
π−1j (C)), the following Chern-Wu numerical relations hold (all details in [49,
Lemma 3]):
K2j = ∆jH
2
j for some ∆j ∈ Q and j = 1, 2. (8)
Moreover, −Kj + νjµjHj is nef but not big because it is numerically propor-
tional to Hi (i ￿= j) then (−Kj+ νjµjHj)m = 0. This equality and the Chern-Wu
relations leads to the contradiction νj = 0 if ∆j ≥ 0 (the precise computations
in [49, Lemma 3]). Then we have shown:
∆j < 0 for j = 1, 2.
Let us show how these numerical considerations narrow down the possibilities
of the values of m.
Proposition 4.9. [49, Lemma 5 and Proof of Theorem 5] Under the setting
in Notation 4.8, we have m = 3, 4 or 6.
Proof. Let us set b1 :=
√−∆1 and z1 := ν1µ1 + ib1 ∈ C, j = 1, 2. Since, as said
before, −K1 + ν1µ1H1 is nef and not big, then we have
0 ≤
￿
−K1 + ν1
µ1
H1
￿j
Hm−j1 ,
j = 0, . . . ,m, being 0 when j = m. These inequalities reduce to (cf. [48,
Proposition 4.4]):
0 ≤
￿
ν1
µ1
+ ib1
￿j − ￿ ν1µ1 − ib1￿j
2ib1
,
with equality when j = m. This implies that the argument of z1 is
π
m and then
−∆1 = ν
2
1
µ21
tan2
￿ π
m
￿
∈ Q.
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Since the algebraic degree of tan( πm ) over Q is known (see [50, pp. 33-41]), we
conclude that m has the stated values.
Now it can be shown that the P1-fibrations are in fact P1-bundles. For this
we need to find a unisecant divisor. Just computing K1 ·Hm−11 (see [49, Proof
of Theorem 5] for details) one can control the intersection numbers ν1 and ν2
and then (see [62, Proposition 4.5]) choose the proper unisecant divisors. To
be precise we get:
Proposition 4.10. [49, Proof of Theorem 5], [62, Proposition 4.5] Under the
setting in Notation 4.8, we have the following.
1. ν1ν2 = 4 cos2
￿
π
m
￿
.
2. (ν1, ν2) = (1, 1), (1, 2) or (1, 3).
3. For j = 1, 2, there exists a rank 2 vector bundle Ej on Xj such that
X = P(Ej) and πj is given by the projection P(Ej)→ Xj.
With this restrictions on m we can control the Fano index of Xi to get:
Proposition 4.11. [49] Under the setting in Notation 4.8, we have the follow-
ing.
1. µ1 = µ2.
2. (m,µ1, rX1 , µ2, rX2) = (3, 1, 3, 1, 3), (4, 1, 3, 1, 4) or (6, 1, 3, 1, 5).
Proof. Let us prove (1): take Li to be the tautological divisor of πi : X =
P(Ei)→ Xi. Since {Hi, Li} is a Z-basis of PicX for each i, there exist integers
α,β, γ, δ such that￿
H2
L2
￿
= B
￿
H1
L1
￿
, where B :=
￿
α β
γ δ
￿
with |detB| = 1.
By a straightforward computation, we see that
α = −µ2
µ1
L1 · Γ2, β = µ2, γ = 1
µ1
￿
1− (L2 · Γ1)(L1 · Γ2)
￿
, δ = L2 · Γ1.
From |detB| = 1 it follows that µ1 = µ2 as desired.
To prove (2) recall that µ1rX1 = 2+ν1. Applying Proposition 4.10 and (1),
we have
(m,µ1, rX1 , µ2, rX2) = (3, 1, 3, 1, 3), (3, 3, 1, 3, 1), (4, 1, 3, 1, 4) or (6, 1, 3, 1, 5).
If m = 3, then Xi is a Fano manifold of dimension 2 and Picard number 1,
that is P2. This implies that the case (m,µ1, rX1 , µ2, rX2) = (3, 3, 1, 3, 1) does
not occur.
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Proof of Theorem 4.7. By Proposition 4.11, we have the list of the possible
values of (m,µ1, rX1 , µ2, rX2). Since all cases are done in a similar way, we only
deal with the case (m,µ1, rX1 , µ2, rX2) = (6, 1, 3, 1, 5). From the Kobayashi-
Ochiai Theorem (or Theorem 4.1) it follows that X2 is isomorphic to Q5.
Let H be the ample generator H of Pic(Q5); we have H4(X2,Z) = Z[H2],
so there exist integers ci such that c1(E2) = c1H and c2(E2) = c2H2. Assume
without loss of generality that E2 is normalized, that is c1 = 0 or −1. Via
numerical computations, we can show that E2 is a stable vector bundle with
(c1, c2) = (−1, 1) (see [48, Proposition 4.12] for details).
Since a Cayley bundle on Q5 is the only stable vector bundle of rank 2 with
(c1, c2) = (−1, 1) we see that X is isomorphic to the complete flag of type G2,
described in Example 2.17.
5. Semiample tangent bundles
Associated with a CP-manifold X one may consider two canonical auxiliary
varieties, that may help to understand the geometry of X. On one hand we
have the projectivization of the cotangent bundle P(ΩX), which is the ambient
space of the minimal rational tangents to X, defined in Section 2.3. On the
other, we may consider the projectivization of the dual bundle, P(TX), which we
have already introduced to define the nefness of TX . As a general philosophy,
if the Campana-Peternell conjecture is true, one should be able to recognize
the homogeneous structure of X by looking at the loci of P(TX) in which O(1)
is not ample. The expectancy is that O(1) is semiample and that those loci
appear as the exceptional loci of the associated contraction, as in the case of
rational homogeneous manifolds:
Example 5.1. For every rational homogeneous manifold X = G/P , one has
g = H0(X,TX), and the evaluation of global sections provides a generically
finite morphism ε : P(TX) → P(g), that contracts curves on which O(1) has
degree 0. On the other hand, we have the adjoint action of G on P(g), and
it is well known that the image of ε may be described as the closure O of the
quotient by the natural C∗-action of a nilpotent orbit, i.e. the orbit by G in
g∨ of a nilpotent element. By abuse of notation, we will refer to O as a nilpo-
tent orbit in P(g). It is known that the orbit O ⊂ P(g) is the image of the set
X0 ⊂ P(TX) in which ε is finite, and that the boundary O \ O consists of a
union of smaller nilpotent orbits, whose inverse images in P(TX) correspond to
irreducible components of the stratification of P(TX) in terms of dimension of
the fibers of ε. Moreover, the geometry of nilpotent orbits and their boundaries
can be written in terms of combinatorial objects associated to g, such as parti-
tions and weighted Dynkin diagrams. We refer the reader to [13] for a complete
account on nilpotent orbits, and to [16] for a survey on their resolutions.
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In this section we will discuss the existence of a contraction of P(TX) as-
sociated to the nef tautological line bundle O(1), and we will study the basic
properties of this contraction, in case it does exist. As a consequence, we will
finally show that Conjecture 1.2 holds in the particular case in which TX is big
and 1-ample.
Notation 5.2. We will denote by φ : P(TX)→ X the canonical projection, by
O(1) the corresponding tautological line bundle, which is nef by definition of
CP-manifold. In particular we may write O(−KP(TX)) = O(m), where m :=
dim(X). Throughout this section we will always assume that TX is not ample,
i.e. that X is not a projective space. This hypothesis allows us to consider the
following: with the same notation as in 3.8, for every i we will denote by Γi
a minimal section of P(TX) over the minimal rational curve Γi, corresponding
to a quotient f∗i (TX)→ OP1 (being fi : P1 → Γi the normalization of Γi). We
denote by f i the normalization of Γi.
5.1. Semiampleness of TX
The following statement is immediate:
Lemma 5.3. With the same notation as above, the Mori cone NE(P(TX)) is
generated by the class of a line in a fiber of φ : P(TX)→ X and by the classes
of Γi, i = 1, . . . , n. Moreover, O(1) is big on P(TX) if and only if there exist
an effective Q-divisor ∆ satisfying ∆ · Γi < 0, for all i = 1, . . . , n.
Proof. Let N0 ⊂ NE(P(TX)) be the cone generated by the classes of Γi, i =
1, . . . , n. The push-forward morphism φ∗ : N1(P(TX)) → N1(X) which sends
the class of Γi to the class of Γi induces an isomorphism of N0 with NE(X).
Thus N0 is the facet of NE(P(TX)) which is supported (orthogonal in the
sense of intersection) by the numerical class L of O(1). Since NE(P(TX)) ⊂
(φ∗)−1NE(X) ∩ {Z ∈ N1(P(TX))|Z · L ≥ 0} the first claim follows. For the
second part, note that O(1) is big if and only if L lies in the interior of the
pseudo-effective cone of P(TX) (that is, the closure of the cone generated by
classes of effective divisors) or, equivalently, if and only if for every ample
divisor A and sufficiently small ￿ ∈ Q>0, ∆ = L− ￿A is effective.
Definition 5.4. A line bundle L on a variety X is semiample if L⊗r is gen-
erated by global sections for r ￿ 0; a vector bundle E is semiample if the
tautological bundle O(1) on P(E) is semiample.
If a line bundle L is semiample then the graded ring of its sections R(X,L) =￿
r≥0H
0(X,L⊗r) is a finitely generated C-algebra, and the evaluation of sec-
tions H0(X,L⊗r)⊗OX → L⊗r yields a proper surjective morphism of projec-
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tive schemes (with connected fibers):
ε : ProjX
￿
r≥0
L⊗r
 −→ YL = Proj
￿
r≥0
H0(X,L⊗r)

which we will call evaluation morphism or the contraction of X associated to
L.
Contrary to the ample case, nef bundles are not necessarily semiample.
Hence, it makes sense to pose the following weak form of Conjecture 1.3:
Question 1. Let X be a CP-manifold. Is TX semiample?
The standard technique to answer this question is the Basepoint-free theo-
rem, which, in our situation, provides:
Proposition 5.5. With the same notation as above, for any CP-manifold X,
the following are equivalent:
1. There exists an effective divisor ∆ satisfying ∆ · Γi < 0 for all i.
2. TX is big.
3. TX is semiample and big.
Proof. (1 ⇐⇒ 2) follows from Lemma 5.3, and (2 ⇐⇒ 3) follows from the
usual Basepoint-free theorem.
5.2. A birational contraction of P(TX)
Throughout the rest of section 5, we will always assume that TX is big and
semiample (see Proposition 5.5), i.e. that the evaluation of global sections
defines a birational morphism
ε : X := ProjX
￿
r≥0
SrTX
 −→ Y := Proj
￿
r≥0
H0(X,SrTX)
 .
Alternatively one may consider the total spaces ￿X and ￿Y of the tautological
line bundles O(1) on the Proj-schemes X and Y, and the natural map:
￿ε : ￿X := SpecX
￿￿
r∈Z
O(r)
￿
−→ ￿Y := SpecY
￿￿
r∈Z
H0(X,O(r))
￿
.
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The scheme ￿X may also be described as the total space of the cotangent bundle
of X with the zero section removed, and we have a fiber product diagram:
￿X ￿ε ￿￿
￿￿
￿Y
￿￿
X ε ￿￿ Y
where the vertical arrows are quotients by C∗-actions.
5.3. The contact structure of P(TX)
We will see that the contractions ε and ￿ε enjoy very special features, basically
due to the fact that X = P(TX) supports a contact structure F , defined as the
kernel of the composition of the differential of φ with the co-unit map
θ : TX
dφ−→ φ∗TX = φ∗φ∗O(1) −→ O(1).
Note that θ fits in the following commutative diagram, with exact rows and
columns:
TX/X ￿￿ ￿￿ F ￿￿ ￿￿
￿￿
￿￿
ΩX/X(1)
￿￿
￿￿
TX/X ￿￿ ￿￿ TX ￿￿ ￿￿
θ
￿￿￿￿
φ∗TX
￿￿￿￿
O(1) O(1)
(9)
The distribution F being contact means precisely that it is maximally non
integrable, i.e. that the morphism dθ : F ⊗ F → TX /F ∼= O(1) induced by
the Lie bracket is everywhere non-degenerate. This fact can be shown locally
analytically, by considering, around every point, local coordinates (x1, . . . , xm)
and vector fields (ζ1, . . . , ζm), satisfying ζi(xj) = δij . Then the contact struc-
ture is determined, around that point, by the 1-form
￿m
i=1 ζidxi (see [32] for
details).
Following Beauville ([3]), the existence of a contact form on X implies (it
is indeed equivalent to) the existence of a symplectic form on ￿X : a closed 2-
form σ ∈ H0( ￿X ,Ω2￿X ) which is everywhere nondegenerate, i.e. that induces a
skew-symmetric isomorphism T ￿X → Ω ￿X . Locally analytically, with the same
notation as above, the symplectic form induced by θ is the standard symplectic
form on the cotangent bundle, given by σ =
￿
i dζi ∧ dxi.
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Remark 5.6 (Contact and symplectic manifolds in general). More generally, a
smooth variety M is called a contact manifold if it supports a surjective mor-
phism from TM to a line bundle L, whose kernel is maximally non integrable,
and it is called symplectic if there exists an everywhere nondegenerate closed to
form σ ∈ H0(M,Ω2M ). The relation contact/symplectic that we stated above
for our particular situation can be generally presented as follows: given a con-
tact form θ ∈ H0(M,ΩM ⊗ L) on a smooth variety M , the total space ￿M of
the line bundle L is a symplectic manifold. A projective birational morphism￿f : ￿M → ￿N from a symplectic manifold ￿M to a normal variety ￿N is called
a symplectic contraction of ￿M , or a symplectic resolution of ￿N . This type of
resolutions have been extensively studied by Fu, Kaledin, Verbitsky, Wierzba,
and others. We refer the interested reader to [16] and the references there for
a survey on this topic.
Let us note also that the complete list of projective contact manifolds is
expected to be small. In fact it is known that they all have Kodaira dimension
−∞, but, with the exception of manifolds of the form P(TZ), they cannot have
non constant Mori contractions:
Theorem 5.7 ([32]). Let M be a projective contact manifold such that KM is
not nef. Then, either M is a Fano manifold of Picard number one or M =
P(TZ) for some smooth projective variety Z.
Finally we remark that it is conjectured (see [41]) that the only Fano contact
manifolds of Picard number one are rational homogeneous: more concretely,
minimal nilpotent orbits of the adjoint action of a simple Lie group G on P(g).
5.4. Properties of the contraction ε
We will present here some of the properties that symplectic resolutions (and its
contact counterparts) are known to satisfy. For the reader’s convenience, we
will state them in our particular setup, and we will refer the interested reader
to [16] and [63] for further details. The following proof has been taken from
[63, Remark 1].
Lemma 5.8. With the same notation as above, ε and ￿ε are crepant contractions
and, in particular, their positive dimensional fibers are uniruled.
Proof. The proof in both cases is analogous. In the projective setting, for
instance, we have Riε∗OX = Riε∗(ωX ⊗ O(dim(X))) = 0 for i > 0 ([37,
Corollary 2.68]). Then ε is a rational resolution and ωY is a line bundle,
isomorphic to ε∗ωX (cf. [37, Section 5.1]). But then ωX ⊗ ε∗ω−1Y is effective
and vanishes on the Γi’s, hence it is numerically proportional to O(1). Since it
is also exceptional, it is trivial.
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For the uniruledness of the fibers, we take (by Proposition 5.5) an effective
Q-divisor ∆ satisfying that (X ,∆) is klt and that −∆ is ε-ample, and use [29,
Theorem 1].
The next proposition lists other important properties of the contraction ε,
inherited from analogous properties of the symplectic resolution ￿ε (see [27] for
details, see also [16]):
Proposition 5.9. With the same notation as above:
1. There exists a stratification Y = D0 ⊃ D1 ⊃ D2 . . . of projective varieties
such that Di is the singular locus of Di−1, for all i, and every irreducible
component of Di \ Di−1 is a contact manifold. In particular dimDi is
odd for all i.
2. ε is semismall, i.e. for every closed subvariety Z ⊂ X , one has codim(Z) ≥
dim(Z)− dim(ε(Z)).
Finally we will recall the following statement, which is a particular case
of a more general result by Wierzba (see [63, Theorem 1.3]), and that can be
obtained by cutting Y with 2m − 3 general hypersurfaces passing through P ,
and using the classification of Du Val singularities of surfaces:
Proposition 5.10. With the same notation as above, if moreover ε is an el-
ementary divisorial contraction, then its exceptional locus is an irreducible di-
visor D, and any one dimensional fiber consists of either a smooth P1 or the
union of two P1’s meeting in a point.
5.5. Minimal sections on P(TX)
In this section we will study the loci of the minimal sections Γi’s of P(TX) over
the minimal rational curves Γi. Although it is not true in general that the
exceptional locus of ε is swept out by these curves (see Example 5.19 below),
the loci of the Γi’s may contain substantial information on the contraction ε.
Notation 5.11. For simplicity, let as fix an index i ∈ {1, . . . , n} and denote
Γ := Γi. We choose a rational curve in the class (that, abusing notation, we
denote by Γ as well), denote by p : U → M its family of deformations and
by q : U → X the corresponding evaluation morphism. We may consider the
irreducible component M of RatCurvesn(X ) containing a minimal section Γ
of X over Γ and the corresponding universal family, fitting in a commutative
diagram:
M
φ
￿￿
U
￿￿
p
￿￿
q
￿￿ X
φ
￿￿
M Up￿￿ q ￿￿ X
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We set c := −KX · Γ − 2. Note that 2.10 (6) implies that the fibers of φ
over every standard deformation of Γ are isomorphic to Pm−c−2, so M has
dimension 2m − 3. Finally, for simplicity, we will denote by E(ak11 , . . . , akrr )
the vector bundle
￿r
j=1O(aj)⊕kj on P1.
The next proposition describes the infinitesimal deformations of a general
member of M.
Proposition 5.12. With the same notation as above, let f : P1 → X denote
the normalization of a minimal section Γ of X over a standard rational curve
in the class Γ. Then M is smooth at Γ, of dimension 2m− 3, and
f
∗
TX ∼= E
￿− 2, 2, (−1)e, 1e, 02m−3−2e￿, for some e ≤ c.
Proof. Writing f∗TX = E(2, 1c, 0m−c−1) and taking in account that f
∗O(1) =
O, the relative Euler sequence of X = P(TX) over X, pulled-back via f provides
f
∗
TX/X = E(−2, (−1)c, 0m−c−2). Then, the upper exact row of diagram (9)
provides:
0→ E(−2, (−1)c, 0m−c−2) −→ f∗F −→ E(2, 1c, 0m−c−2)→ 0.
On the other hand, f
∗O(1) = O also implies that df : TP1 → f∗TX factors
via f
∗F , hence this bundle has a direct summand of the form O(2). Being F
a contact structure, it follows that f
∗F ∼= f∗F∨, so this bundle has a direct
summand O(−2), as well.
From this we may already conclude that
f
∗F ∼= E(−2, 2, (−1)e, 1e, 02m−2e−4), for some e ≤ c, (10)
hence the bundle f
∗
TX is isomorphic either to E(−2, 2, (−1)e, 1e, 02m−2e−3) or
to E(2, (−1)e+2, 1e, 02m−2e−4). On the other hand, the fact that dimM = 2m−
3 implies that h0(P1, f∗TX ) ≥ 2m, which allows us to discard the second option.
Finally, in the first case h0(P1, f∗TX ) is precisely equal to dim[f ]Hom(P1,X ) =
2m, hence this scheme is smooth at [f ] and M is smooth at Γ.
Definition 5.13. Given a minimal section Γ over a minimal rational curve
Γ as above, the number e provided by the proposition above will be called the
defect of M at Γ.
5.6. Dual varieties
Let us denote by D ⊂ X the closure of q(U), which by construction is a subset
of the exceptional locus of ε. The next result presents the relation between
Dx := D ∩ P(TX,x) and the VMRT, Cx ⊂ P(ΩX,x), of the family M at the
general point x.
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Proposition 5.14. With the same notation as above, being x ∈ X general, Dx
is the dual variety of Cx.
Remark 5.15 (Dual varieties of projective subvarieties). We refer the reader
to [59] for an account on dual varieties. Here it is enough to recall that, given
a reduced projective variety M ⊂ Pr = P(V ), and denoting by M0 ⊂ M its
subset of smooth points, the Euler sequence provides a surjection OM0⊗V ∨ →
NM0,Pr (−1), so that we have a morphism: p2 : P(NM0,Pr (−1))→ P(V ∨) whose
imageM∨ is called the dual variety ofM . In other words,M∨ may be described
as the closure of the set of tangent hyperplanes ofM . That is, we may consider
P(NM0,Pr (−1)) as a subset of F (0, r − 1) := P(TPr ) ⊂ Pr × Pr∨ and denote by
F (M) its closure. Then the restrictions (p1 and p2) to F (M) of the canonical
projections have images M and M∨, respectively:
Pr F (0, r − 1) ￿￿￿￿ Pr∨
M
￿￿
￿￿
F (M)
￿￿
￿￿
p2 ￿￿
p1￿￿ M∨
￿￿
￿￿
Finally, let us recall that the biduality theorem states that M∨∨ =M , so that
the diagram above is reversible, and we may assert that the general fiber of p2
(the so-called tangency locus of a hyperplane) is a linear space. In particular
one expects p2 to be, indeed, birational for most projective varieties; those
varieties for which e(M) := r − 1 − dim(M∨) is positive are then called dual
defective, and e(M) is called the dual defect of M .
In the next example we are going to compute the dual variety of M =
Cx ⊂ P(ΩX,x), being X the Lagrangian Grassmannian of lines in P5 (i.e. the
general linear section of G(1, 5) in its Plu¨cker embedding). According to Propo-
sition 2.20, M is isomorphic to the P2-bundle P(E(12, 2)) over P1, embedded
in P(ΩX,x) ∼= P6 by the complete linear system of sections of O(1).
Example 5.16. Let us considerM = P(E(12, 2)) as a subscheme of P6, embed-
ded by the complete linear system of its tautological bundle O(1). Equivalently,
we may describe it as a general hyperplane section of the Segre embedding of
P1×P3 ⊂ P7. Then the general theory of dual varieties tells us thatM∨ ⊂ P6∨
is isomorphic to a linear projection of (P1×P3)∨ ∼= P3×P1 ⊂ P7∨ from a gen-
eral point P . There exists a three dimensional linear space V ⊂ P7∨ containing
P , and meeting P1×P3 along a smooth quadric P(E(12)) ⊂ V , such that a line
through P is secant if and only if it is contained in V . We conclude that M∨ is
a 4-dimensional variety, whose normalization is P3 × P1, and in particular the
dual defect ofM is 1. The singular locus ofM∨ may be described as the image
of P(E(12)) by the projection and so it is a plane Π. Note also that, denoting
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by C ⊂ Π the branch locus of the projection P(E(12))→ Π, M∨ is a scroll in
P3’s, meeting Π along a tangent line to C.
Proof of Proposition 5.14. Our line of argumentation here is based on the proof
of [22, Proposition 1.4]. Let x ∈ X be a general point and f : P1 → X be the
normalization of a general Γ, satisfying f(O) = x, O ∈ P1. By Proposition 2.15,
the tangent map τx : Mx → Cx ⊂ P(ΩX,x) is immersive and we may use it to
identify the tangent space of Cx at P := τx(Γ).
In order to see this, we denote by β : X ￿ → X the blow-up of X at x,
with exceptional divisor E := P(ΩX,x). Note that we have a filtration TX,x ⊃
V1(f) ⊃ V2(f), where V1(f) and V2(f) correspond, respectively, to the fibers
over O of the (unique) subbundles of f∗TX isomorphic to E(2, 1c) and E(2).
Moreover TE,P is naturally isomorphic to the quotient of TX,x by V2(f), hence
our statement may be re-written as TCx,P = V1(f)/V2(f).
Let us then consider the irreducible component of Hom(P1, X;O, x) (para-
metrizing morphisms from P1 to X, sending O to x) containing [f ] and note
that the evaluation morphism factors
P1 ×Hom(P1, X;O, x)
ev￿
￿￿
ev
￿￿X ￿
β
￿￿ X
In this setting, we have TCx,P = dev￿(O,[f ])
￿{0}×H0(P1, f∗TX(−1)￿/V2(f), and
we may identify H0(P1, f∗TX(−1)) with the global sections of f∗TX vanishing
at O. Choosing now a set of local coordinates (t, t2, . . . , tm) of X around x
such that f(P1) is given by t2 = . . . , tm = 0 and t is a local parameter of
f(P1), and writing the blow-up of X at x in terms of these coordinates, one
may check that, modulo V2(f), dev￿(O,[f ]) sends every section s vanishing at O
to st (O) =
ds
dt (O), hence it follows that its image is V1(f).
The next statements relates the dual defect of the VMRT of the family M
with its generic splitting type.
Proposition 5.17. With the same notation as above, being x ∈ X general, let
Γ be a minimal section of X over a general element of Mx. Then the dual
defect of Cx equals the defect of M at Γ.
Proof. We have to check that the image of q : U → X has dimension 2m −
2 − e. Equivalently, denoting by f : P1 → X the normalization of Γ, we
may consider the image of the evaluation Hom(P1,X )[f ] × P 1 → X , where
Hom(P1,X )[f ] stands for the irreducible component of Hom(P1,X ) containing
[f ], and compute the rank of its differential at ([f ], x). Using the description
of this differential provided in [35, II, Proposition 3.4], the result follows then
by noting that e equals the dimension of the kernel of the evaluation of global
sections H0(P1, f∗(TX ))⊗OP1 → f∗(TX ).
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The above interpretation of projective duality for VMRT’s of Fano man-
ifolds has a number of important consequences, particularly in the case of
CP-manifolds. Let us illustrate this here by presenting a straightforward appli-
cation to Conjecture 1.2; a more complete result in this direction can be found
in [51]. A well known corollary of Zak’s Theorem on Tangencies states that
for any non linear smooth variety M ⊂ Pr it holds that dim(M∨) ≥ dim(M).
Moreover, if we further assume that dim(M) ≤ 2r/3, the list of all the smooth
projective varieties for which dim(M∨) = dim(M) has been given by Ein, [15,
Theorem 4.5]. Applying this to the case of the VMRT of a family of minimal
rational curves we get the following result:
Proposition 5.18. Let X be a CP-manifold of Picard number one different
from the projective space, and M be a family of minimal rational curves in X.
Assume that Cx ⊂ P(T∨X,x) is smooth of dimension c for general x (this holds,
for instance, under the assumptions of Remark 2.16). Then c ≤ m − 2 − e,
where e denotes the dual defect of Cx, and moreover if c ≤ 2(m − 1)/3 then
equality c = m − 2 − e holds if and only if X = G/P , where G is semisimple
Lie group with Dynkin diagram D, P is the parabolic subgroup associated to the
i-th node of the diagram (the nodes of D are numbered as in (2)), and the pair
(D, i) is one of the following:
(Ak+1, 2), k ≥ 2, (B2, 1), (D5, 5), (E6, 1).
Proof. Let us first observe, see [23, Proposition 5], that if the VMRT Cx ⊂
P(T∨X,x) is linear then Cx = P(T∨X,x) andX is a projective space by Theorem 4.1.
Since this case is excluded, Zak’s Theorem on Tangencies applies to give the
inequality c ≤ m− 2− e.
Let us now assume c ≤ 2(m − 1)/3 and c = m − 2 − e. By using [15,
Theorem 4.5] we get that Cx ⊂ P(T∨X,x) is either:
• a hypersurface on P2 or P3,
• the Segre embedding of P1 × Pc−1 ⊂ P2c−1,
• the Plu¨cker embedding of G(1, 4) (c = 6),
• the Spinor variety S4 ⊂ P15 (c = 10).
In the first case Theorem 4.1 tells us that X is a quadric of dimension 3
or 4. In the other cases, since the listed varieties are projectively equivalent to
the VMRT’s of the homogeneous manifolds in the statement, we may conclude
by Theorem 2.21.
We will finish this section by presenting an example in which the exceptional
locus of ε does not consists only of minimal sections over minimal rational
curves of X.
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Example 5.19. Let X = LG(1, 5) be the Lagrangian Grassmannian of lines in
P5, which parametrizes lines in P5 that are isotropic with respect to a nonde-
generate skew-symmetric 6 × 6 matrix A. It is known that the contraction of
X in this case may be described in representation theoretical language as we
have already remarked in Example 5.1. The evaluation of global sections of TX
provides a morphism ε￿ : X → P(sp6) ∼= P20 whose image is the closure O of a
nilpotent orbit.
In our case the orbit O is even ([13, Sect. 3.8]), which in turn implies that
the morphism ε￿ is birational, and in particular it factors via ε : X → Y, whose
image is the normalization of O. It is known that O is a disjoint union of orbits
O ∪ O1 ∪ O2 ∪ O3, where dim(Oi) = 11, 9, 5 for i = 1, 2, 3, respectively, and
Sing(O) = O1 = O1 ∪ O2 ∪ O3. Then, by Proposition 5.9, the inverse image
of O1 contains a divisor D in X , and so ε : X → Y is an elementary divisorial
contraction.
On the other hand, we may consider the locus of the family of minimal
sections of X over lines in X, whose VMRT is isomorphic to the subvariety
M ⊂ P6, described in Example 5.16. Since the dual defect ofM is one, it turns
out that this locus D￿ has dimension 11, and it is a proper closed subset of D.
5.7. Contact forms on families of minimal rational curves
The next lemma shows how to transport the contact form of X to an open set
of M.
Lemma 5.20. With the same notation as above, let M0 ⊂ M be the subset
parametrizing minimal sections of X over standard rational curves of M, and
set U 0 := p−1(M0). Then there exists a line bundle L on M such that p∗L =
q∗O(1), and a twisted 1-form θ ∈ H0(M0,ΩM 0 ⊗ L) such that p∗θ = q∗θ onU 0.
Proof. The first part follows from the fact that q∗O(1) is trivial on the fibers
of q. For the second, we start by noting that the composition TU 0 → q∗TX θ→
q∗O(1) is surjective, as one may check by restricting to every fiber of q, by
Proposition 5.12. Since the relative tangent bundle of q lies on its kernel, we
obtain a surjective morphism p∗TM0 → q∗O(1) = p∗L. Its push-forward toM0 is the desired 1-form θ, since one may check that the relative cohomology
of the kernel of that morphism is zero.
The non-integrability of the induced form θ is going to depend on the strat-
ification of M0 determined by the defect of sections defined in 5.13:
Corollary 5.21. With the same notation as above, assume that the open sub-
set M￿ ⊂M0 of curves on which the defect is zero is non-empty. Then θ is a
contact form on M￿.
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Proof. Let us denote by F and ￿F the kernels of the maps θ : TM0 → L
and θ ◦ dq : TU 0 → p∗L, respectively. We want to prove that the morphism
dθ : F → F∨ ⊗ L induced by the Lie bracket is an isomorphism.
The statement is local so, given a point [r] ∈ M0, we may consider its
inverse image r = p−1([r]) and (after eventually shrinking M0 to a smaller
neighborhood of [r]) assume that L is trivial. Then, since in U 0 the morphisms
p and q are submersions, the morphisms induced by the Lie bracket of the
distributions F , ￿F and F fit, as the vertical maps, in the following commutative
diagram:
p∗(F)
￿￿
￿Fdp￿￿ dq ￿￿
￿￿
q∗(F)
dθ
￿￿
p∗(F)∨ dp
t
￿￿ ￿F∨ q∗(F)∨dqt￿￿
Note that, being p locally trivial (so that, locally, any vector field v on M0
determines uniquely a vector bundle v￿ on U 0 constant on fibers such that
dp(v￿) = v, and this correspondence preserves the Lie bracket) dθ is an isomor-
phism at [r] if and only if the corresponding morphism ( ￿F)|r → ( ￿F)∨|r has rank
dim(M) = 2m − 4. Noting that ( ￿F)|r ∼= E(2, 02m−4), the statement follows
from the usual description of dp in terms of the evaluation of global sections of
(TX )|r.
5.8. The 1-ample case
One of the morals of Example 5.19, or more generally of the examples provided
by the study of nilpotent orbits and their crepant resolutions, is that the ex-
ceptional locus of ε may be quite involved. The simplest notion that measures
the intricacy of this locus is k-ampleness: we say that TX is k-ample if the
dimension of every component of a fiber of ε is at most k-dimensional. The
goal of this section is to show how the techniques described above may help us
to prove Conjecture 1.2 in the simplest nontrivial case, that is k = 1. We refer
the reader to [57] for details.
Theorem 5.22. Let X be a CP-manifold such that TX is big and 1-ample.
Then X is rational homogeneous.
More concretely, looking at the list of rational homogenous spaces one sees
that, beside the projective space (that will not appear in our discussion since
we or initial assumptions imply that TX is not ample), the tangent bundle is
only 1-ample for the smooth quadric of dimension ≥ 3, and for the complete
flag manifolds of type A1 ×A1 and A2.
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We start by observing that, since k-ampleness decreases with contractions,
the case in which the Picard number n of X is bigger than one essentially re-
duces, via Mori’s proof of Hartshorne’s Conjecture, to the study of P1-fibrations
over a projective space.
Lemma 5.23. Let X be a CP-manifold and assume that TX is big and k-ample,
and let π : X → X ￿ be a Mori contraction. Then TX￿ is (k− dimX +dimX ￿)-
ample.
Proof. By Theorem 3.3 the morphism π is smooth, so the morphism dπ : TX →
π∗TX￿ provides an inclusion of the fiber product P(π∗TX￿) = P(TX￿)×X￿X into
X = P(TX). Hence the Stein factorization of the restriction ε|P(π∗TX￿ ) factors
through the corresponding contraction ε￿ : P(TX￿)→ Y ￿.
X ￿ P(TX￿)
φ￿
￿￿ ε
￿
￿￿ Y ￿
￿￿
X
π
￿￿
P(π∗TX￿) ￿
￿
￿￿
φ
￿￿
￿￿
X ε ￿￿ Y
Since the natural map from P(π∗TX￿) to P(TX￿) has fibers of dimension dimX−
dimX ￿, denoting by k and k￿ the maximal dimensions of components of fibers
of ε and ε￿, respectively, it follows that k ≥ k￿ + dimX − dimX ￿.
Corollary 5.24. Let X be a CP-manifold of Picard number n > 1 such that
TX is big and 1-ample. Then X is isomorphic to G/B for G of type A1 × A1
or A2.
Proof. As a consequence of Lemma 5.23, any Mori contraction π : X → X ￿
must have one-dimensional fibers and its image must have ample tangent bun-
dle. Therefore, in our situation, X has at least two P1-fibrations over PdimX−1.
We may then finish in several ways, for instance by applying Theorem 4.7.
The next result shows that the assumption implies that the exceptional
locus of ε is q(U):
Lemma 5.25. Let X be a CP-manifold of Picard number one, with TX big, 1-
ample, and not ample. Let f : P1 → X be a general minimal section of X over
a general minimal rational curve f : P1 → X. Then f∗TX ∼= E(−2, 02m−3, 2)
and the exceptional locus of ε is equal to D := q(U).
Proof. The 1-ampleness hypothesis implies that the differential of the evalu-
ation map from U to X is generically injective. Hence, in the notation of
Proposition 5.12 we must have defect e = 0 for the general f , which concludes
the first part of the statement. In particular, this implies that D = q(U) is
an irreducible divisor; since the hypotheses also imply that ε is elementary, it
follows that the inclusion D ⊆ Exc(ε) is an equality.
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Another important consequence of 1-ampleness is that it allows us to control
the splitting type of TX on every curve of family M. The next argument has
been taken from [63].
Proposition 5.26. Let X be a CP-manifold of Picard number one, with TX
big, 1-ample, and not ample. Being f : P1 → X be the normalization of any
curve Γ of M, we have:
f
∗
TX ∼= E
￿− 2, 2, (−1)e, 1e, 02m−2e−3￿, for some e ≥ 0. (11)
In particular, the variety M is smooth.
Proof. We will prove the isomorphism (11), from which the smoothness of M
at [f ] follows as in Proposition 5.12.
Let J be the ideal sheaf of the curve Γ in X . By Proposition 5.10, the curve
Γ is smooth. Moreover, since Riε∗OX = 0 for i > 0, pushing forward the short
sequence
0→ J 2 −→ OX −→ OX /J 2 → 0,
we obtain an isomorphismH1(Γ,OX /J 2) = R1ε∗OX /J 2⊗OP ∼= R2ε∗J 2⊗OP
(where P = ε(Γ)), and the latter is zero because the fibers of ε are at most
one-dimensional. Then, considering now the exact sequence
0→ N∨
Γ/X −→ OX /J 2 −→ OΓ → 0,
we obtain H1(Γ,N∨
Γ/X ) = 0. Equivalently, the splitting type of the normal
bundle NΓ/X does not contain any integer bigger than 1 and, considering the
commutative diagram:
TΓ
￿￿ ￿￿ f
∗F ￿￿ ￿￿
￿￿
￿￿
f
∗F/TΓ
￿￿
￿￿
TΓ
￿￿ ￿￿ f
∗
TX ￿￿ ￿￿
￿￿￿￿
NΓ/X
￿￿￿￿
OΓ OΓ
(12)
the same property holds for the bundle f
∗F/TΓ and, in particular, f
∗F ∼=
TΓ⊕ f
∗F/TΓ. Combining this with the contact isomorphism f
∗F ∼= f∗F∨, we
easily see that f
∗F ∼= E(−2, 2, (−1)e, 1e, 02m−2e−4), for some e. We finish the
proof by arguing as in the last part of the proof of Proposition 5.12.
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Corollary 5.27. With the same notation as in Proposition 5.26, for every
component Γ of a fiber of ε, its defect e is equal to zero. In particular the
twisted 1-form θ defined in Lemma 5.20 is a contact form on M.
Proof. Note first that beingM smooth by 5.26, the universal family U →M
is also smooth, and then the standard interpretation of the differential of q in
terms of the evaluation of global sections tells us that the dimension of the
kernel of dq at a point P ∈ U equals the defect e of the corresponding curve
p(P ), which is zero for general p(P ).
Therefore, denoting by Σ ⊂M the set of elements in which e > 0, its inverse
image UΣ := p−1(Σ) is the ramification locus of q. In particular Σ ⊂M is a
divisor and, being q finite (by the 1-ampleness hypothesis), [19, III.10.6] tells
us that e = 1 for the general element [f ] of Σ. Moreover, for this element we
have a commutative diagram with exact rows:
TP1 ￿￿ ￿￿ (Tp−1(Σ))|p−1([f ])
￿￿
￿￿ ￿￿ E(0⊕(2m−4))
￿￿
TP1 ￿￿ ￿￿ (TU )|p−1([f ])
dq
￿￿
￿￿ ￿￿ E(0⊕(2m−3))
ev
￿￿
TP1 ￿￿ ￿￿ f
∗
TX ￿￿ ￿￿ E(1, 02m−5,−1,−2)
The composition of the right-hand-side vertical arrows is generically of rank
2m − 4 except at the point P = supp(coker(E(0⊕(2m−4)) → E(1, 02m−5))),
where the rank drops to 2m − 5. Since the map ε contracts f(P1) it follows
that at P the map d(ε ◦ q) has rank ≤ 2m − 5. Let us define ￿Σ ⊂ UΣ as the
locus of points where rk(d(ε ◦ q)) ≤ 2m− 5. Then ￿Σ dominates Σ via p and, in
fact, the map ￿Σ→ Σ is generically one-to-one. Since points inM parametrize
components of fibers of ε it follows that (ε ◦ q)|￿Σ is generically finite-to-one, so
that dim(ε(q(￿Σ))) = 2m− 4 which contradicts [19, III.10.6].
The second part of the statement follows then as in Corollary 5.21.
Once we know that M is a contact manifold, we study the morphism φ :
M → M in order to determine the splitting type of TX on minimal rational
curves.
Lemma 5.28. Let X be a CP-manifold of Picard number one, with TX big, 1-
ample and not ample. Then the natural map φ :M →M is an isomorphism
and f∗TX ∼= E(2, 1m−2, 0) for every [f ] ∈M.
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Proof. We already now that M and M are smooth, by Propositions 2.10
and 5.26, and that the general fiber of φ is a projective space of dimension
m− c− 2, with c := −KX · Γ− 2 for Γ ∈M.
We claim first that m − c − 2 = 0. In fact, if this were not the case, φ
would be a Mori contraction of the contact manifold M. By Theorem 5.7 it
would follow that M ∼= P(TM) and, in particular, dim(M) = m− 1. Together
with the nefness of TX , this implies that f∗(TX) ∼= E(2, 0m−1) for all [f ] ∈M,
so the differential of q : U → X would everywhere injective. But X is simply
connected, hence q would be an isomophism, contradicting that X has Picard
number one.
Then φ is birational so, if it were not an isomorphism, being M is smooth,
it would factor via a Mori contraction, contradicting 5.7. This concludes the
first part of the statement. For the second, note that, being φ an isomorphism,
the number of zeroes appearing in the splitting type of f∗TX for any [f ] ∈M
is equal to one. Looking at the general element, which is standard, we obtain
that −KX · f(P1) = m for every [f ] ∈M. Then for any [f ], the splitting type
of f∗TX contains no negative elements, an integer ≥ 2, and at most one zero:
hence the only possibility is f∗TX ∼= E(2, 1m−2, 0).
At this point there are several ways to finish the proof of Theorem 5.22 (Cf.
Theorem 4.1 and [12]). We will sketch here the proof presented in [57], and
refer to the original paper for details.
Proposition 5.29. Let X be a CP-manifold of Picard number one, and as-
sume that TX is big, 1-ample and not ample. Then X is a smooth quadric
hypersurface.
Proof. Note that Pic(X ) ∼= φ∗ Pic(X) ⊕ ZO(1). Let D = q(U) be the excep-
tional divisor of ε (see 5.25), L be a divisor associated to the tautological line
bundle O(1) on X = P(TX), and write D = aL − φ∗B, for some divisor B on
X. Note that, at every point x ∈ X, the set Dx = φ−1(x) ∩ D is the dual
variety of the VMRT Cx (see 5.14). Since Cx is a hypersurface, then its dual
Ex cannot be a hyperplane in P(TX,x) (otherwise Cx would be a point), and we
may write a > 1.
By Proposition 5.10, every positive dimensional fiber of ε is either P1 or a
union of two P1’s meeting at a point. In the second case, the intersection of
each component Γ with the exceptional divisor D is −1. Hence, since L ·Γ = 0,
we have B · Γ = 1. It follows that B is the ample generator of Pic(X) and
−KX = mB, so that X is necessarily a smooth quadric by the Kobayashi-
Ochiai Theorem ([35, V.1.11]).
If every positive dimensional fiber of ε is irreducible, then q : U → D is a
bijective immersion, hence an isomorphism. Since moreover the family U →M
is isomorphic to U →M, by Lemma 5.28, it allows to identify the restriction
φ|D : D → X with the evaluation morphism q : U → X.
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In particular, φ|D is smooth by Proposition 2.10, and we have an exact
sequence
0→ OD(−D) −→ (ΩX/X)|D −→ TD/X → 0.
In particular we might have cm−1(ΩX/X ⊗ OD(D)) = 0. The computation of
this Chern class (see [57, Lemma 3.5]) tells us that D must be numerically
equivalent to the Q-divisor aL+ amφ
∗KX . Since D ·Γ = −2 and Γ ·KX = −m,
we must have a = 2, so that D defines a nowhere degenerate symmetric form
in H0(X,S2TX ⊗ O( 2mKX)). We may now conclude that X is a quadric,
either by [65, Theorem 2], or by [66], or by noting that in this case the VMRT
Cx is necessarily a smooth quadric for every x, hence the result follows from
Theorem 2.21.
6. Flag type manifolds
In [58] the following strategy has been proposed to attack Conjecture 1.2:
(A) Prove Conjecture 1.2 for CP-manifolds of “maximal” Picard number.
(B) Prove that any CP-manifold is dominated by one of such manifolds.
Conjecture 1.2 will then follow from [39, Main Theorem], which asserts that
a manifold dominated by a rational homogeneous manifold is itself rational
homogeneous.
In order to give a reasonable notion of maximality let us recall that, given
a semisimple Lie group G and a parabolic subgroup P , taking B to be a Borel
subgroup containing P we have a contraction f : G/B → G/P , so the complete
flag manifold G/B dominates every G-homogeneous variety.
Complete flag manifolds associated with semisimple Lie groups can be rec-
ognized, among homogeneous manifolds, by the structure of their Mori contrac-
tions: all their elementary contractions are P1-bundles. This suggests the fol-
lowing definition, in which the assumption on the elementary contractions has
been replaced by the milder one that such morphisms are smooth P1-fibrations.
Definition 6.1. A Flag type manifold (FT-manifold for short) is a CP-manifold
whose elementary contractions are smooth P1-fibrations.
The choice of FT-manifolds as candidates for “maximal” CP-manifolds, is
also sustained by the following result (cf. [49, Proposition 5]):
Proposition 6.2. Let M be a CP-manifold admitting a contraction f : M →
X onto an FT-manifold X. Then there exists a smooth variety Y such that
M ∼= X × Y .
Furthermore, we introduce the width of a CP-manifold X as a measure of
how far X is from being an FT-manifold.
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Definition 6.3. Given a CP-manifold X of Picard number n, with the notation
introduced in 3.8, we define its width as the non negative integer
τ(X) :=
n￿
i=1
(−KX · Γi − 2).
Remark 6.4. A CP-manifold X is an FT-manifold if and only if τ(X) = 0.
Proof. Assume that τ(X) = 0, and let πi : X → Xi be an elementary contrac-
tion, associated with an extremal ray Ri, generated by the class of a minimal
rational curve Γi. Let pi : Ui →Mi be the family of deformations of Γi, with
evaluation morphism qi. By Proposition 2.10 (5) the map qi : Ui → X is an
isomorphism, so πi is a P1-fibration.
Part (A) of the strategy presented above has been recently completed in [52],
where the following more general result has been proved:
Theorem 6.5. Let X be a Fano manifold whose elementary contractions are
smooth P1-fibrations. Then X is isomorphic to a complete flag manifold G/B,
where G is a semisimple algebraic group and B is a Borel subgroup.
Then Conjecture 1.2 will follow if one can prove the following property, that
holds trivially for rational homogeneous manifolds (see Section 2.2):
Conjecture 6.6. Let X be a CP-manifold which is not a product of positive-
dimensional varieties. If τ(X) > 0, then there exists a surjective morphism f :
X ￿ → X from a CP-manifold X ￿, which is not a product of positive-dimensional
varieties, such that τ(X ￿) < τ(X).
In this section, following [49] and [52] we will describe the main ideas in-
volved in the proof of Theorem 6.5. Let us first of all, fix the notation.
Notation 6.7. Along the rest of the section we will use the notation introduced
in 3.8, noting that, in the case of FT-manifolds, the families pi : Ui → Mi
coincide with the P1-fibrations πi : X → Xi. Moreover, given any subset I ⊂
D := {1, . . . , n}, the rays Ri, i ∈ I, span an extremal face (Cf. Proposition 3.2)
that we will denote by RI . We will denote by πI : X → XI the corresponding
extremal contraction, by TI the relative tangent bundle, and by KI := − detTI
the relative canonical divisor. Alternatively, we will denote by πI : X → XI the
contraction of the face RI spanned by the rays Ri such that i ∈ D \ I. For I ⊂
J ⊂ D we will denote the contraction of the extremal face πI∗(RJ) ⊂ N1(XI)
by πI,J : XI → XJ or by πD\I,D\J : XD\I → XD\J .
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6.1. Bott-Samelson varieties
We will now introduce some auxiliary manifolds, which we call Bott-Samelson
varieties, by analogy with the Bott-Samelson manifolds that appear classically
in the study of Schubert cycles of homogeneous manifolds.
Following [40], when dealing with finite sequences of indices inD={1, . . . , n}
we will use the following notation:
Notation 6.8. Given a sequence ￿ = (l1, . . . , lr), li ∈ D, we set, for any
0 ≤ s ≤ r−1, ￿[s] := (l1, . . . , lr−s), and ￿[r] = ∅. In particular ￿[s][s￿] = ￿[s+s￿].
With every sequence ￿ = (l1, . . . , lr) of elements of D we will associate
a sequence of smooth varieties Z￿[s], s = 0, . . . , r, called the Bott-Samelson
varieties of X associated with ￿, together with morphisms
f￿[s] : Z￿[s] → X, p￿[s+1] : Z￿[s] → Z￿[s+1], σ￿[s+1] : Z￿[s+1] → Z￿[s].
They are constructed in the following way: for s = r we set Z￿[r] := X and
f￿[r] = id. Then for s < r we define Z￿[s] recursively by considering the com-
position g￿[s+1] := πlr−s ◦ f￿[s+1] : Z￿[s+1] → Xlr−s and taking its fiber product
with πlr−s :
Z￿[s]
f￿[s]
￿￿
p￿[s+1]
￿￿
X
πlr−s
￿￿
Z￿[s+1]
σ￿[s+1]
￿￿
f￿[s+1]
￿￿
g￿[s+1]
￿￿ Xlr−s
Note that p￿[s+1] is a P1-bundle with a section σ￿[s+1]; more precisely it is the
projectivization of an extension F￿[s] of OZ￿[s+1] by f∗￿[s+1]Klr−s :
0 −→ f∗￿[s+1]Klr−s −→ F￿[s] −→ OZ￿[s+1] −→ 0. (13)
Now let φ : Y → X be a morphism. The above construction may be lifted
to Y via φ, and the resulting varieties Z￿[s](Y ) = Z￿[s] ×X Y are called the
Bott-Samelson varieties of X associated with φ : Y → X and ￿. By abuse of
notation, the projections and sections of these varieties will be denoted also
by p￿[s+1], and σ￿[s+1], respectively. The construction is obviously functorial,
so that, given a morphism g : Y ￿ → Y , φ￿ = φ ◦ g, we have a commutative
diagram, in which every square is a fiber product, of the following form:
Z￿[s](Y ￿) ￿￿
p￿[s+1]
￿￿
Z￿[s](Y ) ￿￿
p￿[s+1]
￿￿
Z￿[s]
f￿[s]
￿￿
p￿[s+1]
￿￿
X
πlr−s
￿￿
Z￿[s](Y ￿) ￿￿
σ￿[s+1]
￿￿
Z￿[s](Y ) ￿￿
σ￿[s+1]
￿￿
Z￿[s+1]
σ￿[s+1]
￿￿
f￿[s+1]
￿￿
g￿[s+1]
￿￿ Xlr−s
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Later on we will consider mostly the case in which Y is a point of X and φ
is the inclusion. For simplicity, in this case, we will denote the corresponding
Bott-Samelson varieties by Z￿[s] := Z￿[s]. Especially important will be the case
in which ￿ is maximal reduced sequence, i.e. satisfying that r = m := dimX
and dim f￿[s](Z￿[s]) = m− s for every s (since X is rationally chain connected
by curves Γj , it is always possible to find a sequence of this kind).
Let us denote by βi(r−i) the class in N1(Z￿[r−i]) of the fibers of p￿[r−i+1] :
Z￿[r−i] → Z￿[r−i+1]. We will denote by βi(s) the image of this class into
N1(Z￿[s]), via push forward with the sections σ￿[r−j], j = i, . . . , r−s−1. If s = 0
we will write βi instead of βi(0). Note that, by construction, f￿[s]∗βi(s) = [Γli ].
Clearly the βi’s, i = 1, . . . , r, form a basis of of N1(Z￿). Within N1(Z￿) we
consider the dual basis of {βi, i = 1, . . . , r}, denoted by
{Hi, i = 1, . . . , r}.
Let us also define for every t ≤ r, the following line bundles on Z￿:
Nt =
￿
i≤t, li=lt
Hi.
and the classes γi ∈ N1(Z￿), i = 1, . . . , r, defined by Nt · γi = δti .
The next Proposition summarizes some of the properties of NE(Z￿), as
proved in [52, Section 3].
Proposition 6.9 ([52, Corollary 3.9, 3.10]). With the same notation as above:
1. The Mori cone (respectively, the nef cone) of Z￿ is the simplicial cone
generated by the classes γt (resp. Nt), t ≤ r.
2. Setting J = {i | li = lk for some k > i} then the Stein factorization of
the map f￿ : Z￿ → X is the contraction associated with the extremal face
of NE(Z￿) generated by {γi | i ∈ J}.
6.2. Cartan matrix of an FT-manifold
It is a well known fact that every semisimple Lie algebra g is determined by
its Cartan matrix (equivalently, by its Dynkin diagram, see [21]), and that this
matrix can be seen as the intersection matrix of relative anticanonical divisors
and fibers of the P1-fibrations of the corresponding complete flag manifoldG/B.
This suggests the following:
Definition 6.10. Let X be an FT-manifold of Picard number n. With the
same notation as above, the Cartan matrix of X is the n × n matrix M(X)
defined by M(X)ij = −Ki · Γj.
We will now sketch the proof of (a reformulation of) the main result of [49]:
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Theorem 6.11. The Cartan matrix of an FT-manifold is of finite type, i.e. is
the Cartan matrix of a semisimple Lie algebra.
Let us denote byMI(X) the |I|× |I| principal submatrix ofM(X) obtained
from M(X) by subtracting rows and columns corresponding to indices which
are not in I. It is easy to show that the fibers of a contraction of an FT-
manifoldX are FT-manifolds, whose Cartan matrices are principal submatrices
of M(X):
Proposition 6.12. [49, Proposition 6] Let X be an FT -manifold, I ⊂ D any
nonempty subset, and let πI : X → XI be the contraction of the corresponding
face RI . Then every fiber of πI is an FT-manifold whose Cartan matrix is
MI(X).
In particular, it follows from Theorem 4.7 that any 2×2 principal submatrix
is the Cartan matrix of an FT-manifold of Picard number 2. These are, up to
transposition
M(A1 ×A1) M(A2) M(B2) M(G2)￿
2 0
0 2
￿
,
￿
2 −1
−1 2
￿
,
￿
2 −1
−2 2
￿
,
￿
2 −1
−3 2
￿
(14)
We may then conclude that M(X) is a generalized Cartan matrix in the
sense of [26, 4.0].
We say that the matrixM(X) is decomposable if there exists two nonempty
complementary subsets I, J ⊂ D such thatM(X)ij = 0 for all (i, j) ∈ (I×J)∪
(J × I). In this case, by abuse of notation, we will write M(X) = MI ×MJ .
The next statement allows us to reduce the proof of Theorem 6.11 to the case
in which M(X) is indecomposable:
Proposition 6.13 ([49, Proposition 7]). With the same notation as above, if
M(X) is decomposable as MI ×MJ then X ￿ XI ×XJ , where XI and XJ are
FT-manifolds whose Cartan matrices are MI and MJ , respectively.
Proof. One may verify that the hypotheses imply that XI is an FT-manifold.
Then the result follows easily from Proposition 6.2. See [49, Proposition 7] for
details.
Proof of Theorem 6.11. The proof is by induction on the Picard number n of
X. The result is true for n = 2 by Theorem 4.7, hence we may assume that
n ≥ 3 and that the statement holds for FT-manifolds of Picard number ≤ n−1.
By induction every principal submatrix of M(X) is of finite type, hence,
by [26, Proposition 4.7], M(X) is either of finite or of affine type. In the latter
case, by [26, Corollary 4.3], there exists a linear combination Γ =
￿n
1 miΓi,
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mi ∈ R>0 for all i, satisfying that Ki · Γ = 0. Since M(X) has integral
coefficients, we may assume thatmi ∈ Q>0 for all i and, clearing denominators,
we may also assume that mi ∈ Z>0 for all i. Finally, since the Γi’s are free
curves the cycle
￿n
1 miΓi is smoothable (cf. [35, II.7.6]), and therefore it is
numerically equivalent to an irreducible rational curve Γ.
Let f : P1 → Γ ⊂ X be the normalization morphism, and p ∈ P1 be any
point. Consider a maximal reduced sequence ￿ = (l1, . . . , lm) of X for the
point f(p), and the corresponding Bott-Samelson varieties Z￿[s] associated to
￿ and f(p). At the same time, consider the associated Bott-Samelson varieties
Z ￿￿[s] := Z￿[s](P1). We will denote by f ￿￿[s] : Z ￿￿[s] → X their evaluations.
We will derive a contradiction by showing that πlm−1 ◦f ￿￿[1] : Z ￿￿[1] → Xlm−1
cannot be of fiber type. In a nutshell, it is the finiteness of the dimension of X
which implies that M(X) is of finite type.
We claim first that, for any s = 0, . . . ,m we have Z ￿￿[s] = P1 × Z￿[s]. The
variety Z ￿￿[s] is the projectivization of a rank two bundle E on Z ￿￿[s+1] – which,
by induction, is isomorphic to P1 × Z￿[s+1] – appearing as an extension
0→ O(f ￿∗￿[s+1]Km−s) −→ F ￿￿[s] −→ OZ￿￿[s] → 0. (15)
Since, by the construction of the curve Γ, f ￿∗￿[s+1]Km−s has intersection zero
with the fibers of the projection p2 : P1×Z￿[s+1] → Z￿[s+1], then F ￿￿[s] is trivial
on these fibers. Hence the sequence (15) is the pullback via p2 of
0→ O(f∗￿[s+1]Km−s) −→ F￿[s] −→ OZ￿[s] → 0 (16)
and the claim follows.
The functoriality of the construction implies that f ￿￿[s] ◦ j￿[s] = f￿[s], where
j￿[s] : Z￿[s] → P1 × Z￿[s] is the inclusion defined by z → (p, z).
Denote by p1 and p2 the projections of P1 × Z￿[1] onto the factors. By
assumption πlm−1 ◦ f ￿￿[1] does not contract fibers of p2, since their image in X
is numerically equivalent to Γ, and it is generically finite when restricted to
fibers of p1, by the choice of ￿. This implies that πlm−1 ◦ f ￿￿[s] is generically
finite (see [49, Lemma 7] for details), contradicting the fact that dimZ ￿￿[1] =
dimXlm−1 + 1.
6.3. Relative duality and reflection groups
We will now present a generalization of the previous result, taken from [52], in
which it is shown that Theorem 6.11 holds for Fano manifolds whose elementary
contractions are smooth P1-fibrations; in other words, it avoids the assumption
of the nefness of the tangent bundle of X. The proof of this result is based
on constructing a finite group of reflections of N1(X) out of the P1-fibrations
of X, and using it to produce a root system, which, for rational homogeneous
A SURVEY ON THE CAMPANA-PETERNELL CONJECTURE 175
manifolds, is the root system of the corresponding Lie algebra. As a by-product,
this construction provides a good deal of information about cohomology of line
bundles on X, analogous to the one provided by the Borel-Weyl-Bott Theorem
for semisimple Lie algebras.
The key ingredient for the construction is the following relative duality for
smooth P1-fibrations:
Lemma 6.14. [52, Lemma 2.3] Let π :M → Y be a smooth P1-fibration over a
smooth manifold Y , denote by Γ one of its fibers and by K its relative canonical
divisor. Then for every Cartier divisor D onM , setting l := D·Γ and sgn(α) :=
α/|α| for α ￿= 0, sgn(0) := 1, one has
Hi(M,OM (D)) ∼= Hi+sgn(l+1)(M,OM (D + (l + 1)K)), for every i ∈ Z.
For every elementary contraction πi : X → X we will consider the linear
map ri : N1(X)→ N1(X) given by
ri(D) = D + (D · Γi)Ki,
which is a reflection, i.e. it is an involution that fixes the hyperlane
Γ⊥i := {D |D · Γi = 0} ⊂ N1(X).
The counterpart of Theorem 6.11 in this approach is the following:
Theorem 6.15. The groupW ⊂ GL(N1(X)) generated by the reflections {ri|i =
1, . . . , n} is a finite group.
Proof. Consider the dual action of W on the vector space N1(X) = N1(X)∨,
defined by:
w∨(C) ·D = C · w(D), for all D ∈ N1(X), C ∈ N1(X), w ∈W. (17)
This action is clearly faithful, i.e. the morphism W → GL(N1(X)) defined by
w ￿→ w∨ is injective. Moreover the matrix of every element r∨i ∈ GL(N1(X))
with respect to the basis {Γ1, . . . ,Γn} has integral coefficients and determinant
±1, hence the same properties hold for the matrices of any w∨ ∈ GL(N1(X)).
Consider now the function χX : Pic(X)→ Z which assigns to a line bundle
its Euler characteristic. By a theorem of Snapper, cf. [34, Section 1, Theorem],
given L1, . . . , Lt ∈ Pic(X) then χX(m1, . . . ,mt) := χ(X,m1L1+ · · ·+mtLt) is
a numerical polynomial inm1, . . . ,mt of degree ≤ dimX. Via the identification
of Pic(X) with N1(X)Z we can thus extend χX to a polynomial function χX :
N1(X)→ R.
Now, the existence of P1-fibrations imposes severe restrictions to the func-
tion χX , via Lemma 6.14. In fact, denoting by T the translation by KX/2 in
N1(X), that is T (D) := D +KX/2, and setting χ
T := χX ◦ T , we may write
χT (D) = −χT (ri(D)) for any ri and any D ∈ Pic(X).
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Hence for any w ∈W and D ∈ Pic(X) we have
χT (D) = −χT ((w ◦ ri ◦ w−1)(D)).
In particular χT vanishes on any hyperplane of the form w(Γ⊥i ); this is the
hyperplane fixed by w ◦ ri ◦ w−1 ∈ W . Denoting by Z ⊂ P(N1(X)) the set of
these hyperplanes, it follows that its cardinality is smaller than or equal to the
degree of χT , i.e. the dimension of X, hence it is finite.
Therefore, to show that W is finite, it is enough to consider the induced
action of W on Zn, and show that the isotropy subgroup W 0 ⊂W of elements
of W fixing the point ([Γ1], . . . , [Γn]) is finite. If w ∈ W 0, then the matrix of
w∨ with respect to the basis {Γ1, . . . ,Γn} is diagonal, hence all its diagonal
coefficients are equal to ±1. In particular the image of W 0 in GL(N1(X)) is
finite and, since the action of W on N1(X) is faithful, W 0 is finite as well.
It is then straightforward to show the following (see [5, VI, §1, Definition 1]):
Corollary 6.16. With the same notation as above, there exists a scalar prod-
uct ￿ , ￿ in N1(X) which is W -invariant such that
−Ki · C = 2 ￿Γi, C￿￿Γi,Γi￿ , for all i = 1, . . . , n.
In particular {−Ki, i = 1, . . . , n} is a basis of N1(X) as a vector space over R
and, in the Euclidean space (N1(X), ￿ , ￿), the finite set
Φ := {w(−Ki) |w ∈W, i = 1, . . . , n} ⊂ N1(X),
is a root system whose Weyl group is W .
This fact imposes strong restrictions (Cf. [52, Lemma 2.14]) on the possible
entries of the Cartan matrix M(X), which, together with the fact that −Ki ·
Γj ≤ 0 if i ￿= j, implies that the 2 × 2 principal minors of M(X) are the ones
appearing in (14). Being {−Ki, i = 1, . . . , n} a basis of N1(X), we finally
obtain the following:
Corollary 6.17. The Cartan matrix of a Fano manifold X whose elementary
contractions are smooth P1-fibrations is of finite type.
We refer the reader to [52, Sect. 2] for details.
6.4. Dynkin diagrams and homogeneous models
LetX be an FT-manifold or, more generally, a Fano manifold whose elementary
contractions are smooth P1-fibrations. The results on the Cartan matrixM(X)
seen in the previous sections allow us to associate with X a finite Dynkin
diagram D(X):
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Definition 6.18. The Dynkin diagram D(X) of X is the graph having n :=
ρ(X) nodes, such that the nodes in the i-th and j-th position are joined by
(−Ki ·Γj)(−Kj ·Γi) – which is equal to = 0, 1, 2 or 3 – edges. When two nodes
are joined by multiple edges we write an arrow on them pointing to the node
j if −Ki · Γj < −Kj · Γi. The set of nodes of D(X) will be identified with
D = {1, . . . , n}.
In particular, we may associate with X a semisimple Lie group G, and its
semisimple Lie algebra g, determined by the Dynkin diagram D.
Definition 6.19. Let G be the Lie group determined by D, and let B be a Borel
subgroup. The complete flag manifold G/B is a rational homogeneous space,
which we will call the rational homogeneous model of X. We will use for G/B
a similar notation as for X, adding an overline to distinguish the two cases (so
we will use πi,Γi,−Ki, . . . ).
We will also consider the isomorphism of vector spaces
ψ : N1(X)→ N1(G/B), defined by ψ(−Ki) = −Ki.
This isomorphism sends −KX to −KG/B . In fact, since the Cartan matrix
M(X) is of finite type, it is nonsingular (cf. [26, Theorem 4.3]), so the coef-
ficients of −KX with respect to the basis {−K1, . . . ,−Kn} are determined by
the intersection numbers −KX · Γi = 2.
An important consequence of our previous construction of the Weyl group
W upon P1-fibrations is that, via a careful study of its action on the cohomology
of divisors (see [52, Sect. 2.4]), it provides the following:
Proposition 6.20. [52, Corollary 2.25] Let X be a Fano manifold whose el-
ementary contractions are smooth P1-fibrations. With the same notation as
above, for every line bundle L belonging to the subgroup of Pic(X) generated
by K1, . . . ,Kn
hi(X,L) = hi(G/B,ψ(L)) i ∈ Z.
In particular the dimension of X equals the dimension of its homogeneous
model.
Note that with any sequence ￿ = (l1, . . . , lr) of elements of D one can
associate the element of the Weyl group W defined as w(￿) := rl1 ◦rl2 ◦ · · ·◦rlr .
We say that ￿ is reduced if w(￿) ∈ W cannot be written as a composition of a
smaller number of reflections ri, and in this case the cardinal |￿| is called the
length of w(￿). It is known that for every Weyl group W there is a unique
element of maximal length, named the longest element of W . One may prove
that the evaluation morphism f￿ is generically finite if and only if it ￿ is reduced,
and that for reduced ￿, f￿ is surjective if and only if w(￿) is the longest element
of W (see [52, Section 3] for details). Furthermore, Proposition 6.20 implies
the following:
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Proposition 6.21. Let X be a Fano manifold whose elementary contractions
are smooth P1-fibrations. If ￿ = (l1, . . . , lm) is a sequence such that w(￿) is a
reduced expression of the longest element in W then the morphism f￿ : Z￿ → X
is surjective and birational.
Proof. Let L be an ample line bundle on X and L = ψ(L) be the corresponding
ample line bundle on G/B. The result is well-known for complete flag manifolds
G/B, and it is equivalent to say that the restriction morphism H0(G/B, tL)→
H0(Z￿, tf
∗
￿L) is an isomorphism for t >> 0. By Proposition 6.20, the result
follows by showing that
H0(Z￿, tf
∗
￿L) ∼= H0(Z￿, tf∗￿ L).
We note that one may prove that the Euler characteristic of any line bundle
f∗￿ L on Z￿ is determined by ￿ and by the degree of L with respect to the curves
Γi, hence it is the same for X and for X. Then an application of Kawamata-
Viehweg Vanishing Theorem tells us that, being L nef, Hi(Z￿, tf∗￿ L) = 0 for
i > 0, and the claimed equality holds.
In particular, Proposition 6.13 holds also in this more general setting, al-
lowing us to reduce Theorem 6.5 to the case in which D is connected:
Corollary 6.22 ([52, Corollary 3.20]). Let X be a Fano manifold whose el-
ementary contractions are smooth P1-fibrations. Assume that D = D1 ￿ D2.
Then X ￿ X1 ×X2, where X1 and X2 are Fano manifolds whose elementary
contractions are smooth P1-fibrations and whose Dynkin diagrams are D1 and
D2, respectively.
Proof. In this situation, taking two sequences ￿1 and ￿2 giving reduced expres-
sions of the longest words of the Weyl groups of D1 and D2, we get a sequence
￿1￿2 that gives a reduced expression of the longest word of W . Moreover, the
disconnectedness of D implies that Z￿1￿2 ∼= Z￿1 × Z￿2 . One may then check
that the extremal face determining the birational morphism f￿1￿2 is the convex
hull of two extremal faces determining contractions of Z￿1 and Z￿2 . It follows
that X is the product of the images of these two contractions.
6.5. Homogeneity of Flag type manifolds
In this section we will briefly discuss how to prove Theorem 6.5, by showing that
a Fano manifold X whose elementary contractions are smooth P1-fibrations is
isomorphic to its homogeneous model.
Remark 6.23. If we further assume that X is an FT-manifold, we may use
the smoothness of its Mori contractions πI : X → XI (Section 3) to design a
recursive procedure to obtain the homogeneity of X:
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1. Find an increasing sequence I1 ⊂ I2 ⊂ · · · ⊂ D, in which |Ik+1| = |Ik|+1,
and such that XIk+1 is a complete family of lines in XIk .
2. (Base case) Prove that XI1 ￿ XI1 .
3. (Recursion) Show that XIk ￿ XIk implies XIk+1 ￿ XIk+1 .
It is easy to construct a sequence as in Step 1 for every connected Dynkin
diagram D. For instance, in the case of F4, numbering the nodes as in (2), one
may show that the sequence:
I1 = {1} ⊂ I2 = {1, 2} ⊂ I3 = {1, 2, 3} ⊂ I2 = {1, 2, 3, 4}
satisfies the requirements of Step 1. Moreover, it has been shown in [49] that
Step 3 works if we further assume that FT-manifolds whose Dynkin diagrams
are proper subdiagrams of D are homogeneous. Thus, in principle one could
use this strategy to prove Theorem 6.5 for FT-manifolds by induction on the
number of nodes of D, choosing appropriately the sequence Ik at every step so
that it assures suitable initial isomorphism XI1 ￿ XI1 .
This method has been used in [49] to prove that the result is true for FT-
manifolds with Dynkin diagram An, by reducing the problem to a base case of
the form X1,n ∼= P(TPn).
In [52] a different approach has been considered, in order to avoid many
case by case arguments needed to achieve the isomorphisms XI1 ￿ XI1 . The
idea is to use an appropriate sequence of Bott-Samelson varieties to compare
X and X:
Proposition 6.24. Let X be a Fano manifold whose elementary contractions
are smooth P1-fibrations. Assume that its Dynkin diagram D is connected,
different from F4 and G2. Then there exists a reduced sequence ￿ = (l1, . . . , lm)
associated to the longest element of W such that
Z￿[s] ￿ Z￿[s] for every s = 0, . . . ,m− 1. (18)
Corollary 6.25. In the setup of Proposition 6.24, the variety X is rational
homogeneous.
Proof. Since f￿ and f ￿ are birational by Proposition 6.21, it is enough to
compare the extremal faces defining them, which are the same by Proposi-
tion 6.9 (2).
The arguments leading to 6.24 are rather technical. We refer the reader
to [52] for details, and include here a few words about the ideas behind them:
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Idea of the proof of Proposition 6.24. We show that the recursive construction
of the Bott-Samelson varieties, for a suitable choice of the sequence ￿, is the
same for X and for its homogeneous model. It is then enough to find a
reduced sequence of maximal length m such that, for every s, the cocycle
ζ￿[s] ∈ H1(Z￿[s+1], f∗￿[s+1]Klm−s) providing the extension (13) is uniquely deter-
mined, up to homotheties.
By looking at the restriction of the sequence (13) to curves βi(s+1) one sees
that the extension cannot be trivial if the index lr−s already appeared in the
sequence, i.e. if J := {i < r − s| li = lm−s} is not empty. Therefore, to prove
the isomorphisms in (18) one has to show that, for any s = 0, . . . ,m− 1
h1(Z￿[s+1], f
∗
￿[s+1]Klm−s) =
￿
0 J = ∅
1 J ￿= ∅ (19)
Sequences ￿ = (l1, . . . , lm) satisfying that w(￿) = rl1 ◦ · · · ◦ rlm is a reduced
expression of the longest element of W , and such that equalities in (19) hold,
have been described in [52, Section 4] for D ￿= G2,F4. If D has no multiple
edges, one may check that any reduced sequence of maximal length satisfies
the required property. This is not the case when D is of type B or C, but we
may still choose carefully the sequence ￿ so that the whole process works.
Remark 6.26. As for the special cases, the result for D = G2 follows from The-
orem 4.7, while case F4 is much more involved: using the software system Sage
it has been checked that for none of the 2144892 possible sequences providing
a reduced expression of the longest element of W , the equalities (19) hold for
any s = 0, . . . ,m− 1 = 23.
Let us finally discuss the remaining case, D = F4. The proof presented
in [52] for this case is based on the reconstruction argument by families of lines
explained in Remark 6.23.
Proposition 6.27. Let X be a Fano manifold whose elementary contractions
are smooth P1-fibrations, and assume that its Dynkin diagram is F4. Then X
is rational homogeneous.
Sketch of the proof. First of all, in order to use the recursive procedure of Re-
mark 6.23, we need to prove that the contractions πI : X → XI are smooth.
To do this, we prove first that the fibers of these contractions are birational
images of Bott-Samelson varieties, and these images may be proved to be ho-
mogeneous because we know that Theorem 6.5 holds in the case in which the
Dynkin diagram is a proper subdiagram of F4.
Then the recursive procedure described in 6.23 allows to reduce the problem
to showing that the CP-manifold X1 is isomorphic to its homogeneous model
X1. Moreover this may be achieved, via Theorem 2.21, by proving that the
VMRT’s at a general point of both varieties are projectively isomorphic.
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For the rational homogeneous model, this is the Plu¨cker embedding of the
Lagrangian Grassmannian of 3-dimensional subspaces in C6 which are isotropic
with respect to a fixed symplectic form, i.e. the rational homogeneous space
corresponding to the Dynkin diagram C3 marked on the third node. For our
manifold X we may consider the family of lines passing through one point,
which is the image via π1 of a Bott-Samelson variety Z￿. We may then prove
that Z￿ is isomorphic to the corresponding Bott-Samelson variety of X, and
hence the proof boils down to studying the morphism from Z￿ into X1. We
refer to [52, Section 6] for details.
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On the lifting problem in positive
characteristic
Paola Bonacini
Abstract. Given Pnk , with k algebraically closed field of characteris-
tic p > 0, and X ⊂ Pnk integral variety of codimension 2 and degree d,
let Y = X ∩ H be the general hyperplane section of X. In this paper
we study the problem of lifting, i.e. extending, a hypersurface in H of
degree s containing Y to a hypersurface of same degree s in Pn con-
taining X. For n = 3 and n = 4, in the case in which this extension
does not exist we get upper bounds for d depending on s and p.
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1. Introduction
Let S ⊂ Pnk , with k algebraically closed field of characteristic 0, be an integral
variety of codimension 2 and degree d. Let X be the general hyperplane section
of S and suppose that X is contained in a hypersurface of Pn−1 of degree s.
The lifting problem is the problem of finding some bound d > f(s, n) in such
a way that the hypersurface of Pn−1 of degree s containing X can be lifted to
a hypersurface in Pn of degree s containing S.
This problem has been first studied for curves in P3 by Laudal in his Lemma
in [14, Corollary p. 147] and then the bound was refined, using two different
methods by Gruson and Peskine [8] and by Strano in [25, Corollario 2] to
d > s2 + 1. Moreover, this bound is sharp, as we see in the examples in [8], [9]
and [26, Proposition 1].
Later on, the problem has been studied for some particular values of n and
for n ≥ 3.
The case n = 4 has been studied and solved by Mezzetti and Raspanti
in [19] and in [18], showing that the sharp bound is d > s2 − s+ 1, and in [17]
Mezzetti classifies the border case d = s2 − s+ 2.
The case n = 5 has been solved with new methods by Mezzetti in [18],
with d > s2 − 2s+ 4 as sharp bound. Moreover, in this paper she suggests the
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conjecture that the sharp bound could be:
d > s2 − (n− 3)s+
￿
n− 2
2
￿
+ 1.
Roggero in [20] proves Mezzetti’s conjecture in the case n = 6, while in
the general case (see [23]) the proof needs some additional assumptions on the
general plane section of S. In this way Roggero improves a result by Tortora
[27], who proved the conjecture under one more additional technical hypothesis
than in Roggero’s proof.
For the general case, Chiantini and Ciliberto prove in [6] the bound d >
s2+(2n− 3)s for any n ≥ 3, that is improved at first by Valenzano in [28] and
taken to d > s2 − 2s+ 2 , with n ≥ 5, and then by Roggero in [22] and taken
to d > s2 − 3s + 7, for n ≥ 6. If n ≥ 7, Roggero in [21] slightly improves the
bound to d > s2 − 3s+ 6, which is quite far from the bound d > s2 − 4s+ 11
of the conjecture for n = 7.
Another approach has been tried by Tortora in [27] and Roggero [23], gen-
eralizing the lifting problem to the problem of bounding the degree in such a
way that the map H0(IS(s))→ H0(IX(s)) is surjective. In this case, instead
of bounding the degree of S by a function f(s, n) they try to bound the degree
by a function f(s, n, a), where a = h0(IS(s)).
In this paper we show the approach to the problem in the case that the
base field has positive characteristic p and that either n = 3 (see [3]) or n = 4
(see [4]).
2. Lifting problem for curves in P3: Gruson’s and
Peskine’s proof
In [8] Gruson and Peskine, under the hypothesis that the base field k has
characteristic 0, prove the following:
Theorem 2.1. Let C ⊂ P3 be an integral curve of degree d such that its generic
plane section X is contained in a plane curve of degree s. Suppose that d >
s2 + 1. Then C is contained in a surface of degree s.
The idea of the proof is the following. We suppose that C is not contained
in any surface of degree s and we prove that d ≤ s2 + 1.
Consider the bi-projective space Pˇ3 × P3. Let k[t] and k[x] the coordinate
rings of Pˇ3 and P3, respectively, and consider the incidence varietyM ⊂ Pˇ3×P3,
which is a hypersurface of equation
￿
tixi = 0. Consider also the projection
p : M → P3.
Take a minimal s such that there exists a plane curve containing the generic
plane section X of C. It is not difficult to see that this plane curve Γ determines
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an integral hypersurface S ⊂ M such that S ⊃ p−1(C). Moreover, since we
suppose that h0IC(s) = 0, we see that the projection pS : S → P3 is dominant
and is, of course, generically smooth (because char k = 0 and here we see the
importance of the characteristic of the base field).
Using the fact that pS is generically smooth we get the key to the inequality
that we want to prove, which is the following exact sequence:
0→ N → ΩH(1)→ I∆(s)→ 0,
where H is the generic plane, I∆ ⊂ OΓ is the ideal sheaf of a zero-dimensional
scheme containing X = C ∩H and N is a locally free sheaf. More precisely,
the key is:
c2(N (1)) = s
2 + 1− deg∆.
The statement follows by the following:
Lemma 2.2 ([8]). Let M be a locally free sheaf of rank 2 on P2 such that
h0M (−1) = 0. Then c2(M ) ≥ 0.
Indeed, sinceN is a locally free sheaf of rank two in H such that h0N = 0,
we get c2(N (1)) ≥ 0. This means that degC = degX ≤ deg∆ ≤ s2 + 1, so
that the theorem is proved.
Now we need to remark that the following result holds:
Theorem 2.3. Let C ⊂ P3 be a curve (not necessarily reduced or irreducible)
of degree d such that its generic plane section is contained in an integral plane
curve Γ of degree s. If d > s2+1, then C is contained in a surface of degree s.
Indeed, in this case, the proof is the same as the previous one. The only
difference is at the beginning, because the surface S ⊂M that we get is integral
since Γ is integral. From this point on the proof follows in the same way.
The bound given in Theorem 2.1 is sharp. Before giving the example, let
us recall the following definition.
Definition 2.4. A rank 2 vector bundle E0 on P3 is said to be a null-correlation
bundle if there exists an exact sequence 0→ OP3 τ→ ΩP3(2)→ E0(1)→ 0 where
τ is a nowhere vanishing section of ΩP3(2).
Remark 2.5. It is possible to prove (see [1], [29] and [10, Example 8.4.1]) that
E is a stable rank 2 vector bundle on P3 with c1(E ) = 0 and c2(E ) = 1 if and
only if E is isomorphic to a null-correlation bundle.
Example 2.6 ([8]). Let σ ∈ H0E0(s) be a global section whose zero locus is
curve C. Then we have an exact sequence 0 → OP3 → E0(s) → IC(2s) → 0.
Then h0IC(s) = h0E0 = 0 and degC = c2(E0(s)) = s2+1. By [10, Proposition
1.4] for a sufficiently general σ ∈ H0E0(s) C is a smooth connected curve. Since
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h0E0|H = 1, we see that h0IC∩H|H(s) = 1. This means that C is an integral
smooth curve of degree s2+1, which is not contained in any surface of degree s,
such that the minimal curve containing its generic plane section is an integral
curve of degree s.
3. Lifting problem for curves in P3: characteristic p case
In this section we will show what happens for the lifting problem of curves in
P3k in the case that char k = 0. First, we need to recall the definition of absolute
and relative Frobenius morphism:
Definition 3.1. The absolute Frobenius morphism of a scheme X of char-
acteristic p > 0 is FX : X → X, where FX is the identity as a map of
topological spaces and on each U open set F#X : OX(U) → OX(U) is given
by f ￿→ fp for each f ∈ OX(U). Given X → S for some scheme S and
Xp/S = X ×S, FS S, the absolute Frobenius morphisms on X and S induce a
morphism FX/S : X → Xp/S, called the Frobenius morphism of X relative to
S.
Given Pn for some n ∈ N, let us consider the bi-projective space Pˇn × Pn
and let r ∈ N be a non negative integer. Let k[t] and k[x] be the coordinate
rings of Pˇn and Pn, respectively. Let Mr ⊂ Pˇn × Pn be the hypersurface of
equation hr :=
￿n
i=0 tixi
pr = 0. Note that in the case r = 0 Mr is the usual
incidence variety M of equation
￿
tixi = 0. If r ≥ 1, Mr is determined by the
following fibred product:
M
Mr M
Pn Pn
FMr
p
(FM )
r
π
pMr p
F r
where F : Pn → Pn is the absolute Frobenius.
In positive characteristic the lifting problem for curves in P3 has been solved
in [3] getting the following result:
Theorem 3.2. Let C ⊂ P3 be a non degenerate reduced curve of degree d in
characteristic p > 0. Suppose that the generic plane section X is contained in
an integral plane curve of degree s. Then C is contained in a surface of degree
s, if one of the following conditions is satisfied:
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1. C is connected, p ≥ s and d > s2 + 1;
2. C is connected, p < s and d > s2+p2n, with pn < s ≤ pn+1; in particular
this holds if d > 2s2 − 2s+ 1;
3. p > s and d > s2 + 1;
4. p ≤ s and d > s2 + p2n, with pn ≤ s < pn+1. In particular this holds if
d > 2s2.
The idea of the proof is to follow Gruson’s and Peskine’s Theorem, consid-
ering, however, that some differences occur due to the positive characteristic.
The beginning of the proof is the same as the one for the characteristic 0
case. Indeed, by taking a minimal s such that there exists a plane curve
containing the generic plane section X of C, we see that this plane curve Γ
determines an integral hypersurface S ⊂M such that S ⊃ p−1(C).
The first difficulty given by the characteristic is that the projection pS : S →
P3 is dominant, but it may not be generically smooth. In order to solve this
problem we use the following result:
Theorem 3.3 ([3]). Let V ⊂ Pˇn × Pn be an integral hypersurface in M such
that the projection π : V → Pn is dominant and not generically smooth. Then
there exist r ≥ 1 and Vr ⊂Mr integral hypersurface such that π can be factored
in the following way:
V Pn
Vr
π
Fr πr
where the projection πr is dominant and generically smooth and Fr is induced
by the commutative diagram:
V Vr
M Mr
Fr
j i
FMr (1)
So, we factor pS through a generically smooth morphism pSr : Sr → P3,
where Sr is an integral hypersurface in Sr ⊂Mr = V (
￿
tix
pr
i ) ⊂ Pˇ3 × P3 and,
given pr : Mr → P3, we also have that p−1r (C) ⊂ Sr.
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Now, it is possible to continue as in Gruson’s and Peskine’s proof. However,
when we use the generically smooth morphism pSr , we get an exact sequence:
0→ N → F r￿ΩH(pr)→ I∆(s)→ 0,
where F is the Frobenius morphism, N is a rank two vector bundle, and
I∆ ⊂ OΓ is the ideal sheaf of a 0-dimensional scheme containing X. In this
case, we see that c2(N (pr)) = s2 + p2r − deg∆. Since h0N (pr − 1) = 0, by
Lemma 2.2 we see that c2(N (pr)) ≥ 0, so that d ≤ deg∆ ≤ s2 + p2r.
Now, as a last step of the proof we need to get a bound on pr. This is
the point where the hypothesis that the curve C is reduced is needed. Indeed,
given a generic plane H = V (l), where l is a linear form in the {xi}, we can
consider the non reduced surface Hr in P3 given by lp
r
= 0. Let Xr be the
intersection of C with Hr. Then, we get the exact sequence:
H0 (IC(s))→ H0 (IΓr (s))→ H1 (IC(s− pr)) ϕH→ H1 (IC(s)) ,
determined by:
0→ IC(−pr) ϕH→ IC → i￿IΓr → 0.
The hypersurface Sr ⊂ Mr determines a nonzero element α ∈ H1IC(s − pr)
such that α · lpr = 0. In particular, we see that h1IC(s− pr) ￿= 0, which gives
us the statement, because C is reduced.
Now, by generalizing the example given in Example 2.6, we show that for
any p there exist smooth integral curves of degree d = s2 + p2n, being s > p
and n such that pn < s ≤ pn+1, that are not contained in any surface of degree
s and that have the generic plane section contained in an integral plane curve
of degree s.
Example 3.4 ([3]). Let E0 be a null-correlation bundle. Let n, s ∈ N be positive
integers and let F : P3 → P3 be the absolute Frobenius on P3. Let us consider
the sheaf E (s) = Fn￿(E0)⊗OP3(s). Since c1(Fn￿(E0)) = 0 and c2(Fn￿(E0)) =
p2n, we see that c1(E (s)) = 2s and c2(E (s)) = p2n + s2.
Let σ ∈ H0(E (s)) be a global section such that the zero locus of σ is a
curve C. Then we get the exact sequence:
0→ OP3 → E (s)→ IC(2s)→ 0 (2)
so that h0 (IC(s)) = h0(E ) and degC = c2(E (s)) = p2n+s2. Let H be a plane
transversal to C and Γ = C ∩H. Restricting to H the exact sequence (2) we
have:
0→ OH → E (s)|H → IX(2s)→ 0.
By [7, Theorem 3.2] E is stable and we can choose H sufficiently general in such
a way that E |H is semi-stable, but not stable. Since E is stable and c1(E ) = 0,
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then by [11, Lemma 3.1] h0(E ) = 0, which implies that h0(IC(s)) = 0. So C
is not contained in any surface of degree s.
LetX be the generic plane section of C. It is possible to see that h0IX(s) =
h0 (E |H) = 1. So there is a unique plane curve of degree s containing X, which
means that this plane curve of degree s is the minimal plane curve containingX.
It is also possible to see that h0 (E (s)) ￿= 0 if and only if s ≥ pn and that
every general nonzero global section of E (s), for s ≥ pn, has as zero locus a
curve in P3. By [10, Proposition 1.4] we see that for s > pn the zero locus of a
generic global section of E (s) is connected and smooth.
In this way we construct, for any p, n, s, with s > pn, examples of irreducible
and smooth curves C ⊂ P3 of degree p2n + s2 not contained in any surface of
degree s such that the minimal curve containing its generic plane section has
degree s. In this situation the minimal curve of degree s containing the generic
plane section of C is integral by [2, Theorem 4.1].
In particular, we see that the bound in Theorem 3.2 for connected curves
is sharp. Moreover, taking s = pn + 1, we see that there exist connected and
reduced curves (in particular nonsingular) of degree d = 2s2 − 2s + 1, not
lying on any surface of degree s, whose generic plane section is contained in an
integral plane curve of degree s.
4. Lifting problem in P4
In [18] the lifting problem has been solved in characteristic 0 for surfaces in P4:
Theorem 4.1. Let S be an integral non degenerate surface of degree d in P4.
Let s be the minimal degree of a degenerate surface containing a general hyper-
plane section of S. If d > s2 − s+ 2, then S is contained in a hypersurface of
degree s.
The following example shows that the bound in Theorem 4.1 is sharp.
Example 4.2. Let s ∈ N such that s ≥ 2 and let us consider E = OP4(1−2s)⊕
OP4(−1− s)⊕2. A general momorphism ϕ ∈ Hom(E ,ΩP4(1− s)) determines a
smooth integral surface X ⊂ P4 such that:
0→ OP4(1− 2s)⊕ O⊕2P4 (−1− s)→ ΩP4(1− s)→ IX → 0.
Moreover, h0IX(s) = 0, while a general hyperplane section of X is contained
in one surface of degree s, and by a computation with Chern classes we see
that degX = s2 − s+ 2.
The technique used in Mezzetti’s proof is based on focal linear systems and
is strictly related to the characteristic 0. In this section we will analyze what
happens in the case that the base field has positive characteristic, continuing
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to follow Gruson’s and Peskine’s idea. We will also see that this technique
provides another proof of Mezzetti’s result.
Let X ⊂ P4 be an integral surface of degree d. Let Y = X∩H be the generic
hyperplane section of X and let Z = Y ∩K be the generic plane section of Y .
Let IX be the ideal sheaf of X in OP4 , IY the ideal sheaf of Y in OH , with
H ∼= P3, and IZ the ideal sheaf of Z in OK , with K ∼= P2. Let us consider for
any s ∈ N the following maps:
πs : H
0IX(s)→ H0IY (s) and φs : H1IX(s− 1)→ H1IX(s)
obtained by the cohomology associated to the exact sequence:
0→ IX(s− 1)→ IX(s)→ IY (s)→ 0.
A sporadic zero of degree s is an element α ∈ coker(πs) = ker(φs).
Definition 4.3. The order of a sporadic zero α is the maximum integer m
such that α = β ·Hm, for some β ∈ H1IX(s −m − 1), i.e. such that α is in
the image of the map H1IX(s−m− 1)→ IX(s− 1) induced by the injective
morphism IX(s−m− 1)→ IX(s− 1) defined by the multiplication for Hm.
Theorem 4.4. Let α be a sporadic zero of degree s and order m and let p < s.
Let pn be such that pn ≤ m+1 and pn+1 > m+1. Suppose that h0IX(s) = 0.
Then:
1. if s ≥ 2m+ 3, we have d ≤ s2 − s+ pn + 1;
2. if s ≤ 2m+ 2, we have d ≤ s2.
A sporadic zero of degree s corresponds to a surface containing the generic
hyperplane section Y that cannot be lifted to a hypersurface of the same degree
containing X. We need to introduce the concept of sporadic zero, because, as
in the case of curves, we will have some power of p, for which we need some
bound. That bound is provided by the sporadic zero. The first step of the
proof lies in the following result:
Proposition 4.5 ([4]). Let α be a sporadic zero of degree s and let h0IX(s) =
0. Then one of the following conditions holds:
1. degX ≤ s2 − s+ 1;
2. h0IY (s) = 1 and h0IZ(s) = 2.
This implies that we can suppose that h0IY (s) = 1 and h0IZ(s) = 2. In
particular, if s ≤ 2m+2, we get the conclusion. So we suppose that s ≥ 2m+3
and we also see that the surface R of degree s containing Y that can not be
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lifted to a hypersurface of degree s containing X is integral. Let IR = (f) in
H be the ideal of R.
It is possible to prove (see [4, Lemma 4.1]) that there exist r ∈ N with
pr ≤ m + 1 and fi ∈ H0OH(s) for i = 0, . . . , 4 such that the subscheme of H
associate to the ideal (f, xip
r
fj − xjprfi|H , i, j = 0, . . . , 4) is a 1-dimensional
scheme E, which can have isolated or embedded 0-dimensional schemes, such
that Y ⊂ E ⊂ R. Moreover, there exists a reflexive sheaf N of rank 3 such
that we have the exact sequence:
0→ N → F r￿ΩH(pr)→ IE|R(s)→ 0, (3)
beingIE|R ⊂ OR the ideal sheaf of E. We want to prove that d ≤ s2−s+1+pr.
Note that c1(N ) = −pr − s and
c2(N ) = s
2 + prs+ p2r − degE ≤ s2 + prs+ p2r − degX. (4)
As in the case of the lifting problem for curves in P3 the solution to the problem
lies in the second Chern class of a sheaf, that in this case is just reflexive.
By [24, Proposition 1] and [13, Theorem 3.2] (see also Langer’s remark
in [13] after Corollary 6.3) the Bogomolov inequality holds also in positive
characteristic for semistable reflexive sheaves in Pn. So we see that if N is
semistable, by the Bogomolov inequality and by the fact that degE ≥ deg Y =
degX we get the statement. So we can suppose that N is unstable. To get
a contradiction we need to restrict the sequence (3) to a generic plane and so
we need some further conditions on the generic plane section Z. The difference
with the proof in the case of curves, that we saw in the previous section, is
in the rank of the sheaf N , which now is 3. So, while previously the proof
followed quite easily, now we will see that we require a careful study of the
scheme E in order to get the contradiction we are looking for.
Since the Hilbert function of X is of decreasing type, an easy computation
shows that we can suppose that ∆HZ(s+ i) = s− i− 1 for any i ≤ pr. Given
g ∈ H0OK(s) such that f |K and g are generators of IZ in degree s, by [15,
Proposition 1.4] we see that f |K and g are the only generators of IZ in degree
≤ s+ pr. By this remark we will get a contradiction.
Restricting (3) to K we get:
0→ N |K → F r￿ΩK(pr)⊕ OK → IE∩K|R∩K(s)→ 0, (5)
where IE∩K|R∩K ⊂ OR∩K is the ideal sheaf of E ∩ K in R ∩ K. Since N
is unstable of rank 3, F r￿ΩH(pr) is stable and c1(F r
￿ΩH(pr)) = −pr < 0,
the maximal destabilizing subsheaf F of N has rank at most 2 and c1(F ) <
0. By [16, Theorem 3.1] we see that F |K is still semistable and so it must
be h0N |K = 0. By (5) we see that h0IE∩K|R∩K(s) ≥ 1, which implies
that h0IE∩K(s) ≥ 2 and, since E ∩ K ⊇ Z and h0IZ(s) = 2, we get that
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h0IE∩K(s) = 2. Since R ∩K is integral of degree s and R ∩K ⊃ E ∩K, we
see that deg(E ∩K) ≤ s2.
Recall that for any i, j = 0, . . . , 4:
xi
prfj − xjprfi|H ∈ H0IE(s+ pr)⇒ xiprfj − xjprfi|K ∈ H0IZ(s+ pr)
where pr ≤ m + 1. By the assumption that f |K and g generate IZ in degree
≤ s+ pr we can say that:
xi
prfj − xjprfi|K = hijf |K + lijg,
for some hij , lij ∈ H0OK(pr). So:
E ∩K = V (f |K , lijg | i, j = 0, . . . , 4) . (6)
So E∩K contains the complete intersection of two curves of degree s V (f |K , g),
but we have seen that deg(E∩K) ≤ s2. This implies that E∩K is the complete
intersection V (f |K , g) and so IE∩K|R∩K ∼= OR∩K(−s). So by (5) we have:
0→ N |K → F r￿ΩK(pr)⊕ OK → OR∩K → 0. (7)
By the fact that h0N |K = 0, that R ∩K is integral and by the commutative
diagram:
0
0 OK OK 0
0 N |K F r￿ΩK(pr)⊕ OK OR∩K 0
N |K F r￿ΩK(pr)
0 0
we get the exact sequence:
0→ OK(−s)→ N |K → F r￿ΩK(pr)→ 0. (8)
By the exact sequence:
0→ F r￿ΩK(pr)→ O⊕3K → OK(pr)→ 0
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and by the fact that pr ≤ m+1 < s2 we see that Ext1(F r￿ΩK(pr),OK(−s)) = 0
and so N |K ∼= F r￿ΩK(pr)⊕ OK(−s). Since F r￿ΩK(pr) is stable and:
µ(F r￿ΩK(p
r)) = −p
r
2
> µ(OK(−s)) = −s,
we see that the maximal destabilizing subsheaf of N |K is F r￿ΩK(pr). So,
since N is unstable of rank 3, by [16, Theorem 3.1] the maximal destabilizing
subsheaf of N must be a reflexive sheaf F of rank 2 such that:
F |K ∼= F r￿ΩK(pr). (9)
So, being F the maximal destabilizing sheaf of N , we have the following
commutative diagram:
0 0
0 F F 0
0 N F r￿ΩH(pr) IE|R(s) 0
IT (−s) Q IE|R(s)
0 0 0
where IT is the ideal sheaf in OH of a zero-dimensional scheme T and Q
is a rank 1 sheaf such that c1(Q) = 0. Since Q|K ∼= OK , Q must be torsion
free and so Q = IW for some zero-dimensional scheme W . So we get:
0→ IT (−s)→ IW → IE|R(s)→ 0,
by which we get that W ￿= ∅, because h0IY (s) = 1. Moreover:
h1IE(n) = h
1IE|R(n) = degW − deg T (10)
for any n < s and:
h1IE(s) = h
1IE|R(s) = degW − deg T − 1, (11)
because h0IE|R(s) = 0.
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Let F ⊂ E be the equidimensional component of dimension 1. Then there
exists a sheaf K of finite length determining the following exact sequence:
0→ IE → IF → K → 0.
Then we see that h1IE(n) = h0K for n ￿ 0, so that by (10) we see that
h0K = degW − deg T . Moreover:
h0IE(s)− h0IF (s) + h0K − h1IE(s) + h1IF (s) = 0
and so, since Y ⊂ F ⊂ E, h0IE(s) = h0IF (s) = 1 and by (11) we get:
h1IF (s) = h
1IE(s)− h0K = −1.
This is impossible and so we get a contradiction.
Corollary 4.6. Let h0IY (s) ￿= 0 and let p < s. If degX > s2, then
h0IX(s) ￿= 0.
In the following theorem we see that for p ≥ s the bound for d is indepen-
dent of the order of the sporadic zero α and coincides with the bound of the
characteristic zero case (see [19] and [18]).
Theorem 4.7. Let h0IY (s) ￿= 0, h0IX(s) = 0 and let p ≥ s. Then degX ≤
s2 − s+ 2.
Proof. The proof works as in Theorem 4.4. We just need to remark that in
the case p ≥ s it must be r = 0, which means pr = 1. Indeed, again by [4,
Lemma 4.1], we get an exact sequence:
0→ IX(s− pr)→ IX(s)→ IX∩Hr|Hr (s)→ 0,
where IX∩Hr|Hr ⊂ OHr is the ideal sheaf of X∩Hr. Since h0IX∩Hr|Hr (s) ￿= 0
and h0IX(s) = 0, it must be h1IX(s− pr) ￿= 0. By the fact that X is integral
we see that it must be pr < s and so r = 0 and pr = 1.
Now, generalizing Example 4.2 we show that the bounds given in Theo-
rem 4.4 and Theorem 4.7 are sharp.
Example 4.8. Let r, p, s ∈ N such that s ≥ 2pr. Let us consider E = OP4(pr−
2s)⊕OP4(−pr−s)⊕2 andF = F r￿ΩP4(pr−s). Then, since E ∨⊗F is generated
by global sections, by [12] the dependency locus of a general momorphism
ϕ ∈ Hom(E ,F ) is a smooth surface X ⊂ P4 and it is determined by the
sequence:
0→ OP4(pr − 2s)⊕ O⊕2P4 (−pr − s)→ F r￿ΩP4(pr − s)→ IX → 0. (12)
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Together with:
0→ F r￿ΩP4(pr)→ O5P4 → OP4(pr)→ 0 (13)
this implies that h1IX = 0, so that h0OX = 1 and X is connected and, being
smooth, X is integral. Moreover, h0IX(s) = 0 and by a computation with
Chern classes we see that degX = s2 − prs+ 2p2r.
Let H ⊂ P4 be a general hyperplane and let Hr ⊂ P4 be the nonreduced
hypersurface of degree pr such that Hr|red = H. Then, (F r)−1(H) = Hr. This
shows that we have a commutative diagram:
Hr H
P4 P4
π
i j
F r
So we have:
i￿(F r￿ΩP4(p
r)) = i￿(F r￿(ΩP4(1))) = π
￿(j￿(ΩP4(1))) ∼= π￿(ΩH(1))⊕ OHr .
This implies that h0(F r￿ΩP4(pr)|Hr ) ≥ 1. In particular, by (12) we see that
h0IX∩Hr|Hr (s) ￿= 0, so that h0IY (s) ￿= 0. Moreover, by (12) and by (13) we
see that h1IX(s−pr−1) = 0. This shows that X has a sporadic zero of degree
s and order m = pr − 1. So:
1. if r = 0 and s ≥ 2, then pr = 1, m = 0 and degX = s2 − s+ 2;
2. if s = 2pr + 1, then s = 2m+ 3 and degX = s2 − s−12 = s2 − s+ pr + 1;
3. if s = 2pr, then s = 2m+ 2 and degX = s2.
This shows that the bounds in Theorem 4.4 and Theorem 4.7 are sharp.
5. Lifting problems in higher dimensions: open problems
In characteristic zero the following results have been proved:
Theorem 5.1 ([18, Theorem 4.10]). Let X ⊂ P5 be a non degenerate integral
variety of dimension 3 and degree d. Let s be the minimal degree of a degenerate
hyper surface containing a general hyperplane section of X. If d > s2 − 2s+ 4
and s > 5, then X is contained in a hypersurface of degree s.
Mezzetti proved this result using the method used for the proof of Theo-
rem 4.1. In that paper she conjectured that, given an integral projective variety
X of dimension r and degree d in Pr+2 and given the minimal degree s of a
200 PAOLA BONACINI
hypersurface containing the general hyperplane section of X, X is contained in
a hypersurface of degree s if d > s2 − (r − 1)s+ ￿r2￿+ 1.
The conjecture comes form Gruson and Peskine’s proof of Theorem 2.1.
Indeed, as we have seen, it is possible to follow the idea in order to get an exact
sequence:
0→ N → ΩH(1)→ IE|Γ(s)→ 0,
where H is the generic hyperplane, Γ is the hypersurface in H of degree s
containing X ∩H, N is a reflexive sheaf of rank r + 1 and IE|Γ ⊂ OΓ is the
ideal sheaf of a scheme E of dimension r − 1 containing X ∩H. Moreover:
c2(N (1)) = s
2 − (r − 1)s+
￿
r
2
￿
+ 1− degE ≤ s2 − (r − 1)s+
￿
r
2
￿
+ 1− d.
The conjecture is proved if one proves that c2(N (1)) ≥ 0.
We need to remark that it is possible to generalize the examples given
previously in order to get an integral variety X ⊂ Pr+2 of dimension r and
degree d = s2 − (r − 1)s + ￿r2￿ + 1 and such that h0IX(s) = 0, while its
generic hyperplane section is contained in precisely one hypersurface of degree
s (see [5]). Such a variety is determined by the sequence:
0→ OrPr+2(−1)⊕ OPr+2(r − 1− s)→ ΩPr+2(1)→ IX(s)→ 0.
Roggero proved the conjecture for n = 6 in [20] and in the general case
in [23] under some assumption on the generic plane section of X. We need to
remark that Roggero’s proof uses the generic initial ideal, making the proof
strictly related to the fact that the characteristic considered is 0.
In positive characteristic, as we saw, following Gruson’ and Peskine’s idea
we get a similar exact sequence:
0→ N → FnΩH(pn)→ IE|Γ(s)→ 0,
where F is the absolute Frobenius. In this case, one would want to prove that
c2(N (pn)) ≥ 0, in order to get that:
d ≤ s2 − (r − 1)pns+
￿
r
2
￿
p2n + p2n.
The problem is that, in general, N is a rank r+1 reflexive sheaf in H ≡ Pr+1.
With this procedure, the lifting problem in codimension 2 becomes the
problem of determining conditions so that the second Chern class of a rank m
reflexive sheaf in Pm is non negative. Under this perspective the lifting problem
in the general case does not seem to depend on the characteristic of the base
field. Since unfortunately this has been obtained in the proof of Theorem 4.4 by
looking at the general plane section Z of X and since Roggero proved the result
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with some additional conditions on Z, the questions arising are the following:
is it possible to prove a result similar to Roggero’s in positive characteristic
(considering that if p > s we expect the same bound as in characteristic 0)? Is
it possible to get some equality on this second Chern class without making the
restriction to the plane section? And, obviously, is Mezzetti’s conjecture true?
Or is it possible to determine a counterexample?
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Order 1 congruences of lines with
smooth fundamental scheme
Christian Peskine
Abstract. In this note we present a notion of fundamental scheme for
Cohen-Macaulay, order 1, irreducible congruences of lines. We show
that such a congruence is formed by the k-secant lines to its fundamental
scheme for a number k that we call the secant index of the congruence.
If the fundamental scheme X is a smooth connected variety in PN , then
k = (N − 1)/(c − 1) (where c is the codimension of X) and X comes
equipped with a special tangency divisor cut out by a virtual hypersur-
face of degree k − 2 (to be precise, linearly equivalent to a section by
an hypersurface of degree (k − 2) without being cut by one). This is
explained in the main theorem of this paper. This theorem is followed
by a complete classification of known locally Cohen-Macaulay order 1
congruences of lines with smooth fundamental scheme. To conclude we
remark that according to Zak’s classification of Severi Varieties and
Hartshorne conjecture for low codimension varieties, this classification
is complete.
Keywords: congruences of lines, fundamental scheme, Grassmann.
MS Classification 2010: 14J60.
1. Introduction
As usual P = PN = P(V ), where V is a complex vector space of dimension
(N + 1), is the complex projective space. A congruence of lines of P is an
(N − 1)-dimensional variety (reduced scheme) embedded in the Grassmann
variety of lines G(1, N) = G(2, V ).
We recall the following classical notations.
Definition 1.1. Let Σ ⊂ G(2, V ) be a congruence of lines.
1. The order o(Σ) of Σ is the number of lines of Σ passing through a general
point of P.
2. The (set theoretical) fundamental locus X(Σ) of Σ is the closed set formed
by all points x ∈ P through which pass infinitely many lines of Σ.
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Examples 1.2. Let C ⊂ P3 be a smooth projective curve of degree d and genus
g. The 2-secant lines to C form a congruence of lines Σ2(C) ⊂ G(1, 3). The
order of this congruence is o(Σ2(C)) = d(d− 3)/2− (g − 1) and the (set theo-
retical) fundamental locus contains C.
- The 2-secant lines to a twisted cubic curve form a congruence of order 1
whose (set theoretical) fundamental locus is the curve itself.
- The 2-secant lines to a normal elliptic curve C ⊂ P3 form a congruence
of order 2. Its fundamental locus is the union of the curve itself and of 4
points outside the curve, vertices of cones of 2-secant lines
To our knowledge the fundamental locus is classically defined as a set of
points. In this note, we claim that Cohen-Macaulay irreducible congruences
of order 1 have a well defined fundamental scheme and we state and prove a
theorem which hopefully justifies this point of view. My interest for order 1
congruences of lines goes back to Zak’s classification of Severi Varieties (see [4]).
In particular I have discussed often with Fyodor Zak about the congruences of 3-
secant lines to the projected Severi Varieties (also studied by Iliev and Manivel,
see ([3]). I remember with great pleasure the day, many years ago, when
discussing with F. Han and F. Zak we convinced ourselves that the congruence
of 2-secant lines to a twisted cubic C was in fact the congruence of 4-secant
lines to the full first infinitesimal neighborhood of C and that furthermore
quadric hypersurfaces cut a ”non-complete linear system” on this infinitesimal
neighborhood. This paper is in many aspects a partial survey of the pleasant
discussions I have had with F. Han (see [2]) and F. Zak since this discovery.
Fyodor Zak has been particularly generous with his time and his friendly critics.
I wish to thank him and Jean Valle`s for helping me to write down these notes.
2. Notations and Examples
Let us start by organizing our notations. To this aim, we recall the Euler
complex on P
0→ ΩP → V ⊗OP(−1)→ OP → 0,
and the tautological complex of vector bundles on G(2, V )
0→ K∗ → V ⊗OG(2,V ) → Q→ 0,
where Q is the canonical quotient rank-2 vector bundle on G(2, V ).
We denote by I ⊂ G(1, N)×PN the incidence variety line/point. We recall
that
q : I = PG(1,N)(Q)→ G(1, N)
ORDER 1, IRREDUCIBLE CONGRUENCES OF LINES 205
is a projective line bundle on the one hand, and that
p : I = PPN (ΩPN (2))→ PN
is a projective (PN−1)-bundle on the other hand.
If x ∈ PN , we write PN−1(x) for the fiber p−1(x) and
Σ(x) = p−1(x) ∩ q−1(Σ)
for the scheme of lines of Σ passing through x. When o(Σ) ￿= 0, it is the degree
of the generically finite morphism q−1(Σ)→ PN .
As a last set of notations, we denote the tautological line bundles on PN
and G(1, N) (Plu¨cker embedding) by
OPN (1) = OPN (θ) and OG(1,N)(1) = OG(1,N)(η);
hoping to avoid too many stars, we write
OI(kη, lθ) = OI(kη + lθ) = q∗(OG(1,N)(kη))⊗OI p∗(OPN (lθ)).
To conclude this section, we study a list of examples, with a special interest
in Σ(x), the family of lines of Σ passing through a (sometimes general) point
x of the fundamental locus. Our interest in this ”fiber” will be explained and
justified when we introduce the “fundamental scheme” of the congruence. We
present these examples in three separated groups. To be precise the congruences
we describe are all congruences of k-secant lines to classically known varieties
for 4 ≥ k ≥ 2. We choose, it will be justified later, to organize these examples
following the number k.
To avoid any misunderstanding, let us begin by being precise about what
is a k-secant line to a variety.
Definition 2.1. Let X ⊂ P be a projective variety and L ⊂ P a line. If L ￿ X,
we say that L is a k-secant line to X if the finite scheme L∩X has degree ≥ k.
The k-secant lines to X which are not contained in X form a well defined
quasi-projective subscheme of the Grassmann variety (see [1] for example) of
lines in P. The closure Seck(X) in the Grassman Variety of this quasi-projective
scheme is the k-secant scheme to X.
From this definition, it is clear that if L ⊂ X, then {L} ∈ Sec2(X), but {L}
is not necessarily in Seck(X)for k ≥ 3. For example a Palatini 3-fold in P5 is
ruled over a cubic surface, but the family of lines of the ruling and Sec4(X) are
disjoint varieties in the Grassmann Variety.
Examples 2.2. 1. If C ⊂ P3 is a twisted cubic and Σ2(C) = Sec2(C) ⊂
G(1, 3) is the order 1 congruence of 2-secant lines to C, then Σ2(C)(x) ⊂
P2(x) ⊂ G(1, 3) is a conic for all x ∈ C.
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2. If C = L1 ∪ L2 ⊂ P3 is the disjoint union of two lines and Σ2(C) ⊂
G(1, 3) is the order 1 congruence of lines intersecting L1 and L2, then
Σ2(C)(x) ⊂ P2(x) ⊂ G(1, 3) is a line for all x ∈ C. Note that L1, L2 /∈
Σ2(C).
3. Let X ⊂ P5 be a normal rational ruled surface (of degree 4) without
exceptional line. If Σ2(X) ⊂ G(1, 5) is the order 1 congruence of 2-secant
lines to X, then Σ2(X)(x) ⊂ P4(x) ⊂ G(1, 5) is a ruled cubic surface for
all x ∈ X. Note here that the lines of the ruling are indeed elements of
the congruence Σ2(X).
We note that in the two first examples Σ2(C)(x) = P1 for x ∈ C, but
embedds as a conic in one case and as a line in the other case. This difference
will be explained by the structure of the fundamental schemes of these two
congruences.
The last of these 3 examples was communicated to me by E. Mezzetti and
P. De Poi.
Examples 2.3. 1. If S ⊂ P4 is a projected smooth Veronese surface and
Σ3(S) ⊂ G(1, 4) is the congruence of 3-secant lines to S, then o(Σ3(S)) =
1 and Σ3(S)(x) ⊂ P3(x) ⊂ G(1, 4) is a line for all x ∈ S.
2. If B ⊂ P4 is a Bordiga surface and Σ3(B) ⊂ G(1, 4) is the congruence of
3-secant lines to B, then o(Σ3(B)) = 1 and Σ3(B)(x) ⊂ P3(x) ⊂ G(1, 4)
is a twisted cubic for a general point x ∈ B.
We recall that a Bordiga surface in P4 is cut out by the 0-th Fitting ideal
of a (general enough) 3× 4 matrix with linear coefficients.
Examples 2.4. 1. If X ⊂ P5 is a Palatini 3-fold and Σ4(X) ⊂ G(1, 5) is the
congruence of 4-secant lines to X, then o(Σ4(X)) = 1 and Σ4(X)(x) ⊂
G(1, 5) is a line for all x ∈ X.
2. If Sc ⊂ P5 is the scroll over a K3 surface cut out in G(1, 5) by a general
P8 of the Plu¨cker space, then the congruence Σ4(Sc) ⊂ G(1, 5) of 4-secant
lines to Sc has order 1 and Σ4(Sc)(x) ⊂ G(1, 5) is a conic for all x ∈ Sc.
The computation of Σ4(Sc)(x) ⊂ G(1, 5) in this last example was explained
to me separately by F. Zak and by P. De Poi and E. Mezzetti.
3. The scheme structure of the fundamental locus of
Cohen-Macaulay, order 1, irreducible congruences
From here Σ is a Cohen-Macaulay, order 1, irreducible congruence of lines.
Since Σ is irreducible, so is q−1(Σ).
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Note that since Σ is Cohen-Macaulay, so is q−1(Σ) and the finite and bira-
tional morphism q−1(Σ) \ p−1(X(Σ))→ PN \X(Σ) is flat, hence is an isomor-
phism. Since Σ is irreducible, so is q−1(Σ) and the fundamental locus X(Σ)
has codimension at least 2.
We denote by JΣ/G the sheaf of ideals of Σ in G(1, N) and we consider the
exact sequence
0→ JΣ/G(η)→ OG(η)→ OΣ(η)→ 0.
Recalling that p∗(q∗OG(η)) = ΩPN (2θ), it induces obviously an exact sequence
0→ p∗(q∗(JΣ/G(η)))→ ΩPN (2θ)→ p∗(q∗(OΣ(η))).
Since p∗(q∗(OΣ(η)) is a torsion free OPN -module of rank-1, free outside X(Σ)
there exists a positive number k and a sheaf of ideals J ⊂ OPN such that we
have an exact sequence
0→ p∗(q∗(JΣ(η)))→ ΩPN (2θ)→ J(kθ)→ 0. (∗)
It is clear that J ⊂ OPN is the sheaf of ideals of a scheme with support in X(Σ).
Definition 3.1. 1. We define the fundamental scheme X(Σ) of Σ as the
subscheme of PN whose ideal is J . From now we denote this ideal by
JX(Σ)/PN .
2. We define the number k as the secant index of the congruence Σ.
As the reader understand, it is indeed possible to introduce the notion of
fundamental scheme without assuming that Σ is irreducible. This is not our
choice in this short paper.
The notion of secant index in justified by the coming theorem. From the
exact sequence (∗), we keep particularly in mind the surjective map ΩPN (2θ)→
JX(Σ)/P(kθ)→ 0. Its interpretation is the key to the next theorem.
Theorem 3.2. Let Σ be a Cohen-Macaulay, order 1, irreducible congruence of
lines.
1. q−1(Σ) is the blowing up of PN along the fundamental scheme X(Σ).
2. if k is the secant index of Σ, then q∗OΣ(η) = Oq−1(Σ)(kθ − E), where E
is the inverse image of X(Σ) in the blowing up.
3. L ∈ Σ if and only if L is a k-secant line to the fundamental scheme X(Σ).
4. The image of the composite map Λ2V = H0(ΩPN (2θ)) → H0(J(kθ)) is
a linear system of hypersurfaces of degree k defining the map q−1(Σ) →
Σ ⊂ G(2, V ) ⊂ P(Λ2V ).
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5. The linear system cut on X(Σ) by hypersurfaces of degree k − 2 is not
complete, i.e. H1(JX(Σ)/P(k − 2)) ￿= 0.
Proof. From the exact sequence (∗) we deduce immediately 1 and 2.
To prove 3, consider {L} ∈ Σ. There is a scheme isomorphism
q−1({L}) ∩ E ￿ L ∩X(Σ).
Assume that L ￿ X(Σ). Since Oq−1(Σ)(E) = Oq−1(Σ)(kθ − η), it is clear that
L is a k-secant line to X(Σ). Conversely, if L is a k-secant line to X(Σ) (not
contained in Σ), then p−1(L) ⊂ q−1(Σ) is k-secant to E, hence it is contracted
by the line bundle Oq−1(Σ)(η) = Oq−1(Σ)(kθ − E). Consequently {L} ∈ Σ.
The point 4 is clear.
To prove 5 we intend to show that the map
H1(ΩPN )→ H1(JX(Σ)/P((k − 2)θ)
is non zero. Let {L} ∈ Σ be general. Then L is a k-secant line to X(Σ) not
contained in X(Σ). Consequently, JX(Σ)/P(kθ) ⊗ OL = OL ⊕ T (where T is a
torsion (finite) sheaf on L). From the construction we get a surjective map
ΩPN (2θ)⊗OL = OL ⊕ (N − 1)OL(θ)→ JX(Σ)/P(kθ)⊗OL ￿ OL ⊕ T.
This shows that the composite map
C = H1(ΩPN )→ H1(OL(−2θ)⊕(N−1)OL(−θ))→ H1(JX(Σ)/P((k−2)θ)⊗OL)
is not zero. Since it factorizes through H1(JX(Σ)/P((k−2)θ)), we are done.
Remark 3.3. Since o(Σ) = 1, a general line of Σ is not contained in X(Σ).
The following remark and the question it brings up are obviously of interest.
Remark 3.4. Dualizing the exact sequence (∗), we notice that the fundamental
scheme of a Cohen-Macaulay, irreducible congruence of order 1 is the zero locus
of a section of Ω∨PN (k − 2) (where k is the secant index of the congruence).
Question 3.5. Which are the sections of Ω∨PN (k − 2) whose zero locus is the
fundamental scheme of a Cohen-Macaulay, irreducible congruence of order 1
with secant index k ?
It is clear that a section of Ω∨PN (k− 2) defines an embedding of the blowing
up P˜N of PN along the zero locus of the section in the incidence variety. Its
image in G(1, N) is a congruence of order 1 if and only if
(L, x) ∈ P˜⇔ (L, y) ∈ P˜, ∀y ∈ L.
The following example needs no comment.
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Example 3.6. The zero locus of a section of Ω∨(−1) = Ω∨(1 − 2) is a point.
This point, with its reduced structure, is the fundamental scheme of the con-
gruence formed by lines through it. The secant index of this congruence is 1.
We describe briefly the fundamental scheme and the secant index for all
the examples discussed earlier. We follow the same organization in three dif-
ferent groups. It is important to note immediately that the secant index of a
congruence of k-secant lines to a smooth variety X is not necessarily k and the
fundamental scheme of the congruence is not necessarily X. The description
of the fundamental scheme in each of the coming examples makes this (as well
as the fact that the secant index is a multiple of k) clear. All the congruences
studied in the following examples are Cohen-Macaulay and irreducible (in some
cases it is obvious, but not in all cases).
Examples 3.7. 1. The fundamental scheme of the congruence Σ of 2-secant
lines to a twisted cubic C is the first infinitesimal neighborhood of C, in
other words JX(Σ)/P = J2C/P. The secant index of this congruence is 4.
For x ∈ C, we have Σ(x) = P1 and Oq−1(Σ)(η)⊗OΣ(x) = OP1(2).
2. The fundamental scheme of the congruence Σ formed by the lines joining
two skew space lines L1 and L2 is L1 ∪ L2, i.e. JX(Σ)/P = J(L1∪L2)/P =
JL1/P∩JL2/P. The secant index of this congruence is 2. For x ∈ L1∪L2,
we have Σ(x) = P1 and Oq−1(Σ)(η)⊗OΣ(x) = OP1(1).
3. The fundamental scheme of the congruence of 2-secant lines to a nor-
mal rational ruled surface (without exceptional line) S ⊂ P5 is a multiple
structure of order 4 on S, containing strictly the first infinitesimal neigh-
borhood of S. The secant index is 4.
More precisely, there is an exact sequence 0 → JX(Σ) → J2S/P5 → L2,
where L is the quotient of the conormal bundle of S defined by the family
of P3 tangent to S along a line.
Next we come back to congruences of 3-secant lines. Note that we get a
secant index 3 in one case and a secant index 9 in the other case. This is well
explained by the description of the fundamental scheme.
Examples 3.8. 1. The fundamental scheme of the congruence of 3-secant
lines to a projected Veronese surface (in P4) is the projected Veronese
surface itself. The secant index is 3.
2. The ideal of the fundamental scheme of the congruence of 3-secant lines
to a Bordiga surface B ⊂ P4 is J3B/P4 ∩JP1/P4 ∩ ...∩JP9/P4 (where (Pi)9i=1
are the 9 ”parasitic” planes cutting a plane cubic curve in B). The secant
index is 9.
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Finally, we describe the secant index and the fundamental scheme for two
examples of congruence of 4-secant lines.
Examples 3.9. 1. The fundamental scheme of the congruence of 4-secant
lines to a Palatini 3-fold (in P5) is the Palatini 3-fold itself. The secant
index is 4.
2. The ideal of the fundamental scheme of the congruence of 4-secant lines
to a scroll Sc ⊂ P5 over a K3 surface is J2Sc/P5 . The secant index is 8.
Considering these examples, we note that the fundamental scheme is smooth
(and the secant index is what it should) in the following cases:
- the congruence of lines passing through a point in PN (secant index 1),
- the congruence of lines joining 2 skew lines in P3 (secant index 2),
- the congruence of 3-secant lines to a projected Veronese surface in P4
(secant index 3),
- the congruence of 4-secant lines to a Palatini 3-fold in P5 (secant index 4).
To conclude this section, we describe a particular (and well known) family
of smooth, order 1, congruences of lines with smooth fundamental scheme and
secant index 2.
Proposition 3.10. Let V = V1 ⊕ V2 be a decomposed complex vector space.
The surjective homomorphism Λ2V → V1 ⊗ V2 induces an isomorphism
P(V1)× P(V2) ￿ G(2, V ) ∩ P(V1 ⊗ V2).
The smooth congruence P(V1)×P(V2) so defined has order 1, it parametrizes
the lines joining P(V1) and P(V2) in P(V ).
The fundamental scheme of the congruence is the smooth disconnected union
P(V1)∪P(V2), except if there exists an i such that Vi has dimension 1, in which
case the fundamental locus is the point P(Vi).
The secant index of the congruence is 2, except when the fundamental locus
is a point, in which case the secant index is 1.
The proof is left to the reader.
4. Cohen-Macaulay, order 1, irreducible congruences of
lines with smooth fundamental scheme
We begin with an almost obvious result.
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Proposition 4.1. If Σ ⊂ G(1, N) is a Cohen-Macaulay, order 1, irreducible
congruence of lines with smooth fundamental scheme X(Σ), then Σ(x) ⊂ G(1, N)
is a linear space for all x ∈ X.
To be precise, for x /∈ X(Σ) then Σ(x) = P0; for x ∈ X(Σ) then Σ(x) =
Pc−1 ⊂ G(1, N) where c is the codimension in PN of the connected component
of X(Σ) containing x.
Proof. This is a clear consequence of the exact sequence (∗). Indeed, the sur-
jective map ΩPN (2θ) → JX(Σ)/PN (kθ) induces for all x ∈ X(Σ) a surjective
map
(ΩPN (2θ))(x)→ (N∨X(Σ)/PN (kθ))(x),
hence an embedding
Σ(x) = P(N∨X(Σ)/PN (x)) ￿ Pc−1 ⊂ PN−1(x)
Definition 4.2. A congruence Σ ⊂ G(2, V ) is linear if it is cut out in G(2, V )
(scheme theoretically, but not necessarily properly) by a linear subspace of the
Plu¨cker space P(∧2V ).
It is clear that the order of a linear congruence is either 0 or 1.
Remark 4.3. A congruence of lines Σ in P2 is linear if and only if there exists
x ∈ P2 such that Σ = P1(x) parametrizes the lines through x.
This is obvious. The case of linear congruences of order 1 in P3 is almost
as easy to describe.
Proposition 4.4. Σ is a linear congruence of order 1 of lines in P3 if and only
if one of the three following conditions is verified:
1. there exists a point x ∈ P3 such that Σ = P2(x) parametrizes the lines
through x,
2. there exist two skew lines L1, L2 ⊂ P3 such that Σ parametrizes the lines
joining L1 and L2,
3. there exists x ∈ H ⊂ P3 such that Σ = P2(x) ∪H∗ (where H is a plane
and H∗ the dual plane)
Proof. Indeed G(1, 3) is a quadric in P5, hence a linear congruence will be cut
out by 2 or 3 hyperplanes. If the congruence Σ is cut out by 3 hyperplanes, the
congruence is a plane. Since the lines in a plane form a congruence of order 0,
only case 1 can occur.
If the congruence is cut by a pencil of hyperplanes, this pencil contains two
special linear complexes. If the two corresponding lines are disjoint we are in
case 2, if they intersect (in a point x), 3 holds.
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Note here that the congruence Σ = P2(x) ∪ H∗ described in 3 is Cohen-
Macaulay but (obviously) not irreducible. It is in fact the union of a smooth,
linear, irreducible congruence of order 1 and a smooth, linear, irreducible con-
gruence of order 0. This example explains why we prefer irreducible congru-
ences.
The following question was raised by Fyodor Zak.
Question 4.5. Are the two following conditions equivalent ?
1. Σ is a linear congruence,
2. For every x ∈ PN , the scheme Σ(x) is a linear subspace of PN−1(x).
Time has come to state and prove the main theorem of this paper.
Theorem 4.6. Let Σ ⊂ G(1, N) be an order 1, Cohen-Macaulay, irreducible
congruence of lines with smooth fundamental scheme X(Σ) and secant index k.
1. If k ≤ 2, the fundamental locus is either a point (k = 1) or a union of 2
complementary linear spaces (k = 2).
2. If k ≥ 3, then X(Σ) is connected and k = (N − 1)/(c− 1) where c is the
codimension of X(Σ) in P.
3. KΣ = OΣ(−c).
4. The linear system cut out on X(Σ) by hypersurfaces of degree k − 2 is
not complete, i.e. H1(JX(Σ)/P(k − 2)) ￿= 0.
The scheme D = {x ∈ X(Σ), Σ(x) ⊂ TX,x} is the zero variety of a
section of OX(k − 2) not cut out by a hypersurface of degree k − 2.
Its inverse image in the divisor E ⊂ q−1(Σ) is the ramification locus of
the finite (degree k) map E → Σ.
Proof. The proof of 1 is straightforward.
To prove 2, note that if X(Σ) is not connected then it must have two
connected components such that the lines of Σ join the two components. But
the lines parametrizing the join of two varieties form a family of dimension at
most N − 1. It has to be the congruence Σ, and it implies that X(Σ) is the
union of two linear spaces and k = 2. A contradiction.
From the general projection theorem (see [1]) we know that if the k-secant
lines to a connected smooth variety in PN form a congruence of lines, then
k = (N − 1)/(c− 1). This proves 2.
3 is proved by computing twice the canonical line bundle Kq−1(Σ). On the
one hand q−1(Σ) = PΣ(Q | Σ) and this implies
Kq−1(Σ) = q
∗KΣ ⊗Oq−1(Σ)(η − 2θ).
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On the other hand q−1(Σ) is the blowing up of P along X(Σ) and this proves
Kq−1(Σ) = Oq−1(Σ)(−(N + 1)θ + (c− 1)E).
Since Oq−1(Σ)(E) = OIΣ(kθ − η) we find
q∗KΣ(η − 2θ) = Oq−1(Σ)(−2θ − [N − 1− (c− 1)k]θ − [c− 1]η)
which proves 4 (by using 2).
The first assertion of 4 has already been proved without assuming that
X(Σ) is smooth.
Concerning the second assertion, we note first that an elementary compu-
tation proves that the ramification KE ⊗ q∗K∨Σ of the generically finite map
E → Σ is a section of OE((k − 2)θ). We claim that the ramification is not cut
out by a hypersurface of degree k−2 of P. Indeed, following an idea of F. Han,
we consider the relative Euler complex
0→ Oq−1(Σ)(η − 2θ)→ Q(−θ)→ Oq−1(Σ) → 0
of the bundle map q−1(Σ)→ Σ. It fits in the following commutative diagram,
with exact rows and columns:
0 0￿ ￿
Oq−1(Σ)(η − kθ) = Oq−1(Σ)(η − kθ)￿ ￿
0→ Oq−1(Σ)(η − 2θ) → Q(−θ) → Oq−1(Σ) → 0￿￿ ￿ ￿
0→ Oq−1(Σ)(η − 2θ) → JR/q−1(Σ)((k − 2)θ) → OE → 0￿ ￿
0 0
where JR/q−1(Σ) is the ideal of the ramification in q
−1(Σ). This diagram proves
that H0(JR/q−1(Σ)((k − 2)θ)) = 0 and confirms that JR/E((k − 2)θ) = OE .
Since the divisor R ⊂ E is the inverse image of the divisor D ⊂ X(Σ), we are
done.
Remark 4.7. The surjective homomorphism ΩPN (2θ)⊗OX(Σ) → N∨X(Σ)/PN (kθ)
defines a map from X(Σ) to the Fano variety of linear spaces of dimension c−1
in Σ (Zak’s map).
This map is easily proved to be an isomorphism (communicated by F. Zak)
but this is not the subject of this paper.
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The above theorem comes with two natural conjectures that I failed to prove
(very irritating!).
Conjectures 4.8. If Σ is as in the theorem, then
1. Σ ⊂ G(2, V ) ⊂ P(Λ2V ) is linearly normal (see [3]).
2. X(Σ) is k-regular (Castelnuovo-Mumford regularity).
These two conjectures are perhaps justified, more probably explained, by
the classification of all order 1 congruences with smooth fundamental scheme
and secant index ≤ 3 and the description of the two known examples with
secant index 4.
Theorem 4.9. (Classification Theorem) Let Σ ⊂ G(1, N) be an order 1, Cohen-
Macaulay, irreducible congruence of lines with smooth fundamental scheme. Let
k be the secant index of Σ.
1. If k = 1, then Σ = PN−1(x), with x ∈ PN and X(Σ) = {x}.
The ramification divisor is empty and cut out by a non zero section of
O{x}(−1).
2. If k = 2, there exists a decomposition W = V1 ⊕ V2 with dimC(Vi) ≥ 2
and Σ = P(V1) × P(V2) = P(V1 ⊗ V2) ∩ G(1, N) ⊂ P(ΛV ) and X(Σ) =
P(V1) ∪ P(V2).
The ramification divisor is empty and cut out by an everywhere non zero
section of OX(Σ).
3. If k = 3, Σ is the congruence of 3-secant lines to a projected Severi variety
S = X(Σ).
The ramification divisor D is cut out in X(Σ) by a ”virtual hyperplane”,
i.e. OX(Σ)(D) = OX(Σ)(θ) but D is not cut out by an hyperplane in
X(Σ).
Proof. 1 and 2 are obvious from our main theorem.
From the same theorem we see that if k = 3 then N−1 = 3(c−1) and X(Σ)
is not linearly normal. By Zak’s celebrated classification of Severi varieties ([4])
we see that X(Σ) has to be one of the projected Severi varieties and Σ the
variety formed by its 3-secant lines. Note that Iliev and Manivel have proved
that Σ is indeed linearly complete (hence projectively Cohen-Macaulay) in this
case.
Next we recall the two known order 1 congruences with smooth fundamental
scheme and secant index 4.
Proposition 4.10. There exist two known congruences with secant index 4.
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a. Σ ⊂ G(1, 5) is formed of the 4-secant lines to its fundamental scheme,
the Palatini 3-fold X(Σ) ⊂ P5.
The ramification locus is cut out in X(Σ) by a ”virtual quadric”.
b. The second congruence Σ ⊂ G(1, 9) is formed of the 4-secant lines to its
fundamental scheme, the second Palatini variety (sometimes described
under another name) X(Σ) a 6-dimensional smooth variety, cut out by
the maximal pfaffian ideal of a general form τ ∈ H0(Λ2ΩP9(2)).
Proof. We have already seen the case of the 4-secant lines to a Palatini 3-fold
(which as we know is not quadratically normal).
For b), consider a general τ ∈ Λ3V = H0(Λ2ΩP9(2)). It induces a map
V ∨ → Λ2V which cuts out a linear space in the Plu¨cker space P(Λ2V ). This
linear space cuts (improperly) a linear congruence Σ ⊂ G(1, 9) whose fun-
damental scheme in P9 is the variety cut out by the maximal pfaffian ideal
of τ .
We conclude with a conjecture (relating our classification to Hartshorne low
codimension conjecture).
Conjecture 4.11. The congruences listed in the theorem and the proposition
form the exhaustive list of Cohen-Macaulay, order 1, irreducible congruences
with smooth fundamental scheme.
We recall here Hartshorne’s celebrated conjecture for smooth varieties of
low codimension: if N > 3c, a smooth variety of codimension c in PN is a
complete intersection.
From our main theorem, we know that if Σ ⊂ G(1, N) has smooth funda-
mental scheme, then X(Σ) is not projectively normal, hence not a complete
intersection.
An elementary computation shows that if Hartshorne’s conjecture is true,
the only possible unknown Cohen-Macaulay, order 1, irreducible congruences
with smooth fundamental scheme would have the following invariants:
- k = 4 and N = 5 or N = 9, precisely the invariants of the congruences
of 4-secant lines to the two Palatini varieties,
- k = 5 and N = 6, in other words X(Σ) would be a smooth codimension
2 variety in P6 not cubically normal.
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Abstract. We use Fink’s identity to obtain new identities related to
generalizations of Steffensen’s inequality. Ostrowski-type inequalities
related to these generalizations are also given. Using inequalities for
the Cˇebysˇev functional we obtain bounds for these identities. Further,
we use these identities to obtain new generalizations of Steffensen’s in-
equality for n-convex functions. Finally, we use these generalizations to
construct a linear functional that generates exponentially convex func-
tions.
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1. Introduction
The well-known Steffensen’s inequality states (see [12]):
Theorem 1.1. Suppose that f is nonincreasing and g is integrable on [a, b] with
0 ≤ g ≤ 1 and λ = ￿ ba g(t)dt. Then we have￿ b
b−λ
f(t)dt ≤
￿ b
a
f(t)g(t)dt ≤
￿ a+λ
a
f(t)dt. (1)
The inequalities are reversed for f nondecreasing.
J. F. Steffensen proved this inequality in 1918 and since then it was gen-
eralized in numerous ways. Extensive overview of these generalizations can be
found in [7] or [11].
In [4] A. M. Fink obtained the following identity:
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1
n
￿
f(x) +
n−1￿
k=1
Fk(x)
￿
− 1
b− a
￿ b
a
f(t)dt
=
1
n!(b− a)
￿ b
a
(x− t)n−1k(t, x)f (n)(t)dt,
(2)
where
Fk(x) =
n− k
k!
f (k−1)(a)(x− a)k − f (k−1)(b)(x− b)k
b− a ,
k(t, x) =
￿
t− a a ≤ t ≤ x ≤ b,
t− b a ≤ x < t ≤ b.
In [9] (see also [10, pp. 129-133]), the authors, starting from the extension of
the weighted Montgomery’s identity using Fink’s identity, gave generalizations
of Steffensen’s inequality. The aim of this paper is to obtain some new general-
izations of Steffensen’s inequality via Fink’s identity using different reasoning
from the one used in [9].
Mitrinovic´ stated in [6] that the inequalities in (1) follow from the identities￿ a+λ
a
f(t)dt−
￿ b
a
f(t)g(t)dt
=
￿ a+λ
a
[f(t)− f(a+ λ)][1− g(t)]dt+
￿ b
a+λ
[f(a+ λ)− f(t)]g(t)dt
and ￿ b
a
f(t)g(t)dt−
￿ b
b−λ
f(t)dt
=
￿ b−λ
a
[f(t)− f(b− λ)]g(t)dt+
￿ b
b−λ
[f(b− λ)− f(t)][1− g(t)]dt.
These identities would be the starting point for our generalizations of Stef-
fensen’s inequality in this paper.
2. Generalizations of Steffensen’s inequality via Fink’s
identity
In this section we will obtain generalizations of Steffensen’s inequality for n-
convex functons using the identity (2).
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Firstly, let us denote:
Tk(x) =
n− 1− k
k!
f (k)(a)(x− a)k − f (k)(b)(x− b)k
b− a .
Theorem 2.1. Let f : [a, b] → R be such that f (n−1) is absolutely continuous
for some n ≥ 2 and let g, u be integrable functions on [a, b] such that u is
positive and 0 ≤ g ≤ 1 on [a, b]. Let ￿ a+λa u(t)dt = ￿ ba g(t)u(t)dt and let the
function G1 be defined by
G1(x) =
￿￿ x
a (1− g(t))u(t)dt x ∈ [a, a+ λ]￿ b
x g(t)u(t)dt x ∈ [a+ λ, b].
(3)
Then ￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx
= − 1
(b− a)(n− 2)!
￿ b
a
￿￿ b
a
G1(x)(x− t)n−2k(t, x)dx
￿
f (n)(t)dt.
(4)
Proof. We have￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt
=
￿ a+λ
a
[f(t)− f(a+ λ)][1− g(t)]u(t)dt+
￿ b
a+λ
[f(a+ λ)− f(t)]g(t)u(t)dt
=
￿￿ x
a
(1− g(t))u(t)dt
￿
(f(t)− f(a+ λ)|a+λa −
￿ a+λ
a
￿￿ x
a
(1− g(t))u(t)dt
￿
df(x)
+
￿￿ b
x
g(t)u(t)dt
￿
(f(a+ λ)− f(t))|ba+λ −
￿ b
a+λ
￿￿ b
x
g(t)u(t)dt
￿
df(x)
= −
￿ a+λ
a
￿￿ x
a
(1− g(t))u(t)dt
￿
df(x)−
￿ b
a+λ
￿￿ b
x
g(t)u(t)dt
￿
df(x)
= −
￿ b
a
G1(x)df(x) = −
￿ b
a
G1(x)f ￿(x)dx.
Applying Fink’s identiy with f ￿, and replacing n with n− 1 (n ≥ 2) we have
f ￿(x) = −
n−2￿
k=0
Tk(x) +
1
(b− a)(n− 2)!
b￿
a
(x− t)n−2k(t, x)f (n)(t)dt. (5)
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Now using (5) we obtain￿ b
a
G1(x)f ￿(x)dx = −
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx
+
1
(b− a)(n− 2)!
￿ b
a
G1(x)
￿￿ b
a
(x− t)n−2k(t, x)f (n)(t)dt
￿
dx.
(6)
After applying Fubini’s theorem on the last term in (6) we obtain (4).
Theorem 2.2. Let f : [a, b] → R be such that f (n−1) is absolutely continuous
for some n ≥ 2 and let g, u be integrable functions on [a, b] such that u is
positive and 0 ≤ g ≤ 1 on [a, b]. Let ￿ bb−λ u(t)dt = ￿ ba g(t)u(t)dt and let the
function G2 be defined by
G2(x) =
￿￿ x
a g(t)u(t)dt x ∈ [a, b− λ]￿ b
x (1− g(t))u(t)dt x ∈ [b− λ, b].
(7)
Then ￿ b
a
f(t)g(t)u(t)dt−
￿ b
b−λ
f(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G2(x)dx
= − 1
(b− a)(n− 2)!
￿ b
a
￿￿ b
a
G2(x)(x− t)n−2k(t, x)dx
￿
f (n)(t)dt.
(8)
Proof. Similar to the proof of Theorem 2.1.
Now, using above obtained identities we give generalization of Steffensen’s
inequality for n-convex functions.
Theorem 2.3. Let f : [a, b] → R be such that f (n−1) is absolutely continuous
for some n ≥ 2 and let g, u be integrable functions on [a, b] such that u is
positive and 0 ≤ g ≤ 1 on [a, b]. Let ￿ a+λa u(t)dt = ￿ ba g(t)u(t)dt and let the
function G1 be defined by (3). If f is n−convex and￿ b
a
G1(x)(x− t)n−2k(t, x)dx ≤ 0, t ∈ [a, b], (9)
then ￿ b
a
f(t)g(t)u(t)dt ≤
￿ a+λ
a
f(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx. (10)
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Proof. If the function f is n-convex, without loss of generality we can assume
that f is n−times differentiable and f (n) ≥ 0 (see [11, p. 16 and p. 293]). Now
we can apply Theorem 2.1 to obtain (10).
Theorem 2.4. Let f : [a, b] → R be such that f (n−1) is absolutely continuous
for some n ≥ 2 and let g, u be integrable functions on [a, b] such that u is
positive and 0 ≤ g ≤ 1 on [a, b]. Let ￿ bb−λ u(t)dt = ￿ ba g(t)u(t)dt and let the
function G2 be defined by (7).
If f is n−convex and￿ b
a
G2(x)(x− t)n−2k(t, x)dx ≤ 0, t ∈ [a, b], (11)
then ￿ b
a
f(t)g(t)u(t)dt ≥
￿ b
b−λ
f(t)u(t)dt+
n−2￿
k=0
￿ b
a
Tk(x)G2(x)dx. (12)
Proof. Similar to the proof of Theorem 2.3.
Taking u ≡ 1 and n = 2 in Theorems 2.3 and 2.4 we obtain following
corollary.
Corollary 2.5. Let f : [a, b] → R be such that f ￿ is absolutely continuous.
Let g be an integrable function on [a, b] with 0 ≤ g ≤ 1 and let λ = ￿ ba g(t)dt.
(i) If f is convex and
t(b− a)
￿ t
a
g(x)dx+ (t− b)
￿ t
a
xg(x)dx+ (t− a)
￿ b
t
xg(x)dx
≤ (t− a)
￿
λ2
2
+ λa
￿
+
(b− a)(t− a)2
2
, t ∈ [a, a+ λ],
−t(b− a)
￿ b
t
g(x)dx+ (t− b)
￿ t
a
xg(x)dx+ (t− a)
￿ b
t
xg(x)dx
≤ (t− b)
￿
λ2
2
+ λa
￿
, t ∈ [a+ λ, b],
then￿ b
a
f(t)g(t)dt ≤
￿ a+λ
a
f(t)dt−(n−1)f(a)− f(b)
b− a
￿￿ b
a
tg(t)dt− λa− λ
2
2
￿
.
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(ii) If f is convex and
−t(b− a)
￿ t
a
g(x)dx+ (b− t)
￿ t
a
xg(x)dx+ (a− t)
￿ b
t
xg(x)dx
≤ (t− a)
￿
λ2
2
− λb
￿
, t ∈ [a, b− λ],
t(b− a)
￿ b
t
g(x)dx+ (b− t)
￿ t
a
xg(x)dx+ (a− t)
￿ b
t
xg(x)dx
≤ (t− b)
￿
λ2
2
− λb
￿
− (b− a)(t− b)
2
2
, t ∈ [b− λ, b],
then￿ b
a
f(t)g(t)dt ≥
￿ b
b−λ
f(t)dt+(n−1)f(a)− f(b)
b− a
￿
bλ− λ
2
2
−
￿ b
a
tg(t)dt
￿
.
3. Ostrowski-type inequalities
In this section we give the Ostrowski-type inequalities related to generalizations
obtained in the previous section.
Theorem 3.1. Suppose that all assumptions of Theorem 2.1 hold. Assume
(p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞, 1/p+1/q = 1. Let￿￿f (n)￿￿p : [a, b]→ R be an R-integrable function for some n ≥ 2. Then we have￿￿￿￿￿
￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx
￿￿￿￿￿
≤ 1
(b− a)(n− 2)!
￿￿￿f (n)￿￿￿
p
￿￿ b
a
￿￿￿￿￿
￿ b
a
G1(x)(x− t)n−2k(t, x)dx
￿￿￿￿￿
q
dt
￿ 1
q
.
(13)
The constant on the right-hand side of (13) is sharp for 1 < p ≤ ∞ and the
best possible for p = 1.
Proof. Let us denote
C(t) =
−1
(b− a)(n− 2)!
￿ b
a
G1(x)(x− t)n−2k(t, x)dx.
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By taking the modulus on (4) and applying Ho¨lder’s inequality we obtain￿￿￿￿￿
￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx
￿￿￿￿￿
=
￿￿￿￿￿
￿ b
a
C(t)f (n)(t)dt
￿￿￿￿￿ ≤ ￿￿￿f (n)￿￿￿p
￿￿ b
a
|C(t)|q dt
￿ 1
q
.
For the proof of the sharpness of the constant
￿￿ b
a |C(t)|q dt
￿ 1
q
let us find a
function f for which the equality in (13) is obtained.
For 1 < p <∞ take f to be such that
f (n)(t) = sgnC(t) |C(t)| 1p−1 .
For p =∞ take f (n)(t) = sgnC(t).
For p = 1 we prove that￿￿￿￿￿
￿ b
a
C(t)f (n)(t)dt
￿￿￿￿￿ ≤ maxt∈[a,b] |C(t)|
￿￿ b
a
￿￿￿f (n)(t)￿￿￿ dt￿ (14)
is the best possible inequality. Suppose that |C(t)| attains its maximum at
t0 ∈ [a, b]. First we assume that C(t0) > 0. For ε small enough we define fε(t)
by
fε(t) =

0 a ≤ t ≤ t0,
1
εn! (t− t0)n t0 ≤ t ≤ t0 + ε,
1
n! (t− t0)n−1 t0 + ε ≤ t ≤ b.
Then for ε small enough￿￿￿￿￿
￿ b
a
C(t)f (n)(t)dt
￿￿￿￿￿ =
￿￿￿￿￿ t0+ε
t0
C(t)
1
ε
dt
￿￿￿￿ = 1ε
￿ t0+ε
t0
C(t)dt.
Now from the inequality (14) we have
1
ε
￿ t0+ε
t0
C(t)dt ≤ C(t0)
￿ t0+ε
t0
1
ε
dt = C(t0).
Since
lim
ε→0
1
ε
￿ t0+ε
t0
C(t)dt = C(t0)
the statement follows. In the case C(t0) < 0, we define fε(t) by
fε(t) =

1
n! (t− t0 − ε)n−1 a ≤ t ≤ t0,
− 1εn! (t− t0 − ε)n t0 ≤ t ≤ t0 + ε,
0 t0 + ε ≤ t ≤ b,
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and the rest of the proof is the same as above.
Using the identity (8) we obtain the following result.
Theorem 3.2. Suppose that all assumptions of Theorem 2.2 hold. Assume
(p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞, 1/p+1/q = 1. Let￿￿f (n)￿￿p : [a, b]→ R be an R-integrable function for some n ≥ 2. Then we have￿￿￿￿￿
￿ b
a
f(t)g(t)u(t)dt−
￿ b
b−λ
f(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G2(x)dx
￿￿￿￿￿
≤ 1
(b− a)(n− 2)!
￿￿￿f (n)￿￿￿
p
￿￿ b
a
￿￿￿￿￿
￿ b
a
G2(x)(x− t)n−2k(t, x)dx
￿￿￿￿￿
q
dt
￿ 1
q
.
(15)
The constant on the right-hand side of (15) is sharp for 1 < p ≤ ∞ and the
best possible for p = 1.
Proof. Similar to the proof of Theorem 3.1.
Taking u ≡ 1 and n = 2 in Theorems 3.1 and 3.2 we obtain the following
corollaries.
Corollary 3.3. Let f : [a, b]→ R be such that f ￿ is absolutely continuous, let g
be an integrable function on [a, b] with 0 ≤ g ≤ 1 and let λ = ￿ ba g(t)dt. Assume
(p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞, 1/p+1/q = 1. Let
|f ￿￿|p : [a, b]→ R be an R-integrable function. Then we have￿￿￿￿￿
￿ a+λ
a
f(t)dt−
￿ b
a
f(t)g(t)dt− (n− 1)f(a)− f(b)
b− a
￿￿ b
a
tg(t)dt− λa− λ
2
2
￿￿￿￿￿￿
≤ ￿f ￿￿￿p
￿￿ a+λ
a
￿￿￿￿￿t(b−a)
￿ t
a
g(x)dx+ (t−b)
￿ t
a
xg(x)dx+ (t−a)
￿ b
t
xg(x)dx
− (t− a)
￿
λa+
λ2
2
￿
− (b− a)(t− a)
2
2
￿￿￿￿q dt+ ￿ b
a+λ
￿￿￿￿￿−t(b− a)
￿ b
t
g(x)dx
+ (t− b)
￿ t
a
xg(x)dx+ (t− a)
￿ b
t
xg(x)dx− (t− b)
￿
λ2
2
+ λa
￿￿￿￿￿￿
q
dt
￿ 1
q
.
(16)
The constant on the right-hand side of (16) is sharp for 1 < p ≤ ∞ and the
best possible for p = 1.
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Corollary 3.4. Let f : [a, b]→ R be such that f ￿ is absolutely continuous, let g
be an integrable function on [a, b] with 0 ≤ g ≤ 1 and let λ = ￿ ba g(t)dt. Assume
(p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞, 1/p+1/q = 1. Let
|f ￿￿|p : [a, b]→ R be an R-integrable function. Then we have￿￿￿￿￿
￿ b
a
f(t)g(t)dt−
￿ b
b−λ
f(t)dt− (n− 1)(f(a)−f(b))
b− a
￿
bλ− λ
2
2
−
￿ b
a
tg(t)dt
￿￿￿￿￿￿
≤ ￿f ￿￿￿p
￿￿ b−λ
a
￿￿￿￿(t−a)￿bλ− λ22
￿
− t(b−a)
￿ t
a
g(x)dx+ (b−t)
￿ t
a
xg(x)dx
+ (a− t)
￿ b
t
xg(x)dx
￿￿￿￿￿
q
dt+
￿ b
b−λ
￿￿￿￿ (b− a)(t− b)22 − (t− b)
￿
λ2
2
− bλ
￿
+ t(b− a)
￿ b
t
g(x)dx+ (b− t)
￿ t
a
xg(x)dx+ (a− t)
￿ b
t
xg(x)dx
￿￿￿￿￿
q
dt
￿ 1
q
.
(17)
The constant on the right-hand side of (17) is sharp for 1 < p ≤ ∞ and the
best possible for p = 1.
4. Generalizations related to the bounds for the Cˇebysˇev
functional
For two Lebesgue integrable functions f, h : [a, b] → R consider the Cˇebysˇev
functional
T (f, h) :=
1
b− a
￿ b
a
f(t)h(t)dt− 1
b− a
￿ b
a
f(t)dt · 1
b− a
￿ b
a
h(t)dt.
In [3] the authors proved the following theorems.
Theorem 4.1. Let f : [a, b] → R be a Lebesgue integrable function and h :
[a, b]→ R be an absolutely continuous function with (·− a)(b− ·)[h￿]2 ∈ L[a, b].
Then we have the inequality
|T (f, h)| ≤ 1√
2
[T (f, f)]
1
2
1√
b− a
￿￿ b
a
(x− a)(b− x)[h￿(x)]2dx
￿ 1
2
. (18)
The constant 1√
2
in (18) is the best possible.
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Theorem 4.2. Assume that h : [a, b]→ R is monotonic nondecreasing on [a, b]
and f : [a, b] → R is absolutely continuous with f ￿ ∈ L∞[a, b]. Then we have
the inequality
|T (f, h)| ≤ 1
2(b− a)￿f
￿￿∞
￿ b
a
(x− a)(b− x)dh(x). (19)
The constant 12 in (19) is the best possible.
In the sequel we use the above theorems to get some new bounds for the
integrals on the left hand side in the perturbed version of identities (4) and (8).
Firstly, let us denote
Φi(t) =
￿ b
a
Gi(x)(x− t)n−2k(t, x)dx, i = 1, 2. (20)
Theorem 4.3. Let f : [a, b] → R be such that f (n) is absolutely continuous
function for some n ≥ 2 with (· − a)(b − ·)[f (n+1)]2 ∈ L[a, b] and let g, u be
integrable functions on [a, b] such that u is positive and 0 ≤ g ≤ 1 on [a, b]. Let￿ a+λ
a u(t)dt =
￿ b
a g(t)u(t)dt and let the functions G1 and Φ1 be defined by (3)
and (20). Then
￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx
+
f (n−1)(b)− f (n−1)(a)
(b− a)2(n− 2)!
￿ b
a
Φ1(t)dt = S
1
u,n(f ; a, b),
(21)
where the remainder S1u,n(f ; a, b) satisfies the estimation￿￿S1u,n(f ; a, b)￿￿
≤ 1√
2(n− 2)! [T (Φ1,Φ1)]
1
2
1√
b− a
￿￿￿￿￿
￿ b
a
(t− a)(b− t)[f (n+1)(t)]2dt
￿￿￿￿￿
1
2
.
(22)
Proof. Applying Theorem 4.1 for f → Φ1 and h→ f (n) we obtain￿￿￿￿￿ 1b− a
￿ b
a
Φ1(t)f
(n)(t)dt− 1
b− a
￿ b
a
Φ1(t)dt · 1
b− a
￿ b
a
f (n)(t)dt
￿￿￿￿￿
≤ 1√
2
[T (Φ1,Φ1)]
1
2
1√
b− a
￿￿￿￿￿
￿ b
a
(t− a)(b− t)[f (n+1)(t)]2dt
￿￿￿￿￿
1
2
.
(23)
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Now if we add
1
(b− a)(n− 2)!
￿ b
a
Φ1(t)dt · 1
b− a
￿ b
a
f (n)(t)dt
=
f (n−1)(b)− f (n−1)(a)
(b− a)2(n− 2)!
￿ b
a
Φ1(t)dt
to both side of the identity (4) and use the inequality (23) we obtain the
representation (21) and the bound (22).
Theorem 4.4. Let f : [a, b] → R be such that f (n) is absolutely continuous
function for some n ≥ 2 with (· − a)(b − ·)[f (n+1)]2 ∈ L[a, b] and let g, u be
integrable functions on [a, b] such that u is positive and 0 ≤ g ≤ 1 on [a, b]. Let￿ b
b−λ u(t)dt =
￿ b
a g(t)u(t)dt and let the functions G2 and Φ2 be defined by (7)
and (20). Then
￿ b
a
f(t)g(t)u(t)dt−
￿ b
b−λ
f(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G2(x)dx
+
f (n−1)(b)− f (n−1)(a)
(b− a)2(n− 2)!
￿ b
a
Φ2(t)dt = S
2
u,n(f ; a, b),
(24)
where the remainder S2u,n(f ; a, b) satisfies the estimation￿￿S2u,n(f ; a, b)￿￿
≤ 1√
2(n− 2)! [T (Φ2,Φ2)]
1
2
1√
b− a
￿￿￿￿￿
￿ b
a
(t− a)(b− t)[f (n+1)(t)]2dt
￿￿￿￿￿
1
2
.
Proof. Similar to the proof of Theorem 4.3.
The following Gru¨ss-type inequalities also hold.
Theorem 4.5. Let f : [a, b] → R be such that f (n) (n ≥ 2) is absolutely
continuous function and f (n+1) ≥ 0 on [a, b]. Let the functions Φi, i = 1, 2, be
defined by (20).
(a) Let
￿ a+λ
a u(t)dt =
￿ b
a g(t)u(t)dt.
Then we have the representation (21) and the remainder S1u,n(f ; a, b) sat-
isfies the bound￿￿S1u,n(f ; a, b)￿￿
≤ 1
(n− 2)!￿Φ
￿
1￿∞
￿
f (n−1)(b) + f (n−1)(a)
2
− f
(n−2)(b)− f (n−2)(a)
b− a
￿
.
(25)
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(b) Let
￿ b
b−λ u(t)dt =
￿ b
a g(t)u(t)dt.
Then we have the representation (24) and the remainder S2u,n(f ; a, b) sat-
isfies the bound￿￿S2u,n(f ; a, b)￿￿
≤ 1
(n− 2)!￿Φ
￿
2￿∞
￿
f (n−1)(b) + f (n−1)(a)
2
− f
(n−2)(b)− f (n−2)(a)
b− a
￿
.
Proof. (a) Applying Theorem 4.2 for f → Φ1 and h→ f (n) we obtain￿￿￿￿￿ 1b− a
￿ b
a
Φ1(t)f
(n)(t)dt− 1
b− a
￿ b
a
Φ1(t)dt · 1
b− a
￿ b
a
f (n)(t)dt
￿￿￿￿￿
≤ 1
2(b− a)￿Φ
￿
1￿∞
￿ b
a
(t− a)(b− t)f (n+1)(t)dt.
(26)
Since￿ b
a
(t− a)(b− t)f (n+1)(t)dt =
￿ b
a
[2t− (a+ b)]f (n)(t)dt
= (b− a)
￿
f (n−1)(b) + f (n−1)(a)
￿
− 2
￿
f (n−2)(b)− f (n−2)(a)
￿
.
Using the representation (4) and the inequality (26) we deduce (25).
(b) Similar to the first part.
Taking u ≡ 1 and n = 2 in the previous theorem we obtain the following
corollary.
Corollary 4.6. Let f : [a, b] → R be such that f ￿￿ is absolutely continuous
function and f ￿￿￿ ≥ 0 on [a, b]. Let λ = ￿ ba g(t)dt.
(i) Then we have￿ a+λ
a
f(t)dt−
￿ b
a
f(t)g(t)dt
− (n− 1)f(a)− f(b)
b− a
￿￿ b
a
xg(x)dx− λ
2
2
− λa
￿
+
f ￿(b)− f ￿(a)
(b− a)2
￿ b
a
Φ1(t)dt = S
1
1,2(f ; a, b)
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and the remainder S11,2(f ; a, b) satisfies the bound￿￿S11,2(f ; a, b)￿￿ ≤ ￿Φ￿1￿∞￿f ￿(b) + f ￿(a)2 − f(b)− f(a)b− a
￿
where
Φ￿1(t) =

￿ b
a xg(x)dx+ (b− a)
￿ t
a g(x)dx
−(t− a)(b− a)− λ22 − λa t ∈ [a, a+ λ];￿ b
a xg(x)dx− (b− a)
￿ b
t g(x)dx− λ
2
2 − λa t ∈ [a+ λ, b].
(ii) Then we have￿ b
a
f(t)g(t)dt−
￿ b
b−λ
f(t)dt
− (n− 1)f(a)− f(b)
b− a
￿
bλ− λ
2
2
−
￿ b
a
xg(x)dx
￿
+
f ￿(b)− f ￿(a)
(b− a)2
￿ b
a
Φ2(t)dt = S
2
1,2(f ; a, b)
and the remainder S21,2(f ; a, b) satisfies the bound￿￿S21,2(f ; a, b)￿￿ ≤ ￿Φ￿2￿∞￿f ￿(b) + f ￿(a)2 − f(b)− f(a)b− a
￿
where
Φ￿2(t) =

bλ− λ22 −
￿ b
a xg(x)dx− (b− a)
￿ t
a g(x)dx t ∈ [a, b− λ];
bλ− λ22 − (b− a)(b− t)−
￿ b
a xg(x)dx
+(b− a) ￿ bt g(x)dx t ∈ [b− λ, b].
5. Mean value theorems
In this section we show how to generate means from the generalized Steffensen’s
inequality.
Motivated by inequalities (10), (12) and under the assumptions of Theo-
rems 2.3 and 2.4 we define the following linear functionals:
L1(f) =
￿ a+λ
a
f(t)u(t)dt−
￿ b
a
f(t)g(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G1(x)dx, (27)
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L2(f) =
￿ b
a
f(t)g(t)u(t)dt−
￿ b
b−λ
f(t)u(t)dt−
n−2￿
k=0
￿ b
a
Tk(x)G2(x)dx. (28)
Now, we give mean value theorems related to defined functionals.
Theorem 5.1. Let f : [a, b]→ R be such that f ∈ Cn[a, b]. If the inequality (9)
holds in case i = 1, or (11) in case i = 2 then there exist ξi ∈ [a, b] such that
Li(f) = f
(n)(ξi)Li(ϕ), i = 1, 2, (29)
where ϕ(x) = x
n
n! and Li, i = 1, 2, are defined by (27) and (28).
Proof. One proceeds similarly as in proof of [9, Theorem 3.1].
Theorem 5.2. Let f, fˆ : [a, b] → R be such that f, fˆ ∈ Cn[a, b] and fˆ (n) ￿= 0.
If (9) holds in case i = 1 or (11) in case i = 2, then there exist ξi ∈ [a, b] such
that
Li(f)
Li(fˆ)
=
f (n)(ξi)
fˆ (n)(ξi)
, i = 1, 2, (30)
where Li, i = 1, 2, are defined by (27) and (28).
Proof. One proceeds similarly as in proof of [9, Corollary 3.1].
Remark 5.3. Theorem 5.2 enables us to define various types of means, because
if f (n)/fˆ (n) has inverse, from (30) we have
ξi =
￿
f (n)
fˆ (n)
￿−1￿
Li(f)
Li(fˆ)
￿
,
which means that ξi is mean of numbers a, b for given functions f and fˆ .
6. k−exponential convexity generated from Steffensen’s
functionals
In this section we use the previously defined functionals to construct exponen-
tially convex functions. Let us begin by recalling some definitions and results
related to k−exponential convexity. For more details see, e.g., [2, 5, 8].
Definition 6.1. A function ψ : I → R is k-exponentially convex in the Jensen
sense on I if
k￿
i,j=1
ξiξj ψ
￿
xi + xj
2
￿
≥ 0,
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hold for all choices ξ1, . . . , ξk ∈ R and all choices x1, . . . , xk ∈ I. A function
ψ : I → R is k-exponentially convex if it is k-exponentially convex in the Jensen
sense and continuous on I.
Definition 6.2. A function ψ : I → R is exponentially convex in the Jensen
sense on I if it is k-exponentially convex in the Jensen sense for all k ∈ N.
A function ψ : I → R is exponentially convex if it is exponentially convex
in the Jensen sense and continuous.
Remark 6.3. It is known that ψ : I → R is a log-convex in the Jensen sense if
and only if
α2ψ(x) + 2αβψ
￿
x+ y
2
￿
+ β2ψ(y) ≥ 0,
holds for every α,β ∈ R and x, y ∈ I. It follows that a positive function is
log-convex in the Jensen sense if and only if it is 2-exponentially convex in the
Jensen sense.
A positive function is log-convex if and only if it is 2-exponentially convex.
Proposition 6.4. If f is a convex function on I and if x1 ≤ y1, x2 ≤ y2, x1 ￿=
x2, y1 ￿= y2, then the following inequality is valid
f(x2)− f(x1)
x2 − x1 ≤
f(y2)− f(y1)
y2 − y1 .
If the function f is concave, the inequality is reversed.
Definition 6.5. Let f be a real-valued function defined on the segment [a, b].
The divided difference of order n of the function f at distinct points x0, ..., xn ∈
[a, b], is defined recursively (see [1, 11]) by
f [xi] = f(xi), (i = 0, . . . , n)
and
f [x0, . . . , xn] =
f [x1, . . . , xn]− f [x0, . . . , xn−1]
xn − x0 .
The value f [x0, . . . , xn] is independent of the order of the points x0, . . . , xn.
The definition may be extended to include the case that some (or all) of the
points coincide. Assuming that f (j−1)(x) exists, we define
f [x, . . . , x￿ ￿￿ ￿
j−times
] =
f (j−1)(x)
(j − 1)! . (31)
Now, we use an idea from [8] to generate k−exponentially and exponentially
convex functions applying defined functionals. The notation log denotes the
natural logarithm function. In the sequel I and J will be intervals in R.
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Theorem 6.6. Let Λ = {fp : p ∈ J}, where J is an interval in R, be a family of
functions defined on an interval I in R such that the function p ￿→ fp[x0, . . . , xn]
is k−exponentially convex in the Jensen sense on J for every (n+1) mutually
different points x0, . . . , xn ∈ I. Let Li, i = 1, 2, be linear functionals defined
by (27) and (28). Then p ￿→ Li(fp) is k−exponentially convex function in the
Jensen sense on J .
If the function p ￿→ Li(fp) is continuous on J , then it is k−exponentially convex
on J .
Proof. One proceeds similarly as in proof of [9, Theorem 3.2].
As an immediate consequences of the above theorem we obtain the following
corollaries.
Corollary 6.7. Let Λ = {fp : p ∈ J}, where J is an interval in R, be a
family of functions defined on an interval I in R, such that the function p ￿→
fp[x0, . . . , xn] is exponentially convex in the Jensen sense on J for every (n+1)
mutually different points x0, . . . , xn ∈ I. Let Li, i = 1, 2, be linear functionals
defined by (27) and (28). Then p ￿→ Li(fp) is an exponentially convex function
in the Jensen sense on J . If the function p ￿→ Li(fp) is continuous on J, then
it is exponentially convex on J .
Corollary 6.8. Let Λ = {fp : p ∈ J}, where J is an interval in R, be
a family of functions defined on an interval I in R, such that the function
p ￿→ fp[x0, . . . , xn] is 2-exponentially convex in the Jensen sense on J for every
(n + 1) mutually different points x0, . . . , xn ∈ I. Let Li, i = 1, 2, be linear
functionals defined by (27) and (28). Then the following statements hold:
(i) If the function p ￿→ Li(fp) is continuous on J , then it is 2-exponentially
convex function on J . If p ￿→ Li(fp) is additionally strictly positive, then
it is also log-convex on J . Furthermore, the following inequality holds
true:
[Li(fs)]
t−r ≤ [Li(fr)]t−s [Li(ft)]s−r , i = 1, 2,
for every choice r, s, t ∈ J , such that r < s < t.
(ii) If the function p ￿→ Li(fp) is strictly positive and differentiable on J, then
for every p, q, u, v ∈ J , such that p ≤ u and q ≤ v, we have
µp,q(Li,Λ) ≤ µu,v(Li,Λ), (32)
where
µp,q(Li,Λ) =

￿
Li(fp)
Li(fq)
￿ 1
p−q
p ￿= q,
exp
￿
d
dpLi(fp)
Li(fp)
￿
p = q,
(33)
for fp, fq ∈ Λ.
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Proof. One proceeds similarly as in proof of [9, Corollary 3.3].
Remark 6.9. Note that the results from the above theorem and corollaries
still hold when two of the points x0, . . . , xn ∈ I coincide, say x1 = x0, for a
family of differentiable functions fp such that the function p ￿→ fp[x0, . . . , xn] is
n-exponentially convex in the Jensen sense (exponentially convex in the Jensen
sense, log-convex in the Jensen sense), and furthermore, they still hold when
all n+1 points coincide for a family of n differentiable functions with the same
property. The proofs use (31) and suitable characterization of convexity.
7. Applications to Stolarsky type means
In this section, we present some families of functions which fulfil the conditions
of Theorem 6.6, Corollary 6.7, Corollary 6.8 and Remark 6.9. This enables us
to construct a large families of functions which are exponentially convex (see
also [9]).
Example 7.1. Let us consider a family of functions
Λ1 = {fp : R→ R : p ∈ R}
defined by
fp(x) =
￿ epx
pn p ￿= 0,
xn
n! p = 0.
Since d
nfp
dxn (x) = e
px > 0, the function fp is n-convex on R for every p ∈ R and
p ￿→ dnfpdxn (x) is exponentially convex by definition. Using analogous arguing as
in the proof of Theorem 6.6 we also have that p ￿→ fp[x0, . . . , xn] is exponen-
tially convex (and so exponentially convex in the Jensen sense). Now, using
Corollary 6.7 we conclude that p ￿→ Li(fp), i = 1, 2, are exponentially convex in
the Jensen sense. It is easy to verify that this mapping is continuous (although
the mapping p ￿→ fp is not continuous for p = 0), so it is exponentially convex.
For this family of functions, µp,q(Li,Λ1), i = 1, 2, from (33), becomes
µp,q(Li,Λ1) =

￿
Li(fp)
Li(fq)
￿ 1
p−q
p ￿= q,
exp
￿
Li(id·fp)
Li(fp)
− np
￿
p = q ￿= 0,
exp
￿
1
n+1
Li(id·f0)
Li(f0)
￿
p = q = 0,
where id is the identity function. By Corollary 6.8 µp,q(Li,Λ1) is a monotonic
function in parameters p and q.
Since ￿
dnfp
dxn
dnfq
dxn
￿ 1
p−q
(log x) = x,
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using Theorem 5.2 it follows that
Mp,q(Li,Λ1) = logµp,q(Li,Λ1), i = 1, 2,
satisfies
a ≤Mp,q(Li,Λ1) ≤ b, i = 1, 2.
So, Mp,q(Li,Λ1) is a monotonic mean.
Example 7.2. Consider a family of functions
Λ2 = {ψp : (0,∞)→ R : p ∈ (0,∞)}
defined by
ψp(x) =
e−x
√
p
(−√p)n .
Since d
nψp
dxn (x) = e
−x√p is the Laplace transform of a non-negative function
(see [13]) it is exponentially convex. Obviously ψp are n-convex functions for
every p > 0. For this family of functions, µp,q(Li,Λ2), i = 1, 2, from (33) is
equal to
µp,q(Li,Λ2) =

￿
Li(ψp)
Li(ψq)
￿ 1
p−q
p ￿= q,
exp
￿
− Li(id·ψp)2√pLi(ψp) − n2p
￿
p = q,
where id is the identity function. This is monotone function in parameters p
and q by (32). Using Theorem 5.2 it follows that
Mp,q(Li,Λ2) = −(√p+√q) logµp,q(Li,Λ2), i = 1, 2,
satisfies a ≤Mp,q(Li,Λ2) ≤ b, so Mp,q(Li,Λ2), i = 1, 2, is a monotonic mean.
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1. Introduction
We recall here some concepts of convexity that are well known in the literature.
Let I be an interval in R.
Definition 1.1 ([38]). We say that f : I → R is a Godunova-Levin function
or that f belongs to the class Q (I) if f is non-negative and for all x, y ∈ I and
t ∈ (0, 1) we have
f (tx+ (1− t) y) ≤ 1
t
f (x) +
1
1− tf (y) . (1)
Some further properties of this class of functions can be found in [28, 29, 31,
44, 47, 48]. Among others, its has been noted that non-negative monotone and
non-negative convex functions belong to this class of functions.
The above concept can be extended for functions f : C ⊆ X → [0,∞)
where C is a convex subset of the real or complex linear space X and the
inequality (1) is satisfied for any vectors x, y ∈ C and t ∈ (0, 1) . If the function
f : C ⊆ X → R is non-negative and convex, then is of Godunova-Levin type.
Definition 1.2 ([31]). We say that a function f : I → R belongs to the class
P (I) if it is nonnegative and for all x, y ∈ I and t ∈ [0, 1] we have
f (tx+ (1− t) y) ≤ f (x) + f (y) . (2)
Obviously Q (I) contains P (I) and for applications it is important to note
that also P (I) contains all nonnegative monotone, convex and quasi convex
functions, i. e. nonnegative functions satisfying
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f (tx+ (1− t) y) ≤ max {f (x) , f (y)} (3)
for all x, y ∈ I and t ∈ [0, 1] .
For some results on P -functions see [31, 45] while for quasi convex functions,
the reader can consult [30].
If f : C ⊆ X → [0,∞), where C is a convex subset of the real or com-
plex linear space X, then we say that it is of P -type (or quasi-convex) if the
inequality (2) (or (3)) holds true for x, y ∈ C and t ∈ [0, 1] .
Definition 1.3 ([7]). Let s be a real number, s ∈ (0, 1]. A function f : [0,∞)→
[0,∞) is said to be s-convex (in the second sense) or Breckner s-convex if
f (tx+ (1− t) y) ≤ tsf (x) + (1− t)s f (y)
for all x, y ∈ [0,∞) and t ∈ [0, 1] .
For some properties of this class of functions see [1, 2, 7, 8, 26, 27, 39, 41, 50].
The concept of Breckner s-convexity can be similarly extended for functions
defined on convex subsets of linear spaces.
It is well known that if (X, ￿·￿) is a normed linear space, then the func-
tion f (x) = ￿x￿p , p ≥ 1 is convex on X. Utilising the elementary inequality
(a+ b)s ≤ as + bs that holds for any a, b ≥ 0 and s ∈ (0, 1], we have for the
function g (x) = ￿x￿s that
g (tx+ (1− t) y) = ￿tx+ (1− t) y￿s ≤ (t ￿x￿+ (1− t) ￿y￿)s
≤ (t ￿x￿)s + [(1− t) ￿y￿]s
= tsg (x) + (1− t)s g (y)
for any x, y ∈ X and t ∈ [0, 1] , which shows that g is Breckner s-convex on X.
In order to unify the above concepts for functions of real variable, S. Varosˇanec
introduced the concept of h-convex functions as follows.
Assume that I and J are intervals in R, (0, 1) ⊆ J and functions h and f
are real non-negative functions defined in J and I, respectively.
Definition 1.4 ([53]). Let h : J → [0,∞) with h not identical to 0. We say
that f : I → [0,∞) is an h-convex function if for all x, y ∈ I we have
f (tx+ (1− t) y) ≤ h (t) f (x) + h (1− t) f (y) (4)
for all t ∈ (0, 1) .
For some results concerning this class of functions see [53, 6, 42, 51, 49, 52].
This concept can be extended for functions defined on convex subsets of
linear spaces in the same way as above replacing the interval I be the corre-
sponding convex subset C of the linear space X.
We can introduce now another class of functions.
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Definition 1.5. We say that the function f : C ⊆ X → [0,∞) is of s-
Godunova-Levin type, with s ∈ [0, 1] , if
f (tx+ (1− t) y) ≤ 1
ts
f (x) +
1
(1− t)s f (y) , (5)
for all t ∈ (0, 1) and x, y ∈ C.
We observe that for s = 0 we obtain the class of P -functions while for s = 1
we obtain the class of Godunova-Levin. If we denote by Qs (C) the class of
s-Godunova-Levin functions defined on C, then we obviously have
P (C) = Q0 (C) ⊆ Qs1 (C) ⊆ Qs2 (C) ⊆ Q1 (C) = Q (C)
for 0 ≤ s1 ≤ s2 ≤ 1.
For different inequalities related to these classes of functions, see [1]-[4], [6],
[9]-[37], [40]-[42] and [45]-[52].
A function h : J → R is said to be supermultiplicative if
h (ts) ≥ h (t)h (s) for any t, s ∈ J. (6)
If the inequality (6) is reversed, then h is said to be submultiplicative. If the
equality holds in (6) then h is said to be a multiplicative function on J .
In [53] it has been noted that if h : [0,∞)→ [0,∞) with h (t) = (x+ c)p−1 ,
then for c = 0 the function h is multiplicative. If c ≥ 1, then for p ∈ (0, 1) the
function h is supermultiplicative and for p > 1 the function is submultiplicative.
We observe that, if h, g are nonnegative and supermultiplicative, the same is
their product. In particular, if h is supermultiplicative then its product with
a power function ￿r (t) = tr is also supermultiplicative. The case of h-convex
function with h supermultiplicative is of interest due to several Jensen type
inequalities one can derive.
The following results were obtained in [53] for functions of a real variable.
However, with similar proofs they can be extended to h-convex function defined
on convex subsets in linear spaces.
Theorem 1.6. Let h : J → [0,∞) be a supermultiplicative function on J. If the
function f : C ⊆ X → [0,∞) is h-convex on the convex subset C of the linear
space X, then for any wi ≥ 0, i ∈ {1, ..., n} , n ≥ 2 with Wn :=
￿n
i=1 wi > 0
we have
f
￿
1
Wn
n￿
i=1
wixi
￿
≤
n￿
i=1
h
￿
wi
Wn
￿
f (xi) . (7)
In particular, we have the unweighted inequality
f
￿
1
n
n￿
i=1
xi
￿
≤ h
￿
1
n
￿ n￿
i=1
f (xi) . (8)
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Corollary 1.7 ([27]). If the function f : C ⊆ X → [0,∞) is Breckner s-
convex on the convex subset C of the linear space X with s ∈ (0, 1) , then for
any xi ∈ C, wi ≥ 0, i ∈ {1, ..., n} , n ≥ 2 with Wn :=
￿n
i=1 wi > 0 we have
f
￿
1
Wn
n￿
i=1
wixi
￿
≤ 1
W sn
n￿
i=1
wsi f (xi) . (9)
If (X, ￿·￿) is a normed linear space, then for s ∈ (0, 1), xi ∈ X, wi ≥ 0,
i ∈ {1, ..., n} , n ≥ 2 with Wn :=
￿n
i=1 wi > 0 we have the norm inequality￿￿￿￿￿
n￿
i=1
wixi
￿￿￿￿￿
s
≤
n￿
i=1
wsi ￿xi￿s . (10)
Corollary 1.8. If the function f : C ⊆ X → [0,∞) is of s-Godunova-Levin
type, with s ∈ [0, 1] , on the convex subset C of the linear space X, then for any
xi ∈ C, wi > 0, i ∈ {1, ..., n} , n ≥ 2 we have
f
￿
1
Wn
n￿
i=1
wixi
￿
≤W sn
n￿
i=1
1
wsi
f (xi) . (11)
This result generalizes the Jensen type inequality obtained in [44] for s = 1.
Let K be a finite non-empty set of positive integers. We can define the
index set function, see also [53],
J (K) :=
￿
i∈K
h (wi) f (xi)− h (WK) f
￿
1
WK
￿
i∈K
wixi
￿
, (12)
where WK :=
￿
i∈K wi > 0, xi ∈ C, i ∈ K.
We notice that if h : [0,∞) → [0,∞) is a supermultiplicative function on
[0,∞) and the function f : C ⊆ X → [0,∞) is h-convex on the convex subset
C of the linear space X, then
J (K) ≥ h (WK)
￿￿
i∈K
h
￿
wi
WK
￿
f (xi)− f
￿
1
WK
￿
i∈K
wixi
￿￿
≥ 0. (13)
Theorem 1.9. Assume that h : [0,∞) → [0,∞) is a supermultiplicative func-
tion on [0,∞) and the function f : C ⊆ X → [0,∞) is h-convex on the convex
subset C of the linear space X. LetM and K be finite non-empty sets of positive
integers, wi > 0, xi ∈ C, i ∈ K ∪M. Then
J (K ∪M) ≥ J (K) + J (M) ≥ 0, (14)
i.e., J is a superadditive index set functional.
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This results was proved in an equivalent form in [53] for functions of a real
variable. The proof is similar for functions defined on convex sets in linear
spaces.
Corollary 1.10. With the assumptions of Theorem 1.9 and if we note Mk :=
{1, ..., k} , then
J (Mn) ≥ J (Mn−1) ≥ ... ≥ J (M2) ≥ 0 (15)
and
J (Mn) (16)
≥ max
1≤i<j≤n
￿
h (wi) f (xi) + h (wj) f (xj)− h (wi + wj) f
￿
wixi + wjxj
wi + wj
￿￿
≥ 0.
If we consider the functional
Js (K) :=
￿
i∈K
wsi ￿xi￿s −
￿￿￿￿￿￿
i∈K
wixi
￿￿￿￿￿
s
for s ∈ (0, 1) , then we have the norm inequalities
n￿
i=1
wsi ￿xi￿s −
￿￿￿￿￿
n￿
i=1
wixi
￿￿￿￿￿
s
≥
n−1￿
i=1
wsi ￿xi￿s −
￿￿￿￿￿
n−1￿
i=1
wixi
￿￿￿￿￿
s
(17)
≥ ... ≥
2￿
i=1
wsi ￿xi￿s −
￿￿￿￿￿
2￿
i=1
wixi
￿￿￿￿￿
s
≥ 0
and
n￿
i=1
wsi ￿xi￿s −
￿￿￿￿￿
n￿
i=1
wixi
￿￿￿￿￿
s
(18)
≥ max
1≤i<j≤n
￿
wsi ￿xi￿s + wsj ￿xj￿s − ￿wixi + wjxj￿s
￿ ≥ 0
where wi ≥ 0, xi ∈ X, i ∈ {1, ..., n} , n ≥ 2.
2. λ-convex functions
We start with the following definition (see also [24]):
Definition 2.1. Let λ : [0,∞) → [0,∞) be a function with the property that
λ (t) > 0 for all t > 0. A mapping f : C → R defined on convex subset C of a
linear space X is called λ-convex on C if
f
￿
αx+ βy
α+ β
￿
≤ λ (α) f (x) + λ (β) f (y)
λ (α+ β)
(19)
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for all α,β ≥ 0 with α+ β > 0 and x, y ∈ C.
We observe that if f : C → R is λ-convex on C, then f is h-convex on C
with h (t) = λ(t)λ(1) , t ∈ [0, 1] . If f : C → [0,∞) is h-convex function with h
supermultiplicative on [0,∞) , then f is λ-convex with λ = h.
Indeed, if α,β ≥ 0 with α+ β > 0 and x, y ∈ C then
f
￿
αx+ βy
α+ β
￿
≤ h
￿
α
α+ β
￿
f (x) + h
￿
β
α+ β
￿
f (y)
≤ h (α) f (x) + h (β) f (y)
h (α+ β)
.
The following proposition contain some properties of λ-convex functions [24].
Proposition 2.2. Let f : C → R be a λ-convex function on C.
(i) If λ (0) > 0, then we have f (x) ≥ 0 for all x ∈ C;
(ii) If there exists x0 ∈ C so that f (x0) > 0, then
λ (α+ β) ≤ λ (α) + λ (β)
for all α,β > 0, i.e. the mapping λ is subadditive on (0,∞) .
(iii) If there exists x0, y0 ∈ C with f (x0) > 0 and f (y0) < 0, then
λ (α+ β) = λ (α) + λ (β)
for all α,β > 0, i.e. the mapping λ is additive on (0,∞) .
We have the following result providing many examples of subadditive func-
tions λ : [0,∞)→ [0,∞) .
Theorem 2.3 ([24]). Let h (z) =
￿∞
n=0 anz
n a power series with nonnegative
coefficients an ≥ 0 for all n ∈ N and convergent on the open disk D (0, R) with
R > 0 or R =∞. If r ∈ (0, R) then the function λr : [0,∞)→ [0,∞) given by
λr (t) := ln
￿
h (r)
h (r exp (−t))
￿
(20)
is nonnegative, increasing and subadditive on [0,∞) .
We have the following fundamental examples of power series with positive
coefficients:
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h (z) =
∞￿
n=0
zn =
1
1− z , z ∈ D (0, 1) (21)
h (z) =
∞￿
n=0
1
n!
zn = exp (z) z ∈ C,
h (z) =
∞￿
n=0
1
(2n)!
z2n = cosh z, z ∈ C;
h (z) =
∞￿
n=0
1
(2n+ 1)!
z2n+1 = sinh z, z ∈ C;
h (z) =
∞￿
n=1
1
n
zn = ln
1
1− z , z ∈ D (0, 1) .
Other important examples of functions as power series representations with
positive coefficients are:
h (z) =
∞￿
n=1
1
2n− 1z
2n−1 =
1
2
ln
￿
1 + z
1− z
￿
, z ∈ D (0, 1) ; (22)
h (z) =
∞￿
n=0
Γ
￿
n+ 12
￿
√
π (2n+ 1)n!
z2n+1 = sin−1 (z) , z ∈ D (0, 1) ;
h (z) =
∞￿
n=1
1
2n− 1z
2n−1 = tanh−1 (z) , z ∈ D (0, 1) ;
h (z) =2 F1 (α,β, γ, z) =
∞￿
n=0
Γ (n+ α)Γ (n+ β)Γ (γ)
n!Γ (α)Γ (β)Γ (n+ γ)
zn,α,β, γ > 0,
z ∈ D (0, 1) ;
where Γ is Gamma function.
Remark 2.4. Now, if we take h (z) = 11−z , z ∈ D (0, 1) , then
λr (t) = ln
￿
1− r exp (−t)
1− r
￿
(23)
is nonnegative, increasing and subadditive on [0,∞) for any r ∈ (0, 1) .
If we take h (z) = exp (z) , z ∈ C then
λr (t) = r [1− exp (−t)] (24)
is nonnegative, increasing and subadditive on [0,∞) for any r > 0.
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Corollary 2.5 ([24]). Let h (z) =
￿∞
n=0 anz
n be a power series with nonneg-
ative coefficients an ≥ 0 for all n ∈ N and convergent on the open disk D (0, R)
with R > 0 or R = ∞ and r ∈ (0, R) . For a mapping f : C → R defined on
convex subset C of a linear space X, the following statements are equivalent:
(i) The function f is λr-convex with λr : [0,∞)→ [0,∞) ,
λr (t) := ln
￿
h (r)
h (r exp (−t))
￿
;
(ii) We have the inequality￿
h (r)
h (r exp (−α− β))
￿f(αx+βyα+β )
≤
￿
h (r)
h (r exp (−α))
￿f(x) ￿ h (r)
h (r exp (−β))
￿f(y)
(25)
for any α,β ≥ 0 with α+ β > 0 and x, y ∈ C.
(iii) We have the inequality
[h (r exp (−α))]f(x) [h (r exp (−β))]f(y)
[h (r exp (−α− β))]f(αx+βyα+β )
≤ [h (r)]f(x)+f(y)−f(αx+βyα+β ) (26)
for any α,β ≥ 0 with α+ β > 0 and x, y ∈ C.
Remark 2.6. We observe that, in the case when
λr (t) = r [1− exp (−t)] , t ≥ 0,
then the function f is λr-convex on convex subset C of a linear space X iff
f
￿
αx+ βy
α+ β
￿
≤ [1− exp (−α)] f (x) + [1− exp (−β)] f (y)
1− exp (−α− β) (27)
for any α,β ≥ 0 with α+ β > 0 and x, y ∈ C.
We observe that this definition is independent of r > 0.
The inequality (27) is equivalent with
f
￿
αx+ βy
α+ β
￿
≤ exp (β) [exp (α)− 1] f (x) + exp (α) [exp (β)− 1] f (y)
exp (α+ β)− 1 (28)
for any α,β ≥ 0 with α+ β > 0 and x, y ∈ C.
We can give now more examples of subadditive functions that can be used
to define λ-convex mappings on linear spaces.
Let I = (0,∞) or [0,∞) . A function h : I → R is called superadditive
(subadditive) on I if
(iii) h (t+ s) ≥ (≤)h (t) + h (s) for any t, s ∈ I
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and nonnegative (strictly positive) on I if, obviously, it satisfies
(iv) h (t) ≥ (>) 0 for each t ∈ I.
The following result holds:
Theorem 2.7. If h : I → [0,∞) is a superadditive (subadditive) function on I
and p ≥ 1 (0 < p < 1) then the function
Ψp : I → [0,∞) ,Ψp (t) = t1− 1ph (t) (29)
is superadditive (subadditive) on I.
Proof. First of all we observe that the following elementary inequality holds:
(α+ β)p ≥ (≤)αp + βp (30)
for any α,β ≥ 0 and p ≥ 1 (0 < p < 1) .
Indeed, if we consider the function fp : [0,∞) → R, fp (t) = (t+ 1)p − tp
we have f ￿p (t) = p
￿
(t+ 1)p−1 − tp−1
￿
. Observe that for p > 1 and t > 0
we have that f ￿p (t) > 0 showing that fp is strictly increasing on the interval
[0,∞). Now for t = αβ (β > 0,α ≥ 0) we have fp (t) > fp (0) giving that￿
α
β + 1
￿p
−
￿
α
β
￿p
> 1, i.e., the desired inequality (30).
For p ∈ (0, 1) we have that fp is strictly decreasing on [0,∞) which proves
the second case in (30).
Now, if h is superadditive (subadditive) and p ≥ 1 (0 < p < 1) then we have
by (30) that
hp (t+ s) ≥ (≤) [h (t) + h (s)]p ≥ (≤)hp (t) + hp (s) (31)
for all t, s ∈ I. Utilising (31) we have for any t, s ∈ I that
hp (t+ s)
t+ s
≥ (≤) h
p (t) + hp (s)
t+ s
=
t · hp(t)t + s · h
p(s)
s
t+ s
(32)
=
t ·
￿
h(t)
t1/p
￿p
+ s ·
￿
h(s)
s1/p
￿p
t+ s
=: I.
Since for p ≥ 1 (0 < p < 1) the power function g (t) = tp is convex (concave),
then
I ≥ (≤)
￿
t · h(t)
t1/p
+ s · h(s)
s1/p
t+ s
￿p
=
￿
h (t) t1−1/p + h (s) s1−1/p
t+ s
￿p
(33)
for any t, s ∈ I.
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By combining (32) with (23) we get
hp (t+ s)
t+ s
≥ (≤)
￿
h (t) t1−1/p + h (s) s1−1/p
t+ s
￿p
,
which is equivalent with
h (t+ s)
(t+ s)1/p
≥ (≤) h (t) t
1−1/p + h (s) s1−1/p
t+ s
i.e., by multiplying with t+ s,
Ψp (t+ s) ≥ (≤)Ψp (t) +Ψp (s)
for any t, s ∈ I and the proof is complete.
Corollary 2.8. If h : I → [0,∞) is a superadditive (subadditive) function on
I and p, q ≥ 1 (0 < p, q < 1) then the two parameter function
Ψp,q : I → [0,∞) ,Ψp,q (t) = tq(1− 1p )hq (t) (34)
is superadditive (subadditive) on I.
Proof. Observe that Ψp,q (t) = [Ψp (t)]
q for t ∈ I. Therefore, by Theorem 2.7
and the inequality (30) for q ≥ 1 (0 < q < 1) we have that
Ψp,q (t+ s) = [Ψp (t+ s)]
q ≥ (≤) [Ψp (t) +Ψp (s)]q
≥ (≤) [Ψp (t)]q + [Ψp (s)]q = Ψp,q (t) +Ψp,q (s)
for any t, s ∈ I and the statement is proved.
Remark 2.9. If we consider the function ψp (t) := tp−1hp (t) then for p ≥ 1
(0 < p < 1) and h : I → [0,∞) a superadditive (subadditive) function on I, the
function ψp is also superadditive (subadditive) on I.
The following result also holds:
Theorem 2.10. If h : I → (0,∞) is a superadditive function on I and 0 <
m < 1, then the function
Φp : I → [0,∞) ,Φp (t) = t
1− 1m
h (t)
(35)
is subadditive on I.
DISCRETE INEQUALITIES OF JENSEN TYPE 251
Proof. Let m := −p ∈ [−1, 0). For m < 0 we have the following inequality
(α+ β)m ≤ αm + βm (36)
for any α,β > 0. Indeed, by the convexity of the function fs (t) = tm on (0,∞)
with m < 0 we have that
(α+ β)m ≤ 2m−1 (αm + βm)
for any α,β > 0 and since, obviously, 2m−1 (αm + βm) ≤ αm + βm, then (36)
holds true.
Taking into account that h is superadditive, then by (36) we have
hm (t+ s) ≤ [h (t) + h (s)]m ≤ hm (t) + hm (s) (37)
for any t, s ∈ I. By (36) we have that
hm (t+ s)
t+ s
≤ h
m (t) + hm (s)
t+ s
(38)
=
t ·
￿
h(t)
t1/m
￿m
+ s ·
￿
h(s)
s1/m
￿m
t+ s
=
t ·
￿
t1/m
h(t)
￿−m
+ s ·
￿
s1/m
h(s)
￿−m
t+ s
=: J.
By the concavity of the function g (t) = t−m with m ∈ [−1, 0) we also have
J ≤
 t · t1/mh(t) + s · s1/mh(s)
t+ s
−m . (39)
Making use of (38) and (39) we get
hm (t+ s)
t+ s
≤
 t · t1/mh(t) + s · s1/mh(s)
t+ s
−m
for any t, s ∈ I, which is equivalent to
h−1 (t+ s)
(t+ s)−1/m
≤
t1+1/m
h(t) +
s1+1/m
h(s)
t+ s
and, with
(t+ s)1+1/m
h (t+ s)
≤ t
1+1/m
h (t)
+
s1+1/m
h (s)
for any t, s ∈ I.
This completes the proof.
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The following result may be stated as well:
Corollary 2.11. If h : I → [0,∞) is a superadditive function on I and 0 <
p, q < 1 then the two parameter function
Φp,q : I → [0,∞) ,Φp,q (t) = t
q(1− 1p )
hq (t)
(40)
is subadditive on I.
Proof. Observe that Φp,q (t) = [Φp (t)]
q for t ∈ I. Therefore, by Theorem 2.10
and the inequality (30) for 0 < q < 1 we have that
Φp,q (t+ s) = [Φp (t+ s)]
q ≤ [Φp (t) + Φp (s)]q
≤ [Φp (t)]q + [Φp (s)]q = Φp,q (t) + Φp,q (s)
for any t, s ∈ I and the statement is proved.
Remark 2.12. If we consider the function ϕp (t) :=
tp−1
hp(t) then for 0 < p < 1
and h : I → [0,∞) a superadditive function on I, the function ψp is subadditive
on I.
3. Jensen’s type inequalities
The following inequality of Jensen’s type holds:
Theorem 3.1. Let λ : [0,∞) → [0,∞) be a function with the property that
λ (t) > 0 for all t > 0 and a mapping f : C → R defined on convex subset C of
a linear space X. The following statements are equivalent:
(i) f is λ-convex on C;
(ii) For all xi ∈ C and pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0 we
have the inequality
f
￿
1
Pn
n￿
i=1
pixi
￿
≤ 1
λ (Pn)
n￿
i=1
λ (pi) f (xi) . (41)
Proof. ”(ii)⇒ (i)”. Follows for n = 2.
”(i)⇒ (ii)”. For n = 2 the inequality (30) follows by the Definition 2.1.
Assume that the inequality (41) is true for 2, ..., n− 1 (n ≥ 3) and let prove
it for n.
Let pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 3 so that Pn > 0. If Pn−1 = 0, then
p1 = ... = pn−1 = 0 and pn > 0 and the inequality (41) becomes
f (xn) ≤ λ (0) (f (x1) + ...+ f (xn−1)) + λ (pn) f (xn)
λ (pn)
,
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which is equivalent to
λ (0) (f (x1) + ...+ f (xn−1)) ≥ 0. (42)
Since f is λ-convex on C then for β > 0 and x ∈ C we have
f
￿
0x+ βy
0 + β
￿
≤ λ (0) f (x) + λ (β) f (y)
λ (β)
from where we get
λ (0) f (x)
λ (β)
≥ 0
and since λ (β) > 0 we get λ (0) f (x) ≥ 0. This implies that the inequality (42)
is true for any x1, ..., xn−1 ∈ C.
Now, let assume that Pn−1 > 0. Then we have
f
￿
1
Pn
n￿
i=1
pixi
￿
= f
￿
Pn−1 · 1Pn−1
￿n−1
i=1 pixi + pnxn
Pn−1 + pn
￿
≤
λ (Pn−1) f
￿
1
Pn−1
￿n−1
i=1 pixi
￿
+ λ (pn) f (xn)
λ (Pn)
.
By the induction hypothesis we have
f
￿
1
Pn−1
n−1￿
i=1
pixi
￿
≤ 1
λ (Pn−1)
n−1￿
i=1
λ (pi) f (xi)
and thus, by the above inequality, we can state that
f
￿
1
Pn
n￿
i=1
pixi
￿
≤
λ (Pn−1) 1λ(Pn−1)
￿n−1
i=1 λ (pi) f (xi) + λ (pn) f (xn)
λ (Pn)
=
1
λ (Pn)
n￿
i=1
λ (pi) f (xi) ,
and the theorem is thus proved.
Corollary 3.2. Let f : C → R be a λ-convex function on C and αi ∈ [0, 1] ,
i ∈ {1, ..., n} with ￿ni=1 αi = 1. Then for any xi ∈ C with i ∈ {1, ..., n} we
have the inequality
f
￿
n￿
i=1
αixi
￿
≤ 1
λ (1)
n￿
i=1
λ (αi) f (xi) . (43)
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In particular, we have
f
￿
x1 + ...+ xn
n
￿
≤ c (n) f (x1) + ...+ f (xn)
n
(44)
where
c (n) :=
nλ
￿
1
n
￿
λ (1)
, n ≥ 2.
We have the following version of Jensen’s inequality:
Corollary 3.3. Let f : C → R be a λ-convex function on C and xi ∈ C and
pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0. Then we have the inequality
f
￿
1
Pn
n￿
i=1
pixi
￿
≤ 1
λ (1)
n￿
i=1
λ
￿
pi
Pn
￿
f (xi) . (45)
The proof follows by (43) for αi =
pi
Pn
, i ∈ {1, ..., n} .
Corollary 3.4. Let h (z) =
￿∞
n=0 anz
n a power series with nonnegative co-
efficients an ≥ 0 for all n ∈ N and convergent on the open disk D (0, R) with
R > 0 or R = ∞. For a mapping f : C → R defined on convex subset C of a
linear space X, the following statements are equivalent:
(i) The function f is λr-convex with λr : [0,∞)→ [0,∞)
λr (t) := ln
￿
h (r)
h (r exp (−t))
￿
on C;
(ii) We have the inequality
￿
h (r)
h (r exp (−Pn))
￿f( 1Pn ￿ni=1 pixi) ≤ n￿
i=1
￿
h (r)
h (r exp (−pi))
￿f(xi)
(46)
for any xi ∈ C and pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0.
Now, let define the mapping:
J (I, p, x, f) :=
￿
i∈I
λ (pi) f (xi)− λ (PI) f
￿
1
PI
￿
i∈I
pixi
￿
,
where p := (pi)i∈N ≥ 0, I ∈ F (N) := {I ⊂ N| I is finite} , x := (xi)i∈N ⊂ C
and PI :=
￿
i∈I pi > 0.
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Theorem 3.5. Assume that f : C → R is a λ-convex function on C and p, x
are as above. Then
(i) For all I,K ∈ F (N) \ {∅} with I ∩K = ∅ we have the inequality
J (I ∪K, p, x, f) ≥ J (I, p, x, f) + J (K, p, x, f) ≥ 0, (47)
i.e. the mapping J (·, p, x, f) is superadditive as an index set map on F (N) ;
(ii) For all I,K ∈ F (N) \ {∅} with K ￿ I one has the inequality
J (I, p, x, f) ≥ J (K, p, x, f) ≥ 0, (48)
i.e. the mapping J (·, p, x, f) is monotonic nondecreasing as an index set map
on F (N) .
Proof. (i) Let I,K ∈ F (N) \ {∅} with I ∩K = ∅, then
J (I ∪K, p, x, f)
=
￿
i∈I
λ (pi) f (xi) +
￿
j∈K
λ (pj) f (xj)
− λ (PI + PK) f
 1
PI + PK
￿
i∈I
pixi +
￿
j∈K
pjxj

=
￿
i∈I
λ (pi) f (xi) +
￿
j∈K
λ (pj) f (xj)
− λ (PI + PK) f
￿
PI
PI + PK
￿￿
i∈I pixi
PI
￿
+
PK
PI + PK
￿￿
j∈K pjxj
PK
￿￿
.
As f is λ-convex function on C, then
f
￿
PI
PI + PK
￿￿
i∈I pixi
PI
￿
+
PK
PI + PK
￿￿
j∈K pjxj
PK
￿￿
≤
λ (PI) f
￿￿
i∈I pixi
PI
￿
+ λ (PK) f
￿￿
j∈K pjxj
PK
￿
λ (PI + PK)
.
Therefore
J (I ∪K, p, x, f) ≥
￿
i∈I
λ (pi) f (xi) +
￿
j∈K
λ (pj) f (xj)
− λ (PI) f
￿￿
i∈I pixi
PI
￿
− λ (PK) f
￿￿
j∈K pjxj
PK
￿
= J (I, p, x, f) + J (K, p, x, f)
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and the inequality (47) is proved.
(ii) By the use of the inequality (47) we have
J (I, p, x, f) = J (K ∪ (I \K) , p, x, f) ≥ J (K, p, x, f) + J (I \K, p, x, f)
≥ J (K, p, x, f)
since J (I \K, p, x, f) ≥ 0, and the inequality (48) is proved.
With the above assumptions, and if p := (pi)i∈N > 0 we can consider the
sequence
Jn (p, x, f) :=
n￿
i=1
λ (pi) f (xi)− λ (Pn) f
￿
1
Pn
n￿
i=1
pixi
￿
, n ≥ 2.
Corollary 3.6. Assume that f : C → R is a λ-convex function on C, then
Jn (p, x, f) ≥ Jn−1 (p, x, f) ≥ ... ≥ J2 (p, x, f) ≥ 0 (49)
and we have the inequality
Jn (p, x, f) (50)
≥ max
1≤i<j≤n
￿
λ (pi) f (xi) + λ (pj) f (xj)− λ (pi + pj) f
￿
pixi + pjxj
pi + pj
￿￿
≥ 0
for all n ≥ 2.
For a function f that is λr-convex on C with λr : [0,∞)→ [0,∞) and
λr (t) := ln
￿
h (r)
h (r exp (−t))
￿
,
we can consider the functional
Q (I, p, x, f) :=
￿
i∈I
￿
h(r)
h(r exp(−pi))
￿f(xi)
￿
h(r)
h(r exp(−PI))
￿f￿ 1PI ￿i∈I pixi￿ ,
where p := (pi)i∈N ≥ 0, I ∈ F (N) := {I ⊂ N| I is finite} , x := (xi)i∈N ⊂ C
and PI :=
￿
i∈I pi > 0.
Corollary 3.7. Assume that f : C → R is a λr-convex function on C and p,
x are as above. Then
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(i) For all I,K ∈ F (N) \ {∅} with I ∩K = ∅ we have the inequality
Q (I ∪K, p, x, f) ≥ Q (I, p, x, f)Q (K, p, x, f) , (51)
i.e. the mapping Q (·, p, x, f) is supermultiplicative as an index set map on
F (N) ;
(ii) For all I,K ∈ F (N) \ {∅} with K ￿ I one has the inequality
Q (I, p, x, f) ≥ Q (K, p, x, f) ≥ 1. (52)
The proof follows by Theorem 3.5 on observing that
lnQ (I, p, x, f) = J (I, p, x, f)
for λ = λr. In particular, if we consider the sequence
Qn (p, x, f) :=
n￿
i=1
￿
h(r)
h(r exp(−pi))
￿f(xi)
￿
h(r)
h(r exp(−Pn))
￿f( 1Pn ￿ni=1 pixi) , n ≥ 2
then by Corollary 3.6 we have that
Qn (p, x, f) ≥ Qn−1 (p, x, f) ≥ ... ≥ Q2 (p, x, f) ≥ 1 (53)
and
Qn (p, x, f) ≥ max
1≤i<j≤n

￿
h(r)
h(r exp(−pi))
￿f(xi) ￿ h(r)
h(r exp(−pj))
￿f(xj)
￿
h(r)
h(r exp(−pi−pj))
￿f￿ 1pi+pj (pixi+pjxj)￿
 ≥ 1. (54)
Remark 3.8. If the function f : C → R is a λ-convex function on C with
λr (t) = 1− exp (−t) , t ≥ 0,
then for any xi ∈ C and pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0 we
have the Jensen’s type inequality
f
￿
1
Pn
n￿
i=1
pixi
￿
≤ 1
1− exp (−Pn)
n￿
i=1
[1− exp (−pi)] f (xi) . (55)
If αi ∈ [0, 1] , i ∈ {1, ..., n} with
￿n
i=1 αi = 1, then for any xi ∈ C with
i ∈ {1, ..., n} we also have the inequality
f
￿
n￿
i=1
αixi
￿
≤ e
e− 1
n￿
i=1
[1− exp (−αi)] f (xi) . (56)
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Finally, if pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0, then for any xi ∈ C
with i ∈ {1, ..., n} we have the inequality:
f
￿
1
Pn
n￿
i=1
pixi
￿
≤ e
e− 1
n￿
i=1
￿
1− exp
￿
− pi
Pn
￿￿
f (xi) . (57)
4. Inequalities for double sums
We have the following result:
Theorem 4.1. Let f : C → R be a λ-convex function on C and xi ∈ C and
pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0. For α,β ≥ 0 with α + β > 0
we have the inequalities￿
λ (α)
λ (α+ β)
+
λ (β)
λ (α+ β)
￿
1
λ (Pn)
n￿
i=1
λ (pi) f (xi)
1
λ (Pn)
n￿
i=1
λ (pi) (58)
≥ 1
λ2 (Pn)
n￿
i=1
n￿
j=1
λ (pi)λ (pj) f
￿
αxi + βxj
α+ β
￿
≥ 1
λ (Pn)
n￿
i=1
λ (pi) f
￿
αxi + β
1
Pn
￿n
j=1 pjxj
α+ β
￿
≥ f
￿
1
Pn
n￿
i=1
pixi
￿
.
Proof. From the λ-convexity of the function f on C we have
λ (α) f (xi) + λ (β) f (xj)
λ (α+ β)
≥ f
￿
αxi + βxj
α+ β
￿
(59)
for any i, j ∈ {1, ..., n}. If we multiply (59) by
λ (pi)λ (pj)
λ2 (Pn)
≥ 0, i, j ∈ {1, ..., n}
and sum over i and j from 1 to n we get
n￿
i=1
n￿
j=1
￿
λ (α)
λ (α+ β)
f (xi) +
λ (β)
λ (α+ β)
f (xj)
￿
λ (pi)λ (pj)
λ2 (Pn)
(60)
≥
n￿
i=1
n￿
j=1
λ (pi)λ (pj)
λ2 (Pn)
f
￿
αxi + βxj
α+ β
￿
.
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Since
n￿
i=1
n￿
j=1
￿
λ (α)
λ (α+ β)
f (xi) +
λ (β)
λ (α+ β)
f (xj)
￿
λ (pi)λ (pj)
λ2 (Pn)
=
λ (α)
λ (α+ β)
n￿
i=1
n￿
j=1
λ (pi)λ (pj)
λ2 (Pn)
f (xi) +
λ (β)
λ (α+ β)
n￿
i=1
n￿
j=1
λ (pi)λ (pj)
λ2 (Pn)
f (xj)
=
λ (α)
λ (α+ β)
1
λ2 (Pn)
n￿
i=1
λ (pi) f (xi)
n￿
j=1
λ (pj)
+
λ (β)
λ (α+ β)
1
λ2 (Pn)
n￿
j=1
λ (pj) f (xj)
n￿
i=1
λ (pi)
=
￿
λ (α)
λ (α+ β)
+
λ (β)
λ (α+ β)
￿
1
λ (Pn)
n￿
i=1
λ (pi) f (xi)
1
λ (Pn)
n￿
i=1
λ (pi) ,
then by (60) we get the first inequality in (58).
By the Jensen inequality we have the inequality
1
λ (Pn)
n￿
j=1
λ (pj) f
￿
αxi + βxj
α+ β
￿
≥ f
 1
Pn
n￿
j=1
pj
￿
αxi + βxj
α+ β
￿
= f
￿
αxi + β
1
Pn
￿n
j=1 pjxj
α+ β
￿
for all i ∈ {1, ..., n} .
If we multiply this inequality by λ(pi)λ(Pn) and sum over i from 1 to n we get
1
λ2 (Pn)
n￿
i=1
n￿
j=1
λ (pi)λ (pj) f
￿
αxi + βxj
α+ β
￿
≥ 1
λ (Pn)
n￿
i=1
λ (pi) f
￿
αxi + β
1
Pn
￿n
j=1 pjxj
α+ β
￿
and the second inequality in (58) is proved.
If we apply Jensen inequality again we get
1
λ (Pn)
n￿
i=1
λ (pi) f
￿
αxi + β
1
Pn
￿n
j=1 pjxj
α+ β
￿
≥ f
￿
1
Pn
n￿
i=1
pi
￿
αxi + β
1
Pn
￿n
j=1 pjxj
α+ β
￿￿
= f
￿
1
Pn
n￿
i=1
pixi
￿
and the last part of (58) is proved.
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Corollary 4.2. Let f : C → R be a λ-convex function on C and xi ∈ C and
pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0. We have the inequalities
inf
α>0
￿
2λ (α)
λ (2α)
￿
1
λ (Pn)
n￿
i=1
λ (pi) f (xi)
1
λ (Pn)
n￿
i=1
λ (pi) (61)
≥ 1
λ2 (Pn)
n￿
i=1
n￿
j=1
λ (pi)λ (pj) f
￿
xi + xj
2
￿
≥ 1
λ (Pn)
n￿
i=1
λ (pi) f
￿
xi +
1
Pn
￿n
j=1 pjxj
2
￿
≥ f
￿
1
Pn
n￿
i=1
pixi
￿
.
We have the following result as well:
Theorem 4.3. Let f : C → R be a λ-convex function on C and xi ∈ C and
pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0. For α,β ≥ 0 with α + β > 0
we have the inequalities￿
λ (α)
λ (α+ β)
+
λ (β)
λ (α+ β)
￿
1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj) f (xi) (62)
≥ 1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj) f
￿
αxi + βxj
α+ β
￿
≥ f
￿
1
Pn
n￿
i=1
pixi
￿
.
Proof. From the λ-convexity of the function f on C we have
λ (α) f (xi) + λ (β) f (xj)
λ (α+ β)
≥ f
￿
αxi + βxj
α+ β
￿
(63)
for any i, j ∈ {1, ..., n} . If we multiply (63) by
λ (pipj)
λ (P 2n)
≥ 0, i, j ∈ {1, ..., n}
and sum over i and j from 1 to n we get
1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj)
￿
λ (α) f (xi) + λ (β) f (xj)
λ (α+ β)
￿
(64)
≥ 1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj) f
￿
αxi + βxj
α+ β
￿
.
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We have
n￿
i=1
n￿
j=1
λ (pipj)
￿
λ (α) f (xi) + λ (β) f (xj)
λ (α+ β)
￿
=
λ (α)
λ (α+ β)
n￿
i=1
n￿
j=1
λ (pipj) f (xi) +
λ (β)
λ (α+ β)
n￿
i=1
n￿
j=1
λ (pipj) f (xj)
and since
n￿
i=1
n￿
j=1
λ (pipj) f (xi) =
n￿
i=1
n￿
j=1
λ (pipj) f (xj)
then we get from (64) the first inequality in (62).
By Jensen’s inequality we have
1
λ
￿￿n
i=1
￿n
j=1 pipj
￿ n￿
i=1
n￿
j=1
λ (pipj) f
￿
αxi + βxj
α+ β
￿
≥ f
 1￿n
i=1
￿n
j=1 pipj
n￿
i=1
n￿
j=1
pipj
￿
αxi + βxj
α+ β
￿
= f
￿
1
Pn
n￿
i=1
pixi
￿
and the last part of (62) is thus proved.
Corollary 4.4. Let f : C → R be a λ-convex function on C and xi ∈ C and
pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0. We have the inequalities
inf
α>0
￿
2λ (α)
λ (2α)
￿
1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj) f (xi) (65)
≥ 1
λ (P 2n)
n￿
i=1
n￿
j=1
λ (pipj) f
￿
xi + xj
2
￿
≥ f
￿
1
Pn
n￿
i=1
pixi
￿
.
It is known that if (X, ￿·￿) is a normed linear space, then the function
f (x) = ￿x￿s , s ∈ (0, 1) is Breckner s-convex on X.
If xi ∈ X and pi ≥ 0 with i ∈ {1, ..., n}, n ≥ 2 so that Pn > 0, then
262 SEVER S. DRAGOMIR
from (61) we have
21−s
1
P sn
n￿
i=1
psi
1
P sn
n￿
i=1
psi ￿xi￿s (66)
≥ 1
P 2sn
n￿
i=1
n￿
j=1
psip
s
j
￿￿￿￿xi + xj2
￿￿￿￿s
≥ 1
P sn
n￿
i=1
psi
￿￿￿￿￿xi + 1Pn
￿n
j=1 pjxj
2
￿￿￿￿￿
s
≥
￿￿￿￿￿ 1Pn
n￿
i=1
pixi
￿￿￿￿￿
s
.
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Abstract. We present some existence and multiplicity results for
positive solutions to the Dirichlet problem associated with
∆u+ λa(x)g(u) = 0,
under suitable conditions on the nonlinearity g(u) and the weight func-
tion a(x). The assumptions considered are related to classical theorems
about positive solutions to a sublinear elliptic equation due to Brezis-
Oswald and Brown-Hess.
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1. Introduction
This paper deals with the study of the Dirichlet problem
(D)
￿
−∆u = λa(x)g(u) in Ω,
u = 0 on ∂Ω,
depending on the positive real parameter λ. The aim of this work is twofold.
We present a partial survey and also give some new considerations about results
of existence, uniqueness and multiplicity of positive solutions for the nonlinear
eigenvalue problem (D) under suitable conditions on the weight function a(x)
and the nonlinear term g(u). By a positive solution of (D) (or any other related
equation considered in the paper) we mean a weak, strong or classical solution,
depending on the properties of a, g and the domain Ω, such that u(x) > 0
for every x ∈ Ω. For the moment, the definition given is deliberately broad in
order to include different regularity conditions, which depend also on different
approaches followed by the authors, that we are going to analyze. In the
sequel we will introduce some specific conditions ensuring that the solutions
we find are strong solutions which actually belong to C10 (Ω) ∩ C1,θ(Ω) (for
Paper written under the auspices of INdAM-GNAMPA.
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each θ ∈ ]0, 1[). Furthermore, we refer to a positive solution pair for (D) as a
pair (λ, u) when we want to emphasize that u(·) is a positive solution of (D)
corresponding to the given parameter λ > 0. The set of all positive solutions
pairs will be denoted by S .
Starting with the Seventies, several authors have investigated the struc-
ture of the set of positive solutions assuming different features for the weight
function and the nonlinearity. The case of the so-called indefinite weight,
that is when a(·) changes its sign, has attracted much attention during the
past decades. In this respect we recall the pioneering works of Manes and
Micheletti [33], Hess and Kato [26], Brown and Lin [10] and Lo´pez-Go´mez [30]
concerning the properties related to the principal eigenvalue. The research on
the positive solutions for nonlinear indefinite weight problems has grown up at
the end of the Eighties (see, for instance, [1, 2, 4, 5, 7, 9]) and is still a very
active area of investigation. Concerning the nonlinearity, a great deal of re-
sults has been obtained when g(u) = up. In such a situation we usually refer to
superlinear or sublinear problems according to the fact that p > 1 or 0 < p < 1.
In this paper we focus our attention to the case in which g has a linear growth
at zero and a sublinear growth at infinity. Problems where the nonlinearity
presents such kind of growth naturally arise in the study of the steady states
for reaction diffusion equations occurring in various mathematical models from
population genetics or ecology. In this framework, typical assumptions require
that the following limits
g0 := lim
s→0+
g(s)
s
, g∞ := lim
s→+∞
g(s)
s
exist and are finite. The conditions of linear growth at zero and sublinear
growth at infinity are then expressed by
(Hg) g0 > 0 = g∞ .
In the present article, we will also consider more general behaviors for g at
infinity.
The outline of this paper is as follows. In Section 2 we focus our attention on
two main results of positive solutions for the sublinear elliptic Dirichlet prob-
lem, namely the theorem by Brezis and Oswald [8] and the one by Brown and
Hess [9]. In particular, we compare such theorems in the case of problem (D).
In Section 3 we restrict ourselves to the study of the one-dimensional ODE
and, for the particular case of a constant weight, we present some bifurcation
diagrams for the positive solutions by means of the analysis of the associated
time-maps. This is a very classical approach which has been exploited by many
authors (e.g. [11, 13, 29, 42, 44, 45] ). In this context we show how some time-
mapping estimates achieved by Opial (cf. [39]) turn out to be useful for our
problem. In particular, this analysis suggests that we can get the existence
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of positive solutions for every λ large if the condition (Hg) is replaced by the
more general one
g0 > 0 = lim inf
s→+∞
￿ s
0 g(ξ) dξ
s2
.
The latter assumption is required in Section 4, in order to prove a result about
existence of positive solutions for the general problem (D). Actually, we prove
much more. Indeed, in the frame of Rabinowitz’s global bifurcation theorem
we provide the existence of a bifurcation branch of positive solution pairs (λ, u)
which is unbounded both in the u and the λ components (see Theorem 4.1 and
Theorem 4.5). Our proof is inspired by some arguments developed in previous
works by Hess and Kato [26], Coelho, Corsato, Obersnel and Omari [12] and,
furthermore, Obersnel and Omari [36]. We also produce a counterexample
(see Proposition 4.6) which shows that our assumptions are, in some sense,
optimal. Section 5 is devoted to the comparison of the different uniqueness
assumptions considered by Brezis-Oswald and Brown-Hess, by means of the
analysis of an ODE equation with an indefinite weight. We give evidence (via
numerical simulations) of the possibility of multiplicity results even if the map
s → g(s)/s is decreasing on the positive real line. Finally, in Section 6 we
briefly discuss how to extend our main results to a general linear second order
strongly uniformly elliptic operator.
2. Remarks on Brezis-Oswald and Brown-Hess theorems
Let us begin by fixing some notations. Throughout the paper we denote
by R+ := [0,+∞) the set of non negative real numbers and by R+0 := ]0,+∞)
the set of positive reals. Moreover, for N ≥ 1 we suppose that Ω ⊂ RN is a
bounded domain (i.e. open and connected) with sufficiently regular boundary.
Specific conditions on ∂Ω will be given in Section 4.
Let g : R+ → R+ be a continuous function satisfying
(g∗) g(0) = 0, g(s) > 0 for s > 0.
Let also w ∈ L∞(Ω) \ {0}. In this setting we consider the following Dirichlet
problem ￿
−∆u = w(x)g(u) in Ω,
u = 0 on ∂Ω.
(1)
In [9], Brown and Hess presented a theorem on the existence and uniqueness
of classical positive solutions for problem (1), assuming among other conditions
that g and w are smooth functions and g is concave with a sublinear growth
at infinity. The approach followed by the authors to prove the existence of
nontrivial solutions is based on the use of the fixed point index in the framework
of positive operators.
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Another relevant contribution to sublinear elliptic equations was given by
Brezis and Oswald in [8]. Their result applies to a more general Dirichlet
problem of the form: ￿
−∆u = f(x, u) in Ω,
u = 0 on ∂Ω,
(2)
where f : Ω× R+ → R is such that
i) s ￿→ f(x, s) is continuous on R+ for a.e. x ∈ Ω;
ii) x ￿→ f(x, s) belongs to L∞(Ω) for every s ≥ 0;
iii) there is a constant C > 0 such that f(x, s) ≤ C(s+1) for a.e. x ∈ Ω and
for every s ≥ 0;
iv) for each δ > 0 there is a constant Cδ > 0 such that f(x, s) ≥ −Cδs for
a.e. x ∈ Ω and for every s ∈ [0, δ].
The approach in [8] is variational and the (weak) solutions u of (2) belong to
H10 (Ω) ∩ L∞(Ω). Consequently, by regularity theory, u ∈ W 2,p(Ω) for every
p < ∞. In more recent years some extensions of [8] have been obtained, on
the one hand considering some general second order elliptic operator instead
of the Laplacian [6], and, on the other hand, relaxing the assumptions for the
uniqueness of the solutions [27].
In our setting concerning problem (1), a consequence of the main results
in [8] reads as follows.
Theorem 2.1. Let g : R+ → R+ be a continuous function satisfying (g∗) and
let w ∈ L∞(Ω) \ {0}. Let us suppose that g0 and g∞ are finite and also
λ1(−∆− w(x)g0) < 0 < λ1(−∆− w(x)g∞). (3)
Then there exists at least one positive solution u(·) to (1) with u ∈ C10 (Ω).
Moreover, if w(x) > 0 for a.e. x ∈ Ω and s ￿→ g(s)/s is decreasing on R+0 ,
then the positive solution is unique and condition (3) is necessary, too.
Proof. We are going to apply [8, Theorem 2] with the position
f(x, s) := w(x)g(s).
First of all, conditions i) and ii) are obviously satisfied. Using the fact that
g(s)/s is continuous and positive on R+0 with finite limits at zero and at infinity,
we can find a positive constant K := sups>0{g(s)/s} <∞ such that |f(x, s)| ≤
￿w￿∞Ks, for all s ≥ 0 and for a.e. x ∈ Ω. In this way the growth conditions
iii) and iv) are satisfied, too.
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In order to complete the verification of the assumptions in [8, Theorem 2]
we have also to check that
λ1(−∆− a0(x)) < 0 < λ1(−∆− a∞(x)),
where
a0(x) := lim
s→0+
f(x, s)
s
, a∞(x) := lim
s→+∞
f(x, s)
s
.
This clearly follows from (3). At this point, [8, Theorem 2] applies and ensures
the existence of a nontrivial (weak) nonnegative solution u(·) to problem (1).
By elliptic regularity theory, such a solution belongs to C10 (Ω) and, moreover,
is strictly positive on Ω with negative outward derivative on ∂Ω (cf. also [8,
Lemma 1]). About the uniqueness of the positive solution, we just observe that
the conditions w(x) > 0 on Ω and g(s)/s decreasing on R+0 , imply that the map
s ￿→ f(x, s)/s is decreasing on R+0 . Therefore, as a result of [8, Theorem 1],
the conclusion follows.
Now we can make a first analysis of the nonlinear eigenvalue problem:
(D)
￿
−∆u = λa(x)g(u) in Ω,
u = 0 on ∂Ω,
where λ > 0. For the weight function a(x) we suppose, as in [26], that
(a∗) a ∈ C(Ω) and there exists x0 ∈ Ω such that a(x0) > 0.
Similar results can be obtained for
(a∗∗) a ∈ L∞(Ω) with |Ω+| > 0
where Ω+ := {x ∈ Ω : a(x) > 0}.
A direct application of Theorem 2.1 to the Dirichlet problem (D) leads to
the next results.
Corollary 2.2. Let a satisfy (a∗) and let g : R+ → R+ be a continuous
function satisfying (g∗) and (Hg). Then, there exists Λ∗ > 0 such that problem
(D) has a positive solution for each λ > Λ∗.
Proof. We start by observing that the second inequality in (3) is trivially satis-
fied as it refers to the positivity of the first eigenvalue of −∆ with the Dirichlet
boundary conditions. Therefore, we have only to check, for λ > 0 sufficiently
large, the negativity of the first eigenvalue µ1 of the problem
−∆u− λg0a(x)u = µu, u|∂Ω = 0. (4)
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To this aim we recall some basic facts from the weighted eigenvalue problem
−∆u = νa(x)u, u|∂Ω = 0. (5)
Under assumption (a∗), according to [10, 14, 26, 33], there exists a sequence of
real eigenvalues
0 < ν1 < ν2 ≤ ν3 ≤ . . .
to problem (5), with νn → ∞. Moreover, the principal eigenvalue ν1 is sim-
ple with an associated positive eigenfunction (see, for instance, [14, Proposi-
tion 1.11 (c) and Theorem 1.13]). In such a situation, we can prove the thesis
by taking
Λ∗ := ν1/g0 . (6)
Indeed, let us fix λ > Λ∗ and check that the principal eigenvalue µ1 of (4) is
negative. Let φ be the corresponding positive eigenfunction, so that φ satisfies
−∆φ(x)− νa(x)φ(x) = µ1φ(x) := h(x), φ|∂Ω = 0, φ(x) > 0 for x ∈ Ω,
with ν := λg0 > Λ∗g0 = ν1 . If, by contradiction, µ1 ≥ 0, then h ≥ 0 and we
enter in the setting of [26, Proposition 3] which, in turns, implies that h = 0
and ν = ν1 . The last equality clearly contradicts our choice of λ. Hence, µ1 < 0
and also the first inequality in (3) is satisfied. By Theorem 2.1 we are done.
The details of our proof are given only for completeness since the fact that
µ1 < 0 for λ > ν1/g0 is already contained in [25, Statement (1.15)], while the
existence of (ν1/g0, 0) as a bifurcation point for positive solutions, is a main
result in [26].
We observe that Corollary 2.2 is basically a subcase of a general result by Brown
and Hess (see for instance [9, Theorem 3 (ii) and Theorem 4]). Actually, in [9]
the authors obtain a result of existence and uniqueness of positive classical
solutions if and only if λ > ν1/g0 , provided that a and g are smooth functions
with g￿￿(s) < 0 for all s > 0. However, in absence of concavity type condition,
we cannot guarantee (in general) the uniqueness of the positive solution (see
Figure 1 (a)) or the fact that positive solutions exist only if λ > ν1/g0 (see
Figure 1 (b)). Even more complex situations may arise (see Figure 1 (c)).
Corollary 2.3. Let a satisfy (a∗) and let g : R+ → R+ be a continuous
function satisfying (g∗) and (Hg).
• If a(x) > 0 for a.e. x ∈ Ω and s ￿→ g(s)/s is decreasing on R+0 then
problem (D) has a positive solution if and only if λ > ν1/g0 and such a
positive solution is unique [8].
• If a(x) changes sign and, moreover, g(s) is smooth on R+0 with g￿￿(s) < 0
for all s > 0, then problem (D) has a positive solution if and only if
λ > ν1/g0 and such a positive solution is unique [9].
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||u||∞
λΛ∗
(a) u￿￿ + λg(u) = 0, u(0) = 0 = u(π) with
g(s) = 2s+6 sin(s)
10+s2−6 cos(s) .
||u||∞
λΛ∗
(b) u￿￿+λg(u) = 0, u(0) = 0 = u(π) with
g(s) = 2s+12s
3
1+s2+3s4
.
||u||∞
λΛ∗
(c) u￿￿ + λg(u) = 0, u(0) = 0 = u(π) with
g(s) = 10(1− cos(s)) + s√
10(s+1)
.
Figure 1: Bifurcation diagrams for one-dimensional Dirichlet (two-point bound-
ary) problems.
Proof. The first part of the statement follows from Theorem 2.1, with the condi-
tion λ > ν1/g0 obtained in the same manner as (6) in the proof of Corollary 2.2.
The second part of the statement is precisely [9, Theorem 4].
Note that if g(s) is any strictly concave function satisfying (g∗), then the
map s ￿→ g(s)/s is decreasing on R+0 . The converse does not hold, a simple
example is given by g(s) = s/(1 + s2). In this respect, a natural question is
whether the result of uniqueness under the monotonicity request on g(s)/s is
still true also if the weight coefficient changes its sign. In general, the answer is
negative even in the one-dimensional case, as it can be seen by the numerical
analysis of some non-autonomous ODEs. A function with these features is
presented in the next example. A more detailed discussion will be delivered in
Section 5.
Example 2.4. Let
g(s) := Ase(−Bs
2) +
s
1 + |s| , A,B > 0. (7)
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Observe that g0 = A + 1, g∞ = 0 and g(s)/s is strictly decreasing but not
concave on R+0 . There exist indefinite weights a ∈ C([−T, T ]) such that for
some values of λ > 0 the problem￿
u￿￿ + λa(x)g(u) = 0,
u(−T ) = 0 = u(T ), (8)
has multiple positive solutions.
If we restrict ourselves to the autonomous case, i.e. the case of a constant
weight a(x) ≡ 1, problem (D) reduces to the following one￿
−∆u = λg(u) in Ω,
u = 0 on ∂Ω,
(9)
where λ > 0. As already observed in [8, page 56], the next result holds.
Corollary 2.5. Let g : R+ → R+ be a continuous function satisfying (g∗)
and (Hg). Then problem (9) has a positive solution if
λ > λ∗1 :=
λ1(−∆)
g0
. (10)
Moreover, if the map s ￿→ g(s)/s is decreasing on R+0 such positive solution is
unique and (10) is also a necessary condition.
3. Phase-plane analysis in one dimension
In the one-dimensional case N = 1 we take as a domain an open interval
Ω := ]a, b[ and reduce problem (9) to the two-point boundary value problem￿
u￿￿ + λg(u) = 0,
u(a) = 0 = u(b),
(11)
with λ > 0. As usual in this case, we indicate by x = t the independent
variable.
The set of positive solutions pairs is given by
S = {(λ, u) ∈ R+0 × C10 ([a, b]) : u(·) is a positive solution of (11)}.
Without loss of generality (due to the autonomous nature of system (11)) we
also set
L := b− a
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and observe that problem (11) is equivalent to￿
u￿￿ + λg(u) = 0,
u(−L/2) = 0 = u(L/2).
In such a simplified setting, we can provide an interpretation of Corollary 2.5
in terms of time-mappings associated with the planar autonomous system
u￿ = y, y￿ = −g(u), (12)
which is equivalent to the scalar equation
u￿￿ + g(u) = 0. (13)
Since up to now we have assumed g(s) to be defined only for s ≥ 0, for con-
venience we take an odd extension of g on R in order to have the solutions
(u(·), y(·)) of (12) globally defined in the plane.
System (12) is conservative with energy
E(u, y) :=
1
2
y2 +G(u),
where
G(s) :=
￿ s
0
g(ξ) dξ.
Observe that the mapG : R+ → R+ satisfiesG(0) = 0 and is strictly increasing.
For every c > 0, the solution (u(·), y(·)) of (12) satisfying the initial condition
(u(0), y(0)) = (c, 0) is unique, periodic and defined on the whole real line. We
denote such a solution with (uc, yc) only when we want to stress its dependence
on the parameter c.
The corresponding orbit/trajectory is given by the energy level set
1
2
y2 +G(u) = G(c).
From this relation we obtain that u￿(t) =
￿
2(G(c)−G(u(t))) for all t in the
maximal interval [α, 0] where both u(t) ≥ 0 and u￿(t) = y(t) ≥ 0. Integrating
u￿(t)/
￿
2(G(c)−G(u(t))) on [α, 0] we can determine α as￿ c
0
ds￿
2(G(c)−G(s)) = α.
This suggest to introduce the time-mapping formula
T (c) := 2
￿ c
0
ds￿
2(G(c)−G(s)) . (14)
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In other words, T (c) is the distance of two consecutive zeros of the solution
u(·) of (13), where u(t) ≥ 0 for all t ∈ R and ||u||∞ = maxt∈R u(t) = c. The
time-mapping
R+0 ￿ c ￿→ T (c) ∈ R+0
is a continuous function. By a rescaling in the time variable, it is straightfor-
ward to check what follows.
Proposition 3.1. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let R > 0 be a fixed constant. For each c > 0, let us define
vc,R(t) := uc
￿
T (c)
R
￿
t− a+b2
￿￿
.
Then, vc,R(t) is a solution of the equation
v￿￿ +
￿
T (c)
R
￿2
g(v) = 0
with
v
￿
a+b
2
￿
= c, v￿
￿
a+b
2
￿
= 0
and, moreover, the following cases occur:
• vc,R(t) > 0 ∀ t ∈ [a, b] if and only if R > L,
• vc,R(t) > 0 ∀ t ∈ ]a, b[ with vc,R(a) = 0 = vc,R(b) if and only if R = L,
• vc,R(t) vanishes in ]a, b[ if and only if R < L.
Considering the second instance in the above proposition, we get immedi-
ately what follows.
Proposition 3.2. Let g : R+ → R+ be a continuous function satisfying (g∗).
Then, problem (11) has a positive solution u(·) for some λ > 0 if and only if
λ = τ(c) :=
￿
T (c)
L
￿2
, for c = ||uc||∞ . (15)
Moreover, the set S of positive solution pairs is the Cartesian graph of a con-
tinuous curve
c ￿→ (τ(c), vc(·)),
where
vc(t) := uc
￿
T (c)
L
￿
t− a+b2
￿￿
.
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Proposition 3.2 permits to study the global bifurcation branches for positive
solutions of (11) by analyzing the behavior of the time-mapping T (·). This
approach has been already widely exploited by many authors under several
different conditions on the nonlinearity (see, for instance, the classical works
[29, 42, 45]). The behavior of T (c) as c → 0+ or c → +∞, as well as other
qualitative properties, like monotonicity, has been analyzed by Opial in [39].
In particular, according to [39], if the limits g0 and g∞ exist, then
lim
c→0+
T (c) =
π√
g0
and lim
c→+∞T (c) =
π√
g∞
.
Moreover, T (·) is increasing (respectively, decreasing) on R+0 provided that the
map s ￿→ g(s)/s is decreasing (respectively, increasing) on R+0 .
If both g0 and g∞ are positive real numbers, then, by Proposition 3.2 we
can recover a bifurcation result of Ambrosetti and Hess [3, Theorem A (iii)].
In fact, in this case, the set S turns out to be a Cartesian graph joining the
bifurcation point (π/L)2/g0 from the trivial solution to the bifurcation point
(π/L)2/g∞ from infinity.
On the other hand, from (Hg) we obtain
lim
c→0+
T (c) =
π√
g0
and lim
c→+∞T (c) = +∞.
Moreover, under the assumptions of Corollary 2.5, the map
R+0 ￿ c ￿→ τ(c) ∈ R+0
is monotone with
inf τ =
￿π
L
￿2
/g0 = λ
∗
1 and sup τ = +∞.
From this point of view, one could say that Opial’s monotonicity condition for
the time-mapping is a dynamical interpretation of the uniqueness condition of
Brezis-Oswald.
The inversion of τ(·) complements Corollary 2.5 with a global bifurcation
result in the sense that it ensures also the continuity of the map
]λ∗1,+∞) ￿ λ ￿→ uλ(·),
where uλ is the unique positive solution of (9) for a given λ (compare with
[25, 26]).
The time-mapping approach based on Proposition 3.2 suggests the pos-
sibility of improving condition (Hg). More precisely, if we are looking for
positive solution pairs (λ, u) of (11) for all λ in an unbounded interval, we
can replace the hypothesis g∞ = 0 with appropriate assumptions which yet
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ensure that sup τ = +∞. For example, if we are interested in proving that
T (+∞) = +∞, it will be sufficient to suppose that G(s)/s2 → 0 as s → +∞
(cf. [39, The´ore`me 11]), which is a more general condition than g∞ = 0. With
this purpose, we introduce the following constants
G∞ := lim inf
s→+∞
2G(s)
s2
, G∞ := lim sup
s→+∞
2G(s)
s2
.
By the generalized L’Hoˆpital’s rule, we know that
lim inf
s→+∞
g(s)
s
≤ G∞ ≤ G∞ ≤ lim sup
s→+∞
g(s)
s
.
Using [39, Corollaire 11], we find that
G∞ = 0 =⇒ lim sup
c→+∞
τ(c) = +∞. (16)
Moreover, from [39, The´ore`me 16], we also know that
lim sup
c→+∞
τ(c) = +∞ =⇒ lim inf
s→+∞
g(s)
s
= 0.
In this setting, we obtain the following result which improves Corollary 2.5
in the one-dimensional case.
Proposition 3.3. Let g : R+ → R+ be a continuous function satisfying (g∗)
and suppose that the following hypothesis
(HG) g0 > 0 = G∞
holds. Then, the set S of positive solutions pairs (λ, u) to problem (11) is
a continuous curve which bifurcates from (λ∗1, 0) and such that for each λ >
λ∗1 there exists at least one positive solution u(·) of (11) with (λ, u) ∈ S .
Furthermore, if G∞ > 0, then, for each
λ > η∗ := λ1(−∆)/G∞
there is an unbounded set of positive solutions u(·) of (11) with (λ, u) ∈ S .
Proof. From (16) we know that assumption (HG) implies
lim
c→0+
τ(c) = λ∗1 and lim sup
c→+∞
τ(c) = +∞.
Thus, the continuity of the map τ(·) on R+0 implies that the range of τ contains
the interval ]λ∗1,+∞). Then the first part of the claim follows from Proposi-
tion 3.2. On the other hand, since G(·) is monotone increasing, if we also
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suppose that G∞ > 0, then necessarily G(s) → +∞ as s → +∞. In this
manner, we enter in the setting of [39, Corollaire 12] and so we have
lim inf
c→+∞ T (c) ≤ π/
√
G∞.
Hence
lim inf
c→+∞ τ(c) ≤
￿π
L
￿2
/G∞ = η∗.
We conclude that for each λ ∈ ]η∗,+∞) the equation τ(c) = λ has infinitely
many solutions. In fact,
lim inf
c→+∞ τ(c) < λ < lim supc→+∞
τ(c)
and, by the intermediate value theorem, there is a sequence cn → +∞ of
solutions of the equation τ(c) = λ. To each such a solution cn > 0 there
corresponds a unique positive solution un(·) of (11) with ||u||∞ = cn . Then
also the second part of the claim follows from Proposition 3.2.
The consequence about the existence of infinitely many positive solutions
is not related to the condition g0 > 0 as it involves only the behavior of the
time-mapping at infinity. In particular, infinitely many solutions can occur
also when G∞ > 0 as one can see in [17, 32, 35, 36, 38]. In this context, the
following result can be given for problem (11) using Opial’s estimates, where
we use the convection 1/0+ = +∞ and 1/∞ = 0.
Proposition 3.4. Let g : R+ → R+ be a continuous function satisfying (g∗)
and suppose also that
0 ≤ G∞ < G∞ ≤ +∞. (17)
Then, for each
λ ∈
￿￿π
L
￿2
/G∞,
￿π
L
￿2
/G∞
￿
there is an unbounded set of positive solutions u(·) of (11).
Proof. We define
η∗ :=
￿π
L
￿2
/G∞ and η∗ :=
￿π
L
￿2
/G∞ .
As in the preceding proof, we also note that G(s) → +∞ as s → +∞. From
[39, Corollaire 12] we find
lim inf
c→+∞ T (c) ≤ π/
√
G∞ < π/
￿
G∞ ≤ lim inf
c→+∞ T (c).
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Hence
lim inf
c→+∞ τ(c) ≤ η∗ < η
∗ ≤ lim sup
c→+∞
τ(c).
By the intermediate value theorem, for each λ ∈ ]η∗, η∗[ there is a sequence
cn → +∞ of solutions of the equation τ(c) = λ. Now we conclude with the
same argument as above. For an alternative proof see also [17, Theorem 3]
(where the supplementary condition g(s) → +∞ as s → +∞ is assumed, due
to the fact that the more general perturbed equation −u￿￿ = g(u) + h(x) is
therein considered) or [35, Theorem 4].
The next example provides a class of nonlinearities consistent with Propo-
sition 3.4.
Example 3.5. Let k, θ, A,B be given constants with k,A > 0, θ ∈ [0, 2π[ and
|B| < 2A√
k2 + 4
. (18)
Define, for every s ≥ 0,
G(s) := As2 +Bs2 cos(k log(1 + s) + θ) and g(s) := G￿(s).
Then g : R+ → R+ is a C∞-function and, by (18), one can easily check that
(g∗) holds. Moreover
G∞ = 2(A−B) < 2(A+B) = G∞ and g0 = 2(A+B cos θ) > 0.
By virtue of this result, given any pair of positive constants α < β we
can easily find a function G(·) within the class introduced in Example 3.5
such that G∞ = α and G∞ = β. Indeed, it is sufficient to take A = α + β,
B = β−α and choose k > 0 sufficiently small. In this case, as a consequence of
Proposition 3.4, Proposition 3.2 and the fact that limc→0+ τ(c) = λ∗1 , we can
describe some features of the set of positive solution pairs associated with￿
u￿￿ + λG￿(u) = 0,
u(a) = 0 = u(b).
(19)
More in detail, this set is a Cartesian graph bounded in the λ-component
and unbounded in the u-component, that bifurcates from (λ∗1, 0) and oscillates
infinitely many times between the following values
λ∗1 = η∗ =
￿
π
b− a
￿2 1
2(A+B)
and η∗ =
￿
π
b− a
￿2 1
2(A−B) .
This situation can be represented in Figure 2 for a particular function G(·) of
this class.
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||u||∞
λΛ∗
Figure 2: Bifurcation diagram in logarithmic scale for problem (19) withG(s) =
2s2 + s2 cos(2 log(1 + s)).
To give a general overview, we also discuss the other bifurcation diagrams
which we can obtain in the dual situation, when the conditions at zero and at
infinity are interchanged. To this aim, we introduce the constants
G0 := lim inf
s→0+
2G(s)
s2
, G0 := lim sup
s→0+
2G(s)
s2
as well as
ρ∗ :=
￿π
L
￿2
/G0 and ρ∗ :=
￿π
L
￿2
/G0 .
With these positions, we state the following result where we summarize all the
possible combinations involving the lower and upper limits for G. The proof is
omitted as it can be derived from Proposition 3.2 by some analogous arguments
to those exposed above.
Proposition 3.6. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let S be the set of positive solutions pairs for (11). Then the following
statements hold.
• If G0 > G∞, then for each λ ∈ ]ρ∗, η∗[ there exists at least one positive
solution u(·) of (11) with (λ, u) ∈ S .
• If G0 < G∞, then for each λ ∈ ]η∗, ρ∗[ there exists at least one positive
solution u(·) of (11) with (λ, u) ∈ S .
• If G0 < G0, then for each λ ∈ ]ρ∗, ρ∗[ there is a sequence of positive
solutions u(·) of (11) which converges uniformly to zero.
• If G∞ < G∞, then for each λ ∈ ]η∗, η∗[ there is a sequence of positive
solutions uλ,n(·) of (11) with ||uλ,n||∞ → +∞ for n→∞.
Suitably modifying the function in Example 3.5, we can find a class of
functions such that G0 < G0.
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||u||∞
λ
Figure 3: Bifurcation diagram in logarithmic scale for problem (19) withG(s) =
2s2 + s2 cos(2 log( s1+s )).
Example 3.7. Let k, θ, A,B be given constants with k,A > 0, θ ∈ [0, 2π[ and
B as in (18). Define, for every s > 0,
G(s) := As2 +Bs2 cos(k log( ss+1 ) + θ), g(s) := G
￿(s) and g(0) = 0.
Then g : R+ → R+ is a C∞-function satisfying (g∗) and such that
G0 = 2(A−B) < 2(A+B) = G0 and g∞ = 2(A+B cos θ) > 0.
In Figure 3 is represented a bifurcation diagram related to a function G(·)
with nonlinear features described above. Moreover, we notice that it is not
difficult to combine Example 3.5 and Example 3.7 in order to produce a class
of functions such that both G0 > G0 and G∞ > G∞ are valid.
To conclude, the analysis performed in this section by the use of the time-
mapping shows some possibilities to improve Corollary 2.2 (at least to the
one-dimensional case). With this in mind, now we come back to the study of
the original Dirichlet problem (D) to achieve a more general result.
4. Revisiting the sublinear case
In this section we consider a bounded domain Ω ⊂ RN with boundary of
class C1,1. Let X be the Banach space C10 (Ω) = {u ∈ C1(Ω) : u = 0 on ∂Ω}
with its standard norm. We denote by
PX := {u ∈ X : u(x) ≥ 0, ∀x ∈ Ω}
the positive cone in X.
This section is also developed under the following technical condition on
the weight function.
(a#) Suppose that there exist an open set Ω1 ⊂ Ω and a constant η > 0 such
that a(x) ≥ η for a.e. x ∈ Ω1 .
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Condition (a#) is always satisfied when (a∗) holds. Although it is slightly
more restrictive than (a∗∗), nevertheless it is a key hypothesis for the study of
indefinite problems also considered by several authors. For a discussion about
this topic we refer to [31, Ch. 9].
Our goal is still the generalization of Proposition 3.3 to problem (D). In
view of the presence of the parameter λ in the equation, it seems natural to
enter in a bifurcation setting, in order to obtain both the existence of solutions
for each λ in a certain range and the existence of a continuum of solution pairs
with the desired properties. With this respect, the following result holds.
Theorem 4.1. Let a ∈ L∞(Ω) satisfy (a#) and let g : R+ → R+ be a con-
tinuous function satisfying (g∗) and such that g0 is finite. Then the following
conclusions hold:
I) If g0 > 0, there exists an unbounded continuum C ⊂ R+0 ×X containing
(Λ∗, 0) and such that C \{(Λ∗, 0)} is made of positive solution pairs (λ, u)
to problem (D).
II) If g0 > 0 and, moreover, G∞ = 0, then for each λ > Λ∗ there is at least
one positive solution u(·) with (λ, u) ∈ C .
III) If g0 > 0 and also G∞ > G∞ = 0, then there is M∗ such that for each
λ > M∗ there is an unbounded set of positive solutions.
Proof of I). The first part closely follows the schemes proposed in [26, The-
orem 2] and [12, Theorem 2.2] which involve the global bifurcation theorem
of Rabinowitz [40, Theorem 1.3]. In [26] the theory was developed for a con-
tinuous weight function, but it can be suitably adapted to cover the case in
(a#).
First of all, we extend g(s) by oddness to the whole real line (such extension
will be still denoted by g). We fix a constant p > N and consider the Nemytskii
operator F : X → Lp(Ω) associated with f(x, u) := a(x)g(u), namely
F : X → L∞(Ω) ￿→ Lp(Ω), u(·) ￿→ f(·, u(·)).
For each v(·) ∈ Lp(Ω) the Dirichlet problem￿
−∆u = v(x)
u ∈W 1,p0 (Ω)
(20)
has a unique solution which belongs to W 2,p(Ω). Since p > N, this latter space
is compactly embedded in C1,β(Ω) for 0 ≤ β < 1−(N/p).We denote the inverse
of the Laplacian operator by L−1, which associates to each v(·) ∈ Lp(Ω) the
solution u(·) ∈ X of (20), via the following compositions
L−1 : Lp(Ω)→W 1,p0 (Ω) ∩W 2,p(Ω) ￿→ X.
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In this way, problem (D) can be settled like a fixed point problem in the
space X, as follows
u = λKu, (21)
where K : X → X is the completely continuous operator defined as
K(u) := L−1F (u).
Following [31] we define C1,1
−
(Ω) :=
￿
0<θ<1 C
1,θ(Ω). Observe that a solution
of (21) belongs to C10 (Ω)∩C1,1
−
(Ω) and is twice classically differentiable almost
everywhere in Ω (see [22] and also [31, Theorem 5.8] to justify our assertions
on the regularity results).
The existence of a finite g0 allows to express the nonlinearity f as
f(x, s) = g0a(x)s+ a(x)γ(s), with γ(s)/s→ 0 as s→ 0.
Therefore K admits a linearization at u = 0 of the form L−1A, where A is the
multiplication operator induced by the function g0a(·). We denote by W the
closure in R×X of the set of nontrivial solution pairs (λ, u) of (21).
Let Λ∗ be defined as in (6). According to Hess and Kato [26], as already
observed in the proof of Corollary 2.2, the point (Λ∗, 0) is a bifurcation point
of the nonlinear problem (21). An application in this setting of Rabinowitz’s
global bifurcation theorem [40, 41] ensures that the set W contains a maximal
subcontinuumF such that F ￿ (Λ∗, 0) and F is either unbounded or contains
a point (λˆ, 0) where λˆ is a characteristic value of L−1A with λˆ ￿= Λ∗. On account
of the fact that (0, 0) is not a bifurcation point, F is connected and Λ∗ > 0,
we firstly observe that
F ⊂ R+0 ×X.
We are going to prove that F contains an unbounded sub-continuum C
starting from (Λ∗, 0), satisfying C \ ￿R× {0} ￿ ⊂ R+0 × intPX , which does not
contain any point (λˆ, 0) with λˆ ￿= Λ∗. To this aim, we will show that
F \ ￿R× {0} ￿ ⊂ ￿R+0 × intPX ￿ ∪ ￿R+0 ×−intPX ￿ (22)
and
F ∩ ￿R× {0} ￿ = {(Λ∗, 0)}. (23)
In fact, condition (23) implies that the second alternative of Rabinowitz bi-
furcation theorem does not occur and therefore F is unbounded. Then, the
continuum we are looking for can be defined as
C := {(λ, |u|) : (λ, u) ∈ F} ⊂ ￿R+0 × intPX ￿ ∪ {(Λ∗, 0)}. (24)
In this manner, assertion I) follows because it is obvious that C is a closed
connected unbounded set of solution pairs to (21) which contains (Λ∗, 0) and
moreover for each (λ, u) ∈ C \ {(Λ∗, 0)} we have λ > 0 and u > 0.
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Our task is now to check conditions in (22) and (23). To do this we divide
the proof into some steps.
Step 1. There is a neighborhood U of (Λ∗, 0) such that
U ∩F ⊂ ￿R+0 × intPX ￿ ∪ ￿R+0 ×−intPX ￿ ∪ {(Λ∗, 0)}. (25)
Indeed, if by contradiction there is no neighborhood U of (Λ∗, 0) as above,
then one could find a sequence (λn, un) of solutions to (21) with λn → Λ∗ and
un ￿∈ −intPX ∪ intPX , such that 0 < ||un||→ 0. Normalizing, we have
vn = λn
K(||un||vn)
||un|| , where vn :=
un
||un|| .
By compactness, we can assume that vn → v (up to a subsequence). Moreover,
v ￿∈ −intPX ∪ intPX .
Using the linearization of K at zero we obtain
v = Λ∗L−1Av, with ||v|| = 1.
This means that v is an eigenfunction corresponding to the positive principal
eigenvalue Λ∗ and therefore
v ∈ −intPX ∪ intPX .
A contradiction is thus achieved. For what follows, it is useful to note that
U ∩ ￿F \ ￿R× {0} ￿ ￿ is nonempty.
Step 2. It holds that
F ∩ ￿R+0 × ￿− ∂PX ∪ ∂PX￿ ￿ = {(Λ∗, 0)}. (26)
Suppose that (ζ, u0) ∈ F ∩
￿
R+0 ×
￿− ∂PX ∪ ∂PX￿ ￿. The odd extension of
g(s) implies that also the operator K is odd. Therefore, when u is a solution
of (21), −u is a solution, too. Accordingly, without loss of generality, we can
suppose that (ζ, u0) ∈ F ∩
￿
R+0 × ∂PX
￿
.
We claim that u0 = 0. If, by contradiction, u0 ￿= 0, then u0(·) is a nontrivial
nonnegative solution to the problem
−∆u = ζa(x)g(u), u|∂Ω = 0,
which is equivalent to
−∆u+ cu = (c+ ζa(x)φ(u))u, u|∂Ω = 0,
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where we have introduced the auxiliary continuous function
φ(s) :=
￿
g(s)/s for s ￿= 0,
g0 for s = 0.
(27)
Now, if we take
c ≥ ζ||a||∞ sup
0≤s≤||u||∞
φ(s),
we obtain that
−∆u0(x) + cu0(x) ≥ 0, u0|∂Ω = 0,
with u0(x) ≥ 0 for all x ∈ Ω and u0 ￿≡ 0. By the strong maximum principle
u0 ∈ intPX follows and this leads to a contradiction.
Since u0 = 0, now we have (ζ, 0) ∈ F ∩
￿
R+0 × ∂PX
￿
. So that, there exists
a sequence (λn, un) of solutions to (21) with λn → ζ > 0 and un ∈ intPX such
that 0 < ||un||→ 0. Normalizing as in Step 1 and passing up to a subsequence
for vn := un/||un||, we obtain
v = ζL−1Av, with ||v|| = 1 and v > 0.
This means that v is a positive eigenfunction associated with the eigenvalue
ζ > 0. Therefore ζ = Λ∗, as there is a unique positive eigenvalue having a
positive eigenfunction.
Step 3. It holds that
F ⊂ ￿R+0 × intPX ￿ ∪ ￿R+0 ×−intPX ￿ ∪ {(Λ∗, 0)}. (28)
Indeed, let us consider the set
F ￿ := {(λ, u) ∈ F : λ > 0,±u ∈ intPX} ∪ {(Λ∗, 0)}.
By Step 1, the set F ￿ is open relatively to F . We claim that F ￿ is closed
in F . To do this, we consider a sequence (λn, un) → (ζ, u) with ζ > 0 and
un ∈ intPX ∪ −intPX . If u ∈ intPX ∪ −intPX , we are done. Otherwise, if
u ∈ −∂PX ∪ ∂PX , from Step 2 we have (ζ, u) = (Λ∗, 0). The claim is thus
proved. The connectedness of F implies that F ￿ = F and (28) is verified.
Finally, the proof of I) is concluded because (22) and (23) directly follow
from (28).
Proof of II). Having already produced the continuum C , we will prove that it
is unbounded in the λ-component if G∞ = 0. To this aim, we introduce the
projection
p1 : R×X → R, (λ, u) ￿→ λ
and we show that p1(C ) ⊃ [Λ∗,+∞).
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Suppose, by contradiction, that the inclusion does not hold. So that there
exists λˆ > Λ∗ such that λ < λˆ for each (λ, u) ∈ C .
Let a1, b1 be such that Ω ⊂ ]a1, b1[×RN−1. As already observed in Section 3,
the hypothesis G∞ = 0 implies that T∞ = +∞, where
T∞ := lim sup
c→+∞
T (c). (29)
Let us fix a constant R > b1 − a1 and let d > 0 be such that
T (d)2 > R2λˆ||a||∞. (30)
According to Proposition 3.1 the function vd,R(t) is a solution of
v￿￿ +
￿T (d)
R
￿2
g(v) = 0
such that vd,R(t) > 0 for all t ∈ [a1, b1]. Finally, from vd,R we define a function
on RN as
β(x) := vd,R(x1), ∀x = (x1, . . . , xN ) ∈ Ω.
By construction, for each λ ∈ ]0, λˆ[ , the function β(x) is an upper solution
which is not a solution for problem (D). Indeed, there exists a constant ρ > 0
such that
−∆β(x) ≥ λˆ||a||∞g(β(x)) + ρ, ∀x ∈ Ω (31)
and, moreover,
inf
x∈Ω
β(x) = η > 0. (32)
Now, we claim that
u(x) < β(x), ∀x ∈ Ω, (33)
for each positive solution u(·) such that (λ, u) ∈ C . To prove this inequality we
follow an argument close to the one in [36, Step 4] (for another possible proof,
but involving a locally Lipschitz condition, we refer to [20, Theorem 2.2]).
Let us consider the set
C ￿ := {(λ, u) ∈ C : u(x) < β(x), ∀x ∈ Ω},
which is nonempty and open relatively to C . In order to prove (33) we will
show that C ￿ is also closed relatively to C , so then we can conclude by the
connectedness of C .
Let U(x) ≤ β(x), for all x ∈ Ω, be a solution of (D) for some λ such that
(λ, U) ∈ C . We notice that U(x) < β(x), ∀x ∈ ∂Ω. We are going to prove that
U(x) < β(x), ∀x ∈ Ω. Let us fix ε > 0 such that
4ελˆ||a||∞ < ρ.
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By the uniform continuity of g(s) on the interval [0, ||β||∞], there exists δ > 0
such that |g(s￿) − g(s￿￿)| < ε for each s￿, s￿￿ ∈ [0, ||β||∞] with |s￿ − s￿￿| < δ. If
there exists a point x0 ∈ Ω such that U(x0) = β(x0), then we can take a (small)
open ball B(x0, r) ⊂ Ω such that |U(x) − U(x0)| < δ and |β(x) − β(x0)| < δ
for all x ∈ B[x0, r]. As a consequence, we have
|g(β(x))− g(U(x))| < 2ε, ∀x ∈ B[x0, r].
A comparison between (31) and −∆U(x) = λa(x)g(U(x)) for a.e. x ∈ B(x0, r)
(for 0 < λ < λˆ) shows that the function W (x) := β(x) − U(x) satisfies
−∆W (x) ≥ ρ/2 for a.e. x ∈ B(x0, r) withW ≥ 0 on ∂B(x0, r) andW (x0) = 0.
This contradicts the strong maximum principle on the ball B(x0, r) (cf. [24,
Lemma 3.2 (interior form)]). Therefore we conclude that C ￿ is closed relatively
to C .
Therefore, from (33) we have that
C ⊂ ]0, λˆ[×[0,β(·)].
Hence, C is bounded in the product space and this contradicts the alternatives
of Rabinowitz’s global bifurcation theorem. Assertion II) is thus proved.
Proof of III). For the latter assertion, concerning the case G∞ > G∞ = 0, we
rely to [36, Theorem 2.2] applied to the problem￿
−∆u = f(x, u) in Ω,
u = 0 on ∂Ω,
(34)
where
f(x, s) :=
￿
λa(x)g(s) if s ≥ 0,
0 if s < 0.
With this respect, we observe that f(x, s) ≥ ληg(s) for every s ≥ 0 and
a.e. x ∈ Ω1 and, moreover, f(x, s) ≤ h(s) := λ||a||∞g(s) for every s ≥ 0
and a.e. x ∈ Ω. By our special form of f(x, s) (which, in particular, implies
f(x, 0) ≡ 0), one can see that the assumptions (h3) and g(s)→∞ as s→ +∞
required in [36, Theorem 2.2] can be ignored. The condition G∞ = 0 implies
lim infs→+∞(
￿ s
0 h(ξ) dξ)/s
2 = 0 as in (h5) of [36, Theorem 2.2] and thus the
existence of a sequence of upper solutions βn tending to infinity uniformly in
Ω is guaranteed. On the other hand, given ρN = NN/(N − 1)(N−1) for N ≥ 2
otherwise ρ1 = 1 and let R > 0 be the radius of the largest ball contained in
Ω1, according to [36, Remark 1] if
λ > M∗ :=
ρN
ηG∞
￿ π
2R
￿2
,
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then there exists a sequence of lower solutions αn with max(αn) = maxΩ1(αn)
tending to infinity. The rest of the proof is similar to [36, Theorem 2.2]. It
leads to the existence of an unbounded sequence of solutions un for (34) and
the strong maximum principle (cf. [24, Lemma 3.2 (global form)]) guarantees
that un(x) > 0 for all x ∈ Ω.
The construction of an upper solution using conditions on the lower limit
at infinity of G(s)/s2 has been already exploited in [18, 36, 38].
One could argue that functions satisfying (HG) and not (Hg) seem really
artificial. Our opinion is that such kind of functions may look slightly unusual
but not too weird. One can easily provide examples of functions in the class
(g∗) and satisfying
0 = lim inf
s→+∞
2G(s)
s2
< lim sup
s→+∞
2G(s)
s2
. (35)
This can be done in different manners. For example, by selecting an increasing
sequence of positive reals (an)n such that
lim
n→+∞n
−2a2n = ￿ ∈ ]0,+∞] and lim
n→+∞n
−2a2n+1 = 0.
Then G(s) can be constructed as a smooth function satisfying G(0) = G￿(0) =
0 < G￿￿(0), G￿(s) > 0 for all s > 0 and such that its graph interpolates the
points (n, an). This procedure, even if it permits to define functions satisfying
our requests, still may look somehow artificial. For this reason, we show below
how to define in an analytical manner suitable maps satisfying (g∗) and (HG)
by the use of elementary functions. Such nonlinearities are obtained by a
modification of the ones considered in Example 3.5, as follows.
Example 4.2. Let ρ, θ, A, k1, k2, p, q, be positive constants, with θ ∈ [0, 2π],
A ≥ e, and 0 < q < 1− p < 1. Define, for every s ≥ 0,
G(s) := ρs2
￿
1 + cos
￿
k1 log
p(A+ s) + θ
￿
+ k2 log
−q(A+ s)
￿
.
If
k1p+ k2q < 2k2 ,
then g : R+ → R+, defined as g(s) := G￿(s), is a C∞-function satisfying (g∗).
Moreover,
G∞ = 0 < 4ρ = G∞ and g0 ∈ ]0,+∞[.
Indeed, to check that g(s) > 0 for all s > 0, we just observe that
G￿(s) ≥ ρs
￿
2k2ξ
−q − k1pξp−1 − k2qξ−q−1
￿
, for ξ := log(A+ s) > 1.
By the choice of the coefficients, we see that the term in parenthesis is strictly
positive. All the other verifications are straightforward.
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Under our assumptions, it is natural to ask wether there are further proper-
ties of the Rabinowitz’s bifurcation continuum C . Indeed, the following result
holds.
Proposition 4.3. Let a ∈ L∞(Ω) satisfy (a#) and let g : R+ → R+ be a
continuous function satisfying (g∗) and such that g0 is finite. If g0 > 0, then
the continuum C defined in (24) is unbounded in the u-component.
Proof. Let C be the continuum obtained in I) of Theorem 4.1 and defined
in (24). Suppose, by contradiction, that there exists M > 0 such that
||u|| ≤M for all (λ, u) ∈ C ⊂ R+0 ×X. (36)
This, in turn, implies that 0 < u(x) ≤M for all x ∈ Ω. Then, as a consequence
of (g∗) and g0 > 0, we find that g(u(x)) ≥ CMu(x) for all x ∈ Ω, for
CM := inf
0<s≤M
g(s)
s
> 0.
In other words, for φ defined as in (27), we have that φ(u(x)) ≥ CM for every
(λ, u) ∈ C and problem (D) can be written as￿
−∆u = λa(x)φ(u)u in Ω,
u = 0 on ∂Ω.
(37)
Now, let z ∈ Ω1 and r > 0 be such that the open ball B = B(z, r) satisfies
B ⊂ Ω+ and, moreover, let ρ1 > 0 be the first (positive) eigenvalue of the
eigenvalue problem with positive weight
−∆u = ρa(x)u, u|∂B = 0.
We denote by ψ the associated positive eigenfunction with maxB ψ(x) = 1.
We fix a constant λˆ > ρ1/CM such that there exists a (positive) solution uˆ
of (37) with (λˆ, uˆ) ∈ C . We know that such a pair always exists because C is
unbounded in the product space and we are assuming (36). Let v(x) = ϑψ(x)
(with ϑ > 0) be the maximal eigenfunction of
−∆u = ρ1a(x)u, u|∂B = 0
such that v(x) ≤ uˆ(x), ∀x ∈ B. By definition, we have 0 = v(x) < uˆ(x) on
∂B and v(x0) = uˆ(x0) for some x0 ∈ B. The function W (x) := uˆ(x) − v(x)
satisfies −∆W (x) > 0 for a.e. x ∈ B with W (x) > 0 on ∂B and minBW (x) =
W (x0) = 0, thus contradicting the maximum principle. Therefore, our asser-
tion is proved.
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As a consequence of Theorem 4.1 and Proposition 4.3, we can say that
Proposition 3.3 for the one-dimensional case is now extended to any sufficiently
regular domain in RN . In particular, also Corollary 2.5 extends as follows
(where the constant λ∗1 := λ1(−∆)/g0 is the one defined in (10)).
Corollary 4.4. Let a ∈ L∞(Ω) satisfy (a#) and let g : R+ → R+ be a
continuous function satisfying (g∗) and (HG). Then there exists a continuum
C containing (λ∗1, 0) and such that C \ {(λ∗1, 0)} is made of positive solution
pairs (λ, u) to problem (9). The continuum C is unbounded both in the u-
component and the λ-component.
Moreover, if the map s ￿→ g(s)/s is decreasing on R+0 since the conditions (Hg)
and (HG) are equivalent, then the set of positive solution pairs S coincides with
C \{(λ∗1, 0)} and is the graph of a continuous map ]λ∗1,+∞[￿ λ ￿→ uλ ∈ intPX .
From the proof of Theorem 4.1 it is also clear that a more general version of
Theorem 4.1 can be given as follows.
Theorem 4.5. Let a ∈ L∞(Ω) satisfy (a#) and let g : R+ → R+ be a con-
tinuous function satisfying (g∗) and such that g0 is finite. Then the following
conclusions hold:
• If g0 > 0, there exists an unbounded continuum C ⊂ R+0 ×X containing
(Λ∗, 0) and such that C \ {(Λ∗, 0)} is made of positive solution pairs
(λ, u) to problem (D). The continuum C is always unbounded in the u-
component.
• If g0 > 0 and, moreover, T∞ = +∞, then the continuum C is also
unbounded in the λ-component and, therefore, for each λ > Λ∗ there is
at least one positive solution u(·) with (λ, u) ∈ C .
The method of producing bounds for a PDEs using the ODE u￿￿+ g(u) = 0
has been also considered in [36] and [28]. Sufficient conditions for validity of
the time-mapping hypothesis have been presented in previous papers (see, for
instance [19]).
Theorem 4.5 is useful to produce other existence results where explicit
hypotheses on g(s) or G(s) at infinity can be employed in order to obtain
T∞ = +∞. From [15], one could require that g is such that
lim inf
s→+∞
g(s)
s
= 0, sg￿(s) ≤Mg(s) for s > d, (38)
for some positive constantM. This hypothesis, according to Omari and Ye [37],
is said to be a “desultorily sublinear condition”. For the PDE setting, it has
been recently used for the Neumann problem in [43]. Condition (38) is inde-
pendent on G∞ = 0 as shown in an example of [15].
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Finally, we notice that the assumption lim infs→+∞ g(s)/s = 0 alone is
not enough to guarantee the existence of positive solutions to problem (D) for
λ ≥ Λ∗ = ν1/k. Indeed, we are able to provide a counterexample at least for a
constant weight and in one-dimension case. Namely the following results holds.
Proposition 4.6. Let Ω ⊂ R be a bounded open interval of length |Ω| = L.
For each positive constant k, there exists a continuous function g : R+ → R+
satisfying (g∗), with
g0 = k and lim inf
s→+∞
g(s)
s
= 0, (39)
such that there is no positive solution pair for (11) when λ ≥ λ∗1 = ( πL )2/k.
The function g can be defined so that
lim
s→+∞
2G(s)
s2
= lim sup
s→+∞
g(s)
s
= K, (40)
for any prescribed value K ∈]k,+∞].
Proof. Our example is inspired by some analogous considerations in [16, 34],
however the proof here is completely different. We adopt a time-mapping
technique as in Section 3. We discuss in detail the situation when K is a real
number. The case K = +∞ is can be treated in the same way with simple
modifications.
We start by giving the general structure of the example. Let k,K be two
given constants with 0 < k < K. We consider a strictly increasing continuous
function q1 : R+ → R+0 with q1(0) = k and q1(+∞) = K. Then, let T1 be the
time-mapping associated with the autonomous scalar equation
u￿￿ + g1(u) = 0, for g1(s) := s q1(s).
As usual, we set
G1(s) :=
￿ s
0
g1(ξ) dξ.
By the properties recalled in Section 3 we know that T1 : R+0 → R+0 is a strictly
decreasing function with
lim
c→0+
T1(c) =
π√
k
and lim
c→+∞T1(c) =
π√
K
.
Next, we consider a strictly monotone increasing function g2 : R+ → R+ with
g2(+∞) = +∞ and such that
lim
s→+∞
g2(s)
s
= 0.
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By the properties of g1(·) and g2(·) and since g1(s)/s → K > 0 as s → +∞,
there exists a constant d > 0 such that
0 < g2(s) < g1(s), ∀ s ≥ d.
Let ε > 0 be a fixed constant such that
3ε <
π√
k
− π√
K
(41)
and, subsequently, let us fix a constant θ ∈ ]0, 1[ such that
√
θ ≥
￿ π√
K
+ ε
￿
/
￿ π√
k
− ε
￿
. (42)
At this moment, we can determine a constant d∗ ≥ d such that
g1(s) >
1
1− θ , (43a)
T1(s) <
π√
K
+ ε, (43b)￿
8/g2(s) < ε, (43c)
hold for all s ≥ d∗.
Finally, we take two sequences (dn)n and (rn)n of positive real numbers
with dn ￿ +∞ and rn ￿ 0+ and d1 − r1 > d∗ + 2.
We also define In := [dn − rn, dn + rn]. The function g : R+ → R+ of our
example will be defined as
g(s) := g1(s)− φ(s),
where φ : R+ → R+ is a continuous function with
φ(s) = 0, ∀ s ∈ R+ \ ￿ ∞￿
n=1
In
￿
;
max
s∈In
φ(s) = φ(dn) := g1(dn)− g2(dn).
If we denote by,
Φ(s) :=
￿ s
0
φ(ξ) dξ ,
we also impose
Φ(+∞) ≤ 1.
We notice that
g1(s) ≥ g(s) ≥ g2(s), ∀ s ≥ d∗ ≥ d.
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Moreover, g(s) = g1(s) for all 0 ≤ s ≤ d∗+2 and g(dn) = g2(dn). By definition
of g, we have also that G(s) = G1(s) − Φ(s). Hence (39) and (40) follow
immediately.
If we denote by T the time-mapping associated with u￿￿ + g(u) = 0, from the
definition of g it is easy to check that
lim
c→+∞T (c) = limc→+∞T1(c) =
π√
K
.
However, we want to prove more. Indeed, we claim that
T (c) <
π√
k
=
π√
g0
, ∀ c > 0. (44)
By construction, we have that T (c) = T1(c) < π/
√
k, for all c ∈ ]0, d∗ + 2]. So,
we consider now c > d∗ + 2 and prove that T (c) < π/
√
k.
In fact, recalling the time-mapping formula given in (14) and using the fact
that c− 1 > d∗, we have
T (c) = 2
￿ c−1
0
ds￿
2(G(c)−G(s)) + 2
￿ c
c−1
ds￿
2(G(c)−G(s))
= 2
￿ c−1
0
ds￿
2(G1(c)−G1(s)− (Φ(c)− Φ(s)))
+ 2
￿ c
c−1
ds￿
2(
￿ c
ξ g(ξ) dξ)
≤ 2
￿ c−1
0
ds￿
2(G1(c)−G1(s)− 1)
+ 2
￿ c
c−1
ds￿
2(
￿ c
ξ g2(ξ) dξ)
≤ 2√
θ
￿ c−1
0
ds￿
2(G1(c)−G1(s))￿ ￿￿ ￿
G1(c)−G1(s)− 1 ≥ θ(G1(c)−G1(s)),
by condition (43a)
+2
￿ c
c−1
ds￿
2(
￿ c
ξ g2(c− 1) dξ)
<
2√
θ
￿ c
0
ds￿
2(G1(c)−G1(s))
+
￿
2
g2(c− 1)
￿ c
c−1
ds√
c− s
=
T1(c)√
θ
+
￿
8
g2(c− 1) <
1√
θ
￿ π√
K
+ ε
￿
￿ ￿￿ ￿
by (43b)
+ ε￿￿￿￿
by (43c)
≤ π√
k
− ε￿ ￿￿ ￿
by (42)
+ε =
π√
k
.
We have thus verified (44), so that by Proposition 3.2 we know that a positive
solution to (11) can exist only for λ < λ∗1. In other words, with our choice of the
function g, there is no positive solution pair for problem (11) when λ ≥ λ∗1.
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Following the instructions given in the proof, it is easy now to provide a
concrete function g.
Example 4.7. As a model example, let us consider the following functions:
q1(s) =
￿
k + 2(K−k)π arctan(s) for K < +∞,
k + s arctan(s) for K = +∞,
and
g2(s) =
√
s.
The parameters involved in the construction can be explicitly computed once k
and K are given.
For instance, let us take k = 1 and K = 25. In this case, we can choose
d = 1. Next, we fix ε = π/4 and θ = 9/25, in order to satisfy (41) and (42).
With such a choice of the constants, simple computations show that d∗ = 170
is more than adequate to have all the three conditions in (43) fulfilled. At this
point, we take, for any positive integer n,
dn = 180 + n and rn =
2−n
25dn
.
We define the function φ(s) as a piecewise linear function, namely
φ(s) =
￿
g1(dn)− g2(dn)− g1(dn)−g2(dn)rn |s− dn| for s ∈ In,
0 for s ￿∈ In .
As a last step, we observe that￿ +∞
0
φ(ξ) dξ =
∞￿
n=1
rnφ(dn) <
∞￿
n=1
rng1(dn) <
∞￿
n=1
Krndn =
∞￿
n=1
2−n = 1.
Therefore, all the required conditions are satisfied.
Remark 4.8. The function g, whose existence is asserted in Proposition 4.6,
can be more than continuous. Indeed, it can be smooth as we like (it is just a
matter of choosing q1, g2 and φ smooth functions). In particular, in Example
4.7 we can easily modify the choice of φ, taking a piecewise polynomial function
instead of a piecewise linear function. Hence, when K is finite and g is C1(R+),
we have g(s)/s bounded but sups>0 g
￿(s) = +∞. In this way our example shows
that the second condition in (38) cannot be avoided.
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5. Concavity of g(s) versus monotonicity of g(s)/s
In Corollary 2.3 we have recalled the uniqueness results to problem (D) due
to Brezis-Oswald [8] and the ones of Brown-Hess [9]. As already observed, when
the weight function is positive, the hypothesis of Brezis-Oswald, concerning the
monotonicity of g(s)/s, is more general than the requirement of Brown-Hess
about the concavity of g(s). On the other hand, the monotonicity of g(s)/s is
not enough to guarantee the uniqueness of positive solutions for an indefinite
weight. Here we present an illustrative example in this direction, with the aid
of some numerical computations.
Our example deals with the one-dimensional case
u￿￿ + λa(t)g(u) = 0, (45)
where g : R+ → R+ is defined by
g(s) := 10se−3s
2
+
s
|s|+ 1 (46)
and a : R→ R is such that
a(t) := (1− |t|)5 cos
￿9π
2
|t|1.2
￿
. (47)
It is straightforward to check that g satisfies (g∗) and (Hg). Moreover,
the map s ￿→ g(s)/s is strictly decreasing on R+0 ; however, the function g
is not concave. According to Section 3, the time-mapping associated with
the autonomous system (12) is strictly increasing (see Figure 4) and therefore
problem (11) has at most one positive solution for each λ > 0 and, in fact,
there exists a unique positive solution if and only if λ > λ∗1 . This is precisely
what Brezis and Oswald theorem asserts when applied to (11).
Figure 4: Time-mapping diagram for u￿￿ + g(u) = 0 where the function g is
defined as in (46).
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We show now the effect of an indefinite weight on the number of positive
solutions. The function a(t) that we have selected for our simulations (see
Figure 5) has been chosen just to give more evidence to the presence of multiple
(positive) solutions. Multiple solutions can be obtained also for different sign-
changing weights.
−1 1
Figure 5: Graph of the function a(t) as defined in (47) in the interval Ω =]−1, 1[.
In our case, we give numerical evidence of at least five positive solutions for
the Dirichlet problem associated with (45) on the domain Ω =]−1, 1[ . We start
our analysis, for a fixed value of λ = 80, by shooting solutions from t = −1 with
initial slope between r0 = 0.38 and r1 = 10. More in detail, for each r ∈ [r0, r1],
let (u(·, r), y(·, r)) be the solution of￿
u￿ = y
y￿ = −λa(t)g(u)
satisfying the initial condition (u(−1, r), y(−1, r)) = (0, r). Then, in the phase-
plane (u, y) = (u, u￿), we consider the arc
Γ := {(u(1, r), y(1, r)) : r ∈ [r0, r1]}
and look for points p ∈ Γ∩ {(0, y) : y < 0}. In the discretization of the interval
[r0, r1] we have taken a non-uniform distribution of nodes. The features of the
function
f(t, u) = λa(t)g(u), t ∈ [−1, 1]
have required an increased number of nodes in the subinterval [0.391, 0.393],
in order to obtain a more accurate evaluation of the intersection points. The
resulting curve Γ is shown in Figure 6 where we have also put in evidence the
five intersection points.
For each intersection point p = (0, ρ) ∈ Γ ∩ {(0, y) : y < 0}, we then solve
the initial value problem
u￿￿ + λa(t)g(u) = 0, u(−1) = 0, u￿(−1) = −ρ.
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Figure 6: The curve Γ in the phase-plane.
The symmetry of the weight function (i.e. a(−t) = a(t)) guarantees that
the solution u(·,−ρ) is a positive solution of the Dirichlet problem associated
with (45) on ]− 1, 1[ . The corresponding five solutions are represented in Fig-
ure 7. Notice that, three of these solutions are even functions, while the other
two (called u1 and u2) are symmetric each other, that is u2(−t) = u1(t).
−1 1
Figure 7: The five positive solutions of (D).
Our example may have some interest also with respect to the result of Gidas,
Ni and Nirenberg [21] on the symmetry of positive solutions. Notice that [21,
Theorem 1’] does not applies because the function [0, 1] ￿ ξ ￿→ f(ξ, u) is not
decreasing.
Another point of view in order to distinguish between symmetric and asym-
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metric solutions is to consider the intersections between the curves
Γ+ := {(u(0, r), y(0, r)) : r ∈ [r0, r1]},
Γ− := {(u(0, r),−y(0, r)) : r ∈ [r0, r1]}.
The curve Γ− can be equivalently described as the locus of the points at the
time t = 0, shooting back from the negative y-axis with slope r ∈ [−r1,−r0]
at the time t = 1. In this way the set of intersection points p ∈ Γ+ ∩ {(x, 0) :
x > 0} = Γ− ∩ {(x, 0) : x > 0} are in bijection with the even positive solutions,
while the set of intersection points q ∈ Γ+ ∩ Γ− \ {(x, 0) : x > 0} correspond
to the positive solutions symmetric to each other but not even. This point of
view is illustrated in Figure 8.
Γ+
Γ−
−0.38
−10
0.38
10
Figure 8: The curves Γ+ and Γ− in the phase-plane.
6. Final remarks
Our main results in Section 4 (namely Theorem 4.1 and Theorem 4.5) con-
cern the existence of unbounded connected branches of positive solution pairs
with regard to a nonlinear Dirichlet problem for the Laplace differential opera-
tor. Here we wish to sketch how to obtain the same kind of results in the case
of a more general linear differential operator of the second order. Therefore we
consider the problem ￿
Lu = λa(x)g(u) in Ω,
u = 0 on ∂Ω,
(48)
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where L is a linear operator of the form
L := −
N￿
j,k=1
αjk(x)DjDk +
N￿
j=1
αj(x)Dj + α0(x).
In order to obtain the statement I) in Theorem 4.1 for this operator, we suppose
that
αjk = αkj ∈ C(Ω) and αj ,α0 ∈ L∞(Ω), with α0 ≥ 0.
Moreover, we also assume that L is strictly elliptic in Ω, indeed there exists
a constant κ > 0 such that
￿
j,k ajk(x)ξjξk ≥ κ||ξ||2 for all x ∈ Ω and ξ =
(ξ1, . . . , ξN ) ∈ RN . Taking into account these assumptions and following [26],
we can reproduce the same proof.
In order to obtain the statement II) in Theorem 4.1 we have to prove the
existence of an upper solution β satisfying a condition analogous to (31). To this
purpose, we first give the following lemma which is presented in a general form
so that it can be applied in principle also in other contexts. We note also that
our lemma presents some overlapping with a preceding result by Grossinho and
Omari in [23, Lemma 2.1]. For the sequel, we recall the notation T∞ introduced
in (29), where T (·) is the time-mapping associated with the second order ODE
u￿￿ + g(u) = 0 (see Section 3).
Lemma 6.1. Let g : R+ → R+ be a continuous function satisfying (g∗) and
such that T∞ = +∞. Let I := [t0, t1] and B,M > 0 be fixed real constants.
Then for every measurable function b : I → R with |b(t)| ≤ B for a.e. t ∈ I
and for every constant K > 0, there exists k > K, such that any solution u(·)
of the initial value problem￿
u￿￿ + b(t)u￿ +Mg(u) = 0,
u(t0) = k, u￿(t0) = 0,
(49)
is such that u(t) > 0 for all t ∈ I and u￿(t) < 0 for all t ∈ ]t0, t1] .
Proof. Let u(·) : J → R+ be a solution of (49) defined on a right maximal
interval of existence contained in I. For a.e. t ∈ J we have that
d
dt
￿
u￿(t)eB(t)
￿
+MeB(t)g(u(t)) = 0, (50)
where we have set B(t) := ￿ tt0 b(ξ) dξ. Integrating on [t0, t], for t ∈ J with
t > t0 , it follows that
u￿(t) = −M
￿ t
t0
e
￿ s
t b(ξ) dξg(u(s)) ds
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holds. This proves that u￿(t) < 0 for all t > t0 with t ∈ J.
We claim now that J = I and u(t) > 0 for all t ∈ I. Suppose, by contra-
diction, that there exist a function b : I → R satisfying |b(t)| ≤ B and a first
point t∗ ∈ J such that u(t∗) = 0. We multiply equation (50) by u￿(t)eB(t) and
so we obtain the relation
1
2
d
dt
￿
u￿(t)eB(t)
￿2
+Me2B(t)
d
dt
G(u(t)) = 0, ∀ t ∈ [t0, t∗], (51)
where, as usual, G(s) :=
￿ s
0 g(ξ) dξ. Notice that
d
dtG(u(t)) = g(u(t))u
￿(t) < 0
for all t ∈ ]t0, t∗[ . Integrating equation (51) on [t0, t] ⊂ [t0, t∗[ and after simple
manipulations, we obtain
|u￿(t)|2 = 2M
￿ t
t0
e2
￿ s
t b(ξ) dξ
d
ds
(−G(u(s))) ds
≤ 2Me2B|I|(G(u(t0))−G(u(t))) = 2Me2B|I|(G(k)−G(u(t))).
Then, recalling that u￿(t) < 0 on ]t0, t∗], it follows that
−u￿(t) ≤ eB|I|M 12
￿
2(G(k)−G(u(t))), ∀ t ∈ ]t0, t∗[ .
From the previous inequality we have￿ u(t0)=k
u(t)
ds￿
2(G(k)−G(u(s))) ≤ e
B|I|M
1
2 (t− t0), ∀ t ∈ ]t0, t∗[
and then, letting t→ t∗, we find
T (k)
2
=
￿ k
0
ds￿
2(G(k)−G(u(s))) ≤ e
B|I|M
1
2 (t∗ − t0) ≤M 12 eB|I||I|.
Thus, using the fact that lim supc→+∞ T (c) = +∞, a contradiction is achieved.
As a consequence, we conclude that J = I and, moreover, u(t) > 0 for all
t ∈ I.
Now we use the preceding result to give an upper solution β as in the proof
of II) in Theorem 4.1. By the use of the same notation, let a1 and b1 be such
that Ω ⊂ ]a1, b1[×RN−1. We proceed, by introducing the following constants:
M0 > λˆ||a||∞
and
M :=
M0
κ
, b := sup
x∈Ω
￿￿￿￿ α1(x)α11(x)
￿￿￿￿ ≤ ||α1||∞κ .
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Then, according to Lemma 6.1, let u(·) ∈ C2([a1, b1]) be such that
u￿￿(t)− bu￿(t) +Mg(u(t)) = 0, ∀ t ∈ [a1, b1],
u(t) > 0, ∀ t ∈ [a1, b1]
u￿(t) < 0, ∀ t ∈]a1, b1].
(52)
We define
β(x) := u(x1), ∀x = (x1, . . . , xN ) ∈ Ω.
By the positivity of u(·) on [a1, b1] we have that (32) holds for a suitable
constant η.
The choice of β(x) implies that
Lβ(x) = −
N￿
j,k=1
αjk(x)DjDkβ(x) +
N￿
j=1
αj(x)Djβ(x) + α0(x)β(x)
= −α11(x)u￿￿(x1) + α1(x)u￿(x1) + α0(x)u(x1)
≥ α11(x)
￿
− u￿￿(x1) + α1(x)
α11(x)
u￿(x1)￿ ￿￿ ￿
using u￿ < 0
￿
≥ α11(x)(−u￿￿(x1) + bu￿(x1))
= α11(x)Mg(u(x1)) ≥ κMg(u(x1)) =M0g(u(x1))
= λˆ||a||∞g(u(x1)) + (M − λˆ||a||∞)g(u(x1))
≥ λˆ||a||∞g(β(x)) + ρ,
where ρ is a suitable positive constant such that (M − λˆ||a||∞)g(u(t)) ≥ ρ for
all t ∈ [a1, b1]. Thus (31) is proved for L instead of −∆ and the rest of the
proof of II) follows in the same manner. In conclusion, Theorem 4.1- I)- II)
and Theorem 4.5 hold also for problem (48).
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Editorial Note
The Managing Editors would like to remind the authors of the ethical rules
set out in the document of IMU “Best current practices for Journals” (see
www.mathunion.org). In particular, we stress the following:
“Authors must abide by high standards of research integrity and good scholar-
ship. It is the responsibility of authors to submit a well written, mathematically
correct article, if necessary seeking advice if it is not written in their native lan-
guage, to clearly describe any novel and non-trivial content, and to suitably
acknowledge the contributions of others, including referees. Submission of a
paper to a journal implies that it is not currently under consideration by any
other journal, and that any substantial overlap with other published or submit-
ted papers is duly acknowledged. In addition authors should be responsive to
correspondence with the journal. Multiple authors should communicate fully,
speak with one voice, and accept mutual responsibility in their communications
with the journal. All authors are expected to have materially contributed to
the paper, and to be familiar with its content.”
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