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THE FINITE BASIS PROBLEM FOR WORDS WITH AT MOST
TWO NON-LINEAR VARIABLES
OLGA SAPIR
Abstract. Let A be an alphabet andW be a set of words in the free monoid A∗.
Let S(W ) denote the Rees quotient over the ideal of A∗ consisting of all words
that are not subwords of words in W . We call a set of words W finitely based if
the monoid S(W ) is finitely based.
We find a simple algorithm that recognizes finitely based words among words
with at most two non-linear variables. We also describe syntactically all hereditary
finitely based monoids of the form S(W ).
1. Introduction
An algebra is said to be finitely based (FB) if there is a finite subset of its identities
from which all of its identities may be deduced. Otherwise, an algebra is said
to be non-finitely based (NFB). The famous Tarski’s Finite Basis Problem asks if
there is an algorithm to decide when a finite algebra is finitely based. In 1996, R.
McKenzie [8] solved this problem in the negative showing that the classes of FB and
inherently not finitely based finite algebras are recursively inseparable. (A locally
finite algebra is said to be inherentely not finitely based (INFB) if any locally finite
variety containing it is NFB.)
It is still unknown whether the set of FB finite semigroups is recursive although
a very large volume of work is devoted to this problem (see the surveys [18, 20]).
In contrast with McKenzie’s result, a powerful description of the INFB finite semi-
groups has been obtained by M. Sapir [11, 12]. These results show that we need to
concentrate on NFB finite semigroups that are not INFB.
In 1968, P. Perkins [10] found the first two examples of finite NFB semigroups.
One of these examples was the 25-element monoid obtained from the set of words
W = {abtba, atbab, abab, aat} by using the following construction attributed to Dil-
worth.
Let A be an alphabet and W be a set of words in the free monoid A∗. Let S(W )
denote the Rees quotient over the ideal of A∗ consisting of all words that are not
subwords of words in W . For each set of words W , the semigroup S(W ) is a monoid
with zero whose nonzero elements are the subwords of words inW . Evidently, S(W )
is finite if and only if W is finite.
It is clear from the results of [11, 12] that a finite monoid of the form S(W ) is
never INFB. It is shown in [4] that, with respect to the finite basis problem, the class
of monoids of the form S(W ), shares all of the currently known bad properties held
by the class of all finite semigroups. In particular, the set of FB semigroups and the
set of NFB semigroups in this class are not closed under taking direct products, and
there exists an infinite chain of varieties generated by such semigroups where FB
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and NFB varieties alternate. Recently, a certain finite monoid of the form S(W ) (see
Theorem 3.2 in [1]) emerged as the one responsible for the non-finite basis property
of such infinite semigroups as the bicyclic monoid [9, 19] and the monoid of 2 × 2
upper triangular tropical matrices.
We call a set of words W finitely based if the monoid S(W ) is finitely based. In
this paper we study the following problem.
Question 1. [18, M. Sapir] Is the set of finite finitely based sets of words recursive?
A partial answer to Question 1 is contained in [13, Theorem 5.1]. That theorem
says that a word u in a two-letter alphabet {a, b} is FB if and only if u is of the
form anbm or anbam for some n,m ≥ 0 modulo renaming a and b. If a variable t
occurs exactly once in a word u then we say that t is linear in u. If a variable x
occurs more than once in a word u then we say that x is non-linear in u. In this
article, we generalize Theorem 5.1 in [13] into an algorithm which given a word U
with at most two non-linear variables, decides whether U is finitely based or not.
A word u is said to be an isoterm for a semigroup S if S does not satisfy any
nontrivial identity of the form u ≈ v. The notion of an isoterm was introduced
by Perkins in [10] and has proved to be crucial for understanding the difference
between finitely based and non-finitely based semigroups. According to [11], a finite
semigroup S is INFB iff every Zimin word (Z1 = x1, . . . ,Zk+1 = Zkxk+1Zk, . . . ) is
an isoterm for S iff the word Zk is an isoterm for S where k = |S|
2. If S is a finite
aperiodic semigroup with central idempotents then according to [3], every subvariety
of S is finitely based if and only if the word Z2 = xtx is not an isoterm for S.
It is not a surprise that the notion of an isoterm plays a crucial role in this article
as well. In Theorem 7.1, we prove that a word U with at most two non-linear
variables is FB if and only if certain words are isoterms for S({U}) and certain
words are not. In Theorem 7.2, we present our algorithm in a computation-free
form. This work was inspired by the article [21] where all finitely based words with
two non-linear 2-occurring variables are described.
2. A quasi-order on sets of words and how to check that a monoid
of the form S(W ) satisfies a balanced identity
Throughout this article, elements of a countable alphabet A are called variables
and elements of the free monoid A∗ are called words. We use varS to denote the
variety generated by a semigroup S and varΣ to denote the variety defined by a set
of identities Σ.
Lemma 2.1. [3, Lemma 3.3] Let W be a set of words and S be a monoid. Then
each word in W is an isoterm for S if and only if var(S) contains S(W ).
If W and W ′ are two sets of words then we write W  W ′ if for any monoid S
each word in W ′ is an isoterm for S whenever each word in W is an isoterm for S.
It is easy to see that the relation  is reflexive and transitive, i.e. it is a quasi-order
on sets of words. If W  W ′  W then we write W ∼ W ′. We say that two sets
of words W and W ′ are equationally equivalent if the monoids S(W ) and S(W ′)
satisfy the same identities. The following proposition shows that if we identify sets
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of words modulo ∼ then we obtain an ordered set antiisomorphic to the set of all
varieties of the form varS(W ) ordered under inclusion. In particular, two sets of
words W and W ′ are equationaly equivalent if and only if W ∼W ′.
Proposition 2.2. For two sets of words W and W ′ the following conditions are
equivalent.
(i) W W ′.
(ii) Each word in W ′ is an isoterm for S(W ).
(iii) varS(W ) contains S(W ′).
Proof. (i)→ (ii) Since each word w ∈ W is an isoterm for S(W ), each word w′ ∈ W ′
is also an isoterm for S(W ).
(ii) → (iii) Since each word w′ ∈ W ′ is an isoterm for S(W ), Lemma 2.1 implies
that the variety generated by S(W ) contains S(W ′).
(iii) → (i) Let S be a monoid such that each word w ∈ W is an isoterm for
S. Then by Lemma 2.1 var(S) contains S(W ). Since the variety generated by
S(W ) contains S(W ′), var(S) contains S(W ′). Therefore, by Lemma 2.1 each word
w′ ∈ W ′ is an isoterm for S. 
The relations  and ∼ can be extended to individual words. For example, if u
and v are two words then u ∼ v means {u} ∼ {v}. Also, if W is a set of words
and u is a word then W  u means W  {u}.
We useW≤ to denote the closure ofW under taking subwords and 〈W ↑〉 to denote
the closure ofW under going up in order . It is easy to see thatW ⊆W≤ ⊆ 〈W ↑〉
and W ∼ W≤ ∼ 〈W ↑〉. If W is finite then W≤ is also finite. On the other hand,
if the set W≤ contains ab then the set 〈W ↑〉 is always infinite, because it contains
the words t1t2 . . . tn for arbitrary n > 0. Proposition 2.2 immediately implies the
following.
Proposition 2.3. For two sets of words W and N the following conditions are
equivalent:
(i) W 6 n for any n ∈ N ;
(ii) varS(W ) contains none of S({n}) for any n ∈ N ;
(iii) n 6∈ 〈W ↑〉 for any n ∈ N .
We use the word substitution to refer to the homomorphisms of the free monoid.
Since every substitution Θ is uniquely determined by its values on the letters of the
alphabet A, we write Θ : A → A∗ to remind that the empty word ǫ is in the range
of values. If X is a set of variables then we write u(X) to refer to the word obtained
from u by deleting all occurrences of all variables that are not in X and say that
the word u deletes to the word u(X). If X = {y1, . . . , yk} ∪ Y for some variables
y1, . . . , yk and a set of variables Y then instead of u({y1, . . . , yk} ∪ Y) we simply
write u(y1, . . . , yk,Y). We say that a set of variables X is stable in an identity u ≈ v
if u(X) = v(X). Otherwise, we say that set X is unstable in u ≈ v. In particular, a
variable x is stable in u ≈ v if and only if it occurs the same number of times in u
and v. An identity u ≈ v is called balanced if every variable is stable in u ≈ v. If a
semigroup S satisfies all identities in a set Σ then we write S |= Σ.
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Lemma 2.4. [13, Lemma 2.5] Let W be a set of words and u ≈ v be a balanced
identity. Suppose that for every pair of variables {x, y} unstable in u ≈ v and every
substitution Θ : A → A∗ such that Θ(y)Θ(x) 6= Θ(x)Θ(y), neither Θ(u) nor Θ(v)
belongs to W≤. Then S(W ) |= u ≈ v.
Corollary 2.5. Let L = L≤ and N be sets of words and u ≈ v be a balanced
identity. Let W ⊆ L be such that W 6 n for any n ∈ N .
Suppose that for every pair of variables {x, y} unstable in u ≈ v and every sub-
stitution Θ : A→ A∗ such that Θ(x) contains some a ∈ A and Θ(y) contains b 6= a,
each of the following conditions is satisfied.
(i) If Θ(u) ∈ L then Θ(u)  n for some n ∈ N .
(ii) If Θ(v) ∈ L then Θ(v)  n for some n ∈ N .
Then S(W ) |= u ≈ v.
Proof. Let {x, y} be a pair of variables unstable in u ≈ v and Θ : A → A∗ be a
substitution such that Θ(y)Θ(x) 6= Θ(x)Θ(y). Since Θ(x)Θ(y) 6= Θ(y)Θ(x), without
loss of generality, the word Θ(x) contains letter a and the word Θ(y) contains b 6= a.
If Θ(u) ∈ W≤ then by Condition (i) we have that Θ(u)  n for some n ∈ N . This
contradicts our assumption that W 6 n for any n ∈ N . A similar argument shows
that Θ(v) does not belong to W≤. Therefore, Lemma 2.4 implies that S(W ) |= u ≈
v. 
3. Syntactic description of the isoterms for certain varieties and
hereditary finitely based sets of words
Fact 3.1. [14, Fact 3.1] If xtx is an isoterm for a monoid S, then
(i) the words xt1yxt2y and xt1xyt2y can only form an identity of S with each
other;
(ii) the words xyt1xt2y and yxt1xt2y can only form an identity of S with each
other;
(iii) the words xt1yt2xy and xt1yt2yx can only form an identity of S with each
other.
We reserve letter t with or without subscripts to denote linear variables. If we use
letter t several times in a word, we assume that different occurrences of t represent
distinct linear variables; so xtxytyt abbreviates xt1xyt2yt3 for example. Fact 3.1
immediately implies the following.
Fact 3.2. [14, Fact 3.2] xtxyty ∼ xtyxty, xytxty ∼ yxtxty and xtytxy ∼ xtytyx.
The identities xt1xyt2y ≈ xt1yxt2y, xyt1xt2y ≈ yxt1xt2y and xt1yt2xy ≈ xt1yt2yx
we denote respectively by σµ, σ1 and σ2. Notice that the identities σ1 and σ2 are
dual to each other.
If some variable x occurs n ≥ 0 times in a word u then we write occu(x) = n.
The set Cont(u) = {x ∈ A | occu(x) > 0} of all variables contained in a word u is
called the content of u. We use iux to refer to the i
th from the left occurrence of
variable x in a word u. We use lastux to refer to the last occurrence of x in u. The
set OccSet(u) = {iux | x ∈ A, 1 ≤ i ≤ occu(x)} of all occurrences of all variables
in u is called the occurrence set of u. As in [15], with each subset Σ of {σ1, σµ, σ2}
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we associate an assignment of two Types to all pairs of occurrences of distinct non-
linear variables in all words as follows. We say that each pair of occurrences of two
distinct non-linear variables in each word is {σ1, σµ, σ2}-good. If Σ is a proper subset
of {σ1, σµ, σ2}, then we say that a pair of occurrences of distinct non-linear variables
is Σ-good if it is not declared to be Σ-bad in the following definition.
Definition 3.3. [15] If {c, d} ⊆ OccSet(u) is a pair of occurrences of two distinct
non-linear variables x 6= y in a word u then
(i) pair {c, d} is {σµ, σ2}-bad if {c, d} = {1ux, 1uy};
(ii) pair {c, d} is {σ1, σµ}-bad if {c, d} = {lastux, lastuy};
(iii) pair {c, d} is {σ1, σ2}-bad if {c, d} = {1ux, lastuy}.
(iv) pair {c, d} is σµ-bad if {c, d} = {1ux, 1uy} or {c, d} = {lastux, lastuy};
(v) pair {c, d} is σ2-bad if c = 1ux or d = 1uy;
(vi) pair {c, d} is σ1-bad if c = lastux or d = lastuy.
We denote the set of all left sides of identities from Σ by LΣ and the set of all
right sides of identities from Σ by RΣ. We use Σ
δ to denote the closure of Σ under
deleting variables.
Lemma 3.4. If S is a monoid such that xtx is an isoterm for S and Σ ⊆ {σ1, σµ, σ2}
then the following conditions are equivalent:
(i) S |= Σ;
(ii) if a word u is an isoterm for S then each adjacent pair of occurrences of two
distinct non-linear variables in u is Σ-bad;
(iii) no word in LΣ is an isoterm for S;
(iv) no word in RΣ is an isoterm for S.
Proof. (i)→ (ii) Suppose that u contains a Σ-good adjacent pair {c, d} ⊆ OccSet(u)
of occurrences of two distinct non-linear variables. Then one of the identities in Σδ
is applicable to u. Therefore, S |= u ≈ v such that the word v is obtained from
u by swapping c and d. This contradicts the fact that u is an isoterm for S. So,
we must assume that every adjacent pair of occurrences of two distinct non-linear
variables in u is Σ-bad.
(ii) → (iii) follows from the fact that the only adjacent pair of occurrences of two
distinct non-linear variables in each word in LΣ is Σ-good.
(iii) → (iv) follows immediately from Fact 3.2.
(iv) → (i) follows immediately from Fact 3.1. 
Together with Definition 3.3, the following statement gives us explicit syntactic
descriptions of the monoids of the form S(W ) contained in the seven varieties defined
by non-empty subsets of {σ1, σµ, σ2}.
Theorem 3.5. If W is a set of words and Σ ⊆ {σ1, σµ, σ2} then the following
conditions are equivalent:
(i) S(W ) |= Σ;
(ii) every adjacent pair of occurrences of two distinct non-linear variables in each
word in W is Σ-bad;
(iii) for each u ∈ LΣ we have W 6 u;
(iv) for each u ∈ RΣ we have W 6 u.
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Proof. (i) → (ii) If W 6 xtx then no two distinct non-linear variables are adjacent
in any word in W . If W  xtx then we apply Lemma 3.4.
(ii) → (i) Using Lemma 2.4 one can easily show that S(W ) |= Σ.
(i) → (iii) Evident.
(iii) → (iv) follows immediately from Fact 3.2.
(iv) → (i) If W 6 xtx then no two distinct non-linear variables are adjacent in
any word in W . Consequently, S(W ) |= {σ1, σµ, σ2} by Lemma 2.4. If W  xtx
then follows immediately from Fact 3.1. 
Lemma 3.6. [6, Theorem 1.1] Every monoid that satisfies the identities σ1 and σµ
is finitely based.
A monoid S is said to be hereditarily finitely based if every monoid subvariety of
varS is finitely based. We say that a set of words W is hereditarily finitely based if
every set of words W ′ with the property W  W ′ is finitely based.
Corollary 3.7. For a set of words W the following conditions are equivalent:
(I) the monoid S(W ) is hereditarily finitely based;
(II) W is hereditarily finitely based;
(III) W 6 xtxyty and either W 6 xytxty or W 6 xtytxy;
(IV) W satisfies one of the following dual conditions:
(i) every adjacent pair of occurrences of two non-linear variables x 6= y in each
word u ∈ W is of the form {1ux, 1uy};
(ii) every adjacent pair of occurrences of two non-linear variables x 6= y in each
word u ∈ W is of the form {lastux, lastuy}.
(V) S(W ) is contained either in var{σ1, σµ} or in var{σ2, σµ}.
Proof. (I) → (II) If S(W ) is hereditary finitely based then the set of words W is
hereditary finitely based by Proposition 2.2.
(II) → (III) Suppose that W  xtxyty or W  {xytxty, xtytxy}. By the re-
sult of Jackson from [3], both S({xtxyty}) and S({xytxty, xtytxy}) are NFB. This
contradicts the fact that W hereditarily finitely based.
(III) → (IV) Follows from Theorem 3.5 for Σ = {σ1, σµ} and Σ = {σ2, σµ}.
(IV) → (V) Follows from Theorem 3.5 for Σ = {σ1, σµ} and Σ = {σ2, σµ}.
(V) → (I) Follows from the result of Lee [6] (see Lemma 3.6 above). 
A block of a word u is a maximal subword of u that does not contain any linear
variables of u. For n ≥ 0, a word u is called block-n-simple if each block of u
involves at most n distinct variables. For example, the word aabbat1bcbct2cca is
block-2-simple. Evidently, a word u is block-0-simple if and only if u = t1t2 . . . tk
for some k ≥ 0. A word that contains at most one non-linear variable is called
almost-linear. We use Non(u) to denote the set of all non-linear variables in a word
u.
Corollary 3.8. For a set of words W the following conditions are equivalent:
(i) each word in W is block-1-simple;
(ii) W is equationally equivalent to a set of almost-linear words;
(iii) S(W ) is contained in var{σ1, σµ, σ2}.
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Proof. (i)→ (ii) For each w ∈ W and x ∈ Non(w) let wx denote the word obtained
from w by erasing all occurrences of all non-linear variables in w except for x. Then
w ∼ {wx | x ∈ Non(w)}. (This easily follows from Lemma 4.1 in [4] which says
that if a word v is obtained by erasing a prefix (suffix) of a block in a word u then
{u, xy}  v.)
(ii) → (iii) Follows from Theorem 3.5 for Σ = {σ1, σµ, σ2}.
(iii) → (i) Follows from Theorem 3.5 for Σ = {σ1, σµ, σ2}. 
Corollaries 3.7 and 3.8 imply that every set of block-1-simple words is hereditarily
finitely based. This generalizes Theorem 3.2 in [13] which says that every set of
almost-linear words is finitely based.
4. Seven sufficient conditions under which a set of block-2-simple
words is NFB
set I identity Un ≈ Vn for n > 3 set N
xytxy [XY n]t[Y n][Xn] ≈ [Y n][Xn]t[XY n] xytyx
xytyx y[Xn]ty[nX] ≈ [Xn]yt[nX]y xytxy
xytxty, xtytxy [X(n2)]t[X(n2)pi] ≈ [X(n2)pi]t[X(n2)] xytxy, xytyx
xtxyty
[ZPn]t x[ZQn]xy[PRn]y t[QRn] ≈
[ZPn]t x[ZQn]yx[PRn]y t[QRn]
xxyy, xytxy
xxyy, xytxty xytyz21z
2
2 . . . z
2
nx ≈ yxtyz
2
1z
2
2 . . . z
2
nx xytxy, xytyx
xtxyty, xytxy, xytyx xy[An]yxt[nA] ≈ yx[An]xyt[nA] xyxyx, {yxmy|m > 1}
{ytyxdtxk−d, xk−dtxdyty | yt1x
k−1yp21 . . . p
2
nzxt2z ≈ x
kyty, k > 2
0 < d < k}, xxyy ≈ yt1x
kyp21 . . . p
2
nzt2z xytxty, xtytxy
Table 1. Seven NFB intervals [I, Isot(B2,Σ)]
As in [4], the words x1x2 . . . xn and xnxn−1 . . . x1 are denoted by [Xn] and [nX ]
respectively. The word x1y1x2y2 . . . xnyn is denoted by [XY n]. We use U
t (tU)
to denote the word obtained from a word U by inserting a linear variable after
(before) each occurrence of each variable in U. For example, [Zn]t = z1tz2t . . . tznt.
The following words for n > 3 were used by M. Jackson to prove Lemma 5.4 in [3]:
[X(n2)π] = (x1x1+n . . . x1+n2−n)(x2x2+n . . . x2+n2−n) . . . (xnx2n . . . xn2).
For each n > 3, we denote the nth word in this sequence by [X(n2)π] to remind us
that it is the result of applying a certain permutation π to [X(n2)] = x1x2 . . . xn2 .
We need the following sufficient conditions under which a monoid is non-finitely
based.
Lemma 4.1. For every monoid S the following is true:
(i) [4, Lemma 4.4] If the word xytxy is an isoterm for S and for each n > 1, S
satisfies the identity Un ≈ Vn in Row 1 of Table 1, then S is NFB;
(ii) [13, Lemma 5.2] If the word xytyx is an isoterm for S and for each n > 1, S
satisfies the identity Un ≈ Vn in Row 2 of Table 1, then S is NFB;
(iii) [3, Lemma 5.4] If the words xytxy and xytyx are isoterms for S and for each
n > 3, S satisfies the identity Un ≈ Vn in Row 3 of Table 1, then S is NFB;
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(iv) [14, Theorem 4.4(iii)] If the word xtxyty is an isoterm for S and for each
n > 1, S satisfies the identity Un ≈ Vn in Row 4 of Table 1, then S is NFB;
(v) [14, Theorem 4.4(iv)] If the words xxyy and xytxty are isoterms for S and
for each n > 1, S satisfies the identity Un ≈ Vn in Row 5 of Table 1, then S is
NFB;
(vi) [14, Theorem 4.4(v)] If the words {xtxyty, xytxy, xytyx} are isoterms for S
and for each n > 1, S satisfies the identity Un ≈ Vn in Row 6 of Table 1, then S
is NFB;
(vii) [14, Theorem 4.4(viii)] Fix k > 2. If the words
{xxyy} ∪ {ytyxdtxk−d, xk−dtxdyty|0 < d < k}
are isoterms for S and for each n > 1, S satisfies the identity Un ≈ Vn in Row 7
of Table 1, then S is NFB.
The following two facts can be easily verified and are needed only to prove The-
orem 4.4.
Fact 4.2. Let u be a word that contains only variables a and b. If u contains an
occurrence of a that precedes an occurrence of b then u contains ab as a subword.
Fact 4.3. (i) For any set of wordsW we haveW  xytxy if and only ifW≤ contains
a word of the form abPab for some possibly empty word P and some distinct letters
a and b.
(ii) If each word in W is block-2-simple then W  xytyx if and only if W≤
contains a word of the form abPba for some possibly empty word P and some distinct
letters a and b.
Theorem 4.4. Take sets of words I and N from one of the seven rows in Table 1.
Let W be a set of block-2-simple words such that W  I but W 6 n for any n ∈ N .
Then W is NFB.
Proof. Each time we use Corollary 2.5 we take L to be the set of all block-2-simple
words. Evidently, this set of words is closed under taking subwords.
Row 1 in Table 1. Here I = {xytxy} and N = {xytyx}.
Each unstable pair of variables in Un ≈ Vn is of the form {xi, yj} for some
1 ≤ i, j ≤ n. If {xi, yj} is an unstable pair in Un ≈ Vn, then Un deletes to
xiyjtyjxi. Let Θ : A → A
∗ be a substitution such that Θ(xi) contains some letter
a and Θ(yj) contains b 6= a. If Θ(Un) is a block-2-simple word, then by Fact
4.2, Θ([XY n]) contains ab as a subword. Similarly, Θ([Y n][Xn]) contains ba as a
subword. Then Θ(Un) contains a subword abPba for some possibly empty word P.
Fact 4.3(ii) implies that Θ(Un)  xytyx. By symmetric arguments, we show that
if Θ(Vn) is a block-2-simple word then Θ(Vn)  xytyx.
Corollary 2.5 implies that for each n > 1, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 1 of Table 1. The rest follows from Lemma 4.1(i).
Row 2 in Table 1. Here I = {xytyx} and N = {xytxy}.
The only unstable pair of variables in Un ≈ Vn are {xi, y}, i = 1, . . . n. Fix some
1 ≤ i ≤ n and a substitution Θ : A → A∗ such that Θ(y) contains some letter
a and Θ(xi) contains b 6= a. If Θ(Un) is a block-2-simple word, by Fact 4.2, the
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word Θ(y[Xn]) contains ab as a subword. Similarly, Θ(y[nX ]) also contains ab as
a subword. So, Θ(Un) contains a subword abPab for some possibly empty word P.
Then by Fact 4.3, we have Θ(Un)  xytxy. By symmetric arguments, we show that
if Θ(Vn) is a block-2-simple word then Θ(Vn)  xytxy.
Corollary 2.5 implies that for each n > 1, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 2 of Table 1. The rest follows from Lemma 4.1(ii).
Row 3 in Table 1. Here I = {xytxty, xtytxy} and N = {xytxy, xytyx}.
Let {xi, xj}, 1 ≤ i < j ≤ n be an unstable pair of variables in Un ≈ Vn. Let
Θ be a substitution such that Θ(xi) contains some letter a and Θ(xj) contains
b 6= a. If Θ(Un) is a block-2-simple word, by Fact 4.2, the word Θ([X(n
2)]) contains
ab as a subword. Similarly, Θ([X(n2)π])) contains either ab or ba as a subword.
So, Θ(Un) contains a subword abPab or abPba for some possibly empty word P.
Then by Fact 4.3, we have that either Θ(Un)  xytxy or Θ(Un)  xytyx. By
symmetric arguments, we show that if Θ(Vn) is a block-2-simple word then either
Θ(Vn)  xytxy or Θ(Vn)  xytyx.
Corollary 2.5 implies that for each n > 3, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 3 of Table 1. The rest follows from Lemma 4.1(iii).
Row 4 in Table 1. Here I = {xtxyty} and N = {xxyy, xytxy}.
The only unstable pair of variables in Un ≈ Vn is {x, y}. Let Θ be a substitution
such that Θ(x) contains some variable a and Θ(y) contains b 6= a.
First we suppose that Θ(Un) is a block-2-simple word. If Θ([ZQn]) contains b or
Θ([PRn]) contains a then by Fact 4.2, the word Θ(Un) contains a subword abCab
for some possibly empty word C. Therefore, Θ(Un)  xytxy by Fact 4.3. So,
we can assume that Θ([ZQn]) = ak for some k ≥ 0 and Θ([PRn]) = bq for some
q ≥ 0. If Θ(x) contains b or Θ(y) contains a, then in view of Facts 4.2 and 4.3,
we have Θ(Un)  xytxy. If Θ(x) is a power of a and Θ(y) is a power of b, then
Θ(Un)  xxyy.
Now we suppose that Θ(Vn) is a block-2-simple word. Then, in view of Fact 4.2,
the word Θ(x[ZQn]yx[PRn]y) contains a subword abCab for some possibly empty
word C. Therefore, Θ(Vn)  xytxy by Fact 4.3.
Corollary 2.5 implies that for each n > 1, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 4 of Table 1. The rest follows from Lemma 4.1(iv).
Row 5 in Table 1. Here I = {xxyy, xytxty} and N = {xytxy, xytyx}.
The only unstable pair of variables in Un ≈ Vn is {x, y}. Let Θ be a substitution
such that Θ(x) contains some letter a and Θ(y) contains b 6= a. If Θ(Un) is a
block-2-simple word then in view of Fact 4.2, the word Θ(Un) contains a subword
abCba for some possibly empty word C. Therefore, Θ(Un)  xytyx by Fact 4.3. If
Θ(Vn) is a block-2-simple word then by using similar arguments one can show that
Θ(Un)  xytxy.
Corollary 2.5 implies that for each n > 1, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 5 of Table 1. The rest follows from Lemma 4.1(v).
Row 6 in Table 1. Here I = {xtxyty, xytxy, xytyx} and N = {xyxyx}∪{yxmy |
m > 1}.
The only unstable pair of variables in Un ≈ Vn is {x, y}. Let Θ be a substitution
such that Θ(x) contains some letter a and Θ(y) contains letter b 6= a. If Θ(Un) is
10 OLGA SAPIR
a block-2-simple word, the content of Θ(xy[An]yx) is {a, b}. Now it is easy to see
that modulo renaming letters the word Θ(xy[An]yx) contains either ababa or abma
for some m > 1 as a subword. Therefore, Θ(Un)  xyxyx or Θ(Un)  yx
my for
some m > 1. If Θ(Vn) is a block-2-simple word, then by symmetry Θ(Vn)  xyxyx
or Θ(Vn)  yx
my for some m > 1.
Corollary 2.5 implies that for each n > 1, the monoid S(W ) satisfies the identity
Un ≈ Vn in Row 6 of Table 1. The rest follows from Lemma 4.1(vi).
Row 7 in Table 1. Fix k > 2. Here I = {xxyy} ∪ {ytyxdtxk−d, xk−dtxdyty|0 <
d < k} and N = {xkyty, xytxty, xtytxy}.
Each unstable pair of variables in Un ≈ Vn is of the form {x, y} or {x, z} or
{x, pi} for some 1 ≤ i ≤ n.
Let Θ be a substitution such that Θ(x) contains some a ∈ A. If Θ(x) is not a power
of a then Θ(xk−1)  xytxty ∼ xytytx and consequently, Θ(Un)  xytxty ∈ N and
Θ(Vn)  xytxty ∈ N . So, we can assume that Θ(x) = a
p for some p > 0. Consider
three cases.
Case 1: Θ(y) contains b 6= a. If Θ(Un) is a block-2-simple word, then by Fact
4.2, Θ(xk−1yp21 . . . p
2
nz) contains a
k−1b as a subword. Then Θ(Un)  btatab ∈ N and
Θ(Vn)  btatab ∼ xtytxy ∈ N .
Case 2: Θ(z) contains b 6= a.
If Θ(Un) is a block-2-simple word, then by Fact 4.2, Θ(x
k−1yp21 . . . p
2
nzx) contains
abCa as a subword for some word C ∈ {a, b}∗. Then Θ(Un)  abtatb ∈ N .
If Θ(Vn) is a block-2-simple word, then by Fact 4.2, Θ(x
kyp21 . . . p
2
nz) contains a
kb
as a subword. Then Θ(Vn)  a
kbtb ∈ N .
Case 3: For some 1 ≤ i ≤ n, Θ(pi) contains b 6= a.
If Θ(Un) is a block-2-simple word, then by Fact 4.2, Θ(x
k−1yp21 . . . p
2
nzx) contains
abCba as a subword for some wordC ∈ {a, b}∗. Then Θ(Un)  abtba  xytxty ∈ N .
If Θ(Vn) is a block-2-simple word, then by Fact 4.2, Θ(x
kyp21 . . . p
2
nz) contains
akbCb as a subword for some word C ∈ {a, b}∗. Then Θ(Vn)  a
kbtb ∈ N .
Corollary 2.5 implies that for each k > 2 and n > 1, the monoid S(W ) satisfies the
identity Un ≈ Vn in Row 7 of Table 1. The rest follows from Lemma 4.1(vii). 
Theorem 4.4(i)–(iii) immediately imply the following.
Corollary 4.5. LetW be a set of block-2-simple words such thatW  {xytxty, xtytxy}.
Then either W is NFB or W  {xytxy, xytyx}.
Corollary 4.5 and Theorem 4.4(vi) immediately implies the following.
Corollary 4.6. LetW be a set of block-2-simple words such thatW  {xytxty, xtytxy, xtxyty}.
Then either W is NFB or W  xyxyx or W  xymx for some m > 1.
Corollary 4.7. Let W be a set of block-2-simple words such that W  xtxyty but
one of the words {xytxty, xtytxy} is not an isoterm for S(W ). Then either W is
NFB or W  xxyy and both words {xytxty, xtytxy} are not isoterms for S(W ).
Proof. Notice that xytxy  {xytxty, xtytxy} and xytyx  {xytxty, xtytxy}. Since
one of the words {xytxty, xtytxy} is not an isoterm for S(W ), neither xytxy nor
xytyx is an isoterm for S(W ). Theorem 4.4(iv) implies that either W is NFB or
the word xxyy is an isoterm for S(W ). Now Theorem 4.4(v) implies that either W
THE FINITE BASIS PROBLEM FOR WORDS WITH AT MOST TWO NON-LINEAR VARIABLES11
is NFB or the word xytxty is not an isoterm for S(W ). The dual argument shows
that either W is NFB or the word xtytxy is not an isoterm for S(W ). 
5. Words with two non-linear variables and long blocks are NFB
Let u be a word containing the variables a and b. Following Definition 2.4 in [2],
we use u˜ to denote the word obtained from u by replacing all maximal subwords of u
not containing the variables a or b by linear variables and by replacing all subwords
of the form ab by words of the form atb, where t is a linear variable.
Lemma 5.1. [2, Theorem 2.7] Let w = w1a
α1bβ1w2a
α2pbβ2w3 be a word such that a
and b are variables, p, w1, w2 and w3 are possibly empty words and α1, α2, β1, β2 > 0
are maximal. If both w and xytyx are isoterms for a monoid S and for each n > 0
the word w = w˜1a
α1 [Xn]bβ1−1w˜2a
α2t[nX ]tbβ2w˜3 is not an isoterm for S, then S is
NFB.
[Theorem 2.7] in [2] is a modified and generalized version of Lemma 5.3 in [13]
that we used to show that a long word in two variables is NFB. Now we are going
to use [2, Theorem 2.7] to show that a word with a long block in two variables is
NFB.
Lemma 5.2. Let U be a word such that all variables in U other than a and b are
linear. If U contains a subword abβa for some β > 1 then U is NFB.
Proof. If U does not contain any occurrence of b outside of the word abβa then
U is NFB by Corollary 4.5. So, without loss of generality we assume that U =
u1a
α1bβaα2vbγu2 or U = u1a
α1bβaα2waα3vbγu2. In both cases, α1, α2, α3, γ > 0, α1
and γ are maximal, u1, v and u2 are possibly empty words such that if v is not
empty then v contains only linear variables. The word w starts and begins with
a linear variable and does contain any occurrences of b. Each possibility can be
handled by using Lemma 5.1 in a similar way.
If U = u1a
α1bβaα2vbγu2, then we use Lemma 5.1 for w1 = u1, w2 = 1, p = v and
w3 = u2 and show that for each n > 0 the monoid S({U}) satisfies the following
identity:
un = u˜1x
α1 [An]yβ−1xα2t1[nA]t2y
γu˜2 ≈ u˜1x
α1 [An]xα2yβ−1t1[nA]t2y
γu˜2 = vn,
where u1 and u2 are written in x and y instead of a and b.
If U = u1a
α1bβaα2waα3vbγu2, then we use Lemma 5.1 for w1 = u1, w2 = a
α2w,
p = v and w3 = u2 and show that for each n > 0 the monoid S({U}) satisfies the
following identity:
un = u˜1x
α1 [An]yβ−1xα2w˜xα3t1[nA]t2y
γu˜2 ≈ u˜1x
α1 [An]xα2yβ−1w˜xα3t1[nA]t2y
γu˜2 = vn,
where u1 and u2 are written in x and y instead of a and b.
Notice that for each n > 0, {x, y} is the only unstable pair of variables in un ≈ vn.
Let Θ : A → A∗ be a substitution such that Θ(x)Θ(y) 6= Θ(y)Θ(x). Then Θ(x)
contains, say, a and Θ(y) contains b or vice versa.
Let m denote the total number of occurrences of non-linear variables (a and b) in
U. Notice that x occurs in un and vn the same number of times as a in U and the
number of occurrences of y in un and vn is one less than the number of occurrences of
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b in U. If Θ([An]) 6= ǫ then Θ(un) (Θ(vn), resp.) contains at least m+1 occurrences
of non-linear letters. Therefore, we can assume that Θ([An]) = Θ([nA]) = ǫ.
If Θ(x) contains a then Θ(x) = a and Θ(y) = b. But then neither Θ(un) nor
Θ(vn) has the word b
β between aα1 and aα2 .
If Θ(x) contains b then Θ(x) = b and Θ(y) = a. In this case occU(a) = occun(x) =
occvn(x) ≤ occU(b) and occU(b) = occun(y) + 1 = occvn(y) + 1 ≤ occU(a) + 1. So,
either occU(b) = occU(a) or occU(b) = occU(a) + 1.
If occU(b) = occU(a) = occun(x) = occvn(x) = occun(y) + 1 = occvn(y) + 1, then:
(i) The image of no variable other than x contains b;
(ii) There is at most one variable t 6= y whose image contains a. If Θ(t) contains
a for some t 6= y then t is linear in un (in vn, resp.) and the variable a occurs only
once in Θ(t).
If occU(b) = occU(a)+1 = occun(x)+1 = occvn(x)+1 = occun(y)+1 = occvn(y)+1,
then:
(i) The image of no variable other than y contains a;
(ii) There is at most one variable t 6= x whose image contains b. If Θ(t) contains
b for some t 6= y then t is linear in un (in vn, resp.) and the variable b occurs only
once in Θ(t).
If Θ(un) (Θ(vn), resp.) is a subword of U then in view of Conditions (i)-(ii)
we have that Θ(un)(a, b) (Θ(vn)(a, b), resp.) is a prefix or suffix of U(a, b). Since
Θ(un)(a, b) and U(a, b) start and end with different letters, the word Θ(un)(a, b)
can be neither prefix nor suffix of U(a, b). Since Θ(vn)(a, b) and U(a, b) start and
begin with different letters, the word Θ(vn)(a, b) can be neither prefix nor suffix of
U(a, b).
Overall, neither Θ(un) nor Θ(vn) is a subword of U. By Lemma 2.4, the monoid
S({U}) satisfies the identity un ≈ vn for each n > 0. Therefore, U is NFB by
Lemma 5.1. 
Lemma 5.3. Let U be a word such that all variables in U other than a and b are
linear. If U contains a subword ababa then U is NFB.
Proof. We have that U = u1a
pbabaqu2 for some possibly empty words u1 and u2
so that p, q > 0 are maximal. We use Lemma 5.1 for w1 = u1, w2 = p = ǫ and
w3 = a
qu2.
Let us check that for each n > 0 the monoid S({U}) satisfies the following
identity:
un = u˜1x
p[An]xt1[nA]t2yx
qu˜2 ≈ u˜1x
p[An]xt1[nA]t2x
qyu˜2 = vn,
where u1 and u2 are written in x and y instead of a and b.
Notice that for each n > 0, {x, y} is the only unstable pair of variables in un ≈ vn.
Let Θ : A → A∗ be a substitution such that Θ(x)Θ(y) 6= Θ(y)Θ(x). Then Θ(x)
contains, say, a and Θ(y) contains b or vice versa.
Case 1: Variable b occurs twice in U.
Notice that variable a occurs m ≥ 3 times in U. Since variable x occurs m times
in un and vn, we have that Θ(x) = a and occU(a) = occΘ(un)(a) = occΘ(vn)(a). If
Θ([An]) 6= ǫ then Θ([An]) and Θ([nA]) must contain b and Θ(un) (Θ(vn), resp.)
would contain at least three b-s. Therefore, Θ([An]) = Θ([nA]) = ǫ. But then
THE FINITE BASIS PROBLEM FOR WORDS WITH AT MOST TWO NON-LINEAR VARIABLES13
neither Θ(un) nor Θ(vn) has a b between the displayed occurrences of a
p and a.
Therefore, neither Θ(un) nor Θ(vn) is a subword of U.
Case 2: Variable b occurs at least three times in U.
Let m denote the total number of occurrences of non-linear variables (a and b) in
U. Notice that x occurs in un and vn the same number of times as a in U and the
number of occurrences of y in un and vn is one less than the number of occurrences of
b in U. If Θ([An]) 6= ǫ then Θ(un) (Θ(vn), resp.) contains at least m+1 occurrences
of non-linear variables. Therefore, we can assume that Θ([An]) = Θ([nA]) = ǫ.
If Θ(x) contains a then Θ(x) = a and occU(a) = occΘ(un)(a) = occΘ(vn)(a). In
this case, neither Θ(un) nor Θ(vn) has a b between the displayed occurrences of a
p
and a. Therefore, neither Θ(un) nor Θ(vn) is a subword of U.
If Θ(x) contains b then Θ(x) = b and Θ(y) = a. In this case occU(a) = occun(x) =
occvn(x) ≤ occU(b) and occU(b) = occun(y) + 1 = occvn(y) + 1 ≤ occU(a) + 1. So,
either occU(b) = occU(a) or occU(b) = occU(a) + 1.
If occU(b) = occU(a) = occun(x) = occvn(x) = occun(y) + 1 = occvn(y) + 1, then:
(i) The image of no variable other than x contains b;
(ii) There is at most one variable t 6= y whose image contains a. If Θ(t) contains
a for some t 6= y then t is linear in un (in vn, resp.) and the variable a occurs only
once in Θ(t).
If occU(b) = occU(a)+1 = occun(x)+1 = occvn(x)+1 = occun(y)+1 = occvn(y)+1,
then:
(i) The image of no other variable than y contains a;
(ii) There is at most one variable t 6= x whose image contains b. If Θ(t) contains
b for some t 6= y then t is linear in un (in vn, resp.) and the variable b occurs only
once in Θ(t).
If Θ(un) (Θ(vn), resp.) is a subword of U then in view of Conditions (i)-(ii) we
have that Θ(un)(a, b) (Θ(vn)(a, b), resp) is a prefix or a suffix of U(a, b). Since
Θ(un)(a, b) and U(a, b) start and end with different variables, the word Θ(un)(a, b)
is neither a prefix nor a suffix of U(a, b). Since Θ(vn)(a, b) and U(a, b) start with
different variables, the word Θ(un)(a, b) is not a prefix of U(a, b). If the word u2
contains some non-linear variables, then the words Θ(vn)(a, b) and U(a, b) end with
different variables and consequently, Θ(vn)(a, b) is not a suffix of U(a, b). If the
word u2 does not contain any linear variables, then the word Θ(vn)(a, b) ends with
bp+1+qa but the word U(a, b) ends with abaq and consequently, the word Θ(vn)(a, b)
is not a suffix of U(a, b).
Overall, neither Θ(un) nor Θ(vn) is a subword of U. By Lemma 2.4, the monoid
S({U}) satisfies the identity un ≈ vn for each n > 0. Therefore, U is NFB by
Lemma 5.1. 
6. Some finitely based words which are not hereditary finitely
based
Lemma 6.1. [5, Corollary 5.3, Sect.11] Two words in a free monoid commute if
and only if they are powers of the same word.
The following theorem can be proved by using induction on the maximal length
of Θ(x) and Θ(y) and Lemma 5.1 in Sect.11 in [5]. Victor Guba noticed that the
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word mentioned in Theorem 6.2 is a generator of the cyclic group G generated by
Θ(x) and Θ(y) and suggested to prove this theorem in a similar way as Lyndon and
Schupp proved Proposition 2.17 in [7]. This computation-free proof is the one that
we present.
Theorem 6.2. Let u ≈ v be a non-trivial identity in two variables x and y and
Θ : A→ A∗ be a substitution. If Θ(u) = Θ(v) then both Θ(x) and Θ(y) are powers
of the same word.
Proof. Consider the free group F = 〈{x1, . . . , xn, x
′
1, . . . , x
′
n} | xix
′
i = x
′
ixi = ǫ, 1 ≤
i ≤ n〉 where {x1, . . . , xn} = Cont(Θ(xy)). By the Nielsen-Schreier Theorem [17],
the subgroup G of F generated by Θ(x) and Θ(y) is itself free. By Proposition 2.7
in [7], the group G is of rank at most two and if G has rank two, then Θ(x) and
Θ(y) must form a basis for G. But in this case Θ(u) 6= Θ(v). So, the group G is
cyclic and consequently, Θ(x) and Θ(y) commute. Therefore, by Lemma 6.1 they
are powers of the same word. 
Corollary 6.3. Let W be a set of words and u2(x, y) ≈ v2(x, y) be a non-trivial
balanced identity in two variables x and y. Suppose also that for some possibly empty
balanced identities u1 ≈ v1 and u3 ≈ v3, {x, y} is the only unstable pair of variables
in u = u1u2(x, y)u3 ≈ u1v2(x, y)v3 = v. Then S(W ) |= u ≈ v if and only if for
every substitution Θ : A → A∗ such that Θ(y)Θ(x) 6= Θ(x)Θ(y), neither Θ(u) nor
Θ(v) belongs to W≤.
Proof. The ‘if’ part follows immediately from Lemma 2.4.
Suppose that S(W ) |= u ≈ v. Let Θ : A → A∗ be a substitution such that
Θ(u) ∈ W≤. Then Θ(u) = Θ(v), and consequently, Θ(u2(x, y)) = Θ(v2(x, y)).
Theorem 6.2 implies that Θ(y)Θ(x) = Θ(x)Θ(y). 
We use Lin(u) to denote the set of all linear variables in a word u. An identity
u ≈ v is called block-balanced if for each variable x ∈ A, we have u(x,Lin(u)) =
v(x,Lin(u)). Evidently, an identity u ≈ v is block-balanced if and only if it is
balanced, the order of linear variables is the same in u and v and each block in u
is a permutation of the corresponding block in v. Corollary 6.3 immediately imply
the following.
Corollary 6.4. Let W be a set of words and u ≈ v be a non-trivial block-balanced
identity with exactly two non-linear variables x 6= y. Then S(W ) |= u ≈ v if and
only if for every substitution Θ : A → A∗ such that Θ(y)Θ(x) 6= Θ(x)Θ(y), neither
Θ(u) nor Θ(v) belongs to W≤.
We say that a pair of variables {x, y} is b-unstable in a word u with respect to
a semigroup S if S satisfies a block-balanced identity of the form u ≈ v such that
u(x, y) 6= v(x, y). Otherwise, we say that {x, y} is b-stable in u with respect to S.
Corollary 6.4 immediately imply the following.
Corollary 6.5. Let W be a set of words and u be a word with exactly two non-linear
variables x and y. Suppose that one can find a substitution Θ : A → A∗ such that
Θ(y)Θ(x) 6= Θ(x)Θ(y) and Θ(u) ∈ W≤. Then the pair {x, y} is b-stable in u with
respect to S(W ).
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Lemma 6.6. [15, Theorem 4.12] Let S be a monoid such that for some m > 1, the
word xmym is an isoterm for S and S |= {σ1, σ2, x
mtxyty ≈ xmtyxty}. Suppose also
that for each 1 < k ≤ m, S satisfies each of the following dual conditions:
(i) If for some almost-linear word Ax with occA(x) > 0 the pair {x, y} is b-
unstable inAxyk with respect to S then S satisfies the identityAxyk−1ty ≈ Ayxyk−2ty;
(ii) If for some almost-linear word yB with occB(y) > 0 the pair {x, y} is b-
unstable in xkyB with respect to S then S satisfies the identity xtxk−1yB ≈ xtxk−2yxB.
Then S is finitely based.
Lemma 6.7. Let U be a word with exactly two non-linear variables a and b such
that U 6 xtytxy, U 6 xytxty and m > 1 be the maximum such that U  xmym.
Then
(i) modulo renaming variables, U = Ct1a
αbβt2B for some possible empty almost-
linear words Ct1 = C(a,Lin(C))t1 and t2B = t2B(b,Lin(B)) such that min(α, β) =
m;
(ii) S({U}) satisfies Conditions (i) and (ii) in Lemma 6.6.
Proof. (i) Using Theorem 3.5 for Σ = {σ1, σ2} we conclude that every adjacent pair
of occurrences a and b in U is of the form {1ua, lastub} or {1ub, lastua}. Therefore,
the word U contains only one adjacent pair of occurrences a and b. Since m > 1
the word U must be as described.
(ii) Since Conditions (i) and (ii) in Lemma 6.6 are dual, we check only Condition
(i). Let 1 < k ≤ m and Ax be an almost-linear word with occA(x) > 0 such that
the pair {x, y} is b-unstable in Axyk with respect to S({U}). Let Θ : A → A∗ be
a substitution such that Θ(y)Θ(x) 6= Θ(x)Θ(y). Evidently, Θ(Ayxyk−2ty) is not a
subword of U. If Θ(Axyk−1ty) is a subword of U = Ct1a
αbβt2B, then Θ(x) = a
l,
Θ(y) = br for some l, r > 0 and the word Θ(Ax) is a suffix of Ct1a
α. Let Θ′ be
a substitution which coincides with Θ on all variables other than y and Θ′(y) = b.
Since k ≤ β, the word Θ′(Axyk) is a subword of U. Then by Corollary 6.5, the
pair {x, y} is b-stable in Axyk with respect to S({U}). To avoid a contradiction,
we conclude that the word Θ(Axyk−1ty) is not a subword of U. So, by Lemma 2.4,
we have that S({U}) |= Axyk−1ty ≈ Ayxyk−2ty. This means that S({U}) satisfies
Condition (i) in Lemma 6.6. 
Lemma 6.8. Let U be a word with two non-linear variables such that U 6 xtytxy,
U 6 xytxty and m > 1 be the maximum such that U  xmym. Then the following
conditions are equivalent:
(i) U 6 {xmtxyty, ytyxtxm};
(ii) One of the words {amU1abU2b, aU1abU2b
m} is not a subword of U for any
U1,U2 ∈ A
∗;
(iii) The monoid S({U}) satisfies either xmtxyty ≈ xmtyxty or xtxytym ≈
xtyxtym.
Proof. In view of Lemma 6.7, modulo renaming variables, U = Ct1a
αbβt2B for some
possible empty almost-linear words Ct1 = C(a,Lin(C))t1 and t2B = t2B(b,Lin(B))
such that min(α, β) ≥ m > 1.
¬(ii) → ¬(i) Suppose that for some U1,U2,U3,U4 ∈ A
∗, the word U contains
a subword amU1abU2b and a subword aU3abU4b
m. Then either U1 or U4 contains
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a linear variable in U (otherwise U would had contained a subword am+1b and
a subword abm+1 which contradicts to the choice of m). Since all conditions are
symmetric, without loss of generality we may assume that the word U1 contains
some variable t linear in U. Then by the choice of m, the word U contains a
subword amU5a
mbU2b for some word U5 that contains t. Then U  {x
mtx, xtxm}.
Consequently, U  {xmtxyty, ytyxtxm}.
(ii) → (iii) Suppose that the word amU1abU2b is not a subword of U for any
U1,U2 ∈ A
∗. Let Θ : A→ A∗ be a substitution such that Θ(y)Θ(x) 6= Θ(x)Θ(y).
If Θ(x) or Θ(y) is not a power of a variable then Θ(xmtxyty)  xytxty or
Θ(xmtxyty)  xytxty. So, we may assume that Θ(x) = al and Θ(y) = br for
some l, r > 0. Then Θ(xmtyxty) is not a subword of U.
Since the word amU1abU2b is not a subword of U for any U1,U2 ∈ A
∗, the word
Θ(xmtxyty) also is not a subword of U. Lemma 2.4 implies that the monoid S({U})
satisfies xmtxyty ≈ xmtyxty.
Implication (iii)→ (i) is obvious. 
7. Two algorithms for recognizing finitely based words among
words with at most two non-linear variables
Theorem 7.1. Let U be a word with at most two non-linear variables and m be
the maximum such that U  xmym. Then S({U}) is finitely based if and only if U
satisfies each of the following conditions:
(i) At least two of the words {xytxty, xtytxy, xtxyty} are not isoterms for S({U});
(ii) If U  xtxyty then m > 1 and one of the words {ytyxtxm, xmtxyty} is not
an isoterm for S({U}).
Proof. First, suppose that U  {xytxty, xtytxy}. Then, in view of Corollary 4.5
we may assume that U  {xytxy, xytyx}. Since U is a single word with two non-
linear variables, the condition U  {xytxy, xytyx} implies that U  xtxyty. Then
by Corollary 4.6, the word U contains either ababa or abβa for some β > 1 as a
subword. Lemmas 5.2 and 5.3 show that U is NFB in each of these cases. So, if
U  {xytxty, xtytxy} then U is NFB.
Now suppose that U 6 {xytxty} or U 6 {xtytxy}. If U 6 xtxyty then U is
hereditary finitely based by Corollary 3.7. If U  xtxyty then by Corollary 4.7
either U is NFB or U  xxyy and both words {xytxty, xtytxy} are not isoterms
for S({U}). In view of Theorem 3.5, we have S({U}) |= {σ1, σ2}. Since U  xxyy,
we have m > 1. Consider two cases.
Case 1: U 6 {ytyxtxm, xmtxyty}.
In this case, Lemma 6.8 implies that S({U}) satisfies either xmtxyty ≈ xmtyxty
or xtxytym ≈ xtyxtym. By Lemma 6.7, S({U}) satisfies Conditions (i) and (ii) in
Lemma 6.6. Therefore, S({U}) is finitely based by Lemma 6.6 or its dual.
Case 2: U  {ytyxtxm, xmtxyty}.
In this case, Lemma 6.7 (i) implies that U  {ytyxdtxm+1−d, xm+1−dtxdyty|0 <
d ≤ m} but one of the words {xm+1yty, ytyxm+1} is not an isoterm for S. Theorem
4.4(vii) or its dual implies that S({U}) is non-finitely based. 
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The next theorem gives us a computation-free way to recognize FB words among
words with at most two non-linear variables.
Theorem 7.2. Let U be a word with at most two non-linear variables a and b.
Then the word U is finitely based if and only if U is either block-1-simple or there
is a single block B for which B 6∈ {an, bn|n ≥ 0} and this block satisfies one of the
following conditions modulo renaming a and b:
(i) B = abm for some m > 0 and B is the first non-empty block of U;
(ii) B = bma for some m > 0 and B is the last non-empty block of U;
(iii) B = anbm such that min(n,m) = k > 1, U contains no a to the right of
B, no b to the left of B and one of the words {aU1abU2b
k, akU1abU2b} is not a
subword of U for any U1,U2 ∈ A
∗.
Proof. According to the proof of Theorem 7.1, the word U is FB if and only if U is
hereditary FB or S({U}) |= {σ1, σ2}, U  xxyy and U 6 {ytyxtx
k, xktxyty}.
In view of Corollary 3.7, the word U is hereditary finitely based if and only if U
is block-1-simple or there is a single block B for which B 6∈ {an, bn|n ≥ 0} and this
block satisfies either Condition (i) or Condition (ii).
In view of Theorem 3.5 and Lemma 6.8, S({U}) |= {σ1, σ2}, U  xxyy and
U 6 {ytyxtxk, xktxyty} if and only if U satisfies Condition (iii). 
Following Definition 5.1 in [2], we say that a word U is hereditary finitely based
(HFB) if each subword of U is finitely based. If the monoid S({U}) is hereditary
finitely based, then evidently, the word U is HFB in the sense of Definition 5.1 in
[2].
Corollary 7.3. A word U with at most two non-linear variables is FB if and only
if U is HFB in the sense of Definition 5.1 in [2].
Proof. According to Theorem 7.2, if U is finitely based then either U is block-1-
simple or U contains a single adjacent pair {c, d} ⊆ OccSet(U) of occurrences of
a and b such that either {c, d} = {1ua, 1ub} or {c, d} = {lastua, lastub} or {c, d} =
{1ua, lastub}. If {c, d} = {1ua, 1ub} or {c, d} = {lastua, lastub} then by Corollary 3.7,
the monoid S({U}) is hereditary finitely based, and consequently, the word U is
HFB.
If {c, d} = {1ua, lastub} then U satisfies Condition (iii) in Theorem 7.2. Then each
subword of U is either block-1-simple or also satisfies Condition (iii). In any case
the word U is HFB. 
Example 7.4. Let U = aat1aabbt2bb. Then
(i) the set {U, a4b4} is FB.
(ii) the word U is NFB.
(iii) each subword of U is FB.
Proof. (i) The set {U, a4b4} is finitely based by Lemma 6.6 or by Theorem 4.4 in
[15].
(ii) The word U is NFB by Theorem 7.1 because U  {xxtxyty, ytyxtxx}.
(iii) The word V = aataabbtb is FB by Theorem 7.2 because the word aU1abU2bb
is not a subword of V for any U1,U2 ∈ A
∗. So, each subword of U is FB by
symmetry and Corollary 7.3. 
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8. Seven NFB intervals between sets of block-2-simple words
If Σ is a set of identities and L ⊆ A∗ then Isot(L,Σ) denotes the set of all words
in L that are isoterms for varΣ.
Fact 8.1. The set W = Isot(L,Σ) is the largest subset of L such that S(W ) is
contained in varΣ.
Proof. Let U be a subset of L such that S(U) is contained in varΣ. Then by Lemma
2.1 each word in U is an isoterm for varΣ. Therefore, U is a subset of Isot(L,Σ). 
Calculating Isot(A∗,Σ) for certain sets of identities Σ will be useful in the next
article [16]. Theorem 3.5 immediately implies the following.
Corollary 8.2. For each Σ ⊆ {σ1, σµ, σ2} the set Isot(A
∗,Σ) consists of all words
u such that every adjacent pair of occurrences of two distinct non-linear variables
in u is Σ-bad.
Corollaries 8.2 and 3.7 immediately imply the following.
Corollary 8.3. A set of words is hereditary finitely based if and only if it is a subset
of one of the following:
(i) Isot(A∗, σ1, σµ) is the set of all words u such that every adjacent pair of occur-
rences of two non-linear variables x 6= y in u is of the form {lastux, lastuy};
(ii) Isot(A∗, σ2, σµ) is the set of all words u such that every adjacent pair of
occurrences of two non-linear variables x 6= y in u is of the form {1ux, 1uy};
(iii) Isot(A∗, σ1, σµ, σ2) = Isot(A
∗, σ1, σµ) ∩ Isot(A
∗, σ2, σµ) is the set of all block-
1-simple words.
In view of Proposition 6.1 in [15], the monoid S(Isot(A∗, σ1, σµ, σ2)) is finitely
based by {σ1, σµ, σ2}. However, the monoid S(Isot(A
∗, σ1, σµ)) satisfies the identity
xytxy ≈ xytyx (see Lemma 2.4 in [16]) which does not follow from {σ1, σµ}.
IfW1 ⊆W2 are sets of words then we use [W1,W2] to refer to the interval between
varS(W1) and varS(W2) in the lattice of all semigroup varieties. If B2 denotes the
set of all block-2-simple words then Theorem 4.4 immediately implies the following.
Corollary 8.4. Every monoid in each of the following intervals is NFB:
(i) [{xytxy}, Isot(B2, xytyx ≈ yxtxy)];
(ii) [{xytyx}, Isot(B2, xytxy ≈ yxtyx);
(iii) [{xytxty, xtytxy}, Isot(B2, {xytyx ≈ yxtxy, xytxy ≈ yxtyx})];
(iv) [{xtxyty}, Isot(B2, {xxyy ≈ yyxx, xytxy ≈ yxtyx})];
(v) [{xxyy, xytxty}, Isot(B2, {xytyx ≈ yxtxy, xytxy ≈ yxtyx})];
(vi) [{xtxyty, xytxy, xytyx}, Isot(B2, {xyyx ≈ yxxy} ∪ {xmyxyx ≈ yxm+2y|m ≥
1})];
(vii) [{xxyy}∪{ytyxdtxk−d, xk−dtxdyty|0 < d < k}, Isot(B2, {xkyty ≈ yxkty, xytxty ≈
yxtxty, xtytxy ≈ xtytyx})], k > 2.
Using Corollary 2.5, one can easily check that if I and N are in the same row of
Table 1 then for every set of block-2-simple words W such that W  I and W 6 n
for any n ∈ N the monoid S(W ) belongs to the corresponding interval in Corollary
8.4.
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