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A COMBINATORIAL PROOF OF
THE SMOOTHNESS OF CATALECTICANT SCHEMES
ASSOCIATED TO COMPLETE INTERSECTIONS
ALEXANDER ISAEV
Abstract. For zero-dimensional complete intersections with homogeneous
ideal generators of equal degrees over an algebraically closed field of char-
acteristic zero, we give a combinatorial proof of the smoothness of the corre-
sponding catalecticant schemes along an open subset of a particular irreducible
component.
1. Introduction
Catalecticant varieties and schemes were introduced by A. Iarrobino and V. Ka-
nev in their seminal monograph [IK] in relation to the classical problem of repre-
senting a homogeneous form as a sum of powers of linear forms as well as related
questions. Of special interest are the irreducible components and smoothness prop-
erties of such schemes; they have been extensively studied (see [IK, Chapter 4]
and references therein for details). In the present paper, we focus on these topics
for particular catalecticant schemes, which we call V and Gor(T ), associated to
complete intersections with homogeneous ideal generators of equal degrees. Specifi-
cally, fix n ≥ 2 and let k[x1, . . . , xn]j denote the vector space of homogeneous forms
of degree j in x1, . . . , xn over an algebraically closed field k of characteristic zero.
The schemes V and Gor(T ) then arise from considering zero-dimensional complete
intersection k-algebras of the form
M(f) := k[x1, . . . , xn]/(f1, . . . , fn),
where f = (f1, . . . , fn) is an n-tuple of elements of k[x1, . . . , xn]d with fixed d ≥ 2
(see Section 3 for details).
Next, let URes ⊂ k[y1, . . . , yn]n(d−1) be the subset of each of V and Gor(T )
defined as the locus of forms F such that the subspace F⊥ ∩ k[x1, . . . , xn]d is n-
dimensional and has a basis with nonvanishing resultant, where
F⊥ :=
{
h ∈ k[x1, . . . , xn]
∣∣∣h( ∂
∂y1
, . . . ,
∂
∂yn
)
F (y1, . . . , yn) = 0
}
is the annihilator of F . In [IK, Theorem 4.17] it was shown that Gor(T ) has
an irreducible component containing URes as a dense subset and the dimension of
this component was found. Furthermore, the smoothness of Gor(T ) at every point
of URes follows from [K, Theorem 1.4] (cf. [IK, p. 117–118]). On the other hand,
analogous facts regarding V appear to be only known in the cases (i) n = 3, d ≥ 3,
(ii) n = 4, d = 2, 3, (iii) n = 5, d = 2 (see [IK, Theorem 4.19 and Corollary 4.18]),
and one of the aims of the present paper is to bring results on V in line with those
on Gor(T ).
Mathematics Subject Classification: 14L24, 13A50.
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In this article, we refine and extend Theorems 4.17 and 4.19 of [IK]. First of all,
in Theorem 3.5 obtained in Section 3 we show that the set URes is open (not just
dense) in an irreducible component of each of V, Gor(T ) for all n, d and explicitly
describe the closed complement to URes. As the proof of Theorem 4.17 in [IK]
is quite brief, we also provide an alternative derivation—with full details—of the
dimension formula for URes. One of the key elements of the proof of Theorem
3.5 is representing URes as the image of a certain morphism, called A, which is
introduced and discussed in Section 2. This morphism assigns to every n-tuple
of forms f ∈ k[x1, . . . , xn]
⊕n
d with nonzero resultant the so-called associated form
lying in k[y1, . . . , yn]n(d−1) and can be interpreted as mapping f to a particular
homogeneous Macaulay inverse system of the standard graded Artinian Gorenstein
algebraM(f). As explained in [AI], the morphismA is also of interest in relation to
a conjecture (not discussed here) linking complex singularity theory with classical
invariant theory. We note that settling the conjecture requires studying V and
Gor(T ), which explains our interest in these schemes.
The main content of the paper is an argument that establishes the smoothness of
both V and Gor(T ) simultaneously at every point of URes for all n, d (see Theorem
4.1 in Section 4). It extends the proof of Theorem 4.19 in [IK], which only works
in special cases (i)–(iii) mentioned earlier. Our argument is direct and does not
depend on results and techniques of [K]. In particular, it requires neither Laudal’s
description of hulls nor results on the tangent and obstruction space for the scheme
GradAlg(H) (cf. [K, p. 610]). Apart from the formulas for the dimensions of the
tangent spaces to V and Gor(T ) obtained in [IK, Theorems 3.2, 3.9], it relies just
on the Koszul resolution of the algebraM(f). The novelty of the proof of Theorem
4.1 is that it proceeds by dimension count and is almost entirely combinatorial. In
particular, we obtain a number of combinatorial identities that are independently
interesting. We also note that, although the field k is assumed to have zero charac-
teristic, our arguments are easy to generalize to the case char(k) > n(d − 1), with
n(d− 1) being the socle degree of M(f).
Acknowledgements. Part of this work was done during the author’s visit to
the Bar-Ilan University, which we thank for its hospitality. We are also grateful
to Marko Riedel for his help with establishing one of the combinatorial identities
as specified in the appendix. Special thanks go to the referees for their thorough
reading of the manuscript and for suggesting, in particular, an alternative proof
of identity (4.3) (see Remark 4.7 for details). We acknowledge the support of the
Australian Research Council by way of Discovery Project DP140100296.
2. Associated forms and Macaulay inverse systems
In this section we introduce the so-called associated forms and the corresponding
morphism, which will be useful for our study of the catalecticant schemes in the
next section. What follows is an abridged version of the exposition given in [AI,
Section 2].
Let k be an algebraically closed field, and we assume for simplicity that its char-
acteristic is zero. Fix n ≥ 2 and for any nonnegative integer j define k[x1, . . . , xn]j
to be the vector space of homogeneous forms of degree j in x1, . . . , xn over k.
Clearly, one has k[x1, . . . , xn] = ⊕
∞
j=0k[x1, . . . , xn]j . Next, fix d ≥ 2 and consider
the vector space k[x1, . . . , xn]
⊕n
d of n-tuples f = (f1, . . . , fn) of forms of degree d.
Recall that the resultant Res on the space k[x1, . . . , xn]
⊕n
d is a form with the prop-
erty that Res(f) 6= 0 if and only if f1, . . . , fn have no common zeroes away from
the origin (see, e.g., [GKZ, Chapter 13]).
For f = (f1, . . . , fn) ∈ k[x1, . . . , xn]
⊕n
d , we now introduce the algebra
M(f) := k[x1, . . . , xn]/(f1, . . . , fn)
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and recall a well-known lemma (see, e.g., [AI, Lemma 2.4] and [SS, p. 187]):
Lemma 2.1. The following statements are equivalent:
(1) the resultant Res(f) is nonzero;
(2) the algebra M(f) has finite vector space dimension;
(3) the morphism f : An(k)→ An(k) is finite;
(4) the n-tuple f is a homogeneous system of parameters of k[x1, . . . , xn], i.e.,
the Krull dimension of M(f) is 0.
If the above conditions are satisfied, then M(f) is a local standard graded com-
plete intersection algebra whose socle is generated in degree n(d − 1) by the image
jac(f) ∈ M(f) of the Jacobian jac(f) := det Jac(f), where Jac(f) is the Jacobian
matrix
(
∂fi/∂xj
)
i,j
.
Remark 2.2. As we pointed out in Lemma 2.1, the algebraM(f) has a natural stan-
dard grading: M(f) =
⊕∞
i=0M(f)i. It is well-known (see, e.g., [S, Corollary 3.3])
that the corresponding Hilbert function H(u) :=
∑∞
i=0 ti u
i, with ti := dimkM(f)i,
is given by
(2.1) H(u) = (ud−1 + · · ·+ u+ 1)n.
Next, we let (k[x1, . . . , xn]
⊕n
d )Res be the affine open subvariety of k[x1, . . . , xn]
⊕n
d
that consists of all n-tuples of forms with nonzero resultant. We now define the as-
sociated form A(f) ∈ k[y1, . . . , yn]n(d−1) of f = (f1, . . . , fn) ∈ (k[x1, . . . , xn]
⊕n
d )Res
by the formula
(y1x1 + y2x2 + · · ·+ ynxn)
n(d−1) = A(f)(y1, . . . , yn) · jac(f),
where xi ∈M(f) is the image of xi. It is not hard to see that the induced map
A : (k[x1, . . . , xn]
⊕n
d )Res → k[y1, . . . , yn]n(d−1), f 7→ A(f)
is a morphism of affine varieties. In article [AI] we studied A in relation to a
conjecture linking complex singularity theory with classical invariant theory.
The morphism A is quite natural; in particular, it possesses an important equiv-
ariance property, which we will now state. First, notice that for any j the group
GLn×GLn acts on the vector space k[x1, . . . , xn]
⊕n
j via
((g1, g2)f)(x) := f(x · g
−t
1 ) · g
−1
2
for g1, g2 ∈ GLn, x := (x1, . . . , xn) and f ∈ k[x1, . . . , xn]
⊕n
j . Also, for any ℓ the
group GLn act on the space k[y1, . . . , yn]ℓ via
(gf)(y) := f(y · g−t)
for g ∈ GLn, y := (y1, . . . , yn) and f ∈ k[y1, . . . , yn]ℓ. We then have (see [AI,
Lemma 2.7]):
Lemma 2.3. For every f ∈ (k[x1, . . . , xn]
⊕n
d )Res and g1, g2 ∈ GLn the following
holds:
(2.2) A((g1, g2)f) = det(g1g2) · g
−t
1 A(f).
We will now interpret A in different terms. Recall that the algebra k[y1, . . . , yn]
is a k[x1, . . . , xn]-module via differentiation:
(2.3) (h ◦ F )(y1, . . . , yn) := h
(
∂
∂y1
, . . . ,
∂
∂yn
)
F (y1, . . . , yn),
where h ∈ k[x1, . . . , xn] and F ∈ k[y1, . . . , yn]. For a positive integer j, differentia-
tion induces a perfect pairing
k[x1, . . . , xn]j × k[y1, . . . , yn]j → k, (h, F ) 7→ h ◦ F ;
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it is often referred to as the polar pairing. For F ∈ k[y1, . . . , yn]j , we now introduce
a homogeneous ideal, called the annihilator of F , as follows:
F⊥ := {h ∈ k[x1, . . . , xn] | h ◦ F = 0},
which is clearly independent of scaling and thus is well-defined for F in the pro-
jective space P(k[y1, . . . , yn]j). It is well-known that the quotient k[x1, . . . , xn]/F
⊥
is a standard graded local Artinian Gorenstein algebra of socle degree j and the
following holds (cf. [IK, Lemma 2.12]):
Proposition 2.4. The correspondence F 7→ k[x1, . . . , xn]/F
⊥ induces a bijection
P(k[y1, . . . , yn]j)→
{
local Artinian Gorenstein algebras k[x1, . . . , xn]/I
of socle degree j, where the ideal I is homogeneous
}
.
Remark 2.5. Given a homogenous ideal I ⊂ k[x1, . . . , xn] such that k[x1, . . . , xn]/I
is a local Artinian Gorenstein algebra of socle degree j, Proposition 2.4 implies that
there is a form F ∈ k[y1, . . . , yn]j , unique up to scaling, such that I = F
⊥. In fact,
the uniqueness part of this statement can be strengthened: if I ⊂ F⊥, then I = F⊥
and all forms with this property are mutually proportional. Indeed, I ⊂ F⊥ implies
Ij ⊂ F
⊥, where Ij := I ∩ k[x1, . . . , xn]j , and the claim follows from the fact that
Ij has codimension 1 in k[x1, . . . , xn]j . Any such form F is called a (homogeneous)
Macaulay inverse system for k[x1, . . . , xn]/I and its image in P(k[y1, . . . , yn]j) is
called the (homogeneous) Macaulay inverse system for k[x1, . . . , xn]/I.
We have (see [AI, Proposition 2.11]):
Proposition 2.6. For any f ∈ (k[x1, . . . , xn]
⊕n
d )Res, the form A(f) is a Macaulay
inverse system for the algebra M(f).
By Proposition 2.6, the morphism A can be thought of as a map assigning to
every element f ∈ (k[x1, . . . , xn]
⊕n
d )Res a particular Macaulay inverse system for
the algebra M(f).
We now let URes ⊂ k[y1, . . . , yn]n(d−1) be the locus of forms F such that the
subspace F⊥ ∩ k[x1, . . . , xn]d is n-dimensional and has a basis with nonvanishing
resultant. It is easy to see that URes is locally closed in k[y1, . . . , yn]n(d−1), hence is
a variety (see, e.g., Proposition 3.4 below for details). By Proposition 2.6, the image
ofA is contained in URes. Moreover, if F ∈ URes, then for the ideal I ⊂ k[x1, . . . , xn]
generated by F⊥ ∩ k[x1, . . . , xn]d, we have the inclusion I ⊂ F
⊥. By Remark 2.5,
the form F is the inverse system for k[x1, . . . , xn]/I, and therefore F = A(f) for
some basis f = (f1, . . . , fn) of F
⊥ ∩ k[x1, . . . , xn]d. Thus, we have proved:
Proposition 2.7. im(A) = URes.
The constructions of the morphism A can be projectivized. Indeed, denote by
Gr(n, k[x1, . . . , xn]d) the Grassmannian of n-dimensional subspaces of k[x1, . . . , xn]d.
The resultant Res on k[x1, . . . , xn]
⊕n
d descends to a section, also denoted by Res, of
a power of the very ample generator of the Picard group of Gr(n, k[x1, . . . , xn]d).
Let Gr(n, k[x1, . . . , xn]d)Res be the affine open subvariety where Res does not van-
ish; it consists of all n-dimensional subspaces of k[x1, . . . , xn]d having a basis with
nonzero resultant. Consider the morphism
(k[x1, . . . , xn]
⊕n
d )Res → Gr(n, k[x1, . . . , xn]d)Res, f = (f1, . . . , fn) 7→ 〈f1, . . . , fn〉,
where 〈 · 〉 denotes linear span. Then, by equivariance property (2.2), the morphism
A composed with the projection k[y1, . . . , yn]n(d−1) \ {0} → P(k[y1, . . . , yn]n(d−1))
factors as
(k[x1, . . . , xn]
⊕n
d )Res → Gr(n, k[x1, . . . , xn]d)Res
Â
−→ P(k[y1, . . . , yn]n(d−1)).
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By Proposition 2.6, the morphism Â can be thought of as a map assigning to every
subspaceW ∈ Gr(n, k[x1, . . . , xn]d)Res the Macaulay inverse system for the algebra
M(f), where f = (f1, . . . , fn) is any basis of W .
By Proposition 2.7 we have im(Â) = P(URes), where P(URes) is the image of
URes in the projective space P(k[y1, . . . , yn]n(d−1)). With a little extra effort one
obtains (see [AI, Proposition 2.13]):
Proposition 2.8. The morphism Â : Gr(n, k[x1, . . . , xn]d)Res → P(URes) is an
isomorphism.
This result will be utilized in our considerations of the relevant catalecticant vari-
eties in the next section.
3. The catalecticant schemes and varieties
Let
K := dimk k[x1, . . . , xn]d =
(
d+ n− 1
n− 1
)
.
Consider the quasiaffine variety
U := UK−n(n(d− 1)− d, d;n) ⊂ k[y1, . . . , yn]n(d−1)
and the affine subvariety
V := VK−n(n(d− 1)− d, d;n) ⊂ k[y1, . . . , yn]n(d−1)
as defined in [IK, p. 5]. Specifically, set
L := dimk k[y1, . . . , yn]n(d−1)−d =
(
n(d− 1)− d+ n− 1
n− 1
)
and let {m1, . . . , mK}, {m1, . . . ,mL} be the standard monomial bases in the spaces
k[x1, . . . , xn]d and k[y1, . . . , yn]n(d−1)−d, respectively, with the monomials num-
bered in accordance with some orders, which we will fix from now on. For a form
F ∈ k[y1, . . . , yn]n(d−1) let Fj := mj ◦ F ∈ k[y1, . . . , yn]n(d−1)−d, j = 1, . . . ,K,
where ◦ is defined in (2.3). Expanding F1, . . . , FK with respect to {m1, . . . ,mL},
we obtain an L×K-matrix D(F ) called the catalecticant matrix. Then the varieties
U and V are described as
U = {F ∈ k[y1, . . . , yn]n(d−1) | rankD(F ) = K − n},
V = {F ∈ k[y1, . . . , yn]n(d−1) | rankD(F ) ≤ K − n}.
Note that U is a dense open subset of V (see [IK, Lemma 3.5]).
Clearly, V ⊂ k[y1, . . . , yn]n(d−1) is the affine subvariety given by the condition of
the vanishing of all (K − n+ 1)-minors of D(F ). Observe that for n = 2 we have
K = d+1, L = d− 1, and therefore the matrix D(F ) has no (K− 1)-minors, hence
V = k[y1, y2]2(d−1). Similarly, for n = 3, d = 2, we have K = 6, L = 3, therefore
D(F ) has no (K−2)-minors, hence V = k[y1, y2, y3]3. Notice that in all other cases
L ≥ K, and therefore V is a proper affine subvariety of k[y1, . . . , yn]n(d−1) unless
n = 2 or n = 3, d = 2.
We will also consider the corresponding affine scheme V defined as follows. Let
M := dimk k[y1, . . . , yn]n(d−1) and {m1, . . . ,mM} be the standard monomial basis
in the space k[y1, . . . , yn]n(d−1) with the monomials numbered in accordance with
some order. Let k[z1, . . . , zM ] be the ring of polynomials in the coefficients of the
expansion of a form in k[y1, . . . , yn]n(d−1) with respect to {m1, . . . ,mM}.
Definition 3.1. Denote by J1 the ideal in k[z1, . . . , zM ] generated by all (K−n+1)-
minors of the matrix D(F ). We set
V := Spec k[z1, . . . , zM ]/J1.
6 ISAEV
Clearly, we have Vred = V .
Next, let T := (t0, t1, . . . , tn(d−1)) = (1, n, . . . , n, 1) be the Gorenstein sequence
from Hilbert function (2.1), which is symmetric about n(d − 1)/2. Consider the
quasiaffine variety Gor(T ) that consists of all forms F ∈ k[y1, . . . , yn]n(d−1) such
that the Hilbert function of the standard graded local Artinian Gorenstein algebra
k[x1, . . . , xn]/F
⊥ is T . Clearly, Gor(T ) is an open subset of the affine subvariety
Gor≤(T ) ⊂ k[y1, . . . , yn]n(d−1) = k[z1, . . . , zM ] consisting of all forms F for which
the Gorenstein sequence of k[x1, . . . , xn]/F
⊥ does not exceed T . Analogously to
V , the variety Gor≤(T ) is defined by the vanishing of all (ti + 1)-minors of the
corresponding matrices constructed analogously to D(F ), for i = 1, . . . , n(d−1)−1.
Let J2 be the ideal in k[z1, . . . , zM ] generated by all such minors (see [IK, p. 8] for
details) and consider the affine scheme Gor≤(T ) := Spec k[z1, . . . , zM ]/J2. Then
Gor≤(T )red = Gor≤(T ), and we introduce another main player of this article, the
scheme Gor(T ), as follows.
Definition 3.2. Set Gor(T ) to be the open subscheme of Gor≤(T ) defined by the
open subset Gor(T ) of Gor≤(T ).
Clearly, we have Gor(T )red = Gor(T ). Following [IK], we call V, Gor(T ) the
catalecticant schemes and V , Gor(T ) the catalecticant varieties.
Remark 3.3. Note that [IK] introduces more general catalecticant varieties and
schemes, but in this paper we only focus on V , Gor(T ), V, Gor(T ).
We have the obvious inclusions
(3.1) URes ⊂ Gor(T ) ⊂ U ⊂ V,
where URes ⊂ k[y1, . . . , yn]n(d−1) was defined in Section 2. To better understand
the relationship between URes, Gor(T ), U and V , we will now introduce a certain
closed subset of U .
Cover U by open subsets Uα, each of which is given by the condition of the
nonvanishing of a particular (K − n)-minor of the catalecticant matrix D(F ). In
what follows, on each Uα we will define a regular function Rα. Let, for instance,
Uα
0
be the subset of U described by the nonvanishing of the principal (K−n)-minor
of D(F ). For F ∈ Uα
0
we will now find a canonical basis of the solution set S(F )
of the homogeneous system D(F )γ = 0, where γ is a column-vector in kK . Since
rankD(F ) = K − n, one has dimk S(F ) = n. Split D(F ) into blocks as follows:
D(F ) =
 A(F ) B(F )
C(F )
 ,
where A(F ) has size (K − n)× (K − n) (recall that detA(F ) 6= 0), B(F ) has size
(K − n)× n, and C(F ) has size (L−K + n)×K. We also split the column-vector
γ as γ =
(
γ′
γ′′
)
, where γ is in kK−n and γ′′ is in kn. Then S(F ) is given by the
condition γ′ = −A(F )−1B(F )γ′′. Therefore, the vectors
γj(F ) :=
(
−A(F )−1B(F )ej
ej
)
, j = 1, . . . , n,
form a basis of S(F ) for every F ∈ Uα
0
, where ej is the jth standard basis vector
in kn.
Clearly, the components γ1j , . . . , γ
K
j of γj are regular functions on Uα0 for each j,
and we define rj,α
0
:=
∑K
i=1 γ
i
j mi, j = 1, . . . , n, where, as before, {m1, . . . , mK} is the
standard monomial basis in k[x1, . . . , xn]d. Then the d-forms r1,α
0
(F ), . . . , rn,α
0
(F )
constitute a basis of the intersection F⊥ ∩ k[x1, . . . , xn]d for every F ∈ Uα
0
. Set
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Rα
0
:= Res(r1,α
0
, . . . , rn,α
0
). Clearly, Rα
0
is a regular function on Uα
0
, and we
define Zα
0
to be its zero locus.
Arguing as above for every Uα, we introduce a regular function Rα on Uα and
its zero locus Zα. Notice that if for some α, α
′ the intersection Uα,α′ := Uα ∩ Uα′
is nonempty, then Zα ∩Uα,α′ = Zα′ ∩Uα,α′ . Thus, the loci Zα glue together into a
closed subset Z of U . If U ′ is an irreducible component of U , then the intersection
Z ∩ U ′ is either a hypersurface in U ′, or all of U ′, or empty. Notice also that Z is
GLn-invariant, which follows from the general formula
(CF )⊥ ∩ k[x1, . . . , xn]j = C
−t (F⊥ ∩ k[x1, . . . , xn]j), j = 0, . . . , n(d− 1),
for all C ∈ GLn, F ∈ k[y1, . . . , yn]n(d−1).
We will now establish:
Proposition 3.4. One has URes = Gor(T ) \ Z = U \ Z = V \ Z.
Proof. It is clear that URes = U \Z, thus inclusions (3.1) imply URes = Gor(T )\Z =
U\Z. Further, to see that U\Z = V \Z, we need to prove that V \U ⊂ Z. As shown
in the proof of [IK, Lemma 3.5], in every neighborhood of every form F ∈ V \ U
there exists F̂ ∈ U such that all elements of F̂⊥ ∩ k[x1, . . . , xn]d have a common
zero away from the origin. Thus, F ∈ Z as required. ✷
Next, recall that by Proposition 2.8 the morphism Â : Gr(n, k[x1, . . . , xn]d)Res →
P(URes) is an isomorphism. Therefore, we have
dimk P(URes) = dimk Gr(n, k[x1, . . . , xn]d) = Kn− n
2,
which implies
(3.2) dimk URes = Kn− n
2 + 1 =: N.
As URes is irreducible, we obtain the following result:
THEOREM 3.5. There exist irreducible components Gor(T )◦, U◦, V ◦ of the
varieties Gor(T ), U , V , respectively, such that URes = Gor(T )
◦ \ Z = U◦ \ Z =
V ◦ \Z, with dimk Gor(T )
◦ = dimk U
◦ = dimk V
◦ = N, where N is defined in (3.2).
Remark 3.6. A fact similar to Theorem 3.5 was obtained in [IK]. Specifically,
Theorem 4.17 of [IK] shows that Gor(T ) has an irreducible component containing
URes as a dense subset and the dimension of this component is equal to N . The
proof given in [IK] does not explicitly utilize the morphismA and is somewhat brief
overall. Also, Theorem 4.19 of [IK] (cf. Corollary 4.18 therein) yields that URes is
dense in an irreducible component of V in the following cases: (i) n = 3, d ≥ 3,
(ii) n = 4, d = 2, 3, (iii) n = 5, d = 2. In comparison with these results, Theorem
3.5 stated above is more precise because:
• it treats both Gor(T ) and V simultaneously for all n, d;
• it shows that URes is in fact open (not just dense) in an irreducible compo-
nent of each of Gor(T ) and V and explicitly describes the closed complement
to URes in terms of the subset Z;
• its proof gives a complete argument for the formula for dimk URes.
In the next section we will see that the set URes lies in the smooth part of V
◦,
i.e., that all singularities of V ◦ are contained in Z. In fact, we will arrive at a
stronger conclusion by investigating the smoothness of the schemes V and Gor(T )
at the points of URes.
8 ISAEV
4. Smoothness of V and Gor(T ) along URes
In this section we prove:
THEOREM 4.1. Each of the catalecticant schemes V and Gor(T ) is smooth at
every point lying in URes.
Remark 4.2. Let X be one of the schemes V, Gor(T ). The smoothness of X at
a point x ∈ X is understood as the fact that the ring OX,x is a regular local ring.
This is equivalent to the identity dimTx(X) = dimOX,x, where the Zariski tangent
space Tx(X) to X at x is regarded as a vector space over the residue field at x (see,
e.g., [GW, p. 158]).
Remark 4.3. The smoothness of Gor(T ) along URes follows from [K, Theorem 1.4]
as the algebra M(f) is a complete intersection for every f ∈ (k[x1, . . . , xn]
⊕n
d )Res.
At the same time, the smoothness of V along URes appears to be only known in
cases (i)–(iii) specified in Remark 3.6 (see [IK, Theorem 4.19]). The proof of The-
orem 4.1 given below works simultaneously for both V and Gor(T ) with arbitrary
n, d. It does not depend on results of [K] and is much more elementary. Indeed,
our argument does not rely either on Laudal’s description of hulls or on results
concerning the tangent and obstruction space for the scheme GradAlg(H) (cf. [K,
p. 610]). Apart from the formulas for the dimensions of the tangent spaces to V
and Gor(T ) found in [IK, Theorems 3.2, 3.9], it only utilizes the Koszul resolution
of the algebra M(f). Our approach is combinatorial, and, as part of the proof, we
obtain a number of combinatorial identities that are of independent interest.
Proof of Theorem 4.1. The theorem is obvious in the cases n = 2 and n = 3, d = 2,
thus everywhere below we assume that n ≥ 3 and that d ≥ 3 if n = 3. We will
compute the dimensions of the tangent spaces TF (V) to V and TF (Gor(T )) to
Gor(T ) at every closed point F ∈ URes. In view of Theorem 3.5, we only need to
show that dimk TF (V) = dimk TF (Gor(T )) = N for all closed points F ∈ URes,
where N is the number introduced in (3.2).
Fix a closed point F ∈ URes, let I := F
⊥ and set Ij := I ∩ k[x1, . . . , xn]j for all
j ≥ 0. By [IK, Theorem 3.2] we then see
(4.1)
dimk TF (V) = dimk k[y1, . . . , yn]n(d−1) − dimk Id In(d−1)−d =(
n(d− 1) + n− 1
n− 1
)
− dimk Id In(d−1)−d.
In formula (4.1) and everywhere below, for two linear subspaces U ⊂ k[x1, . . . , xn]i,
V ⊂ k[x1, . . . , xn]j , the product UV denotes the linear subspace of k[x1, . . . , xn]i+j
spanned by all products gh, with g ∈ U , h ∈ V .
As n(d−1)−2d ≥ 0, we have In(d−1)−d = k[x1, . . . , xn]n(d−1)−2d Id, and therefore
(4.2) dimk TF (V) =
(
n(d− 1) + n− 1
n− 1
)
− dimk(k[x1, . . . , xn]n(d−1)−2d I
2
d ).
Together with [IK, Theorem 3.9], formula (4.2) yields the equality dimk TF (V) =
dimk TF (Gor(T )) (cf. [IK, p. 115]). Hence, to prove the theorem for both V and
Gor(T ), we only need to establish the identity
(4.3)
(
n(d− 1) + n− 1
n− 1
)
− dimk(k[x1, . . . , xn]n(d−1)−2d I
2
d) = N.
In order to obtain (4.3), one has to compute dimk(k[x1, . . . , xn]n(d−1)−2d I
2
d). We
fix a basis f = (f1, . . . , fn) in Id and start with the following simple observation:
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Lemma 4.4. For any integer ℓ ≥ 1 the products of forms fi1 · · · fiℓ ,
with 1 ≤ i1 ≤ · · · ≤ iℓ ≤ n, are linearly independent in k[x1, . . . , xn]ℓd. In par-
ticular, one has dimk I
2
d = n(n+ 1)/2.
Proof. Suppose that there is a zero linear combination∑
1≤i1≤···≤iℓ≤n
αi1,...,iℓfi1 · · · fiℓ = 0.
This means that the morphism f = (f1, . . . , fn) : A
n(k)→ An(k) sends all of An(k)
into the hypersurface given by the equation
∑
1≤i1≤···≤iℓ≤n
αi1,...,iℓxi1 · · ·xiℓ = 0,
which by Lemma 2.1 contradicts the condition Res(f) 6= 0. ✷
By Lemma 4.4, we have
(4.4)
dimk(k[x1, . . . , xn]n(d−1)−2d I
2
d ) =
n(n+ 1)
2
dimk k[x1, . . . , xn]n(d−1)−2d − dimkR =
n(n+ 1)
2
(
n(d− 1)− 2d+ n− 1
n− 1
)
− dimkR,
where R is the vector space of linear relations among eℓfifj in k[x1, . . . , xn]n(d−1),
with i ≤ j and {eℓ} being any basis in k[x1, . . . , xn]n(d−1)−2d. Every relation in R
has the form
(4.5)
∑
1≤i≤j≤n
αijfifj = 0,
with αij ∈ k[x1, . . . , xn]n(d−1)−2d. In the following proposition we determine dimkR.
Proposition 4.5. One has
(4.6) dimkR =
[n(d−1)d ]∑
m=3
(−1)m−1(m− 1)
(
n+ 1
m
)(
n(d− 1)−md+ n− 1
n− 1
)
,
where [x] denotes the largest integer that is less than or equal to x.
Proof. Let SSMatℓ(V) denote the vector space of skew-symmetric
ℓ × ℓ-matrices with entries in a vector space V . Clearly, SSMatℓ(V) is isomorphic
to V⊕
ℓ(ℓ−1)
2 . We need the following lemma:
Lemma 4.6. Consider the linear map
φρ : : k[x1, . . . , xn]
⊕n
ρ → Iρ+d, (h1, . . . , hn) 7→ h1f1 + · · ·+ hnfn,
where ρ ≤ n(d− 1)− d. Then ker(φρ) = {fD | D ∈ SSMat
n(k[x1, . . . , xn]ρ−d)} .
Proof. The graded minimal free resolution of I is known to coincide with the Koszul
resolution 0→ Fn−1
dn−1
→ · · ·
d2→ F1
d1→ F0
d0→ I → 0 (see, e.g., [GVT, Theorem 1.1]).
Here one has F0 = k[x1, . . . , xn](−d)
⊕n, F1 = k[x1, . . . , xn](−2d)
⊕n(n−1)2 , and we
identify F1 with with SSMat
n(k[x1, . . . , xn](−2d)). Upon this identification, the
exactness condition im(d1) = ker(d0) is precisely the assertion of the lemma. ✷
We will now continue the proof of the proposition. Write any relation in R
as
∑n
i=1
(∑n
j=i αijfj
)
fi = 0 (see (4.5)). By Lemma 4.6 with ρ = n(d − 1) − d,
there exists D ∈ SSMatn(k[x1, . . . , xn]n(d−1)−2d) such that fα = fD, where α is the
lower-triangular n × n-matrix whose entries are αji := αij , i ≤ j, with the upper
and lower indices indicating the row and column numbers, respectively. Applying
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Lemma 4.6 to each column of the matrix α −D with ρ = n(d − 1) − 2d, we then
see that there exist Dj ∈ SSMatn(k[x1, . . . , xn]n(d−1)−3d), j = 1, . . . , n, satisfying
(4.7)
Dji =
n∑
ℓ=1
(Dj)ℓifℓ, 1 ≤ i < j ≤ n,
αij −D
j
i =
n∑
ℓ=1
(Di)ℓjfℓ, 1 ≤ i < j ≤ n,
αii =
n∑
ℓ=1
(Di)ℓifℓ, i = 1, . . . , n.
The first two sets of equations in (4.7) imply αij =
∑n
ℓ=1((D
i)ℓj + (D
j)ℓi)fℓ,
1 ≤ i < j ≤ n, which together with the third set of equations shows that R is
parametrized by the space (SSMatn(k[x1, . . . , xn]n(d−1)−3d))
⊕n.
Let q :=
[
n(d−1)
d
]
− 1. If q = 1, the space R is trivial, which agrees with (4.6).
Suppose that q ≥ 2. Then the kernel of the parametrization of R consists of all
n-tuples of matrices (D1, . . . , Dn) ∈ (SSMatn(k[x1, . . . , xn]n(d−1)−3d))
⊕n satisfying
(4.8)
n∑
ℓ=1
((Di)ℓj + (D
j)ℓi)fℓ = 0, 1 ≤ i ≤ j ≤ n.
By the skew-symmetricity of Di and Lemma 4.6, identity (4.8) holds if and only if
(4.9) Rj(Di) +Ri(Dj) = fDij , 1 ≤ i ≤ j ≤ n,
for some Dij ∈ SSMatn(k[x1, . . . , xn]n(d−1)−4d), where for any matrixM we denote
by Ri(M) its ith row. In fact, condition (4.9) completely characterizes the vector
space of all n-tuples (D1, . . . , Dn) ∈ (SSMatn(k[x1, . . . , xn]n(d−1)−3d))
⊕n that can
occur in the right-hand side of the identities Ri(D) = fDi, i = 1, . . . , n, for some
D ∈ SSMatn(k[x1, . . . , xn]n(d−1)−2d). We denote this vector space by W1.
Thus, we have
(4.10)
dimkR =
n2(n− 1)
2
dimk k[x1, . . . , xn]n(d−1)−3d − dimkW1 =
n2(n− 1)
2
(
n(d− 1)− 3d+ n− 1
n− 1
)
− dimkW1,
and we will now find dimkW1. For any 1 ≤ s ≤ q−1 introduce the vector spaceWs
of
(
s+n−1
n−1
)
-tuples of matrices Di1···is ∈ SSMatn(k[x1, . . . , xn]n(d−1)−(s+2)d), with
1 ≤ i1 ≤ · · · ≤ is ≤ n, satisfying
Rp(Di1···is) +Ri1(Dp i2···is) + · · ·+Ris(Dp i1···is−1) = fDp i1...is ,
for all indices 1 ≤ p ≤ i1 ≤ · · · ≤ is ≤ n and some skew-symmetric matrices
Dp i1...is ∈ SSMatn(k[x1, . . . , xn]n(d−1)−(s+3)d). This is exactly the vector space of(
s+n−1
n−1
)
-tuples of matrices that can occur in the right-hand side of the identities
Rt(Dj1···js−1) +Rj1(Dt j2···js−1) + · · ·+Rjs−1(Dt j1···js−2) = fDt j1...js−1 ,
for all indices 1 ≤ t ≤ j1 ≤ · · · ≤ js−1 ≤ n and some skew-symmetric matrices
Dℓ1...ℓs−1 ∈ SSMatn(k[x1, . . . , xn]n(d−1)−(s+1)d). Let Ks be the subspace of Ws
defined by the condition fDi1···is = 0 for all 1 ≤ i1 ≤ · · · ≤ is ≤ n. Notice that
Kq−1 = 0 by Lemma 4.6.
Also, for any 1 ≤ s ≤ q−1 consider the vector space of
(
s+n−1
n−1
)
-tuples of matrices
Ai1···is ∈ SSMatn(k), with 1 ≤ i1 ≤ · · · ≤ is ≤ n, such that
Rp(Ai1···is) +Ri1(Ap i2···is) + · · ·+Ris(Ap i1···is−1) = 0,
SMOOTHNESS OF CATALECTICANT SCHEMES 11
for all 1 ≤ p ≤ i1 ≤ · · · ≤ is ≤ n. The dimension δs of this space is not hard to
find:
(4.11) δs =
s(s+ 1)
2
(
n+ s− 1
s+ 2
)
,
and we have
(4.12)
dimkWq−1 = δq−1 dimk k[x1, . . . , xn]n(d−1)−(q+1)d,
dimkWs = δs dimk k[x1, . . . , xn]n(d−1)−(s+2)d + dimkWs+1−,
dimkKs+1, s = 1, . . . , q − 2.
Formula (4.12) yields
(4.13) dimkW1 =
q−1∑
s=1
δs dimk k[x1, . . . , xn]n(d−1)−(s+2)d −
q−2∑
r=2
dimk Kr.
Further, if q ≥ 4 one can compute dimk Kr for every r = 2, . . . , q− 2 by utilizing
vector spaces similar to W1, . . . ,Wq−1 as follows. For any pair of integers s ≥ 1,
r ≥ 2, with s+ r ≤ q− 1, we introduce the vector spaceWs;r of
(
s+n−1
n−1
)
×
(
r+n−1
n−1
)
-
tuples of matrices Di1···is;ι1...ιr in SSMatn(k[x1, . . . , xn]n(d−1)−(s+r+2)d), 1 ≤ i1 ≤
· · · ≤ is ≤ n, 1 ≤ ι1 ≤ · · · ≤ ιr ≤ n, satisfying
Rp(Di1···is;ι1,...ιr) +Ri1(Dp i2···is;ι1...ιr) +· · ·+Ris(Dp i1···is−1;ι1...ιr)=fDp i1...is;ι1...ιr ,
for all indices 1 ≤ p ≤ i1 ≤ · · · ≤ is ≤ n, 1 ≤ ι1 ≤ · · · ≤ ιr ≤ n and some
Dp i1...is;ι1...ιr ∈ SSMatn(k[x1, . . . , xn]n(d−1)−(s+r+3)d). This is exactly the vector
space of
(
s+n−1
n−1
)
×
(
r+n−1
n−1
)
-tuples of matrices that can occur in the right-hand side
of the identities
Rt(Dj1···js−1;ι1...ιr) +Rj1(Dt j2···js−1;ι1...ιr) + · · ·+
Rjs−1(Dt j1···js−2;ι1...ιr) = fDt j1...js−1;ι1...ιr ,
for all indices 1 ≤ t ≤ j1 ≤ · · · ≤ js−1 ≤ n, 1 ≤ ι1 ≤ · · · ≤ ιr ≤ n and some
Dℓ1...ℓs−1;ι1...ιr ∈ SSMatn(k[x1, . . . , xn]n(d−1)−(s+r+1)d). Further, let Ks;r be the
subspace of Ws;r defined by the condition fD
i1···is;ι1...ιr = 0 for all 1 ≤ i1 ≤ · · · ≤
is ≤ n, 1 ≤ ι1 ≤ · · · ≤ ιr ≤ n. Notice that by Lemma 4.6 one has Ks,r = 0 if
s+ r = q − 1.
For every 2 ≤ r ≤ q − 2 we have
(4.14) dimkWq−r−1;r = δq−r−1
(
n+ r − 1
n− 1
)
dimk k[x1, . . . , xn]n(d−1)−(q+1)d,
and for every s = 1, . . . , q − r − 2 we have
(4.15)
dimkWs;r = δs
(
n+ r − 1
n− 1
)
dimk k[x1, . . . , xn]n(d−1)−(s+r+2)d+
dimkWs+1;r − dimk Ks+1;r.
Now, observe that Kr, r = 2, . . . , q − 2 is parametrized by W1;r, with K1;r being
the kernel of this parametrization. Then (4.13), (4.14), (4.15) yield
dimkW1 =
q−1∑
s=1
δs dimk k[x1, . . . , xn]n(d−1)−(s+2)d−
q−2∑
r=2
(
n+ r − 1
n− 1
) q−r−1∑
s=1
δs dimk k[x1, . . . , xn]n(d−1)−(s+r+2)d+∑
s≥1,r≥2, s+r≤q−2
dimk Ks;r.
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In order to determine dimk Ks;r, with s ≥ 1, r ≥ 2, s + r ≤ q − 2, one in-
troduces further vector spaces analogous to Ws, Ws;r by adding more indices to
skew-symmetric matrices with elements in an appropriate space. Continuing this
process, we arrive at the following formula:
(4.16)
dimkW1 =
q−1∑
s=1
δs dimk k[x1, . . . , xn]n(d−1)−(s+2)d+
q−3∑
ℓ=1
(−1)ℓ
∑
r1 + · · ·+ rℓ + s ≤ q − 1,
r1, . . . , rℓ−1 ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · ·
(
n+ rℓ − 1
n− 1
)
×
δs dimk k[x1, . . . , xn]n(d−1)−(s+r1+···+rℓ+2)d =
q+1∑
m=3
δm−2 + m−4∑
ℓ=1
(−1)ℓ
∑
r1 + · · ·+ rℓ + s = m− 2,
r1, . . . , rℓ−1 ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · ·
(
n+ rℓ − 1
n− 1
)
δs
×
dimk k[x1, . . . , xn]n(d−1)−md.
From (4.10), (4.11), (4.16) we obtain
(4.17)
dimkR = 2
(
n+ 1
3
)
dimk k[x1, . . . , xn]n(d−1)−3d−
3
(
n+ 1
4
)
dimk k[x1, . . . , xn]n(d−1)−4d−
q+1∑
m=5
δm−2 + m−4∑
ℓ=1
(−1)ℓ
∑
r1 + · · ·+ rℓ + s = m− 2,
r1, . . . , rℓ ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · ·
(
n+ rℓ − 1
n− 1
)
δs
×
dimk k[x1, . . . , xn]n(d−1)−md.
For q = 2, 3 formula (4.17) is easily seen to agree with (4.6) as required. For q ≥ 4,
the following identity will be established in the appendix below:
(4.18)
δm−2 +
m−4∑
ℓ=1
(−1)ℓ
∑
r1 + · · ·+ rℓ + s = m− 2,
r1, . . . , rℓ−1 ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · ·
(
n+ rℓ − 1
n− 1
)
δs =
(−1)m(m− 1)
(
n+ 1
m
)
, m = 5, . . . , q + 1.
Formulas (4.17) and (4.18) clearly imply (4.6). The proof of the proposition is
complete. ✷
We will now finalize the proof of the theorem. By formulas (4.4), (4.6), the
left-hand side of (4.3) is equal to
(4.19)
[n(d−1)d ]∑
m=0
(−1)m−1(m− 1)
(
n+ 1
m
)(
nd−md− 1
n− 1
)
.
The fact that expression (4.19) coincides with the integer N defined in (3.2) is a
consequence of the identities
(4.20)
[n(d−1)d ]∑
m=0
(−1)m
(
n+ 1
m
)(
nd−md
n
)
=
(
d+ n− 1
n
)
and
(4.21)
[n(d−1)d ]∑
m=0
(−1)m
(
n
m
)(
nd−md− 1
n− 1
)
= 1,
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which will be verified in the appendix below.
Indeed, using (4.20), (4.21) we have
N = n
(
d+ n− 1
n− 1
)
− n2 + 1 =
n2
d
(
d+ n− 1
n
)
− n2 + 1 =
n2
d
[n(d−1)d ]∑
m=0
(−1)m
(
n+ 1
m
)(
nd−md
n
)
− n2 + 1 =
n
[n(d−1)d ]∑
m=0
(−1)m(n−m)
(
n+ 1
m
)(
nd−md− 1
n− 1
)
−
(n2 − 1)
[n(d−1)d ]∑
m=0
(−1)m
(
n
m
)(
nd−md− 1
n− 1
)
=
n
[n(d−1)d ]∑
m=0
(−1)m(n−m)
(
n+ 1
m
)(
nd−md− 1
n− 1
)
−
(n− 1)
[n(d−1)d ]∑
m=0
(−1)m(n−m+ 1)
(
n+ 1
m
)(
nd−md− 1
n− 1
)
=
[n(d−1)d ]∑
m=0
(−1)m−1(m− 1)
(
n+ 1
m
)(
nd−md− 1
n− 1
)
,
and this is indeed the expression shown in (4.19). The proof is complete. ✷
Remark 4.7. As one of the referees pointed out, one can also obtain identity (4.3)
by a noncombinatorial argument based on standard facts such as [BH, Theorem
1.1.8]. We further note that one can give another noncombinatorial proof of (4.3)
using [IK, Remark 3.10].
Appendix: Some combinatorial identities
Our arguments in Section 4 depend on certain combinatorial identities, namely,
(4.18), (4.20), (4.21). These identities are established below. We acknowledge that
the proof for (4.21) has been communicated to us by Marko Riedel who kindly gave
us permission to use it in our work. We start by reproducing his argument.
A.1. Identity (4.21). We will show that
(A.1)
[ p(r−1)r ]∑
m=0
(−1)m
(
p
m
)(
pr −mr − 1
p− 1
)
= 1
holds for all integers p, r ≥ 1. Indeed, for any 0 < ε < 1 write(
pr −mr − 1
p− 1
)
=
1
2πi
∫
|z|=ε
(1 + z)(p−m)r−1
zp
dz, m = 0, . . . ,
[
p(r − 1)
r
]
,
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which yields
[ p(r−1)r ]∑
m=0
(−1)m
(
p
m
)(
pr −mr − 1
p− 1
)
=
[ p(r−1)r ]∑
m=0
(−1)m
(
p
m
)
1
2πi
∫
|z|=ε
(1 + z)(p−m)r−1
zp
dz =
1
2πi
∫
|z|=ε
 (1 + z)pr−1
zp
[ p(r−1)r ]∑
m=0
(−1)m
(
p
m
)
1
(1 + z)mr
 dz =
1
2πi
∫
|z|=ε
[
(1 + z)pr−1
zp
p∑
m=0
(−1)m
(
p
m
)
1
(1 + z)mr
]
dz−
1
2πi
∫
|z|=ε
[
(1 + z)pr−1
zp
(−1)p
1
(1 + z)pr
]
dz =
1
2πi
∫
|z|=ε
[
(1 + z)pr−1
zp
(
1−
1
(1 + z)r
)p]
dz + 1 =
1
2πi
∫
|z|=ε
((1 + z)r − 1)p
(1 + z)zp
dz + 1 = 1
as required. In the above calculation we utilized the obvious facts that
∫
|z|=ε
[
(1 + z)pr−1
zp
1
(1 + z)mr
]
dz = 0 for
[
p(r − 1)
r
]
< m < p
and
1
2πi
∫
|z|=ε
[
(1 + z)pr−1
zp
1
(1 + z)pr
]
dz = (−1)p−1.
Note that for r = 2 identity (A.1) appears in [G, formula (3.111)] and that for
this special case it was stated by B. C. Wong in Amer. Math. Monthly in May 1930
as an open question.
A.2. Identity (4.20). We will show that
(A.2)
[ p(r−1)r ]∑
m=0
(−1)m
(
p+ 1
m
)(
pr −mr
p
)
=
(
p+ r − 1
p
)
holds for all integers p, r ≥ 1. Our argument is similar to that used for obtaining
(A.1). Indeed, for any 0 < ε < 1 write
(
pr −mr
p
)
=
1
2πi
∫
|z|=ε
(1 + z)(p−m)r
zp+1
dz, m = 0, . . . ,
[
p(r − 1)
r
]
,
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which yields
[ p(r−1)r ]∑
m=0
(−1)m
(
p+ 1
m
)(
pr −mr
n
)
=
[ p(r−1)r ]∑
m=0
(−1)m
(
p+ 1
m
)
1
2πi
∫
|z|=ε
(1 + z)(p−m)r
zp+1
dz =
1
2πi
∫
|z|=ε
 (1 + z)pr
zp+1
[ p(r−1)r ]∑
m=0
(−1)m
(
p+ 1
m
)
1
(1 + z)mr
 dz =
1
2πi
∫
|z|=ε
[
(1 + z)pr
zp+1
p+1∑
m=0
(−1)m
(
p+ 1
m
)
1
(1 + z)mr
]
dz−
1
2πi
∫
|z|=ε
[
(1 + z)pr
zp+1
(−1)p+1
1
(1 + z)(p+1)r
]
dz =
1
2πi
∫
|z|=ε
[
(1 + z)pr
zp+1
(
1−
1
(1 + z)r
)p+1]
dz +
(
p+ r − 1
p
)
=
1
2πi
∫
|z|=ε
((1 + z)r − 1)p+1
(1 + z)rzp+1
dz +
(
p+ r − 1
p
)
=
(
p+ r − 1
p
)
as required. In the above calculation we utilized the facts that∫
|z|=ε
[
(1 + z)pr
zp+1
1
(1 + z)mr
]
dz = 0 for
[
p(r − 1)
r
]
< m < p+ 1
and
1
2πi
∫
|z|=ε
[
(1 + z)pr
zp+1
1
(1 + z)(p+1)r
]
dz = (−1)p
(
p+ r − 1
p
)
.
Note that identity (A.2) appears in [G, formula (3.113)].
A.3. Identity (4.18). We assume that n ≥ 5 and show that (4.18) holds for all
m = 5, . . . , n + 1 by induction on m. For m = 5 both sides of (4.18) are equal to
−4
(
n+ 1
5
)
, thus we assume that 6 ≤ m ≤ n+ 1. Using the induction hypothesis,
we write the left-hand side of (4.18) as
δm−2 −
∑
r + s = m− 2,
r ≥ 2, s ≥ 1
(
n+ r − 1
n− 1
)
δs+
n
m−4∑
ℓ=2
(−1)ℓ
∑
r1 + · · ·+ rℓ−2 + rℓ + s = m− 3,
r1, . . . , rℓ−2 ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · ·
(
n+ rℓ−2 − 1
n− 1
)
×
(
n+ rℓ − 1
n− 1
)
δs +
(
n+ 1
2
)m−5∑
ℓ=2
(−1)ℓ
∑
r1 + · · ·+ rℓ−2 + rℓ + s = m− 4,
r1, . . . , rℓ−2 ≥ 1, rℓ ≥ 2, s ≥ 1
(
n+ r1 − 1
n− 1
)
· · · ×
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(
n+ rℓ−2 − 1
n− 1
)(
n+ rℓ − 1
n− 1
)
δs + · · ·+
(
n+m− 6
m− 5
)(
n+ 1
2
)
δ1 =
δm−2 −
∑
r + s = m− 2,
r ≥ 2, s ≥ 1
(
n+ r − 1
n− 1
)
δs +
m−5∑
ρ=1
(
n+ ρ− 1
n− 1
)
δm−2−ρ+
(−1)m+1
m−5∑
p=1
(−1)p
(
n+ 1
m− p
)
(m− p− 1)
(
n+ p− 1
p
)
=
δm−2 −
(
n+m− 4
m− 3
)
δ1 −
(
n+m− 5
m− 4
)
δ2 + nδm−3+
(−1)m+1
m−5∑
p=1
(−1)p
(
n+ 1
m− p
)
(m− p− 1)
(
n+ p− 1
p
)
.
To find the sum
∑m−5
p=1 (−1)
p
(
n+1
m−p
)
(m− p− 1)
(
n+p−1
p
)
, we will now show
(A.4)
m∑
p=0
(−1)p
(
n+ 1
m− p
)(
n+ p− 1
p
)
= 0
and
(A.5)
m∑
p=0
(−1)p
(
n+ 1
m− p
)
p
(
n+ p− 1
p
)
= 0.
To obtain (A.4), let us find the coefficient Cm at t
m in the expression
(1+t)n+1
(∑∞
ℓ=0(−t)
ℓ
)n
. An easy calculation shows that Cm is exactly the left-hand
side of (A.4). On the other hand, since
(1 + t)n+1
(
∞∑
ℓ=0
(−t)ℓ
)n
= (1 + t)n+1
1
(1 + t)n
= 1 + t,
we have Cm = 0, which establishes (A.4). Next, to obtain (A.5), let us find the
coefficient C′m at t
m in the expression (1 + t)n+1 t
[(∑∞
ℓ=0(−t)
ℓ
)n]′
. It is easy to
see that C′m is the left-hand side of (A.5). On the other hand,
(1 + t)n+1 t
[(
∞∑
ℓ=0
(−t)ℓ
)n]′
= (1 + t)n+1 t
[
1
(1 + t)n
]′
=
−n(1 + t)n+1 t
1
(1 + t)n+1
= −nt,
hence we have C′m = 0, which establishes (A.5).
Identities (A.4), (A.5) yield
m∑
p=0
(−1)p
(
n+ 1
m− p
)
(m− p− 1)
(
n+ p− 1
p
)
= 0.
Therefore, (A.3) implies that the left-hand side of (4.18) is equal to
δm−2 −
(
n+m− 4
m− 3
)
δ1 −
(
n+m− 5
m− 4
)
δ2 + nδm−3+
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(−1)m
[
(m− 1)
(
n+ 1
m
)
+ 3(−1)m
(
n+m− 5
m− 4
)(
n+ 1
4
)
+
2(−1)m+1
(
n+m− 4
m− 3
)(
n+ 1
3
)
+ (−1)m
(
n+m− 3
m− 2
)(
n+ 1
2
)
+
(−1)m+1
(
n+m− 1
m
)]
= (−1)m(m− 1)
(
n+ 1
m
)
+ δm−2−(
n+m− 4
m− 3
)
δ1 + nδm−3 − 2
(
n+m− 4
m− 3
)(
n+ 1
3
)
+(
n+m− 3
m− 2
)(
n+ 1
2
)
−
(
n+m− 1
m
)
.
Using (4.11) it is easy to show
δm−2 −
(
n+m− 4
m− 3
)
δ1 + nδm−3 − 2
(
n+m− 4
m− 3
)(
n+ 1
3
)
+(
n+m− 3
m− 2
)(
n+ 1
2
)
−
(
n+m− 1
m
)
= 0,
hence (A.6) yields that the left-hand side of (4.18) is equal to (−1)m(m−1)
(
n+ 1
m
)
as required.
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