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Abstract 
We present an interpolation method specially adapted to radially symmetric problems: given some tridimensional data 
(si. J’(. z,)~, [. WC determine the function c which minimizes 
among all functions,fwhich are radially symmetric and satisfyj’(.yi. li) = zi for all i in 1. We determine cr by using the 
general theory of variational splines (or “abstract splines”). We analyse the difference between this function and the one 
obtained by rotating a univariate cubic sphne. 
Keyvovds: Interpolation: Splines: Vertical splines; Radially symmetric functions 
1. Introduction 
Some applications require a function which must interpolate data while being radially symmet- 
ric. For example, such problems arise from circular decantation pools. We denote the data by 
(si, Ji: zi)iEIr where I c N, and let ri = J.x’ + $. The problem is to determine a radially symmet- 
ric function j’such that. for all i in I, .f(xi. 2’i) = zi. A natural method for solving the problem 
consists in determining some univariate function y such that, for all i in I, g(ri) = Zi, and then 
generating the function f’ by rotating g. i.e., f(.~, J) = g(J’x2 + y’). Here g must be chosen 
accordingly, with regard to the fact that it will have to be rotated in order to generate the radially 
symmetric bivariate function,j So for example, determining g as the degree m polynomial spline 
such that g(ri) = Zi for all i in I is not the right method, as we can easily see by observingfin 0: in 
this case the function ,f is usually not differentiable at 0 (if g’(0) # 0). 
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In this paper we define y in such a way that the functionfminimizes the semi-norm 
overall radially symmetric functions which interpolate the data. This problem was examined in [7, 
p. 35-371; there Tazeroualti defines the univariate function G such that a(\/x2 + y’) is a quadratic 
spline with knots(tj)j.tl.M1, where N > card I, and such thatf(x, y) = g(,/m) minimizes lf I2 
over all functions which are quadratic splines with prescribed knots (tj)jc ti, ,,,r and which interpo- 
late (or fit) the data. Here we do something different since we definef as the one minimizing If l2 
over all radially symmetric functions interpolating the data (we do not add the constraint that the 
obtained function is in the vectorial space of quadratic splines with knots (fj)jE[1 ,N1); so we can 
expect that, for large N, Tazeroualti’s functions are some approximation of the ones presented here. 
In order to find the function g, we define a special univariate (semi-)norm to be minimized by 
g (under the constraint g(ri) = Zi for all i in I) so thatf‘(defined byf(x, y) = g(Jx’ + y’)) minimizes 
I,f‘12 among all radially symmetric functions meeting f(xi, vi) for all i in I. Then we solve the 
interpolation problem on g, minimizing the suited (semi-)norm. So we obtain two functions y and 
j’ which we call “spline functions” since they minimize some (semi-)norm; we call ,f a “radially 
symmetric thin plate spline” since it minimizes the “thin plate energy” (i.e., Iflz) over all radially 
symmetric functions interpolating the data. However, the functions f and y are not piecewise 
polynomial functions. 
This paper is divided into four parts: existence and unicity of the functions y andfare settled in 
the first part by using general theorems on variational splines. The general expressions for g and 
fare given in the second part by using the reproducing kernel of the associated Hilbert space. In the 
third part, we show how to determine the functions y andf’such thatfinterpolates the data. Finally, 
in the fourth part, we provide some examples and compare the obtained functions with the one 
generated by rotating a cubic spline and interpolating same data. 
We first give some notations used from now on: 
For any x = (xi, x2) in R2, let llxll = J.x~ + xf denote the Euclidean norm of x. 
Let R,ER+, R2~[W+u{+m) such that R2 > RI. Let !22R,.Rz = (xE[W~IR~ 6 I/XII d R,}. 
Let S be the set of all radially symmetric functions from Q R,.Rz to R (i.e., for anyfin S, there exists 
some function y from [RI, R2] to R such that for any x in QR,,Rr,f(~) = y(llxlI)). 
Let S2 be the set of all functions in S such that their second derivatives are in L2(C2Rl,Rl) (if 
necessary, in the sense of distributions). So, S2 = Sn D - ‘L2 (Q,, R2 ). S2 has the semi-norm induced 
from the one defined on D-2L2(RR,,Rz), i.e., for any,fin S2, 
Let Si be the set of all functions g from [R,, R2] to R such that the functionfdefined for any x in 
n R,.Rr byf’(x) = g(llxll) is in S2. 
Let r. be some (fixed) point in [RI, R2]; for convenience, we suppose r. # 0. 
Let Lru be the set of all functions g in Si such that y(ro) = 0. 
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2. Existence and unicity of the “radially symmetric thin plate spline” 
2.1. A unit’ariate Hilbert space for bivariate radially symmetric fknctions 
2. I. I. A unicariate semi-norm adapted to bivariate radiall-v symmetric problems 
Lemma 1. Let ~‘ES~ and YE S1 be such that,for an43 s in .QR1. Rz, ,f(.u) = y()I x/l). Then 
(i) f and y are continuous functions. 
(ii) We have (if necessaq in the sense of distributions): 
Proof. (i) From the Sobolev’s theorem, we know that D-‘Ll(QRI.Rz) c %(QR,.R,). So 
therefore y. is a continuous function. 
(2.1) 
f, and 
(ii) From,f(.y,, .YZ) = q(\; -6 + xi) we easily get (if necessary in the sense of distributions) 
and so 
and we have (2.1). 0 
2.1.2. A Hilbert space 
Theorem 2. For an!. y in S1, let “R2 (y’(r))’ i.r I 2 Ids, = I + r(cq”(r))2 dr . RI 1 (2.2) 
II&, = IBIS, + dr0h 
Then 
(2.3) 
(i) ( . IsI is a semi-norm in S1. The nullspace of this semi-norm is PO, the set of constant functions. 
Il./IS, is a nurm in S1. 
(ii) S1 with (. Is, is a semi-Hilbert space; S1 w?th I/. /IsI is a Hi/bet-t space. 
(iii) / . /.51 is a norm in S1, r,, 
(iv) Sl .ro \cith this norm is u Hilhert space. 
Proof. (ij and (iii) are straightforward. Note that if R, # 0 and RZ # x, (ii) and (iv) are straight- 
forward too. since then, for any y in S,, (min(l,:‘R2,R,))(lc/I, + lu12) G lglsl G Max 
(1/R,.R2))(l~~(1 + /.L/I~). where lyll and Iy/2. are the usual semi-norms in -~“‘([R1.R2]) and in 
-%“([b, Rzl). 
Now, let us prove that S1, ,.n is complete for the norm ( . Isi. To any Cauchy’s sequence ( y,),, N in 
s 1. I?,- we can associate a Cauchy’s sequence,/;, in Sz by,f;, = y,J 1.1). Let so = (I’~, 0), and let Y be the 
set of functions .f’ in DP’L,(QR,,+) such that ,f(x’) = 0. Let 1. II be the usual semi-norm in 
D- ‘LZ(QR,. R2); /. lz is a norm in .y’, and Y, with this norm. is a Hilbert space. So the sequencef, is 
convergent in .9; let ,f’= lim,,, T ,j;l; since the limit of a radially symmetric function is a radially 
symmetric function,,fis in Sz. Now y, defined for any I’ in [R,, R,] by y(r) =,f‘(l-. 0), is in Sl,rc, and is 
the limit of the sequence B,~. So S1, ,.,, a Hilbert space, and S1 a semi-Hilbert space. 0 
2.2. General results on car-iational splirzes 
2.2. I. Dt$nition, uistence and unicitj- qf’ variational splirlrs 
The general theory of interpolating functions which minimize some (semi-)norm was developed 
by Atteia (see [2]: for more details, see [3, 4. 61). We here recall the main result of the theory of 
“abstract splines”, or “variational splines”: 
Remark. If we call /- I(:) the “set of all functions in X interpolating 2”. and II u(,f’)llu the “energy of 
,f”, the conclusion of Theorem 3 may be expressed in the following way: “among all functions in 
X interpolating -E/(X), there exists one and only one which minimizes the energy off”. 
We now want to give a representation of an interpolating spline. To do so, we restrict ourselves to 
the case when X is a Hilbertian subspace of [Fe”. for some 9 E R’ (i.e.. elements of X are mappings from 
Q to R, and for any t E S1, the mapping &(,f’) =,/‘(t) is continuous). As we will see in Section 2.2.3, the 
expression of c will be in terms of the reproducing kernel of the associated Hilbert space. For the sake 
of completeness, we first recall here the definition of a reproducing kernel given in [l]. 
Definition 4. A function H from S! x Q to R is the reproducing kernel of a Hilbert space .P (the 
scalar product in -P? is denoted (., . )) if and only if 
(i) For any s in Q, the function ,I.; = H( . . x) is in .# 
(ii) For any s in B and any u in .x. ( f,. rr> = U(S). 
We also have the following property: For any Hilbertian subspace .Y’ of R” (i.e.. for which the 
mapping t E s2 + u(t) E R is continuous for any u in .‘I’ ). there exists one and only one reproducing 
kernel of 9. 
We can now give a representation of an interpolating spline: 
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2.13.3. Representatiotl of un interpolating spiine 
With the notations of Section 2.2.1, suppose X is a Hilbertian subspace of W-““’ ‘1. and let us 
denote by H the unique reproducing kernel of X. Let us index the components of some z E Z by 
a set il c Q. and for any function,fin X. let us denote r(f) = (~‘,(f)),.,~. 
(T(S) = 1 i,,/,(H( . . s)). (2.5) 
(I t .4 
Remark. Suppose, as usual, that /,(,f‘) is the value offin a (i.e., /,(,f’) =.f‘(a)), and so /(,f) is the set 
of values 0f.f’ in A: for any : EZ, /-l(z) is the set of functions,f‘in X such that, for any a in A, 
f(u) = za. Then ( 2.5) can be written, for any s in Q. 
a(s) = 1 i,,H(o, x). (2.6) 
or more concisely 
CJ = c ;.,,H(L/. .). (2.7) 
,I$ 4 
2.3. Interpolatirg radiali~~ ywnzetric thin plate spline 
In this section we prove existence and unicity. and give the general form of the function in S2 
minimizing 1. I1 with the interpolation constraint V’n E il. CT = z. for some discrete A c QR,, Rz. 
Applying the results of Section 2.2 to the Hilbert spaces defined in Sections 2.1, we get the 
following theorem: 
(2.8) 
s(r) = J’~,, + c ihH(r. h). (2.9) 
htB 
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There ervists one and onlJ3 one ,function CJ E Sz such that 
(iv) There exists a real vector i’ = (&),,A such that.,for anJ x in !22R,,Rz- 
(2.10) 
Proof. Assertion (i) is a particular case of Theorem 5 and is quite usual in variational spline theory; 
for completeness, we give here the detailed proof. Let X = Sr, Y = Sl.ro, and 2 = RB with the 
associated norms; for any y in X, let u(y) = y - g(r,), and let t(g) be the vector (g(b))bEB. Then X, 
Y, Z. u and / clearly meet the hypotheses of Theorem 5. Besides, since B is a finite set, ker & is closed 
in X, and so (since u is continuous), u(ker /) is closed in Y. Finally, if gE(ker u)n(ker t), we have 
y = g(ro) (since g E ker u) and g(ro) = 0 (since y E ker / and r. E B), so g = 0. 
(ii): Let B’ = B - {ro). Eq. (2.9) is obtained by applying Theorem 5 to the following spaces and 
mappings: X = Y = Sl.ro, Z = [WE’, u is the identity, and /(g) is the vector (g(b))btB. For the same 
reasons as above, all the hypotheses of Theorem 5 are satisfied. Let us now apply Theorem 5 to the 
vector FEZ defined by V b E B’, z,, = y,, - J,.,,? and call s - 4;() the associated spline. So we get 
s(r) - I’,,, = CbE B, j+H(h, r). 
(iii) and (iv): Let, for any ~1 in A, h = /ICI // and B the set of the so defined b. Let J be the vector of 
RB defined by J, (, = z,. Let s be the function defined by (i); the function (T E S2 defined for any x in 
n Rl.Rz by @.u) = S(liXlI)) is clearly the only one meeting (2.10). 0 
Remark. Note that H (but not HI nor s and G) does depend on r. E B, the point where all functions 
in L,, are equal to 0, and of Rr and Rz, the bounds of the minimization problem. 
3. Expression and determination of the radially symmetric thin plate spline 
In order to get explicit expressions of the functions s and g defined in Theorem 6, we now need to 
derive H. 
3. I. Reproducing kernel qf S1. 1~, 
We now want to find an explicit representation of the reproducing kernel of Sl.ro. We need the 
following notations: let H, and Hz be the functions from [R,, RI] x [R,, R,] to R defined for any 
r and s in [R,, R,] by ((r - s)“+ denotes the function equal to 0 if r < s, equal to 1 if r > s; 1. I is the 
usual absolute value): 
\ 
s’-r’+(r2+s2)lni (3.1) 
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Theorem 7. Let H he the reproducing kernel qf Sl,rci. Then, for any r and s in [RI, R,], 
H(r, s) = Hl(r, s) - H1 (r, ro) - Hl(ro, s) 
ri + 2RfInL s2 - 
r0 
r; + 2R:ln; 
> 
/ (8(R; - Rf)). (3.2) 
Proof. Let gS = H( ., s). For any s in [RI. RJ, we want to determine gS such that for any u in Sl,ro, 
(yS, u) = U(S). Integrating twice by parts, we have 
+ rg:(r)u”(r)dr 
d(r) R2 
= ~ - g:‘(r) - rg:“(r) 
r + CrgY(W(r)lf: RI 
PR? 
+ 
J i 
rg:“(r) + 2g;“(r) - - g:‘(r) + d(r) ~ 
r2 
u(r) dr. 
RI r 
Since the expression (3.3) must be equal to U(S) for any u in Sf,ro, and since any u in Sl,ro meets 
u(rO) = 0, gS has to meet the following relations (b, and 6,,, are the Dirac distributions in s and in ro, 
and A is any real constant number): 
rgi“(r) + 2gg”(r) - - d(r) + d(r) = b + Ad - 
r r2 ’ f-0 7 
I gXRd - - g$‘(R,) - R,gl”(R,) = R - 
Rl 
c-A’@,) - R,g:“(R,) = 0, 
2 
(3.4) 
R,&‘(Rd = Rd’(R,) = 0. 
We now have to solve the differential equation with boundary conditions expressed in (3.4). Note 
that the differential equation is of fourth order, with a free constant value A in it, and that we have 
five boundary conditions; so the number of degrees of freedom is equal to the number of 
constraints. 
The general solution of the equation 
rg:.“(r) + 2gy’(r) - - dW+cLPJ=o 
r r2 (3.5) 
is g’(r) = Br2 + C In r + Dr2 In r + E, where B, C, D, E are integration constants. 
Now, the general solution of the equation 
rgg”(r) + 2g:“(r) - - &(r) + y:(v, = b 
r r2 ’ (3.6) 
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is y’(r) = H~(T. s) + Br’ + Clnr + Dr’ln~ + E, or equivalently q3(r) = HZ(r, s) + Br* + Clnr + 
Dr* In r + E. So the general solution of the differential equation in (eqfs) is 
ys(r) = Hl(r, s) + AH, (r, ro) + Br’ + C In I’ + Dr’ln I’ + E. 
Now, using the boundary conditions (note that the various constants may depend on s), 
re-ordering the various terms, and using ff(r. s) = gs(e), we get (3.2). 0 
Remark. H is a syrmnrfric ,func.rion (H(r, s) = H(s, r) for any r and s in [R,, R2]). Though the 
right-hand side of (3.2) is written in a nonsymmetrical way, the result is symmetric. 
Let us now apply these results to get the general expression of s and G, as defined by Theorem 6 
(we use the notations of Sections 1 and 2). 
Theorem 8. Let s amt’ (T he dqfined by Theorem 6. Then: 
(i) There esists a real recttor i = (ih)htB rind some rrcrl constunts x and [Zl such that, for any r in 
CR 1. R,] (H, is dqfiwd in (3.1) a~~1 (3.2)), M’e hMlxJ 
s(r) = x 13’ + 2Rf In’ + [j + 
i “0 J 
’ 1 ih = 0. 
htH 
(3.8) 
Proof. (i) Starting from (3.8), we first note that, by definition of H, H(rO, r) = 0, and so 
xhtR. j+H(h, I’) = ~hEBIJl(h, 1.) for any &,E W. Choosing i,,, = - xhEB. /+,, we get the second line 
of (3.7). 
Now, using (3.2). re-ordering the various terms in the summation, and using the second line of 
(3.7). we get the first line of (3.7), where the values of x and /? are 
1 
’ = 8(R; - 
h’ + 2Rflnh i,,, 
I’0 
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(ii) is obtained from (2.10) in the same way as (i) is obtained from (2.8). The values of x’ and fi’ are 
1 
” = 8(R: - 
IJaIl + 2RiInH i’ “U 3 
1’0 
Definition 9. The function o. as defined by Theorem 8, is called the radially symmetric thin plate 
spline interpolating the points (a, z,), E A. 
Remarks. (a) The functions s and D (j. and i,’ as well) depend on R, and R2. the bounds of the 
minimization domain. 
(b) The “radially symmetric thin plate spline” is not a “radial basis function” in the usual sense, 
since the expression of (T is not in the form Y LOatAj,ucp( j(x - ul/) for some function cp (actually 
a function cannot be both a “radial basis function” and radially symmetric). However, we choose 
the name “radially symmetric thin plate spline” (“spline plaque mince de rCvolution”) because CJ is 
a “thin plate spline” (“spline plaque mince”) in the sense that it minimizes the “thin plate energy” 
/.f’isl with the usual interpolation condition, and with the added condition of radial symmetry. We 
think that the important point is the minimized norm, not the representation of the function. 
4. Determination of the interpolating radially symmetric thin plate spline 
Given some interpolation points (a, z,),, A. we now want to determine the radially symmetric 
thin plate spline, i.e., the coefficients j,’ = (;.h),, A. and eventually x’, /I’ such that (2.10) and (3.8) are 
satisfied. To do so, we only need to put the values s = h, for any h in A. in Eqs. (2.10) or (3.8). 
Theorem 11. With thr notutions of Theorem 8, the coeficirnts i’ = (i.h),,,. x’, fl’, meet thefbllowing 
equations: 
V!J~EA. 2’ lIh(l’ +ZRflny 
i 
+/I’+ 1 juiffl(llbl13 il~~ll) =:b- 
0 UE .A 
V’hgA, 3.;hil’ + 1’ + ;~‘ln(lhlI + 1 i,Hz((lhJ(, IlaIl) = zh. 
u E .4 
C ;.I, = 0. 
0 E ‘4 
(4.2) 
(4.3) 
(4.4) 
1 
” = 8(Rf - 
Ilull + 7Rfln((ccl( - ,.O 
j’ ‘us (4.5) 
/Y = zu,> + x’rfj - c Lff*(~o, Ilall). (4.6) 
UEA 
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In order to compute these coefficients. we only need to solve a linear system coming from 
(4.1)-(4.6). 
Remarks. (a) Obvious simplifications are possible when R, = 0 and/or R2 = xl, as well on c as on 
H. Moreover, r. in Eq. (4.9, can be removed or replaced by any other fixed nonnegative value (this 
is due to ln(~lall/ro) = ln(lall + lnr, and to the relation (4.4)). 
(b) These linear systems have the same solution, but are different, and furthermore those that 
include Eqs. (4.1) depend on the choice of u. E A (via H which depends on r. = 11 a0 11, as mentioned 
in the remark of Theorem 4). These various systems have quite different condition numbers. We 
have not thoroughly studied the influence of the choice of the linear system on the condition 
number and on the numerical stability of the solution; however, we have noticed in our numerical 
experiments that, as it is usual in similar cases, the condition number is lower when using 
Eqs. (4.1) with a0 roughly in the middle of the set A (i.e., if [(a011 is roughly around the mean of llall 
for all a in A). 
5. Examples 
In this section we give some particular radially symmetric thin plate splines, and compare them 
with the function obtained by rotating the cubic spline interpolating the points ([Iall, z,),~~. We 
will use the following definition: 
Definition 12. With the notation of Theorem 8, we call “rotated cubic spline interpolating the 
points (a, z,), t A” the function [ defined for any x in 52R,,R, by c(x) = ~(11x11) where c is the usual 
cubic spline interpolating the points (11 a 11, zJaE A. 
We now present some perspective views of the radially symmetric thin plate spline Q interpola- 
ting some data points and the univariate graphs comparing c and s. In all the following figures, 
three-dimensional views are either the radially symmetric thin plate spline or the rotated cubic 
spline interpolating the data; two-dimensional views show either s and c (then s, such that 
s( II x 11) = U(X), is in continuous line, and the cubic spline c is in dashed line), or the difference s - c. 
The points in A are denoted (ai)i=r, .,n and are supposed to be ordered by llaill < I(ai+lll. 
Let us first examine the simplest case, when there are only two points in A. When RI = 0 and 
R2 = xl, D is shown in Figs. 1 and 2 (please note the scales!), while s and c are shown in Fig. 3. Note 
that when li.~lI + w, CJ is asymptotically in the plane direction z = 0, while < is the cone generated 
by rotating the straight line of the cubic spline. More generally, this is true for any finite set A: the 
rotated cubic spline ; is. for I( x 11 3 11 u, (1 a part of the cone generated by rotating the linear part of 
L’ (for r 3 11 a, II), while if R2 = TC, the radially symmetric thin plate spline 0 is asymptotically in the 
plane direction ==Owhenllxl(-+c;c. 
Now Fig. 4 shows s and c when R, = llur II and R2 = IlullI. Comparing Figs. 3 and 4 shows the 
influence of the minimization domain. 
In the general situation, let us examine the influence of the minimization domain: the difference 
between 0 in the case RI = 0 and RI # 0 (resp. R2 = Y; and R2 # XI) is particularly impressive if 
we compare the functions in the neighbourhood of 0 (resp. of ~8): when RI # 0, CJ is generally not 
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0.5 
0 
-0.5 
- 80 
70 
Fig. 1. The radially symmetric thin plate spline when R, = 0 and Rz = x (X,,, = Y,,, = - 2.4; X,,, = Y,,, = 2.4). 
(Two interpolation points of figures 3 and 4.) 
1 
0 
-1 
-2 
-3 
-4 
80 
0 
Fig. 2. The radially symmetric thin plate spline when R, = 0 and Rz = x (X,,, = Y,,, = - 20: X,,, = Y,,, = 20). 
(Two interpolation points of figures 3 and 4.) 
defined in 0 and lo(s)1 s x, while 0 is defined (and differentiable) in 0 when RI = 0; in the same 
way, in the neighbourhood of ;c, in general c’rr(~)/ir,,~~ 0 when R2 = r;. These comments are 
made by looking at the functions outside the minimizatton domain of one of the two functions, and 
the difference is important because in one case by the minimizing property the function, while in the 
other case there is no constraint at all on the function. which might not even be defined, but in the 
general case, the difference between s and c is usually significant. 
2 
1.5 
1 
0.5 
3 
0.5 
Fig. 3. The .s (continuoux line) and c (dashed line] functiona. When R, = 0. R1 = -L (two interpolation points (0)). 
Fig. 3. The s lcontinuous line) and c (dashed line) functions. When R, = 1. Rz = 9 (twc, interpolation points (0)). 
1.5 
1 
0.5 
C 
253 
- 80 
70 
Fig. 5. Perspective view of the radially symmetric thin plate spline Lvhen R, = 0. R, = x (X,,, = Iimin = - 4.8; 
‘~“,‘L, = ~,,u\ = 4.8). (Three interpolation points of figure 7.1 
2 
1.5 
0 
- 80 
70 
Fig. 6. Perspective viev of the rotated cubic spline (,Y,,,,,, = I-,,,,, = - 4.8; X,.,, = Y,,,, = 4.8). (Three interpolation 
points of figure 7.) 
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1.5 
1 
0.5 
0 
-0.5 I  1 I  I  I  
1 2 3 4 5 0 
Fig. 7. The s (continuous line) and c (dashed line) functions when R, = 0 and Rz = x (three interpolation points). 
10 
5 
0 
-5 
-10 
-15 
id 80 " 
- 80 
70 
Fig. 8. Perspective view of the radially symmetric thin plate spline when RI = 0 and RI = ~1 (X,i, = Y,i, = - 
x max = YIna, = 24; 15 interpolation points of figure 9). 
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For three points to be interpolated, Ri = 0 and R2 = ^J;, Figs. 5 and 6 give perspective views of 
the radially symmetric thin plate spline and of the rotated cubic spline, while the corresponding 
s and c are given in Fig. 7. 
Finally, for 15 interpolation points, Fig. 8 shows a perspective view of the radially symmetric thin 
plate spline, Fig. 9 shows s and c, and Fig. 10 shows the difference s - c. In this last figure, we can 
easily see that the difference between the radially symmetric thin plate spline and the rotated cubic 
spline is all the more important when x is small. 
These figures. and many other numerical experiments, show that the radially symmetric 
thin plate spline is in many circumstances quite different from the rotated cubic spline. 
Obviously the (semi)-norm minimized by the radially symmetric thin plate spline is quite 
natural, as it is the “thin plate energy” (semi)-norm, while the rotated cubic spline has the only 
advantage to be a simple extension of the well known univariate case. So we believe that the 
radially symmetric thin plate spline is better suited to interpolate data with radially symmetric 
functions. 
Generally speaking. we think that minimizing a norm appropriate to the physical problem being 
solved is a good way of treating the problem. This was done with great success for polyharmonic 
splines (see [5] and many other related papers), but the theory of variational splines can be used 
with many other (semi)-norms to solve specific problems. 
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Fig. 9. The .s (continuous line) and C’ (dashed line) functions (15 interpolation points) when RI = 0 and Rz = Y;. 
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Fig. IO. The difference .x ~ c’ when R, = 0. R, = x ( 15 interpolation points of figure 9). 
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