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Abstract
The interaction of a high-intensity laser beam with a solid target generates a large number
of fast electrons with long mean free paths. The study of these fast electrons is still
the subject of active research, given their relevance to Tabak’s [2] proposed fast-ignition
approach to inertial confinement fusion. Conventional methods for simulating this system
fall into two categories: kinetic and hybrid codes. Kinetic codes (Vlasov Fokker-Planck
(VFP) and Particle in Cell (PIC) codes) provide an almost complete description of the
system, but are often computationally expensive. Conventional hybrid codes simulate
the fast-electrons well using a PIC code, but simplify the simulation of the background
by using a rudimentary fluid model.
In this thesis I present a new approach to modelling relativistic electrons propagating
through a background plasma. This novel approach includes an improved classical trans-
port description of the background plasma by using the VFP code IMPACT [21]. The
fast electrons are modelled in two ways. Firstly, a 1D crude rigid beam model is used
for the fast electrons. This gives rise to interesting transport effects in the background,
such as transverse heat flow and non-local transport. It is found that the transverse heat
flow is sufficient to reverse the ‘beam hollowing’ effect of Davies et al [74] , allowing the
reemergence of a fast electron collimating magnetic field over picosecond timescales. The
second approach is to couple a PIC code into IMPACT to model the dynamic evolution of
the fast electron beam. The scheme is tested against relevant beam-plasma phenomena.
The code is used to model fast electron transport in 2D through a near-solid density
background plasma. The significant result from this 2D investigation is the suppression
of the filamentation instability by the resistively collimating field that surrounds the main
beam.
Table of Commonly Used Symbols: Greek Alphabet
Symbol Description
α Dimensionless resistivity tensor
α⊥ Dimensionless resistivity for the direction b× (j× b)
α∧ Dimensionless resistivity for the direction b× j
β Dimensionless thermoelectric coefficient tensor
βf Fast electron velocity relative to the speed of light (= vf/c)
β⊥ Dimensionless thermoelectric coefficient for the direction b× (∇Te × b)
β∧ Dimensionless thermoelectric coefficient for the direction b×∇Te
γ Relativistic Lorentz factor
Γ Instability growth rate
γa Adiabatic index
γf Fast electron Lorentz factor
Γrc Resistive collimation parameter
δc Background electron collisionless skin depth (= c/ωpe)
δcf Fast electron collisionless skin depth (= c/ωpf )
∂/∂x Spatial gradient operator
∂/∂v Gradient operator in velocity space
0 Permittivity of free space, (8.85× 10−12 F m−1)
εf Fast electron kinetic energy (= (γ − 1)mec2)
η Resistivity
ηL Laser to fast electron conversion efficiency
κ Dimensionless thermal conductivity tensor
κ⊥ Dimensionless thermal conductivity for the direction b× (∇Te × b)
κ∧ Dimensionless thermal conductivity for the direction b×∇Te
Λ Ratio of maximum to minimum impact parameter in collision theory
(argument of Coulomb logarithm)
λL Laser wavelength
λD Debye length
λei Electron-ion mean free path (= τthvth)
µ0 Permeability of free space (4pi × 10−7 H m−1)
νei Velocity dependent collision term appearing in f1 equation
ρ Mass density
τB Magnetic diffusion time
τth Braginskii thermal collision time
ϕ (= ∂v/∂u)
ωpe Background electron plasma frequency, (= (nee
2/0me)
1/2)
ωpf Fast electron plasma frequency, (= (nfe
2/0me)
1/2)
ωg Gyro-frequency (= e|B|/me)
Table of Commonly Used Symbols: Latin Alphabet
Symbol Description
B Magnetic field flux density (magnetic field strength)
C Mean ion velocity
Cs Speed of sound
Ceel Electron-electron collision term appearing in the fl equation
cg Ideal gas constant (=3/2)
Dα Resistive diffusion coefficient (= η/µ0)
R Radius of an ICF capsule/hot spot
E Electric field strength
e Electronic charge (1.6× 10−19 C)
f Electron distribution function
fe Background electron distribution function
ff Fast electron distribution function
fl Terms in cartesian tensor expansion of fe
I Laser intensity
jf Fast electron current density vector
jr Background electron return current density vector
k Instability wavevector
LT Temperature scale-length (= Te/|∇Te|)
M Exponent of fast electron θ-distribution of form cosM θ
me Electron mass (0.511 MeV/c
2)
mi Ion mass
ne Background electron number density
nf Fast electron number density
Np Number of PIC particles
p Electron momentum (= meγv)
p Electron momentum magnitude (= p/|p|)
P
T
Total background electron pressure tensor
Pe Isotropic pressure of background electron (= neTe)
pi Anisotropic pressure tensor
qT Total background electron heat flux
q Intrinsic background electron heat flux
R Fast electron beam radius
t Time
tL Laser pulse duration
Te Background electron temperature (in units of energy)
Tf Fast electron temperature (in units of energy)
trc Time for resistive collimation
u Relativistic velocity (= γv)
Ue Background electron energy density
v Electon velocity co-ordinate
vf Fast electron velocity
vN Nernst velocity
Y Constant appearing in electron-ion collision time (= 4pi(e2/4pi0me)
2)
Z Ionization number of ion
8
Contents
1 Introduction 23
1.1 Central Hotspot ICF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2 Fast Ignition ICF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3 Simulating the fast electrons . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2 Kinetic theory 35
2.1 Kinetic equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.1 Fokker-Planck collision term . . . . . . . . . . . . . . . . . . . . . 37
2.2 Velocity moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Cartesian Tensor Expansion . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 Classical transport theory . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.1 Epperlein vs Braginskii . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5 Violation of classical transport theory . . . . . . . . . . . . . . . . . . . . 51
3 Review of fast electron transport 53
3.1 Fast electron generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Charge and current neutralisation . . . . . . . . . . . . . . . . . . . . . . 55
3.3 Heuristic approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Fields vs Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Ohmic heating of background plasma . . . . . . . . . . . . . . . . . . . . 59
3.6 Magnetic field generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
9
10 CONTENTS
3.7 Instabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7.1 Macroscopic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7.2 Microscopic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Hydrodynamic effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.9 More exotic transport effects . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.10 Importance of determining transport coefficients correctly . . . . . . . . . 71
3.11 Violation of the VFP approximation . . . . . . . . . . . . . . . . . . . . 72
3.12 A more rigorous Ohm’s law . . . . . . . . . . . . . . . . . . . . . . . . . 73
4 Background electrons: IMPACT 77
4.1 Cartesian Tensor Expansion . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 IMPACT equation set . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Hydrodynamic motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Fast electron interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 Normalisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.6 Finite difference equations . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6.1 Time discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6.2 Spatial discretisation . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.6.3 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.7 Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Transport effects in 1D rigid beam simulations 91
5.1 Fluid theory estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 VFP-rigid beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.1 Simulation details . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.3 Multi-picosecond evolution . . . . . . . . . . . . . . . . . . . . . . 102
5.2.4 Effect of hydrodynamic motion . . . . . . . . . . . . . . . . . . . 105
5.2.5 Code comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
CONTENTS 11
5.2.6 Parameter scan . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2.7 Target Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3 Conclusion of classical transport effects . . . . . . . . . . . . . . . . . . . 113
5.3.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6 Non-Maxwellian phenomena 1D rigid beam simulations 117
6.1 Evolution of the distribution function . . . . . . . . . . . . . . . . . . . . 118
6.2 Ohmic heating and Cee0 effects in 0D . . . . . . . . . . . . . . . . . . . . 118
6.2.1 Ohmic heating and Cee0 effects: early times . . . . . . . . . . . . 118
6.2.2 Ohmic heating and Cee0 effects: late times . . . . . . . . . . . . . 121
6.3 Spatial flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.4 Comparison to Classical Transport Theory . . . . . . . . . . . . . . . . . 126
6.4.1 Effect of including a higher order anisotropy . . . . . . . . . . . . 136
6.5 Conclusion of non-Maxwellian behaviour . . . . . . . . . . . . . . . . . . 137
7 Fast electrons: PIC 139
7.1 Particle shapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.2 Normalisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.3 Basic equation set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.4 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.5 Particle injection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.6 Parallelisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.7 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.8 Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.8.1 Approximations: Fast electrons . . . . . . . . . . . . . . . . . . . 158
7.8.2 Background electron approximations . . . . . . . . . . . . . . . . 162
7.8.3 Fast-Background interaction . . . . . . . . . . . . . . . . . . . . . 162
8 Code testing 163
8.1 Conservative schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
12 CONTENTS
8.1.1 Charge density conservation . . . . . . . . . . . . . . . . . . . . . 164
8.1.2 Momentum Conservation . . . . . . . . . . . . . . . . . . . . . . . 164
8.1.3 Energy conservation . . . . . . . . . . . . . . . . . . . . . . . . . 165
8.2 ES test: Simple fluid model test . . . . . . . . . . . . . . . . . . . . . . . 167
8.3 EM instability test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
8.3.1 Non-relativistic Weibel-like test . . . . . . . . . . . . . . . . . . . 170
8.3.2 Relativistic resistive filamentation test . . . . . . . . . . . . . . . 174
8.4 Particle initialization test . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
9 Transport effects in 2D IMPACT-PIC simulations 179
9.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
9.2 Broad overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.3 Resistive Filamentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.3.1 Effect of transverse temperature of the fast electrons . . . . . . . 184
9.3.2 Resistive filamentation vs resistive collimation . . . . . . . . . . . 187
9.3.3 Numerics check . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.4 Transport effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
9.4.1 Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
9.4.2 Resistivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
9.4.3 Heat flow effects . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
9.4.4 Heating rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
9.4.5 Late temperature phenomena . . . . . . . . . . . . . . . . . . . . 203
9.4.6 Nernst advection . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
9.4.7 Hall field effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
9.4.8 Hydrodynamic motion . . . . . . . . . . . . . . . . . . . . . . . . 208
9.5 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 209
10 Conclusion 213
CONTENTS 13
10.1 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
10.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
A Derivation of Bell and Kingham collimation parameter 217
A.1 Fast electron spreading . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
A.2 Rotation of fast electron in the magnetic field . . . . . . . . . . . . . . . 218
A.3 Magnetic field and background temperature estimates . . . . . . . . . . . 219
A.4 Collimation parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
B Derivation of the resistive filamentation dispersion relation 221
B.1 Perturbed macroscopic equation set . . . . . . . . . . . . . . . . . . . . . 221
B.2 Perturbed Vlasov equation for the fast electrons . . . . . . . . . . . . . . 222
B.3 Initial distribution function . . . . . . . . . . . . . . . . . . . . . . . . . 222
B.4 Perturbed fast current moment . . . . . . . . . . . . . . . . . . . . . . . 223
B.5 Dispersion relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
B.6 Evaluating the plasma dispersion function . . . . . . . . . . . . . . . . . 225
B.7 Numerical solution of the dispersion function . . . . . . . . . . . . . . . . 225
C Derivation of the f0 and f1 equations 227
C.1 The f-equations including Ion Hydrodynamics . . . . . . . . . . . . . . . 227
C.2 Fluid Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
C.2.1 Particle Conservation Equation . . . . . . . . . . . . . . . . . . . 230
C.2.2 Momentum Conservation Equation . . . . . . . . . . . . . . . . . 230
C.2.3 Energy Conservation Equation . . . . . . . . . . . . . . . . . . . . 233
C.3 The Ion Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
D Calculation of non-Maxwellian transport coefficients 237
D.1 Manipulation of the f1 equation . . . . . . . . . . . . . . . . . . . . . . . 237
D.2 The current moment and Ohm’s law . . . . . . . . . . . . . . . . . . . . 238
D.3 Heat flow equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
14 CONTENTS
E Non-relativistic filamentation instability with background kinetic ef-
fects 241
E.1 Reworking Epperlein’s Derivation . . . . . . . . . . . . . . . . . . . . . . 241
Bibliography 247
List of Figures
1.1 Schematic of proposed fast ignition schemes. . . . . . . . . . . . . . . . . 28
1.2 Figure of example background density profile encountered by the fast elec-
trons in the fast ignition scheme. . . . . . . . . . . . . . . . . . . . . . . 30
2.1 Schematic of Rutherford Scattering. . . . . . . . . . . . . . . . . . . . . . 37
2.2 Dimensionless transport coefficients plotted vs Hall parameter . . . . . . 46
2.3 Schematic of physical meaning of α∧ coefficient . . . . . . . . . . . . . . 47
2.4 Schematic shifted Maxwellian distribution . . . . . . . . . . . . . . . . . 48
2.5 Schematic of physical meaning of β∧ coefficient . . . . . . . . . . . . . . . 49
2.6 Schematic of the Ettingshausen heat flow . . . . . . . . . . . . . . . . . . 50
3.1 Schematic of the filamentation and Weibel instabilities. . . . . . . . . . . 66
4.1 Grid-point mesh used in IMPACT. . . . . . . . . . . . . . . . . . . . . . 85
4.2 Flow chart of IMPACT operations in one timestep. . . . . . . . . . . . . 87
4.3 Plot of fractional error in calculating the background resistivity vs tem-
perature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.1 Plots of magnetic field and Ohmic Heating rate estimates (1D simulation). 94
5.2 Rigid beam: Plot of estimated time for thermal conduction effects to be-
come significant vs FWHM. . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Rigid beam: Magnetic field and temperature profiles for 10 micron FWHM
(1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
15
16 LIST OF FIGURES
5.4 Rigid beam: Magnetic field and temperature profiles for 50 micron FWHM
(1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.5 Rigid beam: Heating profiles for 10 micron and 50 micron FWHM (1D
simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.6 Rigid beam: Temporal evolution of the temperature (1D simulation). . . 99
5.7 Rigid beam: ηjr and magnetic field generation rate (1D simulation). . . 100
5.8 Rigid beam: Late time temperature profiles with and without magneti-
satoin of the background plasma (1D simulation). . . . . . . . . . . . . 102
5.9 Rigid beam: Late time profile of the Hall parameter and heating rates (1D
simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.10 Rigid beam: Heat flow components with and without magnetisation, and
predicted by Braginskii (1D simulation). . . . . . . . . . . . . . . . . . . 104
5.11 Rigid beam: Hydrodynamic profiles at late times (1D simulation). . . . . 106
5.12 Rigid beam: Magnetic field and temperature profiles predicted by IM-
PACT and CTC (1D simulation). . . . . . . . . . . . . . . . . . . . . . . 108
5.13 Rigid beam: Evolution of temperature spreading function σrms for range
of FWHM (1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.14 Rigid beam: Parameter scan of time for thermal conduction to spread
temperature vs FWHM (1D simulation). . . . . . . . . . . . . . . . . . . 110
5.15 Rigid beam: Magnetic field profile with ionic charge profile (1D simulation).112
6.1 Rigid beam: Effect of electron-electron collisions and Ohmic heating on
background electron distribution function (0D simulation). . . . . . . . . 119
6.2 Rigid beam: Effect of electron-electron collisions and Ohmic heating on
the energy distribution (0D simulation). . . . . . . . . . . . . . . . . . . 121
6.3 Rigid beam: Normalised temperature scale length (1D simulation). . . . 122
6.4 Rigid beam: Contributions to the rate of change of the distribution func-
tion (1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.5 Rigid beam: Comparison of transport coefficients to Braginskii values (1D
simulations). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
LIST OF FIGURES 17
6.6 Rigid beam: Contributions to the resistivity integrand (1D simulations). 131
6.7 Rigid beam: Contributions to the Nernst coefficient (1D simulations). . . 133
6.8 Rigid beam: Comparison of transport coefficients to Braginskii values at
late times (1D simulations). . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.9 Rigid beam: Plots of f1/f0 with and without f2 contributions (1D simulation).136
7.1 Grid-point mesh setup in the hybrid scheme. . . . . . . . . . . . . . . . . 141
7.2 Schematic of hybrid code weighting scheme: vector quantities. . . . . . . 141
7.3 Schematic of hybrid code weighting scheme: scalar quantities. . . . . . . 143
7.4 Flow chart of IMPACT-PIC operations in a time-step. . . . . . . . . . . 147
7.5 Plot of Beg temperature, the average kinetic energy at the peak intensity,
and the average kinetic energy within the FWHM vs laser intensity. . . 150
7.6 Plot of the average number of particles per cell. . . . . . . . . . . . . . . 152
7.7 Slowing down of fast electrons under Ohmic electric field vs time. . . . . 160
8.1 Fractional number density change vs time. . . . . . . . . . . . . . . . . . 164
8.2 Fractional change of total energy vs time for a 0D simulation. . . . . . . 166
8.3 Fractional change of total energy vs time for a 2D simulation. . . . . . . 167
8.4 Oscillation and decay of fast current in 0D hybrid simulation. . . . . . . 169
8.5 Evolution of fast current and magnetic field perturbation in 1D filamenta-
tion simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
8.6 Growth rate evolution and dispersion relation for filamentation instability. 172
8.7 Fractional error in growth rate due to neglect of f2 vs perturbation wave-
length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
8.8 Dispersion relation of resistive filamentation instability. . . . . . . . . . . 175
8.9 Initial distribution of fast electrons. . . . . . . . . . . . . . . . . . . . . . 176
9.1 Hybrid simulation: Plots of fast electron number density for ηL = 0.3,
M = 6, I = 1019 W cm−2 (2D simulation). . . . . . . . . . . . . . . . . . 182
9.2 Hybrid simulation: Magnetic field and magnetic field growth rate plots for
ηL = 0.3, M = 6, I = 10
19 W cm−2 (2D simulation). . . . . . . . . . . . . 183
18 LIST OF FIGURES
9.3 Hybrid simulation: Angular distribution for ηL = 0.3, M = 6, I =
1019 W cm−2 (2D simulation). . . . . . . . . . . . . . . . . . . . . . . . . 184
9.4 Hybrid simulation: Dispersion relations for nf/ne = 0.01 and nf/ne =
0.001 (1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
9.5 Hybrid simulation: Plots of fast electron number density for M = 6, I =
1019 W cm−2, ηL = 0.1 and ηL = 0.5 (2D simulation). . . . . . . . . . . . 189
9.6 Hybrid simulation: Angular distribution for ηL = 0.1, M = 6, I =
1019 W cm−2 (2D simulation). . . . . . . . . . . . . . . . . . . . . . . . . 189
9.7 Hybrid simulation: Plots of fast electron number density for ηL = 0.3,
I = 1019 W cm−2, M = 4 and M = 12 (2D simulation). . . . . . . . . . . 192
9.8 Hybrid simulation: Angular distribution for ηL = 0.3, M = 12, I =
1019 W cm−2 (2D simulation). . . . . . . . . . . . . . . . . . . . . . . . . 192
9.9 Hybrid simulation: Particle tracks for M = 4 and M = 12 (2D simulation). 193
9.10 Hybrid simulation: Plots of fast electron number density for ηL = 0.3,
M = 6, I = 2× 1018 W cm−2 and I = 5× 1019 W cm−2 (2D simulation). . 194
9.11 Hybrid simulation: Growth rates of filamentation instability vs grid reso-
lution (1D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
9.12 Hybrid simulation: Electric field plots (2D simulation). . . . . . . . . . . 196
9.13 Hybrid simulation: Electric field and magnetic field generation rate (2D
simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
9.14 Hybrid simulation: Plots of dimensionless resistivity and background dis-
tribution function (2D simulation). . . . . . . . . . . . . . . . . . . . . . 198
9.15 Hybrid simulation: Plots of the heat flow (2D simulation). . . . . . . . . 199
9.16 Hybrid simulation: Plots of the heat flow (2D simulation). . . . . . . . . 200
9.17 Hybrid simulation: Heating rates (2D simulation). . . . . . . . . . . . . . 201
9.18 Hybrid simulation: Heating rates (2D simulation). . . . . . . . . . . . . . 202
9.19 Hybrid simulation: Heating rates (2D simulation). . . . . . . . . . . . . . 202
9.20 Hybrid simulation: Late time temperature plots with and without back-
ground magnetisation (2D simulation). . . . . . . . . . . . . . . . . . . . 204
LIST OF FIGURES 19
9.21 Hybrid simulation: Nernst velocity and contribution of Nernst advection
of magnetic field generation rate (2D simulation). . . . . . . . . . . . . . 205
9.22 Hybrid simulation: Hall field contributions to the magnetic field generation
rate (2D simulation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
9.23 Hybrid simulation: Fast electron number density profiles with and without
background magnetisation (2D simulation). . . . . . . . . . . . . . . . . . 207
9.24 Hybrid simulation: Average ion velocity plot and fractional change in back-
ground number density (2D simulation). . . . . . . . . . . . . . . . . . . 208
A.1 Schematic of fast electron spreading from a laser spot . . . . . . . . . . . 218
A.2 Schematic of a fast electron being resistively collimated . . . . . . . . . . 218
20 LIST OF FIGURES
List of Tables
4.1 Normalisation scheme used in IMPACT. . . . . . . . . . . . . . . . . . . 82
6.1 Table of temperatures, hall parameters, mean free paths, and Larmor radii
in 1D simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Transport terms and coefficients for non-Maxwellian f0. . . . . . . . . . . 129
9.1 Table showing comparison between resistive collimation time and filamen-
tation instability growth time for range of ηL. . . . . . . . . . . . . . . . 190
9.2 Table showing comparison between resistive collimation time and filamen-
tation instability growth time for range of M . . . . . . . . . . . . . . . . 191
21
22 LIST OF TABLES
Chapter 1
Introduction
For over four decades considerable interest has been devoted to the study of laser-plasma
interactions. Much of this interest has been fuelled by the conception of Inertial Con-
finement Fusion (ICF) schemes involving high-power lasers [1],[2]. In conventional laser-
induced ICF schemes, driver lasers providing intensities of 1015 W cm−2 are used to com-
press and heat a capsule of deuterium-tritium (DT) to fusion temperatures of approxi-
mately 5 keV. The deuterium and tritium then undergo the reaction
2
1D +
3
1T −→ 42He + 10n
releasing 17.6 MeV of energy in the process, 14.1 MeV carried away by the neutron and
3.5 MeV of alpha particle kinetic energy is available to sustain reaction temperatures. The
ultimate goal of ICF research is the construction of an economically feasible power plant
utilizing the energy released in this reaction. Inefficiencies will be unavoidable in such
a plant, and estimates of 100× gain are necessary for a viable fusion energy source [3].
Fast Ignition (FI) [2] is an ICF scheme that promises to provide high gain by eliminating
some of the inefficiencies of the conventional approach to ICF [3]. In the FI scheme, the
‘spark’ to the fuel is provided by laser-excited MeV electrons, which propagate through
to the dense DT fuel, thermalise, and heat the fuel to fusion temperatures.
Despite the advantages offered by FI compared with the conventional approach to
ICF, there are many problems yet to be resolved with this scheme. One of the main
problems is the lack of understanding of the behaviour of the fast electrons in such a
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system. The situation is made more difficult by the range of conditions experienced by
the fast electrons. The fast electrons travel from the laser-plasma interaction region (with
an electron number densities ne ∼ 1027 m−3) up to the the dense core (ne ∼ 1032 m−3)
- a 105 change in background electron number density encountered. This thesis focuses
on one part of this flight - the transport of the electrons through near solid density
(ne ∼ 1029 m−3). This allows comparison to recent experimental and simulation work
assessing the feasibility of the Fast Ignitor scheme.
1.1 Central Hotspot ICF
In the conventional Central Hotspot (CH) approach to laser driven ICF, a 100 µm diam-
eter shell of solid DT fuel is compressed adiabatically to a density of 1000 g cm−3 and
temperatures of 0.5 keV by lasers of intensity 1015 W cm−2. The compression is achieved
by ablating an outer shell of beryllium or carbon with a diameter of approximately 2 mm
which surrounds the inner DT shell. The ablation is achieved either by irradiating the
outer shell with intense laser light, known as direct drive ICF, or by irradiating the outer
shell with the soft x-rays released from the inner wall of a hohlraum, known as indirect
drive ICF. In both cases the ablation causes a rocket like reaction, imploding the inner
capsule to 1/30th of its initial diameter. The laser pulses are temporally shaped to launch
four successive shock waves into the fuel. The hollow shell of the solid DT fuel is filled
with DT gas which is compressed to a density of 100 g cm−3, and with aid of the shock
waves, heated to a temperature of 10 keV. The hotspot ignites and a thermonuclear burn
wave consumes the cooler, ambient fuel.
The fuel conditions required to achieve efficient burn and high yield can be expressed
as [3]
φ =
ρR〈σv〉
ρR〈σv〉+ 8csmDT , (1.1)
where φ is the burn fraction, ρ is the density of the fuel, R is the capsule radius, mDT is
the average mass of a nucleus in the equimolar DT mixture, and 〈σv〉 is the product of
the reaction cross-section and the relative velocities of the reacting nuclei (i.e. deuterium
and tritium) averaged over a Maxwellian velocity distribution. Note that equation (1.1) is
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obtained by integrating the thermonuclear reaction rate over the time for the fuel capsule
to disassemble under its own high pressure, typically the time for a rarefaction wave
travelling at the sound speed Cs to pass through the fuel shell. The term 8CsmDT/〈σv〉
has a minimum value of 6 g cm−2 for an optimum ion temperature of approximately 30 keV
[3]. To overcome inefficiencies present in the ICF scheme, the burn fraction must be about
1/3, requiring ρR = 3 g cm−2.
For a given value of ρR, the energy content scales as ρ−2. The compression of the
ICF capsule is necessary to provide a manageable energy yield 1 To overcome implosion
inefficiencies, and maximise gain, the capsule is arranged to have a central hotspot, which
has a radius of approximately half the assembled fuel and a density of 100 g cm−3 such
that ρR ∼ 0.3 g cm−2. The hotspot will provide a sufficient burn fraction to produce
just enough 3.5 MeV alpha particles to penetrate through an areal density of 0.3 g cm−2
into the cold fuel at density 1000 g cm−3, and heat it to a temperature of 10 keV. This
0.3 g cm−2 thick shell of fuel then supplies more than enough alpha particles to heat the
adjacent shell outside it, and so on until the outer shell is reached or the confinement
time is elapsed. This is the thermonuclear burn wave mentioned earlier.
The main problem with the CH approach is the hydrodynamic instabilities present,
most notably the Rayleigh-Taylor (RT) instability. During compression, the low density
ablated material accelerates the dense fuel shell. A lower density fluid is being accelerated
into a higher density fluid, a situation unstable to the RT instability. This reduces the
efficiency of the implosion. A second RT unstable situation occurs as the compression
slows, and the dense fuel is being held up by the low density hot spot. The instability
causes the cold fuel shell to mix with the hot fuel, hindering the initial ‘sparking’ of the
hotspot. To reduce the effect of the RT instability one must ensure an initially very
smooth capsule (smooth to one part in 104) and also ensure that the laser irradiation is
as spherical symmetric as possible. The indirect drive approach mentioned above is one
method of doing the latter. Impinging the lasers on the inner surface of hohlraum made
of high Z material immerses the capsule in a (hopefully) spherically symmetrical bath of
x-ray radiation, which then ablates the surface of the capsule. The drawback with this
1For uncompressed DT fuel of density 2.1 g cm−3 the energy output of such a mass of fusing nuclei
with a burn fraction of a 1/3 is of the order 100 TJ, which is on the same scale as the energy released in
the “trinity test” [4] and obviously uncontainable.
26 Chapter 1. Introduction
approach is then the reduced energy coupling, compared to direct drive, reducing the
overall gain by a factor of 2 [5].
1.2 Fast Ignition ICF
An alternative approach to ICF was proposed by Tabak et al. [2] now known as fast
ignition (FI). In this scheme, the compression and ignition processes are performed in
separate phases. In the compression phase, the DT capsule is imploded by the driver
lasers to a density of 300 g cm−3. Ignition is achieved by firing a short pulse laser at the
compressed target to heat plasma electrons to a few MeV. These ‘fast electrons’ penetrate
the fuel, thermalize and heat the DT ions to fusion temperatures. A brief discussion of
the generation mechanism for these fast electrons is given in Chapter 3. For now, it
is sufficient to consider general requirements for this beam to ignite the capsule. The
spark required for ignition is thought to need ρRHS = 0.6 g cm
−2 and a temperature of
12 keV [6]. Using this result, some rough estimates for the fast electron beam parameters
can be obtained following the approach of Davies [7]. The energy in the hot spot is
(4/3)piR3HS(ni +ne)(3/2)T , where T is the temperature (in energy units), RHS is the hot
spot radius, and ni and ne are the number densities of the electrons and ions. Requiring
this to be greater than 12 keV yields a condition on laser energy
EL >
14
ηHSρ2300
kJ , (1.2)
where ηHS is the laser to hot spot coupling efficiency, and ρ300 is the density in units
of 300 g cm−3. This energy must be delivered in a time less than the expansion time of
the hot spot, which is approximately RHS/Cs, where the ion acoustic speed is given by
Cs =
√
γaT/mi, mi is the ion mass, and γa is the adiabatic index. This yields
tL <
20
ρ300
ps (1.3)
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for the laser pulse length. Combining these two estimates yields the laser power required
PL >
0.61
ηHSρ300
PW . (1.4)
The laser radius must be less than the hot spot radius, and rearranging ρRHS = 0.6 g cm
−2
gives
RL <
20
ρ300
µm (1.5)
and therefore a laser intensity
I19 >
4.9
ηHS
ρ300 (1.6)
where I19 is the laser intensity in units of 10
19 W cm−2. From considerations of energy
deposition in the hot spot [8], the fast electrons require energies in the range 0.75 MeV -
1.5 MeV for a monoenergetic beam, and an average energy in the range 0.3 MeV - 0.5 MeV
for an exponentially decaying distribution.
The main advantages of this scheme over the CH scheme stem from the fact that the
ignition is not caused by the driver lasers. This means that an isochoric ignition (hotspot
and main fuel at the same density) can be used, in contrast to the isobaric (hotspot and
main fuel in pressure equilibrium) ignition used in the CH scheme. As the density of the
FI capsule can be lower than that of the CH fuel shell, and smaller ablation velocities are
required [9], and thus higher gains can be achieved in the fast ignitor approach. FI could
potentially achieve gains an order of magnitude greater than those gains anticipated in
CH schemes to be performed at the National Ignition Facility (NIF) within the next few
years [5]. In addition to greater gains, the FI scheme is much less sensitive to the RT
instability, due to the isochoric nature of the implosion. The problem of fuel mixing that
quenches ignition in the CH approach has no consequences for FI as the scheme does
not rely on a central hotspot for ignition. The only requirement is that breakup of the
imploding shell is avoided, which is helped by the slower growth rate of the RT instability
in FI.
Despite the advantages promised in the compression phase, some doubt still remains
about the ability to couple the fast electron energy to the core. After the compression
stage, the fast electron generation region (at the critical density) may be almost a mil-
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Figure 1.1: Proposed FI schemes. Top: Hole boring approach to FI. Bottom: Gold cone
approach to FI. Compression phase is shown on the left and heating phase is shown on the right
in both cases.
limetre from the high density fuel [10]. As the fast electrons propagate from the critical
density to the fuel core, they will become susceptible to a range of instabilities (as will be
shown in the following chapters) and their paths modified by the fields and scattering ions
they encounter. Furthermore, the larger the distance travelled, the greater the spreading
of the fast electrons from the region in which they are created. As spreading dramatically
reduces the coupling of fast electrons to the core [2], it becomes clear that minimising
the distance travelled by the ignitor electrons becomes beneficial. Two approaches have
been considered.
The first (shown schematically at the top of figure 1.1) involves including a hole-boring
phase before the high intensity laser generates the ignitor electrons. In this phase, the
critical density surface is pushed deeper into the target via ponderomotive and thermal
pressure by a laser with Iλ2 = 1017-1019 W cm−2 µm2. Ramping up the laser intensity will
also push the critical density deeper into the target as a result of relativistic enhancement
of the critical density [2], [11]. The main issues with this approach is the need to sustain
high intensity laser irradiation for 100 ps, and also the preheating caused to the fuel
1.3 Simulating the fast electrons 29
capsule [5].
The second approach (shown schematically at the bottom of figure 1.1) involves the
compression of the capsule onto the tip of a gold cone, as shown in figure 1.1. The cone
provides a pathway for the high intensity laser to generate fast electrons near the tip
of the cone, close to the dense fuel. This scheme was shown to generate a thousand
times enhancement of neutron emission from D-D fusion, in the integrated experiments
of Kodama et al [12]. The difficulty with this approach is the possibility of mixing
Au ions with the DT fuel. Even a 0.6% mass fraction of Au is sufficient to triple the
required energy for ignition [13]. Furthermore, if the tip of the cone does not survive the
compression phase, it may actually hinder the coupling efficiency of fast electrons to the
core, possibly extending the distance from the critical density to the core by hundreds of
microns [13].
1.3 Simulating the fast electrons
The fast electrons encounter background densities spanning a range of number densities
from 1027 m−3 to 1032 m−3. An example FI background number density profile is shown
in figure 1.2. Resolving the full range of phenomena occurring at these densities is very
difficult, given the range of scale lengths and time scales encountered. Simulating the full
fast electron transit is typically split into three broad categories. The first is to simulate
the low density phenomena, involving the fast electron generation by the laser-plasma
interaction. The second is to model the fast electrons propagating through near solid
density plasmas, so as to consider the transit of the fast electrons ‘mid-flight’ through the
capsule, and to compare to current laser plasma interactions. The third is to model the
energy deposition in the dense core, generally using a collisional Monte-Carlo method [8].
Fully integrated studies have only recently been made possible by melding various coding
techniques for the range of interaction regions [15]. The focus of the present study is the
middle category.
Typically, the approach to simulating the fast electron transit through solid density
plasmas is split into kinetic modelling and hybrid modelling.
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Figure 1.2: Example background number density profile (blue) and example fast electron
number density to background number density ratio profile (red) for FI. This profile is based
on the 1D profile presented by Sherlock et al. [14]. nc = 10
27 m−3 is the critical density for a
1053 nm laser.
Kinetic modelling
The most ‘complete’ description of a fast ignition scenario is provided by kinetic sim-
ulations, usual split into two categories: Vlasov Fokker-Planck (VFP) and Particle in
Cell (PIC). VFP codes have been used extensively in the study of fusion schemes for
over four decades. In the pre-FI days of fusion studies, VFP codes provided an accurate
method for modelling the non-classical heat flow produced in experiments [16]. VFP
codes also provide a natural framework for studying fast electrons propagating through
a background plasma. The kinetic nature of the fast electrons can be modelled in tan-
dem with the collisional/semi-kinetic behaviour of the return current provided by the
background plasma. To solve the full VFP equation over experimental and FI temporal
and spatial scales would be very computationally expensive. Thus, the VFP equation is
usually solved subject to some expansion. The VFP codes Kalos [17], SPARK [18], OS-
HUN [19] are solved by using a Cartesian tensor or spherical harmonic expansion for the
distribution function [20]. VFP codes are designed to work best in collision dominated
plasmas [17][21] where the higher order terms in the expansion are damped by collisions,
and the plasma is well described by the first few terms.
PIC codes [22][23] strive to achieve a more natural, particle based approach to mod-
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elling plasma physics. The large number densities of fusion plasmas make it compua-
tionally impossible to follow the path and mutual interaction of each particle on spatial
scales relevant to ICF. Particle in Cell (PIC) codes overcome this by integrating the mu-
tual interaction of superparticles, each representing many plasma particles. For example,
to model the electrons in a 1 µm3 slab of plasma, with a typical ICF density, would re-
quire 105 superparticles, each representing 105 electrons. Simulating such a system is
certainly computationally feasible. By simulating the motion of these superparticles on a
grid, the ability is lost to simulate the rapidly fluctuating microfields that dominate the
interactions on scales much less than the electron Debye length. Thus on scale lengths
of the order of the Debye length, PIC codes achieve the smoothing of these microfields
that nature does with an enormous number of particles [24]. In conventional PIC codes,
particle quantities such as number density and current are interpolated to the nearest
grid points. These quantities are then used as sources in Maxwell’s equations to calculate
the fields at the grid points. PIC codes, such as Osiris [25] and EPOCH [26], have been
used to study fast ignition relevant physics. While PIC codes are exceptionally good
at modelling laser-plasma interaction region, they struggle to model the fast electrons
propagation through dense fuel. A necessary condition for stability is the resolution of
the plasma frequency [23]. The large number densities of electrons in solid targets means
that small time steps are necessary, and thus the total computation time is increased.
In practice, a more stringent condition is provided by the combination of the Courant-
Friedrichs-Lewy (CFL) condition, and the need to resolve the Debye length of the plasma
to avoid numerical heating, yielding time-steps on the order of attoseconds for starting
temperature of 100 eV and electron number density 1029 m−3. Furthermore, questions still
remain as to the ability of PIC codes to accurately reproduce classical transport theory.
Hybrid modelling
One of the earliest Hybrid codes was presented by Davies in [27],[28]. Davies modelled
the fast electrons by using a PIC code, including fast electron collisions by means of
the stochastic differential equation form of the Fokker-Planck collision operator. The
background electrons are treated as a cold, stationary fluid by solving the reduced Ohm’s
law E = −ηjf plus a rudimentary background temperature treatment. As the laser
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interaction is not dealt with, a specified distribution of fast electrons is introduced to
the system every time-step. Despite having the appearance of a much reduced model,
Davies’ approach allows the inclusion of material effects with relative ease [29].
The framework set up by Davies has been used extensively and extended on over the
past decade. In particular, the works of Honrubia [30], and Robinson [31] have adopted
Davies’ approach, and extended upon it by, for example, modelling 3D phenomena and
including ionization dynamics. These authors have used hybrid codes to model realistic
FI schemes [32], to investigate collimation schemes for the fast electrons [31]. Hybrid
codes with a different framework to Davies do exist. Taguchi et al [33] use near full
fluid equation for the background plasma, and model the fast electrons with a PIC code.
While the background plasma collision term is approximated to a simple form, and thus
it may not correctly model Braginskii transport, it still offers an improved description in
the classical transport regime.
A new breed of hybrid code has emerged in the form of the LSP code [15], and more
recently OSIRIS-H [34]. These codes have merged the low density kinetic behaviour of
near critical density background plasma, to the high density collisional fluid behaviour
of solid density plasma by interfacing between fully PIC and PIC-fluid hybrid codes.
They use the full PIC treatment for background number densities ≤ 100nc , and a PIC-
fluid hybrid code for regions where ne ≥ 100nc and collisions are expected to dominate.
An interesting distinction between those hybrid schemes discussed above, is that LSP
and OSIRIS-H retain some kinetic description of the background electrons even in the
high density region. As well as providing a natural distributed source for the return
current, they allow conversion of ‘slow’ background fluid elements to moderately ‘fast’
PIC electrons if the local velocity exceeds several times the local thermal speed. LSP and
OSIRIS-H can thus provide near fully integrated simulations of FI schemes, marrying
the laser-plasma interaction modelled by PIC to the collisional background modelled
by PIC-fluid. The speed up produced in comparison to a fully PIC treatment is clear
by not having to resolve the background electron plasma frequency, Debye length or
collisionless skin depth in the dense region of the plasma. While these codes include a
fuller description of the background plasma, several transport effects are still missing,
including background heat flow, the Nernst effect, and non-local effects. These effects are
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discussed in more detail the following chapters.
1.4 Thesis Outline
This work presents a new approach to hybrid modelling of FI relevant scenarios. Instead
of modelling the background electrons with a reduced fluid model, a VFP code (IMPACT
[21]) is used. This gives an improved classical transport description of the background
plasma compared to more conventional hybrid codes, as well as including collisional
kinetic effects such as non-local transport. The motivation for doing this is to examine
the effect of often neglected transport phenomena, such as heat flow and magnetic field
dynamics, on the propagation of fast electrons through near solid density target. Two
approaches are used to model the fast electrons. The first is to model the fast electrons
crudely with a rigid beam model. The method for doing this is discussed in Chapter
4 and results are presented in Chapter 5. The second approach is to couple a kinetic
code (Particle in Cell) into IMPACT, thereby creating an advanced hybrid scheme, to
investigate the response of the background to dynamic fast electrons. The methods used
for doing this are discussed in Chapter 7 and Chapter 8, results obtained from this
approach are discussed in Chapter 9. The remaining chapters in this this thesis are
summarised as follows.
• Chapter 2, Kinetic theory
A brief discussion of the origins of the Vlasov Fokker-Planck equation is given,
before discussing the equations of classical transport theory of Braginskii [35].
• Chapter 3, Review of fast electron transport
Starting from a basic fluid description of the background, many electron transport
effects are discussed. Transport effects and magnetic field effects usually neglected
in the context of FI simulations are discussed. The hybrid approximation is dis-
cussed.
• Chapter 4, Background electrons: IMPACT
The numerical scheme used by IMPACT to solve the VFP equations for the back-
ground plasma is discussed. The modification of the equations due to the presence
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of a fast electron beam are given, and the approximations used by the code are
analysed.
• Chapter 5, Transport effects in 1D rigid beam simulations
Results from 1D simulations of a fast electron rigid beam interacting with a back-
ground plasma described by IMPACT are presented. The impact of using full Bra-
ginskii treatment for the background plasma is discussed, including an investigation
of thermal heat flux effects.
• Chapter 6, Non-Maxwellian phenomena in 1D rigid beam simulations
The results presented in Chapter 5 are analysed kinetically. Non-Maxwellian effects
and non-local effects in the background plasma are investigated.
• Chapter 7, Fast electrons: PIC
The particle in cell scheme used to model the fast electrons is presented. The validity
of the approximations used in constructing the numerical scheme is discussed in the
context of fast electron beams passing through near solid targets.
• Chapter 8, Code testing
The new IMPACT-PIC numerical scheme is tested against a range of instability
and transport phenomena. The scheme is shown to adhere to charge and energy
conservation to an acceptable level.
• Chapter 9, Transport effects in 2D IMPACT-PIC simulations
Results from 2D multipicosecond IMPACT-PIC simulations are presented for pa-
rameters relevant to FI. It is shown that resistive collimation effects can influence
the susceptibility of the beam to the filamentation instability. The simulation results
are compared to classical transport theory predictions, and more exotic transport
effects are discussed.
• Chapter 10, Conclusion
The main results of this work are summarised, and suggestions are made for future
work.
Chapter 2
Kinetic theory
Kinetic theory underpins much of our understanding of plasmas. In FI, much of the the-
oretical and simulation work is based on the kinetic theory approach, or on its derivative,
the fluid approach. The advanced hybrid scheme presented in this thesis uses a kinetic ap-
proach, and a brief review of this field is thus necessary. As conventional hybrid schemes
are at least partly based on the fluid approach, and partly reliant on the assumptions of
classical transport theory, it is important to review these topics also. This work focusses
on electron kinetics and electron transport. Ion kinetics can play an important role in FI
[36], but this topic is outside the scope of the thesis.
2.1 Kinetic equation
The state of an ionized gas can be conveniently characterised by its distribution function
f . The distribution is defined such that the integral of f(t,x,p) over the 6D phase space
element d3x d3p yields the number of particles in that phase space element at (x,p) and
time t. In this way, f can be thought of as a ‘macroscopic number density’ in phase
space1. The distribution function satisfies the kinetic equation
∂f
∂t
+ v · ∂f
∂x
+
q
me
(E + v×B) · ∂f
∂v
=
(
∂f
∂t
)
C
, (2.1)
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where the RHS corresponds to the collision operator. Setting the collision term to zero
gives the Vlasov equation.
To fully appreciate the significance of this equation it is useful to briefly revisit its
derivation. Equation (2.1) is generally derived in one of two ways. The first is to consider
the phase space continuity of the joint-probability density of N particles in phase-space,
otherwise known as Liouville’s equation. Liouville’s equation can be ‘reduced’ via the
methods of Bogolyubov [37] to a series of N -equations for the one-particle distribution
function, two-particle distribution function, ..., N-particle distribution function, other-
wise known as the BBGKY hierarchy [20]. For an ideal gas, this series can be truncated
after the first term by the fact that the mean distance between gas molecules is large com-
pared to the distance over which intermolecular forces act, and because of the statistical
independence of two colliding molecules (due to the rapid fall off of the intermolecular
force with distance). For a plasma, the situation is complicated by presence of infinite
range Coulomb forces between charged particles. While the screening of Coulomb forces
between particles reduces this range to that of the Debye length λD, this distance is still
much larger than the average distance between particles for a ‘good’ plasma - that is a
plasma in which number of charged particles in a sphere of radius λD is large
2. This issue
is overcome by identifying that interactions at large impact parameter (≥ λD) represent
the collective behaviour due to a large number of particles, and that the fluctuations at
small impact parameter (≤ λD) describe collisions. This separation of effects appears
in equation (2.1) through macroscopic fields, E and B, averaged over regions with di-
mensions greater than λD, and through the collision term, accounting for the fluctuating
fields acting over distances less than the λD.
The second approach is to consider the N -body problem, for particles represented in
phase space by 6D Dirac δ-functions. The 2N equations of motion can be rewritten into
the Klimontovich equation, which gives the evolution of the N 6D Dirac δ-functions. This
equation still requires initial conditions for the N particles, and is thus still intractable.
However, taking an ensemble average of the N Dirac δ-functions yields the distribution
1Note here, ‘macroscopic number density’ refers to the number of particles in a volume d3p d3x
containing many particles, such that the fluctuations in the number of particles in this volume are very
small compared to the mean value.
2In other words, ratio of the potential energy to the kinetic energy of the plasma is small.
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φ
Zae
Zbe
b
dbvr
Figure 2.1: Schematic showing Rutherford scattering. Particle a, with charge Zae scatters off
particle b, with charge Zbe in the centre of mass frame. The impact parameter b and scattering
angle φ are shown.
function. This facilitates the separation of ensemble averaged effects, such as the macro-
scopic fields E and B, from the rapidly fluctuating ‘collisional’ effects on scales less than
λD.
2.1.1 Fokker-Planck collision term
‘Collisions’ refer to the response of an electron to the rapidly fluctuating fields within a
Debye sphere. In a ‘good plasma’, the interparticle distance is much less than a Debye
length, and as such collisions will involve many particles at once. To understand the
dominant contributions to the collision term, it is usual to first consider a binary model
of charged particles colliding in a Coulomb potential. In Rutherford scattering theory
[20], the collision between two charged particles (labelled a and b) moving at relative
speed vr, yields the differential cross-section
σ(Ω) =
(
e2
4pi0µab
)2
Z2aZ
2
b
4v4r sin
4(φ/2)
, (2.2)
where φ is the scattering angle in the centre of mass frame, dΩ = 2pi sin (φ)dφ is the solid
angle increment, Za,be is the charge on the particles, and µab is the reduced mass. This
is shown schematically in figure 2.1. Note that the differential cross-section is related to
the annular cross-section by 2pibdb = σdΩ. It is clear from this equation that small angle
deflections have a larger differential cross-section. Returning to the multiple deflections
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within a Debye sphere, it is evident that multiple small angle collisions will have a greater
contribution to the total deflection of a particle than the rare event of a large angle
collision. Indeed, the cross section for cumulative small angle scatterings is a factor 8 ln Λ
larger than that for a single pi/2 scatter [97], where Λ = bmax/bmin is the logarithm of
the ratio of the largest to the smallest impact parameter. The Debye length is taken for
bmax, bmin is taken to be the larger of the classical distance of closest approach and the De
Broglie wavelength3. For an electron-ion plasma, the Coulomb logarithm is approximately
ln Λ = ln(9ND/Z), where ND is the number of electrons in a Debye sphere. Thus, for
a good plasma, small angle scattering effects will dominate over large angle scattering
effects.
In the approximation that an electron experiences many small elastic and independent
deflections within a Debye sphere, a Markovian approach can be used for the collision
term [20]. Consider the electron distribution function at time t to be f(v −∆v, t), and
f(v, t + ∆t) at time t + ∆t due to an electron changing velocity by ∆v. One may then
write
f(v, t+ ∆t) =
∫
f(v−∆v, t)ψ(v−∆v,∆v)d3∆v , (2.3)
where ψ is the probability of just such an event occurring. Taking ∆t to be small enough
that ∆v remains small, but large such that numerous small angle collisions takes place,
Taylor expansions in ∆t of f(v, t+ ∆t) and in ∆v of f(v−∆v, t)ψ(v−∆v,∆v) may be
used such the above equation becomes
∂f
∂t
= − ∂
∂v
· {f(v, t)(∆v)av}+ 1
2
∂2
∂v∂v
: {f(v, t)(∆v∆v)av} , (2.4)
where the coefficients of dynamical friction and diffusion in velocity space are defined as
(∆v)av =
∫
ψ(v, t)∆vd3∆v/∆t (2.5a)
(∆v∆v)av =
∫
ψ(v, t)∆v∆vd3∆v/∆t , (2.5b)
3Note that for an electron-ion plasma, the De Broglie wavelength is greater than the classical dis-
tance of closest approach for temperatures greater than (Zαfs)
2mec
2/2, where αfs is the fine structure
constant, or 27 eV for hydrogen.
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respectively. Equation (2.4) is the Fokker-Planck equation. To evaluate the coefficients in
equation (2.5) the standard approach is to return to the Boltzmann collision integral [20].
The simultaneous interaction between the electron and scatterers may seem to violate the
approximations of the binary collision Boltzmann theory. However, the smallness of the
deflections, and the assumption of statistical independence of the simultaneous collisions4,
means that the deflection of the electron within the Debye sphere can be viewed as a series
of independent binary collisions. The Rutherford differential cross-section σ(Ω) is then
related to the collision probability ψ by integrating the collisional cylinder 5 presented by
the scattering particle in a time ∆t over the number of scattering particles in that volume
(an integral of the scattering distribution function over scattering particle velocity). It is
this approach that was taken by Cohen, Spitzer and McRoutly in [38], and Rosebluth,
MacDonald and Judd in [39]. The former paved the way for the well known Spitzer-Harm
theory of electron transport [40]. The latter work yielded the Rosenbluth potentials ha(v)
and g(v), which allows the Fokker-Planck equation to be rescast as
1
Ya
(
∂f
∂t
)
c
= − ∂
∂v
(
fa
∂ha
∂v
)
+
1
2
∂2
∂v∂v
(
fa
∂2g
∂v∂v
)
, (2.6)
where Ya = 4pi(ZaZbe
2/4pi0ma)
2 ln Λ. For reference, the potentials are given by the
integrals
ha(v) =
∑
b
ma +mb
mb
∫
fb(v
′)|v− v′|−1d3v′ (2.7a)
g(v) =
∑
b
∫
fb(v
′)|v− v′|d3v′ , (2.7b)
where the velocities in the lab frame of the scattered particle a and scatterer particle b
are v and v′, respectively. An alternative approach to the collision integral was given by
Landau [37], and used by Braginksii in [35]. Landau treated collisions as a diffusion in
momentum space. It can be shown that the Landau formalism is entirely equivalent to
the Fokker-Planck treatment with the Rosenbluth potentials.
4Effectively, an ensemble average has been taken.
5The volume of the cylinder being given by σ(Ω)vr∆t.
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2.2 Velocity moments
Fluid quantities can be obtained from the distribution function by integrating over the
velocity component - or taking a velocity moment. The 0th, 1st, and 2nd velocity moments
yield the number density, average velocity, and total pressure tensor, given by
ne =
∫
fd3v (2.8)
〈v〉 = 1
ne
∫
vfd3v (2.9)
P
T
= me
∫
vvfd3v (2.10)
respectively. In a similar manner, the 3rd moment yields the energy flow tensor, but here
only the (v · v)v part of this tensor is considered
qT =
1
2
me
∫
(v · v)vfd3v . (2.11)
These fluid quantities appear in the fluid equations that are generated by taking velocity
moments of the VFP equation (2.1). A feature of these equations is that, due to the
spatial advection term in equation (2.1), the equation for a given moment contains the
term for a higher velocity moment. It therefore becomes necessary to terminate this in-
finite series of fluid equations by making an approximation about one of the fluid terms.
This approach is complicated when moments of the collision integrals are necessary. Bra-
ginskii’s seminal work [35] contains one method for doing this. Braginskii assumed a
Maxwellian distribution with a small perturbation, such that higher order fluid phenom-
ena than the heat flow vector are neglected. The Landau collision integral was then
expanded using Laguerre polynomials. The involved calculations and errors introduced
by the Laguerre expansion in Braginskii’s work necessitates an alternative approach.
2.3 Cartesian Tensor Expansion
To simplify the evaluation of the collision integrals, the distribution function can be
expanded in a convenient manner. The Cartesian tensor expansions is one such suitable
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series [41]. The Cartesian tensor expansion takes the form
f(v) = f0(v) + f1(v) · v
v
+ f2(v) :
vv
v2
+ ... (2.12)
where it is tacitly understood that the distribution function and expanded distribution
function also depend on time and space. Here v/v represent the direction cosines in
velocity space. The fl components are functions of v rather than v, and thus the expansion
reduces the dimensionality of the equation by 2. The expansion is effectively an expansion
in terms of anisotropy in velocity space. The f0 represents the isotropic part of f , the f1 is
represents the first order anisotropy in f , and so on. This expansion is particularly useful
when dealing with electron-ion collisions in a plasma, where the energy exchange is small,
and the electron velocity vector changes in angle and not magnitude. As the expansion
is related to a spherical harmonic expansion, it seems a natural basis set to use to study
collisions. Furthermore, the fluid quantities given in equations (2.8),(2.9),(2.10),(2.11)
are given simply as velocity moments of the various fl terms. The isotropic term gives
rise to the number density and isotropic pressure
ne =4pi
∫ ∞
0
f0v
2dv (2.13a)
Pe
me
=
4pi
3
∫ ∞
0
f0v
4dv − ne
3
〈v〉2 . (2.13b)
The first anisotropic term f1 gives rise to the current density and total heat flow vectors
j =− 4pi
3
e
∫ ∞
0
f1v
3dv (2.14a)
qT =
4pi
6
me
∫ ∞
0
f1v
5dv , (2.14b)
where j = −ene 〈v〉, and
qT
me
=
q
me
+
5
2
Pe
me
〈v〉+ 1
2
ne 〈v〉2 〈v〉+
pi
me
· 〈v〉 . (2.15)
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Here, q is the intrinsic heat flow. The second anisotropic term f2 gives the anisotropic
pressure tensor
piij
me
=
1
3
ne 〈v〉2 δij − ne 〈vi〉 〈vj〉+ 8pi
15
∫ ∞
0
f
2ij
v4dv . (2.16)
A complete derivation of these terms is given in Appendix C.
Substituting expansion (2.12) into the VFP equation, multiplying by vl/vl, and inte-
grating over solid angle yields an infinite series of equations, the form of which are given
in [41]. Derivations of the first two fl equations are given in Appendix C. Analogous to
the derivation of the fluid equations discussed in section 2.2, each fl equation contains a
higher order term fl+1, and the infinite series of equations necessitates an approximation
to curtail it. Classical transport theory usually makes use of the diffusion approximation,
which neglects fl terms for l > 1. The justification for using such an approximation
is that collisions act to isotropise angular detail in velocity space. The approximation
f0  |f1|  |f2|  ... is valid in a collisional plasma. Physically, the diffusion approxi-
mation amounts to neglecting anisotropic pressure and higher order terms of anisotropy
in velocity space.
The resulting f0 and f1 equations for an electron distribution are
∂f0
∂t
+
v
3
∇ · f1 − e
3mev2
∂
∂v
(v2E · f1) = Cee0 (2.17a)
∂f1
∂t
+ v∇f0 − e
me
E
∂f0
∂v
− e
me
B× f1 + g(f2) = −νeif1 + Cee1 , (2.17b)
with νei = Y Z
2ni ln Λei/v
3 the velocity dependent electron-ion collision frequency, and
Cee0, Cee1 accounting for electron-electron collisions. The specific forms for Cee0, Cee1
are given in [20]. Here, the f2 effects in the f1 equation are absorbed into
g(f2) =
2
5
v∇ · f2 − 2e
5mev3
∂
∂v
(
v3E · f2
)
. (2.18)
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Equations (2.17) can be integrated with respect to v to yield fluid equations, analogous to
the process described in section 2.2. Taking the 0th moment of the f0 equation (
∫
v0v2dv
2.17a) yields the continuity equation.
∂ne
∂t
+∇ · (nev) = 0 . (2.19)
The 2nd moment (
∫
v2v2dv 2.17a) yields the thermal energy equation
∂
∂t
(
3
2
Pe +
1
2
mene 〈v〉2
)
+∇ · qT + eneE · 〈v〉 = 0 . (2.20)
Notice that the effect of the collision term Cee0 is absent in these fluid equations as
electron-electron collisions do not change the number density nor the energy of the
electron population itself6. It merely gives rise to the redistribution of electron energy
amongst the electrons.
The electron momentum equation, often referred to as ‘Ohm’s law’, and the heat flow
equation both result from taking the moments of the f1 equation. For a collisionless
plasma the forms of these equations are readily obtained by simply taking the 1st and
3rd moments of equation (2.17b). If collisions are retained, the exact form of f0 must
be specified. Furthermore, it is traditional to make a further simplifying assumption
that the electron inertia term ∂tf1 is neglected. This approximation is valid provided the
phenomena on interest occur of timescales of the order of the electron-ion collision time
or greater. For the form of f0, the assumption of local thermodynamic equilibrium is
often used. This allows a Maxwellian form to used for f0, i.e.
f0 =
ne
(2piTe/me)3/2
e−mev
2/2Te . (2.21)
Here, Te = Pe/ne is the electron temperature in units of energy. This local thermodynamic
equilibrium approximation is valid provided the electrons thermalise locally, that is the
temperature and number density scale lengths in the system are much longer than a
6This is true if species changing collisions, such as ionization, recombination, and dissociation, are
neglected.
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typical electron mean free path, and that phenomena of interest occur on timescales of
many electron-ion collision times.
Using these approximations, Epperlein and Haines [42][43] found that the f1 equation
could yield an Ohm’s law and a heat flow equation consistent with Braginskii’s, with
the solution of the transport coefficients made tractable by numerical integration. The
Ohm’s law yielded by both Epperlein and Braginksii’s approach is
eneE = −∇Pe + j×B + me
eτth
α · j− neβ · ∇Te , (2.22)
where the Braginksii thermal collision time is given by
τth =
3
√
pi
4
v3th
Y Z2ni ln Λ
, (2.23)
and vth =
√
2Te/me is the thermal velocity, ni is the ion number density, and Y =
4pi(e2/4pi0me)
2. Similarly for the heat flow equation, they found
q = −neTeτth
me
κ · ∇Te − neβ · j (2.24)
The transport coefficients, α, β, and κ are hereafter referred to as the dimensionless
resistivity, dimensionless thermoelectric coefficient, and the dimensionless thermal con-
ductivity, respectively. A more detailed discussion of Epperlein’s methods is given in
Chapter 6 and Appendix D. For now it is sufficient to consider the forms of the trans-
port coefficients and their physical interpretation. A non-zero magnetic field turns these
coefficients into tensors, as the transport parallel to the magnetic field will in general
differ from the transport perpendicular to the field. The magnetic field may even become
strong enough as to significantly distort the transport. This will occur if a typical thermal
electron undergoes many gyro-orbits within a typical collision time, and the plasma is
said to be highly-magnetised. In a lowly magnetised plasma, the mean free path of a
typical thermal electron will be much smaller than the Larmor radius, and collisions will
dominate the transport. A convenient measure of the balance between gyro-orbit effects
and collisional mean free path effects is provided by Hall parameter ωgτth, where ωg is
the electron gyro-frequency, and τth is the Braginskii collision time given by 3
√
pi/4 × the
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pi/2 scattering time7. For a general transport coefficient ϕ and a general transport fluid
variable s, the contractions in equations (2.22),(2.24) can be written in the form [43]
ϕ · s = ϕ‖b(b · s) + ϕ⊥b× (s× b)± ϕ∧b× s , (2.25)
where b is a unit vector in the direction of the magnetic field, and the negative sign on the
wedge coefficient applies to α only. In this work, we only consider the case for magnetic
fields perpendicular to the plane of the plasma, and as such the parallel component (first
term on the right hand side) vanishes. The variation of the ϕ⊥ and ϕ∧ terms with ωgτth
for each of the transport coefficients mentioned above is shown in figure 2.2. A physical
explanation of each of the transport coefficients and reasons for their variation with ωgτth
is given by Braginskii [35]. Here we summarise this enlightening discussion.
Resistivity: α · j
Electron-ion collisions results in a loss of ordered velocity of the electrons relative to the
ions vr = 〈v〉e − 〈v〉i. This loss of momentum occurs in a time ∼ τth, and thus the
total frictional force density exerted on the electron population is α⊥menevr/τth, where
α⊥ is a number of O(1) which depends on the exact form of the distribution. In the
limit of a purely shifted Maxwellian distribution, α⊥ = 1. However, the v−3 velocity
dependence of Coulomb collisions distorts the distribution function. Slower electrons
are more collisional, and thus contribute less to the drift velocity. The drift velocity is
thus made up of more energetic, less collisional electrons than in the shifted Maxwellian
case. Thus, a reduction is observed in the resistivity coefficient α⊥ from a purely shifted
Maxwellian, and so 0 < α⊥ < 1. Note that this effect is more pronounced for higher Z
plasmas, where electron-ion collisions are more important than the Maxwellian restoring
electron-electron collisions. As ωgτth increases, collisional effects become less important
relative to gyro-precessional effects, and as a result those current carrying electrons have
a reduced mobility. As such, the distribution function more closely resembles a shifted
Maxwellian, and the dimensionless resistivity rises.
7Braginskii defined this collision time such that for large Hall parameters, α⊥ = 1. In other words, as
the distribution function approaches a purely shifted Maxwellian, the resistivity term takes on a simple
form [35].
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Figure 2.2: Variation of the dimensionless transport coefficients with the Hall parameter
χ = ωgτth for a range of ion atomic numbers Z. From top to bottom: dimensionless resistivity,
dimensionless thermoelectric coefficient, dimensionless coefficient of thermal conduction. Black
curves denote Z =∞, blue dashed curves denote Z = 6, red dotted curves denote Z = 1.
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Figure 2.3: Schematic of physical meaning of α∧ coefficient. In the ve = 0 frame, those
electrons travelling from left to right are more energetic than those travelling the opposite
direction (as a result of the velocity dependence of the Coulomb collisions). While the fluxes
balance in the x-direction, those less collisional electrons (red) experience a smaller frictional
force as they gyrate than those more collisional electrons (blue). This leads to a net resistive
force against the more collisional electrons - i.e. along y.
In the presence of a magnetic field, some of momentum loss of electrons crossing the
magnetic field is transferred in a direction transverse to both the magnetic field direction
and the direction of the electrons. To see this, consider the motion in the rest frame of
the electrons 〈v〉e = 0. In this frame, shown schematically in figure 2.3, those electrons
travelling from left to right are less collisional than those travelling from right to left,
as a result of the velocity dependence of the Coulomb collisions. This statement can
be clarified with reference to the schematic of a shifted Maxwellian distribution given in
figure 2.4. Those electrons moving faster than the average electron velocity have large
velocities relative to the ions, and are thus not very collisional. Those electrons moving
slower than the average electron velocity have small velocities relative to the ions, and are
thus more collisional. Moving to a frame in which 〈v〉e = 0, those slower, more collisional
electrons will move along the negative x-axis in the new frame, and those faster, less
collisional electrons will move along the positive x-axis in the new frame. Returning
to the situation shown in figure 2.3, as the electrons are rotated by the magnetic field,
those more collisional electrons experience a greater frictional force. This results in a net
frictional force upwards (along the positive y-axis).
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Figure 2.4: Schematic showing shifted Maxwellian electron x-velocity distribution (blue) and
a non-thermal ion x-velocity distribution (red).
Thermoelectric coefficient: β · ∇Te
Consider a plasma with 〈v〉e = 0 and 〈v〉i = 0. This means that at any point, the
fluxes to the left and to the right cancel. In a plasma with a homogeneous temperature
distribution, the frictional forces menev/τth will also balance. If a temperature gradient
is imposed, those electrons originating from warmer regions will be less collisional than
those electrons originating from cooler regions. The frictional forces will be unbalanced,
and a net force exists in the direction from warm to cold. An estimate for this force can
be found by considering thermal electrons, with velocity vth, travelling a typical mean
free path (λei) down the temperature gradient carrying an extra energy ∼ λei∂Te/∂x
down the gradient. The unbalanced force will thus be of order
λei
Te
∂Te
∂x
menevth
τth
∼ ne∂Te
∂x
. (2.26)
In a strong magnetic field perpendicular to the temperature gradient, see figure 2.5, the
electrons gyrate with Larmor radii rL = vth/ωg. As they gyrate, the electrons in colder
regions experience more frictional force than those electrons gyrating in warmer regions.
As the boundary between these regions, a net frictional force is produced, transverse to
both B and ∇Te. The net force will have a similar form to equation (2.26) but with λei
replaced with rL, i.e. (ne/ωgτth)∂Te/∂x.
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Figure 2.5: Schematic of physical meaning of β∧ coefficient. A temperature gradient along
the x-axis means that colder electrons (blue) exist on the left and hotter electrons exist on the
right (red). The less collisional nature of the hot electrons means they experience a smaller
resistive force as they gyrate than the cold electrons. This leaves a net force against the cold
electrons - along the −y direction.
Electron heat flux: β · j
As discussed above, in the reference frame with 〈v〉e = 0, those electrons travelling in the
direction of vr are less collisional than those travelling in the opposite direction. While
the fluxes balance in this frame, the energy fluxes do not balance. Thus, there is a net
heat flux of order ∼ neTevr along the direction of vr.
The energy flux giving rise to the β∧b× j (also known as the Ettingshausen effect) is
slightly more subtle. Referring to figure 2.6, in the 〈v〉e = 0 frame, those electrons in the
bottom half of the plane experience less frictional force than those rotating in the top
half of the cycle. This is due to electrons in the lower half of the plane having a larger
velocity relative to the ions, and thus a lower collisionality. At the point that the two
gyro-orbits meet, there is a net energy flux from the lower half of the plane to the upper
half of the plane.
Thermal conduction: κ · ∇Te
Thermal conductivity arises as a result of diffusion of thermal energy carrying electrons
from warm regions to cooler regions, on average. The diffusion coefficient has a form
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Figure 2.6: In the ve = 0 frame, the ions travel from right to left. Consider an electron
starting its gyration below the x-axis (red) and electron that started its gyration above the
x-axis (blue) such that they cross the x-axis at the same place. The electron in the upper half
of the plane has been rotating with a smaller relative velocity to the ions, compared to that
electron below the x-axis, and is therefore more collisional. On average, the electrons below the
have had their velocity scattered less than those above the x-axis, leading to a net heat flux
along the y-axis.
∼ (∆x)2/∆t, where ∆x is the step length, and ∆t is the step time. In the low Hall
parameter limit, the appropriate step length is the electron mean free path. In the high
Hall parameter limit, the step length is the Larmor radius. This yields κ⊥(ωgτth =
0)/κ⊥ ∼ (ωgτth)2, and κ⊥(ωgτth = 0) ∼ nTeτth/me.
The κ∧ term (also know as the Righi-Leduc term) gives rise to heat fluxes perpendic-
ular to both the temperature gradient and the magnetic field. Picture electrons gyrating
at two different point along the temperature gradient (for example in figure 2.5). The
x-axis in figure 2.5 will be traversed by more energetic electrons, originating higher up
the temperature gradient, than those less energetic electrons, originating lower down the
temperature gradient. This yields a net heat flux ∼ (rg/Te)∂Te/∂x along the negative
y-direction.
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2.4.1 Epperlein vs Braginskii
Above it was mentioned that Epperlein’s methods found a form consistent with Braginksii’s.
Epperlein also found corrections to Braginskii’s transport coefficients. The error in Bra-
ginskii’s work was found to be due to the truncation error in Laguerre expansion [43].
Indeed, the number of terms required for a convergent solution increases with ωgτth.
Epperlein’s method involved calculating the transport coefficients numerically, and thus
obviating the need for a Laguerre-esque expansion.
2.5 Violation of classical transport theory
The main asssumptions used by Epperlein and Braginskii in deriving classical transport
theory are that the isotropic part of the distribution function is Maxwellian, and the
neglect of the electron inertial term. The latter is generally valid in highly collisional or
highly magnetised plasmas [44]. These assumptions are certainly not always true in FI
relevant scenarios. The approximation of a Maxwellian is well known to be poor in many
laser-plasma situations. A non-Maxwellian distribution can result when the frequency
of the phenomenon considered is greater than the Maxwellian-restoring electron-electron
collisions [20] - in other words, electron-electron collisions cannot equilibriate the distri-
bution fast enough. The absorption of low intensity (∼ 1014 W cm−2) laser energy by
an under-dense plasma (ne < nc) results in a Langdon distribution [24][45] f0 ∼ e−v5 .
This distribution results from low energy electrons oscillating in the laser electric field,
colliding with ions, and thermalising. The modification to the transport coefficients by
such a distribution has been investigated by Ridgers et al. [46]. Ionization processes
can significantly modify the distribution function from a Maxwellian, as a result of the
velocity dependence of the various ionization/recombination cross-sections [47]. Ioniza-
tion effects are neglected in the present study. Of more relevance to the current study is
the distortion due to strong electric fields [14], [37], and due to non-local effects. Non-
local effects occur when the scale lengths associated with fluid variables, such as number
density and temperature, approach the mean free path of certain groups of electrons
that determine those fluid variables. For example, consider a system where heat flow
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effects are important in determining the temperature distribution. If the mean-free path
of those heat flow carrying electrons at 2-3 vth electrons exceeds the temperature scale
length LT = |∇Te|/Te, then these electrons will easily travel from warm regions to colder
regions, significantly distorting the distributions in both regions. Non-local effects have
been shown to be suppressed by sufficiently strong magnetic fields [48], [49], [50]. The
distortion of the distribution function in the current study is addressed in Chapter 5.
Chapter 3
Review of fast electron transport
In this chapter, the mechanisms necessary for generating the electrons required for FI are
briefly reviewed. Then, some fast electron transport effects are discussed based on the
reduced classical transport theory discussed in Chapter 2.
3.1 Fast electron generation
The process of understanding the interaction of laser radiation with a plasma is compli-
cated by the range of possible absorption mechanisms [51], [52]. The focus here is those
mechanisms relevant to the heating phase in FI, whereby a 1019 to 1020 W cm−2 laser in-
teracts with an overdense plasma - that is a plasma with density greater than the critical
density, at which laser light is reflected or absorbed. A feature of these interactions is that
the frequency of the laser is much greater than the collision frequency of an electron oscil-
lating in the field of the laser. The absorption is then said to occur through collisionless
mechanisms. The main contenders for absorption mechanisms in such a situation are the
anomalous skin effect [53], resonance absorption [24], j×B absorption [51], and vacuum
heating [54]. As pointed out by Davies in his review of absorption mechanisms relevant
to FI [7], these absorption mechanisms occur as a result of the laser fields driving electron
oscillations across density gradients. The situation is complicated by the dependence of
the absorption mechanisms on the exact value of the density gradients, or ‘scale lengths’,
at the front of the target, the time evolution of said gradients as a result of ion motion,
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the angle of incidence of the laser relative to the target normal, and also the polarization
of the laser [7]. Work is on going in understanding the various absorption mechanisms.
As a result of the complexity of situation, scaling laws have been inferred from ex-
periments [55], [56], and computational simulations [51], which relate the energy of the
fast electrons produced to the intensity and wavelength of the laser. The energies of
the fast electrons are often quantified by an effective temperature Tf , which is the mea-
sured gradient of the fast electron energy distribution [56]. Beg et al. [55] found a
scaling of Tf ∼ (Iλ2)0.3 by fitting data from experiments using laser intensities up to
Iλ2 = 5.0× 1018 W cm−2 µm2. More recently, this has been extended up to intensities of
Iλ2 = 1021 W cm−2 µm2 by Chen et al. [56], who found a scaling (Iλ2)0.34±0.04. An alter-
native scaling of (Iλ2)0.5 was proposed by Wilks and Kruer [51], determined using Particle
in Cell simulations. Various attempts to resolve the apparent disagreement between the
scaling have been presented [57], and this remains an active area of research.
Another important parameter in determining the coupling to the core is the fast elec-
tron divergence angle. The cause of this spreading depends on the exact laser parameters
used, but is thought to be due to three effects [58][59]. Angular dispersion arises due to
fast electrons scattering in stochastic magnetic fields set up by Weibel-like instabilities
in the laser plasma interaction region. Radial dispersion arises due to the transverse
ponderomotive force of the laser. Additionally, density ripples on the scale of the laser
wavelength may also contribute. Experimentally, a range of divergence half-angles have
been measured, from 20◦ to 50◦ [58] [60]. As shown by Green et al. [58], the divergence
increases with the laser intensity, possibly due to an increased density rippling [58] or due
to an increase in the Weibel-like instability growth rate, [59]. Furthermore, the effect of
the density scale length of the pre-plasma at the front of the target has been shown to
be significant in determining the divergence [61].
The absorption efficiency ηL of the laser by the fast electrons has been investigated
experimentally [62][63]. These results have recently been compiled by Davies [7]. Typ-
ically, ηL varies between 10% and 90%, scaling with (Iλ
2)a, where a is between 0.2 and
0.25 [7].
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3.2 Charge and current neutralisation
A much quoted concept in discussions of fast electrons beams is that of the Alfve´n limit
[64]. Alfve´n calculated the “maximum current” that could propagate in the interstellar
medium, where the number density is of the order of 1 cm−3. Assuming perfect charge
neutrality, he found that particles, constituting a cylindrically symmetric current beam,
at the outer edge of the beam would be returned to the source under the action of the
beam self magnetic field. Those particles at a particular radius from the centre of the
beam have a net motion in the opposite direction to that of the beam, and therefore can
not be considered as part of the beam. In the case of a uniform cylindrical beam, he
found that the maximum current that could propagate in the interstellar medium was
IA = 17βγ kA, where γ is the relativistic Lorentz factor and β = v/c, provided one waited
long enough for all the particles to reach the observation point.
Now consider a FI relevant study. Consider a laser with intensity I impinging on a
plasma, and generating a number density nf of fast electrons with average kinetic energy
〈ε〉 with a conversion efficiency ηL. The energy-flux balance at the interaction surface
yields ηLI = nf 〈ε〉 vf . Using typical FI relevant parameters of 〈ε〉 = 1 MeV, ηL = 0.1 and
I = 1019 W cm−2, the fast electron current density if found to be jf ∼ 1012 A cm−2. For a
10 µm laser spot radius, the current carried by the fast electrons is approximately 103 kA.
This simple estimate shows that the fast electron current exceeds the Alfve´n limit by
two orders of magnitude. Hammer & Rostocker [65] showed that a current exceeding the
Alfve´n limit may be carried in a plasma if a stabilising magnetic field is present, or if
the forward current is compensated almost equally by a backward flowing return current.
The later means that the total current in system is below the Alfve´n limit, but that the
individual currents may be much greater than it.
Estimates for the degree of charge neutrality can be found by using the model pre-
sented by Evans [66]. First consider a sphere of plasma with electron and ion number
densities ne and ni, and a charge imbalance Fq = (ne − ni)/ne. Integrating Gauss’ law
over the sphere of radius a, we see that the surface potential of the sphere is
Φ =
mc2
3e
(
a
δc
)2
Fq , (3.1)
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where δc = c/ωpe is the collisionless skin depth. Electrons with energy less than eΦ cannot
escape from the sphere. Using the same values as those used in [66], it can be shown
that for a solid of mass density ρm ∼ 1 g cm−3, δc ∼ 0.01 µm, and sphere radius 100 µm,
a charge imbalance of Fq ∼ 10−11 is required in order to prevent the escape of further
electrons of energy 1 MeV.
An estimate for the degree of current cancellation can be found by adopting Robinson’s
approach [67]. Consider Ampere’s law in 1D with no magnetic fields, ∂E/∂t = −fIjf/0,
where fI = (jf + jr)/jf is the degree of current imbalance. The electric field after a time
tfs, in femtoseconds, is approximately E ∼ 1011fIβf tfs/δ2cf,µm V m−1, where βf = vf/c,
and δcf,µm is the fast electron collisionless skin depth in units of µm, and is equal to 0.16
for a typical fast electron number density of 1027 m−3. For a current imbalance of 2%,
the electric field grows to 1012 V m−1 within 100 fs. This field is strong enough to stop
MeV electrons in a micron or so.
Including a magnetic field will of course loosen the local current cancellation restric-
tion by an amount ∇×B/µ0, according to Ampere’s law, and the fast and return currents
can separate in space. Evans [66] presents a simple model for estimating the maximum
separation of the these two currents. Using a coaxial cable model, a cylindrically sym-
metric fast current with radius R is separated by a cylindrically symmetric return current
at radius R + ∆R1. For radii greater than R + ∆R, the magnetic field due to the beam
current is assumed to be screened by the return current. The condition for the maximum
separation of the currents can be found by equating the energy per unit length of the
beam, piR2nfγmc
2, to the energy stored in the magnetic field in the region between the
two cylinders. This condition is found to be
ln (1 + ∆R/R) =
4γ
β2
δ2cf
R2
− 1
4
(3.2)
where δcf = c/ωpf and ωpf are the collisionless skin-depth and the (non-relativistic)
electron plasma frequency of the fast electron beam, respectively. For a fast electron
beam radius of 10 µm, R/∆R 1 for a fast electron skin depth of 0.16 µm, and the local
1This arrangement is justified by the resistively generated magnetic field which act to collimate the
fast electron beam and hollow the return current electrons
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current cancellation approximation is reasonable.
3.3 Heuristic approach
Following from the above discussion, a number of fast electron transport phenomena can
be uncovered by using jf+jr ≈ 0. The current cancellation implies a flux balance between
the fast and background electrons nf |vf | ≈ ne|vb|. Near the critical density, the beam to
background number density ratio is likely to be close to unity, and the distinction between
‘fast’ and ‘background’ electrons is blurred. Here a kinetic treatment is necessary. As the
fast electrons penetrate deeper into the dense fuel, the beam to background ratio falls,
and so does the required background electron drift velocity. For a sufficiently collisional
return current, a fluid treatment for the background plasma is sufficient to first order.
An often used approximation is that of a reduced Ohm’s law electric field E = ηjr, where
η is the resistivity. If the temperature of the background plasma is high enough, the VFP
fomalism presented in the previous chapter is likely to be valid, and the resistivity takes
the form
η = η⊥ =
me
nee2τth
α⊥ , (3.3)
where the tensor effects of α have been neglected. Only starting temperatures above
100 eV are considered in this work, to avoid cold material effects (c.f. section 3.11).
3.4 Fields vs Collisions
Near the critical density, the electric and magnetic fields dominate the behaviour of the
fast electrons. As the fast electrons penetrate the increasingly dense fuel, they encounter
an increasing number of scattering electrons and ions. The collision frequency scales as
∼ ne, while the resistivity quoted above depends only weakly on ne (through the Coulomb
logarithm hidden in τth). At some density, the collisions will dominate the fast electron
transport. In fact, the thermalisation of these fast electrons in the dense fuel core is
crucial for FI to work. The main focus of this work is fast electrons travelling in the
intermediate regime - at or near solid density targets. Following the approach of Bell
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[17],[68], the collision time and mean free path for these electrons can be estimated using
the non-relativisitic forms given in [69]. The mean free path and scattering time are then
estimated by
λµm ≈ 1.5× 106 ε
2
MeV
n29Z ln Λ
(3.4a)
τps ≈ 3550 ε
3/2
MeV
n29Z ln Λ
(3.4b)
where εMeV is the electron kinetic energy in units of MeV, and n29 is the background
electron number density in units of 1029 m−3. For a 1 MeV fast electron travelling through
a ne = 10
29 m−3 plasma, the mean free path is on the order 104 µm and the collision time is
on the order 100 ps for Z ln Λ = 12. For FI relevant studies, the fast electrons can expect
to travel a distance on the order of a 100 microns through solid density plasma before
entering the dense fuel core. Thus, the direct effect of collisions on the fast electrons can
be neglected (to first order) before they enter the dense fuel core.
It is worth reminding the reader that those figures quoted above are useful as an order
of magnitude estimate only. Relativistic effects for these moderately fast electrons may
modify the results by factors of order unity. Also, the above discussion neglects electron-
electron, quantum mechanical, and collective stopping effects that are likely to play an
important role in the dense fuel core [8][70][71]. The approximation of a collisionless fast
species is briefly revisited in a more rigorous manner in Chapter 7.
As shown above the direct effect of collisions on the fast electrons is likely to be
unimportant for the regimes considered in this work. To show that the fields dominate
the behaviour of the fast electrons in solid density targets, consider the effect of resistive
inhibition [68]. The electric field, induced in the background plasma to drive the return
current, acts to decelerate the fast electrons. This effect can be significant, especially
when the resistivity is large. Bond, Hares and Kilkenny [72] observed this experimentally
by comparing the signal observed from suprathermal2 electrons propagating through high
and low density gold. The lower density gold showed the smaller signal as a result of
2Term for fast electrons in 80s and 90s generated by then high laser intensities
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its higher ionization stage and the larger electrostatic potential generated. The effect
of resistive inhibition can be estimated by considering the stopping distance for fast
electrons travelling in an electric field given by E = −ηjf . In the non-relavisitic limit,
the approximate stopping length is
Lµm = 300
vf
c
τth,ps
α⊥nf/ne
, (3.5)
where τth,ps is the collision time of the background plasma in picoseconds, not the fast
electrons. Using equation (3.4b) with a background temperature of 100 eV used for the
kinetic energy ε, yields a background collision time τth ≈ 0.3 fs. Taking α⊥ = 0.295,
nf/ne = 0.01 the stopping distance for an MeV electron is then on the order of 30 µm,
two orders of magnitude smaller than its mean free path. Note that this value strongly
depends on the resistivity of the background. For the material resistivities mentioned in
the previous section, the fields may be strong enough to confine the electrons closer to the
injection region. Also, as the plasma heats up (cf. section 3.5), the resistivity decreases
as 1/T
3/2
e , and the stopping distance will increase. This is revisited in Chapter 7.
3.5 Ohmic heating of background plasma
As the fast electrons are decelerated in the resistively inhibiting electric field, work is
expended. This energy goes into Ohmically heating the background thermal electrons.
Using a reduced version of equation (2.20) and the reduced Ohm’s law, the temperature
change induced in the background is given by
cgne
∂Te
∂t
= ηj2f (3.6)
where cg = 3/2 for an ideal gas and an unchanging, homogeneous background plasma
has been assumed. Using equation (3.3) and taking care with the T
3/2
e temperature
dependence hidden in τth, equation (3.6) can be integrated to yield
T
5/2
keV = 2238
(
nf
ne
vf
c
)2
tpsn29Z ln Λ + T
5/2
keV,0 , (3.7)
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where TkeV is the background temperature in keV, TkeV,0 is the initial background tem-
perature, and tps is the time in picoseconds. The above equation shows that the Ohmic
heating process is self saturating, as the resistivity decreases with increasing tempera-
tures. For an ne = 10
29 m−3, Z ln Λ = 12, Te0 = 100 eV plasma being heated by a beam
of MeV electrons with 0.01 beam to background ratio, the background temperature is
expected to reach 1 keV after 0.5 ps and 2 keV after after 2.8 ps. This means that the
resistivity will fall by a factor of ∼ 30 in the first 0.5 picosecond, modifying the resistive
inhibition rates, as well as a range of phenomena yet to be discussed. It is unlikely that
the temperature will reach more than a few keV as thermal conduction effects will begin
to disperse the energy. A discussion of this effect forms the basis for Chapter 5.
3.6 Magnetic field generation
The transit of fast electrons through background plasma proves fruitful for magnetic field
phenomena. Sticking with the heuristic approach, an induction equation can be found
from the reduced Ohm’s law, Ampere’s law, and Faraday’s law
∂B
∂t
= η∇× jf +∇η × jf . (3.8)
Resistive generation
The first term on the right hand side represents the resistive generation of magnetic field.
An order of magnitude estimate can be found by considering the Ohmic heating equation
(3.6) and using |∇ × jf | ∼ jf/R, where R is the radius of the fast electron beam [73].
This yields the magnetic field in Teslas
BT ∼ 5 [TkeV − TkeV,0]
Rµm(nf/ne)(vf/c)
, (3.9)
where Rµm is in microns. In the limit of weak Ohmic heating (as would be the case at
early times), the temperature in equation (3.7) can be written as
TkeV = 895
(
nf
ne
vf
c
)2
tpsn29
Z ln Λ
T
3/2
keV,0
+ TkeV,0 , (3.10)
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and the magnetic field growth is given by
BT ∼ 4475
(
nf
ne
vf
c
)
tpsn29
Rµm
Z ln Λ
T
3/2
keV,0
. (3.11)
In the limit of strong heating (temperature at later times)
TkeV = 21.87
(
nf
ne
vf
c
)4/5
t2/5ps [n29Z ln Λ]
2/5 , (3.12)
and the magnetic field growth is given by
BT ∼ 110 t
2/5
ps [n29Z ln Λ]
2/5
[(nf/ne)(vf/c)]1/5Rµm
. (3.13)
Notice that, in the limit of strong heating, larger fast electron fluxes actually lower the
growth of magnetic fields. This is because the more rapid heating produced by larger fast
electron fluxes yields smaller resistivities, and thus smaller Ohmic electric fields. For the
ne = 10
29 m−3, Z ln Λ, Te0 = 100 eV plasma discussed above, the limit of strong heating
would apply after approximately 10 fs. For a 5 µm beam radius, a magnetic field in excess
of 100 T is expected after 0.5 ps. The Hall parameter for the background plasma at this
time is ωgτth ≈ 0.2. With reference to the transport coefficients in figure 2.2, the thermal
conduction coefficient κ⊥ and all the wedge (∧) coefficients are expected to experience
significant distortions (compared to their zero-field values) for Hall parameters exceeding
0.1 3.
As for the fast electrons, the polarity of the magnetic field is such that it acts to
collimate them. An MeV electron travelling in a 100 T magnetic field will have a Larmor
radius rg = p/eB ≈ 30 µm. Given that this is intermediate between the spatial extent of
the target (∼ 100 µm) and the beam width (∼ 10 µm), resistive collimation is expected
to be significant. Bell and Kingham [73] derived simple estimates for if and when re-
sistive collimation is expected to be significant. Bell and Kingham argued that resistive
collimation would occur if the magnetic field is sufficient to counteract the spreading of
3This is not to say that these transport effects will be important (their significance will depend on
the entire transport term not just on their dimensionless coefficients), but if they are then they will be
significantly modified by the magnetisation of the plasma.
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a typical fast electron from the source. For an initial fast electron divergence half angle
ϑ1/2, and in the limit of strong heating, the condition for collimation is met if
Γrc = 0.10n
3/5
29 (Z ln Λ)
2/5t2/5ps (ηLI20)
−1/5(εf/mc2)−3/10ϑ−21/2(2 + (εf/mc
2))−1/2 (3.14)
is greater than 1. Here I20 is the laser intensity in units of 10
20 W cm−2, εf is the fast
electron energy. The deleterious effect of Ohmic heating on collimation is evident from
the inverse dependence on εf and ηLI20. This expression is derived in Appendix A.
Beam hollowing
The second term on the right hand side of equation (3.8) is the magnetic field generation
due to resistivity gradients. Davies et al. [74] [28] showed that, if the resistivity gradient
is due to the temperature gradients induced by Ohmic heating associated with a beam of
fast electrons, then the magnetic field generation is in the opposite sense to the resistively
generated field. If the temperature gradients are large enough, this term will compete
with and overtake the resistively generated field in parts of the plasma. The reversed
field then acts to deviate the path of fast electrons from the higher temperature, lower
resistivity, region at the peak of the beam to the lower temperature, higher resistivity,
regions in the wings of the beam. Davies et al. used this phenomenon to explain the
hollow fast electron formations observed on the back of plastic targets [75].
An estimate for the time when beam hollowing is likely to be important can be derived
using equation (6) in Davies et al. [74]
Bz(y, t) = −Te0cgne∂yjf
j2f
[
1− 1
5
Te
Te0
− 4
5
(
Te0
Te
)3/2]
. (3.15)
This equation is derived from a system with a fast current along the −x-axis, a magnetic
field parallel to the z-axis, and spatial variations allowed along the y-axis only. In the
limit of strong heating, the first two terms inside the square parentheses yield an estimate
for when the magnetic field changes sign
tps >
0.025
n29Z ln Λ
(TkeV,0)
5/2
(nf/ne)2(vf/c)2j˜f (y)2
, (3.16)
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where j˜f (y) = jf (y)/enfc. Taking j˜f (y) ≈ 1/2 4, and also Z ln Λ = 12, n29 = 1, nf/ne =
0.01, vf/c ≈ 1, the inequality in (3.16) yields a time of approximately 250 fs. Note that
this is an estimate for when the magnetic field changes sign from a collimating field
to a hollowing field. It does not necessarily mean that the beam will actually hollow.
Estimating if and when a beam will hollow depends on the full form of equation (3.15), as
well as a consideration of the Larmor radii of the beam electrons moving in the hollowing
field.
3.7 Instabilities
From study of discharge tubes [76] to the more recent laser generated fast electrons, the
study of beam-plasma systems has yielded a rich variety of instabilities. These instabilities
are generally separated into two categories: Macroscopic and microscopic.
3.7.1 Macroscopic
Macroscopic instabilities occur on length scales greater than the beam radius. Examples
include the resistive sausage and hose instabilities [77]. These instabilities result from the
finite conductivity, and therefore the finite magnetic diffusion time, of the background
plasma. As a result, the restoring force due to beam axis or radially symmetric density
perturbations can become out of phase with the perturbations themselves, resulting in
an instability. It is informative to consider Jackson’s discussion [78] on the estimation of
the time for an initial configuration of fields to decay to a steady state solution. Consider
a beam-free system with negligible free charge obeying Ohm’s law E = ηj. Ampere’s law
gives
∇×B = µ0 E
η
. (3.17)
Using Faraday’s law yields
∇2B = µ0
η
∂B
∂t
. (3.18)
4The peak magnetic field growth rate will occur near where ∂yjf (y) peaks, and not at the peak of
jf (y). For a Gaussian fast current, taking the half maximum value of the current is a reasonable estimate.
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If η is constant in space then both B and j satisfy the same diffusion equation. This
essentially means that an initial configuration of fields with typical spatial variation length
l decays on a time-scale of
τB ∼ µ0
η
l2 , (3.19)
For a perfect conductor, the growth rates of such instabilities are small. Frequencies
and growth rates would then be on the plasma inertial-magnetic scale, i.e. the Alfve´n
velocity. If the plasma resistivity is large, the beam and magnetic field can slip through
the plasma without carrying it along. Using equation (3.3), one can write τB ∼ τthl2/δ2c ,
where δc is the collisionless skin depth of the background plasma. Using the above
quoted background plasma parameters, δc = 16.8 nm, τth = 0.3 fs, the diffusion time for
10 micron scale magnetic field structures is on the order of 100 picoseconds. For smaller
scale perturbations (see below), the magnetic field structures can slip through the plasma
on less than picosecond timescales, and instabilities can readily develop.
3.7.2 Microscopic
The microscopic instabilities of most relevance to beam-plasma systems encountered in
FI, are the two-stream instability [79] [76] and the filamentation/Weibel instabilities [80]
[81]. A typical analysis of these instabilities involves the Vlasov equation with some
simple collision operator (e.g. Krook [82]) and Maxwell’s equations. The variables are
perturbed from their initial values; in a linear analysis the equations are linearised in
the perturbed quantities. A wavelike form is assumed for the perturbation. This yields
a dielectric tensor and (eventually) a dispersion relation for the growth/propagation of
waves in the system. The exact form of the dispersion relation depends on the alignment
of the instability wave-vector to the beam direction and the directions of the electric and
magnetic fields, and also the initial conditions of the system. It is the complexity of
the dispersion relation, and in particular the intractable form that the linearised Vlasov
equation assumes, that often leads to unrealistic assumptions about the initial form of
the distribution function (e.g. ‘cold’ or ‘waterbag’ distributions) and/or the number of
effects neglected (e.g. neglect collisions or ‘space charge effects’). The recent review paper
by Bret, Gremillet, and Dieckmann, [83] is good source of information for collisionless
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analysis of these instabilities. This work is most suited to describing these instabilities
at/near the critical density, where collisional effects are small. As the fast electrons
propagate through the increasingly dense background plasma, collisional effects become
important, and the works of Fiore et al. [82], Gremillet, Bonnaud and Amiranoff [84],
and Hao et al. [85] are particularly illuminating.
Two-stream instability
The two-stream instability is an electrostatic instability resulting from charge density per-
turbations in counter streaming beams. These density perturbations lead to longitudinal
perturbations of the electric field, which in turn acts to enhance the initial clumping.
The wave-vector of the instability is parallel to beam direction. For a ‘cold’5, collisionless
plasma, the growth rate of the instability scales as (nf/ne)
1/3ωpe/γf , and for a Maxwell-
Ju¨ttner distribution the growth rate scales as (nf/ne)[83]. Thus, the instability is likely
to be most significant near the critical density of the plasma. In a collisional plasma with
nf/ne  1, however, the two-stream instability is strongly attenuated. Indeed, Hao et
al. [85] found that it stabilised when the background plasma reaches solid density (for a
beam density of 1027 m−3). Hao et al. argued that this was due to collisions of the thermal
electrons making up the background drift interfering with their collective oscillation.
Filamentation/Weibel instability
The filamentation instability typically consist of transverse perturbations to counter-
streaming beams. Current perturbations cause ripples in the magnetic field in such a
way as to reinforce the original perturbation. The filamentation instability can be pic-
tured by the following toy model [80],[86]. Consider a sinusoidal perturbation to the
current in the y-direction in a plasma with magnetic fields allowed only parallel to the
z-axis, as pictured in figure 3.1a. This perturbation will result from a number density
perturbation in an electron distribution with non-zero average y-velocity relative to the
ions. The current perturbation produces a perturbation to the z component magnetic
field (zero initially) in accordance with Ampere’s law. In figure 3.1b the paths of elec-
5That is, initial electron distributions that are monoenergetic are considered.
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Figure 3.1: (a) Initial current perturbation δjy (red) and the resulting magnetic field pertur-
bation δBz (blue). (b) The deflection of electrons (green) from trajectories initially parallel to
the y-axis. The electrons contribute to accumulations of positive and negative fluxes ∆(nevy),
which in turn contribute to negative and positive currents ∆jy. Regions of positive magnetic
field are denoted by open blue circles, regions of negative magnetic field by solid blue circles, and
regions of zero magnetic field by blue dashed lines. (c) The deflection of electrons (green) from
trajectories initially parallel to the x-axis, giving rise to current contributions of the opposite
sense to those in (b).
3.7 Instabilities 67
trons, initially parallel to the y-axis, are sketched in green. These electrons are deviated
towards the zeros of the perturbed magnetic field by the Lorentz force −ev × B. This
leads to current contributions ∆jy inline with the initial perturbation, and hence a grow-
ing wave. Thus, counterstreaming plasma beams will be susceptible to this filamentation
instability.
A closely related instability was considered by Weibel [81]. Weibel considered a trans-
verse electromagnetic system driven unstable by anisotropy in velocity space, as opposed
to counterstreaming beams. The toy model in figure 3.1 is once again useful. The green
arrows in figure 3.1b now do not represent the constituent electrons of the ‘cold’ electron
beam, but now represent electrons making up some distribution of velocities in the x-y
plane. The electrons sketched in figure 3.1b are those with velocities initially parallel
to the y-axis, but a range of initial velocity angles exist. The paths of those electrons
with initial velocities parallel to the x-axis are shown in 3.1c. Notice that the motion
of these electrons, under the action of the magnetic field force sketched in figure 3.1a, is
such that they act to cancel the initial current density perturbation in 3.1a. Thus, the
susceptibility of such a system to a transverse electromagnetic instability is dependent
on the degree of anisotropy in velocity space. A velocity distribution skewed such that
the velocities in the y-direction are higher than in the x-direction will be susceptible to
the instability. In this sense, the filamentation instability appears to be a limiting case
of the Weibel instability. In actual fact, the difference between the two instabilities is
more subtle. While the Weibel instability is purely transverse [83], ‘space-charge effects’
in the filamentation instability [87] (caused by the different pinching rates of the beam
and background) lead to oblique modes [83]. This further complicates the analysis, and
increases the number of terms retained in the dielectric tensor.
In the collisionless limit, the growth rate of the filamentation instability scales as
βf
√
(nf/ne)/γf [83]. Contrary to expectation, the effect of collisions on the filamentation
instability is not always deleterious [85] [82]. The instability is enhanced by collisions for
nf/ne  1 and is attenuated when nf/ne ≈ 1. In the latter, collisional effects are
shared between the ‘beam’ and ‘background’ as they possess comparable drift velocities.
Collisions act to detune the perturbed current density from the reactive fields, leading
to an attenuation of the growth rate on the order of the collision frequency [85]. In the
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limit nf/ne  1 the instability is fuelled by the strong anisotropy of the fast electron
distribution. Hao et al. [85] suggest that the drift of the background has a stabilising effect
on the instability in this limit. The fast electron beam is approximately collisionless and
is thus unaffected directly by collisions. Collisions in the slow background drift disrupts
its collective behaviour, reducing its stabilising effect on the instability. On the other
hand, Fiore et al. [82] suggest that the increase is due to the behaviour of the βf/
√
γf
scaling mentioned above. This function peaks at γf =
√
3. Fiore et al. argue that
collisions tend to slow the fast electrons before the instability takes hold. For situations
with an initial γf >
√
3, collisions will then result in an increased growth rate. For
γf <
√
3 collisions will result in a lower growth rate. Furthermore, one could argue that
in the limit of a dense, collisional background plasma, where the fluid treatment E = ηj
is valid, the growth of the perturbed magnetic field will depend on the rate of resistive
generation discussed in section 3.6 [84]. Thus, a more collisional background plasma will
have a higher resistivity, and thus greater field generation for a given ∇ × jf . Hao et
al. and Fiore et al. both observe the shifting to longer wavelengths (larger wavevectors)
of the position of the peak growth rate by collisions. Essentially the pinching force of
the magnetic field is somewhat balanced by the collisional force, resulting in a lower
wavevector for the peak growth rate.
Another factor important in the evolution of the filamentation instability is the trans-
verse temperature of the fast electrons [88] [84]. A monoenergetic beam will tend to its
peak growth rate for large wavevectors (c.f figure 8.8 in Chapter 8). A beam with a
transverse temperature will exert a thermal pressure force in the filament. The pressure
competes with the magnetic ‘pinching force’ on a filament (the driver of the instability)
at sufficiently small wavelengths, inhibiting the growth of the instability. As well as re-
ducing the region of k-space susceptible to the instability, the peak growth rate is also
reduced. Following the approach of [88], an approximate force balance between these
two yields the so called Bennett radius 2
√
γf (βft/βf )δcf , where βft =
√
2Tf/(mc2γf ) is
the thermal beam velocity, Tf is the transverse temperature of the beam, and δcf is the
collisionless skin depth of the beam. Indeed, for relativistic Maxwellian distribution, the
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limited region of instability in k-space is given by [84]
kδcf <
[
2
γf
(
βf
βft
)2
− 1
γ3f
]1/2
. (3.20)
The model used by Gremillet et al. [84] is based on solving the Vlasov equation for the fast
electrons and reduced Ohm’s law fluid equation for the background electrons. A deriva-
tion of their main analytical results is presented in Appendix B. Crucially, they found
that the growth rate depends on the value of the resistivity, and that higher resistivities
yielded larger growth rates.
3.8 Hydrodynamic effects
Density modulations in the background plasma can affect the fast electron transport and
the magnetic field generation rate. Robinson et al. [89] showed that preformed sinusoidal
5% density inhomogeneities perpendicular to the main beam direction can lead to rippling
of the Ohmic heating profiles through the variation in the specific heat capacity of the
background plasma. This rippling feeds back to the resistive generation of the magnetic
field, through the background temperature, and was shown to seed filamentation.
The background density profile will be modified by the passage of the fast electrons.
Pressure gradients induced in the background though Ohmic heating and the action of
the jf ×B force [90] cause cavitation of the background plasma [90][91]. This motion can
be estimated by considering the ion acoustic speed Cs =
√
γaZTe/mi, where γa ≈ 5/3
is the adiabatic index6. This is approximately Cs ≈ 0.4
√
(Z/A)TkeV µm ps−1, where
A is the mass number of ions. While this estimate is rather crude, and the actual
hydrodynamic motion will depend strongly on the fast electron and heating profiles in
the system, it suggests that the background plasma could be displaced by several microns
over the FI pulse duration. In [91], the motion over tens of picoseconds led to cooling of
the background, and a softening of the resistivity profiles, and thus reducing the beam
hollowing generation term.
6This expression is true in the limit of a non-thermal ion population and for modulation wavelengths
much longer than the Debye length.
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3.9 More exotic transport effects
The reduced Ohm’s law used in the above analysis is of course an approximation. In
classical transport theory, the full Ohm’s law (neglecting ion motion) is given by equation
2.22. A partial insight into the range of magnetic field effects neglected can be gained by
substituting this into Faraday’s law to yield an induction equation of the form [86] [92]
∂B
∂t
= ∇×
{
η⊥jf − η⊥∇×B +
∇Pe
ene
+
1
e
β∧∇Te + C×B
}
, (3.21)
where the effect of ion motion has been included via the average ion velocity C. The first
term on the right hand side is the resistive generation of magnetic field discussed above.
The second term represents the resistive diffusion of the magnetic field. The third term
is well known in laser-plasma interactions as the ∇ne ×∇Te generating mechanism. For
non-parallel temperature and density gradients in the case of nanosecond laser-plasma
interactions, it can lead to the generation of large magnetic fields on the order of 100s
of Tesla [93]. In the context of the current study, this effect is likely to be negligible as
this project only considers (initially) homogeneous background plasma number densities.
Nicola¨ı et al. [95] have shown that the non-colinear density gradients, associated with a
compressed FI capsule, and temperature gradients, associated with background Ohmic
heating, can lead to large fields generated by this mechanism. They found that these fields
compete with, and hinder the collimating ability of, the resistively generated fields over
several picosecond timescales. The fourth term is known as the Nernst effect, or Nernst
advetion. As discussed in [94] and observed experimentally in [96], this term describes
the advection of the magnetic field with the heat flow of the background. This effect is
discussed further in Chapter 5, Chapter 6, and Chapter 9. Finally, the last term on the
right hand side is the ‘frozen in flow’ motion of the magnetic field with the ions, and is
familiar to students of magneto-hydro-dynamics (MHD) [97]. Note that equation (3.21)
is only partially complete. The Hall field (j×B) and the α∧ terms require a refinement
of the fast-background coupling. This is discussed in section 3.12.
Recently much interest has been devoted to manipulating resistivity gradients to aid
fast electron collimation. By manipulating the profile of atomic number Z transverse
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to the beam direction, increased collimation on axis [31] and collimation through more
adventurous paths [98] have been investigated. This approach was recently demonstrated
experimentally by Kar et al. [99].
3.10 Importance of determining transport coefficients
correctly
From the above discussion it is clear that the resistivity of the background plasma plays an
important role in the dynamics of the fast electron beam. In the limit that the VFP form
is valid, the resistivity depends strongly on the temperature of the background plasma.
Accurate modelling of the background transport effects are therefore crucial in determin-
ing the resistivity. In writing equation (3.3) a number of effects have been neglected. The
dependence of the dimensionless resistivity coefficient α⊥ on the Hall parameter has been
neglected. Section 3.6 shows that moderate values of the Hall parameter are achieved
relatively easily in FI. While the increase in α⊥ with increasing ωgτth is relatively weak (a
factor of ∼ 2 at most according to figure 2.2), this may be the difference between a beam
that resistively collimates or a beam that hollows. Furthermore, the distortion of the
transport coefficients from their classical transport values is a well known phenomenon.
In the context of FI this has been explored in 1D by Sherlock et al. in [14]. Sherlock et al.
found that in regions of moderate beam to background ratios (nf/ne ∼ 0.1) the reduced
classical transport Ohm’s law was invalid for two reasons. Firstly, the rapid heating of the
background plasma results in large isotropic and anisotropic pressure gradients, which
then contribute non-negligibly to the electric field. Secondly, the background distribution
function is significantly distorted from a Maxwellian by the large electric fields and rapid
heating. As a result, the velocity moment that yields α⊥ changes significantly from its
classical transport value. Both these effects result in an order of magnitude difference
between the classical reduced Ohm’s law electric field and the actual electric field.
Another important phenomenon could be the heat flow in the background. Heat
fluxes received a great deal of attention in the context of conventional ICF, [16][100] to
cite but a few. In fast ignition studies, background heat flow is either neglected completely
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with only brief mentions [28] or included implicitly and not discussed (as with PIC or
VFP codes). If the background heat flow is able to modify the temperature distribution
significantly, then the resistivity profile will change, and the magnetic field generation
rates with it. An investigation into this phenomenon is presented in Chapter 5.
3.11 Violation of the VFP approximation
The present work is valid for systems described by the VFP equation. Laser-solid experi-
ments, however, typically have starting temperatures of a fraction of an electron Volt. At
these temperatures and near solid densities, the number of electrons in a Debye sphere is
expected to be small, and the VFP approximation becomes dubious. Furthermore, mate-
rial effects are significant [101]. For metals, electron degeneracy effects are expected to be
important for temperatures close to the Fermi energy (typically a few electron Volts). A
condensed matter description of the solid is therefore more accurate. The initial response
of the metal to the influx of fast electrons will depends on the relative magnitudes of the
cold electron collision time and the plasma frequency [101]. The cold electrons will move
to maintain charge neutrality on timescales of either the plasma period or 1/η0. These
are likely to be on the order of a femtosecond or so, and are neglected in this work. For
fast electrons propagating through dielectrics, ionization dynamics will be important at
early times [101], before a significant number of electrons are freed to take part in plasma
dynamics.
In the present work, it has not been possible to incorporate this low temperature
description of the solid. Instead, this work focusses on the transport effects that can arise
in situations where the VFP treatment is valid in FI scenarios. It is therefore necessary to
estimate above what temperature the VFP form becomes valid. Consider the resistivity
saturation at low temperatures observed experimentally in [29][102][103]. Davies et al.
[105][74] developed fits for the resistivity, such that at low temperatures, material effects
were observed, and at high temperatures the Spitzer resistivity was obeyed. For a plastic-
type material, the Spitzer resistivity is expected to overestimate the material value by
approximately 15% to 30% at 100 eV, and by 5% to 10% at 200 eV. For aluminum, the
Spitzer resistivity is expected to overestimate the material value by approximately 200%
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100 eV, 70% at 200 eV. For Carbon, the resistivity saturation value of ∼ 7 µΩ m quoted
in [104] can be used in the fit given in [74]. This shows that Spitzer resistivity is expected
to overestimate the material value by roughly 5% at 100 eV, 2% at 200 eV. While the
figures quoted above are approximate, they suggest that the neglect of material effects is
reasonable for a starting temperature of 100 eV or greater, for the insulator cases. Starting
at this temperature also avoids the large variation in conductivity between various forms
of solid carbon observed in [103]. Finally, the approximation of a fully ionized plasma
is also expected to give a small error from an actual plasma, given that the average
ionization of a carbon plasma at these starting conditions is Z ≈ 4.8, and Z > 5.5 for
T > 200 eV based on non-LTE estimates [106].
3.12 A more rigorous Ohm’s law
Given the importance of the reduced Ohm’s law in determining the fast electron trans-
port, it is important to consider the validity of the equation, and indeed of the split
population (fast and background) approximation. Not only will this discussion validate
the above review, but also clarify the validity of the hybrid code approximation used
for the simulations discussed in this thesis. Consider the Vlasov Fokker-Planck (VFP)
equation (2.1). The distribution function is split into a cold background term fe and a
fast electron term ff to give
∑
j=f,e
{
∂fj
∂t
+ v · ∂fj
∂x
+ q(E + v×B) · ∂fj
∂p
−
(
∂fj
∂t
)
FP
}
= 0 . (3.22)
The VFP equation can be viewed as a continuity equation for the distribution function
in phase-space. In particular, we see the final terms on the LHS of equation (3.22) the
change in the distribution function due to flows in momentum space (acceleration and
deceleration). If we consider the two species to be well separated in momentum space,
it follows that the equality (3.22) must be separately satisfied for each species. Thus,
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equation (3.22) becomes two equations
∂fe
∂t
+v · ∂fe
∂x
− e(E + v×B) · ∂fe
∂p
−
(
∂fe
∂t
)
FP
= 0 (3.23a)
∂ff
∂t
+v · ∂ff
∂x
− e(E + v×B) · ∂ff
∂p
−
(
∂ff
∂t
)
FP
= 0 . (3.23b)
Note that here, and for the remainder of this thesis, fast electron variables are denoted by
the subscript f and background electron variables are denoted with the subscript e. One
exception to this is the background return current, denoted by jr. Conventional hybrid
codes solve equation (3.23b), but often use a reduced Ohm’s law equation in place of
equation (3.23a). To construct the full Ohm’s law, we follow Sherlock’s approach [44]. In
the following, a non-relativistic approximation is made for the cold background species,
and a collisionless approximation is made for the fast electron species. Taking the suitable
velocity moment of equations (3.23) yields fluid equations of the form
∂jr
∂t
− e
me
∇ ·P
e
− nee
2
me
E +
e
me
jr ×B +
nee
2
ν
jr = 0 (3.24a)
∂jf
∂t
+∇ · 〈jfvf〉− nfe2me E ·
〈
ϕ
〉
+
e
me
〈
ϕ · jf
〉
×B = 0 (3.24b)
where 〈 〉 denotes an average over the fast-electron distribution, ϕ ≡ ∂v/∂u, and u = γv,
incorporates relativistic effects on the fast electrons. Note that the collisional effects in
the background have been reduced to a simple νjc response for simplicity, but as shown
in Chapter 2 the behaviour is more complicated than this.
When constructing a conventional hybrid code the inertial terms ∂jr,f/∂t are as seen
as practically undesirable. These terms can safely be ignored in systems which are either
highly magnetized or highly collisional. While this may be true for the cold background
population, this is not necessarily the case for the fast population. Furthermore, changes
in the fast current will be reflected by changes in the electric field, which in turn effects
the background current. Thus, in order to maintain quasi-neutrality in the cold-fast
system, the cold electron inertia term cannot simply be ignored. Instead, we consider the
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time-derivative of Ampere’s law, and use Faraday’s law to find
∂jT
∂t
= − 1
µ0
∇×∇× E− 0∂
2E
∂t2
(3.25)
where jT = jf + jr + ji is the total current. There is some subtly in this definition
of the total current. From MHD the total current is given by Zeni 〈v〉i − e 〈nvr,f〉,
where 〈v〉i is the average ion velocity, and 〈nvr,f〉 = nf 〈v〉f + ne 〈v〉r is the average
flux of the total electron fluid (fast and return). This suggest that that the currents
jr,f used in the discussion thus far, are in fact only true currents if the ion velocity
〈v〉i = 0. This is the reason for including the ion contribution to the total current
density ji = Zeni 〈v〉i. For a quasineutral background plasma, Zni = ne + nf , and
so jT = −ene(〈v〉e − 〈v〉i) − enf (〈v〉f − 〈v〉i) as expected. Sherlock introduces of the
approximations
ne  nf |ϕ| (3.26a)
τ  1
ωpe
(3.26b)
L c
ωpe
, (3.26c)
which constitute considering small fast to background ratios, and neglecting phenomena
occurring on timescales comparable to the background plasma period (∼ 1/ωpe) and
spatial scales comparable to the background plasma skin-depth δc. Making use of these
approximations, we can combine equations (3.24a) and (3.24b) using equation (3.25) to
yield
E = η′jr −
1
nee
∇ ·P
e
−C×B
− 1
ene
jr ×B +
1
ene
〈
ϕ · jf
〉
×B + me
nee2
∇ · 〈jfvf〉 . (3.27)
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This yields the magnetic field generation rate
∂B
∂t
= ∇×
{
η′jf − η′∇×B +
1
nee
∇ ·P
e
+ C×B
+
1
ene
jr ×B−
1
ene
〈
ϕ · jf
〉
×B− me
nee2
∇ · 〈jfvf〉} . (3.28)
Note that in writing the above equations a change of notation has been performed on
Sherlock’s original equations, to avoid conflict with quantities previously defined in this
work. To change notations between equation (3.27) above, and equation (11) in Sherlock’s
work, the transformations C→ ji/Zeni and ϕ→ C can be used. Ampere’s law has been
used in obtaining the above equations, as has the identification η′ = meν/nee2, in analogy
with equation (3.3). Equation (3.27) shares many features with the Ohm’s law used to
create equation (3.21). The terms contained on the first line of the left hand are present in
equation (3.21), but in reduced form due to the reduced collision operator used in equation
(3.24). The terms on the second line include the Hall field term, and two new effects. In
the non-relativistic limit, the first two terms on the second line will approximately cancel.
In the ultra-relativsitic limit
〈
ϕ · jf
〉
→ 0, which leaves an advection of the magnetic
field at approximately the background electron drift velocity [44]. The action of this term
is discussed further in Chapter 9. The third term on the second line may be important
in the laser-plasma interaction region [44].
Chapter 4
Background electrons: IMPACT
In this chapter, the framework of the 2D VFP code IMPACT [21] is discussed. IMPACT
is used to model the background electrons in the hybrid scheme. A discussion of its
construction and approximations are thus necessary for the work that follows. In the
next chapter, 1D simulations including a fixed fast current profile are presented. The
discussion of a dynamically evolving fast electron beam is delayed until Chapter 7.
IMPACT is a 2D VFP code ideal for studying non-local electron transport in the
presence of magnetic fields for non-relativisitic plasmas. A particularly useful feature
of IMPACT is the implicit finite difference scheme for solving the VFP equation and
Maxwell’s equations. The robustness of the scheme allows the use of relatively large
time-steps compared to the characteristic collision time. The code employes Cartesian
geometry in the x-y plane, and solves for the electric field components in the plane, and
the magnetic field component perpendicular to the plane (Bz).
4.1 Cartesian Tensor Expansion
IMPACT solves the Vlasov Fokker-Planck equation by making use of the Cartesian tensor
expansion, which as discussed in section 2.3 is an expansion in terms of increasingly
anisotropic components of the distribution function fl. This expansion is curtailed in
IMPACT by using the diffusion approximation, which neglects fl terms for l > 1. The
approximation f0  |f1|  |f2|  ... is valid in a collisional plasma. In practice, however,
77
78 Chapter 4. Background electrons: IMPACT
it is found that the diffusion approximation behaves physically even if f0 ∼ |f1| [107]. For
a system with large current densities, the diffusion approximation is expected to partly
satisfied provided |vD|/vth  1, where vD is the drift velocity and vth is the thermal
velocity.
4.2 IMPACT equation set
The first two fl equations were given in section 2.3. IMPACT makes use of the Lorentz
approximation, which neglects the electron-electron collisions in the f1 equation. This is
justified, for large Z plasmas, where angular scattering of electrons is dominated by ions.
While angular scattering of electrons is dominated by highly charged ions, electron energy
is exchanged much more easily with other electrons than with the heavy ions. Thus, only
electron-electron collisions appear in the f0 equation. With this approximation, the
reduced f0 and f1 equations are given by
∂f0
∂t
+
v
3
∇ · f1 − e
3mev2
∂
∂v
(v2E · f1) = Cee0 (4.1a)
∂f1
∂t
+ v∇f0 − e
me
E
∂f0
∂v
− e
me
B× f1 + g(f2) = −νeif1 . (4.1b)
Here, the f2 effects in the f1 equation are absorbed into
g(f2) =
2
5
v∇ · f2 − 2e
5mev3
∂
∂v
(
v3E · f2
)
. (4.2)
These f2 terms are neglected in the original IMPACT. For the 1D simulations in the next
chapter, it becomes necessary to include these terms. For reference, the f2 equation is
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given by
5δij
∂f0
∂t
+
∂f2ij
∂t
+ v
(
∂f1l
∂xl
δij +
∂f1j
∂xi
+
∂f1i
∂xj
)
− e
me
v
[
∂
∂v
(
f1l
v
)
Elδij +
∂
∂v
(
f1j
v
)
Ei +
∂
∂v
(
f1i
v
)
Ej − 5f1lEl
v2
δij
]
−2 e
me
likBkf2lj − 2 e
me
ljkBkf2li = −3νeif2ij (4.3)
where f3, and electron-electron collisions have been neglected. The forms taken by the
remaining collision operators are [20]
νei(v) = Y ln Λei
Z2ni
v3
, (4.4)
and
Cee0 =
ν ′ee
v2
∂
∂v
[
C(f0)f0 +D(f0)
∂f0
∂v
]
, (4.5)
where the Rosenbluth coefficients [39] take the form
C(v, r, t) = 4pi
∫ v
0
f0(u, r, t)u
2du (4.6a)
D(v, r, t) =
4pi
v
∫ v
0
u2du
{∫ ∞
u
f0(v
′, r, t)v′dv′
}
, (4.6b)
and Y = 4pi(e2/4pi0me)
2.
IMPACT solves equations 4.1, with the above approximations and the collision terms
(4.4-4.5), along with Faraday’s and Ampere’s laws
∇× E = −∂B
∂t
(4.7)
∇× B
µ0
= 0
∂E
∂t
+ j , (4.8)
using the above velocity moment definition of j.
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4.3 Hydrodynamic motion
As discussed in section 3.8, hydrodynamic motion can be important over picosecond time-
scales for fast-electrons passing through solid and near-solid density plasmas. To include
hydrodynamic motion, the modifications calculated by Ridgers [108] are used. Ridgers
rewrites equations 4.1 such that the hydrodynamic effects are separated from the electron
rest-frame effects. A brief derivation of this ‘separation of effects’ is given in Appendix
C, and the new forms of equations 4.1 are also given as
∂f0
∂t
+ Ci
∂f0
∂xi
+
v
3
∂f1i
∂xi
− v
3
∂Ci
∂xi
∂f0
∂v
− 1
3v2
∂
∂v
[(
e
me
Ei +
∂Ci
∂t
+ Cj
∂Ci
∂xj
+
e
me
ijkCjBk
)
v2f1i
]
=
(
∂f0
∂t
)
c
(4.9a)
∂f1i
∂t
+ v
∂f0
∂xi
− ∂Ci
∂t
∂f0
∂v
+ Cj
∂f1i
∂xj
− ∂Cj
∂xi
f1j − Cj ∂Ci
∂xj
∂f0
∂v
−v
2
5
[
∂Cj
∂xj
∂
∂v
(
f1i
v
)
+
∂Ci
∂xj
∂
∂v
(
f1j
v
)
+
∂Cj
∂xi
∂
∂v
(
f1j
v
)]
− e
me
Ei
∂f0
∂v
− e
me
ikjBkf1j − e
me
ijkCjBk
∂f0
∂v
=
(
∂f1i
∂t
)
c
, (4.9b)
where v is the electron velocity in the ion’s rest frame, and C is the ion drift velocity. In
order to form a closed set of equations, the average ion velocity C is required. Also note
that the collision terms are left unchanged, as they are calculated the ion’s rest frame.
Note the slight correction to the coefficients given in [108]. In the approximation of a
non-thermal ion population, Ridgers uses the equation
∂
∂t
(ρC) +∇ · (ρCC) +∇Pe + 1
2µ0
∇(B ·B) = 0 , (4.10)
for hydrodynamic motion of the ions. Here the ion mass density ρ = nemi/Z has been
used. A full derivation of this equation can be found in Appendix C. A fluid treatment is
valid for collisional ions where their mean free path is much less than the scale lengths of
any macroscopic variables. In the system of collisional return current Ohmically heating
the background plasma electrons, the ions come into thermal equilibrium with the elec-
trons on a time-scale longer by (mi/me)
1/2 than the electron-electron equilibration time
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and the ion-ion equilibration time [35]. Thus the ions remain near their initial tempera-
ture and also in thermal equilibrium long after the electrons have been heated to temper-
atures of keV. For the conditions considered here, the ratio of the thermal mean free path
of the ion-ion collisions to that of the electron-ion collisions, λii/λei ≈ (Ti/Te)2/Z2  1,
and also much less than scale lengths of macroscopic variables. Thus, Ridgers’ fluid
treatment of ions seems reasonable in this situation. One objection to this is ion acoustic
turbulence, caused by the ion acoustic drift instability [109]. This additional scattering
will contribute to an anomalous resistivity [36], and the system is susceptible to it if the
drift velocity exceeds the ion acoustic velocity
√
ZTe/Amp.
4.4 Fast electron interaction
A discussion of the equations used to model fast electrons propagating through a back-
ground plasma was presented in Chapter 3. In particular, a prescription for the con-
struction of an Ohm’s law representing the background plasma was given, as well as the
approximations generally made to make this equation numerically tractable. It is here
that the current approach diverges from previous approaches to hybrid codes. An ‘Ohm’s
law’ is not solved as such, but rather the reduced VFP equation is solved. As IMPACT
includes the background electron intertia term ∂tf1, this makes the equation set consis-
tent with the background electron momentum equation given by Sherlock in [44], and in
equations (3.23). Following Sherlock’s approach, and that used in conventional hybrid
codes, a new Hybrid code equation set can be constructed. The equations for f0 and f1
(4.1) (including the hydrodynamic modifications discussed in section 4.3) and Faraday’s
law (4.8) are unmodified by the presence of a collisionless fast electron species. The fast
electron species interacts with the background species through its current contribution
to Ampere’s law
∇× B
µ0
= 0
∂E
∂t
+ j + jf , (4.11)
and through its Hall field contribution to the equation for hydrodynamic motion
∂
∂t
(ρC) +∇ · (ρCC) +∇pe + 1
2µ0
∇(B ·B) + jf ×B = 0 . (4.12)
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The additional terms have been underlined in red in equations (4.11) and (4.12). Equation
(4.12) is based on the work presented in [90],[44].
In the following results section, a rigid fast current density is used. A discussion of
the equations used to model dynamic fast electrons is delayed until chapter 7.
4.5 Normalisations
Before discussing the finite difference equations of IMPACT, it is convenient to introduce a
normalisation scheme. All quantities are normalized with respect to a ‘reference material’,
with temperature Te0, thermal speed vn = (2Te0/me)
1/2, ionization stage Z0, ion number
density ni0, and electron number density ne0 = Z0ni0. The normalisation scheme is
given in table 4.1. In particular we note that time is normalised to the electron-ion pi/2
scattering time for a reference material thermal electron, τn = v
3
n/(Y Z
2
0ni0 ln Λ0), and
distance is normalized to the reference material thermal mean free path λn = vnτn.
IMPACT normalisations
Quantity Symbol Normalisations
Velocity v v˜ = v/vn
Time t t˜ = t/τn
Length x x˜ = x/λn
Distribution fn fl f˜l = flv
3
n/ne0
E-field E E˜ = eEτ 2n/λnme
B-field B ω˜ = eBτn/me
Current density j j˜ = j/ene0vn
Heat flow q q˜ = q/mev
3
nne0
Energy density Ue u˜e = ue/mev
2
nne0
Ion number density ni n˜i = ni/ni0
Atomic number Z Z˜ = Z/Z0
Number density ne n˜e = ne/ne0
Table 4.1: Normalisation scheme used in IMPACT. Tildes denote the normalised terms. In
the following sections, the tildes are dropped for convenience.
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4.6 Finite difference equations
Full details of the numerical discretisation scheme used by IMPACT can be found in [21].
This section provides a brief overview of these schemes. The key features of the code is the
implicit treatment of the electric field and the electron distribution functions. Solving
the resulting matrix equation makes the code robust, and allows the use of timesteps
exceeding the characteristic collision times. Furthermore, the CFL condition puts a strict
limit on the timesteps accessible for stable explicit numerical solution of kinetic systems
in which the velocity space dynamics are modelled. Implicit solution circumvents this
problem. The magnetic field, however, is dealt with explicitly. A resulting numerical
instability appears if the magnetic field diffuses more than a grid spacing in a time step.
Physically, this means that IMPACT has difficulty in modelling cold and dense plasmas,
and full resolution of the background plasma collisionless skin depth should be attempted
with caution. A modified version of this numerical instability is derived in Chapter 7.
4.6.1 Time discretisation
The time discretised f0 and f1 equations are given by
fn+1,l+10 − fn0
∆t
+
v
3
∇ · f n+1,l+11 −
1
3v2
∂
∂v
(v2En+1 · f n+1,l1 ) = C n+1ee0 (4.13)
f n+1,l+11 − f n1
∆t
+ v∇fn+1,l+10 − En+1
∂f0
∂v
n+1,l
− ωn × f n+1,l+11 = −
Z2ni
v3
f n+1,l+11 (4.14)
where n denotes the time step, and l denotes the non-linear iteration number, necessary
to maintain the fully implicit nature in those non-linear terms. Here the normalizations
given table 4.1 have been used with the tildes being dropped for brevity. Note that any
unnormalised terms are denoted by hats. The electron-electron collision term has the
discretised form
Cn+1ee0 =
1
Zˆ0v2
∂
∂v
[
C(f0)
n+1,lfn+1,l+10 +D(f0)
n+1,l∂f0
∂v
n+1,l+1]
, (4.15)
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where Zˆ0 is the unnormalised ion charge of the reference material. Maxwell’s equations
are then given by
jn+1,l+1 = δ2c∇× ωn −
1
c2
(
En+1 − En
∆t
)
− jn+1/2f (4.16a)
∇× En+1 = −
(
ωn+1 − ωn
∆t
)
, (4.16b)
where δc is the normalised collisionless skin-depth, and c is normalised speed of light
in vacuuo. Note the presence of the explicit fast current term, underlined in red. As
for the ion fluid equation, Ridgers uses a centre difference scheme, which breaks down
in the presence of large density and ion velocity gradients. While this is not expected
to occur for the simulation parameters and simulation times considered in this work,
the hydro model has been tested against the more robust Van Leer Advection scheme,
summarised in [108]. We are grateful to M. Sherlock for kindly allowing us to adapt his
1D version of this scheme. Negligible difference was found between the schemes for the
simulations presented. Full details of the discretisation of Ridgers’ hydro-modified f0 and
f1 equations and ion fluid equation can be found in [108]. Note that in implementing
the normalisations, the approximation ln Λee = ln Λ0 and ln Λei = ln Λ0 has been made.
This is justified by the assumption that the variation in the collision frequencies due
to the logarithmic terms are negligible compared to the non-logarithmic dependences for
situations considered here. Furthermore, Lee and More’s [110] approach of setting a lower
bound of 2 on the Coulomb logarithm for solid density has been used. While IMPACT
also makes use of the Lorentz approximation, the neglected electron-electron collisions
can be approximately included by using the fit by Epperlein [111][18]. The modification
of the ionic charge by a factor (Zˆ0 +4.2)/(Zˆ0 +0.24) was found to reproduce Spitzer-Harm
heat flow for a Maxwellian distribution function. The full effect of this transport on the
other transport coefficients is not clear. This correction is therefore used with caution,
and at all times has been compared to the results for a Lorentz plasma. It is found that
this correction does not change the overall physical picture of the phenomena considered.
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f0(i, j)
Bz(i, j)
E(ii, Y, i, j − 1)
f1(ii, Y, i, j − 1)
E(ii, Y, i, j)
f1(ii, Y, i, j)
E(ii,X, i− 1, j)
f1(ii,X, i− 1, j)
E(ii,X, i, j)
f1(ii,X, i, j)
Figure 4.1: Grid-point mesh used in IMPACT. Vector quantities are placed at the cell
boundary centres, whereas scalar quantities are placed at the cell centres. The cell (i, j) has
boundaries positioned on the lines (i + 12) and (j +
1
2). The vector quantities are identified
by (ii, ib, ix, iy), where ii gives the component of the vector being considered (i.e. x or y
component), ib denotes which the boundary X or Y , and iy and ix denote the position of the
cell.
4.6.2 Spatial discretisation
The key features of the space discretisation is that vector quanties are placed at spatial-
cell boundaries, while scalar quantities are placed at spatial-cell centres, as shown in
figure 4.1. This more easily allows conservative spatial schemes to be implemented. The
one exception to this scheme is the ion velocity vectors, which have been implemented at
the cell centres [108].
4.6.3 Numerical solution
The prescription for forming and solving the matrix equation is as follows. The f1 equation
is rearranged and substituted into the f0 equation and Ampere’s equation to reduce the
dimensions of the matrix. This results in two sets of linear algebraic equations of the
form
Gi,j,k,p,q,s,f0,i+p,j+q,k+s +Hi,j,k,r,m,nEr,i+m,j+n = Ci,j,k , (4.17)
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where i, j, k denote x, y, v cell locations, p, q, s,m, n = {−1, 0,−1} are the finite difference
offsets, and r = {x, y}, and G and H are coefficients dependent on the finite difference
scheme used. Each of these nd 1 equations forms one row in a sparse matrix equation
of the form An∗ · xn+1 = Bn. Here A is the sparse matrix, x is the nd unknowns to be
solved for, and the asterix denotes that iterations are performed over non-linear terms2.
The matrix equation is solved by using the bi-conjugate gradient stabilised method [112],
summarised in [86]. For the 1D simulations presented in the next chapter, 20 non-linear
iterations are necessary for the convergence of the matrix equation at a tolerance of
10−12 for early times. This reduces to 4 non-linear iterations for times greater than
approximately 100 fs as the background system settles down.
In the previous section, the addition of the f2 equation was discussed. While the
sparse matrix equation is not amended to include these extra terms, the f2 equation
4.3 is updated inside the non-linear iteration loop, and the sparse matrix is updated to
include these terms via the change induced in the f1 equation. Thus, f2 is said to be
solved semi-implicitly. The f2 terms are spatially discretised in an analogous way to f1
terms - at the cell boundaries.
Once the convergence has been achieved, the matrix is unpacked and the new solution
for f1 is found. The magnetic field is then updated explicitly using Faraday’s law, and
the new solution vectors are then passed to the hydrodynamic routine. A schematic for
this operation is given in figure 4.2.
4.7 Testing
Section 4 in [21] presents a range of tests against classical transport phenomena. In par-
ticular, we draw attention to the convergence tests for a range of x and v grid resolutions.
For the velocity space resolutions used in the simulations presented in chapters 5, 6 and
9, we would expect an initial convergence of the electric fields and heat flows to the an-
alytic solutions of approximately 5%. This is likely to improve as the system heats, and
1nd = nx× ny × nv + 2× (2× (nx× ny) + nx+ ny) where nx,ny,nv are the number of grid points
in the x,y, and v dimensions.
2Indeed, the sparse matrix must be reformed after every non-linear iteration to allow for changes in
f1 to be included.
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Explicit hydro update 
including jfast source
Solve f2 equation 
Update new f1 
Invert matrix to 
find new f0 and E
Pack sparse 
matrix including jfast 
and f2 sources
Convergence?
No
Yes
If (t<tmax) 
else end
Update Bz explicitly
Figure 4.2: Flow chart of the IMPACT operational flow in one timestep. The red boxes
represent IMPACT operations and the green boxes represent the hydro modification discussed.
The main time loop iterations are represented by solid black lines, while the dotted black lines
represent non-linear iterations. Dashed line boxes represent the work of others [21],[108] while
solid line boxes represent changes implemented by the author.
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the ‘important’ regions of velocity space become better resolved. As the plasma heats
to 10 times its initial value, the convergence error falls to 0.3%, a much more acceptable
value. While the initial convergence error is not ideal, it is difficult to avoid given the
computational resources available. Furthermore, it is necessary to begin with a larger
velocity space range than is initially necessary due to the large heating observed in the
simulations. Decreasing the range in velocity space to better resolve the initial conditions
may result in a loss of high velocity tail of the distribution at later times.
The test mentioned above is for an idealised case and not necessarily relevant to the
simulations presented here. A simple, but more relevant test is the comparison of the
theoretical resistivity compared to that calculated by IMPACT. This will quantitatively
capture some of the some of the difficulty in trying to resolve large regions of velocity
space, and also test the accuracy of the discretised E∂vf0 term in the f1 equation. This
is a particularly crucial term given its role in determining the resistivity and the Ohmic
heating rates in the system. For a Maxwellian distribution, we compare the numerical
value of the the integral ηT 3/2 ∝ ∫∞
0
v6∂vf0dv to the analytic value. The fractional
numerical error of ηT 3/2 against temperature is shown in figure 4.3 for a system with
vmax = v200, where v200 is the thermal speed for a Maxwellian distribution at 200 eV.
The top plot shows the fractional error for a linear velocity grid for a range of nv values.
Notice the improved accuracy as the temperature in the system increases, and as the
resolution increases. The centre differenced version (solid lines) of E∂vf0 outperforms the
forward differenced version (dashed lines) due to the higher order accuracy of the former.
The bottom plot shows the same situation but for a non-uniform velocity grid with an
exponential weighting. The equation used to generate these grid points is
vk =
vmax
exp (ζ)− 1[exp (ζk/nv)− 1] (4.18)
where ζ = 1.4 here, and k is an integer. Significant improvement is achieved for all
resolutions, compared to linear velocity grid results. This is likely due to the higher
density of velocity grid points towards the lower end of velocity space, and the large
contribution of the ∼ 1.5vth electrons to the resistivity integral. The velocity space
resolution used for the bulk of the results in the following chapters is given by the solid
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Figure 4.3: Plots of fractional error in calculating the temperature independent part of the
resistivity, ηT 3/2, for a linear velocity grid (top) and an exponentially weighted velocity grid
(bottom). Solid lines indicate centre differencing of the E∂vf0 term, and dashed lines represent
forward differencing. The velocity grid extent is vmax = v200, and the resolutions used are
nv = 40 (black), nv = 80 (blue), and nv = 160 (red). The solid blue curve in the bottom plot
shows the resolution used for the bulk of the results in the following chapters.
blue curve in the lower plot. The error is initially 14%, but decreases to 2.5% as the
system heats up. We choose the nv = 80 centre differenced case due to a trade off
between computational expense and accuracy.
The above discussion provides some insight into the error introduced to the system
due to the velocity space differencing alone. The errors due to spatial differencing are
more difficult to isolate and test. For the results presented in following chapters, care
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has been taken to test the simulation results against runs with better v-grid and x- and
y- grid resolutions where possible. The differences between the simulations were small,
and crucially the overall physical picture of the phenomena presented in the following
chapters is not changed.
Chapter 5
Transport effects in 1D rigid beam
simulations
The effect of magnetic fields on the propagation of fast electrons through a background
plasma has been extensively studied over the past three decades [113]. Much interest has
been shown in Davies’ ‘Beam hollowing field’ [74]. In this work, Davies showed that as
the background plasma Ohmically heats, gradients in the background resistivity grow.
These resistivity gradients compete with, and in some regions, overtake the collimating
resistively generated fields, causing the fast electron beam to break up and hollow. This
could have disastrous consequences for the fast ignitor approach to inertial confinement
fusion [2]. More recently it has been suggested that, through target engineering, these
same resistivity gradients can be manipulated to gives rise to a beam collimating field
[98][31].
While the effects of heat flow have long been considered important in the context
of indirect drive laser fusion, [16][100] to cite but a few, heat flow effect are not often
discussed when modelling fast electrons propagating through solid and near solid density
targets. Starting from simple fluid theory estimates, and progressing to a fixed fast
electron current profile in VFP simulations, the work in this chapter shows that heat flow
effects are important over picosecond timescales, for a low beam to background ratio and
reasonable beam widths - 1% and 10 µm respectively. It is found that diffusive heat flow
plays an important role in spreading the heating profile, thus reducing the aforementioned
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resistivity gradients, and allowing the reemergence of a beam collimating field. The
non-Maxwellian nature of the distribution and the presence of sizable magnetic fields
(hundreds of Tesla) give rise to large perturbations in the transport coefficients, and an
enhanced Nernst advection rate [94], compared to their classical values. Multi-picosecond
simulations show the reemergence of classical transport theory, and interestingly a double-
peaked temperature profile. The effects of hydrodynamic motion discussed by Bush et al.
[90] are considered and are found to be negligible here. The results are tested against the
recently constructed classical transport code CTC [86], and qualitatively similar results
are produced.
5.1 Fluid theory estimates
Davies [74] developed a reduced model for calculating the magnetic field generation due
to the resistive generation and resistivity gradients. As a brief review of this work,
consider a fast-electron beam, with a Gaussian spatial distribution current density jf ,
propagating through a background plasma with a reduced Ohm’s law response of the
from E = ηjr = −ηjf . Here jr is the background return current density, which we assume
exactly balances the fast current density, and η is the Spitzer resistivity [40]
η =
η0(
Te
Te0
)3/2 (5.1)
where Te0 is the initial temperature, η0 = α⊥me/τ0nee2, and τ0 is the initial electron-ion
collision time in the background. In this section, the background number density ne is
assumed to be homogeneous and constant. To find the temperature evolution of the
system, consider a background temperature evolving under Ohmic heating,
cgne
∂Te
∂t
= ηj2f (5.2)
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where cg = 3/2 for an ideal gas. Assuming a rigid fast current density and using the
Spitzer form of the resistivity given above, equation (5.2) can be integrated to yield
Te
Te0
=
(
5
2
η0j
2
f
cgneTe0
t+ 1
)2/5
. (5.3)
To calculate the magnetic field generation rate, Faraday’s law and E = −ηjf are used to
yield
∂B
∂t
= η∇× jf +∇η × jf , (5.4)
where the terms on the RHS are the resistive generation of the field and the ‘beam-
hollowing’ resistivity gradient term, from left to right respectively. To simplify matters
a 1D model is considered, with magnetic field along the z-axis, a fast current direction
along the −x-axis, and spatial gradients along the y-direction only. By considering a fast
electron current density of the form jf = −j0e−ay2xˆ, equation (5.4) can be integrated
over time to give
Bz(y, t) = −Te0cgne2ay
jf
[
1− 1
5
Te
Te0
− 4
5
(
Te0
Te
)3/2]
(5.5)
which agrees with Davies [74]. Note that the time-dependence of the magnetic field is
hidden in the expression for Te given in equation (5.3). Unless otherwise stated, the
following sections consider the evolution of a system with ne = 10
23 cm−3, Te0 = 100 eV,
and Z = 6, and a beam density of nf = 0.01ne, and j0 = nfec, where c is the speed of
light in vacuo. Figure 5.1 shows the shape of the magnetic field expected at times when
resistive generation is dominant (at 1 fs), and at times when the beam hollowing term is
competing with resistive generation (at 300 fs).
Simple estimate of thermal conduction
To gain an insight into the importance of heat flow on the temperature (and consequen-
tially the magnetic field), the magnitude of ∇ · q/ne can be compared to the Ohmic
heating term (5.2) based on a temperature at time t given by equation (5.3). Considering
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Figure 5.1: Left: Normalized Bz at 1fs (blue)and 300fs (red) for R = 10µm based on equation
(5.5). At 1fs the dominant magnetic field generation is resistive generation, while at 300fs beam
hollowing is a dominant contribution.
Right: Heating rates due to ohmic heating (OH: blue) and estimated divergence of thermal
conduction heat flow (TC: red) based on equations (5.2) and (5.6) for FWHM = 10µm at
t = 300fs.
only the diffusive heat flow,
1
ne
∇ · q ≈ 1
ne
∇ ·
(
neTe0τ0κ⊥
me
(
Te
Te0
)5/2
∂Te
∂y
)
(5.6)
gives the heat flow’s contribution to the energy equation. This contribution is compared
to the Ohmic heating rate in figure 5.1 for the system described above at 300 fs. As
expected, energy is transferred from the centre of the beam to the wings. This can act
to broaden the temperature profile of the background plasma, and as a result, reduce the
contribution of the beam hollowing term to the evolution of the magnetic field. Using
equations (5.2),(5.3),(5.6), one can find the time ttc for the thermal conduction to begin
competing with the Ohmic heating term. A parameter-scan plot of ttc vs the full width
at half maximum (FWHM) of the beam for various values of nf/ne is shown in figure 5.2.
The linear behaviour between ttc and FWHM can be easily derived by noticing that
(
Te
Te0
)5/2
∂Te
∂y
=
η0t
cgne
(
Te
Te0
)
∂j2f
∂y
. (5.7)
As the contribution of the heat flow divergence is a maximum at y = 0, we can consider
only this point. The ratio of the heat-flow divergence to the Ohmic heating rate at this
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Figure 5.2: Estimated time ttc for thermal conduction effects to become significant in the
energy evolution equation for a range of beam FWHM and beam to background ratios. Thermal
conduction effects are expected to begin contributing within a picosecond for nf/ne = 0.01.
point can be reduced to∣∣∣∣∣∇ · qηj2f
∣∣∣∣∣
y=0
=
4aTe0τ0κ⊥
cgme
t
(
5
2
α⊥
cg
mec
2
Te0
(
nf
ne
)2
t
τ0
+ 1
)
, (5.8)
where we have used j0 = nfec. For the parameters considered here (Te0 = 100 eV,
nf/ne = 0.01) the limit of strong heating [74] can be taken provided t10 fs. This limit
yields ∣∣∣∣∣∇ · qηj2f
∣∣∣∣∣
y=0
=
40 ln 2
c2g
κ⊥α⊥c2
(
nf
ne
)2(
t
FWHM
)2
, (5.9)
where the FWHM = 2
√
ln 2/a of the fast electron beam has been used, and t = ttc when
the LHS (5.9) equals unity. This ratio is expected to depend only weakly on Z given
that
√
κ⊥α⊥ varies between 1.27 → 2 for Z = 1 → ∞ 1. It is worth noting that this
may only be true in the limit of strong heating, which will not always be the case in the
wings. However, these wing effects are not expected to be important as the key region
of competition between the Ohmic heating rate and diffusive heat flow will be near the
centre of the beam.
1Note that this is the case when classical transport theory is valid.
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5.2 VFP-rigid beam
The previous section suggest that the effects of thermal conduction may be important
on picosecond timescales or less. To advance this investigation, this section considers
the effect of a fixed Gaussian fast current with a range of FWHM coupled into IMPACT
[21] via Ampere’s law. While the rigid beam may be a crude approximation for the
fast electrons, IMPACT provides the full range of transport effects in the background
plasma, which makes this the ideal next step. In this section new results are obtained
from an IMPACT-rigid beam simulation for the aforementioned 1D system for a system
with ne = 10
23 cm−3, Te0 = 100 eV, and Z = 6, and a beam density of nf = 0.01ne, and
j0 = nfec.
5.2.1 Simulation details
The following section discusses results obtained from the code IMPACT. The rigid fast
current is directed along the −x-axis (corresponding to fast electrons motion along the
+x-axis). No spatial gradients are considered along the x-axis. The y-axis has peri-
odic boundary conditions imposed, and a spatial extent of 8 × FWHM. The y-range
[−4FWHM : 4FWHM] has been chosen to ease discussion, and most of the plots in
the following sections only show the range [−2FWHM : 2FWHM], where most of the
interesting physics occurs. A grid size of 16 × FWHM, and the use of open boundary
conditions has been tested, with negligible difference between the results. A resolution
in the y-direction of 8 × FWHM/200 was found to suitably model the effects consid-
ered. For reference, this corresponds to resolutions of between 0.4 µm and 2.0 µm for
FWHM = 10 µm to FWHM = 50 µm. A velocity grid of 20v200, where v200 is the thermal
speed for a Maxwellian distribution at 200 eV, and 80 velocity grid cells was used. A time
step ∆t = 0.216 fs equal to the initial electron-ion mean scattering time was used. Note
that the simulation results have been tested against a range of simulations with better y-
and v-grid resolutions, as well as simulations using five times smaller time-steps. Little
difference between the results was observed.
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5.2.2 Simulation results
In figure 5.3 the Bz and Te profiles are shown for an FWHM = 10µm beam at 500 fs
and 1500 fs. The 500 fs profiles compare very well to the estimates presented in the pre-
vious section. However, the 1500 fs profiles differ significantly from those estimates. In
particular, the Te profile is broader and lower than the estimated profile. This results in
smaller resistivity gradients in equation (5.4). The fluid theory without thermal conduc-
tion clearly predicts a beam-hollowing field either side of the centre of beam at y = 0 µm
at this time, while the simulation results show a collimating field. As the importance
of thermal conduction depends on the size of temperature gradients in the system, the
results of a broader fast electron profile would provide a useful comparison. Figure 5.4
provides just such a comparison, showing the profiles of an FWHM = 50µm beam at
1500 fs. These show good agreement with the estimated profiles at this time, supporting
the theory that the phenomenon shown in figure 5.3 is due to thermal conduction.
To confirm that the phenomenon arises due to effects of heat flow broadening the
temperature distribution, the contributions of∇·q and Ohmic heating to the total heating
rate at 500 fs for FWHM = 10 µm and FWHM = 50 µm beams are shown in figure 5.5. In
the FWHM = 10 µm case the divergence of the heat flow (∂yqy in this geometry) makes
a significant contribution to the overall heating rate, removing heat from the centre of
the beam and depositing it in the wings. This contribution is negligible in the case of
the FWHM = 50 µm at 500 fs. Indeed, significant distortion of the total heating profile
is shown in the FWHM = 10 µm case, resulting in a broad heating profile. Figure 5.6
shows the temporal evolution of the temperature at three points along the y-axis, at
y = 0, 8, and 11 µm, compared to the temperature predicted by the fluid estimates. Over
the first 500 fs, the neglect of thermal conduction is reasonable, as mentioned above.
After 1000 fs, significant departures from the fluid theory without thermal conduction
are observed. Indeed after 3000 fs, at the centre of the beam, the neglect of thermal
conduction overestimates the temperature by approximately 40%. In the wings, this
fluid theory underestimates the temperature by factors of 2 and 5, for y = 8 µm and
11 µm respectively.
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Figure 5.3: Left: Magnetic field at 0.5ps (top) and 1.5ps (bottom) and predicted by the VFP-
rigid beam code (blue) and by the estimate provided in equation (5.5) (red) for FWHM = 10µm.
Right: Temperature profile at 0.5ps (top) and 1.5ps (bottom) and predicted by the VFP-rigid
beam code (blue) and by the estimate provided in equation (5.3) (red) for FWHM = 10µm.
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Figure 5.4: Magnetic field (left) and Temperature profile (right) at 1.5ps predicted by the
VFP-rigid beam code (blue) and by the estimates provided in equations (5.3) and (5.5) (red)
for FWHM = 50µm.
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Figure 5.5: Contribution to heating rates by Ohmic heating (red) and divergence of heat
flow (green) at t = 500fs for FWHM = 10µm (left) and FWHM = 50µm (right) .
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Figure 5.6: Temporal evolution of the temperature in the simulation (solid lines) and in the
fluid theory neglecting thermal conduction (dashed lines). Significant departures from this fluid
theory are observed for times & 1 ps.
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Figure 5.7: Left: Value of ηjr at 0.5 ps for FWHM = 10µm (blue) and FWHM = 50 µm
(red).
Right: Magnetic field generation rate due to the ηjr term in Ohm’s law at 0.5 ps for FWHM =
10 µm. Notice that the ‘beam hollowing’ term has already been overcome in most of the system.
Field contributions: resistivity
In figure 5.7, the contribution of ηjr to the x-component of the electric field is shown
for both FWHM = 10 µm and FWHM = 50 µm. The FWHM = 50 µm field has been
‘hollowed’ by the rising temperature at the centre of the beam. The FWHM = 10 µm also
shows this hollowing, but also exhibits a re-emergence of a centre-peaked electric field.
It is this re-emergence that gives rise to the beam-collimating field generation shown on
the right of figure 5.7, which allows the beam hollowing field to be overcome. 2
Field contributions: Nernst advection
While the ηjr term makes a significant contribution to the electric field, it is not the only
significant contribution. The thermoelectric effect, which appears in Ohm’s law through
the term β∧∂yT , arises due to the temperature dependence of the mean collision time.
Hotter electrons experience less collisional force as they rotate in the magnetic field than
colder particles. This results in a net force perpendicular to the temperature gradient and
the magnetic field direction [35]. This term has a significant contribution at the wings,
near where both the temperture gradient and B-field peak. Its effect on the magnetic
2Note that in calculating the transport terms, such as ηjr, the simulation distribution function was
used. That is to say, a Maxwellian distribution was not assumed. A full review of how this is done can
be found in section 6.
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field generation is evident by comparing the magnetic fields in figures 5.3 and 5.4. In
FWHM = 10 µm case, the peaks of the B-field at 1500 fs are no longer coincident with
those of the estimated field. This is in contrast to the FWHM = 50 µm case, where the
contribution of the β∧∂yT term is found to be negligible. In the former, the magnetic field
is being advected down temperature gradients, i.e. Nernst advection. Nernst advection
arises, essentially, because the magnetic field is ‘frozen in flow’ to those heat-flux carrying
electrons [94]. The peak magnetic field in the region y = 12 µm to 14 µm has moved a
distance of 1.5 µm by 1500 fs compared to its profile at 500 fs. Thus, a magnetic field
velocity of 1.5 µm ps−1 is observed. A ‘Nernst velocity’ for the motion of the magnetic
field down temperature gradients can be obtained by considering the contribution of the
β∧ term to the induction equation
∂B
∂t
= ∇× (β∧
e
B
B
×∇T )
= ∇× (vN ×B) , (5.10)
where
vN = − β∧
meωgτth
τth∇T . (5.11)
Using the classical transport value for β∧ and the temperature profiles from the simula-
tion, vN can be easily calculated. Averaging the vN in the region y = 12 µm to 14 µm
between the times 500 fs and 1500 fs yields a value of vNy = 0.04µm ps−1. Thus classical
transport theory predicts the movement of the peak magnetic field to be an order of
magnitude lower than predicted by the simulations. In Chapter 6 it is shown that this
enhanced Nernst advection is due to the presence of a significant non-local heat flow in
the system, modifying the transport coefficients from their classical values.
Field contributions: other terms
Another spatial gradient term that could be significant for magnetic field dynamics is the
resistive diffusion on the magnetic field. By considering Ampere’s law and the resistivity
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Figure 5.8: Left: Late time temperature profiles. Notice the double peaked temperature
profile.
Right: Comparison of simulation with magnetised background (solid) and unmagnetised back-
ground (dashed). Magnetisation in the background is therefore key to this phenomenon.
term in Ohm’s law, it can be shown that
∂Bz
∂t
= ∇ · (Dα∇Bz) , (5.12)
where the system’s 1D geometry has been used. Dα = η/µ0 here is the resistive diffusion
coefficient, and the mean square displacement is given by 2Dαt in 1d. For the FWHM =
10 µm case in the time between 500 fs and 1500 fs, Dα peaks at 0.45 µm2 ps−1 in the
unheated regions (approximately 14 µm from the centre). Once in the heated region,
Dα falls rapidly to 0.01 µm2 ps−1 within 4 µm from the unheated region. As this effect
is strongest near the unheated region, and the magnetic field is likely to peak nearer to
the heated region (where the ∂tBz peaks), resistive diffusion does not have a significant
effect on the main results presented here. At later times, it may act to slow down Nernst
advection in the unheated region as discussed in [94].
5.2.3 Multi-picosecond evolution
An interesting feature appears in the temperature profile after 3 ps for the FWHM =
10µm case, and appears at later times for larger FWHM. This double-peaked temper-
ature profile is shown in figure 5.8 and depends crucially on the magnetic field. Figure
5.8 compares the temperature profiles at 3 ps for the aforementioned system, and for a
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system in which the effects of the magnetic field have been artificially suppressed. This
suppression is achieved by setting ω = 0 in the f1 equation of the code (equation (4.14)).
We see the absence of the phenomenon in the unmagnetized simulation. To explain the
emergence of the two temperature distribution, first consider the left plot in figure 5.9,
which shows the evolution of the Hall parameter for late times. Notice that the reemer-
gence of the collimating magnetic field near where the plasma is hottest results in ωgτth
peaking around 5 µm, instead of near the peak of the magnetic field (near 13 µm at this
time). The fact that ωgτth peaks in the region of the main heating rates and heat-flow
fluxes means that the heating rates will be somewhat distorted. In order to compare the
effect of the Hall parameter on the heating rate, it is informative to calculate the instan-
taneous heating rates (HR) using Braginskii’s transport coefficients. As these heating
rates depend on the Hall parameter ωgτth it is particularly revealing to plot the difference
between HR calculated using the ωτB profiles from the simulation, and the HR calculated
using a fixed ωgτth = 0 . Note that this is different to the method of running a simulation
with the magnetization artificially suppressed, mentioned above. Rather, HR(ωgτth = 0)
is a calculation of the heating rates for a simulation with magnetization effects included,
but considering what these rates would look like if the Hall parameter was suddenly set
to zero.
Figure 5.9 shows the difference HR(ωgτth 6= 0) − HR(ωgτth = 0) at 2 ps. Firstly, the
Ohmic heating term (red) is enhanced near the peaks of the magnetization. Those return
current carrying electrons are reduced in mobility by the presence of the magnetic field,
resulting in an increased resistivity, and thus an increased Ohmic heating rate. To see
how this acts to increase the resistivity at this point, consider the following argument
presented by Braginksii [35]. When an electric field produces an electron drift velocity,
the transport of electric current depends more on moderately fast electrons than slow
ones, due to the velocity dependence of the Coulomb collision operator. In the presence
of a magnetic field, these moderately fast electrons may have reduced mobility, and hence
more of the electric current must be carried by the slower, more collisional electrons. This
results in a larger resistivity than in the non-magnetized case (all else being equal).
To explain the difference between the divergences of the heat flow, it is useful to plot
the heat flow components. Figure 5.10 shows the components of the heat flow, calculated
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Figure 5.9: Left: Late time evolution of the Hall parameter. Notice that the Hall parameter
no longer peaks at the peak of the magnetic field, as it did at early times. The reemergence
of a collimating magnetic field in the region where the plasma is hottest means that the Hall
parameter is much higher there.
Right: The difference between the heating rates calculated when ωgτth 6= 0 and by setting
ωgτth = 0.
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Figure 5.10: Left: The components of the heat flow when ωgτth 6= 0 and ωgτth = 0. Notice
the reduction of the diffusive heat-flow due to the presence of the magnetic field.
Right: Comparison of the heat flow predicted by the simulation at 2 ps and that predicted by
Braginskii. The Braginskii heat flow reproduces the simulation results reasonably well, apart
from at the head of the heat front where suprathermal electrons contribute.
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for the ωgτth 6= 0 and ωgτth = 0 cases. Again, the ωgτth = 0 case considers what the
heat flow components would look like at 2 ps if ωgτth was set to zero at that time. With
this plot and those in figure 5.9 in mind, the explanation for the difference between the
heating rates becomes clear. For the divergence of the diffusive heat flow term (green),
more energy is deposited at y ≈ 3 µm in the ωgτth 6= 0 case, while less energy is deposited
in the wings. The magnetic field has reduced the mobility of those diffusive heat flow
carrying electrons in this region, which means that more energy is deposited near the
peaks of ωgτth. For the divergence of the β∧jxT term (blue), which is absent in the
ωgτth = 0 case, significant energy is removed from the centre of the beam. Those return
current carrying electrons in the background plasma are diverted away from the centre
of the beam by the magnetic field, taking their energy with them.
This mechanism starts to saturate after 2.5 ps. As the temperature at y = 3 µm
increases, so does the value of the Hall parameter. The classical transport value of the
β∧ term peaks at a Hall parameter of approximately 0.2 . The physical mechanism for
this peak is that the magnetic field is becoming strong enough to significantly affect the
mobility of some of the current carrying electrons. As such, they become more localized
in their gyro-orbits, reducing the heat flux that they can transport to other parts of the
plasma. Thus, the β∧jxT contribution to the heat flow decreases, and cannot remove
as much energy from the centre of the plasma. Furthermore, once the temperature at
y = 3 µm overtakes the temperature at the centre, the temperature gradients associated
with the diffusive heat flow will be modified, such that heat flows from y = 3 µm to other
parts of the plasma, including the centre. However, the value of the Hall parameter at
this time is such that κ⊥ has been reduced from is value a few picoseconds ago. Thus,
the temperature peak at y = 3 µm will take longer to diffuse due to heat flow than the
time it takes to form it.
5.2.4 Effect of hydrodynamic motion
Until now the effect of hydrodynamic motion has not been included in the simulations.
To see the effect of hydrodynamic motion of the background, including the jf ×B force
in the ion momentum equation, consider the plots of the background number density and
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Figure 5.11: Hydrodynamic profiles, the plasma velocity (left) and the perturbation to the
background number density (right) at 1500 fs and 3000 fs.
plasma velocity Cy in figure 5.11. It is useful to compare to the work of Bush et al. [90].
Qualitatively, the plots are very similar to those shown by Bush. The effect of heating of
the background plasma creates an electron pressure, which, with the jf ×B term, forces
the plasma out of the central region. The density accumulates in the unheated wings.
Bush considered a similar set up to that considered here, but modelled a Hydrogen plasma
with ne = 0.6× 1029 m−3, with a fast electron current density of 1016 A m−2 and FWHM =
7 µm (here we have considered 4.8× 1016 A m−2 and FWHM = 10 µm), and the same
starting temperature. The plasma velocities found here and in [90] are very similar: Bush
finds the peak plasma velocity at 3 ps to ∼ 0.04 µm ps−1, compared to ∼ 0.025 µm ps−1
here. Despite the different plasma condition, the similarity of these numbers is not
surprising, as one can see by considering the ion sound speed, Cs = (γaZTe/mi)
1/2, where
γa is the adiabatic index. Using the fluid theory temperature in equation (5.3) in the
limit of strong heating, it can be shown that Cs ∝ (Z/A)1/2(nf/ne)2/5t1/5, where A is the
atomic mass number. Compared to Bush, the value of Z/A is half as big, while nf/ne is 3
times as big. Thus, Cs will be comparable in both simulations. The perturbations to the
background number density is similar to that given by Bush, but smaller as a result of the
broader beam width considered here. The feature in the number density at y = 10 µm is
also observed in 1D hydo-code simulations with the jf ×B term set to zero [114]. This
feature is likely due to the number density motion affecting the pressure gradients, which
in turn affects the average ion velocity.
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The effect that hydrodynamic motion has on the heat flow phenomena considered here
is actually negligible. The temperature profiles predicted after 3 ps by the simulations
without hydrodynamic motion are at most 1% lower in the cavitated region, and at
most 0.8% higher in the unheated wings, compared to that predicted with hydrodynamic
motion. This is likely as a result of the reduced heat capacity, and slightly higher beam to
background ratio in the cavitated region. The magnetic field profile at the same time is at
most 2% in error in the case of neglected hydrodynamic motion. This confirms that the
effect of heat flow is far more significant, for the conditions considered, than hydrodynamic
motion of the background. Indeed, the reemergence of a collimating field seen here after
∼1 ps is much sooner than the reemergence seen in [91] due to hydrodynamic motion
alone (∼ 10ps). Thus, the temperature adjustment solely due to hydrodynamic motion
pales in significance to the adjustments due to heat flow. As discussed in section 5.2.2,
the temperature was lower by 40% in the centre of the beam and several factors higher
in the wings when heat flow was included compared to when it was neglected.
5.2.5 Code comparison
The above results can be tested against a recently constructed classical transport code
(CTC) [86]. CTC has the ability to turn off heat-flow effects in the energy equation, a
function not possible in IMPACT. This allows further confirmation of the action of heat
flow in causing the reemergence of a collimating field. Figure 5.12 shows the temperature
and magnetic field profiles at 1500 fs. Notice the presence of the beam hollowing field in
the simulations without heat flow, compared to a beam collimating field present in the
simulation with heat flow. The CTC run with heat flow still predicts the presence of the
beam hollowing field near the y = 10 µm mark, while the VFP simulation predicts beam
collimating in this region. This is due to suprathermal electrons streaming from warmer
regions, preheating the region in and around y = 10 µm in the VFP case. These electrons
are of course absent in the CTC case. This leads to a smoother temperature profile in
the VFP case, as compared to the CTC case, and thus a reduced rate of magnetic field
generation due to resistivity gradients. The peak of the magnetic field is further out in
the VFP simulations, as a result of the enhanced Nernst advection, to be discussed in
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Figure 5.12: Magnetic field profile at 1500 fs (left) and temperature profile at 3000 fs as
predicted by simulations with IMPACT (VFP), CTC with (red) and without (black) heat flow.
A doubly-peaked temperature profile is present in both the VFP simulation and the CTC
simulation with heat flow.
section 6.4 . The temperature profiles for the VFP and CTC (with heat flow) simulations
are in reasonable agreement at 1500 fs. Both exhibit a two peaked profile, while the CTC
run predicts a lower temperature at the centre. This is likely due to the lack of a flux
limiter. A flux-limiter of the form [100]
q =
qB
1 +
∣∣∣ qBgqf ∣∣∣ (5.13)
is implemented into CTC to test this conjecture. Here, qB is the Braginksii heat flow,
and qf = neme(Te/me)
3/2 is the free streaming limit. It is found that the scalar value
g = 0.05 fits the centre of the VFP results very well, but gives poor agreement in the
wings. This is the crux of the issue with fluid codes - their inability to deal with a
suprathermal electron flux. In order to reproduce the full temperature profile predicted
by the VFP simulations, CTC would require some space dependent (and probably time
dependent) flux limiter [115]. This is not investigated further here.
5.2.6 Parameter scan
It would be useful to quantify the effect of thermal conduction in better manner than
that presented in section 5.1. In that section, simple fluid estimates were used to estimate
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the time ttc when the divergence of the diffusive heat flow becomes significant compared
to the Ohmic heating rate. However, as the temperature is given by the time-integrated
energy equation, there will be a delay between the thermal conduction being a significant
contribution to the energy equation, and the effects of thermal conduction actually be-
coming apparent on the temperature profile. As the thermal conduction acts to spread
the temperature profile, an obvious improvement would be to consider the evolution of
the term
σrms =
{∫
dy(Te − 〈Te〉)2∫
dy
}1/2
/ 〈Te〉 (5.14)
as defined by Epperlein [100]. This term can be considered as a measure of the spreading
of the temperature. Higher values of σrms are expected for sharply peaked tempera-
ture profiles, and lower values are expected for a broad temperature profile close to
the average temperature. Figure 5.13 shows the time evolution of σrms for FWHM =
[10, 20, 30, 40, 50]µm. Consider the 50 µm curve up to a time of 2 ps, when heat flow
effects are not important. While σrms levels off as a result of the Ohmic heating rate
saturating, it does not start decreasing. Now considering the 10 µm case; σrms peaks
and starts decreasing at approximately 1200 fs. This is the effect of heat-flow becoming
apparent on the temperature distribution. Note that the red dashed curve in figure 5.13
shows the FWHM = 10 µm curve with the effect of magnetization in the background
artificially suppressed. This again emphasises the importance of including the full mag-
netized transport in this problem. The unmagnetized case predicts a larger spreading of
temperature as those heat flow carrying electrons can pass through plasma more easily
than if magnetization was included.
Figure 5.14 shows a scan of the time for the temperature spreading function σrms to
peak versus FWHM for a range of elements background materials (C, CH2, Al) and a
range of beam to background ratios (shown in parentheses in the legend), with all other
initial conditions kept the same as above. It is useful to compare the characteristics of
these lines to the simple estimates given in section 5.1. To summarise, in section 5.1 it
was shown that the time ttc for thermal conduction to become a significant contribution
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to the energy dynamics of the system had the form
ttc ∝ FWHM/(nf/ne) , (5.15)
where the constant of proportionality varies between 0.787 and 0.5 for low to high Z
plasmas. On comparing equation (5.15) to the plots in figure 5.14, one notices the weak
dependence on Z, and also the linear relationship between the time and the FWHM of
the beam. The relationship between the gradient of the lines and the beam to background
ratio also remains linear to within 15%. Finally, a good rule of thumb seems to be that
the time for thermal conduction to start having a significant impact on the temperature
profile is approximately 2ttc, that is
tfs ≈ 2k(Z) FWHMµm
(vf/c)(nf/ne)
(5.16)
where k(Z) = [0.5 : 0.787], tfs is the time in femtoseconds, FWHMµm is the full width
half maximum of the beam in microns, and vf is the fast electron speed.
5.2.7 Target Engineering
It is interesting to consider the effect of heat flow on target engineering studies. These
studies involve manipulating resistivity gradients to produce a collimating field for the fast
electrons to be guided along [31]. Typically, this is achieved by using a range of atomic
Z in the target. To investigate the effect of heat flow on these schemes, consider the
atomic Z profile shown in figure 5.15. This sinusoidal profile gives Z = 13 at the centre
of the beam and Z = 2.67 at y = ±10 µm. The profile in this region approximately
resembles an aluminum layer sandwiched between two plastic layers. This profile was
used in a FWHM = 10 µm simulation, using a similar procedure to that discussed above.
Note that due to the Gaussian current density profile used, the ∇Z induced resistivity
gradients will be dominant in the region [−10 : 10]µm. Thus the increase in Z outside
this region (due to the full cosine shape) will have only negligible effects. Here it is
assumed that ne is initially homogeneous, i.e. the mass density of materials used is such
that niZ = 10
23 cm−3. While practically unrealistic, this setup isolates the resistivity
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Figure 5.15: Left: Sinusoidal atomic Z profile. Right: Magnetic field at 1500 fs. Notice the
significant collimation near the centre of the beam for the simulations with heat flow included
(red and blue), compared to the simulation with (black).
gradient term and is motivated by a heuristic approach. Also, Robinson and Sherlock
[31] use solid density targets (ne in the range 10
23 cm−3 to 5× 1023 cm−3), whereas the
densities considered here are near solid. Note that the Z profile used yields a peak value
of ∇Z/Z = 0.28 µm−1 at y = 2.5 µm. These parameters correspond very closely to those
used in “run C” of [31].
The right hand plot of figure 5.15 shows the magnetic field at 1500 fs predicted by
IMPACT, and CTC with and without heat flow. A flux limiter was not used in the
heat flow run. The CTC data with heat flow included (red) and the VFP data (blue)
compare reasonably well once again. However, significant departure is observed in the
CTC run without heatflow (black) in the region [−8 µm : 8 µm]. Crucially, there is a
significant collimating field in the region [−5 µm : 5 µm] for the runs with heat flow
included, which is absent in the simulation without heat flow. Thus, one can conclude
that target fabrication simulations, with a similar setup to that considered here, will
underestimate the collimating field over picosecond timescales if heat flow effects are
neglected. The reason being that heat flow effects act to smooth the temperature profile,
and thus support the resistivity gradient field generated by target fabrication. This could
have significant implications for the feasibility of the fast ignitor scheme over picosecond
timescales.
5.3 Conclusion of classical transport effects 113
5.3 Conclusion of classical transport effects
The results in this section show that the effects of heat flow can play a significant role
in determining the electric and magnetic fields in a beam-plasma system, for near solid
densities. The heat flow spreads the temperature profile such that ‘beam hollowing’ [74]
fields are overcome, over picosecond timescales. The reemergence of a collimating central
field may be important in the fast ignitor scheme, where the establishment of collimating
fields is crucial in guiding fast electrons to the fuel core. A range of beam full width half
maxima (FWHM) were used to show the dependence of the temperature spreading on
heat flow. For FWHM = 50 µm, the heat flow has negligible effect on the temperature
and magnetic field profiles over several picosecond. For FWHM = 10 µm, the heat flow
driven reemergence of a collimating field was found to occur over ∼ 1 ps. These have been
investigated for a range of materials and beam to background ratios. An approximate
rule of thumb for calculating when these effects become important is given in equation
(5.16), and shows that this time scales linearly with the beam FWHM and is inversely
proportional to the beam to background ratio. In other words, tighter beams will create
sharper temperature gradients, and will give rise to thermal conduction effects occurring
sooner. Additionally, smaller beam to background ratios reflect the larger heat capacity
of the background plasma and also smaller fast electron current density, both of which
reduce the Ohmic heating rates, and thus extend the time for thermal conduction to
become significant.
Over multi picosecond timescales, the FWHM = 10 µm simulations produced a two-
peaked temperature profile. This was shown to be due to the reestablished collimating
magnetic field perturbing the heat flow profiles such that more energy was deposited a
few microns from the centre of the beam. This effect depends crucially on the magnetic
field reducing the penetration of those heat flow carrying electrons in that region. The
effect of hydrodynamic motion, including the jf × B force, was considered. Its effects
were shown to be negligible when compared to the effects of heat flow over the timescales
considered. These simulations were performed using IMPACT with a rigid beam fast
current density as a source term in Ampere’s law (and the hydrodynamic equation of
motion). These results and conclusions have been tested and confirmed using the same
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setup in a classical transport code CTC [86]. While agreement between the VFP and
classical transport results are similar, there is still some disagreement to be explained.
Specifically, the apparent enhancement of the Nernst velocity in the VFP case compared
to the predictions of classical transport theory. This discrepancy is examined in the
Chapter 6.
5.3.1 Discussion
Many of the results in this chapter use a beam to background ratio of nf/ne = 0.01,
corresponding to a peak fast electron current density of 4.8× 1016 A m−2 . To put this
into the context of laser generated fast electrons, and thus fast ignition studies, this
current density corresponds to a laser intensity of I20 = 0.048εMeV/ηL, where I20 is the
laser intensity in units of 1020 W cm−2, and εMeV is the average fast electron energy in
MeV. For laser to fast electron conversion efficiencies in the range 0.1 to 0.5 and fast
electrons of no more than a few MeV (as required by FI), this puts I20 in the range 0.1
to 1. This range of intensities, and also the range of full width half maxima used for the
beam, all accord well with that required by the fast ignitor scheme (see section 1.2 of
Chapter 1). While the background densities simulated here are of course not on the order
required for fusion burn, the fast electrons are still required to travel from the critical
density, with number density of O(1021)cm−3, to the highly dense core, with number
densities of O(1026)cm−3. Thus, the fast electrons will experience conditions similar to
those described above at some point in their journey from the critical density to the dense
fuel core. Furthermore, the 10 ps-20 ps long laser pulse durations will allow sufficient time
for the thermal conduction effects to become important in parts of the plasma.
Equation (5.16) can be recast in the (practically) more useful form
tfs ≈ 70FWHMµmn30εMeV/(ηLI20) (5.17)
where n30 is the background electron number density in units of 10
30 m−3. Note that
this does not take into account the coupling efficiency of the fast electron energy to the
target. Fast electrons will slow down and spread as they propagate through the target,
reducing the background heating and also the thermal conduction effects.
5.3 Conclusion of classical transport effects 115
The phenomena discussed in this chapter are most relevant to experimental studies
involving fast electron collimation/hollowing effects in laser-solid interactions. Apart
from experiments tailored to specifically study these effects [75] [116] [117] [118][99], [119],
resistive collimation is of importance in calculating fast electron divergence angles in laser-
solid interactions. Summaries of these experimental campaigns are given by Green et al.
[58] and Norreys et al. [120]. In most of the experiments mentioned by Norreys et al., and
in the tailored experiments cited above, the laser intensities were too small for thermal
conduction effects to be important over the (< 1 ps) pulse durations (as predicted by
equation (5.17)). One exception to the < 1 ps pulse durations was experiments of Green
et al. at the Vulcan PetaWatt laser facility. Green et al. reported laser intensities of
5× 1019 W cm−2, pulse durations of 5 ps, and FWHMµm = 7-10. Equation (5.17) predicts
that thermal conduction could be important after 3 ps, but this depends on the exact
values of ηL and n30 used and εMeV.
A repeat of the Norreys et al. experiment [75] with a pulse duration of 4 picosec-
onds may be a possible avenue for near-term future experiments. These experiments
observed the annular formation of the fast electrons at the back of the mylar targets for
the higher intensity experiments (3× 1019 W cm−3). Equation (5.17) predicts a time of
approximately 3 picoseconds for thermal conduction effects to appear. It is hoped (by
the author) that by extending the pulse duration, the annular electron beams inferred
by Norreys et al. [75] would disappear as a result of the phenomena discussed in this
chapter, and would make an interesting experimental campaign.
The results discussed in this chapter may be of significance to current simulation
work in the field, especially on the collimation of fast electrons by resistivity gradients.
Robinson et al. [98] simulate a “switchyard” of resistivity gradients to provide a low
divergence path for fast electrons through the cone. Robinson used solid density carbon
switchyards and cone of a similar density and starting temperature to that considered
in this work (n30 = 0.3-0.6, T = 100 eV), a laser intensity of I20 = 4, and an efficiency
ηL = 0.5. For a laser spot size of 30 µm, the predicted time for thermal conduction effects
to become significant is approximately 3 ps, well within the 18 ps pulse duration simulated
by Robinson et al.. Furthermore, the enhancement of the fields generated by resistivity
gradients (as discussed in section 5.2.7) is likely to be significant in the switchyard. This
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may enhance the impact of the switchyards, allowing more fast electrons to be diverted
along the switchyards, and thus possibly enhance the fast electron energy coupling to
the core. The hybrid code used by Robinson et al. (ZEPHYROS [99]) is based on
the conventional Davies hybrid code discussed in Chapter 1, and thus does not include
thermal conduction.
In [121] Perez et al. use a conventional hybrid code to explain the results of an
integrated FI experiment [119]. In Perez et al. [119], cylindrical compression of a plastic
foam is followed by a 10 ps, 5× 1018 W cm−2 heating laser in the transverse direction
to the compression. They observed a collimated or scattered fast electron beam (from
copper Kα-emission) at the back of the foam target, depending on the density of foam
used and the compression timing. For the case of the low density foam (0.1 g cm−3) they
observed an increasingly collimated fast electron beam for longer compression-heating
delays. In [121], hybrid simulations suggested that this was due the to reduced Ohmic
heating at the peak of the shock (as a result of the higher density, and thus higher heat
capacity there) compared to the rest of the foam. In the Spitzer regime, the resistivity
will be a minimum on the shock, and thus fast electrons will be collimated onto the
location of the shock. From data given in [121] and equation (5.17), the effect of thermal
conduction is likely to be important in the range 0.5 ps to 3 ps (depending on the density
considered), well within the 10 ps pulse duration. The effect of thermal conduction is likely
to reduce the magnitude of the rate of collimating magnetic field generation by softening
the temperature gradients. Thus, the collimation effects in the hybrid simulations may
be overestimated.
Having speculated on the relevance of the simulation work presented here to current
and future studies in the field, it is important to remember that these are 1D simulations.
Higher dimensional studies may significantly change the conclusions. 2D simulations are
presented in Chapter 9. Also, in assessing the validity of this work to recent and future
experiments, it should not be forgotten that the VFP/Spitzer approximation is not valid
in the limit of solid density targets at room temperature, and that material effects play an
important role at the start of the experiment. After some time, however, the background
plasma will heat up sufficiently, in the main beam or in the fast electron filaments, such
that the VFP treatment becomes valid and the above results will be valid.
Chapter 6
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The previous chapter discussed the evolution of the system using the transport coefficients
and fluid quantities. These transport coefficients are modified from their Braginskii [35]
values by non-Maxwellian phenomena. As IMPACT has the ability to some of these phe-
nomena, it is interesting to consider the extent to which the distribution function departs
from a Maxwellian in the above simulations. This section discusses the evolution of the
distribution function from a Maxwellian distribution, and the changes in the transport
coefficients induced as a result.
A kinetic analysis of the simulations presented in Chapter 5 is rather complicated,
as one must consider flows in velocity space as well as coordinate space. To simplify
the discussion, a methodical approach is taken in this chapter. First, 0D dynamics are
discussed. In particular, the influence of the Ohmic heating term and electron-electron
collisions are discussed in isolation. This takes place in section 6.2. In section 6.3,
the effect of spatial flows are introduced by considering the FWHM = 10 µm carbon
simulation 1D simulation presented in the previous chapter. The issue of calculating
transport coefficients for possibly non-Maxwellian distribution function is discussed in
section 6.4, and a new method for calculating said transport coefficients is outlined. The
effect that the distorted distribution function has on the α⊥ resistivity coefficient and on
the Nernst advection coefficient β∧ is analysed.
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6.1 Evolution of the distribution function
To investigate the evolution of the isotropic part of the distribution function, it is in-
structive to consider the f0 equation
∂f0
∂t
= −v
3
∇ · f1 + e
3mev2
∂
∂v
(v2E · f1) + Cee0 . (6.1)
The first term on the RHS accounts for flows in coordinate space due to spatial gradients.
On taking velocity moments, this terms provides the ∇·j term in the continuity equation,
and the∇·q term in the energy equation. The second term on the RHS gives rise to Ohmic
heating effects in the energy equation, but is absent from the continuity equation. The
final term on the RHS is the electron-electron collision term, which tries to redistribute
the energy in the distribution such that it more closely resembles Maxwellian. Dissecting
the evolution of f0 into contributions from each term is complicated by the interaction of
each of these terms with each other. Thus, it is useful to consider these terms in isolation
where possible.
6.2 Ohmic heating and Cee0 effects in 0D
To consider the Ohmic heating and electron-electron collision terms in isolation it is useful
to consider the evolution of a 0D system. By 0D it is meant that all spatial gradients
and flows in space are neglected, and only the velocity space dynamics are considered.
Practically, this can be easily and quickly achieved by considering a system with one
spatial cell. The system considered here is the same as the carbon simulations described
in the previous section: a fast current of 4.8× 1016 A m−2 is imposed on a system with
Te0 = 100 eV, ne = 10
23 cm−3 and Z = 6.
6.2.1 Ohmic heating and Cee0 effects: early times
The top plot in figure 6.1 shows the v2f0 profiles in velocity space, 1 fs and 12.5 fs after
imposing the fast current, for a system where the effects of electron-electron collision in
the f0 equation have been neglected. These profiles v
2f0 are particularly illuminating
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Figure 6.1: Top: Plot of v2f0 vs v at 1 fs and 12.5 fs when electron-electron collisions are not
considered. Middle: Plot of v2f0 vs v/vth at 12.5 fs with (blue) and without (black) electron-
electron collisions. Bottom: log10 plot of middle.
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as they indicate the contribution of each velocity ‘bin’ to the number density. Ohmic
heating is due to the collisional nature of those electrons comprising the background
return drift current. The electric field, set up to neutralise the fast current passing through
the plasma, accelerates background electrons. These background electrons then collide
with the ions, which randomises their momenta, and thus increases the temperature of
the plasma. The peak contribution to the background drift current is made by those
electrons at approximately 1.5vth, corresponding to v = 1.1× 107 m s−1 at 1 fs and v =
1.7× 107 m s−1 at 12.5 fs. The overall effect of Ohmic heating is to remove electrons from
the region below 1.5vth and then deposit them in a higher velocity ‘bin’. This agrees with
that shown in the top plot of figure 6.1. The important thing to note from the top plot in
figure 6.1 is that those highly collisional electrons, below approximately 0.4× 107 m s−1,
do not contribute significantly to this process, effectively because they are too collisional
to contribute significantly to the return current.
The middle and bottom plots of figure 6.1 shows the effect of electron-electron colli-
sions on the distribution function, at 12.5 fs. Note that the horizontal axis is now v/vth to
aid the discussion below, where vth = 1.11× 107 m s−1 at this time. The electron-electron
collisions have acted to redistribute the energy gain due to Ohmic heating among the ve-
locity cells in a ‘Maxwellian’ manner. While, the blue curve is indeed much closer to the
Maxwellian (red dashed) curve than the black curve, the electron-electron collisions have
not been successful enough to reproduce a Maxwellian distribution. This is due to two ef-
fects. Firstly, the velocity dependence of the electron-electron collision frequency means
that those moderately energetic (1.5 to 3vth) to highly energetic electrons are able to
linger in a non-Maxwellian shape for longer than those lower energy electrons. Secondly,
these moderately energetic electrons may contribute significantly to the temperature mo-
ment of the distribution function. Indeed, the peak contribution to temperature moment
is made by those 1.4vth electrons. These temperature carrying, self-collision avoiding
electrons act to distort the distribution function from that predicted by a Maxwellian
at the same temperature. A Maxwellian distribution would distribute the energy more
‘evenly’ such that fewer immobile electrons exist, and more high energy electrons exist
in the tail (v > 3vth), as shown in the bottom plot of figure 6.1.
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Figure 6.2: Plots of (v/vth)2f0T 3/2 at 500 fs, 1500 fs, and 3000 fs on a linear (left) and
log10 scale (right). The departure from Maxwellian decreases at late times as electron-electron
collisions ‘catch-up’ with the saturating Ohmic heating.
6.2.2 Ohmic heating and Cee0 effects: late times
Figure 6.2 shows the late time evolution for the 0D system, compared to that predicted by
a Maxwellian. To study the departure from a Maxwellian distribution over these times,
it is useful to consider the quantity (v/vth)
2f0T
3/2
e against v/vth, which is independent of
temperature for a Maxwellian, and is thus a constant in time (where hydrodynamics is
neglected). As time progresses, the temperature of the plasma increases, and the Ohmic
heating rate saturates. This allows electron-electron collisions the opportunity to slowly
push the distribution back towards a Maxwellian. Indeed, this is clearly shown in the
evolution of the energetic tail on right hand plot of figure 6.2. The departure of the tail
from Maxwellian is reduced at 3vth, while the Ohmic heating rates continue to ‘heat’
at higher velocities. At low velocities (. 3vth), some departure from Maxwellian still
persists. Again, this is due to the contribution of the energetic tail to the temperature,
which is spread more ‘evenly’ in the Maxwellian case.
6.3 Spatial flows
To consider the effect of spatial gradients and flows on the distribution function, results
from a FWHM = 10 µm, 1D carbon simulation with Te0 = 100 eV, ne = 1023 cm−3 are
used. Spatial flows will redistribute particles in space. It is expected that the spatial
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Figure 6.3: Temperature scale length divided by the thermal mean free path at 500 fs and
1500 fs.
redistribution in the aforementioned system will become non-local at some point. By
non-locailty, it is meant that energetic electrons in a hot region of plasma can travel
unhindered to a colder region of the plasma and can significantly influence the dynamics in
that region. If the temperature gradient between the hot and cold regions of the plasma is
very large, the incoming hot electrons will outnumber the ‘local’ electrons in the moderate
to high energy regions of velocity space. This non-local tail can significantly distort the
distribution in the cold region from a Maxwellian. Also, the loss of hot electrons from
the hot region of the plasma may impact the dynamics of the hot region of the plasma.
The degree of non-locality depends on the temperature scale length. Confirmation of the
non-local nature of the simulation is given by figure 6.3, which shows the temperature
scale length LT = Te/|∂yTe| divided by the thermal mean free path. At 500 fs, LT/λth has
a minimum value of 63. For non-local effects, the mean free path of those classical heat
flow carrying electrons (at 3vth) must exceed the temperature scale length [100], [122].
Non-local effects are thus likely to be important for LT/λth > 81, a condition met here.
This non-local behaviour complicates the discussion. In the discussion that follows, it is
helpful to consider the mean-free-path and gyro-radius of a specific electron with speed v
λei = λ100
(
v
vth
)4(
Te
100 eV
)2
(6.2)
rg =
λ100cB
ωgτth
(
v
vth
)(
Te
100 eV
)2
(6.3)
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Useful transport parameters at 500 fs (11 µm,8 µm) and at 400 fs (0 µm)
y (µm) Te (eV) ωgτth v/vth λei (µm) rg (µm)
1 0.002 0.2
3 0.2 0.6
11 128 0.015 5 1.3 0.9
7 5.0 1.3
9 13.8 1.7
1 0.03 7.7
3 2.1 23.0
8 450 0.0045
5 16.2 38.3
7 62.2 53.4
1 0.13
2 2.1
0 1005  0.001
3 10.5
 100
4 33.1
Table 6.1: Table of temperatures, hall parameters, mean free paths, and Larmor radii at
specific points along the y-axis at 500 fs (11 µm and 8 µm) and 400 fs (0 µm).
where λ100 = 1.28 nm is the thermal mean free path at Te = 100 eV for the background
plasma, and cB = 3
√
pi/4. Table 6.1 contains some values of λei and ωgτth (for the
FWHM = 10 µm simulation presented in Chapter 6, section 5.2.2), at y = 11 µm and
y = 8 µm at 500 fs, and at y = 0 µm at 400 fs.
Figure 6.4 shows T
3/2
e f0(v) for y = 0µm at 400 fs and y = 11µm and y = 8µm at
500 fs, and also T 3/2∂tf0(v) at y = 11µm and y = 8µm at 500 fs, and y = 0µm at 400 fs.
To aid the discussion, negative contributions are shown as dashed lines on the log-plots.
The T
3/2
e ∂tf0(v) plot at y = 0 µm shows a large loss of hot electrons in the range 2vth
to 4vth. As shown in table 6.1, these 2vth to 4vth electrons have collisional ranges in
the region of 2 µm to 30 µm, and as such can pass through large regions of the plasma
almost unhindered. These electrons take approximately 100 - 250 fs to travel a distance
of 10 µm if travelling unhindered. Hence, showing T 3/2e ∂tf0(v) at 0 µm at a time 400 fs
gives some insight into the effect of these electrons approximately 10 µm away at 500 fs.
These hot electrons stream from the centre of the system down temperature gradients,
and contribute to the growth of the hot tail in the range 5vth to 7vth at y = 8 µm, and
also to the hot tail in the range 5vth to 11vth at y = 11 µm. Indeed, the velocities of these
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groups of electrons are all in the same range, 0.1c to 0.25c 1. The growth of a hot tail at
a given point also depends, of course, on those hot electrons at every point in the system
that are able to reach that given point, not just those hot electrons leaving the hottest
region. This simple picture of electrons streaming from the hot centre is, however, rather
instructive.
The influx of hot electrons from warmer regions to the point y = 11µm is so significant
that a doubly-peaked distribution function forms2. By comparing the y = 11µm and
y = 8µm plots, the reason for the development of the doubly peaked distribution in the
former case but not in latter case becomes clear. In the y = 11µm case, the influx of
hot electrons from hotter regions makes up an energetic tail that is distinct from the
main Ohmic heating profile. This along with the relatively infrequent electron-electron
collisions in the tail region allows the second peak to grow. In the y = 8µm case, the
temperature is higher. Thus the influx of hot electrons contributes to a part of distribution
function that is already being populated by the Ohmic heating term. Therefore, the
regions of velocity space in which the Ohmic heating term and heat-flux terms contribute
become somewhat blurred.
It is interesting to note that the Ohmic heating rate has been distorted from that
predicted by a Maxwellian, particularly in the tails of the distribution. At y = 0 µm this
can act to replenish the suprathermal electrons leaving the region, especially in the range
4vth to 5vth. Notice that for v > 5.5vth, the Ohmic heating rate for these electrons is
lower than that predicted by a Maxwellian. This is partly due to the flux of hot electrons
from the central region has reduced the numbers of these electrons, and partly due to the
aforementioned ‘even’ distribution of energies provided by a Maxwellian.
Another feature apparent in the plots is the loss of particles at low velocities, 0 to 3vth
at y = 11µm, and ∼ 2vth at y = 8µm. This is due to a replenishing flux of low energy
1Note that the maximum velocity grid point is at approximately 0.4c. As IMPACT is non-relativistic,
this constitutes neglecting the ∼ 8% change in the relativistic γ-factor. As the Ohmic heating rate is
self saturating, electron-electron collisions act to reduce the effect of the tails of the distribution at late
times, and because the background plasma dynamics is still largely dominated by the main body of the
distribution, 8% is certainly an overestimate of the error due to the neglect of relativistic effects. Note
that at 0.25c this correction is ∼ 3%, and at 0.1c the correction is ∼ 0.5%.
2Note that the presence of a non-monotonically decreasing distribution function does not result in an
instabilty (e.g. Bump on tail) in this case. This is essentially due to the collisionality of the system and
due to spatial inhomogeneities.
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Figure 6.4: Top Left: Plots of the distribution function for y = 11, 8 µm at 500 fs, and for
y = 0 µm at 400 fs. The y = 11 µm case has developed a doubly peaked distribution. Clockwise
from top right, the rate of change of the distribution function at y = 0 µm at 400 fs, and 11, 8 µm
at 500 fs. Negative values are denoted by the dashed curves. The y = 0 µm case shows a large
loss of particles due to heat-flow (green) for v & 2vth. These heat-flux carrying electrons partially
account for the sources at v & 3vth at y = 8 µm (bottom left) and v & 5vth at y = 11 µm, and
thus the energetic tails observed at y = 11, 8 µm (top left). Notice the flux of low to moderately
energetic electrons (v . 3vth) from y = 11, 8 µm to y = 0 µm. These electrons partially replenish
those energetic particles lost at y = 0 µm to maintain quasi-neutrality. Notice the distortion of
the Ohmic heating profile (red) compared to the predicted Maxwellian case (blue). This is due
to the fact that the Ohmic heating profile itself does not give a Maxwellian distribution, the
effect of heat-flux carrying electrons, and due to the relatively low rates of Maxwellian-restoring
electron-electron collision rates for moderate to high energy electrons.
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electrons from cold to hot regions, necessary to maintain quasineutrality.
6.4 Comparison to Classical Transport Theory
In the previous section, non-Maxwellian distributions were found to be present in some
of the simulations discussed in section 5.2.2. Furthermore, it has been mentioned that
the assumption of a Maxwellian distribution was not used in calculating the transport
terms (e.g. resistivity terms, thermoelectric terms). A natural question therefore arises:
how does one attribute a classical ‘label’ to phenomena occurring in a non-Maxwellian
situation? In order to explain how this can be done, it is important to first review the
approach to classical transport theory made by Epperlein [42], [43]. Epperlein began with
the f1 equation in 2D x-y geometry, with a magnetic field along the z-axis. Neglecting
the contribution of the electron inertia term, yields
v∇f0 − E∂f0
∂v
− ω × f1 = −A
v3
f1 , (6.4)
where A = Y Z2ni ln Λei, and E and ω are the electric and magnetic fields, respectively,
normalized to e/me. The procedure used by Epperlein amounted to rewriting equation
(6.4) in terms of f1, then taking the cross-product of this equation with ω (making use
of the vector triple product on the term ω × ω × f1 ), and then substituting in for the
ω × f1 term in (6.4). This yields an expression for f1 in terms of f0 alone
f1 = − v
3
A(1 + ω2v6/A2)
{
v∇f0 − E∂f0
∂v
+
v4
A
ω ×∇f0 − v
3
A
ω × E∂f0
∂v
}
. (6.5)
Substituting in for a Maxwellian f0, taking the integral
− (4pie/3)
∫ ∞
0
f1v
3dv = jr (6.6)
and re-writing the resulting equation in terms of E yields an expression for the electron
momentum equation (sometimes referred to as Ohm’s law)
meneE = meα · j
eτth
+
me
e
j× ω −∇Pe − neβ · ∇Te , (6.7)
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where α and β are the dimensionless resistivity and thermoelectric tensors, which are
composed of various moments of f0.
For a Maxwellian distribution, the form of (6.7) is relatively simple, especially in
the form taken by the spatial gradient term neβ · ∇Te. The form for a non-Maxwellian
distribution is not quite so straight forward. Not only are the values of the transport
coefficients α and β modified, but this situation may also necessitate a more general
approach, in which it may not be possible to express the electron momentum equation
as simply as that shown in equation (6.7). The modification of the transport coefficients
due to non-Maxwellian distribution functions has been considered [46], [48]. Those pub-
lications have focused on the case of a super-Gaussian f0 due to inverse-brehmsstrahlung
heating of the plasma. Sherlock [14] has shown the departure of the resistivity from clas-
sical transport theory under different circumstances, specifically the case of a fast electron
beam propagating through fast-ignition inspired background plasma. The departure in
his case was due to fast electrons propagating through a region of background plasma
where nf ∼ ne/10 and thus vd ∼ vth, necessitating the inclusion of higher order fl terms
in the calculation of the resistivity. In these simulations, the beam to background ratio
is an order of magnitude smaller than in Sherlock’s work, and by 100 fs the ratio vd/vth
is less than 0.1. Thus, the higher order fl observed by Sherlock are not expected to be
important here. Further justification for this assumption is given later, when the effects
of including f2 are discussed. Additionally, Sherlock’s work only looked at unmagnetized
transport, whereas this work focuses on the magnetized case.
From the brief review of Epperlein’s work above, it may seem tractable to rework the
derivation for a two-temperature Maxwellian. However, it will be more fruitful to consider
an arbitrary f0 reworking of the problem, and use the simulation data to investigate
modifications to the transport coefficients. Consider proceeding from equation (6.5) as
Epperlein did, but without making the f0 = fM approximation. Taking the current
moment yields the new expression
j = I1 − EI2 + ω × I3 − ω × EI4 , (6.8)
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with the integrals
I1 =
∫ ∞
0
∇f0Θ(v)v4dv (6.9a)
I2 =
∫ ∞
0
∂f0
∂v
Θ(v)v3dv (6.9b)
I3 =
1
A
∫ ∞
0
∇f0Θ(v)v7dv (6.9c)
I4 =
1
A
∫ ∞
0
∂f0
∂v
Θ(v)v6dv (6.9d)
where
Θ(v) =
4pie
3A
v3
(1 + ω2v6/A2)
. (6.10)
Again, the ω × E term in (6.8) is cancelled by substituting ω×(6.8) into (6.8). After
rearranging, this yields
ΞE = −j− j× ω I4
I2
+ I1 + I3ω
2 I4
I2
+ ω × (I3 − I1 I4
I2
) (6.11)
where Ξ = I2 +ω
2I24/I2. This approach is summarised in Appendix D, and a prescription
for calculating the intrinsic heat flow vector (in a comparable form to equation (2.24))
is also given. By comparing equation (6.11) with (6.7), the classical equivalents of the
above terms become clear. Table 6.2 shows the non-classical transport terms and their
classical equivalents. Evaluating these new modified transport coefficients is intractable
from an analytical point of view, unless the distribution function takes a relatively simple
form, e.g. Maxwellian, super-Gaussian. From a computational point of view, it is quite
convenient to use the above approach to calculate the modified transport coefficients based
on the output from the simulation. From this point on, any reference to the transport
coefficients seen in a VFP simultion refers to those transport coefficients calculated by
the above approach. Any reference to classical transport coefficients or Braginskii values,
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Classical Non-classical comparison
Effect Classical Non-classical
Resistivity η
meα⊥
τBe2ne
−me
e
1
Ξ
Hall field and α∧ correction j× ω me
e2ne
[
1 +
α∧
ωτB
]
−j× ωme
e
I4
I2
1
Ξ
Pressure gradient and β⊥ correction −β⊥
e
∇T − 1
ene
∇P me
e
[
I1 + ω
2I3
I4
I2
]
1
Ξ
Thermoelectric β∧ term −β∧
e
ω
|ω| × ∇T
me
e
ω ×
[
I3 − I1 I4
I2
]
1
Ξ
Table 6.2: Arbitrary f0 transport coefficients, and their classical transport equivalents, found
by comparing equation (6.8) to (6.7).
refers to those transport coefficients calculated by Epperlein3.
Resistivity effects
Figure 6.5 shows a comparison of the ηjr term in Ohm’s law for the f0 predicted by the
code, and for a Maxwellian distribution at every point along the y-axis with a temperature
Te(y) given by the simulation. The data used is from an FWHM = 10 µm simulation
at 500 fs. The fM case reaches values 20% larger than the f0 case. The right-hand
plot in figure 6.5 shows the difference between the dimensionless resistivity coefficient
α⊥ predicted using the equation given in table 6.2 and that predicted by Braginskii.
The variation of the Braginskii value along y can only be due to the variation of the
magnetization ωgτth. At 500 fs, ωgτth peaks at 0.015 at y = 11 µm, and thus a large
variation in α⊥ is not expected. It appears as if the effect of varying magnetization is
3Epperlein’s approach is of course equivalent to using equations given in table 6.2 with f0 = fM
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Figure 6.5: Left: Profiles of ηjr in Ohm’s law predicted by the distribution function f0 (blue)
from the simulation, and by fitting a Maxwellian distribution fM (red) to every point along the
y-axis using the temperature profile predicted by the code. The smoother profile in fM case will
alter the magnetic field profiles produced. The simulation data for FWHM = 10 µm at 500 fs
are used.
Right: Profiles of the dimensionless resistivity α⊥ for distribution functions f0 (blue) and fM
(red). Significantly more variation is observed for the simulation results, than predicted by the
Maxwellian case. The simulation data for FWHM = 10 µm at 500 fs are used.
enhanced in the VFP case. To see why this is the case, consider the VFP value of α⊥
α⊥ = −τthene
Ξ
= − τthene
I2 + ω2I
2
4/I2
. (6.12)
A calculation of the values of I2 and I4 shows that the I2 term is dominant contribution
at this time. In figure 6.6 the form of the integrand of I2 is shown for y = 11µm and
y = 8µm. The variation of α⊥ can be explained by the form the integrand dI2 at these
two points and with reference to the discussion in section 6.
At y = 8µm, the contribution to form of the integrand by the effects of magnetization
is negligible. The value of α⊥ at the this point in space is therefore determined only by the
form of f0(v). Compared to the Maxwellian form, the value of the integrand is reduced
at low velocities, but there is a large contribution from a peak at v ≈ 5vth to v ≈ 7vth.
The distortion at low velocities is caused partly by the Ohmic heating operator, partly by
the flux of lower energy particles from colder region moving to maintain quasineutrality,
and partly due to the more ‘even’ distribution of energies predicted by a Maxwellian.
The peak at high velocities is due to the influx of hot electrons from the centre, and
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Figure 6.6: Left: Linear and log10 plots of the resistivity integrand dI2 at 500 fs at y =
11 µm (left) and y = 8 µm (right). Notice the strong contribution from an energetic tail of the
distribution for both cases. The magnetization more strongly effects the value of the integrand
in the y = 11 µm (left) case than the y = 8 µm (right) case. The reduction of the integrand
at moderate velocities (∼ 2vth) compared to the Maxwellian case is due to the more ‘even’
distribution of energies in the Maxwellian case. The y = 11 µm (left) integrand contains a
negative contribution (dashed curves) at v ≈ 5vth due to the presence of a doubly-peaked
distribution function at this point.
132 Chapter 6. Non-Maxwellian phenomena 1D rigid beam simulations
warmer regions of the plasma. Overall, this means that the value of I2 is larger than
the Maxwellian value, leading to a lower value of α⊥ at this point than predicted by
Braginskii. Physically, the current in this region contains a significant contribution from
faster, less collisional, electrons, which contribute less (more) to the resistivity (value of
I2) than in the case of a Maxwellian f0. Notice the smaller contribution to the resistivity
integral at moderate velocities (∼ 2vth) in the f0 case compared to the fM case. This
is partly due to the Ohmic heating operator, and due to the more ‘even’ distribution of
energies in the Maxwellian case.
At y = 11µm a similar story emerges for the case if the effects of magnetization
are artificially suppressed by setting Ω = 0 in the integrand. Including the effects of
magnetization, however, significantly reduces the contribution of the peak at v ≈ 7vth to
v ≈ 11vth, leading to a lower (larger) value of I2 (α⊥) at this point. It is instructive to
consider the values of mean free paths and gyro-radii listed in table 6.1 on page 123.
At y = 8 µm, the Larmor radii are of the order of 10s of microns, and the mean free
paths are even longer. Neither collisions nor gyromotion are expected to be important
for the high energy tail at this point. At y = 11 µm, the Larmor radius ranges from
0.93 µm to 2.0 µm for those electrons in the range v = 5vth to v = 11vth, while their mean
free paths are generally larger. It is clear that the mobility these electrons are reduced
by the presence of the magnetic field. To see how this acts to increase the resistivity
at this point, consider the following argument presented by Braginksii [35]. When an
electric field produces an electron drift velocity, the transport of electric current depends
more on moderately fast electrons than slow ones, due to the velocity dependence of the
Coulomb collision operator. In the presence of a magnetic field, these moderately fast
electrons may have reduced mobility, and hence more of the electric current must be
carried by the slower, more collisional electrons. This results in a larger resistivity than
in the non-magnetized case (all else being equal).
There is also another source of increased resistivity at this point. The contribution
to I2 is negative at v ≈ 5vth to v ≈ 6vth (denoted by dashed line). This is due to the
presence of a double peaked distribution function at y = 11µm, and hence a positive value
of ∂vf0. Physically, the loss of particles with momentum slightly below the ‘bump’ to
lower momenta (due to electron-ion collisions) is more than compensated for by the gain
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Figure 6.7: Left: Integrand of I3 at a point in the region y = 12 µm to y = 14 µm at 500 fs.
Right: Spatial profile of I3 at 500 fs
in particles falling from higher momenta. The velocity bins just lower than the bump
therefore experience a net gain of electron momentum as a result of cascading electrons
from higher velocities. This jump in momentum appears as a negative contribution to
the resistivity (force in the in opposite direction). Note that this does not mean that
individual electrons gain momentum from collisions, rather it is the net momentum in
each velocity bin that is important here.
Nernst advection effects
The non-local flux of hot electrons from hotter regions to colder regions also contributes
significantly to the Nernst effect. In section 5.2.2 an estimate of the classically predicted
Nernst advection speed was given. Classical transport theory predicted a Nernst velocity
an order of magnitude lower than observed in the simulation. Following from the previous
subsection, a new measurement can be made of the non-classical Nernst advection speed.
Proceeding as in section 5.2.2, and using the modified transport coefficients shown in table
6.2, the average Nernst velocity in the region y = 12 µm to y = 14 µm in the time 500 fs
to 1500 fs is calculated as 1.4 µm ps−1. This is in excellent agreement with the expected
∼ 1.5 µm ps−1. To see the cause of this enhanced Nernst velocity, consider figure 6.7. The
left plot compares the integrand of I3 at a point in the region y = 12 µm to y = 14 µm at
500 fs to that predicted by a Maxwellian. As expected from the Maxwellian, the integrand
peaks at approximately 2.5vth, i.e. those electrons which classically carry heat flux down
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Figure 6.8: Left: Comparison of the dimensionless resistivity coefficient at 3 ps predicted by
the simulation and by predicted by Braginskii. Right: Comparison of the integral I3 at 3 ps
predicted by the simulation and by predicted by Braginskii. Notice the reemergence of classical
transport theory, especially in range −10 : 10 µm. These should be compared to figures 6.5 and
6.7.
temperature gradients. The case for the simulation f0 is quite different. While there
is still a peak at the position of the classically predicted peak, at approximately 2.5vth,
there is a larger peak at 4vth. This peak is caused by the suprathermal flux of electrons
passing through this point. Indeed, the effect that this has on the spatial profile of I3
is clearly shown in the right hand plot of figure 6.7. For a Maxwellian distribution, the
value of I3 will have the form G(Te, ωgτth)∇Te, where G is some function of ωgτth and
Te. Compared to this spatial profile of I3 predicted by a Maxwellian, the f0 profile is
significantly distorted. I3 is enhanced at the head of the heat front, as a result of the non-
local flux of electrons, while being reduced at the main body. This reduction is due to the
‘flux-inhibition’ discussed in [16]. The right hand plot in figure 6.7 suggests that Nernst
effect no longer only leads to advection of the magnetic field down temperature gradients,
but rather is dragged by non-local heat-flow also. This modified Nernst velocity is higher
as a result of the less collisional nature of these suprathermal electrons.
Reemergence of classical transport theory over multi-picosecond timescales
From the analysis presented in section 6.2.2, it seems that non-Maxwellian behaviour
is somewhat suppressed over long timescales. This was shown to be due to the satura-
tion of Ohmic heating rates as the temperature grows, and due the insidious effect of
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electron-electron collisions in destroying non-Maxwellian features in velocity space. This
Maxwellian seeking behaviour should be apparent in the calculation of the transport co-
efficients at this time. This effect was briefly alluded to in Section 5.2.3. Figure 5.10 on
page 104 showed plots of the heat-flow predicted by the code at 2 ps and that predicted
by using a Maxwellian distribution. The Braginskii heat-flow does reasonably well in
reproducing the simulation results, with the exception of near the head of the heat front,
where suprathermal electrons carry a significant proportion the heat flow.
Further confirmation of this can be seen in figure 6.8 where the dimensionless resis-
tivity coefficient and the integral I3 are compared to their Maxwellian predicted values
at 3 ps. These profiles should be compared to the profiles at 500 fs given in figures 6.5
and 6.7. At 3 ps the Maxwellian values compare very well to the simulation values in the
range −10 µm to 10 µm. There are several reasons for this. As previously mentioned, the
Ohmic heating term is self-saturating, reducing the distortion from a Maxwellian caused
by this operator. Hence, the growth of high energy tails in the system, discussed in the
previous section, will reduce. Also previously discussed is the fact that electron-electron
collisions act to force the distribution to a Maxwellian one. While these collisions will
be most vociferous in the low energy part of the distribution, they also act to reduce the
tails. In addition to these aforementioned phenomena, the magnetic field seems to have a
significant impact on the transport coefficients at this time. Indeed, the region of greatest
agreement between the plots, certainly in the case of α⊥ occurs in the region where the
Hall parameter is highest (see figure 5.9 on page 104). The reemergence and growth of
a collimating field in the region −10 µm to 10 µm reduces the mobility of those energetic
tail electrons in this region. As in the left plot of figure 6.6, this reduces the contribution
of these electrons to the I2. This results in the low energy, and most Maxwellian-like, part
of the distribution function having the biggest contribution to the transport coefficients.
Note that the biggest disagreement between the VFP simulations and the classically
predicted values occurs outside the region −10 µm to 10 µm. In this ‘unheated’ region,
where the Hall parameter is relatively small, the influx of high energy electrons, from the
inner heated region, is still a significant contribution to the transport integrals.
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Figure 6.9: Plots of fx,y/f0 for FWHM = 10 µm simulations with (dashed) and without
(solid) contributions from f2 terms. Plots are taken at 500 fs at points y = 0 µm (left) and
y = 8 µm (right).
6.4.1 Effect of including a higher order anisotropy
IMPACT makes use of the diffusion approximation, that is f0  |f1|. In order to check the
validity of this approximation, f2 terms were added to the f1 equation, and the f2 equation
was solved using the method described in Chapter 4. A FWHM = 10 µm simulation with
f2 terms added was compared to the same simulation with f2 = 0. Figure 6.9 shows the
values of fx,y/f0 for both simulations at y = 0, 8 µm at 500 fs. Notice that the biggest
disagreement occurs at large velocities. This is to be expected as collisions are infrequent
at high velocities. Without velocity space isotropising electron-ion collisions, higher order
anisotropic fl terms must be included. However, these tail regions are generally much
less populated than those lower regions of velocity space, and so do not have a significant
impact on the overall behaviour of the plasma. Indeed, no significant variation is observed
in the macroscopic variables, such as Bz and Te, at any time during simulations with and
without the f
2
contribution.
While the neglect higher order than f2 terms is valid, the approximation f0  |f1| is
not always be true. Indeed, it appears that f0 ∼ |f1| occurs in the tail of distribution
function. Matte and Virmont [107] found that in practice, the diffusion approximation
still yields accurate transport behaviour when f0 ∼ |f1|. This is found to be true in this
case also. In these simulations it is found that max(|fy|/f0) ≈ 2 and max(|fx|/f0) ≈ 3, in
agreement with Matte and Virmont, and in the region of phase space where the important
physics takes place |f1|/f0 remains modest. For a Maxwellian distribution, this would not
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be the case due to the absence of a hot tail in fM [16].
6.5 Conclusion of non-Maxwellian behaviour
In this chapter, the extent and effect of non-Maxwellian behaviour has been investigated
for an FWHM = 10 µm simulation. The most significant distortion to a Maxwellian
occurred at large velocities. This was found partly to be the result of the Ohmic heating
operator, and due to non-local fluxes of hot electrons from hot regions of plasma to cool
regions. To measure the extent of the modification to the transport coefficients, a new
method for calculating the transport coefficients was presented. This method is based
on the work of Epperlein [42], but does not assume a Maxwellian distribution. The
method provides a prescription for calculating the transport coefficients for an arbitrary
f0. Deviations from the classical Spitzer resistivity [40] were found to be less than 20%.
The Nernst velocity was found to exceed its classical value by an order of magnitude. This
was shown to be due to the contribution of a non-local flux of high energy electrons to
the Nernst advection. Over several picoseconds, the effect of non-Maxwellian behaviour
on the transport coefficients was found to decrease. This is due to the saturation of
the Ohmic heating term, the effect of electron-electron collision, and the rising effect of
the magnetic field in suppressing the contribution of the non-local tail to the transport
coefficients. The diffusion approximation used in IMPACT has been tested by including
the contribution of f2 terms. This contribution was shown to have little impact, except in
the very high velocity region of phase space, which contributes negligibly to the transport
coefficients.
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Chapter 7
Fast electrons: PIC
In this chapter, the structure of the Particle in Cell (PIC) code used to model the fast
electrons is described. The interpolation and normalisation schemes required by the
underlying framework of the code IMPACT are given, as well as the equations that
describe the motion of the fast electrons. The numerical stability of the IMPACT-PIC
code is discussed, and the approximations used by the scheme are analysed.
Before discussing the addition of the PIC code into IMPACT, it is useful to revisit
the concept of a PIC code. Dawson’s 1962 paper [22] on the subject is particularly
illuminating. Dawson states that PIC particles in a 1D code are essentially “charge
sheets embedded in a fixed neutralizing background”. The absolute charge and absolute
mass of a PIC particle is undefined1. However, PIC particles possess charge and mass
per unit area −enδ and menδ respectively. Here δ is the intersheet spacing if each spatial
cell contains equal numbers of PIC particles. When dealing with PIC particle properties,
such as charge and mass, it is useful to define an infinite surface area of the particle
A∞, and then ensure that it cancels in the normalizations. The charge and mass of a
PIC particle are then given by −enδA∞ and menδA∞ respectively. In a 2D PIC code
the PIC particles are infinite lines of charge and posses charge and mass per unit length
−enδxδy and menδxδy respectively. As above, we take care of the redundant dimensions
by including an infinite length L∞ and making sure that it cancels in the normalizations.
The charge and mass represented by a PIC particle are thus given by −enδxδyL∞ and
1For 1D and 2D cases this is true
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menδxδyL∞ respectively. In 3D, the charge and mass represented by a PIC particle is
essentially that of a superparticle −enδxδyδz and menδxδyδz. Notice that the charge to
mass ratio is −e/me regardless of the number of dimensions.
7.1 Particle shapes
The grid scheme used in IMPACT is different to that used in conventional PIC codes
[23]. The grid-points in a conventional PIC schemes are defined at the corners of the
cell, which leads to rectangular particle shapes. As discussed in Chapter 4 the IMPACT
scheme involves defining vector quantities such as E and f1 at the centres of the boundaries
of the cell, whereas scalar quantities such as Bz and f0 are defined at the cell centres.
Due to the grid scheme used in IMPACT, the areal-weighting scheme in the proposed
Hybrid scheme will be more complicated than that used in conventional PIC codes. For
the IMPACT-PIC hybrid scheme the setup is shown in figure 7.1. The PIC particle at
position (x, y) moves on the IMPACT grid. The natural weighting scheme to use in this
system is the parallelogram weighting. This ensures that the particle influences only those
four grid points that are nearest to it. This parallelogram weighting scheme is shown in
figure 7.2. It is convenient to introduce the coordinates (x′, y′) to define the position
of the particle relative to the diagonal lines forming the parallelogram with dimensions
∆x′ × ∆y′ as shown in figure 7.2. By comparing with the standard PIC interpolation
[23], the parallelogram weighting scheme can be written as
j(ii, Y, i, j − 1) = jp
(∆x′ − x′)(∆y′ − y′)
∆x′∆y′
(7.1a)
j(ii,X, i, j) = jp
x′(∆y′ − y′)
∆x′∆y′
(7.1b)
j(ii, Y, i, j) = jp
x′y′
∆x′∆y′
(7.1c)
j(ii,X, i− 1, j) = jp
(∆x′ − x′)y′
∆x′∆y′
(7.1d)
for the particle current density jp
2.
2Note that neither the numerators nor the denominator define areas of the parallelograms. For
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θ
pi − θ
(ii, Y, i, j − 1)
(ii, Y, i, j)
(ii,X, i− 1, j) (ii,X, i, j)
x
y
Figure 7.1: Grid-point mesh setup in the hybrid scheme. A particle at position (x, y) is
influenced by (and influences) those four grid-points nearest to it, forming a parallelogram
shaped particle. The cell (i, j) has boundaries positioned on the lines (i + 12) and (j +
1
2).
The vector quantities are identified by (ii, ib, ix, iy), where ii gives the component of the vector
being considered (i.e. x or y component), ib denotes which the boundary X or Y , and iy and
ix denote the position of the cell. The scalar quantities are denoted by the position of the cell
centre (xc, yc).
∆y′ ∆x′
x′
y′
(ii, Y, i, j − 1)
(ii, Y, i, j)
(ii,X, i− 1, j) (ii,X, i, j)
Figure 7.2: Demonstration of the parallelogram weighting scheme. In this scheme, it is
useful to define the distances x′, y′, ∆x′, and ∆y′. The coloured areas define the weighting of
a quantity to a particular grid point.
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The new distances x′, y′, ∆x′, and ∆y′ must be calculated in terms of the known
quantities x, y, ∆x, and ∆y. With simple vector manipulation it can be show that
x′2 = |x′|2 =
(
x− ∆x
2
λ1
)2
+
(
y − (1− λ1)∆y
2
)2
(7.2a)
y′2 = |y′|2 =
(
x− ∆x
2
(λ2 + 1)
)2
+
(
y − λ2 ∆y
2
)2
(7.2b)
where
λ1 =
x
∆x
− y
∆y
+
1
2
(7.3a)
λ2 =
x
∆x
+
y
∆y
− 1
2
. (7.3b)
The areal weighting scheme for scalar quantities is much simpler than that for vector
quantities. This is because the cell centre grid-point mesh for the scalar quantities is
closer to the conventional PIC code grid-point mesh than the cell boundary centre grid-
point mesh. The scheme used for the scalar quantities is shown in figure 7.3, and can be
expressed as
ρi−1,j−1 = ρp
(∆x− xc)(∆y − yc)
∆x∆y
(7.4a)
ρi,j−1 = ρp
xc(∆y − yc)
∆x∆y
(7.4b)
ρi,j = ρp
xcyc
∆x∆y
(7.4c)
ρi−1,j = ρp
(∆x− xc)yc
∆x∆y
. (7.4d)
Here xc and yc are the distances from the nearest lower cell centres, as shown in figure
7.3. The above vector interpolation (figure 7.2) and scalar interpolation (figure 7.3)
schemes also define the interpolation of the electric and magnetic fields to a particle. The
electric field components adhere to the vector interpolation scheme, and the magnetic
example, the area of the green parallelogram in figure 7.2 is given by x′y′ sin θ, where θ is shown in figure
7.1. The area of the total parallelogram (red + green + blue + black) is given by ∆x′∆y′ sin θ. So the
sin θ cancels on the numerator and denominator for all equations (7.1).
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(i, j)
(i, j − 1)(i− 1, j − 1)
(i− 1, j)
xc
yc
∆y
∆x
Figure 7.3: Areal weighting schemes used for cell centre quantities. Note that the particle x
position xc must be given relative to the cell centre of cell (i − 1, j) and its yposition yc given
relative to the cell centre of cell (i, j − 1).
field component follows the scalar interpolation scheme. In an attempt to reduce the
noise in the system, and also to conform with conventional PIC codes, a magnetic field
weighting scheme which involves interpolation from the cell corners has been tested. This
smoothes the coarseness of the magnetic field force, and effectively reduces the resolution
of the system. The overall physical picture for these ‘cell corner’ simulations remains
unchanged from the ‘cell centre’ simulations. The results presented in Chapter 9 use the
cell centre interpolation.
7.2 Normalisations
Paying careful consideration to the discussion of PIC codes at the start of this section,
the PIC equations can be normalized according to the IMPACT normalizations. As an
example, consider the charge density in a 1D spatial cell
ρ = −|Q|
Vj
∑
i
h(xi − xj) , (7.5)
where the subscript i denotes the PIC particle considered, subscript j denotes the spatial
cell, Vj denotes the spatial cell volume, and h(x−xj) denotes the interpolation function.
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Dividing by ene0 we find that the normalized fast charge density is
ρ˜ = − 1
Vj
|Q|
ene0
∑
i
h(x˜i − x˜j) (7.6a)
= − 1
Vj
enf0δxA∞
ene0
∑
i
h(x˜i − x˜j) , (7.6b)
where the interpolation function h(xi − xj) = h(x˜i − x˜j) is dimensionless. Denoting the
number of PIC particles by Np, δx = Lx/Np where Lx is the spatial extent of the 1D
system. Also, the volume of a cell can be written as Vj = A∞Lc = A∞Lx/Nx, where Lc
is the length of a spatial cell, and Nx is the number of spatial cells used. Substituting
these into (7.6) gives
ρ˜ = −LxA∞
LxA∞
Nx
Np
nf0
ne0
∑
i
h(x˜i − x˜j) (7.7a)
= −Nx
Np
nf0
ne0
∑
i
h(x˜i − x˜j) . (7.7b)
Notice that the quantity Nx/Np is one over the number of PIC particles per cell if the
particles are equally spaced in the system. Thus if the summation over i in (7.7b) equals
Np/Nx, then the normalized charge density in that cell will be nf0/ne0, i.e. the normalized
average charge density of fast electrons. If the number of particles in a cell is twice the
average number of particles per cell then the charge density in that cell is twice the
average fast electron charge density, and so on. Using a similar argument, normalised
values can be found for all PIC quantities, including the fast electron current density.
j˜fj = −
Nx
Np
nf0
ne0
∑
i
h(x˜i − x˜j)u˜i . (7.8)
Thus the normalizing constant for any ‘charge density’ or ‘mass density’ type quantity is
Nx
Np
nf0
ne0
. (7.9)
The above procedure can be carried out for 2D PIC particles with charge and mass
−enf0AxyL∞ and menf0AxyL∞ respectively, where Axy is the areal extent of the system.
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It turns out that the normalization constant (7.9) becomes
1
Np
Axy
Ac
nf0
ne0
, (7.10)
where Ac is the areal extent of a spatial cell. The factor Axy/(NpAc) is still one over
the number of PIC particles per cell, for equally spaced particles, and nf0 still has the
same meaning as above. If the spatial cells of the system were rectangular, then one over
the number of PIC particles per cell would reduce to the simple form NxNy/Np. This
is the case for scalar quantities in the IMPACT-PIC coupling. However, in IMPACT
vector quantities are calculated at the cell boundaries, effectively doubling the number
of interpolation cells. Thus, one over the number of PIC particles per cell reduces to
2NxNy/Np.
7.3 Basic equation set
The relativistic equations of motion for the PIC particles are given by
dx
dt
= v (7.11a)
du
dt
=
Qp
Mp
(E + v×B) , (7.11b)
where γ2 = (1 + u2/c2), u = γv, and Qp/M + p = −e/me is the PIC particle charge to
mass ratio as discussed above. The Boris algorithm [23] and the leap frog scheme are
used to solve the above equations. The leap frog scheme has the form
xn+1 = xn + vn+
1
2∆t , (7.12)
which produces an error O(∆t2) in the particle orbit. The finite difference form of (7.11b)
can be written as
un+
1
2 − un− 12
∆t
=
Qp
Mp
(
En +
un+
1
2 + un−
1
2
2γn
×Bn
)
, (7.13)
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where u = γv. The implementation of the above equation can be greatly simplified by
advancing u due to the electric field in two half timesteps
u− = un−
1
2 +
Qp
2Mp
En∆t (7.14a)
un+
1
2 = u+ +
Qp
2Mp
En∆t . (7.14b)
Substituting equations (7.14) into (7.13) yields
u+ − u−
∆t
=
Qp
2γnMp
(u+ + u−)×Bn , (7.15)
where γn =
√
1 + (u±/c)2 . For IMPACT’s 2D geometry with magnetic field vector
B out of the plane, equation (7.15) implies that u+ is obtained by rotating u− in the
plane by an angle θ = −2 tan−1(QpBz∆t/2γnMp). This is performed concisely by using
Buneman’s algorithm [23]
u′x = u
−
x + u
−
y t (7.16a)
u+y = u
−
y − u′xs (7.16b)
u+x = u
′
x + u
+
y t , (7.16c)
where t = QpBz∆t/2γ
nMp and s = 2t/(1+t
2) . The Boris algorithm requires ωg∆t . 0.35
for an error less than 1% [23], where ωg = eBz/me. The particle pusher algorithm has
been tested in isolation and recovers theoretical deceleration rates by the electric field,
and gyro-rotations by the magnetic field.
A flow chart of the IMPACT-PIC coupling is shown in figure 7.4. The fast current
is included at half integer timesteps. To achieve this, the fast current is composed of
equally weighted values before and after the positions are moved, i.e.
jf =
1
2
[
jf (x
n,vn+
1
2 ,Cn) + jf (x
n+1,vn+
1
2 ,Cn)
]
. (7.17)
Here C is the ion velocity from Ridgers’ model, discussed in Chapter 4, and its presence
in the above equation denotes the fact that the fast current is composed of the fast
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Figure 7.4: Flow chart of the IMPACT-PIC coupling. The red boxes represent IMPACT
operations, the blue represent PIC operations, and the green boxes represent the hydro mod-
ification discussed in Chapter 4. The main time loop iterations are represented by solid black
lines, while the dotted black lines represent non-linear iterations. Dashed line boxes represent
the work of others [21],[108] while solid line boxes represent changes implemented by the author.
The grey arrows indicate that the fast electron current interpolation is performed in two, equally
weighted, batches. Once before the particles have been moved in space, and once afterwards.
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electron velocity relative to the ions. Any errors induced as a result of the interpolation
of the ion velocity from the cell centre to the cell boundaries, or as result of its explicit
time treatment are likely to be very small, given that |vf |  |C| by several orders of
magnitude.
7.4 Boundary Conditions
During the development of the IMPACT-PIC hybrid code it became clear that the issue
of quasi-neutrality had to be dealt with carefully. IMPACT does not solve Poisson’s
equation for the electrostatic charge, but rather it solves the time derivative of it. To see
this, consider the divergence of Ampere’s law
∇ · ∇ × B
µ0
= ∇ · j + 0 ∂
∂t
∇ · E
0 = −∂ρ
∂t
+ 0
∂
∂t
∇ · E , (7.18)
where the continuity equation has been used. Thus, provided charge conservation is
initially satisfied, it will always be satisfied. When adding an extra current source term,
however, it is expected that the total charge density ρf + ρe will obey the time derivative
of Poisson’s equation
∇ · ∇ ×B = ∇ · j +∇ · jf + 0
∂
∂t
∇ · E
0 = − ∂
∂t
(ρe + ρf ) + 0
∂
∂t
∇ · E , (7.19)
where the fast electron continuity equation has been used. The above equation implies
that that the introduction of fast electrons into the system will accompanied by the
removal of background electrons from the system. This can be seen by picturing a PIC
particle entering a cell. As a fast electron enters a spatial cell, the above equation causes
the system to respond by inducing an electric field to drive a return current such that
background electrons are removed from the cell the PIC particle has entered, and are
deposited in one of the adjacent cells. As the PIC particle begins to leave the first cell,
background electrons reenter the first cell to maintain quasineutrality. This is the crux of
7.5 Particle injection 149
the issue. To simulate fast electrons propagating through a background plasma, extra care
must be taken when introducing the fast electrons into the system at the boundaries. If
the PIC particles are simply introduced into the first spatial cell instantaneously, equation
(7.19) causes the accumulation of background number density in the first cell. This can
have disastrous results, causing unwanted and powerful electric fields, and even causing
IMPACT’s matrix inversion routine to diverge.
Two possible solutions became apparent during the construction of the IMPACT-PIC
hybrid code. The first was to include sinks in the background plasma in order to remove
this accumulated charge. This has been experimented with in the IMPACT-PIC hybrid
code, with mixed results. The second solution was to use open boundary conditions
for the system (IMPACT and PIC) and smoothly introduce the fast electrons into the
system. Instead of simply having the PIC particles instantaneously appear in the first
spatial cell, the above problem can be removed by including the PIC particles drift into
the system, interpolating their current density in the ‘ghost’ cells immediately outside the
IMPACT domain. Sub-cycling of the motion of the PIC particles in these ‘ghost’ regions
was implemented to ensure a smooth ∇ · jf profile. A similar routine is performed when
the PIC particles leave the system, i.e. monitoring their drifting motion and interpolating
their fast current to the adjacent ghost cells until they have left the ghost cell region. It
is this method that is utilised in the IMPACT-PIC hybrid code.
7.5 Particle injection
Laser plasma interactions are not simulated in the IMPACT-PIC hybrid code; the fast
electrons are phenomenologically injected the fast electrons into the system with some
specified distribution. The approach of Robinson and Sherlock [31] is followed by injecting
the electrons along the x-axis with a distribution function of the form
fh ∝ p2 exp
(
−mec
2
Tf
(γ − 1)
)
cosM θ (7.20)
where θ is the angle between the x-axis and the electron velocity vector, and Tf is de-
termined by the laser intensity. A value of M = 2 corresponds to a divergence half angle
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Figure 7.5: Plots of Beg’s Tf (blue), the average kinetic energy of the fast electrons at peak
laser intensity (red), and the average kinetic energy of the fast electrons within a FWHM of the
peak intensity (black) vs the laser intensity in units of 1018 W cm−2.
of θ1/2 = 45
◦, M = 4 corresponds to θ1/2 ≈ 33◦, and M = 6 corresponds to θ1/2 ≈ 27◦ .
The Beg [55] scaling is used for Tf
Tf
mec2
= 0.39(I18λ
2
µm)
1/3 (7.21)
where I18 is the laser intensity in 10
18 W cm−2 and λµm is the laser wavelength in microns.
For lasers with I18 < 10 this is consistent with Robinson and Sherlock [31]. Unless
stated, a linear laser temporal ramp is used for the first 500 fs, followed by a top-hat laser
temporal laser profile, and a Gaussian profile in y with full width at half maximum of
5 µm. Figure 7.5 shows a plot of the Beg fast temperature for a range of laser intensities
of 1 µm wavelength. Also shown are the average kinetic energies of the fast electrons in
the distribution given by equation (7.20) at the peak of the Gaussian y-profile, and of
fast electrons contained within a FWHM of the y-profile. Most of the results presented in
Chapter 9 are for simulations with a laser intensity of 10I18, yielding an average kinetic
energy for the fast electrons in a FWHM of 900 keV. This energy accords with the energies
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required by FI quoted in Chapter 1. Note that Ponderomotive scaling would predict the
same peak Tfast for a slightly lower laser intensity of approximately 7I18 [51]. To calculate
the number density of fast electrons, and consequently the number of PIC particles to be
injected per time-step, the energy flux balance equation is used
ηLI(y) = nf (y) 〈vε〉 (7.22)
where nf is the fast electron number density, 〈vε〉 is the fast electron energy flux moment
of the distribution function (7.20), and ηL is the laser-plasma conversion efficiency. As
the fast distribution function is known at every point along the y-axis from equations
(7.20) and (7.21), 〈vε〉 can be calculated to find nf (y).
Using the values for nf (y) calculated by the code, the PIC electrons can then be
injected. For a top-hat temporal profile, the number of particles injected per timestep ∆t
is simply Np∆t/(tL), where Np is the total number of simulation particles used during
the simulation, typically O(109) . For a typical 2D simulation, such as those presented
in Chapter 9, this corresponds to injecting O(104) PIC particles per 0.12 fs time-step.
To determine the y-position of each particle the acceptor/rejector method is used. After
determining the initial y values of the particles, their energy and speed can be determined
by using the intensity of the laser at that point, equations (7.20) and (7.21), and the
acceptor/rejector method for the distribution at that point. The individual velocity
components are then randomly chosen according to the cosM θ part of the distribution.
The initial x values are set to be just outside the last ghost cell of the x-axis, as discussed
in the previous section.
In an attempt to reduce the levels of noise in the system we have experimented with re-
placing the acceptance/rejection method with a smoother method. This method involves
the use of a normalised cumulative distribution to calculate the number of particles to
be placed in each y-location. These y-locations are determined by dividing the number
of y-cells into a finer grid and using these locations. Typically, 4-10 times the number
of y-cells is sufficient to resolve the initial distribution. The main simulations results
presented in Chapter 9 have been reproduced using this smoother method. The overall
physical picture remains the same.
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Figure 7.6: log10 plot of the average number of particles per cell for a typical simulation at
500 fs.
7.6 Parallelisation
While the VFP-PIC hybrid code is computationally lighter than fully kinetic codes, such
as PIC and full VFP, it was still necessary to parallelise the code. 2D serial versions of
the code struggled to exceed spatial resolutions of 10× 10 for the picosecond time-scales
of interest. Parallelisation allows simulation of experimentally relevant spatial and time
scales, and also provides extra capacity for following the evolution of many more PIC
particles. Figure 7.6 shows the average number of particles per cell in a typical run.
The average number of particles per cell is O(104) near the centre of beam, and falls to
approximately O(102) in the wings. The regions of the plasma that are populated less
than this are considered unimportant. The statistical representation of the fast electron
beam is much better than in a PIC code, which typically uses O(1) particles per spatial
cell to represent the fast electrons for a similar simulation 3.
While a parallelised version of IMPACT was available, it was necessary to parallelise
the PIC routines. The convention set up by IMPACT of splitting the domain up along
x-axis was adhered to. Each time-step, the boundary condition routine calculates the
number of particles to be exchanged between processors.
The main 2D simulations discussed in Chapter 9 have an x-cell resolution of 0.42 µm
3Due to the finer resolution required in standard PIC codes, as a result of the need to resolve the
background electron skin depth, PIC codes typically use O(102) particles per cell. Considering a beam
to background ratio of 1%, this yields O(1) particles per cell representing the fast electrons.
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(nx = 192, xmax = 80 µm), a y-cell resolution of 0.14 µm (ny = 250, ymax = 35 µm), and
a time-step of 0.12 fs. A velocity grid of 20v200, where v200 is the thermal speed for a
Maxwellian distribution at 200 eV, and 80 velocity grid cells was used. This system takes
1 hour to simulate 25 fs on 64 cores with 4 × 109 PIC particles in total. The evolution
of the system was followed for 4 ps, defined by the total real running time allowed on the
CX1 cluster.
7.7 Stability
In order to gain an insight into the possibility of unbounded growth of errors in the
IMPACT-PIC system, it is convenient to use the von Neumann method of stability anal-
ysis. While this method is less rigorous than an approach based on matrix algebra, due
to the neglect of boundary condition effects, its approach is more tractable and rather
illuminating for this system. The von Neumann method proceeds as follows [123]
1. Express the initial line of errors in terms of a finite Fourier series:
 =
N∑
n=0
Ane
ikn·x. (7.23)
In other words, equation (7.23) denotes the errors at the grid points for some
wavevector kn = (kx, ky).
2. For a linear set of finite difference equations the separate solutions are additive.
Thus, it is sufficient to consider the propagation of the error due to a single term:
n = Ane
ikn·x. (7.24)
An is a constant, and thus plays no more role in the instability analysis.
3. To investigate the propagation of the error in time, it is convenient to use the form
eαt. Thus, the error after time-step q is given by
n,q = e
iknxeα∆tq = eikn·xξq (7.25)
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where ξ = eα∆t.
4. This solution is then substituted into the finite-differenced equation set and a sta-
bility criterion is deduced by ensuring
|ξ| ≤ 1. (7.26)
A von Neumann stability analysis can be performed on the reduced set of finite
difference equations, initially discussed in Chapter 4. Consider Farday’s law, Ampere’s
law and a fluid Ohm’s law of the form
∇× En+1 = −
(
Bn+1 −Bn
∆t
)
(7.27a)
∇× B
n
µ0
= (jn+1 + j
n+ 1
2
f ) (7.27b)
En+1 = ηjn+1 . (7.27c)
Note that the f1 equation has been replaced with a simple fluid electron momentum
equation, and the evolution of the energy equation is neglected. It is convenient to use
the non-relativistic equation of motion for the fast electrons experiencing an electric field
j
n+ 1
2
f − j
n− 1
2
f
∆t
=
nfe
2
me
En . (7.28)
Note that this equation can be derived by neglecting the convective part of the total
derivative. From equations (7.27) and (7.28), a single finite difference equation in terms
of B can be constructed,
Bn+1 − 2Bn + Bn−1 = (∆tη
µ0
∇2 − nfe
2
me
η∆t)(Bn −Bn−1) . (7.29)
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Using the von Neumann instability analysis outlined above for a 2D system with spatial
variations along x, a quadratic equation is found for the error ξ
ξ2 + (C − 2)ξ − (C − 1) = 0 . (7.30)
where
C =
η∆t
µ0
{[
2 sin (kx∆x/2)
∆x
]2
+
[
2 sin (ky∆y/2)
∆y
]2}
+ η
nfe
2
me
∆t . (7.31)
Equation (7.30) yields two roots: ξ = 1 and ξ = 1 − C. The sin (kx∆x/2)2 term is a
consequence of the spatial discretisation of the ∇2 operator for a grid with grid-spacing
∆y. The smallest wavelength perturbations resolvable by the simulation grid have a
wavelength 4∆x. This sets the maximum value of sin (kx∆x/2)
2 as 1/2. This is also the
case for perturbations in the y-direction. Using the condition for stability, |ξ| ≤ 1, on the
latter root yields two solutions, one of which is trivially satisfied by C ≥ 0 and the other
yielding the inequality
2 > 2Dα∆t
(
1
∆x2
+
1
∆y2
)
+
Dα∆t
δ2fc
, (7.32)
where the resistive diffusion coefficient Dα = η/µ0 has been used. Recalling that the mean
square displacement due to diffusion in a time step is ∼ Dα∆t, the physical interpretation
of the inequality becomes clear. In a time step, the magnetic field must not diffuse a
distance greater than either a cell width (first term on the RHS) or the fast electron
collisionless skin depth δcf (second term on RHS). The former is due to the explicit
treatment of the magnetic field in IMPACT, while the latter is due to the presence of
the fast electrons. Using Dα = α⊥δ2c/τth (where δc is the collisionless skin depth of the
background plasma), inequality (7.32) can be recast as
2
(
Te
T0
) 3
2
>
α⊥
cB
[
2
(
δc
∆x
)2
+ 2
(
δc
∆y
)2
+
nf
ne
]
∆t˜ , (7.33)
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where ∆t˜ is the time step normalised to the initial thermal collision time of the back-
ground, cB = τth/τn = 3
√
pi/4, and T0 is the initial temperature. To avoid the IMPACT
instability, a grid spacing of no less than δc/
√
2 is required in either direction. The sec-
ond instability is avoided by the assumptions of small beam to background ratio used
in the construction of the hybrid code4. Furthermore, the simulations considered here
increase in temperature as the system evolves. T > T0 for t > 0, thus if the inequality is
satisfied initially, then it is always satisfied. Using the physical interpretation of the fast
electron term, it is possible to speculate as to the effect of relativistic fast electrons on
the instability. The relativistic plasma frequency has a form ∼ ωpf/ 〈γ〉1/2, where 〈γ〉 is
the average γ-factor of the fast electrons. Thus, the fast electron numerical instability is
expected to become less important for relativistic electrons.
The above discussion has shown that resolving the background electron skin depth
would make the system susceptible to this numerical instability. There is a region of
parameter space, however, where the fast electron collisionless skin depth can be suffi-
ciently resolved, without violating condition (7.32), provided the beam to background
ratio is small. This is important, as many interesting fast electron phenomena (such
as filamentation) occur over scales lengths of order of the fast electron collisionless skin
depth.
For the simulations discussed in the following chapter, a time step satisfying the
Courant-Friedrichs-Lewy (CFL) condition is used. The condition is a necessary (but not
sufficient) condition for convergence, which limits the distance that information can travel
in a time step to less than the grid point. For the IMPACT-PIC scheme, it is the PIC
particles that have the strictest CFL condition. For PIC particles travelling at c through
a grid with cell width of δcf this puts the CFL condition on the time step as ωpf∆t . 1,
i.e. the fast electron plasma frequency must be resolved.
The PIC part of the code is susceptible to another numerical instability, due to the
leap frog method used. This can be conveniently shown by considering a simple harmonic
oscillator, with natural angular frequency ω0 in finite difference form. Using the leap frog
4Unless, of course, a very large timestep of the order of 100 initial collision times is used. This is not
the case.
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scheme, the finite difference equation has the form [23]
xn+1 − (2− ω20∆t2)xn + xn−1 = 0 . (7.34)
Performing the same instability analysis described above yields
ξ = 1− ω
2
0∆t
2
2
± ω
2
0∆t
2
2
√
ω20∆t
2 − 4 (7.35)
for the error ξ. Notice that for ω20∆t
2 > 4, ξ > 1 and thus the system is unstable. For the
IMPACT-PIC system, a reasonable natural frequency to take would be the fast electron
plasma frequency. Thus, the stability condition reduces to a similar condition on the
time-step as the the instability discussed above. It is interesting to notice that for the
case of a fully explicit PIC code, the natural frequency would be the plasma frequency
of the whole plasma, which is an order of magnitude larger than ωpf for the considered
system. Thus an order of magnitude speed up is observed with the IMPACT-PIC system
compared to PIC alone in the same situation 5. Note that for the systems considered
(nf ≈ 1027 m−3) the electron gyro-frequency is smaller than the electron plasma frequency
by a factor of 10−4B(T). Thus, the requirement ωg∆t < 0.35 for 1% accuracy [23] is easily
met.
7.8 Approximations
In constructing the IMPACT-PIC hybrid scheme detailed above, many approximations
were made. Understanding these approximations will help clarify the limitations of the
code.
5In reality, the numerical stability for a PIC code modelling this system is determined by the CFL
condition, due to small grid spacing required to avoid numerical heating of the background plasma.
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7.8.1 Approximations: Fast electrons
Collisionless fast electrons
The PIC fast electrons are assumed collisionless. Given the relative simplicity in imple-
menting a Monte Carlo collision routine in standard hybrid schemes [113], it may seem
surprising to the reader that this effect has been neglected here. The reason for its ex-
clusion is that the more complicated description of the background plasma necessitates
sink/source terms for energy and momentum in the kinetic equation of the background
plasma. Implementing a simple collision operator on the fast electrons alone leads to
energy conservation issues in the system. Given the time constraints imposed on the
project, it has not been possible to develop the framework necessary to properly include
these features. To estimate the validity of this approximation, it is informative to com-
pare the relative effects of collisions and Lorentz forces on a monoenergetic beam of fast
electrons. Collisional effects were briefly discussed in Chapter 3. To estimate the effect
of collisions on the fast electrons, one can consider the equations provided by Davies
[27][113]. Davies considered the Fokker-Planck collision operator for the fast electrons
interacting with a plasma, and showed that the drag exerted on the fast electron gave a
change in momentum
〈∆p〉 = −ZniY ln Λ
v2/me
(7.36)
Comparing this collisional drag term to the force exerted on the fast electrons by the
resistive electric field E = −ηjf yields
∣∣∣∣〈∆p〉eE
∣∣∣∣ ≈ 12.77 (Te/mec2)3/2Z(nf/ne) (vf/c)3 (7.37)
where the dimensionless resistivity for a Lorentz plasma has been used. This only takes
into account the drag on the fast electrons by the ions. It does not take into account the
reduction in velocity of the fast electrons due to momentum angle changing, magnitude
preserving collisions. The relative importance of this term can be taken into account by
comparing the Lorentz force to
〈
∆p‖
〉
given by
〈
∆p‖
〉
= −ZZ
∗niY
γv2/me
(7.38)
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This yields ∣∣∣∣∣
〈
∆p‖
〉
eE
∣∣∣∣∣ ≈ 12.77 (Te/mec2)3/2γ(nf/ne) (vf/c)3 Z
∗
Z ln Λ
, (7.39)
where Z∗ = (Z+1+γ) ln Λ−Z ln(Z/2). The relative effect of the momentum scattering,
magnitude preserving collisions is approximately a factor Z/γ larger than the effects of
true drag. Notice that the relative importance of the collisional terms grows in magnitude
as the background plasma temperature increases. This is due to the decreasing resistivity.
Also, fast electron beams with smaller beam to background ratios are relatively more
susceptible to collisions due to the smaller fast current density carried by them, and thus
a smaller electric field is drawn in the background plasma.
In the simulations considered in the Chapter 9, we consider a fast electron beam
injected into a fully ionized carbon plasma with an initial temperature Te = 100 eV
and electron number density 1029 m−3. The fast electrons are injected typically with
γ ≈ 2-3 and a peak beam to background ratio of 0.01. Near the front of target, where
vf ≈ 0.9c, ratio (7.39) is expected to be approximately 0.2% for Te = 100 eV initially.
As the plasma Ohmically heats, this ratio will increase, reaching 8% for Te = 1000 eV.
Background plasma temperatures much in excess of 1000 eV are not observed for the
simulation parameters considered, as a result of the self saturating Ohmic heating mech-
anism. Thus near the front of the target, a collisionless fast electron beam is a reasonable
approximation to make.
Near the wings of the fast electron beam, and deeper into the target, the beam
to background ratio is smaller. For a beam to background ratio of 0.001, ratio (7.39)
is approximately 2% for Te = 100 eV. As the plasma heat up, the ratio will increase
further, putting the validity of the approximation in jeopardy. However, the temperature
increase due to Ohmic heating scales as (nf/ne)
4/5. Thus, regions with nf/ne = 0.001
take approximately six times longer to heat to the same temperature as regions with
nf/ne = 0.01. Over a 5 picosecond simulation, it seems unlikely that the ratio (7.39) will
increase significantly. Note that this discussion neglects the effects of heat flow which,
from Chapter 5, are known to play a significant role in the temperature evolution for
times greater than a picosecond.
The above estimates assume a constant fast electron velocity vf , neglecting the de-
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Figure 7.7: Evolution of a homogeneous, monoenergetic, fast electron beam under the an
Ohmic electric field E = −ηjf . The left figure plots the time evolution of the fast electron
velocity vf for a system with nf/ne = 0.01 and a range of values of T/T0, where T0 = 100 eV.
The red dashed curve represents the vf and t coordinates when the distance
∫
vfdt equals
100 µm for a range of T/T0. The right plot gives the situation for T = T0 for a range of beam to
background ratios. The red dashed gives the vf and t coordinates when
∫
vfdt equals 100 µm
for a range of beam to background ratios.
celeration of the fast electrons by the resistively generated electric field. Deeper into
the target, this effect could slow the fast electrons sufficiently such that the ratio (7.39)
becomes significant. To estimate this deceleration, consider a monoenergetic beam of fast
electrons being acted on by a homogeneous Ohm’s law electric field
d
dt
(γvf ) = − α⊥(nf/ne)
τ0(Te/T0)3/2
vf . (7.40)
Here, T0 and τ0 are the initial background temperature and thermal electron collision
time. Expression (3.3) has been substituted in for the background resistivity η. Neglecting
temperature changes due Ohmic heating, this can be integrated analytically to yield
ln(tanh(t/2))|t=t′t=0 + cosh(t)|t=t
′
t=0 = −
α⊥(nf/ne)(t′/τ0)
(Te/T0)3/2
, (7.41)
where γv/c = sinh(x) and v/c = tanh(x). For the parameters described above τ0 =
0.21 fs, and α⊥ = 0.2215 for a Lorentz plasma. Figure 7.7 shows the curves (7.41) for
a range of Te values. The time and velocity coordinates at which a distance of 100 µm
is exceed is noted on the curves. Note that all curves apart from the Te = T0 = 100 eV
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curve reach this point. From these curves, it would appear that those fast electrons at the
beginning of the laser pulse are strongly decelerated. As such, ratio (7.39) will be large,
and the collisionless approximation will break down. After only 11 fs, Ohmic heating has
doubled the initial temperature (as predicted by equation (3.6)) and after 64 fs Te = 4T0.
Those fast electrons entering the simulation after approximately 10 fs will not feel a strong
deceleration, and will reach a distance of 100 µm with much of their initial velocity intact.
Another consideration is the fall in beam to background ratio as the fast electrons
spread through the plasma. The curves given by equation (7.41) are shown on the right
hand plot of figure 7.7 for a range of beam to background ratios at Te = T0 = 100 eV.
Once the beam to background ratio reaches a quarter of its initial value, the deceler-
ation effect is drastically reduced, even for those initially injected electrons. Based on
these considerations, the collisionless approximation seems reasonable for the majority
of electrons injected over multipicosecond pulses. There is of course the caveat that fast
electrons are not monoenergetic and are injected with a range of velocities. Those ‘low
energy’ fast electrons will decelerate more rapidly and will be far more susceptible to col-
lide than the ‘energetic’ fast electrons. In the code, fast electrons that are slowed down
to the background thermal velocity are removed from the simulation.
Fast electron refluxing
Another fast electron phenomenon observed in laser-plasma interactions that is neglected
is refluxing [124]. Those highly energetic electrons initially accelerated by the laser pass
through the target and escape from the rear surface, setting up a sheath field as they do
so. This sheath field efficiently reflects fast electrons arriving at the back surface at later
times. The time it takes for refluxing to become significant in a laser-solid interactions
can be estimated as twice the transit time of 0.9c fast electrons across a 100 µm target.
This yields an order of magnitude estimate of 0.75 ps. This value is strongly dependent
on the field deceleration of the fast electrons, the collisional effects, the divergence angle
[125], and the actual size of the target. Here we adopt the approach used in [91] and
neglect any refluxing effects. In this way, those transport effects that the code is suited
to simulating can be isolated and studied.
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7.8.2 Background electron approximations
IMPACT solves the non-relativistic VFP equations for the background plasma electrons.
To estimate the validity of this approximation, it is useful to remind ourselves of the range
of electron energies that contribute strongly to transport phenomena. For a Maxwellian
distribution, the peak contribution to the resistive return current is from ∼ 1.5vth elec-
trons, and the peak contribution to the heat flow is from 2-3vth electrons. Perhaps a
useful test of the non-relativistic approximation would be to check the velocities of those
3vth electrons. Electrons with velocities greater than this are expected not to contribute
as significantly to transport phenomena of interest here. Temperatures of approximately
1 keV are reached in simulations presented in Chapter 9. This corresponds to a thermal
speed of 0.06c (based on non-relativistic estimates). Those electrons with 3vth = 0.18c
incur an error of approximately 2.5% in their kinetic energy as a result of using a non-
relativistic description.
7.8.3 Fast-Background interaction
As discussed in Chapter 3, the main approximations for the validity of hybrid codes are
that the beam to background ratio remains small and that the two species of electrons
occupy distinct regions of velocity space. In practice, some amount of overlap is likely to
occur. Provided the overlap occurs in the tails of both the fast and background electron
distributions, the hybrid approximation will remain valid. Qualitatively speaking, near
the front of the target, this approximation is likely to remain valid. The thermal speed
for a background electron in a plasma at 1000 eV is an order of magnitude lower than the
initial average velocity of the fast electrons. Deeper into the target, the deceleration of
the fast electrons due to the Ohmic electric field will slow those fast electrons at the start
of laser pulse. Thus, some blurring of the fast and background electron distributions is
expected in parts of the plasma over the first few tens of femtoseconds. After this time,
the heating of the background plasma reduces the resistivity, and with it the deceleration
rate. Those electrons that violate the hybrid approximation are expected to represent a
small fraction of the total number of fast electrons simulated, and thus it seems reasonable
to assume that the electron populations remain distinct in velocity space.
Chapter 8
Code testing
In this chapter, a range of tests are performed on the IMPACT-PIC scheme to check
that conservation laws and physical phenomena are reproduced. The tests presented in
this chapter are not exhaustive, however they confirm that the scheme reproduces results
crucial for the study of fast electrons propagating through a background plasma, and
help clarify some of the limitations of the scheme.
8.1 Conservative schemes
The finite difference equations used in the IMPACT-PIC scheme are not conservative
in all quantities. It is thus important to measure to what extent the scheme adheres
to conservation of charge density, energy and momentum. In the following discussion,
reference is made to 0D, 1D, and 2D simulations. The background plasma is initiated with
a temperature 100 eV, a density 1029 m−3, and an ionization Z = 6. The fast electrons are
initialised with a velocity distribution corresponding to equation (7.20) for a 1019 W cm−2
laser, and are homogeneously spread across the spatial domain. 0D simulations refer to
a system with 1 spatial cell, and no spatial motion of the PIC particles. The spatial
resolutions and spatial extents for the 1D and 2D simulations are chosen such that they
closely correspond to those used in results Chapter 9. The x-cell resolution is 0.42 µm
and the y-cell resolution is 0.14 µm. A velocity grid of 20v200, where v200 is the thermal
speed for a Maxwellian distribution at 200 eV, and 80 velocity cells. Periodic boundary
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Figure 8.1: The relative number density change without spatial gradients. Including spatial
gradients incurs a loss of number density conservation no worse than 10−5 over 8100 time-steps,
in agreement with Ridgers [108].
conditions are used for the spatial boundaries. Hydrodynamic motion, the electron inertia
term, and the displacement current are all included in the simulations.
8.1.1 Charge density conservation
Consider 2D simulations of a homogeneous sea of fast electrons passing through a back-
ground plasma. Figure 8.1 shows the relative change in number density for a range of
beam to background ratios. The relative change in the number density is followed over
8100 time steps, or 500 fs for the parameters considered here. Charge density conserva-
tion is violated by 10−5% for the highest beam to background ratios, an acceptable level
for the current simulations.
8.1.2 Momentum Conservation
The original IMPACT does not conserve momentum, as a result of the neglect of ion
motion. The hydrodynamic equations used by Ridgers (as discussed in Chapter 4 and
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Appendix C) do not solve this issue. Ridgers uses the total plasma equation to find the
ion average velocity, and not the ion equation. This approach is justified by the ions
being much more massive than the electrons, and so carry a greater momentum. As a
consequence, the momentum transfer from electrons to ions is lost.
8.1.3 Energy conservation
In a homogeneous system, the total energy density conservation equation is
1
2
mene
〈
v2
〉
+mec
2nf (γ − 1) + 0
2
E2 +
1
2µ0
B2 = Constant . (8.1)
There are two considerations in assessing the energy conservation of the scheme. The first
is the extent to which IMPACT contributes to the gain/loss of energy to/from the system.
The second is the level of noise induced in the system due to the spatial interpolation of
PIC routine. To address the first issue, 0D simulations were performed with a single PIC
particle slowing down under the action of the electric field induced in the background
plasma. The results of such a simulation with nf/ne = 0.01 are given in figure 8.2 for
a range of velocity space resolutions. Note that the sign of the energy change is such
that the system loses energy as the simulation progresses. After 1 ps, energy conservation
is violated by 2%, 0.7%, and 0.3% for resolutions of nv = 40, 80 and, 160 respectively.
The reason for this loss of energy is the treatment of the Ohmic heating term in the f0
equation in IMPACT. It can be shown [21] that the finite difference energy conservation
equation is recovered with the Ohmic heating term E · j being replaced with E · j∗, where
j = −4pi
3
nv∑
k=1
(f1v
3∆v)k
j∗ = −4pi
3
nv−1∑
k=1
f1,k+1(v
2v∗∆v)k+1/2
where vk+1/2 = (vk+1 + vk)/2. For finer velocity space resolutions, the difference between
j and j∗ decreases, in agreement with the trend shown in figure 8.2. The simulations
presented in Chapter 5 and Chapter 9 use the nv = 80 resolution. It was decided that
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Figure 8.2: The fractional change in the total energy in the system for a 0D simulation with
nf/ne = 0.01. A range of velocity space resolutions are given. The resolution used for the
results in Chapter 5 and Chapter 9 is nv = 80.
this gave an acceptable level of energy conservation and also computation time.
To address the issue of noise induced by the PIC particles, 2D simulations with
nf/ne = 0.01 are performed for a range of PIC particle numbers (Np) per number of
spatial cells (Nc). The resulting relative energy changes are given in figure 8.3. A ve-
locity space resolution of nv = 80 is used. The curves approximately follow the relative
energy change in the 0D system above (compare to nv = 80 curve in figure 8.2), with
noise superimposed on top. Note that the root mean square deviation of the curves from
a quadratic fit to the curves are 0.0036, 0.0012, and 0.0005 for the Np/Nc = 10, 100, 1000
plots, respectively. This approximately scales with the expected 1/
√
Np dependence.
The number of particles per cell in the simulations presented in the next chapter will
range between O(102) and O(104), as shown in figure 7.6, and the average number of
particles per cell is O(103). The Np/Nc (black) curve in figure 8.3 shows that this yields
an acceptable level of energy conservation. Energy conserving algorithms do exist for
advancing the PIC particles in space and velocity [126]. These are based on the ‘implicit
moment method’ of Mason et al [127]. The degree of complexity introduced by using such
schemes would outweigh the benefits, given that IMPACT is non-conservative in energy,
and that the violation of energy conservation over several picoseconds is relatively small.
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Figure 8.3: The fractional change in the total energy in the system for a 2D simulation with
nf/ne = 0.01. A range of particle number per cell (Np/Nc) cell is used. The results in Chapter
9 have an average Np/Nc ∼ 1000.
8.2 ES test: Simple fluid model test
To test the electrostatic (ES) behaviour of the IMPACT-PIC system, it is useful to
compare to a simple 0D fluid model. The analysis is simplified by considering the non-
relativistic behaviour of a fast electron fluid, with velocity vf . The non-relativistic equa-
tion of motion can be written as
E = −me
e
dvf
dt
=
1
0ω2pf
∂jf
∂t
, (8.3)
where jf = −enfvf has been used, and spatial gradients are neglect in the 0d analysis.
A simple resistive response is used for the background plasma electrons
− eE− me
τ ′ei
ve = me
dve
dt
= 0 , (8.4)
or
E =
1
0ω2peτ
′
ei
jr . (8.5)
Note that τ ′ei differs from the background electron-ion thermal collision time τ
th
ei by a
factor of 8/
√
pi, due to averaging over a Maxwellian distribution. Substituting equations
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(8.3) and (8.5) into Ampere’s law, jf +jb+0∂tE = 0 , yields the second order differential
equation
∂2jf
∂t2
+ ω2peτ
′
ei
∂jf
∂t
+ ω2pf jf = 0 . (8.6)
Solving with a trial solution jf = jf0e
Γtxˆ, yields a quadratic in Γ. Taking the limit
ωpf  ω2peτ ′ei/2 yields the decaying-oscillatory solutions
Γ± = −
ω2peτ
′
ei
2
± iΩ (8.7)
where
Ω2 = ω2pf −
(
ω2pfτ
′
ei
2
)2
, (8.8)
while the opposite limit yields purely decaying solutions
Γ+ ≈−
ω2pf
ω2peτ
′
ei
(8.9a)
Γ− ≈− ω2peτ ′ei . (8.9b)
Figure 8.4 shows that the IMPACT-PIC scheme reproduces these solutions perfectly.
Note that the oscillatory solution violates the physical approximations of the hybrid
scheme for the background parameters considered here as nf  ne. The oscillatory
solution is therefore merely a test of the algorithm, and is not meant to be seen as a
physically accurate test.
8.3 EM instability test
Testing against instabilities is much sought after as it checks the interaction of many parts
of the scheme (i.e. the interaction of many terms in the equations solved). For the results
presented in Chapter 9, EM filamentation/Weibel instabilities are particularly relevant.
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(
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Figure 8.4: Resistive decay of the fast current (top) and decaying-oscillations of the fast
current (bottom). Very good agreement is found between the IMPACT-PIC scheme results
(dashed lines) and the theoretical behaviour (solid lines). The variable n here denotes the beam
to background ratio nf/ne.
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Figure 8.5: Evolution of the fast current perturbation (top) and the magnetic field (bottom)
for a 1 µm wavelength perturbation. Time is given in units of femtoseconds. Notice that the
90 fs profiles are slightly distorted from pure sinusoids as a result of non-linear terms beginning
to contribute.
8.3.1 Non-relativistic Weibel-like test
By following the approach of Epperlein [128], it is possible to estimate the impact of some
kinetic effects on the growth rates of the filamentation instability. Epperlein calculated
the effect of kinetic effects on the Weibel instability growth rate - that is for anisotropic
background distribution function. Here, a reduced version of his approach is adapted to
include a non-relativistic mono-energetic electron beam. The motivation for doing this
is, firstly, to test the hybrid scheme in the non-relativistic limit, and secondly to assess
the validity of the neglect of anisotropic terms in the background plasma distribution
function (that is the neglect of f
l
terms for l > 1). Consider a background plasma with
an initial distribution function of the form
f 0e =
ne
pi3/2v3th
exp [−(vy + vc)2/v2th − v2⊥/v2th] , (8.10)
which ‘balances’ a hot electron current of the form
f 0h = δ(vh − vy)δ(v⊥) . (8.11)
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The background electrons satisfies the cartesian tensor expanded VFP equation, in the
collisional limit. The fast electrons obey the collisionless Vlasov equation. These equa-
tions, and Ampere’s and Faraday’s laws, are linearised and quantities are perturbed by
a wavelike form exp(Γt+ ikx). This process, given in Appendix E, yields the dispersion
relation
3∑
0
aiΓ
i = 0 (8.12)
where
a0 = (ωpfτth)
2v2hk
4 (8.13a)
a1 = 0 (8.13b)
a2 =
2
3
α(ωpeτth)
2k2
〈
f 0zz, 15A
2/k2
〉10
α8
− (ωpfτth)2k2 − k4δ2c (8.13c)
a3 = 5(ωpeτth)
2A
〈
∂vf
0
0 , 15A
2/k2
〉6
α8
. (8.13d)
Here, we define A = Y Z2ni log (Λei), and
〈g(v), a〉mαn = 4pi
∫ ∞
0
g(v)vm
αvn + a
dv . (8.14)
Note that in deriving the above dispersion relation, space charge effects are neglected.
This amounts to neglecting the E-field in the x-direction, and greatly simplifies the
analysis. For the parameters chosen, this does not appear to affect the results significantly.
To test the accuracy of the IMPACT-PIC scheme, we consider a background carbon
plasma with a temperature 50 eV and density 0.5× 1029 m−3. The fast electrons have
a density nf/ne = 0.0005, and vh = 0.14c. At these temperatures and densities, fast
electron relativistic effects are expected to be small, and Ohmic heating of the background
is expected to be negligible on the timescales considered. For these parameters, one of the
roots of the dispersion relation gives rise to a growing, unstable solution. The evolution
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Figure 8.6: Left: Plot of the evolution of the growth rate Γ for two perturbations of different
amplitude. Notice the region of linear growth is more obvious for the 0.001% perturbation (blue)
than for the 0.1% perturbation (green). In the later case, minimum and maximum growth rates
in the linear regime are denoted by black squares.
Right: The dispersion relation for the instability. Good agreement is found between the code
and the theory.
of the system for a 1 µm wavelength perturbation is shown in figure 8.5. The evolution of
the initial perturbation on the fast current density δj and the evolution of the magnetic
field is shown. Notice that after 90 fs (t = 600) the linear approximation is beginning to
break down.
The time evolutions for the growth rates of two particular wavelength perturbations
are shown in figure 8.6. The blue curve is for a perturbation with initial amplitude 0.001%
of the initial fast current. This produces a flat growth rate in the linear regime (in the
range 50 fs to 100 fs). A larger initial perturbation amplitude of 0.1% is also considered
and shown in green. This does not lead to a flat growth rate, and so we are resigned
to taking the the ‘minimum’ and ‘maximum’ growth rates in the linear regime. These
points are denoted by black squares in the left plot of figure 8.6. The lack of a flat
growth rate profile for these larger perturbations is likely due to an initial violation of
the linear approximation used to calculated the dispersion relation. While large initial
perturbations may not give the desired flat growth rate, a very small perturbation may
not be enough to ‘kick start’ the instability in the first place. These are just some of the
difficulties in using physical instabilities to test the accuracy of the scheme.
By measuring the growth rates for a range of perturbations with different wavelengths,
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Figure 8.7: The fractional error in the growth rate due to the neglect of f2 terms in the
background plasma for a range of beam to background ratios.
the dispersion relation can be compared to the theoretical one discussed above. This
comparison is shown in the right hand plot of figure 8.6 for 18 wavelengths in the range
[0.1 : 2.4]δcf . Good agreement is achieved between the theoretical and code dispersion
relations. Indeed the 0.1% perturbation differs from the theoretical growth rate by no
more than 20%, and the 0.001% perturbation by no more than 9% . The analysis has
reproduced the saturation of the growth rate at small wavelengths, the result of magnetic
diffusion competing with the magnetic pinching of the perturbation.
Equation (8.13) includes the effects of f
2
in the background, which are neglected
from the IMPACT-PIC scheme under the diffusion approximation. The validity of this
approximation can be tested for the above system by considering the fractional error
in the growth rate Γ predicted by equation 8.12 with f
2
neglected, compared to when
it is included. Figure 8.7 shows (Γ(f
2
= 0) − Γ)/Γ vs perturbation wavelength for a
range of beam to background ratios. The error is most significant for small wavelength
perturbations. As the wavelength approaches the background thermal mean free path,
collisionless phenomena in the background plasma become important [128], and higher
order anisotropic terms are necessary. For a beam to background ratio of 0.2, the error
reaches 20%, and for the 0.1 case it reaches approximately 2%. The reason for the rapid
174 Chapter 8. Code testing
increase becomes clear if we consider the drift velocity of the background plasma. For
a beam to background ratio of 0.1, the drift velocity in the background plasma approx-
imately equals the thermal speed in the background. Anisotropies in the background
electron distribution function are becoming significant, and the diffusion approximation
is starting to break down.
8.3.2 Relativistic resistive filamentation test
In the previous subsection the Weibel/filamentation instability was considered in the
non-relativistic limit. In this subsection, the relativistic dynamics are tested against the
filamentation instability presented by Gremillet et al [84]. Gremillet et al considered fast
electrons with an initial distribution function
f 0(p) = A exp
[
−(γ − 1− βfpy/mec)
Tf/mec2
]
(8.15)
evolving under the collisionless Vlasov equation, and background electrons modelled as
a simple Ohm’s law E = ηjr. By making use of the paraxial approximation, that is,
non-relativistic dynamics in the beam rest frame, the following dispersion relation can be
derived
Γ˜τBωpf + k˜
2 +
1
γ3β
+
1
γβ
(
βf
βfth
)2
Z ′
(
iΓ˜
k˜βfth
)
= 0 . (8.16)
Here, tildes represent quantities normalised to fast electron plasma frequency ωpf =
(nfe
2/0me)
1/2 for time dimensional quantities, and to the fast electron skin depth c/ωpf
for length-dimensional quantities respectively. Z ′ represents the first derivative of the
well known plasma dispersion function [69], τB = µ0c
2/(ηω2pf ) is the magnetic diffusion
time along the fast electron skin depth, and β2fth = 2Tf/(mec
2γβ), where γ
2
β = 1/(1−β2).
This dispersion relation is derived in Appendix B. Transverse temperature dynamics
(present in the final term of the left hand side of equation 8.16) play an important role
in suppressing the resistive filamentation instability. This is discussed more in the next
chapter. Here, we focus on testing the hybrid scheme’s ability with monoenergetic beams.
Figure 8.8 shows the results of simulations performed with nf/ne = 0.01 and nf/ne =
0.005 with an initial velocity of 0.75c. The background plasma is fully ionised carbon,
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Figure 8.8: Dispersion relation for nf/ne = 0.01 for a background plasma with initial tem-
peratures of 100 eV (blue) and 200 eV (green). The black crosses indicate the measured growth
rates from the IMPACT-PIC code. These are subject to a 5% vertical error.
with a density of 1.0× 1029 m−3, and an initial temperature of 100 eV. Under these condi-
tions, the plasma heats to approximately 200 eV in approximately 10 fs. The temperature
change induced in the background plasma can modify the growth rates through the τB
term in equation (8.16). For this reason, we also plot the 200 eV growth rates in figure
8.8. The crosses indicate growth rates measured using the IMPACT-PIC code. Good
agreement is found between code and theory. Notice that the shorter wavelength (larger
k) perturbations adhere closer to the 100 eV (blue) curves, and the longer wavelength
(smaller k) adhere closer to the 200 eV (green) curves. This is a reflection of the growth
time of the instability relative to the time for the background plasma to heat up. Again,
the growth rates are saturated for small wavelengths, as the magnetic diffusion is faster
than the pinching of the perturbation [84]. Note that the above issue with finding a flat
growth rate from the simulation data gives at most 5% error on the vertical position
of the crosses in figure 8.8. For the simulation parameters, it was not possible to ade-
quately resolve perturbations with λ . 0.5δcf , due to the IMPACT instability discussed
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Figure 8.9: Initial distribution of fast electrons (green) and injected distribution of PIC
particles per times step (blue) for I = 1019 W cm−2.
in Chapter 7.
8.4 Particle initialization test
An acceptor/rejector method is used to initialise the fast electron distribution function.
Typically, 4× 109 PIC particles are used for the whole simulation. For a total simulation
of time of 5 ps and a time-step of approximately 0.05 fs, 40000 PIC particles are injected
per timestep. Figure 8.9 shows the distribution of PIC particles produced with 40000
PIC particles using the acceptor/rejector method to reproduce the distribution function
ff ∝ p2 exp
(
−mec
2
Tf
(γ − 1)
)
. (8.17)
The method performs well in reproducing the distribution. Note that this is the total
number of PIC particles injected per ∆t. The number of particles injected per cell in the
injection region will be of the order of 400. However, the time for the PIC particles to
leave the injection region means that the number particles per cell will be of order 105,
yielding a distribution very similar to that shown in figure 8.9.
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8.5 Conclusion
This chapter has shown that the IMPACT-PIC scheme can successfully reproduce elec-
trostatic and electromagnetic phenomena relevant to fast electron transport at near solid
densities. Other tests performed on the scheme not mentioned above include PIC par-
ticle gyromotion tests, and resistive generation of magnetic field tests. While the list of
tests performed on the scheme is certainly not exhaustive, the scheme has been shown
to be functioning as expected. Furthermore, the reproduction of the filamentation in-
stability phenomena is crucial for the study for the fast electron beams passing through
background plasma, as will be shown in the following chapter.
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Chapter 9
Transport effects in 2D
IMPACT-PIC simulations
In this chapter, results from 2D IMPACT-PIC simulations are discussed. The focus of the
discussion is on the transport effects arising from the propagation of a fast electron beam
through a background carbon plasma, which is fully ionised, and has initial temperature
100 eV and density 1029 m−3. Resistive filamentation is observed as the fast electron beam
spreads through the plasma. The filamentation patterns observed are explained with the
help of 1D simulation. It is found that the transverse temperature distribution of the
fast electrons play a pivotal role in the filamentation dynamics, as previously reported in
[84],[88]. We find that effects arising from resistive collimation can act to suppress the
growth of the filamentation instability.
In the second half of this chapter, background transport phenomena are discussed.
Discussions of the fields and heat flows are given. Some of the 1D effects found in Chapter
5 are also seen in the 2D simulations to be presented in this chapter. These include, the
suppression of the beam hollowing field by the transverse heat flow, the distortion of the
heating rates by the magnetic fields, and the Nernst advection. Typically, it is found that
the non-local effects reported in Chapter 6 are negligible here, due to the extra dimension
simulated. A new transport effect is seen in 2D simulations, after being predicted in [44].
This magnetic field advection effect arises due to the lack of cancellation of the Hall fields
of the fast electrons and the background electrons.
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9.1 Simulation parameters
Fast electrons are injected into a fully ionized background carbon plasma with an initial
temperature 100 eV and density 1029 m−3. The fast electrons are phemologically intro-
duced at the x = 0 µm (left) boundary. The energy and velocity distribution of the
injected electrons is given by equation (7.20), with a fast electron temperature obeying
Beg’s formula (7.21). For most of the simulations presented here, a peak laser intensity
of 1019 W cm−2 is considered, corresponding to a Tf = 430 keV and average kinetic energy
of 990 keV, for a 1.054 µm laser wavelength. A Gaussian y-profile is used with a FWHM
of 5 µm. The laser intensity rises linearly in time over the first 500 fs and is constant
after this. The cosM θ distribution, given in equation (7.20), is used for the fast electrons
divergence. The values of M used in this section are M = 4, 6, 12, which correspond to
half angles of 32.8◦, 27.0◦, and 19.3◦, respectively. Laser energy to fast electron energy
conversion efficiency (ηL) is varied between 0.1 and 0.5.
The fast electron skin depth along the transverse (y) direction is resolved, but it
is under-resolved in the longitudinal (x) direction due to time and computational con-
straints. The results are tested against better resolved runs, and little difference is found
between the results. Due to the need to resolve the fast electron skin depth in the trans-
verse direction, and the need to sufficiently resolve velocity space in the VFP routine, we
are limited to considering systems of moderate spatial extent. Most of the 2D simulations
discussed below have x × y spatial extent of 80 µm × 35 µm. This is found to be large
enough to capture the spreading of fast electrons from the injection region. Systems with
twice the spatial extent, but the same resolution, are tested and good agreement is found
between the results over 1.5 ps. Later times with the larger domain simulations of the
same resolution are not accessible given the structure of the code, and the computational
facilities available.
The main simulation results in this section have x-cell resolution of 0.42 µm (nx = 192)
and a y-cell resolution of 0.14 µm (ny = 250). The fast electron skin depths for densities of
1027 m−3 and 0.5× 1027 m−3 are 0.16 µm and 0.24 µm, respectively. The CFL condition
limits the time step to 0.46 fs. However, for accurate calculation of the background
transport effects, the time step is further limited by the initial collision time of the
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background plasma, 0.216 fs for the parameters given above. A velocity grid of 20v200,
where v200 is the thermal speed for a Maxwellian distribution at 200 eV, and 80 velocity
grid cells was used.
9.2 Broad overview
Figure 9.1 shows the fast electron number density nf at 250 fs, 750 fs, 2000 fs for an
ηL = 0.3 simulation. Broadly speaking, the fast electrons enter the plasma, spreading
out due to ballistic motion and decelerating under the action of the (resistively inhibiting)
electric field. Signs of resistive filamentation appear after 500 fs. This is likely seeded by
the noise introduced to the system by the PIC component of the code. At 750 fs the
effects of filamentation are obvious, and the beam is beginning to collimate under the
action of the resistively generated magnetic field. By 2000 fs the fast electrons have been
collimated to a beam size of approximately the same spatial width as the initial injection
region. A filamented structure is observed in the region from x = 25 µm to x = 80 µm.
9.3 Resistive Filamentation
To confirm that the filamentation observed in figure 9.1 is due to the previously mentioned
resistive filamentation instability, it is useful to consider the evolution of the system if the
fast electrons do not experience force from the magnetic field. The simulation is run with
identical initial conditions, but with the magnetic field contribution to the fast electron
Lorentz force, FB = ev×B, set to zero. The nf profile for this case is given in the bottom
right corner of figure 9.1. Notice that the filamented structure is indeed absent in this
case. This ‘sanity check’ establishes the necessity of the magnetic field for the instability.
By studying the early time evolution of the system, the filamentation instability ap-
pears to be seeded by the noise of the fast electrons passing through the plasma first. It
would be ideal to consider a simulation with a larger number of PIC particles to assess
whether the noise is significant. However, due to computational memory resources, and
the N−1/2 dependence of the fast electron noise, it has not been possible to test this. Var-
ious attempts to smooth the injected fast electron beam still results in a similar degree
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Figure 9.1: log10 (nf ) (m
−3) at 250 fs (top left), 750 fs (top right) and 2000 fs (bottom left).
Bottom right shows log10 (nf ) (m
−3) at 1000 fs for a simulation with the magnetic field part of
the Lorentz force on the fast electrons turned off (FB = 0).
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Figure 9.2: Left: Bz (T) profile at 1000 fs. Right: Rate of change of the magnetic field due
to resistive generation of the field at x = 30 µm for times 500 fs, 1000 fs and 1500 fs.
of filamentation. As we are already working at the upper limits of resolution allowable
on the CX1 system, it unavoidable that the PIC component will introduce numerical
noise into the system. Indeed, as the fast electrons spread in the target, the noise level
will inevitably increase due to the lower number of PIC particles per cell deeper into the
target.
Further confirmation of the nature of the filamentation is provided by studying the
evolution of the magnetic field in the system. Figure 9.2 shows the magnetic field profile
in the system at 1000 fs and also the rate of change of magnetic field due to resistive
generation at times 500 fs, 1000 fs, and 1500 fs. We find that the magnetic field growth at
these times is dominated by the ∂y(ηjx) term in the induction equation (this dominance is
observed in the x-component of the electric field at these times c.f. section 9.4.1). Notice
that the growth of the magnetic field is governed by resistively generated field due to the
whole beam at times earlier than 500 fs, while at later times the resistive generation due
to the filamented structure is dominant. The magnetic field profile at 1000 fs (figure 9.2)
shows that the dominance of the filamented structure over the global collimation at this
time.
184 Chapter 9. Transport effects in 2D IMPACT-PIC simulations
−1.57 −0.785 0 0.785 1.570
0.01
0.02
0.03
0.04
0.05
0.06
0.07
!
! d
ist
rib
ut
ion
 
 
x = 0 µm
x = 30 µm (Bz off)
x = 30 µm 
cos6 ! 
cos100 !
cos60 !
Figure 9.3: Angular (θ) distribution at y = 0 µm at 500 fs for the M = 6, ηL = 0.3 2D
simulation. The open circles are for x = 0 µm. The dots and crosses are the distributions at
x = 30 µm for the cases with and without magnetic field force acting on the fast electrons,
respectively. Approximate cosM (θ) fits are shown as solid and dashed curves.
9.3.1 Effect of transverse temperature of the fast electrons
An interesting feature of the magnetic field profile, and those nf profiles is that fila-
mentation is only evident in the region x > 25 µm. Near the front the target, the fast
electron beam is unfilamented, and the magnetic field profile appears to be dominated
by the global structure of the beam. To explain this effect, we must consider the angular
distribution of the fast electrons at points along the x-axis. The θ = cos−1(vx/
√
v2x + v
2
y)
distribution is given for the fast electrons at the front of the target and at x = 30 µm
for y = 0 µm at 500 fs in figure 9.3. Notice that, in the case of FB = 0, the initial
M = 6 distribution at the front of the target has evolved into an approximate M = 100
distribution by x = 30 µm, due to ballistic motion.
1D simulations
The effect of the fast electron transverse temperature on the filamentation instability can
be studied by using 1D simulations. Spatial variations are not resolved in the direction
parallel to the main beam direction (x), but are resolved in the transverse direction (y).
Figure 9.4 shows the dispersion relations for the growth of the filamentation instability
in systems initialised with M = 4, M = 40, M = 60, and M = 100 for an nf/ne = 0.01
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Figure 9.4: Top: Dispersion relation for growth rate of a 1D system with nf/ne = 0.01
for a range of M -values (transverse temperatures). Middle: Close up of dispersion relation
for M = 6. Error bars indicate the standard errors in the gradients of the least squares fits
used to find the growth rate. Bottom: Dispersion relations for growth rate of 1D system with
nf/ne = 0.001 for a range of M -values.
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simulation. The spatial resolution used is equal to δcf/20. All other initial condition
and simulation parameters are identical to the 2D simulations discussed above. Notice
that filament spatial sizes of approximately 1 µm observed in figure 9.1 agree well with
the wavelength of the peak growth rates for the M > 40 plots. Secondly, notice the
greater the transverse temperature (lower M), the smaller the peak growth rate. Thirdly,
the system is stable (negative or zero instability growth rate) in the high wavevector
(small wavelength) region of the dispersion relation. The maximum wavevector (minimum
wavelength) for the occurrence of the instability is smaller (larger) for larger transverse
temperatures. Finally, the position of the peak growth rate occurs at larger wavelengths
for larger transverse temperatures. In the case of large transverse temperatures, the
smaller filaments are effectively ‘washed-out’, and the instability is suppressed.
As discussed in Chapter 3, the suppression of the instability at low wavelengths stems
from the balance between the magnetic ‘pinching force’ on a filament (the driver of the
instability) and the thermal pressure force within the filament. Following the approach of
[88], an approximate force balance between these two yields the so called Bennett radius
2
√
γB(βtb/βb)δcf . These observations accord with Gremillet et al. [84] and Gremillet’s
growth rates are in approximate agreement with those found here. Only approximate
agreement is found due to the different initial fast electron distribution, and also due to
the Ohmic heating present in these simulations, compared to Gremillet et al. where a
constant temperature is assumed. The minimum wavelength for instability to grow for
the M > 40 cases is approximately on order of the fast electron collisionless skin depth.
The minimum wavelength for growth in the M = 6 case is approximately 4δcf , or 1-
2 µm. These results can be related to the 2D simulations discussed above. Deep into the
target x > 30 µm, where an M > 40 distribution exists (figure 9.3), the 1D simulations
would predict the peak growth of filaments for perturbations of wavelength ∼ 0.5 µm, in
agreement with the plots in figure 9.2. The minimum wavelength for growth of instability
for the M = 40 distribution is on the order of resolution of the 2D system (approximately
δcf ). The noise in the system provides ample perturbations at this wavelength (or rather
at wavelengths of ∼ 4∆x), and so the instability readily grows. Near the injection region,
where an M = 6 distribution exists, the instability is suppressed by the lack of 1-2 µm
wavelength perturbations from the background noise. Furthermore, wavelengths of this
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magnitude are a significant fraction of the FWHM of the beam, and so the influence
of broad magnetic field structures, such as those that resistively collimate the beam,
may act to suppress the instabilty. The observation of suppressed filamentation near the
injection region accords well with the 3D simulations presented in [84], and the 2D LSP
simulations of Solodov et al. [129] and Evans [66].
9.3.2 Resistive filamentation vs resistive collimation
An interesting feature of the θ-distribution plots not yet discussed is the effect of the
broad magnetic field on the fast electrons. Consider the angular distributions given in
figure 9.3 at x = 30 µm for the case of FB on and off. A broader θ-distribution is produced
for the case with FB on compared to the case with FB off. This can be explained by
the globally collimating field generated near the region x < 30 µm. Fast electrons are
deflected by this field, giving a larger range of angles at a given point, compared to the
FB = 0 case where fast electrons at x = 30 µm arrive there essentially because they have
been travelling in a straight line from the the injection region. An M = 60 curve fits the
FB 6= 0 case reasonably well, compared to an M = 100 for the FB = 0 case (see figure
9.3). As shown by the growth rate curves given in figure 9.4, this M = 60 distribution
yields a lower peak growth rate at this point, compared to the M = 100 distribution.
In other words, the growth of the resistive filamentation instability has been somewhat
suppressed by the action of the globally collimating field. The peak growth rate in the
presence of the collimating field is about 30% lower than if the collimating field were
absent. Note that these distribution plots are for the time 500 fs, approximately 375 fs
before filaments appear in this region. This leads to an interesting question: can resistive
filamentation be suppressed in a resistively collimated system?
As a preliminary investigation into this, the following results consider filamentated
structure of the beam in 2D simulations for a range of laser efficiencies ηL, for a range of
M , and for a range of incident laser intensities.
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Range of ηL
Figure 9.5 nf profiles at 2000 fs for ηL = 0.1 and ηL = 0.5 systems. The ηL = 0.1
(left plot) is resistively collimated and shows no significant filamentation. The ηL = 0.5
(right plot) case is strongly filamented. To compare the effects of resistive filamenation to
resistive collimation, we use the growth rates given in figure 9.4 for the former, and Bell
and Kingham’s [73] work for the latter. Bell and Kingham considered the condition for
a fast electron beam to be self collimated by its resistively generated fields. As discussed
in Chapter 3, Bell and Kingham derived a parameter Γrc for resistive collimation of the
form
Γrc = 0.10n
3/5
23 (Z ln Λ)
2/5t2/5ps (ηLI20)
−1/5(Tf/mc2)−3/10ϑ−21/2(2 + (Tf/mc
2))−1/2 . (9.1)
Here I20 is the laser intensity in units of 10
20 W cm−2, n23 is the background number
density in units of 1023 cm−3, Tf is the fast electron temperature, and tps is the time in
picoseconds. A system is resistively collimated if Γrc > 1. The approximate time trc for
resistive collimation to occur can be found by setting Γrc = 1 in the above expression and
rearranging.
For the resistive filamentation time, the e-folding time of the instability is required. As
discussed already, various parts of the fast electron beam will have very different growth
rates, as a result of the varying beam density and the varying transverse temperature
through the target. As the filaments appear to occur first in the region x = 30 µm,
y = 0 µm, it seems reasonable to calculate the growth rates at this position. Beam
number densities are found from the 2D simulations at early times (i.e. before resistive
collimation or resistive fillamentation occurs). Peak growth rates for the instability are
taken from 1D simulations (some of which are shown in figures 9.4) for the M = 100
case (i.e. the value of the transverse temperature parameter at x = 30 µm and y = 0 µm
before the magnetic field acts on the fast electrons).
Values of trc and the e-folding times for the ηL = 0.1, 0.3, 0.5 2D simulations are
given in table 9.1. The e-folding times for the ηL = 0.3, 0.5 cases are much shorter
than the values of trc. This is due to the higher beam to background ratios in those
cases, contributing to the a higher peak growth rate for the filamentation instability. It
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Figure 9.5: log10 nf (m
−3) plots at 2000 fs showing the differing evolution of the M = 6
simulations with η = 0.1 (left) and η = 0.5 (right). These should be compared to the M = 6,
ηL = 0.3 plot on the bottom left of figure 9.1.
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Figure 9.6: Angular distribution of the fast electron velocity at x = 30 µm and x = 0 µm
at 500 fs and 1000 fs for the η = 0.1 2D simulation. The distributions with the magnetic field
acting on the fast electrons are given by blue and red circles. The distributions without the
magnetic field acting on the fast electrons are given by black crosses. Approximate fits of the
form cosM (θ) are plotted in dashed curves.
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Resistive collimation vs resistive filamentation
Resistive collimation
I (1018 W cm−2) 10 10 10
ηL 0.1 0.3 0.5
M 6 6 6
Tf/mec
2 0.84 0.84 0.84
ε/mec
2 1.94 1.94 1.94
ϑ1/2 0.47 0.47 0.47
trc (ps) 0.56 0.98 1.3
Resistive filamentation
nf (10
27 m−3) 0.031 0.125 0.22
ωpf (10
15 s−1) 0.31 0.63 0.84
Peak Γ/ωpf 0.026 0.04 0.048
e-folding time (ps) 0.12 0.040 0.025
Table 9.1: Variation of trc (time for resistive collimation) and the e-folding time of filamen-
tation instability with ηL for a FWHM of 5 µm.
is also due to a more rapid heating of the background plasma in the ηL = 0.3, 0.5 cases,
increasing the trc times. The ηL = 0.1 case has an e-folding time of 120 fs, approximately
a factor of 5 smaller than its resistive collimation time trc = 560 fs . Taking into account
that it takes the fast electrons greater than 100 fs to reach the filamentation point, only a
couple of e-folding times will elapse before the beam collimation effects take hold. Thus,
it is expected that resistive collimation will play an important (and likely deleterious)
role in the growth of any filaments.
Figure 9.5 shows that filaments are absent in the ηL = 0.1 case even after 2 ps. Based
on the e-folding time given in table 9.1, filaments are expected to have appeared already,
at wavelengths of approximately 0.5 µm. To explain the absence of the filaments, consider
the angular distribution plots for the ηL = 0.1 case, at position x = 30 µm and times
500 fs and 1000 fs, in figure 9.6. For the FB 6= 0, after 500 fs the distribution has evolved
into an approximate M = 60 distribution, and after 1000 fs the distribution has evolved
into an M = 26 distribution (from a starting M = 6 distribution). Setting FB = 0 yields
an M = 100 distribution at all times. It seems that the growing influence of resistive
collimation broadens the transverse temperature distributions of the fast electrons. As
shown in the growth rate plots of figure 9.4, this results in a peak growth rate lower by a
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Resistive collimation vs resistive filamentation
Resistive collimation
I (1018 W cm−2) 10 10 10
ηL 0.3 0.3 0.3
M 4 6 12
Tf/mc
2 0.84 0.84 0.84
ε/mec
2 1.94 1.94 1.94
ϑ1/2 (rad) 0.57 0.47 0.34
trc (ps) 2.7 0.98 0.17
Resistive filamentation
nf (10
27 m−3) 0.1 0.125 0.14
ωpf (10
15 s−1) 0.67 0.63 0.56
Peak Γ/ωpf 0.03 0.04 0.06
e-folding time (ps) 0.06 0.04 0.025
Table 9.2: Variation of trc (time for resistive collimation) and the e-folding time of filamen-
tation instability with M for a FWHM of 5 µm.
factor of three. Additionally, the peak growth rate has been shifted to larger wavelengths.
Thus the susceptibility of the beam to the filamentation instability is reduced, and the
beam maintains its shape.
Range of M
The growth rate of the filamentation instability has already been shown to vary strongly
with fast electron divergence angle (i.e. transverse temperature). Based on equation
9.1, the time for resistive collimation is also expected to vary strongly with divergence
angle (trc ∝ ϑ51/2). Figure 9.7 shows nf profiles at 1000 fs for M = 4, and 12 cases.
The values given in table 9.2, derived in the same manner as discussed above, are useful
for this discussion. The M = 12 case has the shortest e-folding time of 25 fs, owing to
its high on-axis beam density and small transverse temperature (and therefore higher
peak instability growth rate). The M = 12 case also has the shortest trc of the three
runs (170 fs), due to the smaller divergence angle required to overcome for the beam to
resistively collimate. Taking into account the 100 fs or so needed by the fast electrons
to reach the filamentiation region, there is not enough time for the instability to grow
before resistive collimation effects occur. The M = 4, 6 cases do have larger transverse
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Figure 9.7: log10(nf ) (m
−3) plots at 1000 fs for a ηL = 0.3 simulations with M = 4 (left)
and M = 12 (right). These should be compared to the M = 6, ηL = 3 plot on the top right of
figure 9.1.
−1.57 −0.785 0 0.785 1.570
0.01
0.02
0.03
0.04
0.05
0.06
0.07
! (rad)
! d
ist
rib
ut
ion
 
 
1000 fs (Bz off)
1000 fs 
cos110(!) fit
cos34(!) fit
Figure 9.8: Angular distribution of the fast electron velocity at x = 30 µm at 1000 fs for the
M = 12 2D simulation. The distribution with the magnetic field acting on the fast electrons
are given by red circles. The distribution without the magnetic field acting on the fast electrons
are given by blue crosses. Approximate fits of the form cosM (θ) are plotted in dashed curves.
temperatures, and thus a slightly longer growth time of the filamentation instability,
than the M = 12 case. Crucially, M = 4, 6 cases have much larger values of trc than
the M = 12 case, as a result of the strong angular dependence. Thus, the beam cannot
self collimate before it starts to filament. This leads to the (perhaps) counter-intuitive
situation of a beam with smaller initial transverse temperature being less filamented than
a beam with larger initial transverse temperature.
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Figure 9.9: Particle tracks for the M = 12 (top) and M = 4 (bottom) simulations for particles
injected at 500 fs (left plots) and at 1500 fs (right plots). The particles followed are injected
with energies in the range 0.82 MeV and 1.4 MeV. (The average injected energy is 0.991 MeV).
The M = 12 plots (top) shows 40 particle tracks each and the M = 4 plots (bottom) show 60
particle tracks each. Notice the particle tracks of the M = 12 simulations are strongly distorted
by the collimating field, while the M = 4 tracks show only partial collimation. Filaments are
clearly visible in the M = 4 case. In M = 12 case, the presence of a filament is evidenced by
the particle tracks near x = 40 µm, y = 0 µm in the top right hand plot.
It is interesting to consider the angular distribution for the M = 12 case, shown
in figure 9.8. Once again, the broadening of the θ-distribution is observed when the
magnetic field force on the fast electrons is switched on. There is also a strong angular
presence in the wings of the distribution (near 0.5 rad). The particle tracks shown in
figure 9.9 show that this is due to the significant ‘bouncing’ of the fast electrons between
the collimating magnetic field, giving rise to large θ-angles around the x = 30 µm. Notice
also the presence of filaments in particle tracks of the M = 4 case, and also the lack of
strong collimation to distort the angular distribution significantly.
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Figure 9.10: log10 plots of the fast electron number density for simulated laser intensities of
2× 1018 W cm−2 (left) and 5× 1019 W cm−2 (right) at 2000 fs.
Higher laser intensity
Figure 9.10 shows the fast electron number density plots at 2000 fs for laser intensities
2× 1018 W cm−2 (left) and 5× 1019 W cm−2 (right) with M = 6 angular distribution.
These are to be compared to the I = 1019 W cm−2 results presented in figure 9.1. The
general trend is that at higher laser intensities the beam will collimate less and filament
more, in agreement with Solodov et al. [129]. With reference to equation (9.1) the reason
for decreasing collimating power with higher laser intensities is clear. At higher laser
intensities, the flux of fast electrons passing through the plasma is greater and the fast
electrons have a higher average energy. Thus, faster Ohmic heating is observed at higher
laser intensities, reducing the magnitude of the field produced, and also the larger Larmor
radii of the fast electrons make them harder to collimate. The resistive collimation time
for the I = 5× 1019 W cm−2 case is 2.5 ps, compared to 0.36 ps for the 2× 1018 W cm−2
case. Filamentation is more vociferous at higher laser intensities as a result of the higher
fast electron fluxes. However, the lower background resistivity, as a result of more rapid
Ohmic heating rates, will act to try and reduce the growth rate at higher laser fluxes.
9.3.3 Numerics check
The above results have been compared against simulations with twice the spatial resolu-
tion, and no significant differences have been observed over a picosecond, in agreement
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Figure 9.11: Growth rates of filamentation instability from noise in 1D simulations with
range of resolutions ∆x. For reference, the resolution used in the 2D simulations presented in
this chapter is ∆x ≈ δcf .
with the observations of Evans for LSP simulations of comparable parameters [66]. As a
further check of the adequacy of the resolution, 1D simulations have been performed to
measure the growth rate of the filamentation instability from noise for a range of spatial
resolutions. The results for a nf/ne = 0.01 simulation are shown in figure 9.11. The
growth rates for a cold beam of fast electrons (no transverse temperature) and for an
M = 100 simulation are shown. The resolution used in the above 2D simulations is
∆x ≈ δcf . Notice for an initial beam (monoenergetic and zero transverse temperature)
of fast electrons, a simulation only just resolving the fast electron skin depth would un-
derestimate the peak growth rate by a factor of 2, compared to a simulation with four
times better resolution. The case for an M = 100 is however more forgiving, with less
than 8% underestimation of the growth rate. As we are not dealing with an initial beam
of fast electrons, and the fast electrons are unlikely to completely lose all of their trans-
verse temperature as they propagate through the background plasma, these test confirm
that the phenomena being observed here are sufficiently well resolved. Furthermore, the
beam to background ratio in the plasma is usually less than 0.01 (for ηL < 0.5), and
so the resolution used is assumed to be more than sufficient to resolve the filamentation
instability in these conditions.
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Figure 9.12: Ex (V m−1) at 500 fs and 625 fs
9.4 Transport effects
The remainder of this chapter focuses on the effects arising from simulating full Braginskii
transport in the background plasma. A systematic approach is followed: first, electric and
magnetic fields are discussed, then heat flow effects, and then more advanced transport
effects discussed. This section focuses on the results obtained from the ηL = 0.3, I =
1019 W cm−2 simulations.
9.4.1 Fields
Figure 9.12 shows the Ex component of the electric field at 500 fs and 625 fs. For times
earlier than 500 fs, Ex is larger near the injection region. This is due to the larger return
current required in this region, compared to deeper in the target, where the fast electron
spreading has reduced the current density. At later times, the Ohmic heating begins
to have a significant effect on the resistivity near the front of the target. As such, the
electric field required to draw a (quasi-neutrality maintaining) return current falls. Thus
the peak electric field begins to move through the target, and into filaments already set
up deeper in the target. An important question to ask is to what extent this field is
dominated by the ηjx term, and to what extent other terms contribute. The left plot
of figure 9.13 shows the contribution of ηjx (dashed line) to Ex (solid line) at various
times during the simulation at x = 5 µm. The term ηjx accounts for no less than 93% of
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Figure 9.13: Left: Ex at 500 fs, 1000 fs, 2000 fs and 3000 fs. Contribution of ηjx is shown
as dashed lines. Right: The rate of change of the magnetic field due to resistive generation at
1000 fs (blue), 2000 fs (green) and 3000 fs (grey) at x = 5 µm.
Ex at this position. After several picoseconds, a slight difference appears at y = ±5 µm.
This is largely due to the contributions of pressure gradients, developing as a result of
temperature and density gradients, and also due to the contribution of the β∧∂yT term.
The contribution of ηjx to the growth of the magnetic field is given in the left plot of
figure 9.13. Notice the decreasing growth rate as time progresses. This is of course as a
result of the increasing background plasma temperature, and thus decreasing resisitvity.
Notice also the cavitating magnetic field being generated in the region −5 µm : 5 µm at
1 ps. This results from the resistivity gradients present in system. This generation of a
cavitating field has turned into a collimating field again by 2 ps. This plot is analogous
to those seen in Chapter 5. As discussed in Chapter 5, the reemergence of a collimating
field results from the transverse (y) heat flow broadening the background temperature
profile, reducing resistivity gradients. Using the estimate derived in Chapter 5 for when
y-heat flow effects are likely to make a significant difference on the temperature in the
system (equation 5.16), we find a time of approximately 1500 fs, in agreement with that
seen here in 2D.
Deeper into the target, the situation is similar; the resistivity term dominates the
x-component of the electric field. While the x-component of the electric field is approx-
imated very well by ηjx for much of the plasma over several picoseconds, this is not the
case for the y-component. The Ey component is dominated by Hall fields, pressure gra-
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Figure 9.14: Left: Profile of fractional difference of dimensionless resistivity coefficient to the
unmagnetised Braginskii predicted value, at 1000 fs. Right: Background isotropic distribution
function at 1000 fs at x = 5 µm near front of target.
dients, and the resistivity term. A simulation with the Ey force on the fast electrons set
to zero shows only small differences to the full simulation. It therefore does not signifi-
cantly effect the fast electron dynamics. The magnetic field force dictates the behaviour
of the fast electrons much more strongly than the electric fields, and the magnetic field is
generation rate is dominated by the ∂y(ηjx) term in the induction equation. As shown in
Chapter 3, (in the limit of strong heating) the magnetic field force increases in proportion
to the background temperature T , whereas the electric field force goes as 1/T 3/2.
9.4.2 Resistivity
As shown above, the resistivity is the most important coefficient in determining fast
electron transport on sub-picosecond and picosecond timescales through plasmas at this
density. Not only does it set the rates for resistive inhibition, but also sets the degree
of filamentation and the heating in the background. It is therefore crucial to assess
the validity of the Braginskii transport approximation used by numerous hybrid schemes.
Figure 9.14 shows the fractional difference between the dimensionless resistivity coefficient
α⊥ calculated from simulation results, to that predicted by unmagnetised Braginskii
transport. The method for calculating the transport coefficients in a non-Maxwellian
situation was discussed in Chapter 5, and is summarised in Appendix D. The plots are
shown for 1000 fs. The resistivity is approximately 1% lower in the vicinity of the main
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Figure 9.15: Left: qy profile at 2 ps. Units of W cm−2. Right: Comparison of the simulation
y-directed heat flow and x = 60 µm at 2000 fs to the Braginskii predicted heat flow and the
unmagnetised transport heat flow.
body of the beam. This small correction is due to the presence of a non-Maxwellian tail
on the distribution. The f0 velocity profiles near the front of the target at y = 0 µm are
shown in the right plot of figure 9.14. On comparing to a similar plot in figure 6.4 in
Chapter 6, we see that the non-Maxwellian tail is smaller here than in the 1D simulations.
This is likely due to the extra dimension modelled here, i.e the energetic tail electrons are
not confined to the 1D system, and spread to all regions of the 2D plasma. As in chapter
6, the higher proportion of more energetic, less collisional, tail electrons leads to a lower
contribution to the resistivity. The +4% correction near the wings of the main beam
at the front of the target, is due to magnetisation effects on the resistivity discussed in
Chapter 6.
9.4.3 Heat flow effects
Figure 9.15 shows the y components of the background heat flow at 2 ps. From the
profile, we see that near the injection region qy is directed from the centre of the beam
to the wings. However, in region around x = 20 µm the heat flow is in the opposite
direction. Deeper into the target, the filamented structure of the fast electrons dominates
the behaviour. Near the front of the target, the diffusive heat flow κ⊥∂yT and the
Ettingshausen heat flow β∧jx dominate the total heat flow, as shown in figure 9.16.
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Figure 9.16: Left: Main components of the y-directed heat flow at x = 5 µm at 2 ps. Right:
Comparison of the simulation y-directed heat flow at x = 5 µm at 2000 fs to the Braginskii
predicted heat flow and the unmagnetised transport heat flow.
The contribution of the latter term is due the magnetic field deflecting those return
current carrying electrons away from the centre of the beam. Deeper into the target, the
temperature gradients are not as big as at the front of the target, and thus the heat flow
is dominated by the convective flow towards the centre of the beam. Note that only the
diffusive and Ettingshausen heat flows significantly contribute to the divergence of the
heat flow, and thus to the temperature dynamics.
The importance of including full Braginskii transport, and in using a reduced kinetic
description of the background1 is demonstrated in figure 9.16. The plot on the right com-
pares the heat flow from the simulation to those predicted for the same system but with
a Maxwellian background (black dashed) and to an unmagnetised system (blue dashed)
at x = 5 µm. The unmagnetised heat flow is significantly different to the simulation data,
especially in the region of the centre of the beam. This is largely due to the lack of the
Ettingshausen heat flow. The full Braginskii transport over predicts the heat flow, due
to lack of flux inhibition [16].
The right hand plot of figure 9.15 shows the equivalent case deeper into the target.
The heat flow at x = 60 µm is dominated by the diffusive heat flow and the Ettingshausen
heat flow from the filaments. As a result, poor agreement is achieved between the sim-
ulation heat flow and the unmagnetised prediction. The large magnetic fields present
1Or at least in including a good flux limiter
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Figure 9.17: Main contributions to the heating rates at 1000 fs (left) and 2000 fs (right) at
x = 5 µm.
between the filaments not only leads to a large Ettingshausen contribution, but also to
the good agreement between the simulation data and Braginskii transport. The large
magnetisation present has suppressed any non-local heat flow and the transport is forced
into a collisional Braginskii transport regime.
The total x-heat flow is also significant in magnitude, but appears to have a smaller
effect on the temperature of the background plasma. This is confirmed by 1d CTC
simulations using a fixed fast current profile. The fast current fall off along the x-axis
in the 2D simulations is fit to a simple polynomial function and used as a fixed current
profile in the 1D simulations. These 1D simulations show that including qx modifies the
temperature by only 5% over 1000 fs compared to simulations with qx = 0. This heat
flow is expected to be near divergenceless, as such will not be discussed any further.
9.4.4 Heating rates
The effect of the heat flows discussed above on the heating rates is shown in figures 9.17,
9.18, 9.19. Figure 9.17 shows the heating rates at 1000 fs and 2000 fs at x = 5 µm. Notice
the increasing influence of the divergence of the y-directed heat flow (green). Just as in
chapter 5, the y-heat flow is spreading energy from the centre of the plasma to the wings.
An interesting difference occurs between x = 30 µm and x = 60 µm, showing in
figures 9.18 and 9.19, respectively. At 1000 fs at x = 30 µm, the background plasma is
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Figure 9.18: Main contributions to the heating rates at 1000 fs (left), 2000 fs (right) at
x = 30 µm.
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Figure 9.19: Main contributions to the heating rates at 1000 fs and 2000 fs at front of target,
x = 60 µm.
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being Ohmically heated by the broad fast electron beam that has not yet fillamented.
The appearance of the filaments is clearly visible at 2000 fs. However, the heating rate
is significantly modified by the heat flows present, and so superheated filaments are not
really present in this region of the plasma. The overall heating profile dips in the centre
due to the higher temperature there, and thus lower resistivity. Turning to the situation
at x = 60 µm shown in figure 9.19, a similar situation emerges after 2000 fs. The heating
profile after 1000 fs is however strongly dependent on the filaments. This leads to strong
heating of the filaments compared to the surrounding plasma. The difference between the
two situations is due to the temperature dependence of the heat flows. At x = 30 µm, the
background plasma has heated sufficiently prior to emergence of filaments. By the time
filamentation occurs, the mean free paths of the heat flux carrying electrons is ∼ 3 µm
and is sufficient to spread the strong Ohmic heating in the centre of the filaments to
the wings of the filaments. This is shown in figure 9.18. At x = 60 µm, filamentation
occurred earlier, when the background plasma temperature was lower. The mean free
path of the heat flux carrying electrons at 1000 fs is ∼ 0.5 µm, which is not sufficient to
spread the Ohmically induced heating across the filaments. This leads to strong heating
on the filaments, as evidenced in the left plot of figure 9.19. This broader heating rate
at x = 30 µm and strong filament heating deeper into the target is evidenced in the
temperature profiles at this time.
9.4.5 Late temperature phenomena
In Chapter 5, late temperature phenomena were discussed in 1D. In that section, it was
shown that the magnetisation near the wings of a current profile began to distort the
heating profiles and heat flow such that a doubly peaked temperature profile occurred.
This was found to occur after several picoseconds. This phenomenon is also observed
in 2D. Figure 9.20 shows the temperature profile at 3000 fs. Here we have used the
same ‘trick’ as used in section 5, whereby the effects of magnetisation on the background
plasma are artificially suppressed (by turning off this contribution in the f1 equation).
There are two effects to notice here. Near the front of the target, the temperature
profile in the magnetised case is beginning to show a double peak formation. Second, the
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Figure 9.20: Top: Temperature profiles (eV) at 3 ps for a simulation with (left) and without
(right) magnetisation effects in the background. Bottom left: Temperature line-out at 2 ps
(lowest temperature curve), 3 ps, and 4 ps (highest temperature curve) for simulations with
(blue) and without magnetisation effects (red dashed) at x = 5 µm. Bottom right: Temperature
line-out at 2 ps and 4 ps for simulations with and without magnetisation effects at x = 40 µm.
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Figure 9.21: Left: Profile of Nernst velocity (µm ps−1) at 2 ps . Right: Main contributions
to the rate of change of magnetic field at x = 5 µm at 2 ps.
filaments have double peaked temperature profiles in the magnetised case, compared to
the unmagnetised case. Both these effects are due to the distortion of the heating profiles
by the magnetisation, discussed in section 5. Lineouts of the temperature at the front of
the target and at x = 40 µm, shown in figure 9.20 show this effect more clearly.
9.4.6 Nernst advection
Another transport effect discussed in Chapter 5 and Chapter 6 was the enhanced Nernst
advection from the centre of the beam. As a reminder, it was found that in 1D the
Nernst effect advected magnetic field several microns towards the wings. The Nernst
velocity seen in the simulations was found to be in excess of the classically predicted
Nernst velocity by an order of magnitude. In 2D the situation is complicated by the
extra dimension and because of the additional effects that can occur. Figure 9.21 shows
the profile of the Nernst velocity at 2000 fs. Notice that the Nernst velocity is an order of
magnitude smaller than that observed in Chapter 5 and Chapter 6. The classical Nernst
velocity agrees with the observed velocity in 2D to within 6%. As such, the approximate
1 µm movement of the magnetic field over 4 ps is only a small correction.
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Figure 9.22: Hall field contributions to the y-component of the electric field at x = 5 µm and
2 ps (left) and to the x-component of the electric field at x = 20 µm at 2 ps (right).
9.4.7 Hall field effects
The right hand plot in figure 9.21 show the dominant contributions to the induction equa-
tion at 2000 fs. Notice also the contribution of the Hall field to the induction equation.
It acts against the Nernst advection flow. This term requires some attention, as it can-
not be taken in isolation. The Hall field for the background electrons must be discussed
alongside the Hall field for the fast electrons. In non-relativistic MHD, the contributions
of the Hall field for the fast electrons and the background electrons will almost cancel.
This is not necessarily the case in the relativistic case, due a correction in the fast electron
Vlasov equation. Following Sherlock [44], and the summary of his work at the end of
Chapter 3, we see that the Hall field contributions to the electric field are given as
eneE = jr ×B +
〈
ϕ · (jf ×B)
〉
. (9.2)
In the non-relativistic limit, the second term on the right hand side becomes jf × B
and cancels with the first term on the right hand side to within ∇× B × B/µ0. In the
ultrarelativistic limit, however, the second term on the right hand side tends to zero.
This leaves the first term on the right hand side uncancelled, and leads to an advection
of the magnetic field at the background drift velocity jr/(−ene) on substitution into
the induction equation. In these simulations, the fast electrons are mildly relativistic
relativistic electrons (〈γ〉 = 2.94 according to table 9.1). The contribution to the y-
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Figure 9.23: log10 nf (m
−3) plots at 4000 fs for simulation with magnetisation effects in the
background plasma (left) and without (right). Filamentation front is approximately 4 µm closer
to the source with magnetisation in the background, compared to the case without. Note the
reduced x-limits to more clearly show this effect.
component of the electric field by the fast electron and background electron Hall fields
is given in the left plot of figure 9.22. The peak contribution from the fast electrons is
approximately a factor of 3 smaller than that of the background electrons. It is this lack
of cancellation that gives rise to the advection opposing the Nernst advection, as shown
in figure 9.212.
The x-components of the Hall fields give rise to an interesting difference between the
magnetised and unmagnetised simulations. Figure 9.23 shows the difference between the
fast electron number density at 4000 fs for the case with and without magnetisation effects
in the background plasma. Notice that the filaments reach further towards the front of
the target in the magnetised case compared to the unmagnetised case by approximately
4 µm. Considering contributions to the induction equation, this could be due to a lack of
cancellation of the Hall fields of the fast electrons compared to the background electrons.
As shown in the previous subsection, this will lead to an advection of the magnetic field
at approximately the background drift velocity. The imbalance between the fast electron
Hall field contribution and the background electron Hall field contribution to the x-
component of the electric field is given in the right plot of figure 9.22. The difference
is approximately a factor of 8 different. The average x-drift velocity over 4000 fs is
2The black curve in figure 9.21 does not show the factor of ∼ 2/3 correction implied by figure 9.22
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Figure 9.24: Left: Fractional perturbation to initial number density of background plasma
electrons at 2 ps. Right: y-component of bulk plasma velocity at 2 ps in units of µm ps−1.
approximately 1 µm ps−1. This agrees well with the 4 µm ‘advection’ of the filaments over
this time. Essentially, the magnetic field profile in a filamented region is being advected to
an unfilamented region by these background drifting electrons, kick-starting filamentation
in the unperturbed region.
9.4.8 Hydrodynamic motion
The effect that the fast electrons have on the whole plasma is shown from figure 9.24.
This figure shows the fractional change in the background plasma number density (left)
and also the bulk flow in the y direction (right) at 2000 fs. Significant caviatation and
bunching in and around the fast electron filaments is observed. This is due to the higher
pressure gradients at these points, and due to the jf × B term in the hydrodynamic
motion equation. Note that the bulk flow velocity is smaller by an order of magnitude
compared to the Nernst velocity at the same time (compare to figure 9.21). In agreement
with results in chapter 5, hydromotion has a small effect over several picoseconds, when
compared to the transport effects discussed above.
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9.5 Discussion and Conclusion
In this chapter a range of transport effects have been discussed. Many of the 2D phe-
nomena discussed agree well with those observed in the 1D simulations of Chapter 5 and
Chapter 6. The transverse heat flow effects in the background plasma discussed in Chap-
ter 5 are still present near the front of the target. The 2D simulations here reproduce
the broadening of the temperature gradients and the subsequent reduction in the beam
hollowing field (see figure 9.2). The beam hollowing field observed in the 2D simulations
is not strong enough to significantly distort the path of the electrons. One can speculate
that, if the low temperature material effects were taken into account in the background
resistivity, the beam hollowing field would already be significant before the background
plasma reaches a temperature of 100 eV (the starting temperature of the 2D simulations
presented here). Once the background plasma reaches the VFP/Spitzer regime, the trans-
verse heat flow effects would insidiously diminish the beam hollowing field at later times,
and bring the hollowed beam back to a collimated one. Observing a distinct change in
fast electron beam behaviour, from hollowing to collimating, would represent a significant
result, with implications for the feasibility of the fast ignitor scheme. Further work is
necessary to verify these conjectures.
The two peaked background temperature distribution observed in Chaper 5 is present
in the 2D simulations near the front of the target at late times. In addition to this, doubly
peaked background temperature profiles are observed around the filaments. While the
background temperature evolution at the front of target seems convincing, the background
temperature around the fast electron filaments should be viewed with caution. It is
important to remember that only one component of the magnetic field is simulated here.
The coalescence of filaments reported by Honda et al. [71] requires the component of the
magnetic field parallel to the filaments. This reordering of the magnetic field topology
will most likely change the magnetic field and temperature profiles deep into the target
at late times. Honda et al. provide an estimate for the time for two filaments to coalesce,
τ 2coal = (
√
γIA/If/ω
2
pe) exp (d/λD), where IA is the Alfve`n current, If is the fast current,
and d is the filament spatial separation. For d = 1 µm, this time is much greater than the
simulation time. However, if the filaments are resistively collimated to the grid resolution,
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then this time may be as short as 100 fs.
More exotic transport effects have been observed, such as the advection of the mag-
netic field towards the target front at the background drift velocity, as predicted by
Sherlock [44]. The significance of this effect to the fast ignitor scheme is questionable, as
the advection displacement observed is small over several picoseconds, as a result of the
slow background electron drift velocity (compared to the fast electron velocity). Higher
background electron drift velocities will likely increase the susceptibility of the system to
the filamentation instability in a more conventional manner (such as higher beam to back-
ground ratios). Thus, the impact of the drifting magnetic field on an already filamented
system may be reduced. This discussion is rather speculative, and further analysis is
required. In particular, a 2D analysis of the filamentation instability in the presence of
these drifting magnetic fields is necessary to analyse the phenomenon more rigorously.
The 2D simulations show that the modification to the Spitzer resistivity is negligible
in the context of problem. These non-Maxwellian effects are smaller than those observed
in the 1D simulations of Chapter 5, possibly as a results of the extra dimension simulated
here, and possibly due to the lower laser intensity considered. Furthermore, the enhanced
Nernst velocity observed in Chapter 5 is absent in 2D. The Nernst advection of the
magnetic field in 2D agrees well with the classical transport theory predictions, and
constitutes a negligible displacement of the field. At higher laser intensities, however,
these non-local effects may reappear and further work is needed in this area.
Perhaps the most interesting result in this chapter is the suppression of the resistive
filamentation instability in the presence of a resistively collimating field. Saturation
mechanisms of Weibel-like instabilities is not a new development. Davidson et al. [130]
found that the nonlinear growth of the instability is suppressed if the magnetic fields
surrounding the filaments cause a ‘bounce frequency’ greater than the growth rate. The
effects of flow aligned magnetic fields (in the case of 1D simulations, this corresponds to
B ‖ v) have also been investigated in this context [131]. The suppression of instability
by a zero order magnetic field is alluded to in [132], and investigated experimentally in
[133] using discharge tubes. The influence of ambient homogeneous magnetic fields on
the Weibel-like instabilities has also been discussed in the context of astrophysical jets
[134]. To the author’s knowledge, the suppression of the filamentation instability in 2D
9.5 Discussion and Conclusion 211
by an inhomogeneous and resistively generated field has not been discussed.
The implication of the suppression of the filamentation instability for the fast ignitor
scheme could be significant. The filamentation/Weibel instability could have a negative
impact on the scheme. The small scale magnetic fields set up by the instability could
cause deflection of the fast electrons from the main fast electron beam [59], reducing the
coupling to the core. Any mitigation of its effects could increase coupling to the core.
In the current study, the laser intensities used have been at the lower end of the scale
required for fast ignition (see equation 1.6). When higher intensity lasers were simulated
(see section 9.3.2), the effect of the collimating field on the growth of the instability
reduces. In agreement with Solodov et al. [129], higher laser-intensity simulations exhibit
more rapid Ohmic heating, and thus less effective resistive collimation. However, the
suppression mechanism presented here may support the case for using resistivity gradients
[31] [98], or some other form of collimating magnetic field [138]. Not only will this
field collimate the fast electrons, but the current study suggests that it would act to
inhibit filamentation, possibly increasing coupling to the core. Indeed, the observation of
filaments in the absence of a collimating field in hybrid modelling by Perez et al. [121] of
an integrated fast ignition experiment by the same first author [119] (see section 5.3.1 for
a fuller description), and the absence of these filaments in the presence of a collimating
field may suggest the suppression mechanism discussed here at least partly plays a role.
The arrangement of the filaments observed in the 2D simulations presented here agree
well with those observed by Solodov et al. [129] and Evans [66] using LSP. Filamentation
may also occur at lower densities [135], specifically near the laser plasma interaction
region. These filaments would then enter the high core already filamented, and it is
not clear what the implications of the suppression mechanisms presented here would
be. Also, filamentation has been observed to occur in laser-insulator interactions [136].
The ionisation instability (where liberation of background electrons by field ionisation the
provides free electrons for the return current) has been suggested as an explanation for this
[137]. To investigate the effect of this mechanism on the current work, both background
plasma material effects and ionization dynamics would need to be considered, which are
outside of the scope of this current study.
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Chapter 10
Conclusion
10.1 Summary of results
The success of the fast ignitor approach to inertial confinement fusion rests on the ability
to deliver energy to a precompressed DT capsule via high intensity laser generated fast
electrons. Modelling the transit of these fast electrons from the laser interaction region to
the core is not a trivial problem, given the range of densities and conditions encountered
by the fast electrons. Hybrid codes have been used extensively in modelling the path of
the fast electrons through solid and near-solid density plasmas, in line with current and
future experimental conditions. These hybrid codes both benefit (reduced computational
cost) and suffer (neglect of possibly important effects) from the reduced models they
employ in describing the background plasma.
This thesis has presented a novel hybrid scheme to the community. The main feature
of this scheme is the improved model used for the background plasma in the limit of
validity of the VFP equation. This scheme has been utilised in two ways.
The first way was to model a rigid fast electron beam in the background VFP plasma.
This was discussed in Chapter 4 and the results presented in Chapter 5 and Chapter 6.
These 1D simulations identified the importance of the background heat flow transverse
to the direction of the fast electron beam. In simulations of a near solid density carbon
plasma, it was shown that this effect could be significant over picosecond time-scales.
In particular, this heat flow could help reduce the magnetic fields generated as a result
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of temperature induced resistivity profile. These fields have been shown to hollow fast
electron beams in standard hybrid codes [74], and thus any reduction or reversal of these
effects could prove critical for the coupling of fast electrons to fuel core. A parameter scan
of various beam widths and target materials gave rise to a useful rule of thumb for the
time when thermal conduction effects are expected to be important. Additionally, this
effect was shown to be significant when used on a engineered resistivity profile, suggested
by Robinson and Sherlock in [31] as a means of ensuring the collimation of a fast electron
beam. For similar conditions, simulations with transverse heat flow effects included were
shown to exhibit larger collimating field compared to the case where these effects were
not included (the code CTC [86] was used as the background plasma to obtain some of
these results). While the study was intended as a heuristic one, it predicted the presence
of a 100 T field near the beam axis, compared to a value close to zero in the in non-heat
flow simulations. Other effects discussed in this chapter include the development of a
doubly peaked temperature profile, as a result of distortions induced on the transverse
heat flow by the magnetic fields; an enhanced Nearnst advection velocity as a result of
non-local effects (shown to be only significant in 1D simulations); and the hydrodynamic
expansion of the background plasma, which was shown to be consistent with previously
published work [90].
The second modelling approach used was to couple a PIC code, capable of modelling
the fast electrons, in the VFP background plasma. The methods used to do this were
discussed in Chapter 7, and the scheme was tested against a number of phenomena
in Chapter 8. The results of 2D simulations using the new scheme were presented in
Chapter 9. The transport effects observed in the 1D simulations were, on the whole,
shown to still contribute significantly to the evolution of the system over picosecond
time-scales. Crucially, the transverse heat flow effects were shown to still play a role in
the generation of the magnetic field. The most interesting result from this chapter is the
apparent suppression of the resistive filamentation instability as a result of the resistively
collimated field.
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10.2 Conclusion
At the inception of this project it was hoped that the improved VFP modelling of the
background plasma would provide new and interesting magnetic field dynamics. These
novel phenomena were expected to occur in two ways. The first involved distortions to
the background resistivity due to the presence of non-Maxwellian electron distributions in
the background plasma. As shown in this work and elsewhere, the resistivity is important
in determining the electric and magnetic fields induced in the system as a result of the
influx of fast electrons. Sherlock [14] observed non-Spitzer resistivities partly due to non-
Maxwellian distortions of the background distribution function. During the course of this
project it became clear that only weak versions of this effect could be simulated in the
novel hybrid scheme. Indeed, the 2D results of Chapter 9 suggest that the modification
of the resistivity due to this effect was no more than 4%.
The second method by which the new hybrid scheme could provide novel field dynam-
ics was expected to be due to the fuller classical transport description of the background
plasma, compared to conventional hybrid schemes. This work shows that these classical
transport effects are fruitful in this respect, most significantly in phenomena related to
the transverse heat flow of the background plasma.
The 2D simulations in Chapter 9 have led to the observation that the filamentation
instability (one of the scourges of the fast ignitor scheme) can be naturally suppressed by
the resistive generation of magnetic field. Not only does the magnetic field collimate the
fast electron beam, but also induces a broad angular distribution on the fast electrons
as they bounce in between the collimating field. It is this effective increase in the beam
transverse temperature that reduces the growth rates of the instability.
The transverse heat flow effects and the collimating-field induced suppression of the
filamentation instability are the most significant results of this work. The implications for
the future of the fast ignition scheme appear to be positive. These observations are partic-
ularly relevant to the various fast electron collimation schemes that have been suggested
over the past 5 years [31] [119] [138]. The significant enhancement of these engineered
magnetic fields in the presence of transverse heat flow observed in Chapter 5 suggests
that transverse heat flow dynamics should be included in current and future simulation
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work in this field. Furthermore, the suggestion that the filamentation instability could
be inhibited by these engineered magnetic fields is worthy of investigation with the novel
hybrid scheme.
The relevance of this work to current experimental work is hindered by the lack of
material and ionisation effects in the background plasma. This is one avenue of future
research for the novel hybrid scheme. The transition of the background plasma from a
material response to a plasma response is, however, not trivial in a kinetic code such as
IMPACT, and neither is the inclusion of a VFP-ionisation package [47]. As a result of
this, the author suggests incorporating the PIC description of the fast electrons into a
classical transport code, such as the CTC code. This code will not be able to reproduce
the non-Maxwellian effect, which have been shown in this project to be negligible (for the
laser intensities considered), but does include full Braginskii classical transport theory.
The classical transport equations solved in CTC would be more easily augmented to
include material effects, such as in the approach of Davies [113]. This new code would
provide a good balance between modelling the low temperature material effects, in a
manner consistent with other hybrid codes in the community, while still retaining the a
fuller description of the plasma transport effects at higher temperatures.
While the future of the Fast Ignition project is currently in doubt, the results and
discussions presented here are interesting (at least to the author) in their own right. As
high intensity lasers creep to 10 ps pulse durations, the full implication of this work may
only become clear in future years.
Appendix A
Derivation of Bell and Kingham
collimation parameter
In section 3.6, the Bell and Kingham [73] resistive collimation parameter was discussed.
This parameter allows one to estimate whether a system is resistively collimated or not,
and is based on geometrical arguments. Bell and Kingham argued that, for a source of fast
electrons emanating with a divergence half-angle of ϑ1/2 from a laser spot of radius R, if
the magnetic field was strong enough to rotate the fast electrons through an angle ϑ1/2 in
a distance less than the distance for the electron beam radius to double through ballistic
spreading (R/ tanϑ1/2), then the beam would be collimated. The Bell and Kingham
derivation of the collimation parameter was motivated by a heuristic approach. In this
appendix, a rederivation of the Bell and Kingham parameter is presented, with some of
the approximation removed.
A.1 Fast electron spreading
Consider fast electrons spreading from a source of radius R with some divergence angle
ϑ1/2. As shown in figure A.1, the distance for the fast electron beam radius to double is
given by ds = R/ tanϑ1/2.
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Target surface
Laser
fast e-
Figure A.1: Schematic of fast electron spreading from a laser spot with a divergence half
angle ϑ1/2. The fast electron beam radius doubles in a distance ds.
Target surface
Laser
rg
dg
Figure A.2: Schematic of a fast electron (red curve) being resistively collimated. The path
of the electron is rotated though an angle ϑ1/2 in a distance dg.
A.2 Rotation of fast electron in the magnetic field
Consider a homogenous magnetic field B in a perpendicular direction to the plane of
the fast electrons. The relativistic Larmor radius for electrons moving in this field is
rg = mec
2γ(v/c)/eBc. As shown in figure A.2, the magnetic field rotates the path of the
electrons through an angle ϑ1/2 in a distance dg = rg sinϑ1/2.
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A.3 Magnetic field and background temperature es-
timates
To find an estimate of the resistively generated magnetic field, consider the approxi-
mate induction equation used by Bell and Kingham, ∂tB = ηjf/R. Consider also the
evolution of the background temperature, given by equation (3.6). Substituting the en-
ergy equation into the energy equation into the approximate induction equation yields
∂tB = (3ne/2Rjf )∂tTe. This is integrated to yield
B =
3
2
neT0
Rjf
(
T
T0
− 1
)
, (A.1)
where T0 is the initial background temperature. In the limit of strong heating, T  T0,
the temperature equation (3.7) yields
T
5/2
keV = 2238
(
nf
ne
vf
c
)2
tpsn29Z ln Λ , (A.2)
where TkeV is the background temperature in keV, tps is the time in picoseconds, and n29
is the background number density in units of 1029 m−3.
A.4 Collimation parameter
For collimation, one requires ds > dg, which yields Γrc = R/(rg sinϑ1/2 tanϑ1/2) > 1,
where Γrc is the collimation parameter. Using the expressions for the Larmor radius,
and the energy flux balance at the laser-plasma interface (ηLI = jfεf/e), the collimation
parameter can be expressed as
Γrc = 0.10n
3/5
29 (Z ln Λ)
2/5t2/5ps (ηLI20)
−1/5(εf/mc2)−3/10g(ϑ1/2)−1(2 + (εf/mc2))−1/2 ,
(A.3)
where εf is the fast electron energy, and g(ϑ1/2) = sinϑ1/2 tanϑ1/2. Note that the only
difference between this equation and the one quoted in [73] is the presence of the trigono-
metric functions. Bell and Kingham make use of the paraxial approximation, and so
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g(ϑ1/2) = ϑ
2
1/2. For ϑ1/2 < 40
◦, this approximation incurs an error of less than 10%. In
deriving Γrc, it is useful to recall (γ− 1)/γv =
√
(γ − 1)/(γ + 1), where ε = (γ− 1)mec2,
and v is the fast electron velocity.
Appendix B
Derivation of the resistive
filamentation dispersion relation
In this appendix a derivation of Gremillet’s [84] dispersion relation will be presented.
B.1 Perturbed macroscopic equation set
To derive the resistive filamentation growth rate, consider the equation set consisting of
Ampere’s law, Faraday’s law, and a simple Ohm’s law
∇× E = −∂B
∂t
(B.1)
∇× B
µ0
= jf + jr + 0
∂E
∂t
(B.2)
E = ηjr . (B.3)
Note the fast current density in Ampere’s law. Substitution of (B.3) into (B.1) and use
(B.2) yields
− ∂B
∂t
= − η
µ0
∇2B− η∇× jf − η0
∂2B
∂t2
. (B.4)
It useful to consider a convenient 2d geometry to simplify to the following analysis.
Consider a fast current initially only with a y-component, with spatial gradients allowed
in the x-direction only, and a single component of the magnetic field along the z-axis.
Also, considering the evolution of perturbations of the form exp (Γt+ ikx), and retaining
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only linear terms in perturbed quantities, yields
− ΓB′z = k2
η
µ0
B′z − ikηj′fy + η0Γ2B′z , (B.5)
where primed terms denote perturbed quantities.
B.2 Perturbed Vlasov equation for the fast electrons
Now it is necessary to find a value of the perturbed fast current density. To do this, it is
necessary to consider the Vlasov equation for the fast electrons
∂f
∂t
+ v · ∂f
∂x
− e (E + v×B) · ∂f
∂p
= 0 . (B.6)
Perturbing and linearising the equation, using the prescription described above, yields
f ′ = eB′z
[
vy
Γ + ikvx
∂f 0
∂px
− 1
ik
∂f 0
∂py
]
, (B.7)
where f 0 denotes the initial value of the distribution function, and the x-component of
the electric field has been neglected.
B.3 Initial distribution function
To solve this equation, an initial form for the distribution function must be specified.
Gremillet [84] uses the shifted relativistic Maxwellian
f 0(p) = A exp
[
−(γ − 1− βfpy/mc)
Tf/mc2
]
. (B.8)
The normalisation constant is determined by
∫
f 0d3p = nf . This momentum integral
can be calculated by making use of the Lorentz transforms for a frame moving at velocity
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βf relative to the lab frame:
γˆ = γβ(γ − pyβf/mc) (B.9a)
pˆy/mc = γβ(−γβf + py/mc) , (B.9b)
where γβ = (1−β2f )−1/2, and beam rest frame quantities are denoted by hats. Substituting
transforms (B.9) into equation (B.8) yields
f 0(pˆ) = A exp
[
− γˆ − 1
γβTf/mc2
]
. (B.10)
Making use of the paraxial approximation, that is that the beam dynamics are non-
relativistic in the beam rest frame, (B.10) can reduced to a Maxwellian form
f 0(vˆ) = A exp
(
γβ − 1
γβTf/mc2
)
exp
(
− mvˆ
2
2γβTf
)
. (B.11)
Using d3p = (γ/γˆ)d3pˆ [139], and d3p = m3γ5d3v [140] yields
nf = Aγβ(2piγβmTf )
3/2 exp
(
γβ − 1
γβTf/mc2
)
. (B.12)
B.4 Perturbed fast current moment
Now that the initial fast electron distribution function is known, the perturbed fast
current density j′y can be found by taking the moment
j′fy = −e
∫
f ′vyd
3p = −e2B′z
∫
vy
[
vy
Γ + ikvx
∂f 0
∂px
− 1
ik
∂f 0
∂py
]
d3p , (B.13)
where equation (B.7) has been substituted for f ′. To evaluate this integral, first notice
that
mc
∂f 0
∂px
= − f
0
γTf/mc2
px
mc
(B.14a)
mc
∂f 0
∂py
= − f
0
γTf/mc2
[ py
mc
− γβf
]
= − f
0
γTf/mc2
pˆy
mc
. (B.14b)
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By using the paraxial approximation the right hand term in the square parentheses of
equation (B.13) can be rewritten as
− 1
ikc2
m3e2B′z
γ3βTf/mc
2
∫
f 0(vˆy)d
3vˆ , (B.15)
and becomes −B′znfe2/(kγ3β) on evaluation of the integral. By using
1
γˆγβ
vy
c
pˆy
mc
= γβ
vˆy
c
[
1
γ2β
vˆy
c
+
βf
γˆ2
+ ...
]
, (B.16)
which is derived using the inverse Lorentz transforms of (B.14) and the paraxial approxi-
mation, the left hand term in the square parentheses of equation (B.13) can be evaluated
by noticing ∫
v2ypx
γ(Γ + ikvx)
f 0d3p = m4c2γββ
2
f
∫
vˆx
Γγβ + ikvˆx
f0d
3vˆ (B.17)
in the limit of the paraxial approximation. The remaining integral is related to the
derivative of the plasma dispersion function Z. Combining the two integrals yields
j′fy = −
τD
ikη
[
1
γ3β
+
1
γβ
(
βf
βfth
)2
Z ′
(
iΓ
kβfth
)]
B′z (B.18)
where β2fth = 2Tf/(mc
2γβ), τD = µ0c
2/(ηω2pf ) is the magnetic diffusion time along the
fast electron skin depth, and β2fth = 2Tf/(mc
2γβ). Note that the prime on the Z denotes
the first derivative of the plasma dispersion function, and not a perturbed quantity.
B.5 Dispersion relation
By normalizing time-dimensional quantities to the fast electron plasma frequency ωpf =
(nfe
2/0me)
1/2 and length-dimensional quantities to the fast electron skin depth c/ωpf ,
equations (B.5) and (B.13) can be combined to yield the dispersion relation
Γ˜τDωpf + k˜
2 +
1
γ3β
+
1
γβ
(
βf
βfth
)2
Z ′
(
iΓ˜
k˜βfth
)
. (B.19)
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In equation (B.19), normalized quantities are denoted by tildes. Note that τD can be
rewritten as τD = (ne/nf )(T/T0)
3/2τB0 /α⊥, where τ
B
0 is the Braginskii collision time
of the background plasma at temperature T0 and number density ne, and α⊥ is the
dimensionless resistivity coefficient. While the above model does not take into account
Ohmic heating of the background plasma, writing τD in this form allows an estimation
of the effects of Ohmic heating on the growth rates.
B.6 Evaluating the plasma dispersion function
The relationship between the plasma dispersion function Z(w) and the error function erf
can be used to simplify the calculation of Z ′. This relationship is given as [69]
Z(w) = 2ie−w
2
∫ ∞
−iw
dte−t
2
= i
√
pie−w
2
[1− erf(−iw)] , (B.20)
for finite =(w). The derivative can be evaluated using
Z ′(w) = −2[1 + wZ(w)] . (B.21)
Thus, Z ′(iΓ/kβfth) can be rewritten as Z ′(ia) = −2[1 −
√
piaea
2
(1 − erf(a))] with a =
Γ/kβfth.
B.7 Numerical solution of the dispersion function
For numerical solution of the dispersion relation, it is found that the above from of Z ′(ia)
is suitable for a . 5. For larger values of a, the round-off and precision errors begin to
significantly effect the solution. For a > 5.3 the asymptotic form Z ′(ia) ≈ −a−2 is used
[69]. The Newton-Raphson method was found to give reliable solutions1, and benefits
from rapid quadratic convergence.
1Take care with declaration of βfth to eliminate rounding errors!
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Appendix C
Derivation of the f0 and f1 equations
In this appendix, the f0 and f1 equations are derived, including the ion motion modifica-
tions of Ridgers [108].
C.1 The f-equations including Ion Hydrodynamics
Consider the VFP equation
∂tf + v · ∂xf + (a + v× b) · ∂vf = (∂tf)c , (C.1)
where a = qeE/me, b = qeB/me and qe = −e. Following Ridgers [108], it is convenient
to express the electron velocity coordinate v as
v = w + C(r, t) , (C.2)
where C is the average ion velocity, w is the velocity coordinate in the ion rest frame.
Using the total derivative, it can be shown that
∂vα = ∂wα (C.3a)
∂t = ∂t − ∂tC · ∂w (C.3b)
∂xα = ∂xα − ∂xαC · ∂w . (C.3c)
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Note that the collision term (∂tf)c remains unchanged as it is already expressed in the
lab frame. Substituting (C.3) into (C.1) yields
∂f
∂t
− ∂f
∂wα
∂Cα
∂t
+ wα
∂f
∂xα
− wα∂Cβ
∂xα
∂f
∂wβ
+ Cα
∂f
∂xα
− Cα∂Cβ
∂xα
∂f
∂wβ
+ aα
∂f
∂wα
+ αβγwβbγ
∂f
∂wα
+ αβγCβbγ
∂f
∂wα
=
(
∂f
∂t
)
c
. (C.4)
Substituting in a Cartesian tensor expansion of the form f = f0 +f1µwµ/w+ ... generates
the equation
∂f0
∂t
+ Cα
∂f0
∂xα
− ∂Cα
∂t
f1α
w
− Cα∂Cβ
∂xα
f1β
w
+ aα
f1α
w
+ αβγCβbγ
f1α
w
+
wµ
w
∂f1µ
∂t
+ wα
∂f0
∂xα
− wα
w
∂Cα
∂t
∂f0
∂w
+
wµ
w
Cα
∂f1µ
∂xα
− wα∂Cβ
∂xα
f1β
w
−wβ
w
Cα
∂Cβ
∂xα
∂f0
∂w
+ aα
wα
w
∂f0
∂w
+ αβγwβbγ
f1α
w
+ αβγ
wα
w
Cβbγ
∂f0
∂w
+
wαwµ
w
∂f1µ
∂xα
− wαwβ
w
∂Cβ
∂xα
∂f0
∂w
− wµwα
w
∂Cα
∂t
∂
∂w
(
f1µ
w
)
− wµwβ
w
Cα
∂Cβ
∂xα
∂
∂w
(
f1µ
w
)
+aα
wµwα
w
∂
∂w
(
f1µ
w
)
+ αβγ
wαwβ
w
bγ
∂f0
∂w
+ αβγ
wµwα
w
Cβbγ
∂
∂w
(
f1µ
w
)
−wαwβwµ
w
∂Cβ
∂xα
∂
∂w
(
f1µ
w
)
+ αβγ
wαwβwµ
w
bγ
∂
∂w
(
f1µ
w
)
=
(
∂f0
∂t
)
c
+
wµ
w
(
∂f1µ
∂t
)
c
. (C.5)
Notice that the terms have been ordered in powers of wl for convenience. The fl equations
are generated by multiplying by powers of wβ/w and integrating over solid angle. Only
integrals of even powers of direction cosines are non-zero. For the f0 and f1 equations,
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the only integrals required are of the form
∫
d2Ω = 4pi (C.6a)∫
cos2 θαd
2Ω =
4pi
3
(C.6b)∫
cos4 θαd
2Ω =
4pi
5
(C.6c)∫
cos2 θα cos
2 θβd
2Ω =
4pi
15
for α 6= β . (C.6d)
The f0 and f1 equations are then given by
∂f0
∂t
+ Cα
∂f0
∂xα
+
w
3
∂f1α
∂xα
− w
3
∂Cα
∂xα
∂f0
∂w
+
1
3w2
∂
∂w
[(
aα − ∂Cα
∂t
− Cβ ∂Cα
∂xβ
+ αβγCβbγ
)
w2f1α
]
=
(
∂f0
∂t
)
c
(C.7a)
∂f1µ
∂t
+ w
∂f0
∂xµ
− ∂Cµ
∂t
∂f0
∂w
+ Cα
∂f1µ
∂xα
− ∂Cα
∂xµ
f1α − Cα∂Cµ
∂xα
∂f0
∂w
− w
2
5
[
∂Cβ
∂xβ
∂
∂w
(
f1µ
w
)
+
∂Cµ
∂xβ
∂
∂w
(
f1β
w
)
+
∂Cβ
∂xµ
∂
∂w
(
f1β
w
)
+ 3
∂Cµ
∂xµ
∂
∂w
(
f1µ
w
)]
+ aµ
∂f0
∂w
+ µγαbγf1α + µαγCαbγ
∂f0
∂w
=
(
∂f1µ
∂t
)
c
. (C.7b)
In the equation f1, α and β 6= µ are summed over all values they can take. Note that this
equation can be rewritten as
∂f1µ
∂t
+ w
∂f0
∂xµ
− ∂Cµ
∂t
∂f0
∂w
+ Cα
∂f1µ
∂xα
− ∂Cα
∂xµ
f1α − Cα∂Cµ
∂xα
∂f0
∂w
− w
2
5
[
∂Cα
∂xα
∂
∂w
(
f1µ
w
)
+
∂Cµ
∂xα
∂
∂w
(
f1α
w
)
+
∂Cα
∂xµ
∂
∂w
(
f1α
w
)]
+ aµ
∂f0
∂w
+ µγαbγf1α + µαγCαbγ
∂f0
∂w
=
(
∂f1µ
∂t
)
c
, (C.8)
with α summed over all values it can take. The f0 equation is consistent with Ridgers
[46] but for the f1 equation, a correction is found in the form of the red term. The f0
and f1 equations given in chapters 2 and 4 are consistent with the above equations when
C = 0.
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C.2 Fluid Equations
To find the fluid equations, velocity moments of the f0 and f1 equations are taken. To
simplify matters, this is done in the collisionless regime.
C.2.1 Particle Conservation Equation
Taking the 0th (4pi
∫
w2dw) moment of the f0 equation yields (term by term)
∂ne
∂t
+ Cα
∂ne
∂xα
+
∂(necα)
∂xα
+
∂Cα
∂xα
ne + [0] = 0 . (C.9)
Combining the 2nd and 4th terms, we find the familiar form
∂ne
∂t
+
∂
∂xα
(necα + neCα) = 0 . (C.10)
In deriving (C.9) the following moments have been used:
4pi
∫
f0w
2dv = ne (C.11a)
4pi
3
∫
f1w
3dv = nec (C.11b)
In equation (C.10), one can identify 〈v〉 = c + C as the average electron velocity in the
lab frame (according to Galilean transformations), i.e. the average electron speed in the
ion rest frame is c, and this rest frame is moving at C relative to the lab frame.
C.2.2 Momentum Conservation Equation
Taking the 1st (4pi
3
∫
w3dw) moment of the f1 equation yields (term by term)
0 =
∂(necβ)
∂t
+
∂
∂xβ
〈
f0w
2
〉
+ ne
∂Cβ
∂t
+ Cα
∂(necβ)
∂xα
− necα∂Cα
∂xβ
+ neCα
∂Cβ
∂xα
+ ne
[
cβ
∂Cα
∂xα
+ cα
∂Cβ
∂xα
+ cα
∂Cα
∂xβ
]
− neaβ + neβγαbkcα − neβαγCαbγ , (C.12)
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where 〈
f0w
2
〉
=
4pi
3
∫
f0w
4dw . (C.13)
Some care is needed when considering the physical interpretation of this integral. Con-
sider the definition of the intrinsic pressure tensor
[P]αβ = me
∫
(wα − cα)(wβ − cβ)fd3w . (C.14)
Substituting in the cartesian tensor expansion yields
[P]αβ
me
=
∫
(wα − cα)(wβ − cβ)
(
f0 +
wi
w
f1i +
wiwj
w2
f2ij + ...
)
d2Ωw2dw
=
∫
(wαwβ − cαwβ − cβwα + cαcβ)
(
f0 +
wi
w
f1i +
wiwj
w2
f2ij + ...
)
d2Ωw2dw
= 4pi
∫ (
w2
3
δαβ + cαcβ
)
f0w
2dw − 4pi
3
∫
(cαf1β + cβf1α)w
3dw
+
∫
(wαwβ + cαcβ)
wiwj
w2
f2ijd
2Ωw2dw
= δαβ
4pi
3
∫
f0w
4dw + necαcβ − necαcβ − necβcα + 4pi
15
∫
(f2αβ + f2βα)w
4dw
= δαβ
〈
f0w
2
〉− necαcβ + 8pi
15
∫
f2αβw
4dw . (C.15)
It is here that some clarification is necessary. [P]αβ is the intrinsic pressure tensor
referred to c. Shkarofsky [20] defines the total pressure tensor as P
T
= P + nemecc. On
comparison with (C.15), the identification
[P
T
]αβ = meδαβ
〈
f0w
2
〉
+me
8pi
15
∫
f2αβw
4dw , (C.16)
can be made. Taking the trace of equation (C.15) yields
3
pe
me
= 3
〈
f0w
2
〉− necαcα (C.17)
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or
pe
me
=
〈
f0w
2
〉− 1
3
nec
2 (C.18)
where pe is the isotropic part of the intrinsic pressure tensor. Defining piαβ to be the
anisotropic part of the intrinsic pressure tensor, it is clear that
piαβ
me
=
1
3
nec
2δαβ − necαcβ + 8pi
15
∫
f2αβw
4dw (C.19)
and
[P]αβ = peδαβ + piαβ . (C.20)
Notice that even though the cαcβ term contributes to isotropic part of the pressure tensor,
it is not in general isotropic. For example, one can image a situation in which the average
electron velocity is only non-zero in one direction. However, this contribution to the
isotropic pressure is required by the irreducible base tensor nature of f
2
.
Having laboured this point sufficiently, we substitute equation (C.18) into (C.12) to
find
0 =
∂
∂t
(necβ + neCβ) +
∂
∂xα
(neCαCβ + necαCβ + neCαcβ)
+
∂
∂xβ
(
pe
me
+
1
3
nec
2
)
− neaβ + neβγαbγcα + neβγαbγCα , (C.21)
where pe = neTe = (2/3)ue . To consider the information lost by neglecting terms f2
and higher, one can take the velocity moment of the full Vlasov equation, (C.1) with the
collision term neglected.
∂
∂t
(ne 〈vβ〉) + ∂
∂xα
(ne 〈vαvβ〉)− neaβ − βαγbkne 〈vα〉 = 0 . (C.22)
Using v = 〈v〉+ w˜, where 〈v〉 = c + C and w˜ is the electron intrinsic velocity, we find
0 =
∂
∂t
(necβ + neCβ) +
∂
∂xα
(neCαCβ + necαCβ + neCαcβ + necαcβ − 1
3
nec
2δαβ)
+
∂
∂xβ
(
pe
me
+
1
3
nec
2
)
+
∂
∂xβ
(
piβα
me
)
− neaβ + neβγαbγcα + neβγαbγCα ,(C.23)
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where the intrinsic pressure tensor is split into 〈wαwα〉 = 〈w2/3〉 = pe/me, the isotropic
pressure, and piβα = wβwα−wαwα, the anisotropic pressure tensor. The terms in red are
not present in equation (C.21). A quick glance at equation (C.19) confirms that the red
terms can be included in equation (C.21) by retaining the f
2
term in the cartesian tensor
expansion.
C.2.3 Energy Conservation Equation
Taking the 2nd (4pi
∫
1
2
w4dw) moment of the f0 equation yields (term by term)
∂
∂t
(
3
2
pe
me
+
1
2
nec
2
)
+ Cα
∂
∂xα
(
3
2
pe
me
+
1
2
nec
2
)
+
∂
∂xα
{
4pi
6
∫
f1αw
5dw
}
+
5
2
∂Cα
∂xα
(
pe
me
+
1
3
nec
2
)
− a′αcα = 0 (C.24)
where
a′α = aα −
∂Cα
∂t
− Cβ ∂Cα
∂xβ
+ αβγCβbγ . (C.25)
To evaluate the integral in the above equation, consider the intrinsic heat flow vector
qα = [q]αγγ =
me
2
∫
(wα − cα)(wγ − cγ)(wγ − cγ)fd3w , (C.26)
where q is the intrinsic heat flow tensor. In order to consider the full heat flow tensor,
f
3
must be retained in the expansion. Proceeding as we did for the case of the pressure
tensor, one substitutes in the cartesian tensor expansion and integrates over solid angle.
The result is
qα
me
= −5
2
(
pe
me
+
1
3
nec
2
)
cα + necαcγcγ +
4pi
6
∫
f1αw
5dw − cγ 8pi
15
∫
f2αγw
4dw ,(C.27)
or using the expression for anisotropic pressure (C.19)
qTα
me
=
4pi
6
∫
f1αw
5dw =
qα
me
+
5
2
pe
me
cα +
1
2
nec
2cα + piαγcγ , (C.28)
where qT is the total heat-flow vector [43]. Substituting (C.28) into (C.24) yields
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∂
∂t
(
3
2
pe
me
+
1
2
nec
2
)
+ Cα
∂
∂xα
(
3
2
pe
me
+
1
2
nec
2
)
+
5
2
∂Cα
∂xα
(
pe
me
+
1
3
nec
2
)
−a′αcα +
∂
∂xα
{
qα
me
+
5
2
pe
me
cα +
1
2
nec
2 + piαβcγ
}
= 0 . (C.29)
Note that (C.29) has not been checked against the energy moment yielded by taking a
moment of the Vlasov equation. Also note that there is another contribution from f
2
that
comes from an additional term in the f0 equation, and that all f3 contributions have been
neglected.
C.3 The Ion Model
The ion motion equation used by Ridgers can now be derived. Consider the momentum
equations for the ions and electrons in the lab frame
∂
∂t
(ρe 〈vβ〉) + ∂
∂xα
(ρe 〈vα〉 〈vβ〉) + ∂pe
∂xβ
+ neeEβ − neeβγαBγ 〈vα〉 =
∫
Ceivβd
3v
(C.30a)
∂
∂t
(ρiCβ) +
∂
∂xα
(ρiCαCβ) +
∂pi
∂xβ
− niZeEβ + niZeβγαBγ 〈vα〉 = −
∫
Ceivβd
3v ,
(C.30b)
where ρa represents the mass density of species a, and Z is the charge of the ion. Adding
these two equations yields
∂
∂t
(ρiCβ+ρe 〈vβ〉)+ ∂
∂xα
(ρiCαCβ+ρe 〈vα〉 〈vβ〉)+ ∂
∂xβ
(pi+pe)−(ne−niZ)eEβ+jαβγαBγ = 0
(C.31)
where
jα = niZeCα − nee 〈vα〉 . (C.32)
The electron-ion mass ratio is used to justify
∂t(ρiCβ + ρe 〈vβ〉) ≈ ∂t(ρiCβ) , (C.33)
C.3 The Ion Model 235
∂xα(ρiCαCβ + ρe 〈vα〉 〈vβ〉) ≈ ∂xα(ρiCαCβ) . (C.34)
Charge imbalances in a plasma are smoothed out on time-scales on the order of the plasma
period. As this work considers time variations on the order of the collision time, provided
νei  ωpe (as is required for a ‘good plasma’ [97]) then quasi-neutrality Zni ≈ ne can be
assumed. Thus we can neglect the electric field term. Substituting an Ampere’s law of
the form
αβγ
∂Bγ
∂xβ
= µ0jα + µ0jfα +
1
c2
∂Eα
∂t
(C.35)
where jf is the fast current, (C.31) can be written in the form
1
∂
∂t
(ρiCβ)+
∂
∂xα
(ρiCαCβ)+
∂pe
∂xβ
+
1
µ0
(
Bγ
∂Bγ
∂xβ
−Bγ ∂Bβ
∂xγ
− βγαµ0jfαBγ − βγα 1
c2
∂Eα
∂t
Bγ
)
= 0 ,
(C.36)
where a non-thermal ion fluid has been assumed. Ridgers [46] neglects the displacement
current term on the grounds that the processes considered are on timescales much greater
than the plasma period and the collision time. In the IMPACT geometry the Bγ∂xγBβ
is zero. Thus, the ion equations are given by
∂
∂t
(ρCβ) +
∂
∂xα
(ρCαCβ) +
∂pe
∂xβ
+
(
1
2µ0
∂
∂xβ
(BγBγ) + βαγjfαBγ
)
= 0 , (C.37)
where the term in red is the fast current correction necessary for the hybrid scheme, and
ρ = nemi/Z.
1βγααλµ = δγµδβλ − δγλδβµ has been used.
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Appendix D
Calculation of non-Maxwellian
transport coefficients
In this appendix, the methods presented by Epperlein and Haines [42][43] are used to
derive relations for the classical transport coefficients for a non-Maxwellian distribution
function. The transport coefficients are given in term of velocity moments of the isotropic
part of the distribution function f0. The transport coefficients can be calculated numer-
ically once the shape of the distribution function is known. This approach is used to
calculate the transport coefficients from f0 data predicted by IMPACT for the back-
ground electron population.
D.1 Manipulation of the f1 equation
Consider the f1 equation in the form
∂f1
∂t
+ v∇f0 − E∂f0
∂v
− ω × f1 = −A
v3
f1 (D.1)
where the IMPACT normalisations have been used, and A = niZ
2. Taking the cross
product between ω and equation (D.1) yields
v3
A
ω × ∂f1
∂t
+
v4
A
ω ×∇f0 − v
3
A
ω × E∂f0
∂v
+ ω2f1
v3
A
+ ω × f1 = 0 , (D.2)
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where the IMPACT geometry has been specified - 2D geometry with magnetic field out
of the plane. Substitution of equation (D.2) into (D.1), and rearranging yields
− f1 = v
3
A(1 + ω2v6/A2)
{
v∇f0 − E∂f0
∂v
+
v4
A
ω × E∂f0
∂v
− ∂f1
∂t
+
v3
A
ω × ∂f1
∂t
}
. (D.3)
D.2 The current moment and Ohm’s law
Taking the
∫
v3dv moment of equation yields the current moment
j = I1 − EI2 + ω × I3 − ω × EI4 + I5 +×I6 (D.4)
where the Il integrals are given by
I1 =
∫ ∞
0
∇f0Θ(v)v4dv (D.5a)
I2 =
∫ ∞
0
∂f0
∂v
Θ(v)v3dv (D.5b)
I3 =
1
A
∫ ∞
0
∇f0Θ(v)v7dv (D.5c)
I4 =
1
A
∫ ∞
0
∂f0
∂v
Θ(v)v6dv (D.5d)
I5 =
∫ ∞
0
∂f1
∂t
Θ(v)v3dv (D.5e)
I6 =
∫ ∞
0
∂f1
∂t
Θ(v)v6dv (D.5f)
(D.5g)
where
Θ(v) =
4pie
3A
v3
(1 + ω2v6/A2)
. (D.6)
To yield and Ohm’s law consistent with Epperlein and Haines ω × (D.4) is substituted
into (D.3) to yield
Ξε = −j−j×ω I4
I2
+I1 +I3ω
2 I4
I2
+ω×
(
I3 − I1 I4
I2
)
+I5 +ω
2I6
I4
I2
+ω×
(
I6 − I5 I4
I2
)
(D.7)
where Ξ = I2 + ω
2I24/I2.
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D.3 Heat flow equation
Taking the
∫
v5dv moment of equation yields the current moment
j = K1 − EK2 + ω ×K3 − ω × EK4 + K5 + ω ×K6 (D.8)
where the Il integrals are given by
K1 =
∫ ∞
0
∇f0Θ′(v)v4dv (D.9a)
K2 =
∫ ∞
0
∂f0
∂v
Θ′(v)v3dv (D.9b)
K3 =
1
A
∫ ∞
0
∇f0Θ′(v)v7dv (D.9c)
K4 =
1
A
∫ ∞
0
∂f0
∂v
Θ′(v)v6dv (D.9d)
K5 =
∫ ∞
0
∂f1
∂t
Θ′(v)v3dv (D.9e)
K6 =
∫ ∞
0
∂f1
∂t
Θ′(v)v6dv (D.9f)
(D.9g)
where
Θ′(v) =
4pie
6A
v5
(1 + ω2v6/A2)
. (D.10)
The electric field can be substituted in for the Ohm’s law electric field derived above.
This yields (excluding electron inertia terms)
q = K1 − K2
Ξ
I1 − K2
Ξ
I4
I2
ω2I3 +
K4
Ξ
ω2
(
I3 − I1 I4
I2
)
− K2
Ξ
ω ×
(
I3 − I1 I4
I2
)
+ ω ×K3 − K4
Ξ
ω × I1 − ω2 K4
Ξ
I4
I2
ω × I3
+
K2
Ξ
j + ω2
K4
Ξ
I4
I2
j− K2
Ξ
I4
I2
ω × j + K4
Ξ
ω × j . (D.11)
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Appendix E
Non-relativistic filamentation
instability with background kinetic
effects
E.1 Reworking Epperlein’s Derivation
In this section a derivation of the Weibel instability presented by Epperlein [128], adapted
to the PIC-IMPACT system. Epperlein calculated a growth rate for a Weibel-like insta-
bility in a 2D plasma with an initial distribution function
f =
nc
pi3/2v3Tc
exp [−(vz + vc)2/v2Tc − v2⊥/v2Tc]
+ Θ
(
Tc
Th
)3/2
exp [−(vz − vh)2/v2Th − v2⊥/v2Th] , (E.1)
evolving under the f0, f1, and f
2
equations, in the x − z plane. For a magnetic field
oriented along the y axis, and modulations along the x axis only, the f0, fx, fz, fxz
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equations are given by
∂tf0 +
v
3
∂xfx − 1
3v2
∂v(v
2εxfx + v
2εzfz) = 0 (E.2a)
∂tfx + v∂xf0 − εx∂vf0 − ωyfz
+
2
5
v∂xfxx − 2
5v3
∂v(v
3εxfxx + v
3εzfzx) = −νeifx (E.2b)
∂tfz − εz∂vf0 + ωyfx
+
2
5
v∂xfxz − 2
5v3
∂v(v
3εxfxz + v
3εzfzz) = −νeifz (E.2c)
∂tfxz + v∂xfz − 2ωyfzz − εxv∂v(fz/v) + g(f
3
) = −3νeifxz , (E.2d)
where εi = (e/me)Ei, ωy = (e/me)By, and νei = Y Z
2ni log (Λei)/v
3. Considering a
perturbation of the form exp (γt+ ikx) on all quantities and linearizing the resulting
equations yields
γf ′0 +
v
3
ikf ′x −
1
3v2
∂v(v
2ε′xf
0
x + v
2ε′zf
0
z ) = 0 (E.3a)

γf ′x + ikvf
′
0 − ε′x∂vf 00 − ω′yf 0z +
2
5
ikvf ′xx
− 2
5v3
∂v(v
3ε′xf
0
xx + v
3ε′zf
0
zx) = −νei(f 0x + f ′x) (E.3b)

γf ′z + ω
′
yf
0
x − ε′z∂vf 00 +
2
5
ikvf ′xz
− 2
5v3
∂v(v
3ε′xf
0
xz + v
3ε′zf
0
zz) = −νei(f 0z + f ′z) (E.3c)

γf ′xz + ikvf
′
z − 2ω′yf 0zz − ε′xv∂v(f 0z /v) +

g(f
3
) = −3νei(f 0xz + f ′xz) , (E.3d)
where a superscript 0 represents the initial value and a prime represents the perturbed
value of a quantity. The terms in red are neglected by specializing to the case of a
collisional plasma, where |fl|  |fl+1|, or for a thermal electron γ, kv  νei. It has been
assumed that any initial fields are negligible. It is here that I diverge from Epperlein’s
approach and employ a two distribution function approach. I use equations (E.3) for a
background plasma with an initial distribution function of the form
f 0c =
nc
pi3/2v3Tc
exp [−(vz + vc)2/v2Tc − v2⊥/v2Tc] (E.4)
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which ‘balances’ a hot electron current of the form
f 0h = δ(vh − vz)δ(v⊥) . (E.5)
The fl values for a distribution function of the form (E.4) are given by
f 00 =
nc
pi3/2v3Tc
exp (−v˜2 − v˜2c )
sinh(2v˜vv˜)
2v˜cv˜
(E.6a)
f 0z = 3
nc
pi3/2v3Tc
exp (−v˜2 − v˜2c )
×
[
1
2(v˜cv˜)2
sinh (2v˜cv˜)− 1
v˜cv˜
cosh (2v˜cv˜)
]
(E.6b)
f 0zz = 5
nc
pi3/2v3Tc
exp (−v˜2 − v˜2c )
×
[(
1
v˜cv˜
+
6
(2v˜cv˜)3
)
sinh (2v˜cv˜)− 6
(2v˜cv˜)2
cosh (2v˜cv˜)
]
(E.6c)
with f 0x , f
0
y , f
0
xz = 0 and f
0
xx = −12f 0zz . Equation E.3 becomes
γf ′0 +
v
3
ikf ′x −
1
3v2
∂v(v
2ε′zf
0
z ) = 0 (E.7a)
ikvf ′0 − ε′x∂vf 00 − ω′yf 0z −
2
5v3
∂v(v
3ε′xf
0
xx) = −νeif ′x (E.7b)
ω′yf
0
x − ε′z∂vf 00 +
2
5
ikvf ′xz −
2
5v3
∂v(v
3ε′zf
0
zz) = −νei(f 0z + f ′z) (E.7c)
ikvf ′z − 2ω′yf 0zz − ε′xv∂v(f 0z /v) = −3νeif ′xz , (E.7d)
where the blue terms are neglected compared to the other ε′i terms in the equations,
and the term in green is neglected because we consider the growth of the perturbation.
Cancelling f ′x and f
′
xz, these four equations are reduced to the two equations
f ′0 =
1
v5k2 + 3Aγ
{
A
v2
ε′z∂v(v
2f 0z )− ikv4ω′yf 0z − ikv4ε′x∂vf 00
}
(E.8a)
f ′z =
1
α
15
k2v8 + A2
{
Av3ε′z∂vf
0
0 −
2
15
αikv7ω′yf
0
zz −
α
15
ikv8ε′x∂v(f
0
z /v)
}
,
(E.8b)
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where A = Y Z2ni log (Λei), and the parameter α turns the f
2
contributions on and off.
Taking the current moment of (E.8b) yields
jc/nce = 5iA
γ
k3
ωy
〈
∂vf
0
0 , 15A
2/k2
〉6
α8
+ i
2
3k
ω′yα
〈
f 0zz, 15A
2/k2
〉10
α8
+
i
3k
ε′xα
〈
∂v(f
0
z /v), 15A
2/k2
〉11
α8
, (E.9)
where I have defined
〈g(v), a〉mαn = 4pi
∫ ∞
0
g(v)vm
αvn + a
dv . (E.10)
The evolution of the hot electron distribution function is not conveniently described by the
cartesian tensor expansion approach. Thus we use the full collisionless Vlasov equation
∂tfh + v · ∂xfh − (ε+ v× ω) · ∂vfh = 0 . (E.11)
Linearising the equation and perturbing quantities according to exp (γt+ ikx) we find
δf ′ =
1
γ + ivxk
{
ε′x
∂
∂vx
+ ε′z
∂
∂vz
− ω′yvz
∂
∂vx
+ ω′yvx
∂
∂vz
}
f 0h (E.12)
where fh = f
0
h + δf
′. Calculating the z component of the current using the initial
distribution function (E.5) we find
jzh/nhe = − i
k
ω′y + iv
2
h
k
γ2
ω′y − i
k
γ2
vhε
′
x . (E.13)
Substituting (E.9), (E.13) into the perturbed version Ampere’s law
ikB′y/µ0 = jc + jh (E.14)
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using Faraday’s law γB′y = ikE
′
z, and the IMPACT normalizations, we find the dispersion
relation
3∑
0
aiγ
i = 0 (E.15)
where
a0 = (ωhτth)
2v2hk
4 − (ωhτth)2k4vhΦ (E.16a)
a1 = 0 (E.16b)
a2 =
2
3
α(ωcτth)
2k2
〈
f 0zz, 15A
2/k2
〉10
α8
+
Φ
3
(ωcτth)
2αk2
〈
∂v(f
0
z /v), 15A
2/k2
〉11
α8
− (ωhτth)2k2 − k4c2 (E.16c)
a3 = 5(ωcτth)
2A
〈
∂vf
0
0 , 15A
2/k2
〉6
α8
(E.16d)
and Φ = ε′x/ω
′
y. Epperlein calculated the current moment of (E.8b) using the initial
distribution function (E.1), substituting in for ε′x using equation (E.8a) in the quasi
neutrality condition1
4pi
∫ ∞
0
v2f ′0dv ≈ 0 . (E.17)
Using equations (E.12) and (E.8a) in (E.17) we find
Φ = {vhnbk4 + Aγ3〈∂v(v2f 0z ), 3A/(γk2)〉05 + k2γ2〈f 0z , 3A/(γk2)〉65}
× {nbk4 − γ2k2〈∂vf 00 , 3A/(γk2)〉65}−1 . (E.18)
We see that including ε′x leads in an expression for γ which cannot be written as a
polynomial series. I am going to neglect the contribution from ε′x despite the fact that this
may not be a reasonable assumption to make. Neglecting this field makes the dispersion
relation analytically tractable, and thus very convenient for code testing.
1In fact, to get a tractable dispersion relation, Epperlein calculated (E.17) in the limits ikvf ′0  νeif ′x
and ikvf ′0  νeif ′x, and showed that the contribution was not dominant in either case.
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