Abstract. This paper presents an application of XOR-based (Maximum Distance Separable) MDS codes in distributed storage system. This paper applied the overhead-free in-place recovery scheme on an instance. This scheme can obtain the transmission bound, that is the number of bits transmitted to the data collector (DC) is exactly that of the source message, so it is optimal from the view of information theory. In addition, this scheme has the lowest decoding time and space complexities until now.
Introduction
As the data increases dramatically, the storage for big data has become a challenge for centered server. As a result, it has become a trend to store data in distributed servers. In a distributed storage system, there is a probability that error occurs in each server such as the server down, which is similar to the packet loss in erasure channel for computer network. In this system, the source message is divided into blocks, with each block containing bits. The blocks are then encoded into packets and stored in separate nodes. From the definition of [7] , it is MDS code when the number of bits transmitted for recovery is exact equal to that of the message. We derive the overhead-free in-place recovery scheme in [7] and apply it on an instance.
Reed-Solomon code [1] is the first widely accepted MDS code, which was constructed by finite field with high encoding and decoding complexities. So practical codes with low complexity has attracted the attention, such as XOR-based MDS codes. Some certain errors such as two, three and four errors can be corrected using XOR operations in [2, 3, 4, 5] , and C. Sung et al. proposed a coding scheme that can correct any error based on XOR operations [6] with transmission overhead. X. Fu proposed the scheme that can eliminate the transmission overhead [7] .
Based on the scheme in [7] , we presented an specific instance. Our instance used only shift and XOR operations, which has no overhead and is locally decodable. More precisely, there are three characteristics: One it that only nodes transmit bits each for recovering blocks of bits; Two is that the decoding is in-place with much less auxiliary storage space. The third is that the encoding and decoding are within XOR operations, which is optimal until now.
The rest of the paper is as organized as follows. Section 1 will introduce the XOR-based MDS code, including the encoding and decoding process. In addition, the decoding process includes the transmission stage and decoding stage. The complexity analysis will be shown in Section 2. And this paper is summarized in Section 3.
XOR-based MDS Codes
In this section, we will present an instance to illustrate the overhead-free in-place recovery scheme [7] . According to the illustration of this scheme in [7] , there are two parts, that is the encoding and the decoding. And there are two stages for decoding, of which the first is the transmission stage and the second is the in-place decoding stage.
Encoding
Suppose that the message is divided into blocks, i.e., , , and , each block containing bits, i.e., and there are separate nodes in the distributed storage system, i.e.,
. The generator matrix is Vander monde matrix, that is So the coded packets ( ) are generated by multiplying with and stored in node (
). The generation of follows the following formula For more details of encoding, you can refer to [6, 7] . Next, we will show the three codes packs since only three packets are needed for recovery due to the MDS property. Here, we choose . Then the coded packets , , are shown in Table 1 , 2 and 3 separately. Each bit of is the XOR of the corresponding bits of in the same column, where the blank can be treated as zero or no operation.
Decoding
According to the scheme in [7] , there are two stages, of which the first is bits of are transmitted to DC and stored in , , and the second is to execute the in-place decoding algorithm to recover the message.
Transmission Stage. Next, node transmits bits of with the range of to DC and stored in , node transmits bits of with the range of to DC and stored in and node transmits bits of with the range of to DC and stored in , resulting in , , which is shown in Table 4 , 5 and 6 separately. Table 4 . Bits of . Table 5 . Bits of . Decoding Stage. With this instance, there are bits of each of the packets. By executing the in-place decoding algorithm in [7] on , , , , , can be recovered. The decoding process is as follows.
Then all bits of can be decoded.
Complexity Analysis
In this instance, bits have been encoded totally. In the encoding process. For node , , , there are , and XOR bit operations. So totally, bit operations are needed for encoding. For decoding process, some bits can be decoded without any operation, so that only XOR operations are needed for decoding.
Conclusions
This paper presents an instance to illustrate the overhead-free in-place recovery scheme for MDS storage codes. This scheme involves two stages, that is transmission stage and decoding stage. Only XOR operations are needed for encoding and decoding, so that it is of low complexity.
