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I. INTRODUCTION 
In his paper “A Markovian Decision Process,” [l], R. Bellman introduced 
a class of decision processes which may be characterized by the functional 
equation 
U,(i) = ui i = 1, 2, . . . . M fgF (1.1) 
where F is a finite set of functions which map a finite set of states 
Y = {I, 2, . . . . M} into a finite set of decisions ~3 i.e., f : Y -+ 9 for f E F, 
and P(f) = 11 pij( f )j$=, is a Markov matrix. 
In the subsequent paper “Discrete Dynamic Programming,” [2], 
D. Blackwell established the basic asymptotic behavior of the sequences 
{U,(i): i = 1, 2, . . . . M; N = 1, 2, . . . . } generated by the equations 
UN(i) = My [rdf) + b' ~~P,crYJN-d~~]. 0 e f3 < 1 (1.2) 
In this note we develop some elements of theory and method for a related 
class of decision processes. We consider a system called a K-Effect Model 
which is fully described at any “time” t by the level of M attributes V,(i), 
i = 1, 2, . . . . M, t 3 0. This system evolves over time according to one of 
the transition laws 
vt = P,V,-, + P,V,-, + *** + P,V$&K t = I, 2, . ..) U-3) 
v, = z1, Et = 0, P, = (/ p’,,’ /I y+, 0 < p;;’ < p < 03 s = 1, . . . . K 
or 
Vf = 
s t P,Vt-, d5 t > 0, 
vmt = 0 V-4) 
0 
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where 0 < pij(t) < p < 00 are piecewise continuous functions for i, j E 9’. At 
each unit of time a function f EF is chosen. This function determines a 
return rt( f) for the system and the form of the transformations (matrices) 
in (1.3) or (1.4). Specifically we study the functional equations 
U-,(i) = 0, t > 0, i = 1, 2, . ..) M, O<a,<a<co (1.6) 
which correspond to the systems (1.3) and (1.4) respectively. In what follows 
we obtain results for both finite horizon (t or N finite) and infinite horizon 
processes. We consider the general K-Effect Model as well as the two special 
cases K = 1 and K = co (l-Effect and Km-Effect Models) and finally the 
Cm-Effect Model (Eqs. (1.4) and (1.6)). For each of these processes we 
obtain a dynamic programming solution algorithm. 
In the literature all the emphasis has been on the special case in which the 
pij(t, f ) and pi:'< f ) are probability densities and probabilities respectively 
in which case V, is a stochastic process of special form. Recently, general 
applications of Eq. (1.6) to non-Markovian stochastic processes have been 
published by J. DeCani [3] on Embedded Markov Chains, R. Howard [4] 
on Semi-Markov Chains, and W. Jewel1 [5] on Semi-Renewal Processes. 
Although these papers all contain significant developments the results are 
limited to probabilistic systems. With elementary arguments we shall extend 
a number of these results to the more general systems defined by Eqs. (1.3)- 
(1.6). In addition we shall not, as all others have done, restrict the class of 
mappings F to finite sets only but consider more general sets of functions as 
well. The one property of these systems which cannot be relaxed is the 
nonnegativity of the transforming matrices over F. 
Finally we consider linear programming solutions of Eqs. (1.5) and (1.6) 
and extend the basic results of F. D’Epenoux [6] and M. Balinski [7] for 
Markovian decision processes and of R. Howard [4] for semi-Markovian 
decision processes to the 1, K, K”, Cm-Effect Models. Specifically, we obtain 
a primal-dual pair of linear programs for each of these systems when the 
horizon is infinite. In addition, following the lucid paper by P. Wolfe and 
G. Dantzig “Linear Programming in a Markov Chain” [S], we consider a 
“decomposition” of the semi-infinite linear programs which arise when the 
set F is infinite. 
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2. ~-EFFECT MODELS 
The most elementary system considered in this paper is the l-Effect Model, 
a generalization of the Markovian Decision Process. From Eq. (1.3) such a 
system is defined by 
vh7 = PV,-, , N = 1, 2, . ..) 
v, =v (2.1) 
P = Ii pij II& O<pij<p<U2 
where i E 9 the set of attributes of the system and V,(i) is the level of attribute 
i at “time” N. We are to choose a sequence of functions fn EF which define 
immediate returns r( fn) and matrices P( fn) and in this manner determine 
the process equation for some given period of operation. Such a sequence of 
functions from Y into 9 is said to define a “policy” for the process, 
specifically rNC = ( fn ; n = u, u + 1, . . . . Nf, ~8’) is the policy for the last 
N - u + 1 periods for a process operating for a total of N periods. The 
total return from a l-Effect Model operating from “time” 0 to N is then 
defined as 
where 
Pd~r/l = P(fl)P(f,) -** P(fnh n = 1, 2, . . . . N 
p,o,[rN1l =4 oes<p,<co 
1 @,f%)i < yF < O” iEY 
It is clear that the vectors U,(p,l) are uniformly bounded with respect to 
the set of policies (if pF is small enough). We define the set of nonlinear 
operators (Blackwell [2]) on these vectors L(f), f E F, as 
L(f)U = r(f I+ Wf FJ (2.3) 
then from Eq. (2.2) 
uN(rN1) = y(f 1) + BP(f 1) 2 Bn-lpG-1,[rN7y(fn+l) a-1 
= y(f 1) + @VI) UN-l(~N2) 
or 
(2.4) 
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For each f E F the operator L(f) is monotonic nondecreasing on the 
M-dimensional linear space of return vectors U, i.e., u’ > u” implies 
L(f)U’ - L(f)U” = flP(f)U’ - /3P(f)U” = jP(f)[U’ - U”] > 0 or 
L(f)U’ >L(f)U”. 
By the expression U’ > U” we shall mean U’ > U” and U’ # U”. For 
any two policies r’ and P we write r’ 3 r” if U(P) 3 U(P) and r’ > P 
if U(P) > U(P). A policy r* is called optimal if r* > r for all possible 
policies. For an infinite horizon l-Effect Model we write P when we mean 
the policy (f, , f,+l , . . . . }, in particular the policies (g, P) = {g, fi , fi , . . . . }, 
;; =gig~g~...Hd?r’) ={gl,gl,...,gl,fi,fi,...}and(g,,g,,...,g,,P)= 
1 > 2 > -a-> g, ,fi 7f2 3 ..*> are variations of the policy r1 = { fi , fi , . . . . fn , . ..}. 
From (2.4) for any infinite policy P we have 
w-1) = L(f,)L(f,) . . . L(fO)U(p+l), CT = 2, 3, . ..) (2.5) 
where the existence of U(P) d p e en d s on the value of Is, but for all /3 < pF 
for some /3= this is always the case; in what follows we shall assume in each 
instance that such a value of fi is used. 
DEFINITION. For any f EF we define the set Ff as the set of all func- 





h(i) = for some g E F (2.6) 
f(i) otherwise 
i = 1, 2, . . . . M 
If Ff C F for all f E F and if all monotonic fundamental sequences of station- 
ary policies converge we say that F is complete. 
THEOREM 1 (Blackwell [2]).r If P(f) is a Murkov matrix for each f E F, 
r(f) is bounded andF is ajinite complete set of mappings, then for every /3 E (0, 1). 
(a) If P > (f, r*) for all f E F, then the policy r* is optimal. 
(b) If r1 < (f, P) for any f E F, then the policy f * is an improvement on 
the policy P, i.e. f O3 > P. 
(c) IfF,={f}foranyf~F,thenfODisoptimal.Ifh~Ff,h#fthenh*i.s 
an improvement on f *, i.e. h” > f m. 
(d) There exists an optimal stationary policy, i.e. r* = g” for some g E F. 
1 In [2] this theorem does not appear in this form. 
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PROOF. (a) r* > (f, r*) for all f t F means L( f)U(r*) < U(r*) for 
allf EF. For any policyr’ -{ f,?:n == I,&...,} wehaveL(fN)lJ(r*) < U(J'*) 
for IV > 1, then by the monotonicity of the operator L( f,)L( f,J ... L( fN& 
we have 4fMf2) *..L(f~)u(r*) G4f&(f2) ~~.L(fN-W(r*) or 
(fr , . . . . fN , r*) < ( fi , . . . . fN-l , r*) and then ( fi , . . . . fN , T*) < F*. Now 
taking the limit of N to infinity we have P < I’*, and since the policy P 
is arbitrary r* is an optimal policy. 
(b) P < (f, P) means L(f) U(P) > U(P) and by the monotoneity of the 
operatorLN-‘(f) we haveLN(f)U(P) >LN-l(f)U(P)or (f”, P) 3 (f, P) 
for all N > I, in the limitf” > (f, P) andf” > P. 
(4 If Ff = if) then from (2.6) yi(g) + & C~lpij(g)uj(f") d u,(.f") 
i = 1, . ..) M for all g E F, that is, r(g) + /3P(g)U(f”) < U(f”) or 
L(g)U(f”) < U(f”) for all g E F and by (a) f” is optimal. If on the other 
handjEFf, h # f, then L(h)U(f”) > U( f “) and by (b) we have h” > f”. 
(d) Since the P(f) are all Markov matrices and the r(f) are bounded, 
then for every p < 1 the vectors U(Fl) are uniformly bounded with respect 
to the set of policies. From (c) starting with any stationary policy there can 
only be a finite number of stationary improvements (F is finite). From (b) 
any improvement via a nonstationary policy corresponds uniquely to a 
stationary improvement. Thus an optimal policy exists which is stationary 
and (c) can be used to construct a finite algorithm. 
For l-Effect Models the sets F are in general not finite, the transformations 
P(f) are not Markov matrices. However, with some appropriate changes 
the major constructive features of this theorem can extended to these pro- 
cesses. For the general I-Effect Model over the reals we have 
THEOREM 2. Let 6 be a l-Effect Model with total return de$ned 6y 
Eq. (2.2) where F is a complete set of functions mapping the$nite set of states 
into an arbitrary set of actions or decisions. If the matrices P(f) all have non- 
negative components and if the matrices P(f) and the column vectors r(f) are 
uniformly bounded with respect to the set F, f E F, then 
(a) For each positive integer N there exists a positive real number &(F) 
such that whenever 0 < /3 < &(F) an optimal policy I’,*@) exists for the 
process operating for N periods of time. 
(b) If( f, P*) < P* for all f EF, then P* is optimal. 
(c) If P1 < (f, rl) for any f E F, then f O” > PI. 
(d) If Ft = {f > then f co is optimal; af h E F, h # f, then ha > f OI. 
(e) For the infinite horizon 1-Eflect Model there exists an optimal stationary 
policy for each admissible /3. 
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PROOF. (a) For finite horizon l-Effect Models the optimal policy r,*(B) 
may be determined directly from the recursive relation 
U& G*;*, = $g /c(f) + B Jg%~(f)uN-l(i9 m 1 
(2.7) 
U,(i, r,“*> = 0 for i = 1,2, . . . . M and all 0 < /I < co 
For infinite horizon models (we write U,(r) instead of U(i, T)) we 
need to establish that the U,(r) are bounded for all policies r whenever 
0 < ,8 < p(F) < co. Let jii = sup pii and let fi = sup ri(f) and 
? = 11 fi 11, P = II& II then P,,(r) < Pn for n > 1. From Eq. (2.2) we have 
Now U(r) is bounded if (/3p)n + 0. Let /?(F) = l/maxi & jii then for 
0 < B < BP) u(r) is b ounded for all policies r. For a stationary policy sayf” 
we then have 
U(f”) = [I - kw)l-‘u) 0 < B < B(F) (2.8) 
(b), (c), (d) Since thep&) i, j = 1,2, . . . . M f E F are all nonnegative real 
numbers, the operatorsl( f) are monotonic nondecreasing for all f E F and the 
arguments of Theorem 1 can be repeated. 
(e) By (d) starting with any stationary policy we can generate a monotonic 
increasing sequence of stationary policies which has been shown to terminate 
only if an optimal stationary policy has been reached. We thus have a 
monotonic increasing bounded sequence of vectors in Euclidean M-space 
where boundedness and compactness are synonymous and pointwise con- 
vergence means convergence in the usual norm. Thus a limiting policy exists 
and it is stationary. 
3. K-EFFECT MODELS 
The K-Effect Model is the representation an elementary model for 
describing M-dimensional systems which involve K-stage dependence. For 
any policy TN1 = ifi ,fi, . . ..fN) we have from Eq. (1.5) the vector of total 
return for the system operating for N periods of “time” using policy rhrl, 
U,(I’,r) which satisfies 
UicN1> = V(fi> + Pl(fl)~N-l(~iv2) + *.. + v%(fJ~N-KKvK~ 
U,(i, r) = ui for i = 1,2, . . . . M and all policies r (3-l) 
u,(i, r) = 0 for 12 < 0 N = 1, 2, . . . . 
AO’dld1-A 
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It is well known that any Kth order linear difference equation in M-dimen- 
sional vectors can be identified in a unique way with a first order linear 
difference equation in &rK-dimensional vectors. For Eq. (3.1) we may write 
WAvN1) = !I( fl) + WK’( fl) ~N-l(rNL) 1%’ = 1, 2, . . . . (3.2) 
where 
. . . I 0 
dfd = 
Thus by increasing the dimension of the model we have a corresponding 
l-Effect Model. Theorem 2 can now be applied directly to K-Effect Models. 
From this fact we may assert the existence of an optimal policy which in 
the case of an infinite horizon problem is a stationary policy. Further, for 
the finite horizon case an optimal policy may be determined recursively 
from Eq. (2.7). I n utilizing Eq. (2.7) the states of the system M + 1, 
M + 2, . . . . MK need not be considered since all of the decisions f( j) yield 
identical returns and transformations for j > M and each f EF. 
For an infinite horizon K-Effect Model, due to the special structure of 
Q’K’( f), for each f EF it is apparent from (3.2) that for each policy P the 
vector IV(P) contains K identical parts, say U(P), when P is a stationary 
policy and then 
V1) = $fi) + [~Pdfi)] W2)7 p zzz p = *.- =fl” (3.3) 
S=l 
This expression is meaningful when the p are between 0 and p(F) where /3(F) 
is obtained in the same way as above. In this case we obtain the expression 
For the Km-Effect Model (K = co) these results apply exactly with the 
transformations Q(“)(f) defined as above. Again for /3 smaller then some /l(F) 
for each stationary policy we have 
U(f") = [I - pYfi]-'r(f) (3.4) 
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We have now extended Theorem 2 to all K-Effect Models (K = 1,2, . ..). 
The essential fact in this development is the proof that the test criterion of 
Theorem 2 yields an optimal stationary policy among all policies, stationary 
or not. Thus for K-Effect Models we have results beyond the results for 
stationary policies only in the papers [3,4, 51 on Semi-Markov Chains and 
Semi-Renewal Processes. 
4. Crn-E~~~c~ MODELS 
In more general multistage decision processes each stage might be directly 
coupled to an uncountable number of subsequent stages. The Cm-Effect 
Model represented by the integral functional equation (1.6) is a model of 
this type. A policy rto is a function from the open interval Jt = (0, t) into 
the set of functions F, i.e., 
where 
r:(r) = fT a.e. f7 EF and -T E Jt 
ut(r?) = vt( fo) + I,, e-“*PE( A,)K#Y) GE (4.1) 
In this expression U,(i, rto) is the return from attribute i for a system 
operating from “time” 0 to t under the policy rto. For this model due to 
basic analytical difficulties we cannot be sure that an optimal policy even 
exists. For the infinite horizon case we would not expect an optimal policy 
when it exists to be stationary (a policy r,O is said to be stationary if P?(T) = f 
for some f E F and all 7 E Jt and we writef t instead of rto). If, however, we 
restrict the admissible policies to stationary policies only, then the problem 
becomes amenable to analysis and yields results which are similar to those 
obtained for K-Effect Models. 
THEOREM 3. Let 5 be a C”-E#ect Model with F a complete class of 
functions from a finite set of attributes Y into an arbitrary class of decisions 9. 
If the matrix functions q+(f) and Pt( f) f E F are continuous with respect to 
t (t > 0) and unsformly bounded with respect o F, then there exists a positive 
real number 6, such that for 6 > 6,. 
(a) The M-dimensional vectors U( f “) are uniformly bounded with respect o F. 
(b) If v,(g) + [j” e-StPe(g) d[]U(f “) < U(f”) 
policy f O1 is optimalOamong stationary policies. 
for all g EF then the 
(4 If &!) + [S” e-8sP&g) df]U( f”) > U(f “) for any g EF, then the 
policy g” is an improvement, i.e., g” > f m. 
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(d) Among the stationary policies there exists an optimal stationary policy 
fob the infinite horizon P-Effect Model 3 fey each admissible value of 6. 
PROOF. (a) By U(f”) we of course mean that vector ,j U,(i,f”)ji and by 
p(f) we mean the vector 11 v,(i,f‘)i[ i = 1,2, . . . . M. For each f EF there 
exists a positive real number S,f such that for S > 6s we have from Eq. (4.1) 
and 
(4.2) 
If we choose S > 6, = sup 6, then from (4.2) since the P,(f) and q(f) are 
uniformly bounded so are the U(f”). 
(b) For some S > 6, and each f EF let B(f) = jr @[P&f) d,$ then by 
a classical theorem for linear operators in a Banach space we may write 
Eq. (4.2) in the form 
for each f E F (4.3) 
and we have 
Vf") = df) +xmu-") (4.4) 
We define the nonlinear monotonic nondecreasing operators L( f) in the same 
manner as in Section 2, i.e., L( f )U G I + B(f) U, and we have from 
(4.4) U( f “) = L( f )U( f “). If g” is any other stationary policy 
and if L(g)U( f “) < U( f “) we have by the monotoneity of L(g) that 
LN(g)U( f”) < L&l U( f”) for N 2 1 or LN(g) U(f”) < U(f”) and 
U(gm) = lim,,, LN{g) U(f”) < U(f”). Thus if L(g)U( f”) < U(f”) for 
all g E F then f m is optimal. 
(4 If &W(f”) > U(f ‘7 th en by an identical argument we have 
U(gm) = lim,,, L”‘(g) U( f “) 2 L(g) U( f “) > U(j”) and the policy g” is 
an improvement over the policyf”, i.e. g” > f m. 
(d) Using step (c) we can construct a monotonic increasing bounded 
sequence {U,} in Euclidean M-space which can only terminate when a 
stationary policy which is optimal with respect to all stationary policies has 
been found (step (b)). Thus a stationary policy exists which is optimal among 
stationary policies for each fixed value of 6 3 6,. 
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5. A DYNAMIC PROGRAMMING ALGORITHM 
Using the constructive steps of Theorems 1 and 2 we may determine the 
optimal policy and thereby the optimal process for each of the models con- 
sidered in this paper. For the K-Effect Models such a procedure will yield 
the optimal over-all policy, but for the Cm-Effect Model this will only result 
in the “best” policy among the stationary policies. In this algorithm a common 
notation for all these models is used with #(f) the vector of returns (instead 
of r(f), q(f), and y(f), respectively) and T(f) for the matrices &9P,(f) 
and Je-*tP((f) d[ in K-Effect and Cm-Effect Models respectively. 
1. Choose an arbitrary function f E F. 
2. Solve the linear system [I - T( f )]w = $( f ). 
3. Determine the function g EF which maximizes I/&(/Z) + Z$i Tij(h)w, 
for all h EF for a fixed i, and repeat for each attribute i = 1,2, . . . . IM. This 
defines a new function f’ E F since F is complete. 
4. If f’ = f then f m is optimal, if not, return to step 2 with f’ replacing f. 
For the special case of Markov and Semi-Markov Decision Processes this 
algorithm coincides with Howard’s algorithms for these processes using a 
discounting rule (see [4] and [5] for details). In all cases if F is finite so is the 
algorithm; on the other hand if F is not a finite set the algorithm may or may 
not be finite. This would correspond for example to using the simplex 
algorithm for solving a linear programming problem which involves an 
infinite number of column vectors which can enter the basis at any iteration. 
Using the Decomposition Principle developed by G. Dantzig many problems 
of this general type may be solved in a finite number of iterations. In the 
next section we suggest just such a procedure for K-Effect Models. 
6. SEMI-INFINITE LINEAR PROGRAMS 
F. D’Epenoux [6] was the first of many researchers to apply linear pro- 
gramming to Markovian Decision Processes. R. Howard [4] has extended 
this work to Semi-Markovian Decision Processes with similar results. For 
the models described in the previous sections of this paper viewed as minimi- 
zation problems, each stationary policy corresponds to a set of simultaneous 
equations 
[I - T(f >I Vf “) = 4(f) (6.1) 
where Ad(f) is the ith row of the matrix T(f) for eachfeF. We construct the 
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matrix A of all possible row vectors ci - A<(f) for all attributes i = 1, . . . . M 
and all functions f E F and consider the system of linear inequalities 
AU<C where UT = (0; ) . . . . u&J Ei = (0, . ..) 1, . . . . 0) (6.2) 
and ci(f) = &(f). Th e b asic linear programming problem is to maximize 
CUi subject to (6.2). The dual to this problem is 
Minimize CT l Y 
subject to ATY = 1 (6.3) 
Y2.0 
By an elementary argument (see, for example, [S]) we may show that 
every basic feasible solution of (6.3) corresponds to a basis with exactly one 
vector from each category (ei - Ai( f); ~EF, i fixed}. From the duality 
theory of linear programming we have that the M inequalities in (6.2) which 
correspond to this basis are satisfied with equality by the dual variables of 
this solution. In this manner we may establish the correspondence between 
optimal solutions of (6.3) and an optimal policy sayf” for the systems (6.1). 
If F is finite then for each fl < flF (or 6 > S,) we may solve a linear program 
such as (6.3) to obtain the optimal policy. 
If on the other hand F is infinite the problem can only be solved by linear 
programming under certain conditions. P. Wolfe and G. Dantzig in [S] 
suggested such additional structure for the special problem of an undiscounted 
Markov chain with reward; we develop a similar argument following their 
suggestion. Specifically a vector Xci) = (--x1 , -xs , . . . . 1 - xi , . . . . -x~)~ 
is admissible as the ith column vector in a basis for a basic feasible solution 
of (6.3) if the vector xT = (x1 , xZ, . . . . xw, x~+~)’ satisfies the system of 
linear inequalities 
k-l 
Xk > o for K = 1,2, . . . . M (6.4) 
where D(j) is a given mi x M matrix and x~+~ is the cost or return of Xci) 
in the linear programming problem (6.3). 
At each iteration of the revised simplex algorithm for (6.3) an M dimen- 
sional vector (-x1 , . . . . 1 - xi , . . . . --x~)’ can replace the ith vector in the 
current basis if and only if 
~M+~+~akXk-ai<o 
kc1 
where the CQ are the shadow prices corresponding to this basic feasible 
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solution. In particular, in the search for such a vector we could solve the 
auxiliary linear programming problem 
Minimize x~+~ + akxk subject to (6.4) 
k=l 
(6.6) 
If the vector x* which minimizes (6.6) yields a value which satisfies (6.5) then 
the vector Xu)* = (--xl , -x2 , . . . . 1 - xi , . . . . --xJr can enter the basis 
of (6.3) as the new ith vector and this results in an improved solution to this 
problem. This procedure applies to each attribute of the model and the 
algorithm terminates only when a new basis vector cannot be found in this 
fashion for any of these auxiliary linear programs. That this algorithm is 
finite is a direct consequence of the theory of Linear Programming. The 
procedure is suitable for all K-Effect Models whenever the inequalities (6.4) 
can be determined which define the decision functions F in the above manner. 
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