Abstract-Brain Computer Interfaces (BCI) seek to measure brain signals in order to control computational or robotic devices, with important applications to motor disability. Electrocorticography (ECoG) is an emerging signal platform for long term implantation of a brain signal recording device, but current approaches rely heavily on screening tasks and trained technicians to find and specify repeatable features in the ECoG signal. Here we explore unsupervised approaches to reducing the ECoG signal stream into a few components that correspond most directly to neural patterns that correlate to subject task performance (neural correlates). We report on the development of a real-time feedback system we call the "Brain Mirror" which is based on the real time, incremental learning of a Deep Belief Network. On real patient data, we demonstrate that the components learned online with Deep Belief Networks have higher correlations with neural patterns than PCA.
I. INTRODUCTION
Brain Computer Interface (BCI) device control is an exciting and rapidly expanding field. BCI control has been demonstrated using many types of brain signal features recorded with several different recording technologies. In this paper we consider the analysis of electrocorticography (ECoG) signals. This recording technology captures higher frequency and more varied signals than the better known electroencephalography (EEG), and samples a larger spatial area than single cell recordings. Significant evidence now exists that supports the idea that information in the brain is represented as distributed oscillatory patterns [1] [2] and ECoG signals are particularly well suited to record these types of patterns.
Compared to EEG recordings, ECoG captures a richer representation of the brain signals. Although this supports more robust and complex control, it also requires the analysis of data from more electrodes and across a much larger frequency range than EEG.
As a result, finding the best features of the brain signal to use as BCI control features becomes a significantly more complex problem. Traditional BCI methods rely on what the experimenter thinks should work for the patient. The real-time feedback provided by the Brain Mirror system allows an individual to explore which brain activity patterns they can control and how they can control them.
This paper explores methods to support online, real time data summary and analysis tools, to rapidly identify multiple user controllable brain patterns. In particular, we compare online PCA and Deep Belief Net approaches to develop patient specific representations of brain activity, and we characterize how well they correlate with cued behaviors, which serve as proxies for controllable brain states.
A. Background: Current Status of ECoG BCI
Current clinical use of BCI technology relies on explicit screening procedures, which ask the patients to systematically move different body parts repeatedly. The recorded data is then evaluated offline to see which motions had repeatable and unique neural signatures. This approach has led to successful one dimensional control [3] including playing a simplified game of space invaders [4] two dimensional control based on overt and imagined hand and tongue movements [5] and motions of either hand [6] , and one patient who was able to control a computer mouse [7] with both up-down, left-right and a click. BCI subjects show improvement over time when engaged in closed loop control with feedback even when the control features are held constant [3, [7] [8] [9] [10] . This indicates that they are altering their neural patterns to fit the signal detection system. In fact, subjects often report just thinking about ``moving the object on the screen'', instead of trying to repeat the screening task that led to the repeatable signal.
The key limitation of current systems is the offline training process, where data from screening tasks is analyzed (overnight, in clinical settings) to find features that correlate with subject motions. The key to quickly discovering neural correlates is facilitating an informative feedback pathway to the BCI subject, which requires summarizing the high-dimensional brain signals into a small set of patterns. To this end we have developed a real-time ECoG signal processing and feedback system, which we have named 'Brain Mirror'. 
B. Algorithmic and Experimental Contributions
The best linear basis for reconstructing a signal drawn from a given distribution (measured as sum of squared reconstruction error) is given through Principal Component Analysis. But patterns of neural signals at the scale measured by ECoG arise from non-linear interactions of large groups of neurons.
Thus, our contribution in this work is to explore the representation of patterns in ECoG recordings using Deep Belief Networks (DBNets), a compelling class of algorithms capable of quickly learning a non-linear basis for patterns in high dimensional data sets. We evaluate the effectiveness of DBNets within the Brain Mirror system running with ECoG data from 4 subjects who performed a range of tasks. We quantify the relationship between the task a subject was performing and the signal patterns learned by the DBNets-based Brain Mirror system, and show that it is more effective than a linear signal decomposition approach based on PCA, across a wide variety of experimental conditions and for neural signals corresponding to many tasks.
II. METHODS

A. Human Subjects and Data Recording
This work is based on Electrocorticography (ECoG) recordings from 4 intractable epilepsy patients. These patients ranged in age from 12 to 58, had implants of ECoG electrode grids of varying electrode sizes and spacing that covered a range of cortical locations. Subjects 1 and 3 had an 8x8 and 6x8 grids over left frontal and left tempero-parietal regions, respectively. Electrodes had 2.3mm diameter exposed contact surface and had 1cm inter-electrode spacing (center-to-center). Subject 2 was implanted with a 4x4 microgrid with 1mm spacing and 12 recording electrodes (the 4 corner electrodes were not used) with 75 micron exposed surfaces over the left hand motor cortex. Subject 4 was implanted with a high-density 4x8 electrode grid with 3mm spacing and with a 1.3mm exposed surface over the left mouth motor cortex. All subjects willingly participated in a range of research tasks. The standard procedure of cortical stimulation mapping [11] was followed to locate electrodes that covered functional speech areas for Subject 1.
Biosignal amplifiers were used to record the changing field potentials at a sampling frequency of 1.2 kHz with 24-bit resolution. BCI2000 software [12] was used to synchronize task cue stimulus presentation with the recorded ECoG signal during initial research task performance.
B. Performed Research Tasks
Data was recorded for five different tasks from four different patients. These tasks asked for different behaviors from each subject and use different approaches to labeling the behavior at each time point.
1. Subject 1 participated in a hear-and-repeat task (referred to as 'HS' in the rest of the text). The audio cues and recorded microphone signal were used to define activity labels ---the time points when the subject was performing the hearing and speaking activities of the task, respectively. 2. Subject 1 also performed an overt hand and tongue movement motor task (Motor). The timing of when the subject was visually cued to move is used as labels for the Motor task. 3. Subject 2 was performed a task involving three fine hand motor activities; moving a finger, a thumb, or both in a pinching motion (FineM). A 5DT hand glove recorded finger movements to use as activity labels. 4. Subject 3 participated in a read and repeat phonemes task (FineSp) consisting of two categories of spoken phonemes that involve distinct mouth movements. The recorded microphone signal was also used to define voice onset times used as task activity labels. 5. Subject 4 participated in a task (Multi) using the SIGFRIED cortical mapping system [13] , in which the subject was visually cued to repeat overt hand movements, tongue movements or speak for longer time periods of 15 seconds for a total of 4 times. The activity cue time points were used as labels.
All tasks included periods of rest (Inter-trial-intervals (ITI)) between successive task activities. All ITI periods were visually cued and the subjects were asked to relax and remain still and silent, but continue to focus on the screen.
C. Standard spectral control feature selection
The standard method for choosing control features for BCI control forms the basis of our analysis of the Brain Mirror performance. There are multiple variations of the same basic approach used in choosing control features from spectral ECoG data. Here we define the methods that we used in our analysis in detail. All common control feature selection methods involve the use of prerecorded data from the performance of tasks with an activity-ITI-activity structure. The ECoG data is then converted to the frequency domain. Spectral features that have significant time-locked responses (TLR) to the task activity labels are subsequently used as BCI control features. In this paper spectral control feature selection was performed on the data sets from the five research tasks described above. The method used in our analysis involved a three step process.
First the TLRs for each task activity were computed. The spectral responses of a range of frequency bands (spectral features) for each electrode channel (see section III) were logged for the duration of the tasks. The task activity labels where then used to align time segments of the spectral data from all repetitions (trials) of the same task activity. Next, the TLR for each spectral feature (SF) was computed by taking the average over the aligned time segments for each task activity.
Second, the time points of the TLRs for each SF that showed significant increases or decreases in amplitude induced by the task activities were used to define candidate channels and groups of SFs to be used as control features. Following the method of non-parametric statistics described by Maris and Oostenveld [14] , each TLR value was compared to the distribution of values given by choosing the maximum value of 100 pseudo-TLR formed from randomly choosing N temporal points in the task data to time lock to. N was set to the number of trails for each of the task activities. All values in the actual TLR that were > 95% of the 1000 maximum pseudo-TLR values were considered to be significant. An example of the significant components of the TLRs for all SFs of all electrode channels for the 'oe-aa' activity of subject 4 performing the FineSp task is given in Fig. 1 .
Third, groups of neighboring SFs from the same channel with conjoining spans of significant TLR components of the same sign were chosen as Spectral Control Features (SCFs). Six groups of significant TLR components, which define six SCFs, are circled in Fig. 1 . For example the SCF chosen for the red circle in plot 17 (electrode 17) of Fig. 1 would be the frequency band 50 to 148 Hz with a positive weight. Likewise, the band 4 to 18 H with a negative weight could also be chosen from electrode 17. Electrode 22 gives an example of a frequency band (50 to 172 Hz) that could be chosen as a positive weighted SCF and a negatively weighted SCF. Generally, the functional importance of the SCF is based on both the frequency and temporal span of their significant TLR components, and the best SCFs are chosen as BCI control features. In this work, the SCFs were ordered according to the absolute value of the total weight in frequency and time and the top 20 SCFs of each task were chosen from the sets of SCFs from each task activity.
D. Deep Belief Network Implementation
Deep Belief Networks (DBNets) [15] are an adaptive, multilayer artificial neural network structure used to transform high-dimensional data to low-dimensional codes. The algorithm for training a DBNet treats each layer as a Restricted Boltzmann Machine with a set of logistic visible units V and a set of stochastic binary hidden units H with a full set of symmetrically weighted connections W. Given the activation states v i ϵ V, h j ϵ H, and w ij ϵ W the energy of the RBM is given by where b i and b j are the biases of the visible and hidden units respectively [15] . The weight matrix W and biases that minimizes this energy for a given set of observed input activations of the visible units can be efficiently approximated using the contrastive divergence algorithm [16] . The base layer Restricted Boltzmann Machine in the network uses the input data as its visible units and the hidden units of each preceding layer are the visible units of all higher layer Restricted Boltzmann Machines. The weights and biases that minimize the energy of the entire network for a given set of observations can be minimized by treating each Restricted Boltzmann Machine layer separately.
In our implementation, the input spectral ECoG data is presented to the DBNet as an input vector (of dimension number of frequencies components x number of electrode channels), where each element of the vector is the power of the signal at a given time, for each frequency and electrode.
The activations of the top layer hidden units will be referred to as the responses of the DBNet encoded basis functions. The structure of these functions in the observed ECoG spectra feature space can be calculated by fixing each top layer hidden binary unit to 1 with the rest 0 and projecting down the network to get the corresponding activations of the logistic visible units of the bottom network layer.
III. THE BRAIN MIRROR SYSTEM
The Brain Mirror system is built on top of the BCI2000 [12] system. This is a common platform used for systematic evaluations and comparisons of different brain signals, recording methods, and processing algorithms. The Brain Mirror system (see Fig. 2 ) replaces the standard BCI2000 control feedback and instead shows the activation (probability) of the top layer units of the DBNet. The brain mirror summarizes the recent time history by showing features (the response to each top-layer DBNet unit) as either active "colorful", or inactive "dark", with the current time step on the left and the recent history going to the right. If the patient finds they have good conscious control over the brightness of one of the features, they, or the experimenter, can select that feature at which point it will drive a control bar on the right on the screen. When the control feature can reliably be moved above 75% of maximum strength or below 25% of maximum strength the subject is deemed to have demonstrated control, and the chosen feature would be considered suitable for controlling an external device. 
Implementation details:
Because the Brain Mirror system is designed to give direct feedback from neural correlate patterns over all recorded channels and a broad spectral range, 11 frequency bands of 2 Hz width are defined for each channel. The results in this paper used the frequencies 4, 8, 12, 18, 26, 38, 50, 82, 104, 148, and 172 Hz based of the range of common ECoG features and noise bands. The BCI2000 system is configured to run for 10s to calculate a gain and mean for each frequency band and then output the normalized amplitude response for each band for all future time points. The normalized amplitude responses represent the spectral features (SFs) discussed in section II.C. After the initial 10s, the Brain Mirror system feeds these SFs into the DBNet implementation.
The Brain Mirror system used a 3 layer DBNet. The number of hidden units (NUM_HIDDEN) and output units (NUM_OUTPUT) parameter is defined by the user. The first Restricted Boltzmann Machine layer of the DBNet has as many scalar visible units as frequency features * recorded channels and NUM_HIDDEN binary hidden units. The second Restricted Boltzmann Machine layer is symmetric with NUM_HIDDEN visible and hidden binary units. The third Restricted Boltzmann Machine layer has NUM_HIDDEN visible binary units and NUM_OUTPUT hidden binary units.
The DBNet layers are updated each sample block (every 32 samples with a sampling rate of 1200 Hz) on a set of previous classifier inputs. The number of previous classifier inputs corresponds to the number of circles in each output row of the feedback (ie: 20 in the Fig. 2 example and the analysis in this paper) which can also be set by the user. Hence, the DBNet layers are trained on a small sliding window through the spectral feature data as apposed to the traditional method of exhaustively training DBNets on a representative sampling of the entire data set. Such training will only allow the top layer of the DBNet to converge to encode a pattern in the spectral feature space if it shows some degree of consistency over time. The learning rates for the scalar (s_lr) and binary (b_lr) nodes and the learning momentum (m) are also user defined parameters and will effect the need level of temporal consistency a spectral pattern must have to become encoded in the DBNet. For all Brain Mirror results in this paper, the parameters were as follows; NUM_HIDDEN 100, NUM_OUTPUT 20, s_lr 0.001, b_lr 0.01, and m 0.5. These parameters define a relatively small DBNet, with relatively slow learning parameters, which prove to be able to robustly encode interesting patterns in a diverse sampling of ECoG data.
IV. ANALYSIS
A. Evaluating Brain Mirror neural correlates
We now present a systematic comparison that attempts to capture how well the DBNet is able to discover neural correlates ---brain signals that correlate with conscious activities of the subject. For each of the five research task data sets, we perform the following analysis: We compare these results of the live Brain Mirror system (BM), with 4 alternatives to the Deep Belief Net representation.
1. The final state of the DBNet to capture its performance if trained over a long time (finalBM) 2. Online PCA [16] (onlinePCA), because it is the natural alternative representation to DBNets. 3. Final state PCA (finalPCA), to capture online PCA performance when trained over long data. 4. Batch PCA (batchPCA), similar to final state PCA, but is independent of the order of the ECoG signals.
These 4 alternatives, along with the top SCFs and the BM features, give 6 methods to find feature representations that are neural correlates and distinguish user activities. For all six methods 20 features were considered.
1) Defining neural correlate sets
To compare the six representations, we first computed TLRs for the features and again use non-parametric statistics, as described in section II.C, to find neural correlates that were significantly and positively modulated by the task. Thus, neural correlates are considered to be features with a significant positive TRL with regard to at least one of the task activities.
2) Defining independent control features We then consider how well each significant neural correlate serves as a classifier of that activity vs. the inter-trial interval, that activity vs. other activities, and that activity vs. all other time points. Different thresholds of the feature give different classifiers, and the receiver-operator curve summarizes the performance for all thresholds. We use the standard "area under the receiver-operator-curve" (AUROC), as a summary statistic for how well each significant neural correlate would perform as a classifier. We first compute the response value for each significant neural correlate for each activity trial. For each trial the dot product of the feature response over the trial with the TLR pattern for that feature is taken as the response of that feature for that trail. Then we compute the AUROC for the responses over all trials. We again use non-parametric statistics to define AUROC values that are significant. To do this, the per trial neural correlate response values were randomly partitioned 100 times and 100 pseudo-AUROC values were computed based on these partitions. An example of the receiver-operator curves for the 100 random partitions and their corresponding pseudo-AUROC values, along with the actual receiver-operator curve and AUROC value for the 'oe'-'ah' activity of the FineSp task, is given in Fig. 3 .
3) Temporal Evolution of Control Features
In addition to evaluating the performance over the entire data set, a third evaluation of the online representations (BM, onlinePCA) was done to characterize the amount of time they needed to find useful control features in the data. To make a fair comparison, we specify the final segment of the ECoG data stream as test data. We use the fact that we logged that weights and biases of the DBNet and the components of the online PCA during the training ---giving us the state of the DBNet and online principal components for different amounts of training time.
For each logged state, we evaluate the testing data and choose the single best control that best discriminates the best activity from the other activities and from the inter-trial intervals for each task. The best activity for each task was chosen as the one with the most significant control features for the Brain Mirror and onlinePCA methods in the above analysis. For this control feature we again use the same two step method as above and use the AUROC to characterize the effectiveness of the best control feature available after a given amount of training time.
V. RESULTS
The results show that the Brain Mirror system captures neural correlates that can be used to define control features that corresponding to the different activities the subjects performed. Furthermore, the DBNet representation used in the Brain Mirror outperformed the natural alternative representations. This is especially impressive considering that the SCF representation used labels during training and the batchPCA was trained on more data. The results of the three analysis methods defined in sections IV.A 1-3 are discussed in more detail below.
A. Naive learning of neural correlates
For all tasks the BM system naively learned patterns in the ECoG spectral data that reflected functionally meaningful neurophysiologic phenomenon induced by brain activity. In fact, the DBNet-based representations were the only ones that learned at least one neural correlate for every activity preformed by the subjects in the five tasks (see Fig. 5 ).
Further illustration of the ability of the online DBNet algorithm to learn relevant neural patterns is seen when the control features of the batchPCA and finalBM representations for the HS task are compared to the results of the cortical stimulation mapping done with subject 1. Fig. 4A shows the TLRs of the SFs voice onset time (indicated by the black vertical line in each subplot) of the HS task. The electrodes at locations indicated as essential to speech production through cortical stimulation mapping (white numbers) show the strongest TLRs to the voice onset times. However, the significant TLRs are not limited to these electrodes. In Fig. 4B , the TLR for each electrode (x-axis) and frequency (y-axis) for both the hearing and speaking activities are averaged over the hearing and speaking time periods respectively. In Fig. 4C and D the finalPCA and finalBM control features are shown without the temporal component of their TLRs. It can be seen that both the batchPCA and finalBM representations are matches to the patterns of significant SF responses to the hearing and speaking activities. However, the finalBM control feature patterns match the SF patterns remarkable well considering that no labels were used in the learning process. The following section demonstrates that the neural correlates found by the DBNet representations also lead to better control features. Fig. 5 summarizes the AUROC scores (squares, triangles, and circles) for all alternative representations and all different tasks and task activities. Task activities for which a control feature that significantly separated that activity from the other activities of the same task could not be found for a given a representation are indicated with light grey bars in the corresponding column. If a representation had no significant correlates for a given activity then the column is marked with a solid colored bar. Fig. 5A focuses on the HS task. From left to right, we show the AUROC values for control features that arise from the hearing activity, based on single spectral features (in red), batch PCA (dark green), the final PCA basis (green), the online PCA, (light green), the Final Brain Mirror (dark blue), and the online Brain Mirror (blue). The right side of 3A shows the same evaluation of the control features for the speaking activity. In each case, squares represent the AUROC for classifying the task versus the ITI, the triangle is the classifier of one activity versus other activities, and the circle is the AUROC for distinguishing the activity from all other activities and ITI.
B. Finding Control Features
The most interesting parts of the result in 3A are that, (a) all representations encode for at least one significant neural correlate for each activity, (b) all representations led to statistically significant control features for the 'speaking' activity, (c) the BM does very well, with the highest total AUROC values (indicated with the circles) for both hearing and speaking, and finally, (d) while PCA based representations produce a control feature for the speaking activity, they do not give neural correlates that are independent control features for the hearing condition. These representations are marked in gray. A discussion of the fundamental differences in representations leading to the AUROC results in the columns highlighted with a '*3' in Fig.  5A is given in section VI.B. Fig. 5B shows results for the Motor task. These results show similar features to those of the HS task. In particular; (a) the BM representations give consistently good results, (b) the onlinePCA representation performs well on the tongue task, and poorly in creating a classifier to capture the hand motion. The fact that the AUROC value for the hand activity control feature verses the tongue activity is considerable below 0.5 (witch indicates equal response value to both activities) arises due to the fact that there is an increase in response value for both activities but the response to the hand activity is consistently less the that of the tongue activity. Fig. 5C shows results for the FineM task. For this task, it was again the case that not all representations created statistically significant control features. The most significant result here is that the (BM and finalBM) representations perform very well, and in general, outperform the SCF representation. These results, highlighted by the columns marked with a '*2,' are discussed further in section VI.A.2). Fig. 5D shows results for the FineSp task. Again, the online PCA based representations perform poorly and the online DBNet based representation perform as good as or better than the SCF representation. Fig. 5E shows results from a subject doing a task that involves a simple motor activity (hand movement), and mouth motor activity (tongue movement), and a 'speaking' activity. Again, BM features perform well across all categories and the online PCA approaches do particularly poorly. Also, notice that in this task the set of the top 20 SCFs did not include a significant neural correlate to the hand movement activity while the BM representations did. The columns displaying this result are highlighted with a '*1' and discussed in section VI.A.1). An additional result ('*4'), that is discussed in section VI.A, is that the BM representation outperforms the finalBM representation for the hand activity and onlinePCA out performs finalPCA for the tongue activity.
C. Temporal Evolution of Control Features
The second set of experiments explores the time required for the Brain Mirror or Online PCA to compute useful features. Fig. 6A considers the HS task. The green area corresponds to the best control features defined by online PCA. The dark green line shows the AUROC of the classifier for speaking vs. ITI, and the bottom of the green region shows the AURUC of the classifier for speaking vs. hearing. The blue regions show the same plot for the BM features. The most relevant part of this plot is the indication that the BM features become good at the classification tasks within 45 seconds, and earlier than the online PCA control features. While we do not show these plots, for all tasks, the AUROC for the best control feature converges within a minute. Fig. 6 . Temporal evolution of the BM (blue) and onlinePCA (green) neural correlate basis. A. The AUROC scores given by the best feature responses of the onlinePCA and BM encoded at each time point of the first 9/10 ths of the HS task data to the last 1/10 th of the data. B. The AUROC scores for the first 3/5 ths of the baseMulti task data to the last 2/5 ths of the data. The dark solid color lines show the AUROC of the classifier for the best activity vs. the ITI times and the other activities (corresponding to the circles in Fig. 4) , and the bottom of the light shaded regions show the span between the AURUC of the classifier for the best activity vs. other activities and the best activity vs. ITI (corresponding to the triangles and squares in Fig. 4 respectively) .
For many of the tasks, there is more than a minute of rest time before the task starts, so the patterns encoded at the beginning of the task can only reflect patterns in resting brain activity. However, the responses of those patterns capture variability in non resting data also. Those patterns classify data from the subject task activity with performance comparable to patterns defined using both rest and all the data through the end of the task. The Multi task highlights this because in this task a 5 minute period of 'resting' activity was recorded before the subject started to perform the task activities. Fig. 6B shows that after a short initialization period, the AUROC is high during the entire length of this 'resting' period and does not significantly increase once the subject starts to perform activities.
VI. DISCUSSION
The most important result from this work is that the Brain Mirror was able to quickly learn the best control features, and our analysis highlights the potential for Deep Belief Networks to offer better representations of ECoG activity patterns. Online training of Deep Belief is possible, converges quickly to useful features, and we showed this working across multiple subjects in multiple tasks with grids of different electrode sizes. The ability to quickly learn patterns that represent meaningful changes in brain activity for a range of diverse tasks is crucial for an interactive system that aims to allow subjects to find controllable brain signal features for BCI. This is crucial for the goal of not relying on what the experimenter thinks should work for a subject and allowing the subject to explore which brain activity patterns they can control and how they can control them.
Particularly interesting are the Fine Motor Control and Fine speech task experiments (Fig. 5C-D) . In these cases, the ECoG data is from smaller grids covering much less cortex. The Brain Mirror system found neural spectral patterns that could distinguish between 3 different fine motor tasks from a micro electrode grid and two different classes of mouth motor movements from a high-density grid. These results are on par with the best functional detection results reported to date, even though the Brain Mirror does not require pre-screening for control features. This is important because Microgrids and high-density grids are very new and promising technologies for BCI.
Four advantages of the Brain Mirror system that allow it achieve such good results are illustrated below.
A. BM features verses SCF
The BM DBNet based representation has an advantage over the standard SCF representation when there is significant overlap among the SCF from separate activities. Two specific problems arising from overlapping SCF and why the BM representation avoids these pitfalls are discussed below.
1) When the most significant SCFs are similar for several activities. Multi task results serve as a good illustration of the case when the major SCF is shared by several activities. Fig. 7A shows the TLRs of the three activities. The electrodes 19 and 22 containing the control features found from the set of SCFs for the tongue movement and speaking activities respectively marked with white numbers. For each subplot, frequency is given on the y-axis and time relative to the time locking point is give on the x-axis. Fig. 7B shows the temporal spectral patterns of the BM control features formed by multiplying the DBNet encoded spectral patterns by the TLR for each activity. The wideband spectral amplitude increase seen in Electrode 19 is the dominant SCF for all three of the task activities. However, the rules of finding distinct control features for each task dictate that it can only be chosen as the control feature for one of the activities. Since it has the largest response for the speaking activity, it is chosen as the control feature for that activity. While this still leaves the lower frequency decrease in electrode 22 as a good alternative for the tongue movement activity, there is no good alternative for the hand movement activity. In fact, the higher frequency increase in electrode 19 for the hand movement activity did not even make it into the set of top 20 SCFs for this task. This resulted in no significant SCF neural correlates for the hand movement activity. Fig. 7 . SCF vs. BM control feature. A. TLR patterns for a subset of electrodes 48 electrodes from the Multi task for the 'hand movement', 'tongue movement', and 'speaking' activities that include the electrode with the largest TLR for all three activities (electrode 19). B. TLR patterns of the chosen BM control features for the 'hand movement', 'tongue movement', and 'speaking' activities over the same subset of electrodes. A subset of the total 48 electrodes was chosen due to space concerns.
In contrast, neither electrode 19 nor 22 are prominent components of any of the three BM control feature patterns.
Because the BM features are anatomically much broader, collective small spectral changes outside these two electrodes can be used to distinguish the task activities. It is not uncommon that many of the top SCFs are shared among several activities and the global view of the changing spectral patterns given by the DBNet representations better distinguish such activities. As shown here, this can be the case even when the DBNet is not trained using activity labels.
2) When a single activity has SCFs with opposite signs from the same channel that overlap in frequency range. The FineM task results serve as an example of when a SCF is modulated both positively and negatively by the same activity Fig. 8A shows the TLRs to the index, thumb, and pinch movement activities of the FineM task. Fig. 4B shows the TLRs of the SCF chosen as the control features for this task. The TLR for the index SCF control feature decrease before the onset of index figure movement (indicated by the black vertical line). Fig. 8A clearly shows that the chosen index control feature is also positively modulated by the pinch activity. The decrease in response value preceding the index movement discriminates the response values of this SCF to index and pinching movements when the TLR patterns are considered by the classifier. However, the decrease makes this feature less suited as a control feature since each activity driven increase is first preceded by a decrease.
On the other hand, the index activity BM control feature focuses in on this decrease, which is repeated across many of the electrodes, as a separate pattern that can itself be a control feature (Fig. 8C) . The pattern of increases across the same electrodes in the same frequency ranges after movement onset can then be used as the pinch control feature. Such a pattern of coupled increases and decrease is also not an uncommon characteristic of SFs (see Fig. 1 for additional examples in the FineSp task).
B. BM features verses PCA based features
The BM representation also has an advantage over the PCA based methods when the global control feature patterns share significant spectral components. PCA finds the best linear basis for representing consistent variations across the data set. This offers feature responses over many electrodes and provides robustness to noise, but these large variations may not be best suited for classification tasks. The fundamental difference in the two types of pattern encoded with DBNet and PCA representations are well illustrated by the results of the HS task illustrated in Fig. 4 .
The main spectral feature for distinguishing the speaking activity is both the increase in the 100-150 Hz and the decrease in the 4-25 Hz bands, as highlighted by the dark grey ovals in the left columns of Fig. 4B . The dark grey ovals in the left columns of Fig. 4B point to the fact that the hearing activity demonstrates the opposite pattern. Fig. 4C and D show that both the batchPCA and finalBM encode for this opposite hearing pattern in their respective hearing control features. However, since PCA creates an orthogonal basis, the opposite of this pattern can not be encoded as a separate component. This is illustrated by the fact that the increase in the 100-150 Hz bands in the batchPCA speaking control feature is not coupled with a decrease in the 4-25 Hz bands. In contrast, the non-linear finalBM representation is able represent the opposite patterns as two separate features. 
A. Online feature adaptation verses static features
It is also significant that the online BM control features were rarely worse and sometimes better than those of the finalBM. This shows that the DBNet in the Brain Mirror system continues to adapt to changes in the ECoG signal characteristics as the task is performed can lead to more consistent control features. The advantage of continued adaptation is also seen in the results of the onlinePCA and finalPCA for tongue movement activity of this task. Continued adaptation to the spectral features in the ECoG signal can be expected to be more important in tasks such as the Multi task where activities are performed for longer periods of time and are spaced further apart due to the known phenomena of habituation and resting signal drift in ECoG. However, the generally poor results of the onlinePCA representation and impressive results of the DBNet representation indicate that the DBNet algorithm is much better suited for online training.
In addition, the fact that the online methods converge quickly to significant neural correlates that are significant control features for data from the end of the task, in some cases even before task activities are performed, indicates that online adaptation is able to cope with the changes in neural electrophysiological spectral properties while retaining the functionally informative aspects of the signal.
VII. SUMMARY
We believe the Brain Mirror offers a compelling machine learning tool to capture patterns of brain signals for BCI. First, we demonstrated that we can quickly and reliable find neural patterns that correlate with activity across several subjects and multiple tasks using ECoG, high-density ECoG, and Micro-ECoG data streams. Second, we showed that the Brain Mirror system can find patterns that correlate with future activities because it is able to find a rich representative basis from just observing rest activity. These results show that we can improve the current clinical approaches that require multiple days for a patient to undergo screening tasks before finding a control feature and replace it with the Brain Mirror interactive tool which allows patients to quickly find controllable features in their own brain signals.
Finally, we have argued in the Discussion section that these results were achieved because the Brain Mirror uses a Deep Belief Network algorithm. The DBNet approach showed great promise in both online training and distinguishing many different functional responses.
