State-specific solvation for constructing excited-state free energy surfaces in solution is discussed within the framework of reference interaction site model/time-dependent density functional theory. The self-consistency between the solute electron density and solvation structure is achieved using the linear-response free energy approach. The proposed method is applied to the intramolecular charge-transfer (ICT) state formation of 4-(N-pyrrolo)benzonitrile. The linear-response solvation method underestimates the ICT state severely, and the calculation predicts erroneously that the reaction is endergonic. Therefore, it is essential to apply the state-specific method when the transition density fails in describing the solute-solvent interaction upon excitation.
Introduction
Constructing equilibrium free energy surfaces for electronically excited states is a first step toward understanding the photochemical processes of molecules in solution. The solute electron density and solvent polarization needs to be self-consistent in order to obtain the equilibrium solvation for excited states. However, it is a difficult task to achieve the self-consistency for the linear-response time-dependent density functional theory (LR-TDDFT) [1] [2] [3] , because the iterative scheme for correlated methods may be inconsistent due to the involvement of higher-order corrections [4] . Although the discussion in Ref. [4] is based on the second-order Møller-Presset perturbation theory (MP2), the result is transferable to the TDDFT when the Hartree-Fock reference, MP2 density, and second-order correlation energy are replaced with the DFT reference, TDDFT excited-state density, and excitation energy, respectively.
The self-consistency between the solute electron density and solvent electronic polarization has been examined in the computation of absorption spectra. In the polarizable continuum model (PCM), the state-specific (SS) and LR formulations differ significantly [5] [6] [7] [8] . The former considers the solute-solvent interaction explicitly using the difference between the ground-state and excited-state expectation values, while the latter describes the corresponding energy as the direct product of transition density. The effect of SS solvation has been discussed in the framework of equation-of-motion coupled cluster/polarizable solvent model [9] [10] [11] . The selection of solvation models has influence on the energy profile as well as the excitation energy. Pedone has recently examined the energy profile of coumarin dye in polar solvents at the TDDFT-PCM level and pointed out the failure in the LR solvation model [12] . The author has recently introduced an efficient method of constructing excited-state free energy surfaces in solution [13] . This method, LR-RISM-TDDFT or simply "RISM-TDDFT", combines the LR-TDDFT with the reference interaction site model self-consistent field (RISM-SCF) method [14] [15] [16] [17] [18] [19] [20] . The developed approach, however, assumes the LR solvation; the excited-state free energy is given as the sum of the ground-state equilibrium free energy and the relevant excitation energy given as a pole of reference electronic structure. In other words, this formulation lacks the self-consistency between the excited-state solute density and solvent polarization. The hybrid method of LR-TDDFT and RISM-SCF has been developed in other groups [21] [22] [23] . Recently, Hayaki et al. [23] has constructed the excited-state non-equilibrium free energy surfaces, which obtained by solving the RISM equation under hypothetical charge distribution that connects the ground and excited states.
In this Letter, the self-consistency problem is considered within the framework of RISM integral equation theory/LR-TDDFT. The excited-state equilibrium free energy is given using the linear-response free energy (LRFE) method [24] [25] [26] [27] [28] , in which the self-consistency between the solute electron density and solvent polarization is achieved by solving the linear equation. The method is applied to the intramolecular charge transfer (ICT) state formation of 4-(N-pyrrolo)benzonitrile (PBN). This molecular system is a good example because the solute electron density of ICT state differs significantly from that of the reference ground state. Therefore, the excited-state free energy depends critically on the solvent reorganization. 5 
LRFE-TDDFT method

Equilibrium free energy for excited states
In the present work, a hybrid method of LR-TDDFT and LRFE is developed (hereafter denoted as "LRFE-TDDFT"). The equilibrium free energy for electronically excited states is determined by minimizing the following non-equilibrium free energy [24] [25] [26] [27] [28] 
The first term describes the solute electronic energy under the influence of external electrostatic potential (ESP) V . 0 Q and 0   are the partial charges and excess chemical potential for the reference state, respectively, and are determined by solving the ground-state RISM-DFT. The last term describes the solvent fluctuation around the reference-state solvation structure. The quadratic form means that the probability of finding the solvation coordinate V around the reference-state ESP 0 V is given by the multi-dimensional Gaussian distribution [29, 30] .  is the inverse temperature, and the matrix 0 C describes the ESP covariance
which is evaluated solving the first-order coupled-perturbed RISM (CP-RISM) equations [30] .
The solute electronic energy under the ESP V , the first term of Eq. (1), is given by the sum of ground-state Kohn-Sham energy functional KS ( , ) E RV [31] and the excitation energy ( , )
To take into account the influence of external ESP, KS 
The coupling matrices A and B are not modified at all, because the ESP V is thought of as the external potential. The excitation energy ()  V , however, depends on V through molecular orbital (MO) coefficients and orbital energies.
The equilibrium solvation structure for excited states is given as the extremum of non-equilibrium free energy, Eq. (1). By taking the derivative with respect to the ESP,
Q is the derivative of elec E in Eq. (3) with respect to V and has a dimension of charge. In the present LR-TDDFT case, Q is obtained by solving the CP-KS equation [3] and given as T r ( )    D P Q , where D and P are the ground-state density matrix and relaxed difference density matrix, respectively. Since the equilibrium solvation coordinate (ESP) is given as the extremum of non-equilibrium free energy, the second line of Eq. (6) is set equal to zero. The resultant ESP is obtained by
Because the ESP is dependent on the site charges Q , Eqs. (3) and (7) are solved in an iterative manner. After the convergence is achieved, the optimal ESP eq V is obtained. The equilibrium free energy is given by inserting eq V into Eq. (1) LRFE noneq eq elec eq eq 0 0 eq 0 0 eq 0 1 ( ) ( , )
The analytic gradient of Eq. (8) is computed as described in Ref. [27] .
Comparison with RISM-TDDFT
Here the LRFE-TDDFT method is compared to the previous RISM-TDDFT [13] . As derived in the Appendix, the equilibrium free energy in Eq. (8) is expanded around the ground-state
The first term is the ground-state RISM-DFT free energy [14] 0
The matrix K in the last term is the charge-response kernel: /    K Q V [32] . By combining Eqs. (7) and (9), the LRFE free energy is
as derived in the Appendix.
In the previous study [13] , the RISM-TDDFT free energy is derived as follows: 
By combining Eqs. (12) and (13), the RISM-TDDFT free energy
The difference between Eqs. (9) and (14) is easily understood as in the PCM study [6] . The second term is the excitation energy evaluated at the frozen ESP 0 V . The difference lies in the last term, which accounts for the change in solute-solvent electrostatic interaction upon excitation.
In the RISM-TDDFT, the interaction is given by the product of transition-density charge XY  Q The site charges reflect the excited-state solvation structure and vice versa. Such a feedback effect is missing in the LR approximation.
In the previous study, the corrected LR (cLR) scheme is also proposed for the RISM-TDDFT free energy:
is the partial charge obtained by solving RISM-TDDFT and subsequent CPKS equation. The cLR method assumes the ESP deviation V can be described by the first-order Taylor expansion ("ESP-1 scheme" described in Ref. [13] ):
ICT state formation of PBN
PBN illustrated in Figure 1 is one of the prototypical donor-acceptor systems. The twisted-ICT (TICT) state, where the donor is perpendicular to the acceptor group, has been suggested as the structural changes accompanying the ICT reaction [33] . For PBN, the highest occupied MO (HOMO) is localized on the pyrrole moiety, and the lowest unoccupied MO (LUMO) on the benzonitrile group. The 1B state is described as the HOMO (a) to LUMO (b) excitation and has a strong charge-transfer character. The absorption and emission spectra are measured in both nonpolar and polar solvents [34] [35] [36] , and the DFT/multi-reference configuration interaction calculation is reported [37] .
Computational Details
The LRFE-TDDFT method is applied to the ICT state formation of PBN in an acetonitrile solution. The developed codes were interfaced with the program package GAMESS [38, 39] . The site-site RISM equations were solved with the hyper-netted-chain closure relation. A three-site model by Jorgensen and Briggs [40] was adopted for acetonitrile solvent. In all calculations, density and temperature were set to be 0.777 g/cm 3 and 298.15 K, respectively. The solute
Lennard-Jones (LJ) parameters were taken from the AMBER force field [41] , and the standard combination rule was applied to compute the site-site LJ interaction potential.
To study the ICT state formation of PBN, the long-range corrected (LC) BLYP functional [42] [43] [44] [45] was employed to avoid the severe underestimation of charge-transfer excitation. A range-separation parameter was tuned to be 0.249 bohr -1 by using the procedure in Ref. [46] . The basis set employed was Dunning-Hay double zeta plus polarization (double zeta) quality for heavy (hydrogen) atoms. A set of diffuse p functions with the exponents of 0.034 (C) and 0.048 (N) was added to each atom [47] . The adiabatic free energy curves for the 1B state were constructed imposing the C 2 symmetry. The torsion angle between the pyrrole and benzonitrile planes was chosen as the reaction coordinate τ. For a given value of τ, the geometry was determined by optimizing the remaining degrees of freedom. In contrast, the fluorescence spectrum differs significantly. Note that the ground-state non-equilibrium free energy is also given by Eq. (1) , but now the first term, solute electronic energy, is calculated by the DFT, not TDDFT. Because the same electrostatic potential is 13 employed for the initial and final states, the second, third, and fourth terms in Eq. (1) cancel out.
Absorption and emission spectra
The emission energy is computed at the TICT geometry, because this structure is the minimum energy point even in the gas phase. A large solvatochromic shift is obtained; the emission energy is computed to be 3.22 (2.41) Figure 2a shows the 1B-state energy profiles along the twisting coordinate. The gas-phase potential energy decreases monotonically as the twisting angle increases, and the perpendicular conformation is the minimum energy point. Therefore, the TICT state formation occurs spontaneously and is responsible for the fluorescence spectrum in the gas phase.
Free energy profiles
In polar acetonitrile solution, there are qualitative differences between the LRFE-TDDFT and RISM-TDDFT free energy curves. The RISM free energy without correction is higher in energy than the LRFE-TDDFT for all geometries. Notably, the former increases monotonically from 4.36 (τ=0°) to 4.48 (τ=90°) eV. At the TICT state, the RISM-TDDFT overestimates the free energy by 0.70 eV compared to the LRFE. It is difficult to validate the RISM free-energy profile because the gas-phase potential energy decreases without any solvent stabilization. The molecule leads to the TICT state spontaneously by the intramolecular twisting motion only. Furthermore, the twisting motion enhances the dipole moment, and the largest solute-solvent interaction is expected at the twisted conformation. Figure 2b shows why the RISM-TDDFT free energy increases along the twisting angle. The RISM-TDDFT equilibrium free energy is plotted along with the FC non-equilibrium free energy, 00 ()  V . At the TICT state the energy difference is minimal, i.e., the solvent relaxation is very small. The negligible solvent polarization is incompatible with the large solute electronic polarization (the dipole moment of 21 and 3 D for the 1B and ground states, respectively). Therefore, the RISM-TDDFT provides incorrect free energy profile and predicts erroneously that the ICT state formation of PBN is endergonic. This is because the RISM-TDDFT without correction cannot take accounts of the solvent reorganization properly (see below).
Contrastively, the RISM-TDDFT curve becomes nearly identical with the LRFE-TDDFT curve when the correction scheme (cLR) is applied. Both the LRFE and cLR free energies decrease along the twisting motion, although the latter slightly exaggerates the free energy change. The comparison among the three methods highlights the importance of taking accounts of excited-state solvation explicitly. The correction scheme (cLR) is a useful alternative to avoid the lack of self-consistency with modest computational costs, because this method requires only the ground-state RISM-DFT followed by single-point TDDFT energy calculation. Figure 3 shows the deviation of the excited-state free energy from the FC free energy 0 0 ()  V ; see Eqs. (8) , (12) , and (15) for the LRFE-TDDFT, RISM-TDDFT, and cLR free energies, respectively. As discussed above, the deviation is negligible for the RISM-TDDFT, and the curve stays around zero for all twisting angles. At the TICT state, the residual is estimated to be 7×10 -4 eV, and thus the RISM-TDDFT method cannot take accounts of the solvent relaxation in spite of drastic change in the solute electronic structure. This is attributed to the LR solvation model that is inherent in the RISM-TDDFT method. For the TICT state, the transition-density
diminishes due to the small overlap between the HOMO and LUMO (the lambda diagnostic value [48] is 0.15). In contrast, a large relaxation (0.5-0.7 eV) is observed for both the LRFE-TDDFT and cLR methods. Furthermore, the contribution increases along the twisting coordinate, and this trend is consistent with the strong solute-solvent interaction for the TICT state. Therefore, it is crucial to evaluate the difference site charges Q explicitly using the excited-state density when the transition density fails in describing the solute-solvent interaction upon photo-excitation. 
Summary
In the present work, the LRFE-TDDFT method is employed to construct excited-state free energy surfaces in solution. The method is based on the state-specific solvation and affords the self-consistency between the solute electron density and solvation structure for the electronically excited state. The proposed method is applied to study the ICT state formation of PBN to examine how the solute-solvent mutual polarization affects the free energy profile. The free energy obtained by the LRFE-TDDFT is qualitatively different from that by the RISM-TDDFT based on the linear-response solvation. The latter underestimates the TICT state severely and provides incorrect free energy profile. As the result, the RISM-TDDFT predicts erroneously that the TICT state formation is endergonic while the LRFE-TDDFT indicates the exergonic reaction.
The RISM-TDDFT method is shown to be problematic when the transition-density-based charges are nearly zero due to the small spatial overlap between the occupied and virtual orbitals. The ICT state formation discussed in this work is typical example. The LRFE-TDDFT method computes the solute-solvent interaction explicitly using the difference electron density between the ground and excited states. Therefore, the present LRFE-TDDFT is a promising approach to construct the excited-state free energy surfaces even if the transition density fails in describing the solute-solvent interaction change upon photo-excitation.
Appendix A. Derivation of Eqs. (9) and (11)
Equation (8) is expanded around the reference ESP 0 V up to the second order,
where Eq. 
The three terms in the square bracket is the ground-state free energy in Eq. (10), and the bracket in the sixth term is the CRK: [36] . A weak shoulder around 310 nm (~4.0 eV) is observed for the fluorescence spectrum measured in n-hexane and interpreted as the emission from the locally excited (LE) state.
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