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In many biomedical studies, the response of interest is the time until some event to
occur. Such data is usually referred to as lifetime data, failure time data or survival data.
By linearly relating the logarithm of survival time to the covariates, a semiparametric
accelerated failure time model is often used to examine the covariate effect, providing an
easy and direct interpretation. In some applications, the assumption that the covariate
effects are linear and constant may be too restrictive. Hence it is desirable to develop
more flexible models incorporating nonlinear or varying covariate effects. We consider
the partially linear and varying coefficients accelerated failure time models for the anal-
ysis of right censored survival data. Rank-based inferential procedures along with the
kernel smoothing method are proposed.
Firstly, in the censored partially linear accelerated failure time model, we propose a local
Summary viii
Gehan loss function-based estimation procedure using the kernel smoothing method. The
estimation can be obtained through standard ’quantreg packages’ available in R. Under
mild regularity conditions, we establish the asymptotical normality of the local Gehan
estimator. A resampling procedure is also developed to estimate the limiting covariance
matrix. We then extend the local Gehan estimator to two global Gehan estimators. One
is obtained by averaging the local ones at all observed points. Another is the minimizer
of profile Gehan loss function. Without considering local smoothing, a global Gehan
estimator based on piecewise linear approximation to the nonparametric term is also
proposed. Simulation results suggest their favorable performance in terms of bias and
variance. Compared with the existing methods such as the stratified method and the
spline method, the proposed methods exhibit certain advantages. Real data applications
are also conducted to illustrate the practical utilities of the proposed methods.
Secondly, we extend the local Gehan procedure to the censored varying coefficients ac-
celerated failure time model. The varying coefficients model allows extra dynamics of
covariate effects and includes many aforementioned models as special cases. Under mild
regularity conditions, we prove that the local Gehan loss-based estimator continues to
enjoy good properties. Theoretical properties are established and numerical examples
are given for the illustration. In computation, a censored version cross validation method
is also proposed to choose the smoothing parameter. In parallel with the partially linear
model, a resampling method by random perturbation is proposed for inferential purposes.
Finally, we study the problem of variable selection in the censored partially linear accel-
erated failure time model. Combined with the `1 penalty, the global Gehan loss function
with piecewise linear approximation offers a convenient tool for simultaneous estimation
and variable selection. Extensive simulation studies were conducted to investigate the
properties of the proposed variable selection procedures in terms of both the reduced
Summary ix
model error and the probability of identifying the correct model.
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1CHAPTER 1
Introduction
1.1 Introduction to Survival Analysis
1.1.1 Survival Data and Right Censoring
Survival analysis is the analysis of data when the response of interest is the time until
some event to occur. Such time is generally referred to as lifetime, failure time or survival
time. A principal problem is to investigate the effect of explanatory variables on the
failure time. (Kalbfleisch and Prentice, 2002). However, the true failure time may not be
observable in some situations, which makes the investigation difficult. These incomplete
observations of failure times can result from two typical mechanisms, namely, truncation
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and censoring. A truncated observation is one which is incomplete due to a selection
process inherent in the study design. A censored observation is one whose value is
incomplete due to random factors for each subject. Three forms of censoring mechanisms
that can occur in practice are right censoring, left censoring and interval censoring.
(Hosmer and Lemeshow, 1999). Here, we consider the most commonly occurring form,
the right censoring, throughout the thesis.
Right censoring occurs frequently in biomedical studies. In some situations, it hap-
pens simply because some subjects are still surviving at the time when the study is
terminated and their true survival times were not recorded. This was the case with
Stanford heart transplant data, analyzed by Miller and Halpern (1982), etc. What was
observed for each of the subjects was the censoring indicator taking value 1 for death
and 0 for surviving, and the minimum of the survival time and the censoring time. See,
Fan and Gijbels (1996).
Let Ti be a failure time variable, Ci be a random censoring variable, and Xi be
a p-vector of fixed covariates. Due to right censoring, the observed survival data are
referred to as the
(T˜i,∆i, Xi), i = 1, · · ·, n, (1.1)
where T˜i = Ti
∧
Ci is the observed failure time, and ∆i = I(Ti≤Ci) is the censoring
indicator. Such data is referred to as right censored data. Customarily, the observed
data is viewed as an i.i.d. random sample from a certain population. Furthermore, Ti
and Ci are usually assumed to be independent, conditional on Xi.
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1.1.2 The Cox Proportional Hazards Model
To examine the underlying association between failure time T and covariates X
based on the right censored data (1.1), the proportional hazards model proposed by Cox
(1972) is widely used. The parametric proportional hazards model takes the form
λT (t|x) = λ0(t) exp(βTx), (1.2)
where λT (t|x) is the conditional hazard rate function given the covariates x, λ0(·) is the
baseline hazard function, representing the hazard rate at the covariate x = 0 and β is
the p-vector of regression coefficients, depicting the contribution of covariates x on the
hazard rate.
One merit of the parametric proportional hazards model (1.2) is that the regression
coefficients β can be estimated conveniently through partial likelihood method proposed
by Cox (1975) with the baseline hazard function λ0(·) being completely unspecified. By
maximizing the log partial likelihood, the Cox’s estimator for regression coefficients in
model (1.2) can be obtained. Nevertheless, since this model specifies that the effect of the
covariates X is acting on conditional hazard rate function, it lacks direct interpretations
for the estimates of regression coefficients. In addition, the proportional hazard assump-
tion may not be satisfied in practice. Hence, a useful alternative to the proportional
hazard model, the accelerated failure time model (Kalbfleisch and Prentice, 1980, p32-
34; Cox and Oakes, 1983, p.64-65), has become more appealing in handling the censored
failure time data. See also, Wei (1992).
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1.1.3 The Censored Accelerated Failure Time Model
In parallel with the parametric proportional hazards model, the censored accelerated
failure time model describes the conditional hazard rate function for T via
λT (t|x) = λ0{t exp(−βTx)} exp(−βTx). (1.3)
Note that the conditional hazard function for Y = g(T ) is given by
λY (y|x) = λT {g−1(y)|x}/g′{g−1(y)}. (1.4)
Let T0 be a baseline failure time variable whose hazard function is λ0(·), independent of
x. By (1.4), the hazard rate function for T = T0/ exp(−βTx) is given by (1.3). Thus,
the failure time variable T admits the linear regression form
log T = βTX + ε, (1.5)
with ε = log T0. It is called as accelerated failure time model or AFT model for short.
This ordinary regression model form (1.5) is easier to interpret the estimates of regression
coefficients and requires no proportional hazards assumption as compared to model (1.2).
These are important reasons for its increasing popularity. The estimation methods and
their theoretical properties for the censored accelerated failure time model have been
studied extensively, for example, the least square based approach ( Ritov, 1990; Lai and
Ying, 1991a) as in Buckley and James (1979) and the rank based approach (Tsiatis,
1990; Lai and Ying, 1991b; Ying, 1993; Jin et al., 2003) proposed initially by Prentice
(1978). Since the latter approach enjoys more computational and analytical advantages
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and requires weaker assumptions for censored regression than the former, it provides a
more powerful tool for the study of the model (1.5) in practice. Therefore, our research
mainly focuses on the rank-based inferences for the censored accelerated failure time
model.
On the basis of Jin et al. (2003), for the accelerated failure time model (1.5) with the
observed censored data (1.1), we can define ei(β) = log T˜i−βTXi, Ni(β; t) = ∆iI(ei(β)≤t),
Yi(β; t) = I(ei(β)≥t), where ei(β) is the residual, Ni(β; t) and Yi(β; t) are the counting
process and at-risk process on the time scale of the residual. Write








X¯(β, ; t) = S(1)(β; t)/S(0)(β; t).




∆iψ(β; ei(β))[Xi − X¯(β, ei(β))],
where ψ is a possibly data-dependent weight function. The roots of the equation Uψ(β) =
0 are the weighted log-rank estimators of the regression coefficients. However, it is
difficult to solve the equation. Noting that, Jin et al. (2003) proposed considerable
simplification, which arises in the special case of ψ(β; t) = S(0)(β; t). In this special
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Thus, the problem of solving the equation UG(β) = 0 can be straightforwardly attributed








where ei(β) = log(T˜i)−βTX and a− = |a|I(a<0). The loss function (1.6) is known as the
Gehan loss function. A minimizer of (1.6) is called the Gehan estimator, and we denote












where M is an extremely large number. The latter type of minimization can be con-
veniently implemented with the linear programming algorithm of Koenker and D’Orey
(1987). According to the general asymptotic theory for the rank estimators discussed by
Ying (1993), the Gehan estimator is naturally asymptotically zero-mean normal. How-
ever, its limiting covariance matrix involves unknown hazard function, making it difficult
to estimate. To overcome this difficulty, a resampling procedure using random pertur-
bation method similar to those of Rao and Zhao (1992), Parzen et al. (1994) and Jin et
al. (2001) was developed by Jin et al. (2003). To be specific, let βˆ∗G to be a minimizer








whereWi(i = 1, ..., n) are independent positive random variables with E(Wi) = var(Wi) =
1, and independent of the data {(T˜i,∆i, Xi), i = 1, ..., n}. The authors showed that the
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asymptotic distribution of n1/2(βˆG − β) can be approximated by the conditional distri-
bution of n1/2(βˆ∗G − βˆG) given the data (T˜i,∆i, Xi)(i = 1, ..., n). Straightforwardly, the
covariance matrix of βˆG can then be approximated by the empirical covariance matrix
of βˆ∗G, which may be calculated from a large number of realizations of βˆ
∗
G obtained by
repeatedly generating the random sample (W1, ...,Wn) while keeping the original data
at their observed values. (See, Jin at al, 2003)
1.2 Semi-parametric Models
As a combination of parametric and non-parametric models, the semi-parametric
models have recently drawn much attention in statistics. It retains the advantages and
avoids the disadvantages of both parametric and non-parametric models. Parametric
modelling always makes some assumptions on the specification of the model, linearity
being among the most convenient but not always satisfied in practice. However, non-
parametric models relax these prior model assumptions and are highly advantageous
in investigating the underlying relationship between response variable and covariates.
Incorporating the characteristics of both models, the semi-parametric models possess
flexibility and interpretability, leading to their wide applications in many scientific areas,
such as biomedical science, economics, ecology and so on. As introduced below, partially
linear and varying coefficients models are two popular model forms that belong to the
family of semi-parametric models.
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1.2.1 Partially Linear Model
A partially linear model usually takes the form
Y = φ(Z) +XTβ + ε, (1.9)
where Y ∈ <1 is a response variable, Z ∈ <1 is an univariate exposure variable and
X = (X1, ..., Xp)
T is a p-vector of explanatory variables, φ is an unknown function from
<1 to <1, β = (β1, ..., βp)T is a vector of unknown parameters, and ε is a random error
with completely unspecified distribution function F.
1.2.2 Varying Coefficients Model
Varying coefficients model is of the form




TXk + ε, (1.10)
where Y ∈ <1 is a response of interest, X = (X0, X1, ..., Xp+d)T is a (p+d+1)-vector
of explanatory variables, Z ∈ <1 is an univariate index variable, a(·) ∈ <p+d+1 is a
vector of unknown smooth functions in z ∈ <1, and ε is a random error with completely
unspecified distribution function F. If the first component of the (p+d+1)-vector of
explanatory variables X0 is identically equal to 1 for each observation, and some of the
unknown coefficient functions are unknown constants, the model can be written as







TXi + ε, (1.11)
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where φ(·) = a0(·) and βi = ai(·), i = 1, ..., p.
The estimation of these two semi-parametric models has been studied extensively in
the past two decades. During that period, modern non-parametric approaches, which in-
volves smoothing methods and jackknife, bootstrap and other resampling methods, have
been commonly used. Smoothing methods can be classified either as spline smoothing,
see Heckman (1986), Green and Silverman (1994), Hastie and Tibshirani (1993), Fan and
Gijbels (1996), etc or kernel smoothing, see, for example, Fan and Gijbels (1996), Ha¨rdle,
Liang and Gao (2000), Fan and Zhang (1999). Spline smoothing comprises regression
splines, smoothing splines, penalty splines, etc, but the key of all these spline methods is
to approximate the unknown functions by spline bases, i.e. piecewise polynomials satis-
fying continuity constraints at the knots joining the pieces. The truncated power basis is
popular and commonly used. By employing truncated power basis of varying orders, the
unknown non-parametric functions can be approximated by a parametric model, which
in turn can be estimated via parametric approaches. In parallel with spline methods,
the kernel methods have also been popularly investigated. Examples include Nadaraya
Watson estimator, local linear regression, local polynomial smoothing, etc. The core
idea is to estimate the non-parametric term by a locally weighted average or model it
locally with a simple polynomial model. When using these two nonparametric smooth-
ing techniques, the choice of smoothing parameters, i.e. the knots and the bandwidth,
is quite an important problem that is worthy of some investigation. Various procedures
have since been developed.
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1.3 Variable Selection
Modeling the relationship between a response variable and its covariates is a very
common problem in statistical learning. There are two fundamental goals: ensuring
high estimation accuracy and identifying significant explanatory variables. Even when a
suitable model form and appropriate estimation procedures were employed, the estima-
tion performance of the fitted model can still be lowered by erroneously including some
redundant explanatory variables. Therefore, variable selection is particularly important
when the underlying true model is sparse. In the past two decades, a mountain of studies
have been done on theory and implementation for variable selection.
Traditional variable selection approaches include best-subset selection and stepwise
deletion, which do not shrink the regression coefficients. Best-subset selection procedures
suffer from two fundamental limitations. First, it is extremely variable to small change
in the data because estimation and selection are separated. Secondly, when the number
of predictors is large, it is a huge computational burden to do subset selection. Stepwise
selection is often used to simplify the computation, however, it only arrives at a local
optimal solution rather than the global one. In view of these limitations, a series of
penalized approaches have been proposed. In the linear regression model, we assume
that Y is the n × 1 response vector and X = (X1, ..., Xp)T be the n × p matrix of
predictors. The most common penalized estimator, penalized least squares estimator, is
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defined as




where pλ(|βj |) is a penalty on the absolute value of the jth regression coefficient through
a non-negative regularization parameter λ.
The penalty function in the above estimator can be in varied forms. For instance,
the ridge penalty function, introduced by Hoerl and Kennard (1970), is pλ(|βj |) = λ|βj |2.
Utilizing the L2-penalty, the ridge regression performs better than original least squares
in the presence of collinearity. However, it only shrinks the regression coefficients propor-
tionally, but doesn’t set any of the coefficients to be zero. Least absolute shrinkage and
selection operator (LASSO), proposed by Tibshirani (1996), imposes an L1-penalty on
the regression coefficients, i.e., pλ(|βj |) = λ|βj |. Due to the character of the L1-penalty,
the LASSO shrinks regression coefficients and sets some of them to zero at the same
time, thus achieving the sparseness goal of variable selection. Fan and Li (2001) pro-
posed the smoothly clipped absolute deviation (SCAD) penalty which is given by the
continuous function p
′
λ(|β|) = λ{I(|β| < λ) + (aλ − |β|)+I(|β| ≥ λ)}, for a > 2 and
β > 0. They suggested that a good penalty function should result in an estimator with
properties of sparsity, continuity, unbiasedness and oracle and showed that the SCAD
penalty satisfies all these properties. As compared to the SCAD estimator, the LASSO
estimator is shown to be consistent only under certain strict conditions and therefore
lacks the oracle property. To overcome this drawback, Zou (2006) proposed to utilize the
adaptive LASSO penalty, i.e., pλ(|βj |) = λwˆ|βj |, where wˆ = |βˆ(0)j |−γ , j = 1, ..., p with
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βˆ
(0)
j being an initial ’root-n’ consistent estimate of βj .
In parallel with the penalized least square regression, a penalized L1 regression
approach was proposed by Xu (2005) based on the idea of Lasso; it uses L1-penalty, but
replaces the least squares loss function ‖Y−Xβ‖2 with the least absolute deviations loss
function ‖Y−Xβ‖1. This does not only allow one to solve the difficult problem of variable
selection for the L1 regression, but also makes the resulting methodology convenient
to implement because both components of the objective function are of L1-type thus
reducing the minimization problem to a completely linear programming problem. To
achieve the desirable oracle property, he further modified the Lasso-type penalty to a
differentially scaled L1 penalty, which is much similar with the later proposed adaptive
lasso penalty.
1.4 Objectives and Organization
In survival analysis, accelerated failure time model with rank-based approach is
often used to examine the covariate effect. By linearly relating the logarithm of survival
time to the covariates, the model provides easy and direct interpretation. Nonetheless,
the assumptions that the covariate effect is linear and constant may be too restrictive in
practice. Hence, it is desirable to develop more flexible models incorporating nonlinear or
varying covariate effects. We employed the partially linear and varying coefficients models
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to capture the hidden non-parametric structure in right censored survival data. Rank-
based inferential procedures along with nonparametric estimation method are thoroughly
discussed. In addition to model estimation, we also study the variable selection for the
parametric components in the presence of non-parametric terms for the partially linear
accelerated failure time model.
The remainder of this thesis is organized in three main chapters. In chapter 2, we
study the estimation problem for the accelerated failure time partially linear model. We
discuss the merits and drawbacks of existing rank-based methods for the model fitting.
Noticing these drawbacks, we propose a local rank procedure along with kernel smoothing
to estimate the regression coefficients. In addition, the chapter gives the asymptotical
normality of our proposed estimator. Due to the complexity of direct estimation of the
limiting covariance matrix, a resampling scheme is developed. We then extend the local
Gehan estimator to two global Gehan estimators. One is obtained by averaging the local
ones at all observed points. Another is the minimizer of the profile Gehan loss function.
In the absence of local smoothing, a global Gehan estimator based on piecewise linear
approximation of the nonparametric term is also proposed.
In Chapter 3, we extended the local rank procedure along with kernel smoothing
to the varying coefficients model for failure time data. This is a pioneer work which
allows one to capture the nonlinear interaction effects of covariates on the logarithm
of failure time. Corresponding theoretical properties and a similar resampling scheme
is also studied. For the implementation, we consider the strong effect of the choice of
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the smoothing parameters over the estimation accuracy of the varying coefficients, and
thus propose a cross-validation bandwidth selector with a practically feasible bandwidth
choosing criterion.
Finally, chapter 4 investigates the variable selection for the accelerated failure time
partially linear model. After reviewing the existing rank-based variable selection meth-
ods, we propose to combine the global Gehan loss function based on piecewise linear
approximation with L1 penalty function to do estimation and variable selection simulta-







Censored data can be analyzed under the accelerated failure time model, if the
relationship between the logarithm of failure time and the covariates is assumed to be
linear a priori. While this has the advantage of producing good model estimates when the
true relationship is consistent with the linear assumption, the resulting estimates may not
be good when the dependence of the response on one of the covariates is uncertain. To
solve this, the accelerated failure time partially linear model is often used, incorporating
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a nonparametric component into the accelerated failure time model for more flexibility.
This model can also be viewed as partially linear model for censored data.
Deviations from an assumed linear relationship is commonly observed in clinical
trials and biomedical studies. For example, a study on multiple myeloma (Krall, Uthoff
and Harley, 1975), treats age as a confounding factor, whose effect on the lifetime is less
certain and is of less interest, and focuses on identifying the linear effect of the logarithm
of blood urea nitrogen. (Chen et al., 2005) Another example is a prostate cancer research
aimed at developing effective predictors of future tumor recurrence following surgery
among gene expression probes and clinical variables, where prostate specific antigen
(PSA) was suspected to have a significant nonlinear effect on the time to prostate cancer
recurrence. (Qi et al., 2011) In these studies, the uncertain effect is treated as the non-
parametric component whenever the accelerated failure time partially linear model is
employed. If the predictor with the uncertain effect is independent of other predictors,
the regression coefficients can still be estimated in a pseudo linear model. When the
independence relationship is violated, then the pseudo linear regression becomes invalid,
and hence particular methodologies to deal with the nonparametric component is worth
investigating.
The remainder of this chapter is organized as follows. In Section 2, we review
estimation methods for partially linear model with uncensored data. Section 3 discusses
existing rank-based methods for the censored partially linear accelerated failure time
model. We propose a local Gehan method and a global Gehan method in Section 4 and
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present their theoretical properties. Then we discuss computational issues in Section 5
and illustrate the effectiveness of this method through simulation. Finally, we apply the
proposed methods to a biomedical data set in Section 6 to demonstrate their performance.
2.2 Partially Linear Model for Uncensored Data
A partially linear model can be defined by
Y = φ(Z) +XTβ + ε, (2.1)
where Y ∈ <1 is a response variable, Z ∈ <1 is a vector of exposure variables and
X = (X1, ..., Xp)
T is a p-vector of explanatory variables, φ is an unknown function
from <d to <1, β = (β1, ..., βp)T is a vector of unknown parameters, and ε is a random
error with completely unspecified distribution function F. Partially linear models belong
to semi-parametric models because they contain both parametric and nonparametric
components. It is more flexible compared to the standard linear model; on the other
hand, it also provides an easier interpretation of the effect of each variable and may be
more appealing than the completely nonparametric model due to its avoidance of the
”curse of dimensionality”, meaning that the variance increases rapidly with the increasing
of dimensionality.
Because of the above advantages, much attention has been directed to estimating
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model (2.1). Wahba (1984) used the spline smoothing technique and defined the penal-






{Yi −Xβ − φ(Z)}2 + λ
∫
{φ′′(u)}2du
where Z is a scalar and λ is a penalty parameter. Other papers by Green et al. (1985),
Engle et al. (1986), Shiau et al. (1986) and Eubank et al. (1998) are similar in spirit to
the article of Wahba (1984). The above so-called partial smoothing splines approach is
attractive for several reasons. The idea of adding a penalty term to a sum of squares is
common and easy to implement. Moreover, the method has a Bayesian interpretation as
in Green et al (1985), etc. In addition, these research results show a good performance
of the method. However, the theory of the method is seldom involved. In a very small
number of the studies, Heckman (1986b) proved the asymptotic normality of the estimate
of β and showed that its bias is asymptotically negligible in balanced cases where X and
Z are independent. Rice (1986) showed that when X and Z are dependent, the bias of
the estimator of β can asymptotically dominate the variance and the root-n rate can
be achieved only when the estimate of φ(·) is undersmoothed. As a consequence, the
estimate is not optimal. Motivated by the negative result of Rice (1986), Speckman
(1988) proposed a partial kernel smoothing method, which specifies the estimator of β is
βˆ = (X˜T X˜)−1X˜T Y˜ ,
and the estimator of φ is
φˆ = K(Y −XT βˆ),
where X˜ = (I − K)X, Y˜ = (I − K)Y , and K is kernel smoother matrix. Optimal
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rates of convergence can be obtained by this partial kernel smoothing method, even in
the unbalanced cases. That is, the square bias of the kernel estimator of β proposed
by Speckman (1988) is asymptotically negligible compared with its variance if the usual
optimal bandwidth is used even when X and Z are correlated. The estimation method in
partial linear model can be improved further by a using local linear smoother. The local
linear estimates are preferred to the partial kernel smoothing methods (Speckman, 1988)
since the asymptotic bias and variance of the estimates are seldom adversely affected by
the boundary effect. See, Fan and Gijbels (1992). Besides, the local linear estimates
were showed to achieve the best possible constant and rates of convergence among linear
estimator by Fan (1993) using a minimax argument. Upon these fulfilling properties,
Hamilton and Truong (1997) used local linear smoothers, a more general case of ker-
nel smoother as in Speckman (1988), to estimate β and φ(·) and gave the asymptotic
properties of the estimates.
2.3 Existing Rank-based Methods for the Censored Par-
tially Linear Model
Similar to the partially linear model for uncensored data, we can consider a partially
linear accelerated failure time model given as follows
log T = φ(Z) +XTβ + ε, (2.2)
which can be referred to as AFT-PL model for short.
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Accordingly, the rank-based approach under the AFT model has been adjusted for
the AFT-PL model by using some methodologies in the literature. Stratified Gehan
Method (Chen et al., 2005) was designed to maintain estimation accuracy of the regres-
sion coefficients in the presence of a non-parametric component, or say, nuisance param-
eter. The authors proposed to stratify the observations into Kn strata {S1, ..., SKn},
in accordance with self-defined levels of Z and use Ik to denote the indices of subjects
belonging to the kth strata. With a suitable choice of the number of strata as well as
the location of break points, the differences of the non-parametric terms in the same
stratum can be viewed as an asymptotically negligible remainder term. As such, they
eliminated the effect of nuisance parameter and obtained a stratified Gehan estimator









where ei(β) = log(T˜i)− βTXi. The minimization of loss function (2.3) is also equivalent
to the minimization of a sum of absolute deviation like (1.7) and can be implemented
likewise. However, the validity of this method requires that the supports of both pre-
dictors and censoring variables are bounded and that the non-parametric function φ(·)
is globally Lipschitz continuous on the support of Z, which are too restrictive and can
be easily violated in practice. For instance, it excludes the case where the predictors are
normally distributed with an infinite value ranges and the situation in which the true
function of nonparametric effect is φ(z) =
√
z defined on [0, 1] or φ(z) = ez defined on <.
Moreover, the stratified Gehan estimators do not provide an estimate of the nonlinear
effect of the stratifying variable, namely φˆ(Z), and hence their prediction performance
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suffers from using βˆTX only, when the nonlinear effect is significant.
Qi et al. (2011) approximated the nonparametric term φ(·) in the AFT-PL model by
a regression spline model, which specifies φ(z) = B(z)Tα, rather than eliminating φ(·)
that may be non-negligible. As such, they reduced the AFT-PL model to a AFT model
and arrived at rank estimation for both parametric and non-parametric components
simultaneously under weaker distribution assumption for predictors by minimizing






∆i[ei(β, α)− ej(β, α)]− (2.4)
with ei(β, α) = log(T˜i) − βTXi − αTB(Zi). Considering that it is crucial to choose the
number and location of knots when using regression splines to model non-parametric
effects, the authors applied the well-known Penalized Regression Splines approach (Eiler
and Marx, 1996; Ruppert and Carroll, 1997; Li and Ruppert, 2008; Claeskens et al.,
2009). By choosing a polynomial spline basis with a very large number of equally spaced
percentiles as knots and then adopting regularization with L1 penalty to select the opti-
mal number of knots, they obtained a penalized regression spline Gehan estimator




where r is the number of knots and γ is a regularization parameter used to achieve
automatic knot selection. The resulting estimator does not vary much with the initial
numbers of knots (Ruppert and Carroll, 1997) and should not differ from that obtained
by using other polynomial spline bases as long as two sets of bases span the same space
(Li and Ruppert, 2008), thus making it very flexible. Whereas, the usage of penalized
regression splines is a coin of two sides, which provides an exact fit for the non-parametric
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term when it has a polynomial functional form of the degree lower than or equal to that
of the spline space, but in turn restricts the form of the unknown non-parametric function
to a polynomial at the same time (Eilers and Marx, 1996).
2.4 Proposed Local Gehan Method
2.4.1 Methodology
Since the existing rank-based methods in AFT-PL model have their limitations and
disadvantages mentioned above, and the local linear method show desirable properties
in partial linear model for uncensored data, we propose a new method, which is based
on rank estimation and local linear smoother, to fit the AFT-PL model. Recall that the
AFT-PL model takes the form
log(Ti) = φ(Zi) + β
TXi + εi, (2.6)








with ei(β;φ) = log(T˜i)−φ(Zi)−βTXi. Further assume that the random error ε has proba-
bility density function g(·), which has a finite Fisher information, i.e.∫ {g(x)}−1g′(x)2dx <
∞. Z is a scalar and X is a p-dimensional vector. For z in a neighborhood of any given
z0, we locally approximate the non-parametric term φ(z) by a Taylor expansion
φ(z) ≈ φ(z0) + φ′(z0)(z − z0)
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Write α1 = φ(z0) and α2 = φ
′
(z0). Based on the above approximation, we obtain the
residual for estimating log(Ti) at Zi = z0
ei(β, α1, α2) = log(T˜i)− α1 − α2(Zi − z0)− βTXi
By incorporating a double kernel proposed by Wang (2009) into the Gehan loss function







∆i[ei(β;α1;α2)− ej(β;α1;α2)]−Kh(Zi − z0)Kh(Zj − z0)
(2.8)
with ei−ej = log(T˜i)− log(T˜j)−α2(Zi−Zj)−βT (Xi−Xj), where Kh(·) = (1/h)K(·/h),
h is the bandwidth, K(·) is a kernel function, z0 is a given constant within the range of
Z, and i = 1, 2, ..., n. For any given z0, by minimizing LLoGz0(β;α2), we can obtain the
local Gehan estimator (βˆT (z0), αˆ2(z0))
T for (βT , α2)
T .
The curve φ(·) needs to be estimated separately. Suggested by Fan et al. (2006),
it can be estimated by integration on the function φˆ
′
(z0) and the integration can be
approximated by using the trapezoidal rule, following Hastie and Tibshirani (1990), see
Fan and Gijbels (1996).
Since the local Gehan estimator of β is not
√
n− consistent, we need to obtain the
global Gehan estimator. One method is to let z0 range over Zi(i = 1, ..., n) and the
global estimator is taken to be β˜ = 1n
∑n
i=1 βˆ
T (Zi). Another approach is profile Gehan
loss function-based. Specifically, for a given β, we obtain an estimator φˆ(·, β) of φ(·),
and hence βˆ, by minimizing (2.8) with respect to α2. Denote by αˆ2(z0, β) the minimizer.
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∆i[ei(β; φˆ)− ej(β; φˆ)]− (2.9)
with ei−ej = log(T˜i)−log(T˜j)−(φˆ(Zi, β)−φˆ(Zj , β))−βT (Xi−Xj). Let βˆ minimize (2.9)
and αˆ2 = αˆ2(z0, βˆ). Our proposed estimator for the parametric component is simply βˆ,
and that for the nonparametric component is φˆ(·) = φˆ(·, βˆ).
The above proposed profile Gehan estimator can be computed by the following back-
fitting algorithm. The algorithm takes care of the fact that φ(·, β) is defined implicitly.
Let zj(j = 1, ..., ng) be a grid of points on the range of the exposure variable Z. Our
algorithm proceeds as follows:




the initial value. Set βˆ = β˜.
2. Estimation of the nonparametric component. Minimize the local Gehan loss function
LLoGzz0 at each grid point zj and obtain the nonparametric estimator φˆ(·, βˆ) at these grid
points. Obtain the nonparametric estimator at points Zi using the linear interpolation.
We take the bandwidth h suitable for estimating β. One example for such a suitable
bandwidth is constant bandwidth.
3. Estimation of the parametric component. With the estimator φˆ(·, βˆ), minimize the
profile Gehan estimator LPG with φ(·, β) = φˆ(·, βˆ), using the Newton-Raphson algorithm
and the initial value βˆ from the previous step.
4. Iteration. Iterate between steps 2 and 3 until convergence.
5. Reestimation of the nonparametric component. Fix β at its estimated value from step
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4. The final estimate of φˆ(·) is φˆ(·, βˆ). At this final step, take the bandwidth h suitable
for estimating φ(·), such as bandwidth obtained from cross validation.
Because the initial estimator β˜ is consistent, we do not expect many iterations in
step 4. Two iterations in the Newton-Raphson algorithm suffices.
Without considering kernel smoothing, there is another global Gehan estimator
based on piecewise linear approximation. Let {z0k}ngk=1 be a set of grid points which




the indicate functions Ik(z) = I(z0k−δ/2,z0k+δ/2)(z), k = 1, ..., ng. We then can globally




[α1k + α2k(z − z0k)]Ik(z).







∆i[ei(β; {α1k}ngk=1; {α2k}ngk=1)− ej(β; {α1k}ngk=1; {α2k}ngk=1)]−, (2.10)
with
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which is equivalent to




X I1(Z) · · · Ing(Z) (Z − z01)I1(Z) · · · (Z − z0ng)Ing(Z)
]
.
The equivalent form of the above global Gehan loss function can also be minimized by
using quantreg package in R.
2.4.2 Asymptotic Properties
In this subsection, we investigate the asymptotic properties of βˆ. The non-smoothness
of LLoGz0(β;α2) becomes the main challenge of the investigation. To overcome this dif-
ficulty, we first transform the minimization of LLoGz0(β;α2) to the minimization of an
equivalent objective function which has a form of generalized U-statistic and derive an
asymptotic representation of βˆ via a quadratic approximation of the transformed ob-
jective function, which holds uniformly in a local neighborhood of the true parameter
values. Assisted with this asymptotic representation, we further establish the asymptotic
normality of the local Gehan estimator.
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which has a form of generalized U-statistic. We use the same notation (βˆT , αˆ2)
T as the
minimizer of Qn(β;α2). Then, we do reparameterization. Let γn = (nh)
−1/2, and define
β∗ = γ−1n (β1(z0)− β1, ..., βp(z0)− βp)T ,








δi(z0) = φ(Zi)− φ(z0)− φ′(z0)(Zi − z0).
Let (βˆ∗Tn , αˆ∗2n)T be the minimizer of the reparameterized objective function
Q∗n(β





{∆i[(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))
−(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))]−Kh(Zi − z0)Kh(Zj − z0)
+∆j [(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))
−(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))]−Kh(Zj − z0)Kh(Zi − z0)} (2.12)








Next, we show that the function Q∗n(β∗;α∗2) can be approximated by a quadratic function
of (β∗T , α∗2)T . Let µi =
∫
tiK(t)dt, i = 1, 2, and νi =
∫
tiK2(t)dt, i = 0, 1, 2. It is assumed
that kernel function K(·) is symmetric. We use
Sn(β
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to denote the gradient function of Q∗n(β∗, α∗2). Specifically,
STn1(β





∆iI[(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))](Xi −Xj)Kh(Zi − z0)Kh(Zj − z0)
+∆jI[(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))
≤ (εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))](Xj −Xi)Kh(Zj − z0)Kh(Zi − z0)
Sn2(β





∆iI[(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))](Zi − Zj)/hKh(Zi − z0)Kh(Zj − z0)
+∆jI[(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))
≤ (εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))](Zj − Zi)/hKh(Zj − z0)Kh(Zi − z0)
Furthermore, we consider the following quadratic function of (β∗T , α∗2)T
Bn(β






+ 12γn(β∗T , α∗2)A
 β∗
α∗2







where Σ(z0) = E(XiX
T
i |Zi = z0), 0 denotes a matrix or vector of zeros, τ =
∫
g2(t)dt
is the Wilcoxon constant, g(·) is the density function of the random error ε, and υ =∫
G(u)h(u)du, G(·) is the distribution function of the random error ε, h(·) is the density
function of U∗ defined in Condition C5 below. Under the regular conditions defined
2.4 Proposed Local Gehan Method 29
below, we can establish a series of properties.
Regularity Conditions
(C1). Assume that (T˜i,∆i,Xi, Zi) are independent and identically distributed (iid)
and that the random error ε is independent of the covariate (X, Z). Furthermore, assume
that ε has probability density function (pdf) g(·) which has a finite Fisher information
i.e.
∫ {g(x)}−1g′(x)2dx <∞; and that Z has pdf f(·).
(C2). The function φ(·), has continuous second-order derivative in a neighborhood
of z0.
(C3). Assume that E(Xi|Zi = z0) = 0. Σ(z) = E(XiXTi |Zi = z) is continuous at
z = z0. The matrices Σ(z0) is positive definite.
(C4). The kernel function K(·) is symmetric about the origin, and has a bounded
support. Assume that h→ 0 and nh2 →∞, as n→∞.
(C5). Assume censoring random variable Ci is generated by formula Ci = φ(Zi) +
βTXi + U
∗
i , where U
∗
i has density function h(·) and U∗i is independent of εi, i.e., ∆i =
I(log(Ti) ≤ Ci) = I(εi ≤ U∗i ).






∗, α∗2)−Bn(β∗, α∗2)| ≥ ε]→ 0,
where ‖ · ‖ denotes the Euclidean norm.
Lemma 2.4.1 implies that the reparameterized object functionQ∗n(β∗, α∗2) can be uniform-
ly approximated by a quadratic function Bn(β
∗, α∗2) in a neighborhood around the true
parameter values 0. In the appendix, it is also shown that the minimizer of Bn(β
∗, α∗2)
converges to (βˆ∗Tn , αˆ∗2n)T in probability, thus further allowing us to derive the asymptotic
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distribution of (βˆT , αˆ2)
T . The theorem below establishes the asymptotic properties of
the local gehan estimator.
Theorem 2.4.2 Suppose that Conditions (C1)-(C5) in the Appendix hold. We have
the following representation
√
nh(βˆ(z0)− β) = −γ−2n [4τυf2(z0)Σ(z0)]−1Sn1(0, 0) + op(1), (2.15)
where f(z) is the density function of Z, τ =
∫
g2(t)dt is the Wilcoxon constant, υ =∫
G(u)h(u)du and Σ(z0) = E(XiX
T








∫ ∫ φ′′ (z0+uih+ξ(uj−ui)h)
2! (uj − ui)2(Xj − Xi)K(ui)K(uj)f(z0 + ujh)f(z0 +
uih)duiduj, in which ui =
Zi−z0
h , uj =
Zj−z0
h and ξ ∈ (0, 1).
Remark: For the estimator of the derivative of the nonlinear term φ(z0), we have the
following asymptotic representations:
√
nh3(αˆ2 − φ′(z0)) = −γ−2n [4τυf2(z0)µ2]−1Sn2(0, 0) + op(1) (2.17)
Following similar proof as that for Theorem 2.4.2 in the appendix, it can be shown that
√
nh3(αˆ2−φ′(z0)) is asymptotically normal. The asymptotic property of φˆ(z0) is remains
to be investigated.
2.4.3 Optimal Bandwidth
The choice of bandwidth is crucial to the kernel smoothing technique. The theoretical
optimal bandwidth is often obtained by minimizing the asymptotic MSE. The asymptotic
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MSE of our proposed local Gehan estimator βˆ is
MSE(h, z0) = E‖βˆ(z0)− β(z0)‖2

























2.4.4 Estimation of Limiting Covariance Matrix
To make statistical inference on the local Gehan method, one needs to estimate the
standard error of the resulting estimator. As indicated by Theorem 2.4.2, the limiting
covariance matrix of our proposed local Gehan estimator takes a complicated form and
involves unknown functions, and hence is not easy to estimate directly. To solve this,
we apply the resampling scheme similar to that of Jin et al. (2001) to approximate the







∆i[ei(β;α1;α2)− ej(β;α1;α2)]−Kh(Zi− z0)Kh(Zj − z0)(Wi +Wj) (2.18)
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where Wi (i = 1, ..., n) are independent positive random variables with E(Wi) =
1
2 ,
V ar(Wi) = 1, and are independent of the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n). In the
loss function L¯LoGz0(β;α2), the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) are considered to be
fixed, and the only random elements are the W ′is. Let (
ˆ¯βT , ˆ¯α2)
T be a minimizer of
L¯LoGz0(β;α2). The asymptotic normality of (
ˆ¯βT , ˆ¯α2)
T is given in the theorem below.
Theorem 2.4.3 Under the condition of Lemma 2.4.1, conditional on almost surely
every sequence of data (T˜i,∆i,Xi, Zi),
√
nh[( ˆ¯β − βˆ)]→d N(0, v0
12τ2υf(z0)
Σ−1(z0))
Theorem 2.4.2 and 2.4.3 suggest that the conditional limiting covariance matrix of
√
nh[( ˆ¯β−βˆ)] when given data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) is the same as that of
√
nh[(βˆ−
β)]. Thus, one can produce a large number of realizations of ˆ¯β by repeatedly generating
the random sample (W1, ...,Wn) while holding the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) at
their observed values and then approximate the limiting covariance matrix of βˆ by the
empirical covariance matrix of ˆ¯β.







∆i[ei(β; {α1k}ngk=1; {α2k}ngk=1)− ej(β; {α1k}ngk=1; {α2k}ngk=1)]−(Wi +Wj),
(2.19)
where Wi (i = 1, ..., n) are independent positive random variables with E(Wi) =
1
2 ,
V ar(Wi) = 1, and are independent of the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n). By the same
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argument, we can approximate the limiting covariance matrix of the minimizer of (2.10)
by the empirical covariance matrix of the minimizer of (2.19).
2.5 Numerical Studies
Our numerical studies are designed to (i) assess the effectiveness of the proposed
local and global Gehan procedures for estimating the regression coefficients in the PL-
AFT model, (ii) compare them with the existing rank-based methods, and (iii) assess
the proposed resampling method for approximating the covariance matrix.
2.5.1 Computation Algorithm
As pointed out in Jin et al. (2003), the minimization of LLoGz0(β;α2) given in (2.8)or






∆i|ei − ej |Kh(Zi − z0)Kh(Zj − z0)












∆i|ei − ej |Kh(Zi − z0)Kh(Zj − z0)(Wi +Wj)





∆mDlmKh(Zm − z0)Kh(Zl − z0)(Wm +Wl)|
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with ei − ej = log(T˜i) − log(T˜j) − α2(Zi − Zj) − βT (Xi −Xj) and Dlm = (XTl , Zl)T −
(XTm, Zm)
T , where M is a very large constant. Meanwhile, the minimization of (2.10)


















∆i|ei − ej |(Wi +Wj)






with ei − ej = log(T˜i) − log(T˜j) − (βT , α11, ..., α1ng , α21, ..., α2ng)(X˜i − X˜j) and X˜lm =
X˜l − X˜m, where M is a large constant. The implementation of the algorithm can be
accomplished by ”rq” function in the R package quantreg.
2.5.2 Bandwidth Selection
Bandwidth selection is an important issue for all statistical models that involve
kernel smoothing. Although we have derived the theoretical optimal bandwidth for the
local Gehan estimator, it is difficult to use the ”plug-in” method to estimate it due to
the fact that there are many unknown quantities.
Here, we propose below a censored version of the K-fold cross-validation approach
to select the bandwidth which is computationally intensive. Suppose we have a data χ
and we split the data into K=5 roughly equal-size parts, denoted by χk, k = 1, ...,K.
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For the kth part, we fit the model to the other K − 1 parts of the data by local Gehan
procedure and then calculate the Gehan loss function of the fitted model when using the
kth part of the data. The censored version of K-fold cross-validation function is






∆i[ei(βˆ−k(z0), φˆ−k)− ej(βˆ−k(z0), φˆ−k)]−,
with the residual ei(βˆ−k(z0), φˆ−k) = log(T˜i) − βˆT−kXi − φˆ−k(Zi), where βˆ−k(z0) is the
local Gehan estimator for β and φˆ−k is the approximated integration on φˆ
′
−k obtaining
by trapezoidal rule. The point-wise optimal bandwidth which minimizes CV (z0, h) is
hopt(z0) = arg minCV (z0, h).
Finally, we plug the optimal bandwidth in the local gehan loss function. Our final
estimate of (βT , α2) at z = z0 is (βˆ
T (z0, h
opt(z0)), αˆ2(z0, h
opt(z0))), which we then fit it
to all the data.
However, the bandwidth selection method via cross validation is computationally in-
convenient since it involves estimate of a function via the trapezoidal rule. Moreover, the
optimal bandwidth selected by cross-validation is a variable bandwidth which depends
on the choice of z0. It is troublesome to choose the optimal bandwidth point-wisely in
practice. Therefore, the MSE and the bias-variance balance principle is preferred to
provide a rough but effective guide for choosing bandwidth.
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2.5.3 Simulation
We conduct Monte Carlo simulations to assess the performance of our proposed
methodology. Similar settings as in Chen (2005) are adopted. The following simulation
was done using software R, and quantreg package. We consider the AFT-PL model
log(Ti) = φ(Zi) + β
TXi + εi, (i = 1, ..., n).
The sample size n was set to be 100. The predictors Xi = (X1i, X2i, X3i)
T were generated
from a I.I.D. 3-dimensional uniform distribution U(0, 5). The random variable Zi is
correlated with Xi through the relation Zi = 0.1(X1i + ηi), where ηi follows a uniform
distribution U(0, 5) and independent of all other random variables. We let the true




and quadratic effects, φ(Zi) = Z
2
i . And εi is independent of (Zi,Xi) and is set to
be N(0, 1) distributed. Censoring random variables were generated according to the
formula, Ci = φ(Zi) + X
T
i β + U
∗
i , where U
∗
i follows a uniform distribution U(0, c).
The observed survival time T˜i = Ti
∧
eCi . Here c was chosen such that the censoring
proportion is approximately 20% (varied from 30% to 10%).
When conducting the local gehan procedure, we chose the kernel function to be the
Epanechnikov kernel, i.e., K(u) = 3/4(1− u2)+. We used mean squared error MSE or
partial mean squared error PMSE (i.e. (βˆ − β)TE(XXT )(βˆ − β)) as the criteria for
choosing the bandwidth. The trend of MSE(z0, h) or PMSE(z0, h) with respect to h
does not vary with the choices of nonparametric function φ(·). Figure 2.1 depicts the
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curves of MSE(z0, h) and PMSE(z0, h), with z0 equal to 0.25, 0.5 and 0.75 respectively,
when choosing φ(Z) = eZ +
√
Z for example. It implies that h = n−0.2(≈ 0.4) is a good
choice of bandwidth, which leads to relatively small value of MSE(z0, h) or PMSE(z0, h)
and balances the bias and variance. Another way is to choose bandwidth via cross
validation.
We then compared our local Gehan estimator (Locz0 − AFT ), with z0 set to be
0.25, 0.5, and 0.75, the global Gehan estimator (Glob1 − AFT ) obtained by averaging
the local Gehan estimators at all points Zi for i = 1, ..., n , the global Gehan estimator
(Glob2−AFT ) based on profile Gehan loss function (2.9), and the global Gehan estimator
(Glob3 − AFT ), with ng = 20, based on global Gehan loss function (2.10), with other
existing estimators in the literature, the stratified estimator in Chen, Shen and Ying
(2005) (SK − AFT ) where K denotes the number of strata, the penalized regression
spline estimator (PSP-AFT) in Qi et al. (2010) with r knots (r=2,4, and 8), the AFT
model with true φ plugged in (AFT − φ). We used 5-fold cross-validation to tune
the regularization parameter in PSP-AFT method, with tuning parameter chosen to be
γ = 10γ
∗
, where γ∗ is a sequence of equal spaced constants. Table 2.1 and 2.2 summarize
the mean bias (Bias), standard deviation (SD) and mean squared error (MSE) of βˆ
over 200 Monte Carlo data sets when φ(Z) = eZ +
√
Z and φ(Z) = Z2, respectively.
The results for the estimated coefficients of the predictors X2 and X3, on which Z does
not depend, show that all the rank-based methods work equally well and that their
performance does not differ much from that of the estimator with the true φ plugged in.
As for the estimated coefficient of the predictor X1 on which Z depends, the proposed
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local Gehan estimator outperforms the penalized regression splines estimator as well as
the stratified estimator in terms of the Bias, indicating a better estimation accuracy
and so does the global Gehan estimator obtained by averaging local Gehan estimators
(Glob1 − AFT ). Meanwhile, the global Gehan estimator obtained by minimizing (2.9)
(Glob2 − AFT ) yields an SD closest to that of AFT − φ, which shows its advantage
over other estimators, although it obtains the largest Bias. Further, compared with the
above two global Gehan estimators, the global Gehan estimator obtained by minimizing
(2.10) (Glob3−AFT ) yields comparable Bias but largest SD, however, it has an obvious
advantage in shortening the operation time. The Bias of SK−AFT for βˆ1 decreases while
its SD increases obviously when the number of strata becomes large, thus the method
for choosing K to reach the bias-variance balance in SK − AFT method remains to be
investigated, leading to a shortcoming of this method over our method. In the setting of
our interest, PSP −AFT has the largest bias for βˆ1 compared to stratified method, local
Gehan method, and global Gehan methods (Glob1−AFT and Glob3−AFT ), especially
when the nonparametric component φ(Z) = eZ +
√
Z, which demonstrates its relatively
bad performance for non-polynomial effect.
At the end, we evaluated the resampling scheme for approximating the standard
errors of our proposed estimators. We randomly perturbed the local (or global) Gehan
loss function 200 times; each time the random variables {Wi}ni=1 were generated from
the Gamma(0.25, 2) distribution. The results are almost the same with different choices
of nonparametric function φ(·). Table 2.3 and 2.4 summarize the SD and SE(std(SE))
for the local Gehan estimator at three points z0 = 0.25, 0.50 and 0.75 and for the
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global Gehan estimators, where SD denotes the standard deviation of 200 estimated βˆj
(j = 1, 2, 3) and SE(std(SE)) denotes the mean (standard deviation) of 200 estimated
standard errors for βˆj (j = 1, 2, 3) from the resampling scheme. We observe that the
SD and SE are very close to each other, which justifies the accuracy of the resampling
scheme for estimating the standard error.
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Bias SD MSE Bias SD MSE Bias SD MSE
S2 −AFT 0.115 0.092 0.022 0.004 0.079 0.006 0.004 0.079 0.006
S5 −AFT 0.036 0.107 0.013 0.003 0.077 0.006 0.005 0.081 0.007
S20 −AFT 0.003 0.134 0.018 0.009 0.094 0.009 0.007 0.092 0.008
S40 −AFT -0.000 0.176 0.031 0.008 0.113 0.013 0.004 0.122 0.015
PSP −AFT (r = 2) 0.044 0.118 0.016 0.001 0.079 0.006 0.004 0.080 0.006
PSP −AFT (r = 4) 0.052 0.117 0.016 0.002 0.079 0.006 0.003 0.080 0.006
PSP −AFT (r = 8) 0.098 0.115 0.023 0.004 0.080 0.006 0.005 0.080 0.006
Loc0.25 −AFT -0.003 0.107 0.011 0.003 0.076 0.006 0.004 0.080 0.006
Loc0.5 −AFT -0.002 0.107 0.011 0.004 0.074 0.005 0.003 0.080 0.006
Loc0.75 −AFT -0.001 0.109 0.012 0.004 0.079 0.006 0.002 0.079 0.006
Glob1 −AFT -0.001 0.107 0.011 0.003 0.075 0.006 0.003 0.078 0.006
Glob2 −AFT 0.161 0.087 0.034 0.000 0.081 0.007 0.007 0.083 0.007
Glob3 −AFT -0.002 0.130 0.017 -0.002 0.089 0.008 0.006 0.098 0.010
AFT − φ -0.004 0.074 0.005 0.003 0.075 0.006 0.003 0.075 0.006
† Notes: (i)SK − AFT , stratified AFT estimator with K strata; (ii)PSP − AFT , penalized
regression spline estimator with r knots; (iii)Locz0 − AFT , local Gehan estimator at z0;
(iv)Glob1 − AFT , global Gehan estimator obtained by averaging local Gehan estimators at
all Zi, for i = 1, 2, ..., n; (v)Glob2−AFT , global Gehan estimator based on profile Gehan loss
function (2.9); (vi)Glob3−AFT , global Gehan estimator based on global Gehan loss function
(2.10); (vii)AFT − φ, Gehan estimator with true φ plugged in.
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Bias SD MSE Bias SD MSE Bias SD MSE
S2 −AFT 0.041 0.090 0.010 0.004 0.076 0.006 0.004 0.077 0.006
S5 −AFT 0.015 0.106 0.012 0.003 0.077 0.006 0.004 0.080 0.006
S20 −AFT 0.001 0.135 0.018 0.008 0.094 0.009 0.008 0.093 0.009
S40 −AFT -0.001 0.175 0.031 0.008 0.111 0.012 0.004 0.121 0.015
PSP −AFT (r = 2) 0.022 0.104 0.011 0.002 0.078 0.006 0.003 0.078 0.006
PSP −AFT (r = 4) 0.024 0.099 0.010 0.003 0.078 0.006 0.003 0.079 0.006
PSP −AFT (r = 8) 0.051 0.094 0.011 0.003 0.077 0.006 0.004 0.079 0.006
Loc0.25 −AFT -0.003 0.107 0.012 0.003 0.075 0.006 0.005 0.080 0.006
Loc0.5 −AFT -0.002 0.107 0.011 0.004 0.074 0.005 0.004 0.080 0.006
Loc0.75 −AFT -0.001 0.110 0.012 0.004 0.079 0.006 0.002 0.078 0.006
Glob1 −AFT -0.001 0.107 0.011 0.003 0.075 0.006 0.003 0.078 0.006
Glob2 −AFT 0.069 0.080 0.011 0.002 0.076 0.006 0.005 0.077 0.006
Glob3 −AFT -0.002 0.130 0.017 -0.002 0.089 0.008 0.006 0.098 0.010
AFT − φ -0.004 0.074 0.005 0.003 0.075 0.006 0.003 0.075 0.006
† Notes: (i)SK − AFT , stratified AFT estimator with K strata; (ii)PSP − AFT , penalized
regression spline estimator with r knots; (iii)Locz0 − AFT , local Gehan estimator at z0;
(iv)Glob1 − AFT , global Gehan estimator obtained by averaging local Gehan estimators at
all Zi, for i = 1, 2, ..., n; (v)Glob2−AFT , global Gehan estimator based on profile Gehan loss
function (2.9); (vi)Glob3−AFT , global Gehan estimator based on global Gehan loss function
(2.10); (vii)AFT − φ, Gehan estimator with true φ plugged in.
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Table 2.3 Standard deviations of the local and global Gehan estimators when
φ(Z) = eZ +
√
Z in AFT-PL model.
φ(Z) = eZ +
√
Z, (Wi +Wj) Wi ∼ Gamma(0.25, 2)
βˆ1 βˆ2 βˆ3
SD SE(std(SE)) SD SE(std(SE)) SD SE(std(SE))
Loc0.25 −AFT 0.107 0.111(0.022) 0.075 0.084(0.015) 0.080 0.085(0.017)
Loc0.5 −AFT 0.107 0.098(0.018) 0.074 0.075(0.012) 0.076 0.074(0.012)
Loc0.75 −AFT 0.109 0.100(0.017) 0.079 0.076(0.010) 0.079 0.076(0.011)
Glob1 −AFT 0.107 0.103(0.018) 0.075 0.078(0.012) 0.078 0.078(0.011)
Glob2 −AFT 0.087 0.079(0.012) 0.081 0.078(0.012) 0.083 0.079(0.012)
Glob3 −AFT 0.130 0.125(0.022) 0.089 0.084(0.010) 0.098 0.092(0.015)
† Notes: (i)Locz0 − AFT , local Gehan estimator at z0; (ii)Glob1 − AFT , global Gehan
estimator obtained by averaging local Gehan estimators at all Zi, for i = 1, 2, ..., n;
(iii)Glob2 − AFT , global Gehan estimator based on profile Gehan loss function (2.9);
(iv)Glob3 −AFT , global Gehan estimator based on global Gehan loss function (2.10).
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Table 2.4 Standard deviations of the local and global Gehan estimator when
φ(Z) = Z2 in AFT-PL model.
φ(Z) = Z2, (Wi +Wj) Wi ∼ Gamma(0.25, 2)
βˆ1 βˆ2 βˆ3
SD SE(std(SE)) SD SE(std(SE)) SD SE(std(SE))
Loc0.25 −AFT 0.107 0.111(0.022) 0.075 0.084(0.015) 0.080 0.085(0.017)
Loc0.5 −AFT 0.107 0.098(0.018) 0.074 0.075(0.012) 0.076 0.074(0.012)
Loc0.75 −AFT 0.110 0.100(0.017) 0.079 0.076(0.010) 0.079 0.076(0.011)
Glob1 −AFT 0.107 0.103(0.018) 0.075 0.078(0.012) 0.078 0.078(0.011)
Glob2 −AFT 0.080 0.072(0.011) 0.076 0.073(0.011) 0.077 0.073(0.011)
Glob3 −AFT 0.130 0.125(0.022) 0.089 0.084(0.010) 0.098 0.092(0.015)
† Notes: (i)Locz0 − AFT , local Gehan estimator at z0; (ii)Glob1 − AFT , global Gehan
estimator obtained by averaging local Gehan estimators at all Zi, for i = 1, 2, ..., n;
(iii)Glob2 − AFT , global Gehan estimator based on profile Gehan loss function (2.9);
(iv)Glob3 −AFT , global Gehan estimator based on global Gehan loss function (2.10).
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2.6 Application
We re-analyze the multiple myeloma data set used by Krall, Uthoff, and Harley
(1975). There are a total of 65 patients, of which 48 died before the end of the study
and 17 survived. In the data set, the response variable is TIME representing the survival
time from diagnosis. The censoring indicator is VSTATUS which takes two values, 0
for survival and 1 for death, at the endpoint of the study. The influential variables on
survival time are LOGBUN, HGB, PLATELET, AGE, LOGWBC, FRAC, LOGPBM,
PROTEIN, and SCALC. In this dataset containing 65 observations and 11 variables,
AGE was suspected to have nonlinear effect on the logarithm of survival time. We fit
the data, by the censored partially linear accelerated failure time model with AGE as
exposure variable, using our local gehan method and global gehan method. The estimated
regression coefficients for other explanatory variables and their corresponding estimated
standard errors are summarized in Table 2.5 and Table 2.6, respectively. As seen from
Table 2.5, the estimated regression coefficients of HGB and PLATELET are positive and
other estimated regression coefficients are negative. These show that hemoglobin and
platelets at diagnosis are positively related to lifetime and other factors are negatively
related. Are all these explanatory variables significant? This question involves variable
selection problem and will be discussed in Chapter 4.
2.6 Application 45
Table 2.5 Regression coefficients estimation using local and global Gehan procedures
for myeloma data set
βˆ
Predictors Loc0.25 −AFT Loc0.5 −AFT Loc0.75 −AFT Glob1 −AFT Glob2 −AFT Glob3 −AFT
LOGBUN -1.460 -1.510 -1.520 -1.280 -1.550 -1.525
HGB 0.143 0.126 0.107 0.117 0.135 0.129
PLATELET 0.263 0.340 0.388 0.306 0.258 0.297
LOGWBC -0.490 -0.483 -0.518 -0.667 -0.505 -0.625
FRAC -0.584 -0.543 -0.468 -0.568 -0.451 -0.529
LOGPBM -0.200 -0.221 -0.291 -0.148 -0.268 -0.203
PROTEIN -0.001 -0.005 -0.013 -0.021 0.002 -0.007
SCALC -0.156 -0.121 -0.107 -0.099 -0.136 -0.129
Table 2.6 Standard deviations of the local and global Gehan estimators for myeloma
data set
SE
(Wi +Wj),Wi ∼ Gamma(0.25, 2)
Predictors Loc0.25 −AFT Loc0.5 −AFT Loc0.75 −AFT Glob1 −AFT Glob2 −AFT Glob3 −AFT
LOGBUN 0.375 0.314 0.433 0.343 0.286 0.357
HGB 0.082 0.059 0.064 0.069 0.061 0.078
PLATELET 0.617 0.427 0.493 0.487 0.411 0.492
LOGWBC 0.380 0.421 1.020 0.390 0.410 0.413
FRAC 0.271 0.283 0.381 0.354 0.308 0.337
LOGPBM 0.318 0.301 0.423 0.320 0.311 0.327
PROTEIN 0.012 0.014 0.031 0.025 0.013 0.028






In many clinical trials, the effects of covariates on the logarithm of survival time
can be more complicated than linear effect with constant regression coefficients and new
analytic challenges arise in assessing nonlinear effects. There are many possible nonlinear
forms, amongst which partially linear has been discussed in Chapter 2. An important
extension of the partially linear model is the varying-coefficient model, which addresses
an issue that is often confronted by statisticians in practical studies. For instance, the
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effects of covariates on the logarithm of survival time may vary nonlinearly with the
level of an exposure variable. An illustrative example is the nursing home data set
analyzed successively by Morris, Norton and Zhou (1994), Fan and Li (2001), and Fan,
Lin and Zhou (2006). The investigators were interested in assessing the effects of different
financial incentives on the duration of stay, where the effects could possibly vary over age.
To model possible age effects of certain financial incentives on the logarithm of survival
time, we need to use a varying coefficient model with the coefficients for these financial
incentives being unknown functions of age. The varying coefficient structure allows us to
model possible nonlinear interaction between the financial incentives and age. This leads
to a varying coefficient accelerated failure time model with the coefficients of covariates
changing nonlinearly over the level of the exposure variable.
The varying-coefficient models are very important tool to explore the dynamic pat-
tern of practical data and have received much attention in many different fields. Related
work appears in the literature on generalized linear models, analysis of longitudinal and
functional data, nonlinear time series, time-varying diffusion models, failure time data
analysis, etc. See, Fan and Zhang (2008), for an overview. For failure time data anal-
ysis, investigators systematically studied several extensions of traditional proportional
hazards model, which allows one to examine the extent to which the effects of covariates
on the hazard risk change over an exposure variable. The extended models, on the u-
nivariate level, can be expressed as the varying coefficient proportional hazard function
models
λ(t|X, Z) = λ0(t)exp(a(Z)TX), (3.1)
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where Z is a scalar exposure variable. Fan et al. (2006) proposed a local partial likeli-
hood technique to estimate a(·) and derived the asymptotic normality of their estimators.
Meanwhile, they also discussed the estimation for the bias and variance of the estima-
tors. Cai, Fan, Jiang and Zhou (2008) solved the estimation problem of partially linear
hazard regression models with varying coefficients for multivariate failure time data with
a profile pseudo-partial-likelihood method and provided large sample properties of their
estimators. Analogously, Cai, Fan, Zhou and Zhou (2007) investigated the marginal
varying coefficient hazard models for multivariate failure time data. When the variable
Z is failure time, rather than an exposure variable, the model (3.1) is referred to as a
time-dependent coefficient Cox model. This case has been studied by Tian et al. (2005)
but is beyond the scope of our study. Although there exist reliable estimation methods
for the varying coefficient proportional hazards models, these models possess weaknesses
inherited from their traditional form, such as indirect interpretation for regression coef-
ficients and strong proportional hazards assumptions, hence there is a natural need to
consider an extended form of accelerated failure time model with varying coefficient.
To our best knowledge there is no formal work investigating this problem in the
literature. We address this problem by extending our local Gehan procedure to the
varying coefficient model for failure time data. Let T be the univariate failure time,
Z be a scalar exposure variable and X∗ be a (p + 1)-dimensional vectors of covariates
consisting of a column of ones and a p-dimensional vectors of covariates X. The varying
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coefficient accelerated failure time model can be defined by
log T = a∗(Z)TX∗ + ε = φ(Z) + a(Z)TX+ ε = φ(Z) +
p∑
m=1
am(Z)Xm + ε, (3.2)
where a∗(·) = (a0(·), a1(·), ..., ap(·)) ∈ <p+1 is a vector of unknown smooth functions in
z ∈ <1, φ(·) = a0(·), a(·) = (a1(·), ..., ap(·)) and ε is a random error with completely
unspecified distribution function G. Note that the term φ(Z) can be incorporated into
the term a∗(Z)TX∗ by adding a column of ones on X. We choose not to do so, because
the local intercept for φ(·) will cancel out in the local Gehan loss function below, leading
to a different estimation rule for φ. Since the effects of all covariates are unknown
and remains to be investigated, the unknown functions am(·), m = 1, ..., p, can possibly
come from several categories, such as constant functions, polynomial functions, nonlinear
functions, etc, some of which may lead to a semi-varying coefficient structure with a
parametric part. This is a more complicated case, which is not considered in this thesis.
Our methods proposed below are adapted to the situation where only nonparametric
components with varying coefficient are involved. We shall describe the extended local
gehan procedure using a double kernel for the varying coefficient accelerated failure time
model. The asymptotic normality will be established for the estimator of a(·). As for the
implementation of our methods, there exist two difficulties to be overcome, one of which
arises from the estimation of intercept φ and another lies in the choice of bandwidth. The
remainder of this Chapter is organized as follows. In Section 2, we describe our local
Gehan procedure for estimating the coefficient functions a(·) and provide asymptotic
properties of the estimators proposed. Issues on the implementation of the methods
proposed are discussed in Section 3. In Section 4, we conduct extensive simulations to
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evaluate the performance of the proposed estimator. Real data is analyzed in Section 5
to illustrate the proposed estimation.
3.2 Extended Local Gehan Procedure
3.2.1 Methodology
Recall the accelerated failure time varying coefficient model
log T = φ(Z) + a(Z)TX+ ε, (3.3)
where φ(·) and a(·) are both unknown nonlinear coefficient function. Assume the random
error ε has probability density function g(·) which has finite Fisher information, i.e.,∫ {g(x)}−1g′(x)2dx <∞. Suppose that (T˜i,∆i,Xi, Zi), with T˜i = Ti ∧ C∗i , (i.e., log T˜i =
log Ti ∧ logC∗i = (log Ti) ∧ Ci) and ∆i = I(Ti ≤ C∗i ) = I(log(Ti) ≤ Ci), i = 1, ..., n,
is an observed data sample from the above model. Write Xi = (Xi1, ..., Xip)
T and
a(·) = (a1(·), ..., ap(·))T . For z in a neighborhood of any given z0, we locally approximate
the coefficient function by a Taylor expansion
φ(z) ≈ φ(z0) + φ′(z0)(z − z0)
and
am(z) ≈ am(z0) + a′m(z0)(z − z0),m = 1, ..., p.
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Denote α1 = φ(z0), α2 = φ
′
(z0), θm = am(z0) and θp+m = a
′
m(z0) for m = 1, ..., p. Based
on the above approximation, we obtain the residual for estimating log (Ti) at Zi = z0
ei(α1, α2, θ) = log T˜i − α1 − α2(Zi − z0)−
p∑
m=1
[θm + θp+m(Zi − z0)]Xim
We define the local Gehan objective function to be






∆i[ei(α1;α2; θ)−ej(α1;α2; θ)]−Kh(Zi−z0)Kh(Zj−z0) (3.4)





z0)Xim−(Zj−z0)Xjm], where θ = (θ1, ..., θp, θp+1, ..., θ2p)T , and Kh(t) = h−1K(t/h) with
a given kernel function K(·) and a bandwidth h. We call it local gehan loss function for
varying coefficient model. Let (αˆ2(z0), θˆ(z0)) be the minimizer of LLoGz0(α2; θ). Then
for m = 1, ..., p, aˆm(z0) = θˆm is a local gehan estimator for the coefficient function
am(·) at the point z0. Similarly, an estimator of φ′(·) at the point z0 is simply the local
slope αˆ2(z0), namely φˆ
′
(z0) = αˆ2(z0). The curve φ(·) can be estimated by integration
on the function φˆ
′
(z0). Following Hastie and Tibshirani (1990), the integration can be
approximated by using the trapezoidal rule.
3.2.2 Asymptotic Properties
In this section, we investigate the asymptotic properties of θˆ and αˆ2 by a process
analogous to Section 2.4.2. Similarly, we note that the minimization of LLoGz0(θ;α2) is








[∆i(ei− ej)−+ ∆j(ej − ei)−]Kh(Zi− z0)Kh(Zj − z0) (3.5)
3.2 Extended Local Gehan Procedure 52
which has a form of generalized U-statistic. We use the same notation (θˆT , αˆ2)
T as the
minimizer of Qn(θ;α2).
Next, we do reparameterization. Let γn = (nh)
−1/2, and define
θ∗ = γ−1n (θ1 − a1(z0), ..., θp − ap(z0), h(θp+1 − a
′















[am(Zi)− am(z0)− a′m(z0)(Zi − z0)]Xim + [φ(Zi)− φ(z0)− φ
′
(z0)(Zi − z0)].
Let (θˆ∗Tn , αˆ∗2n)T be the minimizer of the reparameterized objective function
Q∗n(β





{∆i[(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))
−(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))]−Kh(Zi − z0)Kh(Zj − z0)
+∆j [(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
−(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))]−Kh(Zj − z0)Kh(Zi − z0)} (3.6)














Next, we show that the function Q∗n(θ∗;α∗2) can be approximated by a quadratic function
of (θ∗T , α∗2)T . Let µi =
∫
tiK(t)dt, i = 1, 2, and vi =
∫
tiK2(t)dt, i = 0, 1, 2. It is assumed
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that kernel function K(·) is symmetric. We use
Sn(θ










to denote the gradient function of Q∗n(θ∗, α∗2). Specifically,
STn1(θ





∆iI[(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))](Ui −Uj)Kh(Zi − z0)Kh(Zj − z0)
+∆jI[(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
≤ (εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))](Uj −Ui)Kh(Zj − z0)Kh(Zi − z0)
Sn2(θ





∆iI[(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))](Zi − Zj)/hKh(Zi − z0)Kh(Zj − z0)
+∆jI[(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
≤ (εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))](Zj − Zi)/hKh(Zj − z0)Kh(Zi − z0)
Furthermore, we consider the following quadratic function of (θ∗T , α∗2)T
Bn(θ

















where Σ(z0) = E(XiX
T
i |Zi = z0), 0 denotes a matrix or vector of zeros, τ =
∫
g2(t)dt
is the Wilcoxon constant, g(·) is the density function of the random error ε, and υ =
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∫
G(u)h(u)du, h(·) is the density function of the random error U∗ defined in Condition
C5 below. We can establish the properties in the following.
Regularity Conditions
(C1). Assume that (T˜i,∆i,Xi, Zi) are iid and that the random error ε is independent
of the covariate (X, Z). Furthermore, assume that ε has pdf g(·) which has finite Fisher
information i.e.
∫ {g(x)}−1g′(x)dx <∞; and that Z has pdf f(·).
(C2). The functions φ(·) and a(·), have continuous second-order derivative in a
neighborhood of z0.
(C3). Assume that E(Xi|Zi = z0) = 0. Σ(z) = E(XiXTi |Zi = z) is continuous at
z = z0. The matrices Σ(z0) is positive definite.
(C4). The kernel function K(·) is symmetric about the origin, and has a bounded
support. Assume that h→ 0 and nh2 →∞, as n→∞.




i , where U
∗
i has density function h(·) and U∗i is independent of εi, i.e.,
∆i = I(log(Ti) ≤ Ci) = I(εi ≤ U∗i ).






∗, α∗2)−Bn(θ∗, α∗2)| ≥ ε]→ 0,
where ‖ · ‖ denotes the Euclidean norm.
Lemma 3.2.1 implies that the reparameterized object function Q∗n(θ∗, α∗2) can be uniform-
ly approximated by a quadratic function Bn(θ
∗, α∗2) in a neighborhood around the true
parameter values 0. In the appendix, it is also shown that the minimizer of Bn(θ
∗, α∗2)
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converges to (θˆ∗Tn , αˆ∗2n)T in probability, thus further allowing us to derive the asymptot-
ic distribution of (θˆT , αˆ2)
T . The local Gehan estimator of a(z0) = (a1(z0), ..., ap(z0))
T
is aˆ(z0). The theorem below establishes the asymptotic representation of aˆ(z0) and






Sn11(0, 0) and Sn12(0, 0) are both p× 1 vectors.
Theorem 3.2.2 Suppose that Conditions (C1)-(C5) in the Appendix hold. We have
the following representation
√
nh(aˆ(z0)− a(z0)) = −γ−2n [4τυf2(z0)Σ(z0)]−1Sn11(0, 0) + op(1), (3.9)
where f(z) is the density function of Z, τ =
∫
g2(t)dt is the Wilcoxon constant, υ =∫
G(u)h(u)du and Σ(z0) = E(XiX
T

















T , Σ(z0) = E(XiX
T
i |Zi = z0).
Remark: For the estimator of the derivative of the nonlinear term φ(z0), we have the
following asymptotic representations:
√
nh3(αˆ2 − φ′(z0)) = −γ−2n [4τυf2(z0)µ2]−1Sn2(0, 0) + op(1).
Following similar proof as that for Theorem 3.2.2 in the appendix, it can be shown that
√
nh3(αˆ2 − φ′(z0)) is asymptotically normal. The asymptotic property of αˆ1 remains to
be investigated.
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3.2.3 Optimal Bandwidth
The choice of bandwidth is crucial to the kernel smoothing technique. The theoretical
optimal bandwidth is often obtained by minimizing the asymptotic MSE. The asymptotic
MSE of our proposed local Gehan estimator aˆ(z0) is
MSE(h, z0) = E‖aˆ(z0)− a(z0)‖2

























3.2.4 Estimation of Limiting Covariance Matrix
To make statistical inference on the local Gehan method, one needs to estimate the
standard error of the resulting estimator. As indicated by Theorem 3.2.2, the limiting
covariance matrix of our proposed local gehan estimator takes a complicated form and
involves unknown functions, and hence is not easy to estimate directly. To solve this,
we apply the resampling scheme similar to that of Jin et al. (2001) to approximate the
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∆i[ei(θ;α1;α2)− ej(θ;α1;α2)]−Kh(Zi− z0)Kh(Zj − z0)(Wi +Wj) (3.11)
where Wi (i = 1, ..., n) are independent positive random variables with E(Wi) =
1
2 and
var(Wi) = 1, and are independent of the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n). In the loss
function LLoGz0(θ;α2), the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) are considered to be fixed,
and the only random elements are theW ′is. Let (
ˆ¯θT , ˆ¯α2)
T be a minimizer of L¯LoGz0(θ;α2).
Let ˆ¯a(z0) be the local gehan estimator of a(z0) based on the perturbed objective function.
The asymptotic normality of ˆ¯a(z0) is given in the theorem below.
Theorem 3.2.3 Under the condition of Lemma 3.2.1, conditional on almost surely
every sequence of data (T˜i,∆i,Xi, Zi),
√
nh[(ˆ¯a(z0)− aˆ(z0))]→d N(0, v0
12τ2υf(z0)
Σ−1(z0)).
Theorem 3.2.2 and 3.2.3 suggest that the conditional limiting covariance matrix of
√
nh[(ˆ¯a(z0) − aˆ(z0))] when given data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) is the same as that
of
√
nh(aˆ(z0) − a(z0)). Thus, to approximate the limiting covariance matrix of aˆ(z0),
one can produce a large number of realizations of ˆ¯a(z0) by repeatedly generating the
random sample (W1, ...,Wn) while holding the data (T˜i,∆i,Xi, Zi)(i = 1, ..., n) at their
observed values. The limiting covariance matrix of aˆ(z0) can thus be approximated by
the empirical covariance matrix of ˆ¯a(z0).
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3.3 Numeric Study
3.3.1 Computation algorithm
As pointed out in Jin et al. (2003), the minimization of LLoGz0(θ;α2) or L¯LoGz0(θ;α2)






∆i|ei − ej |Kh(Zi − z0)Kh(Zj − z0)












∆i|ei − ej |Kh(Zi − z0)Kh(Zj − z0)(Wi +Wj)





∆kDlkKh(Zk − z0)Kh(Zl − z0)(Wk +Wl)|





z0)Xim−(Zj−z0)Xjm], and Dlk = (XTl , (Zl−z0)XTl , (Zl−z0))T−(XTk , (Zk−z0)XTk , (Zk−
z0))
T , l, k ∈ {1, ..., n}. In the above equation, M is a very large constant. The implemen-
tation of the algorithm can be accomplished by ”rq” function in the R package quantreg.
3.3.2 Bandwidth selection
We propose below, a censored version of the K-fold cross-validation approach similar
to that in Chapter 2 to select the bandwidth in varying coefficient model for censored
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data. The newly defined censored version of cross validation function is






∆i[ei(θˆ−k(z0), φˆ−k)− ej(θˆ−k(z0), φˆ−k)]−,
where the residual ei(θˆ−k(z0), φˆ−k) = log T˜i − φˆ−k(Zi) −
∑p
m=1[θˆ−k,m + θˆ−k,p+m(Zi −
z0)]Xim, θˆ−k(z0) is the minimizer of LLoGz0,−k(θ;α2), and φˆ−k is obtained by integration
on φˆ
′
−k. The point-wise optimal bandwidth is the one which minimizes CV (z0, h). Since
the above method is computationally intensive, in practice we would like to use RASE
as a guide for choosing a relative good bandwidth.
3.3.3 Simulation
We extended our local Gehan procedure to varying coefficient model for censored
data. The goal of the simulation studies in this section is to assess the performance of
our method in the new model.
We generate sample data from the following models:
log(T ) = φ(Z) + a1(Z)X1 + a2(Z)X2 + ε,
Model (1) : φ(z) = exp(2z − 1), a1(z) = 8z(1− z) and a2(z) = 2 sin2(2piz);
Model (2) : φ(z) = 8z(1− z), a1(z) = 2 exp(z − 1) and a2(z) = 2 cos2(2piz);
Model (3) : φ(z) = 2 cos2(2piz), a1(z) = 8z(1− z) and a2(z) = 2 log(z+1)log(2) ;
Model (4) : φ(z) = 2 cos2(2piz), a1(z) =
2(1−z)
z+1 and a2(z) = 2z
4 − z2.
The covariate Z was generated from a uniform distribution on [0, 1], and was independent
of (X1, X2), where covariate vector (X1, X2) follows a multivariate normal distribution
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with mean 0, variance 1, and correlation coefficient 2−0.5. ε was set to be N(0, 1)
distributed. The censoring random variable C was generated according to the formula,
C = φ(Z) + a1(Z)X1 + a2(Z)X2 + U
∗, where U∗ follows a uniform distribution U(0, c).
The observed survival time T˜i = Ti
∧
eCi . Here, c was chosen such that the censoring
proportion was approximately 20% (varied from 30% to 10%). We consider sample sizes
n = 400 and 800, and conduct 100 and 200 simulations, respectively.
We chose the kernel function to be Epanechnikov kernel and calculated the square
root of average squared errors (RASE), defined by







where {zk : k = 1, ..., ngrid} is a set of grid points uniformly placed on [0, 1] with ngrid =
40. We selected the bandwidth using RASE as a rough guide. Figures 3.1-3.8 are
the simulation results for Model (1)-Model(4) when sample size n = 400 and n = 800,
respectively. Presented in panel (a) of these Figures are the 25%, 50%, 75% quantiles
and in panel (b) of the above Figures are the sample mean and standard deviation of the
RASEs over 100 replications for sample size n = 400 and over 200 replications for sample
size n = 800, for each model. Numerous previous studies show that, in local estimation
of nonparametric curves, when h is small, the estimated coefficient curves are very close
to the true curves but the point-wise confidence intervals are relatively wide. As h
increases, the estimated curves show biases at ”the valley” or ”the peak” but point-wise
confidence intervals become narrower. With a suitable bandwidth which yields relatively
small RASE and reaches the bias-variance balance, Panel (c) of these Figures plot the
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estimated coefficient curves, the average 95% point-wise confidence intervals, and 95%
confidence envelope constructed using the point-wise 2.5% and 97.5% quantiles of the
estimated curves, for each case. Panel (d) of these Figures depict the estimated derivative
of intercept curves, the average 95% point-wise confidence intervals, and 95% confidence
envelope constructed using the point-wise 2.5% and 97.5% quantiles of the estimated
curves, for each case. In Panel (c) and (d) of these Figures, solid red line represents the
true underlying coefficient; dashed blue line represents the average of estimated curves;
dashed green line represents the median of estimated curves; dotted black line represents
the 95% point-wise confidence intervals; dotted grey line represents confidence envelope
of 2.5% and 97.5% quantiles of estimated curves. Seen from the results, the estimated
curves fit the true ones properly. We now test the accuracy of our resampling procedure
for variance estimation. Table 3.1 presents the SDs and SEs(std(SE)s) at the points
z0 = 0.25, 0.5, and 0.75, which correspond to the 25th, 50th, and 75th percentiles of
the distribution of Z with suitable bandwidths chosen respectively, for each case. The
performance of the resampling procedure for variance estimation of estimated varying
coefficients and estimated derivative of intercept function is quite satisfactory.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.1; (d) Estimated derivative of intercept curves with h = 0.1.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
3.3 Numeric Study 65
























































0.05 0.1 0.15 0.2 0.25 0.3
(c)

















































































(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.1; (d) Estimated derivative of intercept curves with h = 0.1.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
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(a) Boxplots for the distribution for the RASE, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(b) Bar graph of the RASE with standard error, using the bandwidths h = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3;
(c) Estimated coefficient curves with h = 0.15; (d) Estimated derivative of intercept curves with h = 0.15.
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Table 3.1 Standard deviations of the local Gehan estimators for all cases




Model z0 SD SE(std(SE)) SD SE(std(SE)) SD SE(std(SE))
M1(n = 400) Loc0.25 −AFT 0.166 0.148(0.0245) 0.171 0.151(0.0224) 1.310 1.430(0.1780)
(h = 0.15) Loc0.5 −AFT 0.176 0.147(0.0255) 0.183 0.150(0.0271) 1.450 1.390(0.1860)
Loc0.75 −AFT 0.181 0.149(0.0267) 0.190 0.152(0.0261) 1.660 1.430(0.1990)
M1(n = 800) Loc0.25 −AFT 0.121 0.108(0.0140) 0.116 0.111(0.0155) 1.080 1.020(0.1030)
(h = 0.1) Loc0.5 −AFT 0.120 0.108(0.0140) 0.125 0.112(0.0134) 1.040 0.997(0.0959)
Loc0.75 −AFT 0.111 0.107(0.0149) 0.125 0.112(0.0157) 0.996 1.030(0.0993)
M2(n = 400) Loc0.25 −AFT 0.181 0.148(0.0236) 0.164 0.152(0.0230) 1.400 1.410(0.1810)
(h = 0.15) Loc0.5 −AFT 0.182 0.148(0.0251) 0.188 0.154(0.0297) 1.540 1.420(0.1910)
Loc0.75 −AFT 0.164 0.148(0.0273) 0.161 0.148(0.0280) 1.470 1.420(0.1790)
M2(n = 800) Loc0.25 −AFT 0.122 0.107(0.0144) 0.124 0.111(0.0160) 1.080 1.010(0.1040)
(h = 0.1) Loc0.5 −AFT 0.114 0.108(0.0147) 0.123 0.112(0.0159) 1.140 1.010(0.0902)
Loc0.75 −AFT 0.121 0.106(0.0134) 0.125 0.111(0.0144) 1.010 1.020(0.1070)
M3(n = 400) Loc0.25 −AFT 0.170 0.148(0.0235) 0.156 0.147(0.0214) 1.380 1.410(0.1630)
(h = 0.15) Loc0.5 −AFT 0.176 0.148(0.0252) 0.188 0.148(0.0266) 1.590 1.470(0.1970)
Loc0.75 −AFT 0.177 0.148(0.0269) 0.172 0.147(0.0273) 1.600 1.430(0.1970)
M3(n = 800) Loc0.25 −AFT 0.120 0.109(0.0141) 0.116 0.108(0.0158) 1.060 1.020(0.1070)
(h = 0.15) Loc0.5 −AFT 0.116 0.108(0.0139) 0.118 0.108(0.0140) 1.100 1.030(0.0969)
Loc0.75 −AFT 0.114 0.107(0.0141) 0.118 0.108(0.0141) 1.020 1.020(0.0974)
M4(n = 400) Loc0.25 −AFT 0.169 0.148(0.0234) 0.153 0.147 (0.0214) 1.410 1.410(0.1640)
(h = 0.15) Loc0.5 −AFT 0.175 0.148(0.0249) 0.188 0.147(0.0264) 1.590 1.470(0.2000)
Loc0.75 −AFT 0.176 0.148(0.0270) 0.171 0.147(0.0273) 1.580 1.430(0.1940)
M4(n = 800) Loc0.25 −AFT 0.120 0.109(0.0141) 0.116 0.108(0.0159) 1.060 1.010(0.1080)
(h = 0.15) Loc0.5 −AFT 0.116 0.108(0.0138) 0.118 0.108(0.0140) 1.090 1.030(0.0983)
Loc0.75 −AFT 0.114 0.107(0.0142) 0.118 0.108(0.0141) 1.020 1.020(0.0997)
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3.4 Application
We applied the proposed approaches to the nursing home data set analyzed by Morris,
Norton and Zhou (1994), Fan and Li (2001), and Fan, Lin and Zhou (2006). The data
is from an experiment sponsored by the National Center for Health Services Research
during 1980-1982 that involved 36 for-profit nursing homes in San Diego, California, with
a sample size of 1601. The study was designed to assess the effects of different finanical
incentives on the duration of stay. This motivated the statisticians to take duration of
stay (in days) T in the nursing home data as the response variable, and different finanical
incentives as the covariates, which contain a treatment indicator x1, being 1 if receiving
treatment and 0 otherwise; a gender variable x2 (1 for males and 0 for females); a marital
status indicator x3 (1 for married and 0 otherwise); three binary health status indicators
x4, x5, x6 that correspond to the second best health score (2) to the worst health score
(5); and age x7, which ranges from 65 to 104. The duration of stay T is right-censored for
20% patients. Morris, Norton and Zhou (1994) fitted this data set using the traditional
cox proportional hazards model




Their model did not include any possible interactions between age and other variables.
To investigate possible interaction, Fan and Li (2001) added interaction terms such as
x7x1, x7x2... in the initial model. With the local partial likelihood technique, Fan, Lin
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and Zhou (2006) fitted the varying coefficients cox proportional hazards model




By introducing the varying coefficients αj(x7) and the varying intercept φ(x7), this model
allows people to examine the effects of different finanical incentives which may vary over
age and to investigate the nonlinear effect of age on the hazard risk of the duration of
stay. Using our newly developed local Gehan procedure, we can fit this data with the




αj(x7)xj + φ(x7) + ε.
Compared with the model used by Fan, Lin and Zhou (2006), this model provides a
useful tool to investigate the effects of all the financial incentives on the duration of stay
straightforwardly without involving hazard function.
We chose {z0k : k = 1, ..., ngrid} to be a set of grid points uniformly placed on
[min(x7),max(x7)] with ngrid = 200. Applying the local Gehan procedure to all the
variables with point-wise bandwidth parameters chosen by censored version of cross val-
idation proposed in Section 3.3.2, we obtained Figure 3.9. Here, the resulting estimated
coefficient curves and their 95% point-wise confidence interval curves suggest that vari-
ables treatment and marital status are not very significant. In other words, there may be
no significant treatment and marital status effect on the survival time. For further fit-
ting a sparse model to the data, we can combine the local Gehan procedure with variable
selection technique in the future work.
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Figure 3.9 Estimated coefficient curves with respect to age with 95% point-wise con-
fidence interval based on resampling scheme, using bandwidth chosen by 5-fold CV
(a) treatment

















































































































(g) derivative of age






























In clinical trials, there are two fundamental goals: accurately examining the effects
of possible influential factors on the variable of interest and discovering relevant factors.
The first objective, in statistical learning, is referred to as model estimation, while the
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second one is variable selection. Variable selection shows its extraordinary importance
when the true model is sparse or has high dimensional predictors. Identifying significant
predictors will benefit the estimation accuracy of the fitted model. In usual linear regres-
sion, many methods have been proposed to approach the problem of variable selection.
These methods are also applied to deal with variable selection in semi-parametric mod-
els. Variable selection becomes more complicated when the outcomes are subjected to
censoring. Here, our goal is to consider methods for simultaneous estimation and variable
selection with right censored data, based on the partially linear accelerated failure time
model.
Reviewing approaches for variable selection, methods for selecting variables may be
split into two categories: methods with or without coefficient shrinkage. Variable selec-
tion procedures which do not shrink regression coefficients include best-subset selection
and stepwise deletion. However, such procedures suffer from some fundamental limita-
tions, therefore, a series of penalized regression methods draw a great deal of interest,
which not only shrink regression coefficients but also set some coefficients to zero at the
same time. In the linear regression model, penalized least squares regression methods
and penalized L1 regression methods with various penalty functions have been developed
and proved to possess certain good properties. (Tibshirani, 1996; Fan and Li, 2001; Xu,
2005; Zou, 2006). When the outcomes in the linear regression model are censored, a
parametric accelerated failure time model is often employed. Jin et al. (2003) provid-
ed rank estimators and showed that the Gehan-type rank estimator can be obtained by
minimizing a L1-type loss function. Motivated by this fact and modifying the work of Xu
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(2005), Xu et al. (2010) proposed rank based `1 penalized estimator for the accelerated
failure time model and established its oracle property. Due to the incorporation of non-
parametric component into the accelerated failure time model, it is inevitable to combine
estimation methods designed to eliminate non-parametric effect with variable selection
techniques. Johnson (2009) considered the variable selection problem by combining the
stratification estimation with the lasso penalty. He proposed a regularized extension of
the stratified Gehan estimator, which is naturally defined by








However, the numerical algorithm of the `1 regularized stratified Gehan estimator can
only handle the case of p < n and its performance in variable selection is yet to be
improved. To overcome these shortcomings, Qi et al. (2011) proposed to combine spline
estimation with the lasso penalty, resulting in a `1 regularized regression spline estimator,
which is defined by
βˆPsp(1) = arg min
θ=(β,α)







However, the above methods only focus on numerical implementation and application,
and lack sound theoretical foundation.
In this chapter, we consider the variable selection in the accelerated failure time par-
tially linear model by combining global Gehan loss function (2.10) with different penalty
functions. In Section 2, the `1 regularized global Gehan estimators are proposed. Then
we discussed implementation issues and assess the effectiveness of our method through
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extensive simulations in Section 3. Finally, our methods are applied to a biomedical data
set in Section 4 to justify the proposed penalized estimator.
4.2 Methodology
4.2.1 Penalized global Gehan estimator

















X I1(Z) · · · Ing(Z) (Z − z01)I1(Z) · · · (Z − z0ng)Ing(Z)
]
.
We consider the following two penalty functions:
(a) the Lasso penalty (Tibshirani, 1996) Pλn(|βk|) = λn|βk|,
(b) the adaptive Lasso penalty (Zou, 2006) Pλn(|βk|) = λn|βk|/|βˆ(0)k |γ with γ = 1,
where βk is the kth component of the vector β, and βˆ
(0)
k is the kth component of unpe-
nalized global Gehan estimator for β0, k = 1, ..., p. The regularized estimate of the true
parameter β0 is a minimizer of LPGlobG(β) and denoted by βˆp.
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Similar to the estimation of limiting covariance matrix in Section 2.3.4, we can also
use the perturbation method to estimate the covariance matrix of the penalized global












where the random variable Wi satisfy E(Wi) = 1/2 and V ar(Wi) = 1 for the Lasso
penalty and the adaptive Lasso penalty.
4.3 Numerical Study
4.3.1 Tuning parameter selection
To obtain the regularized global Gehan estimators, we require a choice of λ for las-
so penalty and adaptive lasso penalty. By replacing the `2 loss function in the gen-
eralized cross validation (GCV) suggested by Tibshirani (1996) with the loss function
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where n is the number of observations and dλ is the number of nonzero estimated coef-
ficients for the linear predictors (X). The choice of λ is
λˆ = arg minGCV (λ).
4.3.2 Simulation
The set of simulation studies in this example were conducted to evaluate the effective-
ness of simultaneous estimation and feature selection for Xi. We used the similar settings
as in Section 2.5.3, but increased the dimension of the linear predictors Xi to p = 8. We
generated 200 random samples, each consisting of n = 100 observations. The predictors
Xi were generated from I.I.D. uniform distribution. The scalar random variable Zi is
correlated with Xi through the relation Zi = 0.25X1i + 0.25X2i + 0.5X3i + Ui, where Ui
follows U(0, 5) and is completely independent of all other random variables. And εi is
set to follow N(0, 1.5) and independent of (Zi, Xi). We let the true regression coefficients




Finally, censoring proportion is set to be 20% via the same mechanism in previous ex-
amples.
We compared five regularized estimators: (1) the lasso stratified estimator (`1 −
Sk − AFT (Lasso)); (2) the lasso penalized regression spline estimator (`1 − PSP −
AFT (Lasso)); (3) the lasso global Gehan estimator obtained by minimizing (4.1)(`1 −
Glob3 − AFT (Lasso)); (4) the standard linear estimator (AFT ); (5) the global Gehan
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estimator with true zero plugged in (Glob3 − AFT (Oracle)). When conducting the
global Gehan procedure, we chose the kernel function to be the Epanechnikov kernel We
can roughly set the bandwidth to be n−0.2. Table 4.1 summarizes the results over 200
Monte Carlo data sets, where the column RGMSE reports both the Median and MAD
of 200 RGMSEs. The columns C and I are measures of model complexity, where C
shows the average number of zero coefficients correctly estimated to be zero, I shows
the average number of non-zero coefficients incorrectly estimated to be zero. Firstly,
the lasso global Gehan estimator reduces RGMSE compared with other regularized
estimators. Secondly, the lasso global Gehan estimator yields similar complexity of
the estimated model with that obtained via other methods. Table 4.2 summarizes the
SDs and SEs(std(SE)s) for the `1-regularized global Gehan estimator to justify the
resampling scheme. Seen from the results, SEs are very close to SDs, which indicating a
good performance of the resampling scheme for variance estimation of the `1−regularized
global Gehan estimator.
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Table 4.1 Simulation results for evaluating variable selection
based on 200 Monte Carlo data sets.
RGMSE Avg no. of zeros
Median(MAD) C I
`1 − S2 −AFT (Lasso) 0.886(0.102) 0.54 0
`1 − S4 −AFT (Lasso) 0.853(0.147) 1.14 0
`1 − S8 −AFT (Lasso) 0.765(0.235) 2.23 0
`1 − PSP −AFT (r=6)(Lasso) 0.823(0.178) 1.93 0
`1 −Glob3 −AFT (Lasso) 0.743(0.222) 1.86 0
`1 −Glob3 −AFT (ALasso) 0.539(0.187) 3.98 0
`1 −AFT (Lasso) 0.815(0.143) 1.10 0
Glob3 −AFT (Oracle) 0.336(0.172) 5 0
† Notes: (i)`1−SK−AFT , regularized stratified AFT estimator with K
strata; (ii)`1 − PSP − AFT , regularized penalized regression spline
estimator with r knots; (iii)`1 − Glob3 − AFT , regularized global
Gehan estimator obtained by minimizing (4.1); (iv)`1 − AFT , regu-
larized linear AFT model assuming a linear effect for both X and Z;
(v)Glob3 − AFT (Oracle) global Gehan estimator obtained by mini-
mizing (2.10) with true zero plugged in.
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Table 4.2 Standard deviations of the `1 regularized global Gehan estimator `1−Glob3−
AFT
(Wi +Wj), Wi ∼ Gamma(0.25, 2)
βˆ1 βˆ2 βˆ5
SD SE(std(SE)) SD SE(std(SE)) SD SE(std(SE))
`1 −Glob3 −AFT (Lasso) 0.117 0.106(0.016) 0.133 0.107(0.016) 0.120 0.106(0.017)
`1 −Glob3 −AFT (ALasso) 0.124 0.110(0.017) 0.135 0.113(0.020) 0.126 0.111(0.015)
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4.4 Application
We reconsider the real data set myeloma data set analyzed in chapter 2 and apply
the `1 regularized global Gehan method to estimate regression coefficients and select
significant variable simultaneously. The resampling method is also applied to estimate the
standard deviation of the sparsely estimated coefficients. Tables 4.3 and 4.4 summarize
the results. Figure 4.1 and 4.2 plot the variations of Lasso and Adaptive Lasso global
Gehan estimates as the tuning parameter changes.
4.4 Application 84
Table 4.3 Regression coefficients estimation based on penalized global Gehan proce-





LOGBUN -1.525 -1.290 -1.470
HGB 0.129 0.130 0.114
PLATELET 0.297 0 0
LOGWBC -0.625 0 0
FRAC -0.529 -0.307 -0.225
LOGPBM -0.203 -0.059 0
PROTEIN 0.007 0.001 0
SCALC -0.129 -0.116 -0.107
Table 4.4 Standard deviations of the regularized global Gehan estimator for myeloma
data set
SE





LOGBUN 0.357 0.329 0.328
HGB 0.078 0.054 0.057
PLATELET 0.492 0.216 0.124
LOGWBC 0.413 0.223 0.176
PRAC 0.337 0.225 0.224
LOGPBM 0.327 0.185 0.102
PROTEIN 0.028 0.015 0.005
SCALC 0.067 0.060 0.067
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Figure 4.1 Lasso paths of the regression coefficients using regularized global Gehan
method



























Figure 4.2 Alasso paths of the regression coefficients using regularized global Gehan
method






























In chapter 2, we applied the partially linear model to right censored data, focusing
on estimation of regression coefficients in the presence of a confounding factor. The pur-
pose of using the partially linear accelerated failure time model is to act as an alternative
to the widely-used partially linear proportional hazards model, yielding direct interpre-
tation for model coefficients. After reviewing the existing stratified and spline method,
we proposed a local Gehan procedure with kernel smoothing and proved the asymptotic
normality of the resulting estimator. Due to the lack of root in consistency for the local
Gehan estimator, there is a need to obtain the global ones. One global Gehan estimator
was constructed by averaging the local ones at all observed points. Another was ob-
tained via minimizing the profile Gehan loss function. The third one was the minimizer
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of global Gehan loss function with piecewise linear approximation to φ(·) plugged in.
Simulations were conducted to compare the newly proposed estimators with previously
existing estimators. Results from the simulations show that the new local Gehan proce-
dure works well and outperforms the existing ones in estimation accuracy. Similarly the
global estimator obtained by averaging the local ones also show better estimation accu-
racy. However, the global Gehan estimator obtained by minimizing (2.9) shows higher
estimation precision over all the other estimators at the cost of lower estimation accu-
racy. Furthermore, the global Gehan estimator obtained by minimizing (2.10) is shown
to be a time-efficient estimator which balances the estimation accuracy and estimation
precision. Application of these methods to the myeloma dataset yields reasonable fit.
However, further work remains to be done to detect the significant predictors.
We considered capturing the complex survival data relationship with varying co-
efficients structure in chapter 3. It is well-known that using nonparametric smoothing
in proportional hazards varying coefficients models has a long history. However, to the
best of our knowledge there is no formal work investigating model-fitting problem for
accelerated failure time model with varying coefficients. We addressed this problem both
in theory and in practice by extending the local Gehan procedure with kernel smoothing.
In theory, the asymptotic normality has been established for the estimator of varying
coefficients and the resampling scheme aimed to approximate the limiting covariance ma-
trix has been justified, under mild regular conditions. In implementation, we provided
solutions for two main difficulties, bandwidth selection and intercept estimation. For
choosing bandwidth, we proposed a censored version of K-fold cross validation approach
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but in practice used RASE as a guide to avoid computational intensification. As for the
intercept estimation, we integrated on its derivative function by trapezoidal rule. Simula-
tions were conducted to justify our methods and results showed their good performance.
Simulations show a good performance of our proposed methods. We also applied our
methods with bandwidth chosen by 5-fold cross validation to a nursing home dataset.
In Chapter 4, we continued to study the partially linear accelerated failure time
model but focus more on variable selection problem. By combining the global Gehan
loss function (2.10) with the `1 penalty, we proposed a `1−regularized global Gehan
estimator. Numerical study shows the lasso global Gehan estimator outperforms other
`1−regularized estimators with lasso penalty in terms of estimation accuracy and yields
comparable results in reducing model complexity. By replacing the lasso penalty with
adaptive lasso penalty in `1−regularized global Gehan loss function (4.1), both estimation
accuracy and model simplification were upgraded significantly. Moreover, simulation also
shows a good performance of the resampling scheme for approximating the standard error
of the `1−regularized global Gehan estimator. Nevertheless, none theoretical property




Theoretical Proof of Chapter 2
In our proofs, we will use some results on generalized U-statistic, where the kernel
function is allowed to depend on the sample size n. The generalized U-statistic has the for-
m Un = 2[n(n−1)]−1
∑∑
i<j Hn(Di, Dj), {Di}n1 is a random sample and Hn is symmet-
ric in its arguments, i.e. Hn(Di, Dj) = Hn(Dj , Di). In this paper, Di = (X
T




Define rn(Di) = E[Hn(Di, Dj)|Di], r¯n = E[rn(Di)], Uˆn = r¯n + 2n−1
∑n
i=1[rn(Di) − r¯n].
We will repeatedly use the following lemma taken from Powell, Stock and Stoker (1989).
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A.1 Lemma A.1
If E[‖Hn(Di, Dj)‖2] = o(n), then
√
n(Un − Uˆn) = op(1) and Un = r¯n + op(1).
We need the following two lemmas to prove Lemma 2.4.1. Denote
An11 = 2h


































Suppose that Condition (C1)-(C5) hold, then An → A, where A is defined in (2.14).
Proof : Calculating the expectation by conditional on Zi and Zj first, An11 becomes
2h−2
∫






Using Condition (C3), straight forward calculation gives An11 → 4f2(z0)Σ(z0).
Using Condition (C3) and notice that K(·) is symmetric, it can be shown that ATn21 =
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An12 → 0. Similarly, we have
An22 = 2
∫
(t1 − t2)2K(t1)K(t2)f(z0 + t1h)f(z0 + t2h)dt1dt2 → 4µ2f2(z0),









Under Condition (C1)-(C5), we have
γ−1n [Sn(β



















+∆j [I(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0) ≤ εi − γnα∗2(Zi − z0)/h





Since Hn(Di, Dj) = Hn(Dj , Di) then Un = 2[n(n − 1)]−1
∑∑
i 6=j Hn(Di, Dj) has the
form of a generalized U-statistic. Let






E[‖Hn(Di, Dj)‖2] ≤ 2E[‖Wn(Di, Dj)‖2] + 2E[‖Wn(Dj , Di)‖2] = 4E[‖Wn(Di, Dj)‖2]
Furthermore,
E[‖Wn(Di, Dj)‖2]







= O(h−2) = o(n),
since nh2 →∞. Thus, Un = E[Hn(Di, Dj)] + op(1), by Lemma A.1. Furthermore,
E[Hn(Di, Dj)]
= E[E(Hn(Di, Dj)|ε, U∗)]
= h−2E{
∫






K(Zi − z0h )K(Zj − z0h )
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+
∫















 (XTi −XTj ,











 (XTj −XTi , (Zj − Zi)/h)K(Zj − z0h )K(Zi − z0h )}
 β∗
α∗2





 (XTi −XTj , (Zi − Zj)/h)K(Zi − z0h )K(Zj − z0h )}
 β∗
α∗2








 (1 + o(1))
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A.4 Proof of Lemma 2.4.1
In view of Lemma A.3, it follows that
∇[γ−1n Q∗n(β∗, α∗2)−Bn(β∗, α∗2)]
= γ−1n [Sn(β




The proof follows along the same lines of the proof of Theorem A.3.7 of Hettmansperger
and Mckean (1988) using a ”diagonal subsequencing” argument and convexity.
A.5 Proof of Theorem 2.4.2
By Lemma 2.4.1, γ−1n Q∗n(v1, v2) = Bn(v1, v2) + rn(v1, v2). where rn(v1, v2) →p 0
uniformly over any bounded set. Note that γ−1n Q∗n(v1, v2) is minimized by (βˆ∗Tn , αˆ∗2n)T ,




T = −γ−2n A−1(STn1(0, 0), Sn2(0, 0))T .
We first established the asymptotic representation by following similar argument as in
Hiort and Pollard (1993).






|γ−1n Q∗n(v1, v2)−Bn(v1, v2)|,
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then Rn →p 0 as n→∞. Let (vT1 , v2)T be an arbitrary point outside the ball {(vT1 , v2)T :
‖(vT1 , v2)T − (β˜∗Tn , α˜∗2n)‖ ≤ c}, then we can write (vT1 , v2)T = (β˜∗Tn , α˜∗2n)T +`T 1d+1, where




















2n)− γ−1n Q∗n(β˜∗n, α˜∗2n).









(v1, v2) + (1− c
`






n(v1, v2)− γ−1n Q∗n(β˜∗n, α˜∗2n)]
≥ γ−1n Q∗n(β˜∗n + c12d, α˜∗2n + c)− γ−1n Q∗n(β˜∗n, α˜∗2n)
= Bn(β˜
∗
n + c12d, α˜
∗
2n + c) + rn(β˜
∗
n + c12d, α˜
∗
2n + c)−Bn(β˜∗n, α˜∗2n)− rn(β˜∗n, α˜∗2n)
≥ Tn − 2Rn
If Rn ≤ 12Tn, then γ−1n Q∗n(v1, v2) > γ−1n Q∗n(β˜∗n, α˜∗2n)] for all (vT1 , v2)T outside the ball.
This implies
if Rn ≤ 12Tn, then the minimizer of γ−1n Q∗n must be inside the ball. Thus,
P (‖(β˜∗Tn , α˜∗2n)T − (βˆ∗Tn , αˆ∗2n)T ‖ ≥ c)
≤ P (Rn ≥ 1
2
Tn) = P (Rn ≥ 1
2
λc2)→ 0.
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where λ is the smallest eigenvalue of A. Therefore, (βˆ∗Tn , αˆ∗2n)T = (β˜∗Tn , α˜∗2n)T + op(1).
This in particular implies the asymptotic representation of
√
nh(βˆ − β). We next show
the asymptotic normality of βˆ. From the asymptotic representation of
√
nh(βˆ − β), we
have
√






∆iI(εi + δi(z0) ≤ εj + δj(z0))(Xi −Xj)Kh(Zi − z0)Kh(Zj − z0)
+∆jI(εj + δj(z0) ≤ εi + δi(z0))(Xj −Xi)Kh(Zj − z0)Kh(Zi − z0)
Let us rewrite
−γ−2n Sn1(0, 0) = Sna1(0, 0) + Sna2(0, 0)
where





∆i[I(εi ≤ εj)](Xj −Xi)Kh(Zi − z0)Kh(Zj − z0)
+∆j [I(εj ≤ εi)](Xi −Xj)Kh(Zj − z0)Kh(Zi − z0)





∆i[I(εi + δi(z0) ≤ εj + δj(z0))− I(εi ≤ εj)]
(Xj −Xi)Kh(Zi − z0)Kh(Zj − z0) + ∆j [I(εj + δj(z0) ≤ εi + δi(z0))− I(εj ≤ εi)]
(Xi −Xj)Kh(Zj − z0)Kh(Zi − z0)
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where Σ(z0) = E(XiX
T
i |Zi = z0).
Note that we can write






where hn(Di, Dj) = wn(Di, Dj) + wn(Dj , Di) is symmetric with
wn(Di, Dj) = h






Similarly to the arguments in the proof of Lemma A.3, it can be shown that
E[‖hn(Di, Dj)‖2] = o(n)




i=1 rn(Di) + op(1)) since it is easy to check that r¯n = 0. We have
rn(Di) = E[hn(Di, Dj)|Di]
= E(wn(Di, Dj)|Di) + E(wn(Dj , Di)|Di)
= h−3/2(1−G(εi))K(Zi − z0
h
)∆iE{(Xj −Xi)K(Zj − z0
h




)E{∆j(Xi −Xj)K(Zj − z0
h
)|Xi, Zi, U∗i , εi}


















E(Xj |Zj = z0 + th)K(t)f(z0 + th)dt]
Under condition (C3),
E(Xi|Zi = z0) = 0,
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Since G(εi) ∼ U(0, 1), EG(εi) = 12 , E(G(εi))2 = 13 , var(G(εi)) = 112 , E(G(εi) − 1)2 =






































i |Zi = z0)ν0

















To prove the asymptotic normality of Sna1 (0, 0), it is sufficient to check the Lindeberg-
Feller condition: ∀ε > 0, n−1∑ni=1E{rn(Di)rn(Di)T I(‖rn(Di)‖ > ε√n)} → 0. This can
be easily verified by applying the dominated convergence theorem. Next we derive the
representation of Sna2(0, 0). We may write





h∗n(Di, Dj) = w
∗




w∗n(Di, Dj) = nh






So, Sna2(0, 0) has the form of U-statistics. By applying Lemma A.1, it can be shown
that
Sna2(0, 0) = E[h
∗
n(Di, Dj)] + op(1)
. Let ui =
Zi−z0
h , uj =
Zj−z0
h and ξ ∈ (0, 1), we have
δj(z0)− δi(z0)
= φ(Zj)− φ(Zi)− φ′(z0)(Zj − Zi)




(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)2h2



























(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)2(Xj −Xi)










(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)2(Xj −Xi)K(ui)K(uj)f(z0 + ujh)





∫ ∫ φ′′ (z0+uih+ξ(uj−ui)h)








o(1) + op(1) (A.3)
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A.6 Proof of asymptotic normality of αˆ2
Since
√








∆iI[(εi + δi(z0)) ≤ (εj + δj(z0))](Zi − Zj)/hKh(Zi − z0)
Kh(Zj − z0) + ∆jI[(εj + δj(z0)) ≤ (εi + δi(z0))](Zj − Zi)/hKh(Zj − z0)Kh(Zi − z0)
Let us rewrite −γ−2n Sn2(0, 0) = C1 + C2, where
C1





∆iI(εi ≤ εj)(Zj − Zi)/hKh(Zi − z0)Kh(Zj − z0)
+∆jI(εj ≤ εi)(Zi − Zj)/hKh(Zj − z0)Kh(Zi − z0)
C2





∆i[I(εi + δi(z0)) ≤ (εj + δj(z0))− I(εi ≤ εj)](Zj − Zi)/h
Kh(Zi − z0)Kh(Zj − z0) + ∆j [I(εj + δj(z0)) ≤ (εi + δi(z0))− I(εj ≤ εi)](Zi − Zj)/h
Kh(Zj − z0)Kh(Zi − z0)
As the proof for Theorem 2.4.2, we can show that
C1 → N(0, 4
3
f3(z0)υν2) (A.5)
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Next, note that we can write C2 = 2[n(n− 1)]−1
∑
i 6=j Hn(Di, Dj), where
Hn(Di, Dj) = γ
−1
n h







) + ∆j [I(εj + δj(z0)) ≤ (εi + δi(z0))− I(εj ≤ εi)]



































(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)2(Zj − Zi)/hK(ui)K(uj)











(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)3K(ui)K(uj)










(z0 + uih+ ξ(uj − ui)h)
2!
(uj − ui)3K(ui)K(uj)





∫ ∫ φ′′ (z0+uih+ξ(uj−ui)h)








o(1) + op(1) (A.6)
By A.5 and A.6, we can obtain
√
nh3[αˆ2 − φ′(z0)− ζ
2f2(z0)µ2
h2 + o(h2)]→ N(0, ν2
12τ2υf(z0)µ2
)
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A.7 Lemma A.4
If E[‖Hn(Di, Dj)‖2] = O(h−2), then
√
n(Un − Uˆn) = o(1) almost surely and Un =
r¯n + o(1) a.s.
Proof : The proof of Powell, Stock and Stoker (1989) for Lemma A.1 suggests that
E[‖Un−Uˆn‖2] = O(n−2h−2). By theorem 1.3.5 of Serfling (1980),
∑n
i=1E[‖Un−Uˆn‖2] =
O(n−1h−2) < ∞. This implies that Un − Uˆn = o(1) almost surely. The second result
follows by an application of the strong law of large numbers to Uˆn.
A.8 Proof of Theorem 2.4.3
Let β∗ and α∗ be defined the same as before. We introduce the reparametrized
objective function
Q¯∗n(β





∆i[(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))
−(εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))]−Kh(Zi − z0)Kh(Zj − z0)(Wi +Wj).
Let S¯n(β
∗, α∗) = (S¯Tn1(β∗, α∗2), S¯n2(β∗, α∗2))T=(Oβ∗Q¯∗Tn (β∗, α∗2),Oα∗2Q¯
∗
n(β
∗, α∗2))T , we can
show that S¯n(β
∗, α∗) has a similar local linear approximation as stated in Lemma A.3.
To make the proof concise, we prove this for S¯Tn1(β
∗, α∗2), where
STn1(β





∆iI[(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))](Xi −Xj)
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Kh(Zi − z0)Kh(Zj − z0)(Wi +Wj)
Let Un = γ
−1
n [S¯n1(β
∗, α∗2)−S¯n1(0, 0)] = [n(n−1)]−1
∑∑
i 6=j(Wi+Wj)Mn(Di, Dj , β
∗, α∗2),
where Mn(Di, Dj , β
∗, α∗2) =
1
2 [mn(Di, Dj , β
∗, α∗2) +mn(Dj , Di, β∗, α∗2)] and
mn(Di, Dj , β
∗, α∗2) = ∆i[I(εi − γnα∗2(Zi − z0)/h− γnβ∗TXi + δi(z0)
≤ εj − γnα∗2(Zj − z0)/h− γnβ∗TXj + δj(z0))
−I(εi + δi(z0) ≤ εj + δj(z0))]
(Xi −Xj)Kh(Zi − z0)Kh(Zj − z0)




j=1,j=iMn(Di, Dj , β
∗, α∗2)], conditional on






























Mn(Di, Dj , β
∗, α∗2)]
2.
By Lemma A.4, it can be shown that [n(n−1)]−1∑i 6=jMn(Di, Dj , β∗, α∗2) = E(Mn(Di, Dj , β∗, α∗2))+
o(1) = γnA





j=1,j 6=iMn(Di, Dj , β
∗, α∗2)]2 = o(1) almost surely. Thus for
almost surely every sequence {Di}ni=1, Un = γnA∗β∗ + op(1), where op(1) is in the
probability space generated by {Wi}ni=1. Similar to the proofs of Lemma 2.4.1 and the
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asymptotic representation in Theorem 2.4.2, we can show that for almost surely every
sequence {Di}ni=1,
√
nh( ˆ¯β − β) = −γ−2n [2τf2(z0)pΣ(z0)]−1S¯n1(0, 0) + op(1). (A.7)
where op(1) is in the probability space generated by {Wi}ni=1, and
S¯n1(0, 0) = γn[n(n− 1)]−1
∑
i 6=j
[(Wi +Wj)∆iI(εi + δi(z0) ≤ εj + δj(z0))]
(Xi −Xj)Kh(Zi − z0)Kh(Zj − z0)
The approximation (A.1) can be strengthened to almost surely convergence, i.e.,
√
nh(βˆ − β) = −γ−2n [2τf2(z0)pΣ(z0)]−1Sn1(0, 0) + o(1)a.s.. (A.8)
Combining (A.7) and (A.8), we have that for almost surely every sequence {Di}ni=1,
√
nh( ˆ¯β − βˆ) = −γ−2n [2τf2(z0)pΣ(z0)]−1[S¯n1(0, 0)− Sn1(0, 0)] + op(1).
Note that
γ−2n [S¯n1(0, 0)− Sn1(0, 0)]





) + (Wj − 1
2
)]∆i[I(εi + δi(z0) ≤ εj + δj(z0))]










[∆i[I(εi + δi(z0) ≤ εj + δj(z0))]
(Xi −Xj)Kh(Zi − z0)Kh(Zj − z0).
And E{γ−2n [S¯n1(0, 0)− Sn1(0, 0)]|{Di}ni=1} = 0. We have
Var{γ−2n [S¯n1(0, 0)− Sn1(0, 0)]|{Di}ni=1}








[∆i[I(εi + δi(z0) ≤ εj + δj(z0))]
(Xi −Xj)Kh(Zi − z0)Kh(Zj − z0)}2










[∆i[I(εi + δi(z0) ≤ εj + δj(z0))]2











[∆iI(εi + δi(z0) ≤ εj1 + δj1(z0))]
[∆iI(εi + δi(z0) ≤ εj2 + δj2(z0))](Xi −Xj1)(Xi −Xj2)T
K2((Zi − z0)/h)K((Zj1 − z0)/h)K((Zj2 − z0)/h).
Lemma A.4 can be used to show that V1 = o(1) almost surely; and a minor extension of




o(1) a.s..The asymptotic normality of γ−2n [S¯n1(0, 0)− Sn1(0, 0)] follows by showing that
the condition of Lindeberg-Feller central limit theorem for triangular arrays holds almost
surely. We have, for almost surely every sequence {Di}ni=1,




in distribution. This completes the proof of Theorem 2.4.3.
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APPENDIX B
Theoretical Proof of Chapter 3
In our proofs, we will use some results on generalized U-statistic, where the kernel
function is allowed to depend on the sample size n. The generalized U-statistic has the for-
m Un = 2[n(n−1)]−1
∑∑
i 6=j Hn(Di, Dj), {Di}n1 is a random sample and Hn is symmet-
ric in its arguments, i.e. Hn(Di, Dj) = Hn(Dj , Di). In this paper, Di = (X
T




Define rn(Di) = E[Hn(Di, Dj)|Di], r¯n = E[rn(Di)], Uˆn = r¯n + 2n−1
∑n
i=1[rn(Di) − r¯n].
We will repeatedly use the following lemma taken from Powell, Stock and Stoker (1989).
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B.1 Lemma B.1
If E[‖Hn(Di, Dj)‖2] = o(n), then
√
n(Un − Uˆn) = op(1) and Un = r¯n + op(1).
We need the following two lemmas to prove Lemma 2.4.1. Denote
An11 = 2h


































Suppose that Condition (C1)-(C5) hold, then An → A, where A is defined in (3.8).
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Using Condition (C3), straight forward calculation gives A1n11 → 4f2(z0)Σ(z0). Let
A2n11 = 2h






Using Condition (C3) and notice that K(·) is symmetric, it can be shown that A2n11 → 0.
By symmetry, A3n11 → 0. Similarly, we have
A4n11 = 2h








Thus, An11 → 4f2(z0)Σ(z0)
 Ip 0
0 µ2Ip




(t1 − t2)2K(t1)K(t2)f(z0 + t1h)f(z0 + t2h)dt1dt2 → 4f2(z0)µ2,
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B.3 Lemma B.3
Under Condition (C1)-(C5), we have
γ−1n [Sn(θ
























Since Hn(Di, Dj) = Hn(Dj , Di) then Un = 2[n(n − 1)]−1
∑∑
i 6=j Hn(Di, Dj) has the
form of a generalized U-statistic. Let
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Note that
E[‖Hn(Di, Dj)‖2] ≤ 2E[‖Wn(Di, Dj)‖2] + 2E[‖Wn(Dj , Di)‖2] = 4E[‖Wn(Di, Dj)‖2]
Furthermore,
E[‖Wn(Di, Dj)‖2]







= O(h−2) = o(n),
since nh2 →∞. Thus, Un = E[Hn(Di, Dj)] + op(1), by Lemma B.1. Furthermore,
E[Hn(Di, Dj)]
= E[E(Hn(Di, Dj)|ε, U∗)]
= h−2E{
∫






K(Zi − z0h )K(Zj − z0h )
+
∫















 (UTi −UTj ,











 (UTj −UTi , (Zj − Zi)/h)K(Zj − z0h )K(Zi − z0h )}
 β∗
α∗2
 (1 + o(1))





 (UTi −UTj , (Zi − Zj)/h)K(Zi − z0h )K(Zj − z0h )}
 β∗
α∗2








 (1 + o(1))
by Lemma B.2. Thus, we proved Lemma B.3.
B.4 Proof of Lemma 3.2.1
In view of Lemma B.3, it follows that
∇[γ−1n Q∗n(θ∗, α∗2)−Bn(θ∗, α∗2)]
= γ−1n [Sn(θ




The proof follows along the same lines of the proof of Theorem A.3.7 of Hettmansperger
and Mckean (1988) using a ”diagonal subsequencing” argument and convexity.
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B.5 Proof of Theorem 3.2.2
By Lemma 3.2.1, γ−1n Q∗n(v1, v2) = Bn(v1, v2) + rn(v1, v2). where rn(v1, v2) →p 0
uniformly over any bounded set. Note that γ−1n Q∗n(v1, v2) is minimized by (θˆ∗Tn , αˆ∗2n)T ,




T = −γ−2n A−1(STn1(0, 0), Sn2(0, 0))T .









This implies the asymptotic representation (3.9). We next show the asymptotic normality
of aˆ(z0). From (3.9), we have
√
nh(aˆ(z0)− a(z0)) = −γ−2n [4τυf2(z0)pΣ(z0)]−1Sn11(0, 0) + op(1), (B.1)
where
Sn11(0, 0) = 2γn[n(n− 1)]−1
∑
i 6=j
∆iI(εi + δi(z0) ≤ εj + δj(z0))(Xi −Xj)Kh(Zi − z0)
Kh(Zj − z0) + ∆jI(εj + δj(z0) ≤ εi + δi(z0))(Xj −Xi)Kh(Zj − z0)Kh(Zi − z0)
Thus, we can write −γ−2n Sn11(0, 0) = Sna1(0, 0) + Sna2(0, 0), where





∆i[I(εi ≤ εj)](Xj −Xi)Kh(Zi − z0)Kh(Zj − z0)
+∆j [I(εj ≤ εi)](Xi −Xj)Kh(Zj − z0)Kh(Zi − z0)
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∆i[I(εi + δi(z0) ≤ εj + δj(z0))− I(εi ≤ εj)]
(Xj −Xi)Kh(Zi − z0)Kh(Zj − z0) + ∆j [I(εj + δj(z0) ≤ εi + δi(z0))
−I(εj ≤ εi)](Xi −Xj)Kh(Zj − z0)Kh(Zi − z0)






where Σ(z0) = E(XiX
T
i |Zi = z0).
Note that we can write






where hn(Di, Dj) = wn(Di, Dj) + wn(Dj , Di) is symmetric with
wn(Di, Dj) = h






Similarly to the arguments in the proof of Lemma B.3, it can be shown that
E[‖hn(Di, Dj)‖2] = o(n)




i=1 rn(Di) + op(1)) since it is easy to check that r¯n = 0. We have
rn(Di) = E[hn(Di, Dj)|Di]
= E(wn(Di, Dj)|Di) + E(wn(Dj , Di)|Di)
= h−3/2(1−G(εi))K(Zi − z0
h
)∆iE{(Xj −Xi)K(Zj − z0
h




)E{∆j(Xi −Xj)K(Zj − z0
h
)|Xi, Zi, U∗i , εi}
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−
∫











E(Xj |Zj = z0 + th)K(t)f(z0 + th)dt]
Under condition (C3),
E(Xi|Zi = z0) = 0,
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Since G(εi) ∼ U(0, 1), EG(εi) = 12 , E(G(εi))2 = 13 , var(G(εi)) = 112 , E(G(εi) − 1)2 =























































To prove the asymptotic normality of Sna1 (0, 0), it is sufficient to check the Lindeberg-
Feller condition: ∀ε > 0, n−1∑ni=1E{rn(Di)rn(Di)T I(‖rn(Di)‖ > ε√n)} → 0. This
can be easily verified by applying the dominated convergence theorem. However, the
asymptotic representation of Sna2(0, 0) is slightly different with that in the proof of






(z0) + o(1)] + op(1). (B.3)
We may write
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where
h∗n(Di, Dj) = w
∗




w∗n(Di, Dj) = nh






By applying Lemma B.1, it can be shown that Sna2(0, 0) = E[h
∗











[(Zj − z0)2 − (Zi − z0)2]φ′′(z0)
= o((Zj − z0)2) + o((Zj − z0)2).

























This proves (B.3). By combining (B.2) and (B.3) and using the approximation given in
(B.1), we obtain (3.10).
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B.6 Lemma B.4
If E[‖Hn(Di, Dj)‖2] = O(h−2), then
√
n(Un − Uˆn) = o(1) almost surely and Un =
r¯n + o(1) a.s.
Proof : The proof of Powell, Stock and Stoker (1989) for Lemma A.1 suggests that
E[‖Un−Uˆn‖2] = O(n−2h−2). By theorem 1.3.5 of Serfling (1980),
∑n
i=1E[‖Un−Uˆn‖2] =
O(n−1h−2) < ∞. This implies that Un − Uˆn = o(1) almost surely. The second result
follows by an application of the strong law of large numbers to Uˆn.
B.7 Proof of Theorem 3.2.3
Let θ∗ and α∗ be defined the same as before. We introduce the reparametrized
objective function
Q¯∗n(θ





∆i[(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))
−(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))]−Kh(Zi − z0)Kh(Zj − z0)(Wi +Wj).
+∆j [(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
−(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))]−Kh(Zj − z0)Kh(Zi − z0)(Wj +Wi).
Let S¯n(θ
∗, α∗2) = (S¯Tn1(θ∗, α∗2), S¯n2(θ∗, α∗2))T=(Oθ∗Q¯∗Tn (θ∗, α∗2),Oα∗2Q¯
∗
n(θ
∗, α∗2))T , we can
show that S¯n(θ
∗, α∗2) has a similar local linear approximation as stated in Lemma B.3.
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∆iI[(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))
≤ (εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))](Ui −Uj)Kh(Zi − z0)Kh(Zj − z0)
(Wi +Wj) + ∆jI[(εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
≤ (εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0))](Uj −Ui)
Kh(Zj − z0)Kh(Zi − z0)(Wj +Wi)
Let Un = γ
−1
n [S¯n1(θ
∗, α∗2)−S¯n1(0, 0)] = 2[n(n−1)]−1
∑∑
i 6=j(Wi+Wj)Mn(Di, Dj , θ
∗, α∗2),
where Mn(Di, Dj , θ
∗, α∗2) = [mn(Di, Dj , θ∗, α∗2) +mn(Dj , Di, θ∗, α∗2)] and
mn(Di, Dj , θ
∗, α∗2) = ∆i[I(εi − γnα∗2(Zi − z0)/h− γnθ∗TUi + δi(z0)
≤ εj − γnα∗2(Zj − z0)/h− γnθ∗TUj + δj(z0))
−I(εi + δi(z0) ≤ εj + δj(z0))]
(Ui −Uj)Kh(Zi − z0)Kh(Zj − z0)




j=1,j 6=iMn(Di, Dj , θ
∗, α∗2)], conditional on






























Mn(Di, Dj , θ
∗, α∗2)]
2.
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Mn(Di, Dj , θ
∗, α∗2) = E(Mn(Di, Dj , θ
∗, α∗2)) + o(1) = γnA
∗θ∗ + o(1)
almost surely, where
A∗ = 4τυf2(z0)diag(Ip, µ2Ip)
⊗
Σ(z0).




j=1,j 6=iMn(Di, Dj , θ
∗, α∗2)]2 = o(1)
almost surely. Thus for almost surely every sequence {Di}ni=1, Un = γnA∗θ∗ + op(1),
where op(1) is in the probability space generated by {Wi}ni=1. Similar to the proofs of
Lemma 3.2.1 and the asymptotic representation in Theorem 3.2.2, we can show that for
almost surely every sequence {Di}ni=1,
√
nh(ˆ¯a(z0)− a(z0)) = −γ−2n [4τυf2(z0)Σ(z0)]−1S¯n11(0, 0) + op(1), (B.4)
where op(1) is in the probability space generated by {Wi}ni=1, and
S¯n11(0, 0) = 2γn[n(n− 1)]−1
∑
i 6=j
(Wi +Wj)[(∆iI(εi + δi(z0) ≤ εj + δj(z0)))(Xi −Xj)
+(∆jI(εj + δj(z0) ≤ εi + δi(z0)))(Xj −Xi)]Kh(Zj − z0)Kh(Zi − z0)
The approximation (B.1) can be strengthened to almost surely convergence, i.e.,
√
nh(aˆ(z0)− a(z0)) = −γ−2n [4τυf2(z0)Σ(z0)]−1Sn11(0, 0) + op(1), a.s. (B.5)
Combining (B.4) and (B.5), we have that for almost surely every sequence {Di}ni=1,
√
nh(ˆ¯a(z0)− aˆ(z0)) = −γ−2n [4τυf2(z0)Σ(z0)]−1[S¯n11(0, 0)− Sn11(0, 0)] + op(1).
Note that
γ−2n [S¯n11(0, 0)− Sn11(0, 0)]
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) + (Wj − 1
2
)][(∆iI(εi + δi(z0) ≤ εj + δj(z0)))(Xi −Xj)










[∆i(I(εi + δi(z0) ≤ εj + δj(z0)))(Xi −Xj)
+(∆jI(εj + δj(z0) ≤ εi + δi(z0)))(Xj −Xi)]Kh(Zi − z0)Kh(Zj − z0).
And E{γ−2n [S¯n11(0, 0)− Sn11(0, 0)]|{Di}ni=1} = 0. We have








[∆iI(εi + δi(z0) ≤ εj + δj(z0))(Xi −Xj)
+∆jI(εj + δj(z0) ≤ εi + δi(z0))(Xj −Xi)]Kh(Zi − z0)Kh(Zj − z0)}2










[∆i[I(εi + δi(z0) ≤ εj + δj(z0))]2









[∆j [I(εj + δj(z0) ≤ εi + δi(z0))]2











[∆iI(εi + δi(z0) ≤ εj1 + δj1(z0))(Xi −Xj1)
+∆j1I(εj1 + δj1(z0) ≤ εi + δi(z0))(Xj1 −Xi)]
[∆iI(εi + δi(z0) ≤ εj2 + δj2(z0))(Xi −Xj2)
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+∆j2I(εj2 + δj2(z0) ≤ εi + δi(z0))(Xj2 −Xi)]
K2((Zi − z0)/h)K((Zj1 − z0)/h)K((Zj2 − z0)/h).
Lemma B.4 can be used to show that V1 = o(1) almost surely and V2 = o(1) almost
surely; and a minor extension of Lemma B.4 to third-order U-statistic can be used to
show that V3 =
4
3f
3(z0)ν0υΣ(z0)+o(1) a.s..The asymptotic normality of γ
−2
n [S¯n11(0, 0)−
Sn11(0, 0)] follows by showing that the condition of Lindeberg-Feller central limit theorem
for triangular arrays holds almost surely. We have, for almost surely every sequence
{Di}ni=1,




in distribution. This proves the Theorem 3.2.3.
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