Abstract. We study numerically the time-independent vector Gross-Pitaevskii equations (VGPEs) for ground states and time-dependent VGPEs with (or without) an external driven field for dynamics describing a multicomponent Bose-Einstein condensate (BEC) at zero or a very low temperature. In preparation for the numerics, we scale the three-dimensional (3d) VGPEs, approximately reduce it to lower dimensions, present a continuous normalized gradient flow (CNGF) to compute ground states of multicomponent BEC, prove energy diminishing of the CNGF, which provides a mathematical justification, and discretize it by the backward Euler finite difference (BEFD), which is monotone in linear and nonlinear cases and preserves energy diminishing property in the linear case. Then we use a time-splitting sine-spectral (TSSP) method to discretize the time-dependent VGPEs with an external driven field for computing dynamics of multicomponent BEC. The merits of the TSSP method for VGPEs are that it is explicit, unconditionally stable, time reversible and time transverse invariant if the VGPEs is, has "good" resolution in the semiclassical regime, is of spectral-order accuracy in space and second-order accuracy in time, and conserves the total particle number in the discretized level. Extensive numerical examples in three dimensions for ground states and dynamics of multicomponent BEC are presented to demonstrate the power of the numerical methods and to discuss the physics of multicomponent BEC. 1. Introduction. Since its realization in dilute bosonic atomic gases [2, 12], Bose-Einstein condensation (BEC) of alkali atoms and hydrogen has been produced and studied extensively in the laboratory [26] , and has afforded an intriguing glimpse into the macroscopic quantum world. In view of potential applications, such as the generation of bright beams of coherent matter waves (atom laser), a central goal has been the formation of condensate with the number of atoms as large as possible. It is thus of particular interest to study a scenario where this goal is achieved by uniting two (or more) independently grown condensates to form one large single condensate. The first experiment involving the uniting of multicomponent BEC was performed with atoms evaporately cooled in the |F = 2, m f = 2 and |1, −1 spin states of 87 Rb [36] . Physically speaking, two independently formed condensates are characterized by a random relative phase of their macroscopic wave functions. A "fusing" of two condensates thus amounts to locking the relative phase in a dissipative process. Currently, there are two typical ways to lock the relative phase: (i) an external driven field [36] and (ii) an internal atomic Josephson junction [28] . In fact, recent experimental advances in exploration of systems of uniting two or more condensates, e.g., in a magnetic trap in rubidium [36] and subsequently in an optical trap in sodium [43] , have spurred great excitement in the atomic physics community and renewed interest
Introduction.
Since its realization in dilute bosonic atomic gases [2, 12] , Bose-Einstein condensation (BEC) of alkali atoms and hydrogen has been produced and studied extensively in the laboratory [26] , and has afforded an intriguing glimpse into the macroscopic quantum world. In view of potential applications, such as the generation of bright beams of coherent matter waves (atom laser), a central goal has been the formation of condensate with the number of atoms as large as possible. It is thus of particular interest to study a scenario where this goal is achieved by uniting two (or more) independently grown condensates to form one large single condensate. The first experiment involving the uniting of multicomponent BEC was performed with atoms evaporately cooled in the |F = 2, m f = 2 and |1, −1 spin states of 87 Rb [36] . Physically speaking, two independently formed condensates are characterized by a random relative phase of their macroscopic wave functions. A "fusing" of two condensates thus amounts to locking the relative phase in a dissipative process. Currently, there are two typical ways to lock the relative phase: (i) an external driven field [36] and (ii) an internal atomic Josephson junction [28] . In fact, recent experimental advances in exploration of systems of uniting two or more condensates, e.g., in a magnetic trap in rubidium [36] and subsequently in an optical trap in sodium [43] , have spurred great excitement in the atomic physics community and renewed interest in studying the ground states and dynamics of multicomponent BEC [26, 17, 28, 19] .
Theoretical treatment of such systems began in the context of superfluid helium mixtures and spinpolarized hydrogen [41] , and has now been extended to BEC in the alkalis [27, 22, 32, 38] . Theoretical predications of properties of uniting two or more condensates, e.g., density profile, dynamics of interacting BEC condensates [24] , motional damping [28] , and formation of vortices [29, 30, 33] , can now be compared with experimental data [26, 3] . Needless to say, this dramatic progress on the experimental front has stimulated a wave of activity on both the theoretical and the numerical front. In fact, the properties of uniting two or more BEC states at temperatures T much smaller than the critical condensation temperature T c [31] are usually modeled by the vector Gross-Pitaevskii equations (VGPEs) for the macroscopic vector wave function [37, 31] with either an external driven field [26] or an internal atomic Josephson junction [28] . Note that equations very similar to the VGPEs also appear in nonlinear optics where indices of refraction, which depend on the light intensity, lead to nonlinear terms like those encountered in VGPEs.
There have been extensive numerical studies of the time-independent GrossPitaevskii equation (GPE) for ground states and the time-dependent GPE for dynamics of single-component BEC. For computing ground states of BEC, Bao and Du [4] presented a continuous normalized gradient flow (CNGF), proved energy diminishing, and discretized it by a backward Euler finite difference (BEFD) method; Bao and Tang [11] proposed a method which can be used to compute the ground and excited states via directly minimizing the energy functional; Edwards and Burnett [21] introduced a Runge-Kutta-type method. Other methods include an explicit imaginary-time algorithm used in [1] and [18] , a direct inversion in the iterated subspace (DIIS) used in Schneider and Feder [40] , and a simple analytical-type method proposed by Dodd [20] . For numerical solutions of the time-dependent GPE for finding dynamics of BEC, Bao, Jaksch, and Markowich [6] presented a time-splitting sine-spectral (TSSP) method; Ruprecht et al. [39] used the Crank-Nicolson finite difference method; Cerimele et al. [15] and Cerimele, Pistella, and Succi [16] proposed a particle-inspired scheme. Up to now, there have been only a few numerical simulations on multicomponent BEC [28, 17, 23] .
In this paper, we take the three-dimensional (3d) VGPEs with an external driven field for multicomponent BEC, make it dimensionless, approximately reduce it to a two-dimensional (2d) VGPEs and a one-dimensional (1d) VGPEs in certain limits, and discuss the approximate ground state solution of VGPEs in a (very) weak interaction regime. Then we present a CNGF to compute ground states of multicomponent BEC, prove energy diminishing of the CNGF, which provides a mathematical justification, and discretize it by the backward Euler finite difference (BEFD), which is monotone in linear and nonlinear cases and preserves energy diminishing property in the linear case. At last, we use a TSSP method, which was studied in Bao, Jin, and Markowich [8, 9] for the nonlinear Schrödinger equation (NLS) in the semiclassical regime and used for the GPE of single-component BEC [6] , the damped GPE for collapse and explosion of BEC [5, 7] , and the Zakharov system for plasma physics [10] , to discretize the time-dependent VGPEs with an external driven field for computing dynamics of multicomponent BEC. The merits of the TSSP method for VGPEs are that it is explicit, unconditionally stable, easy to program, requires less memory, is time reversible and time transverse invariant if the VGPEs is, has "good" resolution in the semiclassical regime, is of spectral-order accuracy in space and second-order accuracy in time, and conserves the total particle number in the discretized level. Extensive numerical examples in three dimensions for ground states and dynamics of multicomponent BEC are presented to demonstrate the power of the numerical methods.
The paper is organized as follows. In section 2 we start out with the 3d VGPEs with an external driven field, make it dimensionless, and show how to reduce it to lower dimensions. In section 3 we give the approximate ground state solution in a (very) weak interaction regime, present a CNGF to compute ground states of multicomponent BEC, prove energy diminishing of the CNGF, discretize it by the BEFD, as well as apply the CNGF and its BEFD discretization to a nonlinear two-state model for vortex states dynamics in BEC. In section 4, we present the TSSP method for the VGPEs with an external driven field. In section 5 numerical tests of the VGPEs for ground states and dynamics of multicomponent BEC are presented. In section 6 a summary is given. Throughout, we adopt the standard l 2 -norm of vectors, matrices, and · as the standard L 2 -norm for functions, as well as the * operator which is used in Matlab for two vectors
2. VGPEs. At temperatures T much smaller than the critical temperature T c [31] , a BEC for M components with an external driven field is well described by the macroscopic vector wave function Ψ = Ψ(
T whose evolution is governed by a self-consistent, mean-field VGPEs [25, 37] . If the harmonic trap potential is considered, the VGPEs become
T is the spatial coordinate vector, m is the atomic mass, = 1.05 × 10 −34 [J s] is the Planck constant,f (t) is a given real-valued scalar function,
T is the harmonic trap potential, i.e.,
with (x 0,j ,ŷ 0,j ,ẑ 0,j ) T and ω x,j , ω y,j , ω z,j the center and trap frequencies in x-, y-, and z-direction, respectively, of the jth (j = 1, . . . , M) component. For the following we assume (without loss of generality)
T models the interaction, i.e.,
with a jl = a lj the s-wave scattering length between the jth and lth component (positive for repulsive interaction and negative for attractive interaction, j, l = 1, . .
. , M).
It is necessary to ensure that the vector wave function is properly normalized. Specifically, we require
where N 0 j is the number of particles of the jth (j = 1, . . . , M) component at time t = 0.
Dimensionless VGPEs.
In order to scale the VGPEs (2.1), we introducẽ
where a 0 is the length of the harmonic oscillator ground state. In fact, here we choose 1/ω x,1 and a 0 as the dimensionless time and length units, respectively. Plugging (2.3) into (2.1), multiplying by
to the jth (j = 1, . . . , M) equation, and then removing all˜, we obtain the following dimensionless VGPEs in three dimensions with an external driven field:
where f (t) =f (t/ω x,1 ) /ω x,1 , and
There are two extreme regimes: One is when β = max 1≤j,l≤M |β jl | 1 (⇐⇒ |β jl | 1 for all j, l = 1, . . . , M); then the system (2.4) describes a weakly interacting condensation. The other one is when β 1; then (2.4) corresponds to a strongly interacting condensation or to the semiclassical regime or the Thomas-Fermi regime. In fact, in practice, each β jl may range from 0 to thousands due to different numbers of particles in different components. Furthermore, each γ x,j , γ y,j , and γ z,j may range from 1 to thousands, especially in disk-shaped or cigar-shaped condensation, due to the different ratio between the trap frequencies in experiments. Thus this is really a multiscale problem.
Reduction to lower dimensions.
In the following two cases, the 3d VGPEs (2.4) without an external driven field, i.e., f ≡ 0, can approximately be reduced to two dimensions or even one dimension. In the case (disk-shaped condensation)
the 3d VGPEs (2.4) can be reduced to 2d VGPEs with x = (x, y) T by assuming that the time evolution does not cause excitations along the z-axis since they have large energy of approximately ω z,j compared to excitations along the x-and y-axis with energies of about ω x,1 . Thus we may assume that the condensate wave function along the z-axis is always well described by the ground state wave function and set
, 1 ≤ j ≤ M . Plugging (2.5) into (2.4), then * both sides by Ψ * ho (z) (g * denotes the conjugate of a function g), integrating with respect to z over (−∞, ∞), we get
where
Since this VGPEs is time transverse invariant, we can replace Ψ 2 → Ψ 2 * e −iCt/2 , which drops the constant vector C in the trap potential, and obtain the 2d VGPEs with Ψ = Ψ 2 and x = (x, y) T :
The observables are not affected by this.
Similarly in the case (cigar-shaped condensation)
the 3d VGPEs (2.4) can be reduced to 1d VGPEs with x = x. Similarly to the 2d case, we derive the 1d VGPEs:
In fact, the 3d VGPEs (2.4), 2d VGPEs (2.7), and 1d VGPEs (2.8) with an external driven field can be written in a unified way:
The VGPEs (2.9) conserves the normalization of the vector wave function or the total number of particles:
When there is no external driven field, i.e., f ≡ 0 in (2.9), the VGPEs (2.9) is time reversible, time transverse invariant, and conserves the normalization of the wave function for each component or the number of particles of each component,
and the energy,
Ground state solution.
To find a stationary solution of (2.9) without an external driven field, i.e., f ≡ 0, we write
T is the chemical potential vector of the multicomponent con-
T is a real-valued vector function independent of time. Inserting (3.1) into (2.9) gives the following equations for (U, Φ):
under the normalization condition
This is a nonlinear eigenvalue problem under the constraint (3.3), and any eigenvalue vector U can be computed from its corresponding eigenfunction vector Φ by
It is easy to see that critical points of the energy functional E β (Φ) under the constraint (3.3) are eigenfunctions of the nonlinear eigenvalue problem (3.2) under the constraint (3.3) and vice versa. In fact, (3.2) can be viewed as the Euler-Lagrange equations of the energy functional E β (Φ) under the constraint (3.3). The multicomponent BEC ground state solution Φ g (x) is found by minimizing the energy E β (Φ) under the constraint (3.3), i.e.,
where the set U is defined as
In nonrotating multicomponent BEC, the minimization problem (3.5) has a unique real-valued nonnegative ground state solution Φ g (x) > 0 for x ∈ R d [35] . When M = 1, i.e., single-component BEC, the minimizer of (3.5) was computed either by a CNGF [4] , by directly minimizing the energy functional [11] , or by the imaginary time method [1, 18] , etc. Here we extend the CNGF and its discretization for computing ground state solution from single-component BEC to multicomponent BEC.
CNGF and energy diminishing. Consider the following CNGF:
In fact, the right-hand side of (3.6) is the same as (3.2) if we view U Φ (t) as a Lagrange multiplier for the constraint (3.3). Furthermore, as observed in [4] for singlecomponent BEC, the solution of (3.6) also satisfies the following theorem.
is normalization conservation and energy diminishing, i.e.,
which in turn implies
Proof. Multiplying the jth (j = 1, . . . , M) equation in (3.6) by φ j , integrating over R d , integrating by parts and noticing (3.8), we obtain
This implies the normalization conservation (3.9).
Next, direct calculation shows
since µ Φ,j (t) (j = 1, . . . , M) are always real and
due to the normalization conservation. Thus, we easily get
for the solution of (3.6).
Using an argument similar to that in [42] , we may also get that as t → ∞, Φ approaches a steady state solution which is a critical point of the energy. In nonrotating multicomponent BEC, it has a unique real-valued nonnegative ground state solution Φ g (x) ≥ 0 for all x ∈ R d [35] . We choose the initial data Φ 0 (x) ≥ 0 for x ∈ R d , e.g., the approximate ground state solution (3.30) in weakly interacting multicomponent BEC. Under this kind of initial data, the ground state solution Φ g and its corresponding chemical potential U g can be obtained from the steady state solution of the CNGF (3.6)-(3.7), i.e.,
3.2. Projection. When one wants to evolve the CNGF (3.6)-(3.7) numerically, it is natural to consider the following projection (or splitting) scheme, which was widely used in physical literatures for computing the ground state solution of singlecomponent BEC [4] by constructing a time sequence 0 = t 0 < t 1 < t 2 < · · · < t n < · · · with t n = n k and k > 0 time step:
Φ(x, t) and φ 0,j = 1 (j = 1, . . . , M). In fact, the gradient flow (3.14) can be viewed as applying the steepest descent method to the minimization problem (3.5) by ignoring the constraint Φ ∈ U and the normalization step (3.15) projecting back to the set U. The gradient flow (3.14) can also be viewed as applying an imaginary time (i.e., t → −it) in (2.9). The normalized step (3.15) is equivalent to solving the following ODE system exactly:
Thus the gradient flow with projection can be viewed as a first-order splitting method for the following continuous gradient flow with discontinuous coefficients:
Letting k → 0 and noting (3.19) , (3.8) , and (3.14), we get
t≥ 0, (3.22) which implies that the problem of (3.20), (3.21) collapses to (3.14), (3.15) as k → 0. Furthermore, using Theorem 2.1 in [4] , we get immediately the following theorem.
, the gradient flow with projection (3.14)-(3.16) is energy diminishing under any time step k and initial data Φ 0 , i.e.,
3.3. Backward Euler finite difference (BEFD) discretization. In this subsection, we present a full discretization of the gradient flow with projection (3.14), (3.15) by the BEFD which was proposed in [4] for discretizing a CNGF for singlecomponent BEC.
For simplicity of notation we shall introduce the method for the case of one spatial dimension (d = 1) with homogeneous Dirichlet boundary conditions. Generalizations to d > 1 are straightforward for tensor product grids, and the results remain valid without modifications. For d = 1, the problem becomes
We choose the spatial mesh size h = ∆x > 0 with h = (b − a)/N and N an even positive integer and define grid points by
T . Here we use the backward Euler for time discretization and second-order centered finite difference for spatial derivatives for the gradient flow (3.14). The detail scheme is
It is easy to see that the discretizetion BEFD (3.27) is monotone for any time step k > 0 when V 1 (x) ≥ 0 and β jl ≥ 0 (j, l = 1, . . . , M). Furthermore, similar to the proof of Theorem 3.1 in [4] , we can prove the BEFD normalized flow (3.27) is energy diminishing for any time step k > 0 when V 1 (x) ≥ 0 and β jl = 0 (j, l = 1, . . . , M). .2)) and find the linear vector Schrödinger equations with the harmonic oscillator potentials,
under the normalization condition (3.3). The ground state solution of (3.28) is [34] 
It can be viewed as an approximate ground state solution of (3.2) in the case of a weakly interacting multicomponent BEC. This approximate ground state can be used as initial data in the CNGF (3.6), or (3.14) and (3.15), or (3.20) for computing the ground state solution of multicomponent BEC when β jl = 0.
3.5.
Application to a two-state model. The CNGF and its BEFD discretization for multicomponent BEC can be applied to compute coupled basis wavefunctions with the lowest energy of the nonlinear two-state model used in [13, 14] for studying vortex dynamics in single-component BEC with (or without) an external rotation. For the convenience of the reader, here we briefly review the derivation of the nonlinear two-state model from the Gross-Pitaevskii equation (GPE). Consider the dimensionless GPE for BEC in two dimensions with radial symmetry [4, 11, 6] :
where (r, θ) is the polar coordinate, ψ(r, θ, t) is the macroscopic wave function for the condensate, and β is a parameter that models the interaction. In order to represent the condensate mean-field wavefunction ψ by the superposition of a symmetric component φ s and a vortex component φ v e iθ , we take the ansatz
where a s and a v are the complex amplitudes of the symmetric and vortex components, respectively. The vortex fraction is 0 ≤ n v = |a v | 2 ≤ 1, and the symmetric fraction is n s = |a s | 2 = 1−n v . The φ s and φ v are real nonnegative functions, and are normalized to unity, i.e.,
Plugging (3.32) into (3.31), multiplying both sides by 1 and e −iθ , respectively, and then integrating over R 2 (see details in [13] ), we get the following nonlinear two-state model:
where the factor F = 1 but can be adjusted in some cases. In order to study vortex dynamics in BEC through the two-state model (3.34), (3.35) [13, 14] , one needs to find the coupled basis wavefunctions φ s (r; n v ) and φ v (r; n v ) for any given 0 ≤ n v ≤ 1 by minimizing the energy E(φ s , φ v ) defined as
under the constraint (3.33). The CNGF for computing the above minimizer is 
If we choose the initial data φ s,0 (r) ≥ 0 and φ v,0 (r) ≥ 0 for 0 ≤ r < ∞, e.g., φ s,0 (r) = 
The BEFD discretization scheme introduced in section 3.3 can be easily extended to discretize the CNGF (3.37)-(3.40). We omitted the details here. [14] in three dimensions with cylindrical symmetry.
Remark 3.2. The normalized gradient flow and its BEFD discretization for the two-state model in two dimensions with radial symmetry can be easily extended to the two-state model in

TSSP method for dynamics.
In this section we present a TSSP method for the VGPEs (2.9) with (or without) an external driven field for dynamics of multicomponent BEC. For simplicity of notation we shall introduce the method in one space dimension (d = 1). Generalizations to d > 1 are straightforward for tensor product grids, and the results remain valid without modifications. For d = 1, the equations (2.4) with homogeneous Dirichlet boundary conditions become
T . From time t = t n to t = t n+1 , the VGPEs (4.1) is solved in three splitting steps. One solves first
for the time step of length k, followed by solving
for the same time step, and then by solving
Equation (4.4) will be discretized in space by the sine-spectral method and integrated in time exactly. For t ∈ [t n , t n+1 ], the ODE system (4.5) leaves |ψ j (x, t)| (j = 1, . . . , M) invariant in t and therefore becomes
and thus can be integrated exactly. The solution of (4.7) is
For t ∈ [t n , t n+1 ], the ODE system (4.6) can be solved exactly too sinceB is a real and symmetric matrix. After a simple computation, the solution of the ODE system (4.6) is
where P is an orthonormal real matrix and
T . From time t = t n to t = t n+1 , we combine the splitting steps via the standard second-order splitting:
, the sine coefficients of Ψ with Ψ 0 = Ψ N = 0, are defined as
The overall time discretization error comes solely from the splitting, which is second order in k, and the spatial discretization is of spectral (i.e., "infinite") order of accuracy. It is time reversible and time transverse invariant if the VGPEs (2.4) is, i.e., f ≡ 0. Furthermore, for the stability of the TSSP (4.10), we have the following lemma, which shows that the total number of particles in the multicomponent BEC is conserved for any given real-valued external driven field f , and the number of particles of each component is conserved when there is no external driven field, i.e., f ≡ 0.
Lemma 4.1. The TSSP method (4.10) is unconditionally stable and conserves the total number of particles in the multicomponent BEC. In fact, for every mesh size h > 0 and time step k > 0,
Furthermore, when f ≡ 0 in (4.1), i.e., without an external driven field, we have
Proof. From (4.12), noting (4.10), the Parseval equality, we get
The conservation (4.12) is obtained from (4.14) by induction. When f ≡ 0, the proof of (4.13) follows the line of the analogous result for the linear Schrödinger equation by time-splitting Fourier-spectral approximation in [8, 5] . 
Numerical results.
In this section we report the coupled basis wavefunctions with the lowest energy of a two-state model and ground states of multicomponent BEC by using CNGF and its BEFD discretization, and dynamics of multicomponent BEC by using the TSSP method. Furthermore, we also give a physical discussion on our numerical results. Figure 1 shows the coupled basis wavefunctions φ s,g (r) and φ v,g (r) for different vortex fraction 0 ≤ n v ≤ 1, and Figure 2 shows surface plots of the atomic density function |ψ| From Table 5 .1 and Figures 1 and 2 , we can see that when the vortex state fraction n v increases from 0 to 1, the central value of the symmetric state φ s (0) and the total energy E g increase, while chemical potentials of the symmetric state µ s and vortex state µ v increase and decrease, respectively; the atomic density function |ψ| 2 changes from ground state (cf. Figure 2(a) ) to vortex state (cf. Figure 2(f) ).
Example 2. Ground state of two-component BEC in three dimensions with dynamically stable intercomponent interaction; i.e., a 11 > 0, a 22 > 0, and a 11 a 22 −a Figure 3 shows the ground state condensate wave functions for Case I. Furthermore, Table 5 .3 and Figure 4 show similar results for Case II. Figures 3 and 4 , we can see that when the number of particles of the two components are the same, i.e., N Figure 5 shows the ground state condensate wave functions for Case I. Furthermore, Table 5 .5 and Figure 6 show similar results for Case II and Table 5 .6 and Figure 7 for Case III.
From Tables 5.4-5.6 and Figures 5-7 , we can have the following observations: (i) In Case I, the trap potentials for the two components are the same when the fraction of the number of particles in the first component, i.e., N 0 1 /N 0 , increases, the energy E g increases, and the chemical potentials for the two components, µ g,1 and µ g,2 , increases and decreases, respectively. The reason for this is due to a 11 > a 22 . Furthermore, we observe a crater in the density function of the first component, corresponding to a shell in which the second component resides (cf. Figures 5(e)-(f) ). This confirms the experimental results (cf. Figure 1 in [26] ) and theoretical results (a) in spherical symmetry case [44] . (ii) In Case II, when the distance between the center of the trap potentials for the two components, i.e.,ẑ 0,1 −ẑ 0,2 , increases, the energy E g and chemical potentials for the two components, µ g,1 and µ g,2 , decrease. Furthermore, the bigger the distance, the more separation in the density functions of the two components (cf. Figure 6 ). (iii) The above observation (i) also holds for Case III except that the crater in the density function for the first component almost disappears (cf. Figure 7 ). This is due to the separation of the centers of the trap potentials for the two components.
Example 4. Dynamics of two-component BEC in three dimensions with dynamically unstable intercomponent interaction; i.e., a 11 > 0, a 22 > 0, and a 11 a 22 − a The general form of time evolution on the number of particles in the two components is similar for different external driven field frequency Ω. When Ω is small, the number of particles in the first component, i.e., N 0 1 ψ 1 2 , increases, attains its peak, and then decreases; the pattern for N 0 2 ψ 2 2 is the opposite (cf. Figure 8(a) ), which is due to the total number of particles in the two components being conserved. When Ω becomes bigger, the pattern of N 0 1 ψ 1 2 oscillates for some time period, attains its absolute peak, and then oscillates again (cf. Figure 8(b) ). Initially, the density functions for the two components are well separated (cf. Figure 9 , first row); around at time t = 3.4, the number of particles in the first component attains its maximum and a bigger condensate (approximately 52% bigger in terms of the number of particles for the first component than that initially at time t = 0) is generated (cf. Figures 8(b)  and 9 ). When Ω becomes very big, similar pattern of N 0 1 ψ 1 2 is observed. In fact, the bigger Ω is, the faster oscillation in the pattern of the number of particles in the condensates (cf. Figures 8(a)-(c) ).
Conclusions.
The ground states and dynamics of multicomponent BEC at temperature T much smaller than the critical condensate temperature T c are studied numerically by using the time-independent VGPEs and time-dependent VGPEs with (or without) an external driven field, respectively. We started with the 3d VGPEs, scaled it to obtain a dimensionless VGPEs, and showed how to approximately reduce it to a 2d VGPEs and a 1d VGPEs in certain limits. We provided the approximate ground state solution of the VGPEs in the (very) weakly interacting condensates. Then, most importantly, we presented a CNGF to compute ground states of multicomponent BEC, proved energy diminishing of the CNGF, which provides a mathematical justification, discretized it by the BEFD, which is monotone in linear and nonlinear cases and preserves energy diminishing property in linear case; we also used a TSSP method to discretize the time-dependent VGPEs with an external driven field for computing dynamics of multicomponent BEC. The merits of the TSSP method for VGPEs are that it is explicit, unconditionally stable, easy to program, requires less memory, is time reversible and time transverse invariant if the VGPEs is, has "good" resolution in the semiclassical regime, is of spectral-order accuracy in space and second-order accuracy in time, and conserves the total particle number in the discretized level. Extensive numerical examples in three dimensions for ground states and dynamics of multicomponent BEC are presented to demonstrate the power of the numerical methods. Finally, we want to point out that equations very similar to the VGPEs are also encountered in nonlinear optics. In the future we plan to apply the powerful numerical methods to study vortex states and their dynamical stability in multicomponent BEC.
