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ALGEBRAIC STRUCTURE AND MAXIMAL
DIMENSION OF THE SYMMETRY ALGEBRA FOR
ARBITRARY SYSTEMS OF ODES
J.C. NDOGMO
Abstract. It is known for scalar ordinary differential equations,
and for systems of ordinary differential equations of order not
higher than the third, that their Lie point symmetry algebras is of
maximal dimension if and only if they can be reduced by a point
transformation to the trivial equation y(n)=0. For arbitrary sys-
tems of ordinary differential equations of order n ≥ 3 reducible
by point transformations to the trivial equation, we determine the
complete structure of their Lie point symmetry algebras as well as
that for their variational, and their divergence symmetry algebras.
As a corollary, we obtain the maximal dimension of the Lie point
symmetry algebra for any system of linear or nonlinear ordinary
differential equations.
1. Introduction
It has long been established [1] for scalar nth order ordinary differ-
ential equations (odes) that they are of maximal Lie point symmetry if
and only if they can be reduced by an invertible point transformation
to the canonical form y(n) = 0 (see also [2, Theorem 14] and [3, Theo-
rems 6.39 and 6.43]). Krause and Michel [4] also showed a similar result
for scalar linear equations, and that for this type of equations being
of maximal symmetry is in fact equivalent to being iterative. These
equivalence relationships point to some intriguing properties that odes
of maximal symmetry should entertain. Lie [1] showed that for second-
order scalar odes, the Lie algebra of any given equation of maximal
symmetry is isomorphic to sl3, and Gonza´lez-Lo´pez [5] extended this
result to systems of m linear second-order odes by showing that any
such system is of maximal symmetry if and only if it’s symmetry alge-
bra is isomorphic to slm+2.
The structure of the symmetry algebra of linear equations of maximal
symmetry has also been found [4] for scalar equations of order n ≥ 3,
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2and such a result is based on another result of Lie [6] which determines
the maximal dimension of the symmetry algebra for any scalar ode
of a general order. However, the maximal dimension of the symmetry
algebra is not known for systems of odes of arbitrary dimensions, and
not even in the restricted case of linear systems, although some upper
bounds have been suggested. Indeed, Gonza´lez-Gasco´n and Gonza´lez-
Lo´pez estimated in [7] upper bounds for the dimension of the symmetry
algebra of systems of odes of the general form
y(n) = F (x,y(n−1)), y ∈ R
m , (1)
where y(n−1) denotes y = y(x) and all its derivatives up to the order
n−1. The values thus found for these upper bounds were m2+4m+3 for
n = 2 and m2+nm+3, for n ≥ 3. The upper bound value found for n =
2 had also been obtained by Marcus [8] in an earlier study. Moreover,
according to a result of Fels [9, 10] a system of odes (1) of order n ≤ 3
is of maximal symmetry if and only if it is reducible by an invertible
point transformation to the form y(n) = 0, which we shall refer to as the
canonical form. The corresponding class of equivalent equations under
invertible point transformations will be called the canonical class. Thus
for n ≥ 4 it has not yet been established when a system of odes has
maximal symmetry nor what the maximal dimension of the symmetry
algebra is.
In this paper, we determine for the order n ≥ 3, the structure of the
symmetry algebra for systems of equations in any given canonical class,
i.e. for those systems of linear or nonlinear odes that are equivalent
by a point transformation to a canonical form. As a corollary, and
based on the cited result of [7], we obtain the maximal dimension of
the symmetry algebra for any system of odes of the form (1). We also
determine the structure of the Lie algebras of variational symmetries
and divergence symmetries for these systems. The connection between
the structure of the Lie point symmetry algebra thus found for the order
n ≥ 3 and that found in [5] for the corresponding second-order systems
if fully described. In particular, we show that the two structures only
differ by an additional subalgebra of so-called non-Cartan symmetries
that second-order equations possess. These non-Cartan symmetries
are known only for scalar linear equations [11, 12], and we obtain their
generalization to arbitrary dimensions . In the sequel the field of scalars
K of the system of equations to be studied will be assumed to be an
arbitrary field of characteristic zero.
32. The Lie point symmetry algebra
Under a given diffeomorphism σ of the space M = K × Km of the
independent variable x and dependent variables y = (y1, . . . , ym), one
has σ∗[v,w] = [σ∗(v), σ∗(w)] for any vector fields v and w on M,
where σ∗ denotes the push-forward of σ. Consequently the symmetry
algebras of equivalent equations are isomorphic and satisfy the same
commutation relations in some given bases. To describe the structure
of the symmetry algebras in the canonical classes, it should therefore
be enough to restrict our attention to the canonical forms themselves.
However, for this study we shall rather consider the whole equivalence
class of arbitrary canonical forms for linear systems of odes, as this
yields much clearer and much general results.
The normal form of a general element in a given canonical class can
be obtained for linear systems of odes by applying the most general
element of the Lie pseudo-group of invertible point transformations
preserving normal forms, also called the equivalence group (for normal
forms), to the corresponding canonical equation y(n) = 0. The expres-
sion of an element of the equivalence group as obtained in [13] is given
by
x = f(z), y = f ′(z)(n−1)/2 Cw, (2)
where f is an arbitrary function and C an arbitrary m × m constant
matrix. It turns out that this expression coincides with the well known
and corresponding expression for scalar equations. The renaming of
variables in the transformed equations will often be assumed. Let
y(n) + A2n y
(n−2) + · · ·+ Ajn y
(n−j) + . . . Ann y = 0 (3)
be the corresponding transformation of the scalar equation y(n) = 0
under (2), where the Ajn = A
j
n(x) ∈ K are scalars. Then as shown in
[13], in its normal form an element in a canonical class of linear odes
consists of m copies of (3). That is, it is an isotropic system of the
form
y(n) + A2n y
(n−2) + · · ·+ Ajn y
(n−j) + . . . Ann y = 0, (4)
and represents indeed the transformation of y(n) = 0 under (2), and
with the same value for f as for (3). Moreover, for any given isotropic
system of the form (4) and with given arbitrary coefficients Ajn, we know
how to find the corresponding invertible transformation (2) mapping
this system to the canonical equation y(n) = 0. Indeed, let
y′′ + qy = 0, (5)
where q = A22, be the second-order scalar equation obtained as a trans-
formation of the free fall equation y′′ = 0 under (2) and with the same
4function f as for (3). We thus refer to (5) as the second-order source
equation for (3). Let u = u(x) be a nonzero solution of (5) and denote
by diag(λ1, . . . , λp) a diagonal matrix with diagonal entries λ1, . . . , λp.
Then the more specific transformation (2) of the form
z =
∫
dx
u2
, w = u1−n diag(λ1, . . . , λm)y,
where the λj are scalars, maps w
(n) = 0 to the given equation (4), and
this follows from the fact that (4) is isotropic. On the other hand, if
u and v are two linearly independent solutions of (5), then n linearly
independent solutions of the scalar equation (3) are given by
sk = u
n−1−kvk, for k = 0, . . . , n− 1. (6)
Moreover the Wronskian w (u, v) of u and v is a nonzero constant since
(5) is in normal form, and we shall assume this constant to be normal-
ized to one.
Before we state and prove the main result (Theorem 1), we wish to
make some few more remarks. Let
Hij = yi ∂j , and Skj = sk ∂j (7)
be vector fields on M, where ∂j = ∂yj and sk is a solution of (3) as
given by (6). The one-parameter subgroup generated by Hij is given
by
z = x, and (8a)
wp = δpj tyi + yp, for p = 1, . . . ,m (8b)
where t is the group parameter and δ represents the Kronecker delta.
Owing to the fact that the system (4) is both linear and isotropic, it
is clear that (8) is a symmetry transformation for this system. On the
other hand the group transformation generated by Skj is given by
z = x, and (9a)
wp = δpj tsk + yp, for p = 1, . . . ,m , (9b)
and these transformations also leave (4) invariant owing to the fact
that the system is not only linear, but also isotropic. In the se-
quel all Lie algebras considered will be assumed to have base field
K. Thus in particular glm will mean gl(m,K), etc. The symbols ⊕
and ∔ will also represent the direct sum of Lie algebras and the direct
sum of vector spaces, respectively. Denote by gH and gS the vector
spaces generated by the Hij (for i, j = 1, . . . ,m) and the Sk,j (for
k = 0, . . . , n− 1, and j = 1, . . . ,m), respectively.
Lemma 1.
5(a) gH is a Lie algebra with commutation relations
[Hij, Hpq] = δpjHiq − δiqHpj. (10)
In particular, gH is a reductive Lie algebra isomorphic to glm ,
and having as a Lie algebra the direct sum decomposition
gH = sH ⊕KH0,
where H0 =
∑
iHii generates the center of gH and sH is iso-
morphic to slm , and has generators the Hij with i 6= j together
with the m − 1 vectors Hii −Hi+1, i+1, for i = 1, . . . ,m − 1.
(b) The space gS is an abelian Lie algebra, and gH ∔ gS is also a
Lie algebra of dimension m2 + nm .
Proof. One can see why (10) holds by considering the cases j = q and
j 6= q, and by applying the simple rules for the Lie bracket of vector
fields. On the other hand, (10) are the same as the commutation
relations of gl
m
in its standard basis {eij} , where eij is the m × m
(elementary) matrix with entry 1 in the ith row and the jth column
and 0 elsewhere. Thus the map ϕ(Hij) = eij defined from gH to glm is
a Lie algebra isomorphism, as the m2 vector fields Hij clearly also form
a basis of gH . Since glm is reductive, the rest of part (a) of the lemma
follows from the well-known construction [14] of a basis for slm and for
the center of gl
m
, as well as the decomposition of gl
m
as direct sum of
slm and its one-dimensional center generated by
∑
i eii.
It is also straightforward to note that the Skj satisfy the commutation
relations [Sp i, Sqj] = 0 for all i, j and for all p, q, and thus gS is abelian.
On the other hand we have [Sk,p, Hij] = δpiSkj and as the m
2 + nm
vectors Hij and Skp are clearly linearly independent, this proves the
rest of part (b) and completes the proof of the lemma. 
Denote by g the (Lie point) symmetry algebra of (4), and let gF be
the complement subspace of (gH ∔gS) in g. Note that a solution of the
isotropic system (4) is a vector (s1, . . . , sm) where each sj is a solution
of the scalar equation (3).
Lemma 2. A vector field in gF has the form
v = ξ ∂x+
∑
iφ yi ∂i, (11)
for some functions ξ = ξ(x) and φ = φ(x). Moreover, ξ 6= 0.
6Proof. Let v = ξ(x,y) ∂x+
∑
iTi(x,y) ∂i be in gF . Then for each gen-
erator Skj in gS, one has [Skj,v] = ξj ∂x+
∑
iTij ∂i, where
ξj = sk
∂ ξ
∂ yj
, for j = 1, . . . ,m .
Tij =
{
sk
∂ Ti
∂ yj
, for i 6= j
sk−1
[
ξ[(1 + k − n)vu′ − kuv′] + uv
∂ Tj
∂ yj
]
, otherwise.
(12)
Since the symmetry group of the equation transforms a solution into
a solution, gS must be an ideal in g. It thus follows from (12) that
ξ = ξ(x) while Ti must be linear in the yk, for k = 1, . . . ,m . That
is, Ti = ai +
∑
kaik yk for some functions ai = ai(x) and aik = aik(x).
Consequently,
[Hpq, [Hij,v]] = yp(δqiajj − aiq) ∂j −yiapj ∂q +
∑
k 6=jδqiypakj ∂k, (13)
≡ vpqij
for all i, j and p, q with p 6= j. In particular,
vpiij = yp(ajj − aii) ∂j −yiapj ∂i+
∑
k 6=jypakj ∂k .
For vpiij with p 6= i to be a symmetry (vector), one sees that the
scalars ajj − aii and akj must be constants for all i, j and for all k 6= j.
Substituting these values in the corresponding expressions for
v = ξ ∂x+
∑
i
(∑
kaik yk + ai
)
∂i
shows that v is a symmetry only if these constants are all zeros, so
that v = ξ ∂x+
∑
i(a11yi + ai) ∂i . Then [v, Hjj] = aj ∂j, and this is a
symmetry if and only if aj is a solution to (3), and we should thus
assume that aj = 0 for all j = 1, . . . ,m . This proves the first part of
the lemma with φ = a11. For ξ = 0, one has [v, Skj] = φSkj, so that
φ sk must be a solution of (3) for all k, and this forces each φ to be a
constant and v to lie in gH , which is an excluded possibility. So ξ 6= 0
and this completes the proof of the lemma. 
Denote by X(K) the Lie algebra of vector fields on K. Note also
that the third order scalar equation with source equation (5), i.e. the
equation obtained by transforming y(3) = 0 under (2) with the same
function f as that for (5) is given by
y(3) + 4qy′ + 2q′y = 0. (14)
Lemma 3. Any function ξ = ξ(x) for which the vector v = ξ ∂x+
∑
iφyi ∂i
is a generator of gF is such that ξ ∂x is a generator of the subalgebra
of X(K) isomorphic to sl2. In particular, a maximum of three linearly
independent such functions is given by v2, 2uv, and −u2.
7Proof. It clearly follows from the form of elements in gH and in gS, as
well as from the form of elements in gF as specified by Lemma 2 that
the kernel of the Lie algebra homomorphism ρ : g → X(K) given by
ρ[ξ ∂x+
∑
i(φyi+ s
i) ∂i] = ξ ∂x is precisely the subalgebra gH ∔ gS of g.
It is well-known from a result of Lie [15, 4], that all finite dimensional
subalgebras of X(K) are isomorphic to sl2 or to one of its subalgebras.
If we let {ξi(x) ∂x : 1 ≤ i ≤ d} be a basis of such a subalgebra of X(K),
then d ≤ 3. Indeed, for d > 1 the functions ξi form a basis of the
solution space of the dth order ode
1
w (ξ1, . . . , ξd)
w (y, ξ1, . . . , ξd) = 0. (15)
Since all Wronskians w (ξi, ξj) should also be solutions to this equation,
it follows that d ≤ 3 as claimed. For arbitrary linearly independent
functions α and β, the Lie algebra generated by α2 ∂x, −β
2 ∂ x and
2αβ ∂x is clearly isomorphic to sl2. In particular if we let u and v be the
usual solutions of the source equation (5), then for ξp = v
2, ξm = −u
2,
and ξz = 2uv the corresponding equations (15) reduces exactly to (14).
That is, the linearly independent functions ξ are a subset of the basis
of the solution space of the third order scalar equation (14). 
This proof is similar to that given in [4] for establishing a similar
result in the case of scalar equations, but it is stated and proved here
quite differently. Although we know how to find the linearly indepen-
dent values of ξ in (11), that alone does not tell how to determine the
function φ, and one easy way to completely determine the form of a
generator v in gF is to make use of the infinitesimal criterion of in-
variance for a symmetry generator [16]. If we denote by v(n) the nth
prolongation of a vector field v and by ∆ ≡ (∆1, . . . ,∆m) = 0 a system
of differential equations, the infinitesimal invariance condition is given
by
v(n)(∆ν)
∣∣
(∆=0)
= 0, for all ν = 1, . . . ,m .
Writing this condition and expanding the resulting expression as a poly-
nomial in the derivatives of the dependent variables yields the deter-
mining equations for v. In the actual case of the vector v in (11) which
is almost already completely determined, the determining equations
are fairly simple and the relevant ones reduce to
φ′ −
n− 1
2
ξ′′ = 0 (16a)
ξ(3) + 4qξ′ + 2q′ξ = 0 (16b)
8We note that condition (16b) above is just another restatement of part
of Lemma 3. The resulting expression for v in (11) takes the form
v = ξ ∂x+
∑
m
i=1
(
n− 1
2
ξ′ + k1
)
yi ∂i, (17)
where ξ is a solution of the third order equation (14) and where k1 is
an arbitrary constant of integration which by the nature of gF should
be omitted. It turns out that gF has the maximal dimension 3. Indeed,
let
Fp = v
2 ∂x+(n− 1)vv
′∑m
i=1yi ∂i
Fm = −u
2 ∂x−(n− 1)uu
′∑m
i=1yi ∂i
Fz = 2uv ∂x+(n− 1)(uv
′ + u′v)
∑
m
i=1yi ∂i,
(18)
then we have the following result.
Theorem 1.
(a) The complement subspace gF of the subalgebra gH ∔ gS of the
Lie point symmetry algebra g of (4) is a three-dimensional sub-
algebra isomorphic to sl2 and having generators Fp, Fm, and Fz.
(b) The Lie algebra g has dimension m2 + nm + 3, (n ≥ 3), and
Levi decomposition
g = (gF ⊕ sH)⋉ (gS ⊕KH0),
where the symbol ⋉ represents the semidirect sum of Lie alge-
bras, and (gF ⊕ sH) the Levi factor.
Proof. By construction, linearly independent generators of gF should
be of the form (18), and it is easily verified using the infinitesimal
criterion of invariance that the three vector fields Fp, Fm, and Fz are
indeed symmetries of the system of equations (4). Moreover, they
satisfy the sl2 commutation relations [Fp, Fm] = Fz, [Fz, Fp] = 2Fp and
[Fz, Fm] = −2Fm, and this proves part (a). For part (b), this follows
from the fact that [gH , gF ] = 0 and the already known facts that gS
is an abelian ideal in g, while KH0 is the center of gH and sH is also
semisimple. This completes the proof of the theorem. 
It is also interesting to note that the action of gF on gS corresponds
to a semisimple representation which is irreducible on each of the n-
dimensional subalgebras gSj of gS generated by the Skj, for j fixed.
This follows from the fact that the commutation relations between gF
and gS are given by
[Fp, Skj] = (1 + k − n)Sk+1, j , [Fm, Skj] = kSk−1, j ,
[Fz, Skj] = (1 + 2k − n)Skj,
9for all j = 1, . . . ,m and for all k = 0, . . . , n − 1. For convenience the
complete table of commutation relations of g is given in Table 1.
Table 1. Commutation relations for the symmetry algebra g of (4)
Hij Sha Fp Fm Fz
Hpq δiqHpj − δpjHiq −δap Shq 0 0 0
Skb δbiSkj 0 − − −
Fp 0 (1 + h− n)Sh+1,a 0 Fz −2Fp
Fm 0 hSh−1,a −Fz 0 2Fm
Fz 0 (1 + 2h− n)Sh,a 2Fp −2Fm 0
The basis vectors in the top row and leftmost column are not the same, as Hij
and Sha in the row vectors are replaced with Hpq and Skb in the column vectors,
respectively. Thus the table is not skew symmetric. The commutation relations
[Skb, Fi], where Fi is a basis element of gF is represented in the table with a dash
as they can be obtained from those of the form [Fi, Sha] given in the table.
Although Theorem 1 has been stated only for systems of order n ≥ 3,
according to a result of [5], the maximal dimension of the symmetry
algebra for second-order systems of linear equations is dm,2 = m
2+4m+
3. For n = 2 this can be written as (m2+nm +3)+nm . In other words,
the expression for the maximal dimension dm,2 is that for systems of
order n ≥ 3 plus the additional term nm . Moreover it is easy to verify
that if we let n = 2 in Theorem 1, the Lie algebra g is still defined
and its corresponding m2 + nm + 3 generators are symmetries of the
associated second order equation. The additional 2m symmetries Cik of
the second-order equation are a generalization the so-called non-Cartan
symmetries known for second-order scalar linear equations [11, 12]. If
we denote by u1 = u and u2 = v the two linearly independent solutions
of the source equation (5), then one can verify that these non-Cartan
symmetries are given for a second-order equation in normal form (4)
by
Cik = yiuk ∂x+
m∑
j=1
yiyju
′
k ∂j, for i = 1, . . . ,m and k = 1, 2, (19)
where u′k = duk/dx. These 2m non-Cartan symmetries form and abelian
algebra, but together with the other m2+2m +3 symmetry generators
of the corresponding Lie algebra g of (4) (with n = 2), they form as
already noted the semisimple Lie algebra slm+2.
We also note that on the basis of the upper bound obtained in [7]
for systems of odes of the general form (1), the results obtained for all
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orders n ≥ 3 in Theorem 1 of this paper have the following important
consequence.
Corollary 1. For n ≥ 3, the maximal dimension of the Lie point
symmetry algebra for systems of odes of the general for (1) is m2 +
nm + 3, and this maximal dimension is achieved for all equations in
canonical classes of linear systems of odes.
In fact, it was also wrongly pointed out in [7] that the upper bound
m
2+nm+3 proposed in that paper is achieved only for m = 1, i.e. only
for scalar equations. On the other hand as already noted, the maximal
dimension of the symmetry algebra for (1) is well-known for n ≤ 3 [9].
It should be noted that the class of canonical forms having as sym-
metry algebra up to isomorphism the Lie algebra g determined in this
section is quite general. The expression of a general element from this
class can be obtained for a given order of the equation by applying the
most general point transformation to the associated canonical form.
For second-order equations in dimension 2, if we let
x = θ(t, w1, w2), Y = ψ(t, w1, w2), Z = ω(t, w1, w2)
be such an invertible point transformation, then the expression of an
arbitrary element in the corresponding class of equations takes the form
− (ψx + YxψY + ZxψZ)
(
θY Yx,x + θZZx,x + θx,x + 2Yxθx,Y + Y
2
x θY,Y
+ 2Zx (θx,Z + YxθY,Z) + Z
2
xθZ,Z
)
+ (θx + YxθY + ZxθZ)
(
ψY Yx,x + ψZZx,x
+ ψx,x + 2Yxψx,Y + Y
2
x ψY,Y + 2Zx (ψx,Z + YxψY,Z) + Z
2
xψZ,Z
)
= 0
− (ωx + YxωY + ZxωZ)
(
θY Yx,x + θZZx,x + θx,x + 2Yxθx,Y + Y
2
x θY,Y
+ 2Zx (θx,Z + YxθY,Z) + Z
2
xθZ,Z
)
+ (θx + YxθY + ZxθZ)
(
ωY Yx,x + ωZZx,x
+ ωx,x + 2Yxωx,Y + Y
2
x ωY,Y + 2Zx (ωx,Z + YxωY,Z) + Z
2
xωZ,Z
)
= 0.
Although this system, which is the simplest for an arbitrary element
in the class of vector odes, has quite a complicated expression we note
that it is a differential polynomial of degree 3 in the dependent variables
Y and Z. This is a useful criteria for identifying them. A more complete
identification of families of odes and the determination of their canon-
ical forms can be directly achieved through the theory of invariants of
differential equations [17, 18], and the Cartan moving frame methods
[19, 20]. Nevertheless, because of the intricate calculations usually in-
volved in these methods, Lie symmetry methods remain as shown in
this section some of the most efficient methods for identifying complex
systems of equations as well as for finding their canonical forms.
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3. The variational symmetry algebra
Among the symmetries of a given system ∆ ≡ (∆1, . . . ,∆m) = 0 of
differential equations, some of them so-called variational symmetries,
and their slightly more general versions called divergence symmetries
[16] play a particularly important role as they determine amongst oth-
ers the conservation laws, and first integrals thereof associated with
the system. Variational symmetries may however exist only for certain
even-order systems of equations. In order to clarify these two concepts
we introduce some few new terms, by restricting however as much as
possible our discussion to the system of odes of the form (4) that we
are considering.
Denote by f [y] = f(x,y(m)) a differential function depending on
x, y = y(x), and the derivatives of y up to an arbitrary but fixed order
m. Given an open and connected subset Ω ⊂ K, with smooth boundary
∂Ω, the problem of finding the extremals of the functional
ϑ[y] =
∫
Ω
L(x,y(m))dx (20)
is called a variational problem and the integrand L = L(x,y(m)) is
referred to as the Lagrangian. Every smooth extremal y = y(x) of
(20) must be a solution of the associated Euler-Lagrange equations
Ej(L) = 0, j = 1, . . . ,m (21a)
where in the actual case of systems of odes
Ej =
∑
k
(−1)kDkx
∂
∂y
(k)
j
(21b)
is the jth Euler operator, Dx is the total differential operator with
respect to the independent variable x, while y
(k)
j = D
k
x yj = d
kyj/dx
k.
The system of Euler-Lagrange equations (21a) in which the differential
operators Ej are given by (21b) is of even order n = 2m, provided
that L is not linear in the variables y
(m)
j . A differential equation ∆ = 0
is called Lagrangian with respect to a Lagrangian L(x,y(m)) if it is
equivalent to the Euler-Lagrange equation (21a), where equivalent here
means that the solutions set of the two equations are the same.
Suppose that ∆ = 0 is actually an nth order system of odes and
denote by
v = ξ(x,y)
∂
∂x
+
m∑
j=1
ψj(x,y)
∂
∂yj
(22)
12
an infinitesimal generator of the symmetry group of ∆ = 0, acting on
an open set M ⊂ Ω×Km , and set
S (v) = v(n)(L) + LDx ξ. (23)
For the equation ∆ = 0, or equivalently for the variational problem
ϑ[y] =
∫
Ω
L(x,y(m))dx, v is a variational symmetry if and only if
S (v) = 0 (24a)
and a divergence symmetry if and only if
D(v) ≡ E[S (v)] = 0 (24b)
for all (x,y(n)) in the extended jet space M (n) of M, where E =
(E1, . . . , Em) is the Euler operator. Condition (24a) is just the well
known infinitesimal variational symmetry criterion [16] while the corre-
sponding infinitesimal condition for divergence symmetries is S (v) =
DxB for a certain functional B = B[y]. Thus condition 24b follows
from the fact that B is a total divergence if and only if it is a null La-
grangian, which means that the associated Euler-Lagrange equations
vanish identically.
The space of all variational symmetries of a given Lagrangian system
forms a Lie algebra, and the same holds true for the space of divergence
symmetries of any given system of equations. Once a basis {vi} of the
Lie point symmetry algebra has been found for a given system of equa-
tions, to find a basis of the Lie algebra of variational symmetries or
the Lie algebra of divergence symmetries, one can test the correspond-
ing infinitesimal condition (24) on a general linear combination v of
the vi. In performing such a test, one may exclude those basis vectors
which already satisfy individually the test, owing to the linearity of the
operators S and D .
Having found in the previous section the structure of the Lie algebra
g of symmetries for the class (4) of normal forms for systems of linear
equations, we are interested in finding here the structures of the Lie al-
gebra Svar of variational symmetries and Sdiv of divergence symmetries
for the same class of equations (4) of even orders. First of all one can
check by direct calculation that any such Linear system is Lagrangian,
as it satisfies the required necessary and sufficient condition of having a
self-adjoint Fre´chet derivative. The Lagrangian function we will choose
is the standard one for linear systems ∆(x,y(n)) = 0 (of even orders)
which is given by L0 =
1
2
y ·∆. As is well known, such a Lagrangian can
always be replaced by an equivalent one of order n/2, and equivalent
Lagrangian functions yield the same Euler-Lagrange equations.
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We also note that if two differential equations ∆A = 0 and ∆B = 0
are equivalent under an invertible point transformation σ and if ∆A = 0
is Lagrangian with respect to a Lagrangian LA, then ∆B = 0 is also
Lagrangian with respect to a certain Lagrangian function LB which
has a simple expression in terms of σ [5, 21]. Moreover, if vb is a vari-
ational symmetry for ∆B = 0 relatively to the Lagrangian LB, then
va = σ∗vb is also a variational symmetry of ∆A = 0 with respect to LA.
In other words, if two equivalent differential equations are Lagrangian
with respect to two given Lagrangian functions, then their variational
symmetry algebras with respect to these two Lagrangian functions are
isomorphic. A similar result applies to the divergence symmetries of
two equivalent equations ∆A = 0 and ∆B = 0. Therefore the structure
we shall find explicitly for the Lie algebras Svar and Sdiv corresponding
to the class of linear systems (4) and the Lagrangian function L0 is ac-
tually valid for the more general class of systems of all odes equivalent
by a local diffeomorphism σ to a canonical form, and with respect to
a certain Lagrangian whose expression is known in terms of L0 and σ.
For the class of equations (4) under study, we shall first determine
the structure of Sdiv. It is easily found by a direct calculation that
D(Fp) = D(Fm) = D(Fz) = 0 and that similarly one has D(Skj) = 0
for all k = 1, . . . , n and for all j = 1, . . . ,m . Hence gF and gS are
subalgebras of Sdiv.
Note that if we denote the scalar equation (3) simply by En[y] = 0,
then the isotropic system (4) takes the form En[yj] = 0, for j = 1, . . . ,m ,
where y = (y1, . . . , ym). Now let v =
∑
ij aijHij for some scalars aij ∈
K. If in this expression we set aji = −aij for j > i, the resulting
expression for D(v) reduces to
aii En[yi] = 0, for i = 1, . . . ,m ,
and this shows that aii = 0 for all i and that all rotations Rij = Hij −
Hji with i 6= j of the space K
m (or equivalently the elementary skew-
symmetric endomorphisms of Km) are divergence symmetries. It is well
known that these rotations generate the special orthogonal Lie algebra
so(m), which is a semisimple Lie algebra of dimension m(m − 1)/2.
These results can be summarized as follows.
Theorem 2. The Lie algebra Sdiv of divergence symmetries of (4) is
given by the Levi decomposition
Sdiv = [gF ⊕ so(m)]⋉ gS, (25)
and has dimension 1
2
(m2 + m(2n− 1) + 6).
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Since Svar is a subalgebra of Sdiv, to find the generators of Svar
we now let the generic generator v for the test of the infinitesimal
invariance condition (24a) be just a linear combination of the generators
of Sdiv. It is easily verified by a direct calculation that
S (Fp) = S (Fm) = S (Fz) = 0, and S (Rij) = 0 for all i 6= j.
This shows that gF and so(m) are subalgebras of Svar. Thus we are left
with testing only the vectors from gS, and so we set v =
∑
kj bkjSkj.
In this case S (v) is a linear differential polynomial in y1, . . . , ym , in
which the coefficient of y
(n)
j is precisely
1
2
∑
m
k=0 bkjsk. This shows that
all the bkj must vanish so that no vector in gS may be a variational
symmetry.
Theorem 3. The variational symmetry algebra Svar of the class of
equations (4) is the semisimple lie algebra given by
Svar = gF ⊕ so(m),
and it thus has dimension 1
2
(m2 − m + 6).
4. Concluding remarks
We wish to recall that although divergence symmetries satisfy a more
relaxed condition than that required for a vector field to be a variational
symmetry, each of them also determines a conservation law associated
with the equation [16]. Moreover, in the case of odes conservation laws
yield true constants of motion represented by first integrals. These first
integrals often play a crucial role in the study of solutions and prop-
erties of differential equations, including questions related to stability
[22, 23] or global existence [24, 25, 26]. On the other hand, the varia-
tional symmetry group, which is the Lie group generated by Svar, leaves
the integral (20) invariant, and each variational symmetry can also be
used to reduce the order of the associated Lagrangian equations by two
[16].
The structure of the Lie algebra Sdiv of divergence symmetries of
systems of odes of order n ≥ 3 in the canonical classes which we found
corresponds exactly to a generalization to arbitrary orders of the struc-
ture obtained in [5, Eq. (3.38)] for second-order equations. However,
this Lie algebra is called in that paper the Lie algebra of variational
symmetries. But it can first be easily verified that no symmetry vector
containing as a term a non-Cartan symmetry as obtained in (19) may
be a divergence symmetry, and in particular a variational symmetry.
This means that to get the dimension of Sdiv for the case of second-
order equations, it suffices to replace n by 2 in Theorem 2. When this
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is done we recover the dimension found in [5, Theorem 3] as the dimen-
sion of what is called in that paper the variational symmetry algebra,
but which is in fact by the very formula used for its determination in
the same paper [5, Eq. (3.8)], just the divergence symmetry algebra.
On the basis of the upper bound given in [7] for systems of odes, the
dimension of the Lie point symmetry algebra that we found for equa-
tions in the canonical class is indeed maximal for systems of odes of
the form (1). The other problem that remains to be solved is whether
any system of odes of a given order and dimension that is of maximal
symmetry belongs necessarily, as it is the case for scalar odes and for
systems of odes of order n ≤ 3, to the canonical class of the corre-
sponding trivial equation. In other words, it is still not known whether
the Lie point symmetry algebra of any system of odes of maximal
symmetry is necessarily isomorphic to the Lie algebra g of (4) found
in Theorem 1.
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