Abstract. The authors develop finite difference methods for elliptic equations of the form
V. (Vu) + gu-f in a domain in one, two, or three space dimensions. Within the region , suppose there is an irregular surface of codimension 1 (hereafter called an interface) across which the function u or some of its derivatives are known to be discontinuous. For simplicity we assume that f is a simple domain, such as a square in two dimensions, and that we wish to solve the equation using a finite difference method on a regular grid, e.g., a uniform Cartesian grid. The interface is typically not aligned with the grid but rather cuts between grid points so that for grid points near the interface the stencil of a standard finite difference method will contain points from both sides of the interface. Because of the nonsmoothness of u, differencing u across the interface using standard difference formulas will not produce accurate approximations to derivatives of u, and hence a naive discretization will produce results with low accuracy.
For discontinuities to arise in the solution or its derivatives, there must be discontinuities or singularities present in the coefficients of the equation. Suppose, for example, that the function is discontinuous across the interface, while n and f are continuous. Then u and Ou/On will be continuous while the normal derivative Ou/On will be discontinuous. Such problems arise frequently, for example, at the interface between two materials with different diffusion parameters in steady state heat diffusion or electrostatic problems. A Poisson problem with discontinuous coefficients also arises in multicomponent flow problems, e.g., the porous media equations used to model the interface between oil and an injected fluid in simulations of secondary recovery in oil reservoirs [2] , [5] , [25] .
Tikhonov and Samarskii [26] discuss the one-dimensional problem and the derivation of second-order methods on uniform grids using the jump conditions at a point of discontinuity in the coefficients. In two dimensions, Mayo [20] has considered similar problems and has shown how standard difference formulas can be modified to obtain second-order accuracy in the context of solving Poisson or biharmonic equations on irregular regions. The region is embedded in a regular region where a fast solver can be used on a uniform grid and the right-hand side is appropriately modified near the original boundary. Mayo and Greenbaum [22] consider an interface problem in magnetostatics of the form (1.1) with a piecewise constant coefficient .T he possibility of extension to variable is mentioned in [21] . MacKinnon and Carey [18] also use a similar approach in one dimension and make some extensions to two-dimensional problems in which the interface lies along a coordinate direction. Fornberg and Meyer-Spasche [17] have considered elliptic equations with free boundaries that are solved on a uniform grid by adding correction terms near the interface to improve the accuracy.
Here we use a similar approach to derive modified difference equations for a quite general problem of the form (1.1), which produce second-order accurate results on a uniform grid in one or two dimensions. We derive appropriate coefficients at the grid points on a stencil that contains (in two dimensions) at most six points: the points of the standard five-point stencil plus a sixth point if we are near the interface, which is chosen from the set of diagonally adjacent grid points. The coefficients at these points can be determined by solving a system of six linear equations. The same approach should work in three dimensions as well and details will be presented elsewhere. Instead of discontinuities in/, another possibility is that is continuous but that the source term.f has a delta function singularity along the interface F, e.g., in two dimensions (1.2) f(x, Another more complicated problem with similar characteristics arises in using the "immersed boundary method" to solve the incompressible Navier-Stokes equations in a region with complicated geometry. This method was originally developed by Peskin [23] , [24] to model blood flow in the heart and has since been used for many other problems, particularly in biophysics [6] , [12] , [13] , [15] , [16] . The idea is to solve the Navier-Stokes equation on a uniform grid in a rectangular region in spite of the complicated time-varying geometry, e.g., the heart wall. This boundary is viewed as being immersed in the fluid and moves with the local fluid velocity. The boundary exerts force on the fluid, which is concentrated at the boundary, and hence gives a forcing term of the form (1.2) (although in this case u is a vector of velocities and C(s) is a vector of force strengths in each coordinate direction). As a result the normal derivative of the tangential velocity will typically have a jump discontinuity at the interface and so will the pressure. The eventual development of second-order accurate methods for this problem was our original motivation in studying (1.1 [7] ). Beyer and LeVeque [7] have also analyzed time-dependent versions of the problem and show that second-order accuracy can still be obtained with an appropriate choice of the discrete delta function.
In two space dimensions, however, it does not appear to be possible to achieve second-order accuracy at all grid points using a right-hand side of the form (1.5).
On the other hand, it turns out that the theoretical analysis used in [7] to analyze (1.7) can be extended to define numerical methods in two or three directions that are second order accurate, and this is the basis of the approach described below. Work is currently underway to extend this approach to deal with time-varying boundaries, as, for example, in solidification problems or the incompressible NavierStokes equations. The focus here is on the elliptic equation (1.1). We note, however, that this will be required as a component of an eventual Navier-Stokes solver, since many methods for the incompressible Navier-Stokes equations require solving a Poisson problem for the pressure as a projection operation [4] , [10] . The required jump in pressure across the interface can be imposed on the solution using our approach as described in 4.
1.1. Other approaches. At this point we should justify our interest in the use of uniform grids for problems of this nature. Using a grid that conforms to the interface is an obvious alternative, for example, a structured grid that is deformed in the neighborhood of the interface (e.g., [8] ) or an unstructured triangulation. The finite element method on such a grid would be a natural choice for this elliptic equation and can be used very successfully (e.g., [3] ). However, in many contexts the use of a uniform grid may be preferable.
In particular, if is constant then we will see that the modified difference equation uses the standard five-point difference operator and only the right-hand side of the linear system is modified. This means that fast Poisson solvers can still be used to solve the system on a uniform grid, an advantage that would be lost on an irregular grid. Even if/ is discontinuous so that the coefficients in the linear system must be modified, the system maintains the same block structure as in the continuous case.
We can then use available software designed to accept a user-specified stencil on a uniform rectangular grid.
More importantly, we are interested primarily in time-dependent problems, where a problem of the form (1.1) must be solved in each time step. In this case, the interface F is typically moving. Although it is possible to develop moving mesh methods that conform to F in each time step, this is generally much more complicated than simply allowing F to move relative to a fixed underlying uniform grid. For example, the immersed boundary method has been very successful in modeling flow in very complicated time-dependent geometries such as the beating heart with valves opening and closing. This would be difficult if not impossible to do with grids that conform to the boundary.
For problems with discontinuous coefficients, another approach to deriving the proper coefficients on a uniform grid stencil is the method of harmonic averaging.
The one-dimensional expression (u), for example, can be approximated by
If is smooth then we can take +1/2 (xi+1/2) (where xi+l/ x + h/2) and achieve second-order accuracy. If B is discontinuous in [Xi-l,Xi+l], then the coefficients can be chosen as harmonic averages of (x), e.g.,
-(x) dx This can be justified by homogenization theory for problems where (x) varies rapidly on the scale of the grid cells, and to some extent also for the case where is simply discontinuous as we are considering, but the fact that this yields second-order accurate results seems to be primarily the result of fortuitous cancellation. In two space dimensions harmonic averaging is also commonly used to deal with discontinuous coefficients [5] , [25] , now integrating over squares to obtain the harmonic average of (x, y). In this case, however, the method does not appear to give second-order accurate results and we find that our approach is greatly superior.
2. One-dimensional problems. We begin by considering the one-dimensional problem (2.1)
on the interval [0, 1] with specified boundary conditions on u at x 0 and x 1. The function (x) is allowed to be discontinuous at x a. For simplicity we will assume that (x) and f(x) are smooth functions, although discontinuities in these functions could also be handled with a minor modification of what follows.
We also allow an additional constraint to be imposed on 
In computing the local truncation error we also use the PDE (2.1), which, in approaching c from the left, gives (2.16) u-+ -u + a(a)u-f(a). Our goal is to develop a finite difference equation of the form (3.2) E /k Ui+ik,y+jk + aijuij fij + Cij k for use at the point (xi, yj). The sum over k involves a finite numbers of points neighboring (x, yy) (at most six in the formula we derive). So each ik,jk will take values in the set {-1,0,1}. The coefficients k and indices ik,jk will depend on (i, j), so these should really be labeled ija, etc., but for simplicity of notation we will concentrate on a single point (i, j) and drop these indices.
We say (i, j) is a regular point if the interface does not come between any points in the standard five-point stencil centered at (i, j). At these points we obtain an O(h2) truncation error using the standard 5-point (k 5) formula We wish to determine formulasof the form (3.2) for the irregular points also.
Since these points are adjacent to the curve F and form a lower-dimensional set, it turns out to be sufficient to require an O(h) truncation error at these points, just as in one dimension. We follow the same approach as in one dimension and expand all the UiWik,jWjk about some point (x, y) on the interface F. In one dimension there was only one such point, c. In two dimensions we have flexibility in choosing (x, y).
We might take, for example, the point closest to (xi, yj) as illustrated in Fig. 2 After choosing (x, y) we are ready to apply a local coordinate transformation (shift + rotation) near this grid point. Let 0 be the angle between the x-axis and the normal direction, pointing in the direction of the + side. The transformation is as follows:
(.9) (x-x;)cos0 + (-;)s, (3.10) r/= -(x x)sin0 + (y y)cos0.
Note that under this local coordinate transformation the PDE (3.1) remains unchanged. In fact, this is true more generally when/3, , and f depend on x and y, as is shown in 4. We should have new notation for u(x, y), (x, y), f(x, y) in the local coordinates, say, (, r/) u(x, y), (, r/) (x, y), and f(, r) f(x, y). For simplicity we drop the bars and use the same notation in the local coordinates as in the old ones. With these local coordinates we are able to derive the interface conditions as we did in 2.
3.1. The interface relations in the local coordinates for two-dimensional problems. We consider a fixed point (x, y) and define a new C-r/coordinate system based on the directions normal and tangential to F at this point using the formulas (3.9) and (3.10). In a neighborhood of this point, the interface lies roughly in the r/-direction, so we can parameterize F locally by x(r/), r r/. Note that X(0) 0 and, provided the boundary is smooth at (x, y), X'(0) 0 as well.
The continuity condition (3.7) holds at each point on F. In our local coordinates, we can write this as (3.11) u-(x(r/), r/) u+(x(r), r/) for all in a neighborhood of r/= 0. Differentiating this with respect to r/gives (3.12) To obtain an expression for u, we note that the PDE (3.1) gives so that (3.22) u-pu + (p-1)u-n + (P-1)u- It seems that the best choice is the point that has the shortest distance from (x*, y*). The We also use (3.4)
where n-n(0, 0) and so forth (recall that n, u, and f are continuous). Using these expansions in (3.23) and collecting terms gives an expression of the form Tj a u-+ a u + + a3 u + an u + a5 u; + a6u + a7 u + as u{ (3.25) +a9 un + ao un + a un + a2 un + n-u-f-Cj + O(h).
The coefficients aj depend only on the position of the stencil relative to the interface.
They are independent of the functions u, n, and f. If we define the index sets K + and K-by K={k: (k,)isonthesideofF}, then the aj are given by (3.26) Using the interface relations (3.21) and (3.22) in (3.25) and rearranging it we obtain Tij (al + a2)u-+ {a3 + a4 p + as (p 1) X" + al0 (1 p) X"} u- (3.27) + {a5 + a6 + a2 (1 p) X"} u + {aT + asp-Z-} u- In general, however, the resulting 7j's are different from those in the standard fivepoint stencil. Figure 3 shows some representative stencils for a problem in which fl has the value 1 on one side of F and 3 on the other side.
The exact nature of the coefficients depends on how large the jump in fl is. We have not investigated these coefficients in general, but at least for reasonably mild discontinuities we can make the following assumptions. The contributions to the difference schemes at irregular points are mainly from the standard five-point stencil. These coefficients are O(1/he) while the contributions from the "additional points" are typically much smaller. The magnitude depends on the jump in fl and the geometry of the grid. All the coefficients except occasionally 76 have the same sign (-for the diagonal and + for the off-diagonal) as in the classic five-point difference formula. Since the contribution from the sixth point is much smaller than from the standard five points, we expect the classical theoretical analysis to still be applicable for the resulting linear system with slight modifications. In particular, the system is nearly diagonally dominant, and strictly so if "6 is always positive.
We use an iterative method to solve the resulting linear system, which is block tridiagonal. In most of our numerical experiments we have used a line successive over-relaxation (LSOR) iteration. If f-/+ > 0, the relaxation parameter is chosen as the optimal parameter for the Poisson problem on a square. The convergence speed is almost the same as that if we use the LSOR method to solve the Poisson problem with constant/3 on a square. This confirms the conclusions above. However, if/3-/3 + < 0, it is difficult to determine a suitable relaxation parameter and we simply use line Gauss-Seidel iteration. Since this case is less interesting physically, we have not investigated other approaches.
In the future, we plan to study the use of multigrid methods to achieve faster convergence. It is not clear how the multigrid convergence rate will be affected by the discontinuity in the coefficients. Multigrid methods for problems like (3.1) with discontinuous coefficients have been previously studied (e.g., [1] , [9] ), but mainly for problems where the interfaces are aligned with the coordinate directions. 4 . The general two-dimensional problem. In this section we present the analysis for the more complicated two-dimensional problem (4.1) (/ u )x + ( u ) + (x, y)u f(x, y), (x, y) e ft. Now , , and f may all have discontinuities along a general interface F, and so do u, Ux, uy, Uxx, uxy, and uy. The process basically is the same as in the discussion of 3. We use the same notation and assumptions about the region ft, uniform grid, and arbitrary interface F. Again we want to use the difference scheme (3.2). For regular grid points, we still apply the standard five-point stencil (3.3) and (3.4), giving a local truncation error of O(h2). We will concentrate on the derivation of the difference scheme at a typical irregular point (xi, yj).
We first demonstrate that the PDE (4.1) remains unchanged if the coordinate transformation is composed of a shift and rotation. In fact, taking an arbitrary function w(x, y), under the transformations (3.9) and (3. For the discrete delta function method we take m points on the interface F, where rn n 2lAx 2lAy is the also number of uniform grid points in each direction.
In the numerical experiments we have found that beyond this point, increasing the number of points on the interface gives little improvement in the solution. We use Peskin's discrete delta function (1.4). We have also tested the hat delta function defined in (1.3) and the numerical results are almost the same. Figure 4 shows the results of both methods. We see that our method accurately gives the jump in the normal direction while the discrete delta function approach smears the jump, resulting in first-order accuracy. It is easy to check that (5.4) satisfies (5.3). The computed solution has the same accuracy as in the first case. In this case we used the Gauss-Seidel iteration. is captured sharply. Table 3 shows that we again obtain second-order accuracy at all grid points, even in the neighborhood of the discontinuity. Fig. 6(b In the special case where the coefficients are continuous, the difference stencil reduces to the standard five-point stencil (3.3) and only the correct right-hand side must be derived to obtain second-order accuracy. In particular, if the coeificients are constant then the standard five-point Laplacian is used and a fast Poisson solvers can be used to solve the resulting linear system. The ideas presented here can be used on a wide variety of other problems with discontinuous coefficients or singular sources. All that is required is that we be able to predict jumps in the solution and its first derivatives across F from the equation. These jumps are used in conjunction with appropriate Taylor series expansions about the interface to derive the difference scheme and right-hand side.
Other applications are currently being studied, including heat equations, wave equations in nonhomogeneous media, and the incompressible Navier-Stokes equations with flexible immersed boundaries.
