Abstract: In a dynamic environment, knowledge reduction of information systems with variations of object sets, attribute sets and attribute values is an important topic of rough set theory, and related family-based attribute reduction of dynamic covering information systems when refining and coarsening coverings has attracted little attention. In this paper, firstly, we introduce the concepts of the refinement and coarsening of a covering and provide the mechanisms of updating related families of dynamic covering decision information systems with refining and coarsening coverings. Meanwhile, we investigate how to construct attribute reducts with the updated related families and propose the incremental algorithms for computing attribute reducts of dynamic covering decision information systems. Finally, the experimental results verify that the proposed algorithms are more effective than the non-incremental algorithms for attribute reduction of dynamic covering decision information systems in terms of stability and computational time.
Introduction
Covering rough set theory [69] , introduced by Zakowski as an extension of Pawlak rough set theory [45] , is an important tool for knowledge discovery of information systems with incomplete, inconsistent and insufficient information. With more than 30 years of development, covering rough set theory has been combined with topology theory, fuzzy set theory, matrix theory, lattice theory, graph theory and so on.
Especially, it has been successfully applied to many fields such as machine learning, feature selection, pattern recognition and image processing.
Many researchers [2, 3, [6] [7] [8] [9] 12, 17, [25] [26] [27] [28] 33, 36, 43, 44, 47, 49, 51, 52, 54, 55, 59, 60, 63, 65, 66, 71, 72] have designed many types of covering rough set models with different criteria and derived significant results of knowledge reduction of covering information systems. For example, Chen et al. [2] translated the problem of attribute reduction of covering decision information systems into a graph model and proved that attribute reduction of a covering decision information system is equivalent to finding the minimal vertex cover of a derivative hypergraph. Lang et al. [25] provided incremental algorithms to compute the second and sixth lower and upper approximations of sets in dynamic covering approximation spaces and performd knowledge reduction of dynamic covering decision information systems with the incremental approaches. Shakiba et al. [47] investigated whether consistent mappings can be used as homomorphism mappings between a covering approximation space and its image with respect to twenty-two pairs of covering upper and lower approximation operators. Tan et al. [49] proposed fast approaches to knowledge acquisition in covering information systems by employing novel matrix operations and employed the experimental results to illustrate that the new algorithms can dramatically reduce the time consumptions for computing reducts of a covering information systems. Wang et al. [51] provided a new method for constructing simpler discernibility matrix with covering based rough sets and studied attribute reduction of decision information systems based on a different strategy of identifying objects.
Knowledge reduction of dynamic information systems [1, 5, 13-16, 18-23, 25-32, 34, 35, 37-40, 42, 46, 50, 53, 56-58, 61, 62, 64, 68, 70] has attracted more attention. Especially, researchers have focused on attribute reduction of dynamic information systems with variation of attribute values. For example, Cai et al. [1] introduced the incremental approaches to computing the type-1 and type-2 characteristic matrices for constructing the second and sixth lower and upper approximations of sets in dynamic covering approximation spaces caused by revising attribute attributes. Hu et al. [16] presented the dynamic mechanisms for updating approximations in multigranulation rough sets while refining or coarsening attribute values and designed the corresponding dynamic algorithms for updating multigranulation approximations. Jing et al. [23] developed a group incremental reduction algorithm with varying data values and employed the experimental results to validate that the proposed incremental algorithms are effective to update the reduction with the variation of attribute values. Li et al. [29] proposed the incremental approach to maintaining approximations of dominance-based rough sets approach when attribute values vary over time. Luo et al. [38] presented the updating properties for dynamic maintenance of approximations when the criteria values in the set-valued decision system evolve with time and provided two incremental algorithms for computing rough approximations corresponding to the addition and removal of criteria values. Qian et al. [42] addressed the attribute reduction problem for sequential three-way decisions under dynamic granulation and discussed the relationships of the different attribute reducts, the probabilistic positive regions and the probabilistic positive rules for decision-theoretic rough set models under global view, local view and sequential three-way decisions. Wei et al. [53] proposed an incremental attribute reduction algorithm based on the discernibility matrix of a compact decision table, and the theoretical analyses and experi-mental results indicate that the proposed algorithm requires much less time to find reducts. Xie et al. [56] proved that attribute reduction based on the inconsistency degree is equivalent to that based on the positive region and provided three update strategies of inconsistency degree for dynamic incomplete decision systems.
Actually, many scholars [4, 10, 27, 41, 48, 58, 67] have focused on discernibility matrix methods for knowledge reduction of information systems. For example, Chen et al. [4] introduced two Boolean row vectors to characterize the discernibility matrix and reduct in variable precision rough sets and employed an incremental manner to update minimal elements in the discernibility matrix at the arrival of an incremental sample. Feng et al. [10] provided the notion of soft discernibility matrix in soft sets and proposed a novel algorithm based on soft discernibility matrix to solve the problems of decision making. Yao et al. [67] put forward the elementary matrix simplification operations and transformed a discernibility matrix into one of its minimum forms for attribute reduction of information systems. Although discernibility matrices based methods are very effective and efficient for computing attribute reducts of information systems, we observe that they are not applicable for knowledge reduction of covering decision information systems with respect to the third type of covering-based approximation operators. To tackle this problem, Yang et al. [63] provided the related families based attribute reduction approaches for covering decision information systems, and avoided the above disadvantages of discernibility matrices to some degree. In a dynamic environment, there are many dynamic covering decision information systems with refining and coarsening coverings, which makes the non-incremental approaches extremely inefficient for knowledge reduction of dynamic covering decision information systems. Specially, we have not seen investigations on the related families based attribute reduction of dynamic covering decision information systems when refining and coarsening coverings, and the non-incremental algorithms are very time-consuming for attribute reduction of this type of information systems, it motivates us to develop more effective approaches for feature selection of dynamic covering decision information systems.
The purpose of this work is to investigate knowledge reduction of dynamic covering decision information systems. First, we provide the related families based incremental learning methods for attribute reduction of dynamic covering decision information systems when refining coverings. Concretely, we introduce the concepts of the refinement and coarsening of a covering and study the relationship between related sets of covering decision information systems and those of dynamic covering decision information systems with refining coverings. We show how to compute attribute reducts of dynamic covering decision information systems with the updated related families. Second, we propose the related families based incremental approaches for attribute reduction of dynamic covering decision information systems while coarsening coverings. Concretely, we study the relationship between related sets of covering decision information systems and those of dynamic covering decision information systems. We propose the incremental algorithms for attribute reduction of dynamic covering decision information systems with coarsening coverings. Finally, we employ the experimental results on data sets [11] downloaded from UCI Machine Learning Repository to illustrate that the proposed algorithms are effective for knowledge reduction of dynamic covering decision information systems with refining and coarsening coverings. This paper is structured as follows: In Section 2, we briefly review some concepts of covering-based rough set theory. In Section 3, we provide the related families based incremental methods for attribute reduction of dynamic covering decision information systems when refining coverings. In Section 4, we develop the related families based incremental approaches for attribute reduction of dynamic covering decision information systems when coarsening coverings. In Section 5, the experimental results illustrate that the proposed algorithms have better performance than non-incremental algorithms for dynamic covering decision information systems. All conclusions and further research are drawn in Section 6.
Preliminaries
In this section, we briefly review some concepts of covering information system. An information system, where objects are measured by using a finite number of attributes, represents all available information and knowledge. Additionally, if the function f is total, then the information system is called complete. Otherwise, the system is incomplete. Especially, we denote [x] A = {y ∈ U | f (x, a) = f (y, a), ∀a ∈ A} as the equivalence class of x with respect to A. The condition of Pawlak rough set model is so strict that limits its applications in practical situations, and the concept of partition of the universe is generalized to the concept of covering as follows: if C is a family of non-empty subsets of U and {C | C ∈ C } = U, then C is called a covering of the universe U.
Definition 2.4 [72] Let (U, C ) be a covering approximation space, where U is a non-empty finite universe of discourse, C is a covering of U, and Md
the minimal description of x ∈ U. Then the third lower and upper approximations of X ⊆ U with respect to C are defined as follows:
If U is a non-empty finite universe of discourse, and ∆ = {C 1 , C 2 , ..., C m } is a family of coverings of U, 
(2) Let (U, ∆, D) be an inconsistent covering decision information system, where U = {x 1 , x 2 , ..., x 8 },
Definition 2.7 [63] Let (U, ∆, D) be a covering decision information system, where U = {x 1 , x 2 , ..., x n }, 
the related function, where r(x) is the disjunction of all elements in r(x);
with the multiplication and absorption laws.
According to Definition 2.8, we have the attribute reduct set R(∆, U, D) = {∆ 1 , ∆ 1 , ..., ∆ l } for the covering decision information system (U, ∆, D), which is similar to construct attribute reducts of information systems using discernibility matrices.
Algorithm 2.9 [63] Let (U, ∆, D) be a covering decision information system, where U
Step 1: Input (U, ∆, D);
Step 3:
Step
Step 5: Output R(U, ∆, D).
We employ the following example to illustrate how to compute attribute reducts of consistent covering decision information systems and inconsistent covering decision information systems.
Example 2.10 (Continuation from Example 2.6) (1) Firstly, by Definition 2.8, we have r(x
r(x) and r(y) ∈ R(U, ∆, D))}, and C denotes the number of times for a covering C appeared in S R(U, ∆, D).
Algorithm 2.11 [63](Heuristic Algorithm of Computing a Reduct of (U, ∆, D))(NIHV).
Step 2:
Step 4: Construct a reduct
Step 5: Output the reduct △ * .
We observe that constructing all attribute reducts of covering decision information systems by Algorithm 2.9 is a NP hard problem, and it is enough to compute a reduct for covering decision information systems by Algorithm 2.11. Furthermore, if there exist two coverings C i and C j such that
Example 2.12 (Continuation from Example 2.10) (1) In Example 2.10(1), we derive S R(
3 Updating attribute reducts of dynamic covering decision information systems with refining coverings
In this section, we investigate how to update attribute reducts of dynamic covering decision information systems with refining coverings.
Definition 3.1 Let C 1 and C 2 be coverings of the universe U, where
For convenience, we refer C + and C − to as the refinement and coarsening of C , respectively. Especially, the refinement and coarsening of the covering given by Definition 3.1 are generalizations of concepts given by Definitions 2.2 and 2.3.
In practical situations, there are many types of dynamic covering decision information systems with refining coverings. For simplicity, we only consider the dynamic covering decision information system with a refining covering in this section. 
Especially, (U, ∆ + , D) is an inconsistent covering decision information system. Suppose (U, ∆, D) and (U, ∆ + , D) are covering decision information systems, where U = {x 1 , x 2 , ..., x n },
Proof: According to Definition 2.8, we have r(
, respectively. Therefore, we obtain
Theorem 3.4 provides an approach to updating r + (x) of (U, ∆ + , D) based on r(x) of (U, ∆, D) with refining coverings. Furthermore, there are two special cases as follows:
Proof: According to Definition 3.1, we have 
. Especially, we can get all reducts of (U, ∆ + , D) by Theorem 3.6. 
Step 2: Construct POS ∪∆ + (D);
r(x), otherwise.
Step U, ∆, D) ). 
Secondly, according to Theorem 3.5, we get
♦R(U, ∆, D) = {{C 1 , C 2 }, {C 1 , C 3 }, {C 2 , C 4 }, {C 3 , C 4 }}. f (U, ∆, D) = C + 5 ∧ (C 1 ∨ C 2 ∨ C 3 ∨ C 4 ) ∧ (C 2 ∨ C 3 ) = C + 5 ∧ (C 2 ∨ C 3 ) = (C 2 ∧ C + 5 ) ∨ (C 3 ∧ C + 5 ).
It implies that
R(U, ∆, D) = {{C 2 , C + 5 )}, {C 3 , C + 5 }}. Therefore, we obtain R(U, ∆ + , D) = {{C 1 , C 2 }, {C 1 , C 3 }, {C 2 , C 4 }, {C 2 , C + 5 }, {C 3 , C 4 }, {C 3 , C + 5 }}. (2) Firstly, by Definition 2.8, we get r + (x 1 ) = {C 2 , C 4 , C + 5 }, r + (x 2 ) = ∅, r + (x 3 ) = ∅, r + (x 4 ) = {C 2 , C 3 , C 4 }, r + (x 5 ) = {C 2 , C 3 , C 4 }, r + (x 6 ) = {C 1 , C + 5 }, r + (x 7 ) = {C 1 , C 3 , C + 5 } and r + (x 8 ) = {C 1 , C 3 , C + 5 }. It implies that R(U, ∆ + , D) = {{C 2 , C 4 , C + 5 }, {C 2 , C 3 , C 4 }, {C 1 , C + 5 }, {C 1 , C 3 , C + 5 }}. By Definition 2.8, we have f (U, ∆ + , D) = (C 2 ∨ C 4 ∨ C + 5 ) ∧ (C 2 ∨ C 3 ∨ C 4 ) ∧ (C 1 ∨ C + 5 ) ∧ (C 1 ∨ C 3 ∨ C ∨ 5 ) = (C 2 ∨ C 4 ∨ C + 5 ) ∧ (C 2 ∨ C 3 ∨ C 4 ) ∧ (C 1 ∨ C + 5 ) = (C 1 ∧ C 2 ) ∨ (C 1 ∧ C 4 ) ∨ (C 2 ∧ C + 5 ) ∨ (C 3 ∧ C + 5 ) ∨ (C 4 ∧ C + 5 ). Therefore, we get R(U, ∆ + , D) = {{C 1 , C 2 }, {C 1 , C 4 }, {C 2 , C + 5 }, {C 3 , C + 5 }, {C 4 , C + 5 }}.
Secondly, according to Theorem 3.6, we get
♦R(U, ∆, D) = {{C 1 , C 2 }, {C 1 , C 4 }}. f (U, ∆, D) = C + 5 ∧ (C 2 ∨ C 3 ∨ C 4 ). = (C 2 ∧ C + 5 ) ∨ (C 3 ∧ C + 5 ) ∨ (C 4 ∧ C + 5 ).
It follows that
Example 3.8 shows how to compute attribute reducts in dynamic covering decision information systems with refining coverings by Algorithms 2.9 and 3.7, respectively. We see that Algorithm 3.7 is more effective than Algorithm 2.9 to compute attribute reducts in dynamic covering decision information systems.
Suppose (U, ∆ + , D) and (U, ∆, D) are covering decision information systems, we denote S R(U, ∆ + , D)
and C denotes the number of times for a covering C appeared in S R(U, ∆ + , D).
Algorithm 3.9 (Heuristic Algorithm of Computing a Reduct of (U, ∆ + , D))(IHVR)
Step 1: Input (U, ∆ + , D);
Step 5: Output the reduct △ * + .
If there are two coverings C i and C j such that
Example 3.10 (Continuation from Example 3.8) (1) In Example 3.8(1), we have S R(U,
Finally, we get a reduct △ * + = {C 1 , C 2 } of (U, ∆ + , D).
(2) In Example 3.8(2), we get S R(U, ∆ +
Finally, we have a reduct △ * + = {C 1 , C 2 } of (U, ∆ + , D).
Updating attribute reducts of dynamic covering decision information systems with coarsening coverings
In this section, we study how to update attribute reducts of dynamic covering decision information systems with coarsening coverings. 
Suppose (U, ∆, D) and (U, ∆ − , D) are covering decision information systems, where U = {x 1 , x 2 , ..., x n }, 
Proof: By Definitions 2.8, we have r(x) = {C ∈ ∆ | ∃C ∈ A ∆ , s.t. x ∈ C ∈ C }, and r 
Proof: The proof is similar to Theorem 3.5. 
Theorem 4.4 shows how to construct
Proof: The proof is straightforward by Definition 2.8. 
Step 2: Construct POS ∪∆ − (D);
Step 5: Construct
Step 6: 
Secondly, according to Theorem 4.4, we get
♦R(U, ∆, D) = {{C 1 , C 2 }, {C 1 , C 3 }, {C 2 , C 4 }, {C 3 , C 4 }}. f (U, ∆, D) = C − 5 ∧ (C 1 ∨ C 4 ) ∧ (C 1 ∨ C 2 ∨ C 3 ∨ C 4 ) ∧ (C 2 ∨ C 3 ) = C − 5 ∧ (C 1 ∨ C 4 ) ∧ (C 2 ∨ C 3 ) = (C 1 ∧ C 2 ∧ C − 5 ) ∨ (C 1 ∧ C 3 ∧ C − 5 ) ∨ (C 2 ∧ C 4 ∧ C − 5 ) ∨ (C 3 ∧ C 4 ∧ C − 5 ).
It follows that
R(U, ∆, D) = ∅. Therefore, R(U, ∆ − , D) = {{C 1 , C 2 }, {C 1 , C 3 }, {C 2 , C 4 }, {C 3 , C 4 }}. (2) Firstly, by Definition 2.8, we get r − (x 1 ) = {C 2 , C 4 }, r − (x 2 ) = ∅, r − (x 3 ) = ∅, r − (x 4 ) = {C 2 , C 3 , C 4 }, r − (x 5 ) = {C 2 , C 3 , C 4 }, r − (x 6 ) = {C 1 , C − 5 }, r − (x 7 ) = {C 1 , C 3 , C − 5 }, and r − (x 8 ) = {C 1 , C 3 , C − 5 }. It follows that R(U, ∆ − , D) = {{C 2 , C 4 }, {C 2 , C 3 , C 4 }, {C 1 , C − 5 }, {C 1 , C 3 , C − 5 }}. By Definition 2.8, we obtain f (U, ∆ − , D) = (C 2 ∨ C 4 ) ∧ (C 2 ∨ C 3 ∨ C 4 ) ∧ (C 1 ∨ C − 5 ) ∧ (C 1 ∨ C 3 ∨ C − 5 ) = (C 2 ∨ C 4 ) ∧ (C 1 ∨ C − 5 ) = (C 1 ∧ C 2 ) ∨ (C 1 ∧ C 4 ) ∨ (C 2 ∧ C − 5 ) ∨ (C 4 ∧ C − 5 ). Therefore, we have R(U, ∆ − , D) = {{C 1 , C 2 }, {C 1 , C 4 }, {C 2 , C − 5 }, {C 4 , C − 5 }}.
Secondly, according to Theorem 4.5, we have
♦R(U, ∆, D) = {{C 1 , C 2 }, {C 1 , C 4 }}. f (U, ∆, D) = C − 5 ∧ (C 2 ∨ C 4 ) ∧ (C 2 ∨ C 3 ∨ C 4 ) = (C 2 ∧ C − 5 ) ∨ (C 4 ∧ C − 5 ).
It implies that
Example 4.8 shows how to compute attribute reducts in dynamic covering decision information systems with coarsening coverings by Algorithms 2.9 and 4.7, respectively. We see that Algorithm 4.7 is more effective than Algorithm 2.9 to compute attribute reducts in dynamic covering decision information systems with coarsening coverings.
C denotes the number of times for a covering C appeared in S R(U, ∆ − , D).
Algorithm 4.9 (Heuristic Algorithm of Computing a Reduct of (U, ∆ − , D))(IHVC)
Step 1:
Step 5: Output the reduct △ * − .
If there exist two coverings C i and C j such that
Example 4.10 (Continuation from Example 4.8) (1) In Example 4.8(1), we derive S R(U,
we obtain a reduct △ * − = {C 1 , C 2 } of (U, ∆ − , D).
Experimental results
In this section, we employ the experimental results to demonstrate that IHVR and IHVC are feasible and efficient to perform attribute reduction of dynamic covering decision information systems with refining and coarsening coverings.
To test NIHV, IHVR and IHVC, we transform eight data sets depicted by Table 1 , which are downloaded from UCI Machine Learning Repository [11] , into covering decision information systems. Con- 
Stability of NIHV, IHVR and IHVC
In this section, we employ the experimental results to demonstrate the stability of NIHV, IHVR and IHVC for attribute reduction of dynamic covering decision information systems.
Firstly, to test NIHV and IHVR, we derive the covering decision information systems
by transforming data sets in Table 1 and obtain the dynamic covering decision information system (U i , ∆ + i , D i ) by refining the last covering of (U i , ∆ i , D i ), where 1 ≤ i ≤ 8. Concretely, we part some blocks of the last covering into smaller blocks randomly. Especially, we get ten dynamic cov-
.., and (U i10 , ∆ + i10 , D i10 ), which contain 10%, 20%, ..., 100% of objects of U i , respectively. Subsequently, we run NIHV and IHVR ten times on
, where 1 ≤ i ≤ 8 and 1 ≤ j ≤ 10. Especially, we compute the average time and standard deviation of ten computational times for the dynamic covering decision information system (U i j , ∆ + i j , D i j ) and depict the results by Tables 2 and 3 .
Secondly, to test NIHV and IHVC, we derive the covering decision information systems {(U i , ∆ i ,
by transforming data sets in Table 1 and obtain the dynamic covering decision information system (U i , ∆ − i , D i ) by coarsening the last covering of (U i , ∆ i , D i ), where 1 ≤ i ≤ 8. Concretely, we combine some blocks of the last covering into large blocks randomly. Especially, we get ten dynamic
.., and (U i10 , ∆ − i10 , D i10 ), which contain 10%, 20%, ..., 100% of objects of U i , respectively. Subsequently, we run NIHV and IHVC ten times From Tables 3 and 5 , we see that the standard deviations of ten computational times by NIHV, IHVR and IHVR are very small, which illustrates that these algorithms are stable for computing attribute reducts of dynamic covering decision information systems. For example, from Row 2 in Table 3 , we see that 
Comparison of NIHV and IHVR
In this section, we employ the experimental results to illustrate that IHVR is more effective than NIHV for computing attribute reducts of dynamic covering decision information systems when refining coverings.
Firstly, we compare the running times of IHVR with those of NIHV in dynamic covering decision information systems when refining coverings. From Table 2 , we find the times of computing attribute reducts with NIHV and IHVR in dynamic covering decision information systems {(
Especially, we observe that IHVR runs faster than NIHV for computing attribute reducts of dynamic covering decision information systems {(
For example, from Row 2 of Table 2 
It is obvious that the computational times of NIHV are larger than those of IHVR in dynamic covering decision information systems {( 
Especially, the computational time of NIHV increases faster than IHVR with the increase of the cardinality of object set. Therefore, the experimental results in Table 2 and Figure 1 illustrate that IHVR is more efficient and feasible than NIHV for computing attribute reducts of dynamic covering decision information systems with refining coverings.
Comparison of NIHV and IHVC
In this section, we employ the experimental results to illustrate that IHVC is more effective than NIHV in dynamic covering decision information systems when coarsening coverings.
Firstly, we compare the computational times of IHVC with those of NIHV in dynamic covering decision information systems when coarsening coverings. From Table 4 , we see the times of computing attribute reducts with NIHV and IHVC in dynamic covering decision information systems {(U i j , ∆ − i j , D i j ) | 1 ≤ i ≤ 8, 1 ≤ j ≤ 10}. Especially, we see that IHVC performs faster than NIHV in computing attribute reduct of dynamic covering decision information systems {(U 1 j , ∆ − 1 j , D 1 j ) | 1 ≤ i ≤ 8, 1 ≤ j ≤ 10}. For example, from Row 2 of Table 4 Therefore, the experimental results in Table 3 and Figure 2 illustrate that IHVC is more effective and feasible than NIHV for attribute reduction of dynamic covering decision information systems when coarsening coverings.
Conclusions
Knowledge reduction of dynamic covering decision information systems is an important topic of covering-based rough set theory. In this paper, firstly, we have shown the mechanisms of updating related families of dynamic covering decision information systems when refining and coarsening covering. We have investigated how to construct attribute reducts with the updated related families for dynamic covering decision information systems. Furthermore, we have provided the incremental algorithms for computing attribute reducts of dynamic covering decision information systems, and employed several examples to illustrate how to perform attribute reduction of dynamic covering decision information systems. Finally, we have performed the experiments to illustrate that the proposed algorithms are effective and feasible to compute attribute reducts of dynamic covering decision information systems.
In the future, we will provide incremental learning methods for dynamic covering decision information systems with variations of object sets. Especially, we will provide incremental algorithms for attribute reduction of dynamic covering decision information systems when object sets are varying with time.
