The reduced Ostrovsky equation is a modification of the Korteweg-de Vries equation, in which the usual linear dispersive term with a third-order derivative is replaced by a linear nonlocal integral term, which represents the effect of background rotation. This equation is integrable provided a certain curvature constraint is satisfied. We demonstrate, through theoretical analysis and numerical simulations, that when this curvature constraint is not satisfied at the initial time, then wave breaking inevitably occurs.
Introduction
It is well known that the Korteweg-de Vries (KdV) equation can be used to model internal solitary waves in the atmosphere and ocean, see for instance the reviews by Grimshaw [8] and Melville and Helfrich [13] ,
Here, u(x, t) is the amplitude of an appropriate linear long wave mode, with linear long wave speed c 0 , and (1) is expressed in a frame moving with that speed. The coefficients µ, λ are found from certain internal expressions involving the modal function and the background density stratification. However, when the effects of background rotation through the Coriolis parameter f need to be taken into account, an extra term is needed, and the KdV Equation (1) is replaced by the Ostrovsky equation is, see Ostrovsky [20] , Grimshaw [7] or the review by Grimshaw et al. [11] ,
where γ = f 2 /2c 0 = 0. On the infinite line, the mass is zero 
For periodic solutions of period 2L, replace (−∞, ∞) with (−L , L). Our concern here is with the reduced Ostrovsky equation which is obtained by setting λ = 0 in (2),
Importantly, we note that when γ = 0, Equation (4) reduces to the inviscid Burgers (or Hopf) equation. It is, then, well known and easily demonstrated that all localized solutions, or all periodic solutions, will break. That is the solution will develop an infinite slope in finite time. The issue then is how this breaking is affected when γ = 0. This is to be contrasted with the regularization of the Hopf equation by the KdV Equation (1) when it is known that breaking is replaced by the emergence of internal solitary waves, often in the form of internal undular bores. The reduced Ostrovsky Equation (4) (also known variously as the Ostrovsky-Hunter equation, or the Vakhnenko equation) has been previously studied numerically and theoretically, notably by Hunter [15] Vakhnenko [23] , Parkes [21] , Vakhnenko and Parkes [24] , Boyd [1] , [2] , Stepanyants [22] , Liu et al. [19] , and Kraenkel et al. [16] . We also note that it is readily shown that Equation (4) does not have any smooth solitary wave solutions (see Liu et al. [19] and the appendix of Grimshaw and Helfrich [10] , where the argument produced there still applies when λ = 0), but does support a family of smooth periodic traveling wave solutions (Ostrovsky, [20] ). Thus, clearly not all solutions will break, although Boyd [2] showed numerically that a large class of solutions will break, even when the amplitude is very small provided that the length scale is correspondingly also very small. However, it has been shown by Vakhnenko and Parkes [24] that (4) is integrable, with soliton solutions, see also Vakhnenko [23] , Parkes [21] , and Kraenkel et al. [16] . This would seem to predict that breaking is prevented, contrary to the numerical results of Boyd [2] , and also to the proven nonexistence of solitary waves. The purpose of this paper is to provide an explanation of these apparent contradictions.
We can rescale Equation (4) bỹ x = γ x,t = t,ũ = µγ u,ṽ = µγ 2 v.
Then Equation (4) is obtained with µ = γ = 1, which we assume henceforth.
In Section 2, we examine the claimed integrability of (4) and show that although it is integrable there is also a very strong constraint on when integrability can hold. In Section 3, we re-examine the soliton and periodic traveling wave solutions of (4) and demonstrate that the former violate the integrability constraint, whereas the integrability allows for an explicit determination of all the allowed periodic traveling waves. In Section 4, we present a sample of our numerical results, which confirm those of Boyd [2] , and go further in indicating that when the integrability constraint fails, then breaking inevitably occurs. We conclude in Section 5 with a summary and discussion.
Integrability
Vakhnenko and Parkes [24] used a transformation of variables to establish integrability of (4), given by (but note the notation is changed here),
Note that these are in fact characteristic co-ordinates, and can be specified by
It then follows that
Thus Equation (4) becomes U XT = φU, and so
Finally, putting
we see that (9) becomes
Note that the zero mass condition (3) becomes
Vakhnenko and Parkes [24, 25] have shown that (11) , and hence (4), is integrable, and has loop soliton solutions constructed by the Hirota method.
Note that they set T 0 = −∞. The Lax pair is
where ν = ν(X ) is arbitrary, and the spectral eigenvalue is a constant. In this Lax pair formulation, X is the "evolution" variable, and T is the "spatial" variable, so that we cannot immediately use this Lax pair for an initial value problem. But importantly we note that although the integrability of (11) holds for all X, T , it does not necessarily hold for all x, t, as the implied integrability of the reduced Ostrovsky Equation (4) will only then hold provided that the Jacobian of the transformation from (x, t) to (X, T ) should not vanish. This Jacobian is φ, and because φ = 1 at T = T 0 , we infer that (4) is integrable provided that φ > 0. However, if as T = t → t b , φ → 0, ∞, then the relations (8, 10) imply that u x → −∞, and thus breaking occurs.
In an apparently alternative approach, Kraenkel et al. [16] have shown that the original Equation (4) in the (x, t) coordinate system, also has a Lax pair, expressed in terms of a function F where
In particular they show that F is a conserved density,
In the transformed variables this becomes
where we have used the boundary condition that φ = 1 at T = T 0 , and we note that at T = T 0 , X = x, so that F 0 (x) is determined by the initial conditions in the original variables. Further, we find that
Indeed, the key result (15) can be established directly from (11) and (17) . Next, we note that using (16) and the definition (14) , the expression (17) takes either of the equivalent forms
which are, respectively, equations for F or φ alone. Then, as noted by Kraenkel et al. [16] , (18) can be converted to the integrable Bullough-Dodd equation
Note that transformations used by Vakhnenko and Parkes [24, 25] and that used by Kraenkel et al. [16] are equivalent, although apparently Kraenkel et al. [16] were unaware of this. The Lax pair of Kraenkel et al. [16] can now be obtained from that for the Bullough-Dodd Equation (20) in the transformed variables (X, T ) variable with evolution in the T = t variable; see also Faquir et al. [4] and the references therein, which indicate a connection with the Dym hierarchy, and presumably is equivalent to the Lax pair (13) . The transformation to the integrable Bullough-Dodd Equation (20) , requires that F = 0. In an infinite domain, where all solutions are required to be localized, or in a periodic domain, there is always at least one point where u x x = 0, and hence at that point, F = 1. We conclude that integrability holds when F > 0, that is 3u x x < 1. The conservation law (16) then shows that this condition is completely equivalent to the condition that φ > 0. Indeed this condition also shows that as φ → 0, ∞, then F → ∞, 0, and breaking occurs. We conclude that loss of integrability inevitably leads to breaking.
In more detail, we infer that if the initial condition u(x, 0) = u 0 (x) is such that F(x, 0) = F 0 (x) > 0 for all x, that is 3u 0x x < 1 for all x, then from (16) 0 < Fφ = F 0 (X ) < ∞, integrability holds and there is no breaking. On the other hand, suppose that there is a set of intervals x 1 ≤ x ≤ x 2 in which of which F 0 (x) ≤ 0, 3u 0x x ≥ 1, with equality only at the end points. Importantly, we observe that the value F = 0 is conserved on characteristics, that is, if F 0 (X 1,2 ) = 0, then F(X 1,2 , T ) = 0, T ≥ 0 (note that now we set T 0 = 0 without loss of generality). Consequently when the initial value F 0 (X ) takes both positive and negative values, then as long as the solution exists, that is 0 < φ < ∞, the X, T domain is divided into regions where F < 0, namely the region between the characteristic boundaries X = X 1,2 , and the remaining region where F > 0. Formally, the reduction to (20) holds only when F > 0. However, the conservation law (16) remains valid as long as 0 < φ < ∞, and if F < 0, (18) is replaced by
whereas the Bullough-Dodd Equation (20) is replaced by
Formally (20) becomes (22) if v is replaced v + iπ , according to the change of sign of F, and hence we assume that (22) may also be integrable, albeit in the complex v-plane. However, the full equation is not integrable, with a breakdown on the lines X = x 1,2 where F = 0. Next, we note that Equation (19) can be formally integrated once to yield
where we have used the initial condition that φ = 1 at T = 0. This holds in the interval X 1 ≤ X ≤ X 2 where F 0 ≤ 0 (as well as in the remaining intervals where F 0 > 0), and then the integrand on the right-hand side is positive for all φ > 0, with a minimum value of −2 −2/3 F 0 (X ) achieved where φ = −2 1/3 F 0 (X ), independently of T . Note that because φ = 1 at T = 0, there always exists at least a finite domain in T ≥ 0 where φ > 0. It follows that then β > 0 in X 1 ≤ X ≤ X 2 , and so also φ X > 0, with the consequence that φ cannot achieve a minimum value in this interval. Indeed, for each X in the interval
and integrating (24) over the interval X 1 < X < X 2 yields
where
Thus, the Jacobian φ(X 1 , T ) at the left-hand end of the interval on which F 0 is negative becomes exponentially small compared to its value φ(X 2 , T ) at the right-hand end. Thus, provided the Jacobian φ(X 2 , T ) at the right-hand end does not grow exponentially fast, φ(X 1 , T ) at the left-hand end becomes arbitrarily small. This suggests that breaking will occur extremely close to the location X = X 1 , but because φ X (X = X 1 , T ) > 0 from the arguments described above, we infer that the first breaking event will occur just below X = X 1 . In this vicinity, the slightest fluctuation will induce wave breaking. The bound (25) becomes more stringent the larger the area of negative F 0 in the interval X 1 < X < X 2 , with the e-folding time 1/α decreasing monotonically with increasing area.
Traveling waves

Loop solitons
Before describing our numerical results on breaking solutions, it is useful to consider the reduction of (4) for steady traveling waves. First we note that the the loop soliton solutions of (4) obtained by Vakhnenko and Parkes [2] violate the integrability constraint that φ > 0, and hence that 3u x x < 1. In the (X, T ) variables the loop soliton solution is given by
In physical space, this loop soliton solutions (27) becomes
The condition φ > 0 becomes
which is clearly violated for all η such that sech 2 (kη) > 2/3. That is the transformation between ζ and η is only valid for sech 2 kη < 2/3. Also, the curvature (17) is (30) which is negative for all 0 < U/c < 1, but positive and greater than 3 for 1 < U/c < 3/2, with a singularity at U = c. Thus, the criterion that u x x < 1/3 is violated when U = c, precisely the same value when φ = 0.
Periodic traveling waves
The reduced Ostrovsky Equation (4) has a family of periodic traveling waves, u = u(ζ ), ζ = x − ct of period 2L, with a limiting wave with a parabolic shape and a corner crest, see Ostrovsky [20] , Grimshaw et al. [11] , Boyd [1] , and Stepanyants [22] . This limiting wave is given by
Note that this has 3u ζ ζ = 1 and so is on the boundary of the allowed domain 3u ζ ζ < 1. The full family of periodic traveling waves can be obtained explicitly using a slight adjustment of the transformation (6) described above.
Now put
so that (32) becomes
Note that if (U, c) is a solution, then so also is (U − c, −c). There are two families of periodic solutions, given by
and
Here, cn 2 (·) is the Jacobi Elliptic function of modulus m, 0 < m < 1. The solution (35) has a period 2K (m)/k in the variable η, and hence, on using the transformation (33) the corresponding period 2L in the variable ζ is given by
For the first family, as m → 1, the solution (35) reduces to the solitary wave (27), and as m → 0 it reduces to a linear sinusoidal wave with wavenumber 2k in η-space, riding on a pedestal d = c = −1/4k 2 . However, the expression (38) then shows that k L → 0 as m → 0, and so with L fixed, it follows that then k → 0, and this limit is singular. For the second family, as m → 1, the solution (35) reduces to a solitary wave riding on a pedestal d = c = −2a/3 = 1/4k 2 , and as m → 0 it reduces to a linear sinusoidal wave with a wavenumber 2k in η-space, riding on a zero pedestal with speed c = 1/4k 2 . In this case, the expression (38) shows that 2π k = L as m → 0, and so 1/2k is the wavenumber in ζ -space. In physical space these solutions are given by
provided that ∂ζ ∂η
which is just the general condition φ > 0. Because this must hold for all η, and a < 0, this condition will fail when 0
It is readily shown that the first family satisfies this condition for all m, 0 < m < 1, and hence cannot be physically realized. However, the second family does not satisfy this condition for any m, 0 < m < 1, and hence is physically realizable. Note that for this second family, it follows from (33, 38) that when m = 1, k L = 3/2, whereas
so that the parabolic limiting solution (31) is recovered. From this perspective, the limiting solution is a solitary wave! Also, the curvature is given by
Because D ≥ 0, c − U ≥ 0 for all m, 0 ≤ m ≤ 1, it follows that 3u x x ≤ 1 for all m with equality only at m = 1.
Numerical results
It remains to reconcile the theoretical results of section 2 with the numerical calculations of Boyd [2] , and to this end some new simulations are reported here. Remarkably, Boyd showed numerically that for the initial condition u(x, 0) = u 0 (x) = b cos kx, the solutions break if 3bk 2 > 1, which is precisely the condition that 3u 0x x (x) > 1 for some x. However, this numerical result is limited to a sinusoidal initial wave, whereas the condition 3u 0x x (x) > 1 for some x, that is max [3u 0x x ] > 1, is more general, and as discussed in section 2, points to the possibility that any initial state satisfying this condition will evolve to breaking. Indeed, Boyd presented one calculation with an initial condition composed of a superposition of two sinusoidal waves: one with k = 1 and the second with k = 10. The amplitudes of the individual harmonics were chosen so that the long wave satisfied 3bk 2 < 1 and the short wave had 3bk 2 > 1. In the calculation the long wave remained stable and smooth, whereas the short wave proceeded to breaking with 10 breaking crests. This seems to suggest that a general initial condition with a region where 3u 0x x > 1 will break. However, the significant amplitude and wave number separation in Boyd's two-wave example permitted the two waves to evolve essentially independently. Thus the breaking was interpreted solely as a consequence of the short wave exceeding the condition 3bk 2 > 1. We further test the connection max [3u 0x x ] > 1 to the occurrence of wave breaking, by solving the reduced Ostrovsky Equation (4) (with µ = γ = 1) numerically. As Boyd [2] notes, solutions of (4) on a domain of length L can be rescaled to any other domain, thus our present calculations are for a periodic domain of length 2π . Two contrasting numerical schemes were used. The first was a Fourier-pseudospectral method with a fourth-order Runge-Kutta time integration for the equation in the original form (4) . In all the calculations presented here the model was run with N = 4096 grid points (or Fourier components). Anti-aliasing was applied to the calculation of the nonlinear term by zero-padding the Fourier transform to 2N coefficients. The time step was varied between runs for numerical stability. This numerical model was tested by confirming t hat a single sinusoidal wave will break if 3bk 2 ≥ 1.02.
The modest departure of the breaking condition from the theoretical value is consistent with Boyd's [2] results and is due to the rapid increase in time to breaking as 3bk 2 approaches 1 from above and the accumulation of numerical errors. As in Boyd [2] , the occurrence of breaking was determined by monitoring the Fourier amplitudes of the numerical solution (see below).
The second numerical method solves the reduced Ostrovsky equation in the characteristic form (9) . Thus, let W = U X with inverse U = I(W ) so that this characteristic form can be written as the first order pair,
subject to the initial conditions that φ = 1 and W = F 0 (X ) at T = 0. Note that U can be recovered from W preserving the zero mean condition (3), by ensuring that the inverse operator I has the property that, for any 2π -periodic function f (X ),
This system is solved to spectral accuracy for an unbounded interval in Esler et al. [3] (note that there is a misprint in their Equation (26)) by expanding φ as a series of Chebyshev polynomials in X with time-dependent coefficients.
As noted there, solving in characteristic space is particularly useful for investigating wave-breaking as the wave breaks when the order unity quantity φ passes smoothly through zero. Esler et al. [3] show that characteristic integrations can be carried smoothly past breaking, where they agree closely with finite volume integrations which fit "equal area" shocks to the waves after breaking. The system (41) was integrated numerically with spectral accuracy by performing the integration in (42) in Fourier space and then normalizing in real space using the result that the trapezium rule is spectrally accurate for periodic functions. Integrations up to T = 100 with 2048 nodes showed that Fφ was conserved with an accuracy of 10 −8 , and so the conservation of Fφ (see (16) ) was used explicitly by replacing (41) by the single Equation (19) . The advantage of this formulation is that (19) depends solely on the Jacobian φ which remains positive and of order unity until it vanishes when the wave breaks. The weakness of using (19) is that integrating past breaking is less straightforward than for the pair (41). Next, we note that Equation (19) can be formally integrated once, to yield (23). This equation was integrated for evenly-spaced nodes on (0, 2π ) using a Runge-Kutta method with φ obtained using the inverse operator I, and normalized to spectral accuracy using the trapezium rule. This implementation proved extremely fast, accurate and robust. 
Fourier pseudo-spectral method results
First, we present the results using the Fourier pseudo-spectral method. The initial condition is the superposition of a sinusoidal wave of length 2π and its first harmonic,
where θ is an arbitrary phase shift. The phase shift has two effects. The first is that the amplitudes u 1 and u 2 can be selected so that each individual component is subcritical, whereas varying θ causes the composite initial state to be either subcritical or supercritical to the criterion max [3u 0x x ] > 1. This is illustrated in Figure 1 where max [3u 0x x ] from (43) is plotted as a function of θ for u 1 = 0.3 and u 2 = 0.03. Furthermore, for these values of u 1 and u 2 there is at most one region of 3u 0x x (x) > 1 in the domain. Two initial waves from (43) with u 1 = 0.3 and u 2 = 0.03 are shown in Figure 2a . One (dashed) has θ = 3.913 and max(3u x x ) = 0.9. The other (solid) has θ = 3.109 and max(3u x x ) = 1.1. These two initial conditions are quite close to each other, yet only the case with max [3u 0x x ] = 1.1 evolves to breaking. Figure 2b shows the numerical solutions at t = 9 and the supercritical initial condition has developed a small, but clear breaking front where u x exhibits a spike. The magnitudes of the Fourier components at t = 9 for each wave are plotted in Figure 3(a) . The magnitudes of the components of the supercritical wave have increased and filled in for all Fourier degrees indicating breaking (Boyd, [2] ). In contrast, the subcritical case exhibits the expected exponential fall-off with degree with a floor at the roundoff error limit. A good diagnostic for breaking is the average value, B, of the highest 128 degree Fourier coefficients. The time series of B(t) for these two numerical runs is plotted in Figure 3b . B(t) stays at the roundoff floor for the subcritical initial condition. For the supercritical initial condition, B(t) increases rapidly at t ≈ 7.75 and subsequently levels off. Note that the pseudospectral numerical solution of (4) is unreliable once the breaking has fully developed.
Additional numerical solutions for u 1 = 0.3 and u 2 = 0.03 with θ varied confirm that breaking emerges only for initial conditions with max [3u x x ] > 1.02. It is important to know whether the breaking criterion max [3u 0x x ] > 1 applies to all initial conditions. This is, of course, impossible to test numerically, but it is reasonable to consider an initial disturbance that is quite different from (43). Thus some additional calculations were undertaken with the Gaussian-shaped disturbance
in the periodic domain −π ≤ x ≤ π . Here, b is the amplitude and l is the width scale. The second term in (44) is the domain average of first term so that the integral of u(x, 0) over the domain is zero as required. 
Characteristic method results
This numerical method has better accuracy, and is used here to refine the results obtained above. Let the minimum over X at any time T of the Jacobian occur at X m (T ) and have value φ m (T ) = φ((X m (T ), T ). Figure 7 (a) includes a line of slope α showing that the decay of φ m (T ) is indeed bounded by (25) and is captured by (25) over the majority of the evolution. Figure 7(b) shows αT b as a function of max[u 0x x ] − 1/3 for the same initial profile as in Figure 7 (a) but for varying θ 0 . Over two orders of magnitude change in the abscissa the ordinate varies by less than 5%. Figure 8 shows the Jacobian at the moment of breaking, φ(X, T b ), for the example of Figure 7 (a) with Figure 8(a) showing one period in X and Figure 8(b) showing the detail of the wave in the region where F 0 (X ) < 0. The scalings for Figure 8(b) follow from the discussion leading to (26) in section 2, but it is informative to derive them independently. Consider a weakly supercritical initial condition where u 0x x is smooth with a maximum at X 0 slightly exceeding 1/3. Then, near X = X 0 ,
where a = max[u 0x x ] = u 0x x (X 0 ) and b = −(1/2)u 0xxxx (X 0 ) > 0, and so
where ξ = (X − X 0 )[3b/(3a − 1)] 1/2 and ξ = ±1 corresponds to X = X 1 , X 2 in the general case. The generic behavior near the breaking location should be governed by a parameter-free version of (19) and so near breaking φ scales as F 0 , exactly in accord with our analysis and the numerical integrations. Thus, we write
Then Equation (19) becomes a parameter-free generic equation near breaking,
where T = τ for
As expected, (49) differs from the general expression (26), applied in this limit, by only a multiplicative constant. As can be seen in Figure 8 (b), the form (46) means that F 0 has an infinite gradient at X = X 1,2 . This is the generic behavior for a smooth function u 0 (x) but there is no such restriction on (19) nor in the analysis leading to (25) and (26), and also no restriction there that u 0x x should only slightly exceed 1/3. As 3u 0x x → 1+ in Figure 7 (b), αT b approaches a nonzero value, corresponding to τ = τ b ∼ 1.3. This value could be found directly from integrating (48) subject to an arbitrary admissible initial condition and appropriate boundary conditions, which appear to be that φ/F 0 = O(1) as ξ → ±∞. Figure 8 (b) shows that the Jacobian first vanishes when X m is indistinguishably close to ξ → −1 from below, that is as X → X 1 from below. Because X m is also a minimum of log φ,
Differentiating with respect to T and using (23) gives
Once φ m < F 0 , and this always occurs for sufficiently long integrations given the shapes of φ and F 0 , (51) shows thatẊ m > 0. That is, the minimum of the Jacobian moves monotonically to the right. Figure 9 shows log 10 [X 1 − X m (T )] for the same initial profile as in Figure 7 (a). The distance decreases slightly faster than the minimum of the Jacobian showing that breaking for weakly supercritical initial conditions first occurs at the point corresponding to the left-hand edge of the region where u 0x x exceeds 1/3. Figure 10 shows the minimum of the Jacobian, φ m (T ), as a function of time for the profile of Figure 7 (a), and for T > 400. The dashed line shows the corresponding value of F 0 at the same X and T , i.e. F m (T ) = F 0 (X m (T )). On average φ m is less than 1 2 F m and so the second term on the right-hand side of (19) is approximately eight times the first. The nearer to breaking the greater is this disparity. Thus breaking is governed in general by the approximate equation
with F 3 0 = 2(−1 + ξ ) in the local Equation (48). Equation (52) has the solution
for A constant and B(X ) a function of X alone, provided AB X (X ) = −F 3 0 /3. Thus near breaking
Because F 0 > 0 in X < X 1 and F 0 < 0 in X > X 1 the expression (54) shows that φ is increasing monotonically with distance from a local minimum at X = X 1 of
For the local Equation (48) this becomeŝ
The form (55) is consistent with Figure 10 where the minimum of the Jacobian does indeed appear to decrease linearly with T until vanishing at T b .
Conclusion
Our numerical results and analysis for the reduced Ostrovsky Equation (4), together with the numerical results of Boyd [2] , strongly point to several conclusions regarding the breaking, or nonintegrability, criterion. In every case where the initial condition u(x, 0) = u 0 (x) is such that the integrability criterion is violated, that is,
breaking occurred. This suggests that solutions that begin in a supercritical region cannot evolve to a subcritical state without breaking. Further, every localized region where (57) is satisfied produces a separate breaking event.
We infer that the solutions of the reduced Ostrovsky Equation (4) belong to one of two classes. Either 3u 0x x (x) < 1 for all x and then the equation is integrable and the solution exists for all time. Or this criterion is violated locally, and then breaking always occurs. Of course, our numerical and analytical results combined with the integrability criterion, that is 3u x x < 1 for all (x, t), do not provide a complete rigorous proof of this statement, but the evidence we have presented seems compelling. Boyd [2] pointed out that the transformation u(x, t) = D 2 u(x,t) whereũ = D 2 u,x = x/D,t = Dt leaves Equation (4) unchanged for all values of D = 0. Significantly u x x = uxx and thus the breaking condition (57) is independent of this scaling transformation.
We note that Hunter [15] showed that an initial condition for (4) on a periodic domain, that has a sufficiently steep negative slope will lead to breaking. A similar conclusion was also reached for the infinite line by Rosales and Grimshaw (private communication, see Boyd [2] ). Recently Liu et al. [19] obtained similar results with improved conditions for breaking to occur. Specifically, Hunter [15] set the period 2L = 1 and examined that characteristic emerging from that initial point X = x m where the initial condition u 0 (x) has a maximum negative slope, u 0x (x) ≥ u 0x (x m ) = −m, and deduced that if m 3 > 4M(m + 4) where M = max|u 0 |, then breaking occurs. But at this location u 0x x (x m ) = 0, and thus it lies within the region where the initial value of F = F 0 (x) > 0. From our discussion of integrability in section 2 and our numerical results in section 4, we expect breaking to occur only at the edge of this region. Alternative breaking criteria were obtained by Liu et al. [19] , who used a priori estimates to deduce that breaking occurs when either J > (3H/2) 3/2 or when J > 0, H > 3/4, where J = − I (u 0x ) 3 dx, H = ( I |u 0 | 2 dx) 1/2 and I is again the periodic domain with period 2L = 1. They also obtained an analogous criterion on the infinite line. However, we note that all these criteria can take the form m 2 > C M for some constant C > 0. In the Appendix, we show that if m 2 > 4M/3, see (A2), then our breaking criterion (57) holds, whereas C = 4 for Hunter [15] and C = 3/2 for Liu et al. [19] . Noting that (A2) is only a sufficient condition for breaking, we infer that (57) is, in general, a substantial improvement, and indeed, we contend is the optimal breaking criterion. We note that Boyd's initial condition, u 0 (x) = b cos kx, leads to M = b, m = kb and the criterion (57) becomes 3bk 2 > 1, that is 3m 2 > M and so then C = 1/3. Further, in all the numerical examples we have displayed here where breaking occurred, though the criterion (57) was satisfied, the criterion of Hunter [15] was not satisfied. The criteria obtained by Liu et al. [19] are improvements of Hunter's criterion, but as they found in some numerical simulations, are far from optimal. We have confirmed that in all cases where they found breaking (see their Figures 2-4 ) but their breaking criteria were not satisfied, our breaking criterion (57) is satisfied.
It is pertinent to note that the breaking front first appears at a location in x at the left-hand edge of the domain where 3u 0x x > 1 in the initial condition. The "local" disturbance that evolves to the breaking front originates in the region where 3u 0x x > 1 and then travels to the breaking location. In our simulations, where 3u 0x x only marginally exceeds unity, the travel speed is close to zero. This is readily apparent in the contour plot in Figure 6 , and in the detailed plots of the Jacobian in Figures 7 and 9 . Note that in the fixed reference frame, this corresponds to traveling at the linear long wave speed, see (2) and the subsequent discussion. This is a consequence of the fact that most simulations we have done have 3u 0x x only marginally greater than 1, but nonetheless is a predicted general result, which has implications for where solitary-like waves will first appear when the λu xxx term in the full Ostrovsky Equation (2) is restored. That is, we expect that such solitary waves will appear first at the left-hand margins of these localized supercritical zones. When we revert to the original coordinates through the transformation (5), the breaking criterion becomes 3µu 0x x (x) > γ, for some x.
Note that breaking is then enhanced when nonlinearity is increased, that is as |µ| is increased, but is suppressed as rotation is increased, that is γ is increased. Although this study is based entirely on the canonical model Equation (4), it is useful to extrapolate the implication of the obtained results to the possible appearance of internal solitary waves in the coastal ocean following the generation of an internal tide. In the absence of rotation, there is an expectation based on the KdV equation model, that internal solitary waves will inevitably form as the long-time outcome. However, as discussed by Helfrich [12] , Grimshaw and Helfrich [9] and Helfrich and Grimshaw [14] the effect of rotation is to inhibit this process. As noted above the breaking criterion (58) can be used to infer whether or not internal solitary-like waves, with much shorter length scales, will appear. Indeed, Farmer et al. [5] and Li and Farmer [18] successfully used this condition in a study of large amplitude internal solitary waves in the South China Sea. They converted Boyd's [2] breaking criterion for the special sinusoidal initial condition, which we have established is in fact universal, to a so-called Ostrovsky number, which was used to characterize the respective roles of nonlinearity and dispersion. Adapting their approach, we define the Ostrovsky number as 
Thus κ is the maximum curvature in the initial condition, and for a localized initial pulse of amplitude A and length scale k −1 , we can estimate that κ ∼ Ak 2 . Thus when O s > 1, we expect to see localized "breaking" and the formation of internal solitary-like waves. However, if O s < 1 we expect that no such "breaking" will occur, and consequently the formation of internal solitary-like waves is inhibited. Although we have defined O s in terms of the initial data, we note that in practice the initial time can be chosen to be any suitable time during the initial generation process of the internal tide, when the system is still controlled by linear wave dynamics.
