Catastrophic loss data are known to be heavy-tailed. Practitioners then need models that are able to capture both tail and modal parts of claim data. To this purpose, a new parametric family of loss distributions is proposed as a gamma mixture of the generalized log-Moyal distribution from Bhati and Ravi (2018), termed the generalized log-Moyal gamma distribution (GLMGA). We discuss the probabilistic characteristics of the GLMGA, and statistical estimation of the parameters through maximum likelihood. While the GLMGA distribution is a special case of the GB2 distribution, we show that this simpler model is effective in regression modelling of large and modal loss data. A fire claim data set reported in Cummins et al. (1990) and a Chinese earthquake loss data set are used to illustrate the applicability of the proposed model.
Introduction
Modelling of extreme risk data is of great interest to actuaries in order to calculate risk measures such as Value-at-Risk (VaR) and conditional tail expectation (CTE), or to determine premiums and reserves and optimal retention levels in reinsurance and catastrophe insurance. While univariate loss models are well developed, the use of covariate information in order to predict heavy tailed loss data through regression models has received much less attention, next to traditional generalized linear modelling such as gamma and inverse Gaussian regression without specific interest in heavy tail modelling. An important contribution of this kind in non-life insurance rate-making is Frees and Valdez (2008) , in which the four-parameter GB2 family was used as a response distribution. Here we can also refer to Gündüz and Genç (2016) for an exponentiated Fréchet regression model, Beirlant et al. (1998) for Burr regression, Frangos and Karlis (2004) for an exponential-inverse Gaussian regression, Gómez-Déniz et al. (2013) for a gamma-generalized inverse Gaussian regression, and Stasinopoulos et al. (2007) for a log-normal regression model. In this paper we propose parametric regression modelling using an appropriate subfamily of the GB2 family which appears still to be able to fit tail and body of heavy tailed loss data appropriately.
The starting point for heavy tailed regression modelling is to find an appropriate heavy-tailed (univariate) distribution. Extreme Value Theory (EVT) as discussed for instance in Embrechts et al. (1997) and Albrecher et al. (2017) , provides procedures to fit the simple Pareto or the generalized Pareto (GP) distribution to data in excess of an appropriate high threshold. In so-called splicing or composite models, in order to extend such tail fits to the modal part of the data, one can combine a tail fit and a distribution modelling the loss data below the threshold, see e.g. Cooray and Ananda (2005) , Scollnik (2007) , Scollnik and Sun (2012) , Bakar et al. (2015) and del Castillo et al. (2017) . In Grün and Miljkovic (2019) a comprehensive analysis is provided for the Danish fire losses data set by evaluating 256 composite models derived from 16 parametric distributions that are commonly used in actuarial science. In Reynkens et al. (2017) the modal part fit is established using a mixed Erlang distribution, which can also be adapted to censored data. This then reduces the problem of selecting a specific parametric modal part component.
Another approach consists of using transformation methods, such as the log-skew-normal distribution (Azzalini et al., 2002) , the log-skew-t distribution (Landsman et al., 2016) , the generalized logMoyal distribution (Bhati and Ravi, 2018) and transformed beta (generalized beta of the second kind, GB2) distributions (Cummins et al., 2004) , among others. In particular, the four-parameter GB2 family is a very useful tool in the actuarial literature in the studies of the insurance loss distribution (Frees and Valdez, 2008; Shi and Zhang, 2015) and includes many of the aforementioned distributions as special or limiting cases. In Tencaliec et al. (2019) a transformation model, termed the extended generalized Pareto distribution, is presented which is in compliance with extreme value theory for both small and large values.
Finite/infinite mixture models constitute another method which deals with modelling heavy-tailed losses. Mixture models can also be used to capture the heterogeneity in the data and allow for the mixture components to represent groups in the population. This approach has appeared in several publications in non-life actuarial literature. For example, Bernardi et al. (2012) proposes finite mixture of Skew Normal distributions in the framework of Bayesian analysis. Verbelen et al. (2015) develops finite mixtures of Erlang distributions and adopt the EM algorithm to estimate the model. Gómez-Déniz et al. (2013) proposes a gamma mixture with the generalized inverse Gaussian distribution to fit the well known Danish fire data set. Miljkovic and Grün (2016) extended the distribution of finite mixture models to more general forms, such as the Burr, Gamma, Inverse Burr, Inverse Gaussian, lognormal, Weibull, and GB2 distribution (Chan et al., 2018) . In addition, Li et al. (2016) proposes to use the mixture model to estimate the catastrophic model, and apply Bayesian method to calculate the Value-at-Risk and Expected Shortfall probability. Recently, Punzo et al. (2018) proposes a threeparameter compound (mixed) distribution in order to take care of specifics such as uni-modality, hump-shaped, right-skewed and heavy tails. However, the resultant density obtained by Punzo et al. (2018) may not always have closed form expressions which make the estimation more cumbersome.
The use of heavy tailed transformation models, splicing models or finite mixture models in a regression setting have not been fully established yet. Extreme value regression models did take off when confined to tail parameter estimation only, starting with the seminal work in Davison and Smith (1990) . Motivated by the recent publications Punzo et al. (2018) and Bhati and Ravi (2018) , we propose a gamma mixture of the recent parametric log-Moyal distribution proposed by Bhati and Ravi (2018) . We hence add one extra parameter to the log-Moyal model that allows to model the extreme heavy-tailed data and is flexible in regression modelling. The original Moyal distribution was proposed in a 1955 paper by physicist J.E. Moyal in quantum mechanics describing the energy lost by a fast charged particle during ionization.
We further show some important features such as closed form expressions for the probability density function, moments, risk measures, . . . This new class constitutes a special case of the four parameter GB2 distribution setting one of the related shape parameters to 0.5. As illustrated below, this new generalized log-Moyal gamma (GLMGA) distribution can be usefully applied in loss modelling. The advantages of the proposed GLMGA model include the following: (1) the class has a power law tail, suitable for modelling heavy tailed data;
(2) the model can provide a suitable fit for the entire range of data apart from the tails. To the best of our knowledge, Moyal related distributions or any of its extensions have not been explored except the generalized log-Moyal distribution GlogM(θ, σ) and the beta-Moyal distribution proposed in Bhati and Ravi (2018) and Cordeiro et al. (2012) .
The remainder of the article is structured as follows. In Section 2 we provide a brief summary of the GlogM distribution, introduce the GLMGA distribution and study some properties, such as its tail behaviour and risk measure expressions. Regression modelling is discussed in Section 3 and studied in Section 4 through simulations. To illustrate its practical use, in Section 5, we fit the GLMGA to a fire claim data set and apply the GLMGA regression procedure to an earthquake loss data set from China, comparing with fits based on models from literature. Finally, some conclusions, along with future possible extensions, are drawn in Section 6. The code that was used to analyse the data can be obtained from https://github.com/lizhengxiao/GLMGA-model .
The generalized log-Moyal gamma distribution
The generalized log-Moyal distribution, to be denoted by GlogM(θ, σ), was introduced by Bhati and Ravi (2018) . GlogM(θ, σ) is generalization of the continuous Moyal distribution (Moyal, 1955) using the transformation method, exhibiting unimodality and right skewness with the right tail being heavier than the exponential model. The density function and distribution function are given by
We here apply the infinite mixture approach improving on the modelling of heavy-tailed data, using the classical gamma distribution as the mixture distribution. We further derive closed form expressions of some important features such as cumulative distribution function, moments, risk measures, etc. of the resulting three-parameter distribution. where Gamma(a, b) refers to a gamma distribution with density
with a, b > 0.
Definition 2.1 leads to the GLMGA(σ, a, b) density by integrating out Θ:
We next list some expressions and properties of the GLMGA(σ, a, b) distribution. Proofs are deferred to the Appendix.
Proposition 2.1. The cumulative distribution function (cdf ) F and quantile function F −1 of the generalized log-Moyal gamma distribution are given by
(2.6)
where I m,n (t) is the beta cumulative distribution function with two positive parameters m and n, and I −1 m,n (t) is its inverse.
Concerning the relationship of GLMGA(σ, a, b) with some other well known families of distributions, we can state the following.
• The density of the generalized beta distribution of the second kind (GB2) is given by
( 2.7) where τ, ν > 0, µ > 0 and p ∈ R. The substitution (τ = a, µ = (2b) −σ , ν = 1 2 , p = − 1 σ ) yields the GLMGA(σ, a, b) distribution. More applications of the univariate GB2 and its extension can be found in McDonald and Butler (1990) , McDonald and Bookstaber (1991) , Yang et al. (2011) , Jeong and Valdez (2019) and Dong and Chan (2013) .
• If X follows the standard Moyal distribution (Moyal, 1955; Bhati and Ravi, 2018) with the density function g(x) = 1 √ 2π exp [−(x + exp(−x))/2] and Y is gamma(a, 1) distributed with shape parameter a and unit scale parameter, then Z = (Y /b) σ exp(σX) ∼ GLMGA(σ, a, b).
• If X follows the half-normal (0, σ 2 ) distribution (Bhati and Ravi, 2018) and Y is gamma(a, 1) distributed, then Z = Y /(bX 2 ) σ ∼ GLMGA(σ, a, b).
• If X and Y are independent gamma distributed with common unit scale parameter and shape parameters 1 2 and a (Cummins et al., 1990) , then Z = (Y /(2bX)) σ ∼ GLMGA(σ, a, b).
• If X ∼ GLMGA(σ, a, b), then Y = kX ∼ GLMGA(σ, a, bk −1/σ ).
• for σ = 1 2 and a = b, the GLMGA density (2.3) reduces to the inverse folded-t distribution (Brazauskas and Kleefeld, 2011) with unit scale parameter and degrees of freedom 2a = 1, 2, 3, . . . . Moreover, for a = b = 1 2 , the inverse folded-t distribution reduces to the inverse standard folded Cauchy distribution.
• for a → ∞ the density f σ,a,b of the GLMGA(σ, a, b) distribution given in (2.3) of generalized inverse gamma distribution with shape parameters 1 2 and 1 σ , and scale parameter φ = (2b/a) σ (Stacy et al., 1962; Mead, 2015) :
Moreover, for σ = 1 2 and a → ∞ the GLMGA(σ, a, b) density in (2.3) reduces to the inverse half-normal distribution.
The r th moments of the GLMGA distribution are defined for rσ < 1 2 :
.
(2.9)
In particular, the mean and variance are given by
Concerning the r th incomplete (conditional) moments of the GLMGA distribution, given y ≤ u and y > u, one finds
(2.11)
The GLMGA(σ, a, b) is unimodal. Equating the derivative of the logarithm of the density (2.3) to zero, one obtains the mode y 0 of the GLMGA(σ, a, b) distribution
(2.12) Figure 1 represents the skewness of the GLMGA(σ, a, b) model, from which the order mean > median > mode can be observed. Figure 2 demonstrates how the density function of the generalized log-Moyal gamma distribution changes when one or two of the three parameters vary while the others are fixed. It can be observed, in all cases, that the model has positive skewness.
On the other hand, the higher σ, the heavier the right tail of the distribution. In fact, the GLMGA distribution is of Pareto-type, i.e. the tail functionF = 1 − F is regularly varying at infinity:
where L(y) is slowly varying at infinity lim t→∞ L(ty) L(t) = 1, for every y > 0. Then ξ is called the extreme value index, or equivalently 1/ξ is termed the Pareto index. See for instance Embrechts et al. (1997) or Beirlant et al. (2004) for more details. Indeed, for the GLMGA distribution we find that
12b . Note that the extreme value index equals 2σ in this case, and that L(
We end this section computing some important risk measure expressions for the GLMGA distribution. The Value-at-Risk (VaR) was already given in (2.6):
(2.14)
A closed form expression can also be obtained for the Tail-Value-at-Risk, denoted as TVaR p (Y ):
The net premium of an (unbounded) Excess-of-Loss reinsurance contract where the reinsurer pays the amount in excess of a line R, is given by
( 2.16) Finally, the mean excess function of the GLMGA distribution is given by
( 2.17) In view of (2.13) and (3.4.12) in Albrecher et al. (2017) we then have that
A regression GLMGA model
Whereas in classical regression analysis the dependence of the response variable on the covariate(s) is modelled via the conditional mean of the response variable, in situations with a heavy tailed response variable (some of) the response model parameters are treated directly as functions of the covariate, among others because the mean of the distribution may not always exist. Dong and Chan (2013) discussed this regression approach assuming that the response variable follows a GB2 distribution which nests various distributions with light and heavy tails, to facilitate accurate loss reserving in insurance applications, and recently Bhati and Ravi (2018) considered a GlogM regression model. Here we assume that the response variable follows the GLMGA distribution and propose the parameters σ and/or b to be modelled as a function of the explanatory variables. In order to avoid boundary problems in optimization, we consider a log link function obtaining real-valued parameters:
. , x b,ik ) denote the vector of covariates and β = (β 0 , β 1 , . . . , β k ) T , α = (α 0 , α 1 , . . . , α k ) T the vector of coefficients.
We consider estimation of the model parameters using maximum likelihood estimation (MLE). Denoting the n independent observations from the GLMGA distribution with unknown parameter vector (β, α, η) by y = (y 1 , . . . , y n ) T , the log-likelihood function equals
We use the optim() function in R which uses the Nelder-Mead opimization method. The asymptotic variance-covariance matrix of the estimators is computed as the inverse of the observed Fisher information matrix. For assessment of the regression model we use randomized quantile residuals defined by r i = Φ −1 F (y i ;β,α,η) (i = 1, . . . , n), where Φ (·) is the cdf of the standard normal distribution and F denotes the cdf of the GLMGA model as given in (2.5), and parameterâ = exp(η). The distribution of r i converges to standard normal if (β,α,η) are consistently estimated, see Dunn and Smyth (1996) , and hence a normal QQ-plot of the r i should follow the 45 degree line for the regression application to be relevant.
Simulation study
In this section, we first perform a simulation study to check the accuracy of the ML estimators based on the proposed GLMGA regression model. We generated 2000 data sets of sizes from n = 200 to n = 1000 from GLMGA regression model with k = 1, β = (−1, 0.5), α = (1, 0.5), x σ,i = (1, x i,1 ), x b,i = (1, x i,2 ) for a = 0.5, 1, and with the covariates x i,1 and x i,2 being generated from the standard normal distribution. Figure 3 -4 report the absolute bias, relative bias error (that is, sample mean over the true value -1), the ratio of the sample variance to the asymptotic variance, and the mean squared error (MSE). Figures 3 and 4 show that model parameters α 0 , α 1 , a are slightly overestimated. The parameter a is unstable when the sample size is small. As the sample size increases, the estimators close up to the true values, with smaller bias, variance ratios, relative bias errors and MSE. Whereas (β 0 , β 1 ) are estimated accurately even with small sample sizes, the estimators of α 0 , α 1 show more instability when the sample size is small. The bias, variance and MSE have increased with the larger value of a.
In order to study the behaviour of the estimation technique for small sample sizes, in Figure 5 we present the boxplots of the parameter estimates from 2000 Monte Carlo simulations with small sample size n = 100. In the case a = 1, the median estimate of a is 1.1 while the mean is 4810 with maximum 1707622, and 3.40% of the 2000 sample estimates is situated above the upper limit of this figure. Moreover, the median α 0 estimate is 1.12, while the mean is 1.37 with maximum equal to 16.15, and only 1.65% of the 2000 sample estimates lie above the upper figure limit.
To demonstrate the approximate normality of the estimators of GLMGA regression parameters, in Figures 9-12 in Appendix C, the normal QQ-plots of the estimated parameters are presented for sample sizes n = 200, 2000 and a = 0.5, 1. The dashed lines indicate 95% confidence intervals 1 . The match between the theoretical and empirical quantiles suggest acceptable estimation results, while some lack of normality for estimation of a can be observed when the true value a = 1 and the sample size is small.
1 Confidence intervals are calculated using +/ − k%, where k = 89.5/( √ n × (1 − 0.01/ √ n + 0.85/n)). Gives a 95% asymptotic band based on the Kolmogorov-Smirnov statistic, see Doksum and Sievers (1976) . (red and dashed) , α 0 (green and dotted), α 1 (darkblue and dotdash) and a (cyan and longdash) in case of (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 1). The sample size is from n = 100 to n = 1000. The plots are obtained by averaging out over 2000 samples. Figure 5 : Boxplots of the parameter estimates from 2000 GLMGA simulated samples of size n = 100. Left: results for (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 0.5). Right: results for (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 1). The number of included samples are given next to each boxplot.
Real-data illustrations
In this section we will illustrate the proposed method with the two practical examples introduced in Section 2.
Application of the univariate GLMGA distribution to the fire claim data set
As a first example, we fit the univariate GLMGA distribution to the fire claim data at a major university reported in Cummins et al. (1990) , which consists of 80 fire claims. The data cover several years and have been adjusted to a common time point using a claims cost index maintained by the university from which the claims were obtained. The data are described in more detail in Cummins and Freifelder (1978) .
We compare the GLMGA model with five other competitive heavy tailed distributions, namely, log gamma, Fréchet, GB2, log-Moyal, and Lomax. In Table 1 we provide the estimates, log-likelihood values (LL), as well as the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) values, defined as AIC = −2 + 2p and BIC = −2 + p log n, where is the log-likelihood value, p is the number of model parameters, and n is the number of observations. We further compute the bootstrap p-values for some goodness-of-fit tests, namely, Kolmogorov-Smirnov (KS), Cramer-von Mises (CvM) and Anderson-Darling (AD) tests. It is clear from Table 1 that the GlogM, GLMGA and GB2 provide a better fit as they have the highest log-likelihood value and the minimum AIC and BIC values. Also, the bootstrap p-values for KS, CvM and AD tests for the GlogM, GLMGA and GB2 distribution rank highest. Further, the normal QQ-plots based on the quantile residuals given in Figure 6 also indicate that the GlogM, GLMGA and GB2 provide a better fit. To some extent the degree of linearity is captured using the correlation coefficient of the normal QQ-plots R in Table 1 .
By considering the confidence levels of 95% and 99%, Table 2 reports the empirical VaR as well as the model VaR based on the fitted models. Percentage of variation of each model VaR with respect to the empirical VaR, and ranking induced by the absolute value of this measure, are also given to ease performance comparison. At the most relevant 99% VaR level, GLMGA is closest to the empirical 
Application of the GLMGA regression to earthquake losses data set
The regression methodology proposed in Section 4 is now applied to an earthquake loss data set of Chinese Mainland from Chinese Seismic Bureau (CSB) which contains risk information on 291 earthquake events with magnitude greater than 4.0 from 1990 to 2015 2 . The data set contains, among others, the specific occurrence time, location, magnitude, seismic intensity, and total economic damage of each earthquake event.
To quantify the utilization of earthquake risk information, we here study the total economic losses, defined as the direct economic losses associated with an earthquake impact as determined in the weeks and sometimes months after the event. The total economic damage is expressed in millions of Chinese Yuan (CNY) and is adjusted for inflation to reflect values in 2015 and is explained in terms of two covariates, the magnitude with values between 4.0 and 8.1, and seismic intensity with categories 4, 5, 6, 7, 8, 9, and 11 . Table 3 reports the major earthquake disasters in China since 1990. In particular, the 2008 earthquake in Sichuan is the most damaging earthquake. It took away about 69,227 lives and caused 3,757 billion Chinese Yuan (CNY) direct total economic damage.
From a preliminary analysis it follows that, for the earthquake events with positive total economic damage, the distribution of this variable is right skewed with long tails. In Table 4 we present for some time windows the total numbers of earthquakes occurring, the median, mean, standard deviation, skewness and kurtosis of the total economic damage. The large standard deviation and skewness act as a first indicator of heavy tailedness. We now illustrate the GLMGA regression model from Section 4 modelling the total economic damage as a function of earthquake magnitude and intensity. The estimation results of three GLMGA regression models are summarized in Table 5 when the two covariates (magnitude and seismic intensity) including a constant term are introduced in σ i and b i , whether in only one or in both parameters. As we would expect, the magnitude and seismic intensity are significant determinants of total economic damage in the three models. In case of Model III, the extreme value index 2σ runs between 0.65 at magnitude 4.0 and 0.96 at magitude 8.0 so that the (theoretical) second moments do not even exist. Table 5 also reports the log-likelihood value, AIC and BIC value of the proposed model. We see that the GLMGA(σ i , a, b i ) model fits best with the lowest AIC and BIC values. This model expresses that the magnitude does influence the tail heaviness parameter σ i , while the seismic intensity should be introduced in b i . The Pareto QQ-plots of economic losses for different magnitude intervals in Figure  7 do indeed indicate an increase in extreme value index 2σ with increasing magnitude as the slopes of these plots at the largest loss levels provide a graphical inspection of the extreme value index, see Beirlant et al. (2004) .
We also compare the proposed GLMGA regression models with the generalized log-Moyal regression model discussed in Bhati and Ravi (2018) , the exponentiated Fréchet regression model recently discussed in Gündüz and Genç (2016) , the GB2 regression model that is widely used in non-life insurance rate-making (Shi and Zhang, 2015; Frees and Valdez, 2008) , the Burr regression (Beirlant et al., 1998) , the exponential-inverse Gaussian regression (Frangos and Karlis, 2004) , the gamma-generalized inverse Gaussian regression (Gómez-Déniz et al., 2013) , the lognormal regression model discussed in Stasinopoulos et al. (2007) , next to traditional generalized linear models (gamma regression, inverse Gaussian regression) respectively. The regression models above are given in Table 7 using the parameter notation from the original papers. Specifically several regression models were fitted on the GB2 model and the proposed model fitting the GB2 parameter µ as a function of magnitude and intensity, which corresponds to (2b) 1/σ in the GLMGA parametrization, came out best using the different criteria.
To demonstrate the goodness of fit of the GLMGA regression, we provide in Figure 8 the QQ- Table 7 , together with the best GB2 regression model. plots of the randomized quantile residuals r i = Φ −1 [F (y i )]. The dashed lines indicate 95% confidence intervals. The match between the theoretical and empirical quantiles suggests the favorable fit of the GLMGA distribution with correlation coefficient 0.998 for the GLMGA III model and 0.963 for the best fitting GB2 model. Table 6 presents a model comparison in terms of goodness-of-fit. Model GLMGA(σ i , a, b i ) has the highest loglikelihood value. Rankings induced by AIC and BIC value put the GLMGA(σ i , a, b i ) and Lomax models at the top. The second best is the GB2 model, followed by the GLMGA(σ i , a, b) and GLMGA(σ, a, b i ) models. 
Appendix
A Earthquake economic losses: the competing regression models 
Note: In the gamma-generalized inverse Gaussian regression model, µ * 1 = µ ψ Ψ+2µ 2 tiyi , K m (·) is the modified bessel function of the third kind with order m. In the exponential-inverse Gaussian regression model, φ(y i , β, δ) = (δ 2 + 2y i /t i ) 1/2 .
B Proofs
Proof of Proposition 2.1.
Note that when Y ∼ GLMGA(σ, a, b), we derive the marginal distribution F (y) as follows. By letting z = y − 1 σ and v = z z+2b , we have 
which is the density of generalized inverse gamma distribution with shape parameters 1 2 and 1 σ , and scale parameter φ.
For σ = 1 2 and a → ∞, we have lim a→∞ f (y) = 2 φ √ πy 2 exp − 1 φ 2 y 2 , which is the pdf of inverse half-normal distribution.
Proof of (2.10) and (2.11). By letting z = y − 1 σ and v = z z+2b , we have Figure 9 : Normal QQ-plots of ML parameter estimators from GLMGA regression when sample size n = 200 and (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 0.5). Figure 10 : Normal QQ-plots of ML parameter estimators from GLMGA regression when sample size n = 200 and (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 1). Figure 11 : Normal QQ-plots of ML parameter estimators from GLMGA regression when sample size n = 2000 and (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 0.5). Figure 12 : Normal QQ-plots of ML parameter estimators from GLMGA regression when sample size n = 2000 and (β 0 , β 1 , α 0 , α 1 , a) = (−1, 0.5, 1, 0.5, 1).
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