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INTRODUCTION
Superconductivity is one of the most fascinating phenomena encountered in scien-
tific exploration of nature. The origin of superconductivity is at a truly macroscopic
manifestation of purely quantum effects. Applications of superconductivity range
from electronics, where elements offering no energy losses are obviously in highest
demand, to frictionless junctions and transportation systems, based on levitating of
superconductors in magnetic field, and further. The main obstacle on the way to
ubiquitous usage of superconducting devices is that superconductivity sets in only at
temperatures much lower, than normally encountered on Earth; room temperature
superconductivity is a Holy Grail of material science.
The very first observation of the superconducting transition, made in 1911 on
mercury with Tc = 4K, was completely unexpected, but not completely occasional,
as it became possible owing to a breakthrough in cryogenics, achieved in Kamerlingh
Onnes’ laboratory. Similarly, though all further attempts to produce a material with
increased Tc can not be called a blind search, each discovery of a new superconductor
with high Tc came merely as a surprise, indicating that theory at each stage gave
rather vague guides where to look for high temperature superconductivity. The
reason for that is that connection between the crystalline structure of a material
and it’s Tc is not transparent and rather complicated. Almost immediately after the
discovery of superconductivity, it was correctly suggested that supercurrent (what
an obvious fact now), just like ordinary electrical current, is a result of motion of
electrons through the crystalline lattice. Further theoretical work on unraveling
the origin of superconductivity was summed up by Bardeen, Cooper and Schrieffer
in 1957 (BCS theory), showing that zero resistance state can be formed if one
considers interaction of electrons with vibrating crystalline lattice and providing
good explanation of properties of known superconductors. However, as it became
clear soon after discovery in 1986, cuprates, compounds with highest known Tc (up
to 150K), do not obey BCS theory in many senses. The mystery of high temperature
superconductivity stays up for already a quarter of a century. And though no
accepted theory, explaining abnormally high critical temperatures of cuprates, exists,
it seems very reasonable that superconductivity here can also be interpreted as
stemming from interaction of conduction electrons with a mediator.
To make a long story short, the electronic structure and electronic interactions seem
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to be the most relevant to superconductivity experimentally measurable properties,
except for Tc itself. The experimental method, used in the current work, is angle-
resolved photoemission spectroscopy (ARPES). The uniqueness of the method is
the possibility to record simultaneously energy- and momentum-resolved electronic
spectrum with high definition. Vitality of the momentum resolution originates from
high anisotropy of the electronic spectrum of solids in general and from high anisotropy
of the properties immediately related to the high temperature superconductivity.
Thus, the cuprates possess d-wave symmetry of the superconducting gap, and
signatures of highly anisotropic coupling to a bosonic spectrum. The situation in
iron arsenides, which hit the condensed matter community in 2008 by exhibiting
critical temperature up to 56K and offering a new broad field for research, can
be even more complicated due to the presence of at least four different Fermi
surface sheets along with already established strong momentum dependence of the
superconducting gap. Electronic interactions, responsible for superconductivity, lead
to the modification of the electronic spectrum both in the superconducting and normal
states, e.g. formation of noticeable self-energy, often detected via renormalization
of the electronic dispersion, and ARPES established itself as direct and confident
probe of these effects.
In this work ARPES studies of high temperature superconducting cuprates
(Bi2Sr2CaCu2O8+δ with various dopants and doping level), iron arsenides
(Ba1−xKxFe2As2, LiFeAs, Ba1−xNaxFe2As2, BaFe2−xCoxAs2), and transition metal
dichalcogenides (2H-TaSe2, 2H-CuxNbS2) are presented. The content can be divided
into two main parts: (i) processing of the ARPES data in order to extract exper-
imental parameters (such as electronic band dispersion, superconducting gap and
scattering rate) with highest possible accuracy and (ii) calculation of the macroscopic
properties of solids (transport coefficients, superfluid density, specific heat) from the
microscopic parameters extracted from ARPES data, and consequent comparison to
the directly measured values.
In the part 2, “Electronic scattering rate in BSCCO from fitting ARPES data to
Voigt profile”, the Voigt fitting procedure of photoemission spectra is introduced,
shown to yield robust results, and applied to the nodal spectra of cuprates. This
procedure of ARPES data processing allowed to divide the width of the measured
spectra into the intrinsic width, caused by the quasiparticle scattering rate, and
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to the extrinsic broadening, caused by experimental resolution. As a consequence,
accurate temperature and binding energy dependencies of the scattering rate were
determined for BSCCO with various doping.
In the part 3, “CDW-induced modification of the electronic spectrum and Hall
effect sign reversal in 2H-TaSe2”, a calculation of the Hall coefficient in 2H-TaSe2
based on its electronic structure extracted from ARPES is presented. The well known
Fermi liquid approach yields the correct value for the normal-state Hall coefficient.
Introducing modification of the formulae, accounting for the reconstruction of the
electronic spectrum, observed in photoemission, allows to reproduce the temperature
dependence of the Hall coefficient, including the prominent sign change at the
charge-density-wave transition, with no adjustable parameters.
In the part 4, “Experimental band structure of iron arsenides”, a detailed extrac-
tion of the Ba1−xKxFe2As2 electronic band dispersion from ARPES data is described.
Unexpectedly found propeller-like shape of the Fermi surface is consequently con-
firmed by comparison to the Hall effect measurements. In the case of LiFeAs the
good agreement of the calculated from ARPES and directly measured values for the
Hall coefficient is also demonstrated, furthermore it is shown that the experimentally
observed increase of the Hall coefficient with temperature may originate from thermal
excitation of the charge carriers in the hole-like band lying just below the Fermi level.
Finally, the part 5, “Determination of the superconducting gap of iron arsenides
from ARPES spectra”, introduces the way of determining the superconducting gap
value via fitting the energy distribution of the quasiparticle density to the Dynes
function. Other widely used methods of gap extraction from photoemission data
are discussed. In conjunction with ARPES spectra, Dynes fitting procedure allows
for determination of the complete momentum dependence of the superconducting
gap, which was done for Ba1−xKxFe2As2, where several times different values for
superconducting gap on different Fermi surface sheets were observed with no signif-
icant anisotropy within each sheet. The extracted momentum dependence of the
superconducting gap together with determined before band dispersion allowed for
calculation of the temperature dependence of the superfluid density, which appeared
in good agreement with muon spin rotation measurements. The overview of various
experimental studies of the superconducting gap in iron-based superconductors re-
veals two-gap behavior for most cases. The determination of the superconducting
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gap from Dynes fit in LiFeAs is presented. The calculated from ARPES value for the
superfluid density of LiFeAs matches the values determined from muon spin rotation
and small angle neutron scattering.
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1. THEORY AND METHODOLOGY
1.1 ELECTRONS IN SOLID
On a very general level the Hamiltonian of a solid can be written in a very short
form—just as a Hamiltonian of interacting atomic nuclei and electrons
H =
∑
i 6=j
ZiZje
2
|Ri −Rj|
+
∑
i 6=j
e2
|ri − rj|
−
∑
i,j
Zie
2
|Ri − rj|
+
∑
i
P2i
2Mi
+
∑
i
p2i
2m
+
+ spin and magnetism, (1)
where Ri and ri are coordinates of atomic nuclei and electrons, Pi ≡ ∂∂Ri and pi ≡
∂
∂ri
are operators of their momenta, Zi and Mi are atomic numbers and masses of the
nuclei, e and m are electron charge and mass. Of course, here only electromagnetic
interactions are taken into account, as all other fundamental forces can be neglected
when describing a solid.
This simple Hamiltonian hosts nearly all notions and effects, relevant for the solid
state physics: electronic energy bands, phonons, plasmons, electrical conductivity,
material density, elastic modulus, superconductivity, etc.
To be ultimately precise, to define the problem completely, except for giving
properties of atomic constituents (Zi and Mi), one should also provide the initial
state, which in most cases can be characterized by the ionic lattice type. So,
theoretically it is enough to declare the atom types and their positions in a crystalline
lattice to define all properties of a material. Thus, all problems of the condensed
matter physics can be regarded as inability to solve a precisely stated mathematical
problem. Note the important difference from the situation in particle physics, where
the underlying laws and fundamental constants are still under extensive investigation.
A little closer look shows that it is no wonder that properties of such a “simple”
many-particle Hamiltonian are difficult to understand—even the three-particle
problem in classical mechanics has no analytical solution and generally is chaotic.
Below a common way for understanding the electronic properties will be sketched:
first we solve drastically simplified problem and then discuss the routes to inclusion
of omitted effects.
First well-justified simplification is to consider a solid consisting of ionic cores
and valence electrons. Second well-known simplification is a treatment of ionic
subsystems in terms of static lattice plus small vibrations around the equilibrium
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positions (phonons). In addition to that, for a start we exclude from consideration
magnetism, electron-phonon and electron-electron Coulomb interactions of valence
electrons. Thus we arrive at a problem of single conduction electron motion in
electrical field of the static ionic lattice:
H =
∑
i
p2i
2m
+
∑
i
V (ri) (2)
Though largely simplified, this model still gives a good understanding of basic
electronic properties of solids and was proven to yield precise description of many
experiments on simple metals. General structure of eigenfunctions of Hamiltonian
(2) for the case of periodical crystal potential was described by Felix Bloch as early
as 1928 [1]. Those solutions are known as Bloch waves and can be expressed as
ψn,k(r) = un,k(r) · eik·r, (3)
where un,k(r) is a function with periodicity of the crystalline lattice, index n is integer
(enumerates energy bands), and index k is a vector belonging to the first Brilloiun
zone and is referred to as quasimomentum. Eigenenergy of each state is denoted
as εn(k). The function εn(k) is referred to as electronic band dispersion. It is an
important characteristics of the electronic system, as many macroscopic electronic
properties are defined not by the explicit form of the wavefunctions (3), but solely
by εn(k).
Basic models for the electronic structure
It is useful to track the formation of the electronic band structure in the crystalline
potential on the example of some simple models. One of such models is the Kronig-
Penney model [2], which considers single electron in the model rectangular potential
of ionic lattice.
Kronig-Penney model
Kronig-Penney is an exactly solvable model with rectangular shape of V (x). The
electronic wave functions can be found explicitly in this case. The Schrödinger
equation in one-dimensional case reads
[
− ~
2
2m
d2
dx2
+ V (x)
]
ψ(x) = Eψ(x), (4)
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where V (x) is lattice potential, modeled as follows: V (x) = −U0 if n(a+ b) < x ≤
n(a+ b) + a and V (x) = 0 if n(a+ b) + a < x ≤ (n+ 1)(a+ b).
In each region of constant potential the solution of Eq. (4) can be expressed either
as a sum of sine and cosine or as a sum of increasing and decreasing exponents. We
express the solution in V = 0 region as
ψ = A sin kx+B cos kx, (5)
with
k =
√
2m(U0 − E)
~
, (6)
and the solution in V = −U0 region as
φ = αe−κx + βeκx, (7)
with
κ =
√
2mE
~
. (8)
Such notations are convenient when U0 > E > 0, as in this case both k and κ are
real.
Note that for each constant-potential region the functions (5) and (7) are solutions
for any arbitrary coefficients A,B, α, β. However, these coefficients for neighboring
constant-potential regions are connected by boundary conditions. These conditions
can be derived if the initial differential equation (4) is integrated once and twice
in the infinitesimally narrow region covering the boundary between regions with
potentials 0 and −U0. Since the right part of the equation is bounded, both right
and left limits for the derivatives and values of the wave function should be equal
(note that second derivative is discontinuous in the points where V (x) has steps).
If we denote the coefficients within nth V = −U0 region by An, Bn, and coefficients
within nth V = 0 region by αn, βn, we can write down the conditions for continuity
of the wave function and its derivative on the boundary between these two regions as

 An
Bn

 =

 sin ka
1
k
cos ka
cos ka − 1
k
sin ka



 1 1
−κ κ



 αn
βn

 (9)
The next nearest boundary results in the following system of equations

 An+1
Bn+1

 =


1
k
0
0 1



 −κe
−κb κe−κb
e−κb e−κb



 αn
βn

 (10)
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Excluding α and β, we get the iterative relation for sequence (An, Bn):

 An+1
Bn+1

 = P

 An
Bn

 , (11)
where
P =


1
k
0
0 1



 −κe
−κb κe−κb
e−κb e−κb




1
2
− 1
2κ
1
2
1
2κ



 sin ka cos ka
k cos ka −k sin ka

 (12)
The physical constrains on the solution of the problem require that the sequence
(An, Bn) remains bounded both when n → ∞ and when n → −∞. Both these
conditions are fulfilled if and only if the matrix P has an eigenvalue λ1 with absolute
value 1 (note that it automatically implies |λ2| = 1, as identity detP = 1 immediately
follows from the definition (12)). Recalling that P depends on k and κ (see Eqs. 6, 8),
which are determined by the energy E, the equation |λ1,2| = 1 determines the allowed
values for E, energy bands. Not writing the explicit form of the wave functions, we
note that the Bloch quasimomentum (denoted K) for Kronig-Penney model has the
following dependence on the state energy:
cos (a+ b)K = cosh κb cos ka+
(
κ
k
− k
κ
)
sinh κb sin ka, (13)
where k =
√
2m(U0−E)
~ , and κ =
√
2mE
~ . This relation implicitly defines the band
dispersion of electrons E(K). Similar final results can be found in the literature [3].
Tight binding model
Tight binding model is different from the model considered above, as it does not
explicitly use the equation (2). As before, we consider a single electron in the atomic
lattice. Now the state of electron is taken to be defined purely by giving the atom,
on which it resides, so the basis functions are “electron on the n-th atom”, |n〉. The
dynamics consists only of hopping to the nearest neighbors, the states |n− 1〉 and
|n+ 1〉. We denote the probability amplitude of such hopping by iA/~ per time unit.
Let the wave function of the electron at some time instance be
|φ〉 =
∑
n
Cn|n〉 (14)
Time evolution of the coefficients Cn is then given by the following system of
equations:
12
...
i~
dCn−1
dt
= E0Cn−1 − ACn−2 − ACn
i~
dCn
dt
= E0Cn − ACn−1 − ACn+1
i~
dCn+1
dt
= E0Cn+1 − ACn − ACn+2
...
This system is indefinite both in direction of increase and decrease of the index n.
E0 is the energy level of the electron on the atom, isolated from his neighbors.
For an electronic state with defined energy E the left part of the nth evolution
equation equals Ean, where an is the time-independent part of the amplitude, which
is related to Cn as Cn = ane−iEt/~. So, the time-independent equations for an read
...
Ean−1 = E0an−1 − Aan−2 − Aan
Ean = E0an − Aan−1 − Aan+1
Ean+1 = E0an+1 − Aan − Aan+2
...
It is easy to see that the solutions of this system can be expressed as
an = e
ikbn, (15)
with corresponding energy
E = E0 − 2A cos(kb), (16)
where k has a meaning of the wave vector, and b is the distance between neighboring
atoms. Note that states appeared to be conveniently numbered with continuous
index k.
Introduction of the probability to hope not only to the nearest neighbor, but to
the next nearest neighbor, next next nearest neighbor, and so on with amplitudes
iB/~, iC/~, and so on results in the following modification of the dispersion relation
(16):
E = E0 − 2A cos(kb)− 2B cos(2kb)− 2C cos(3kb)− ... (17)
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In three-dimensional case for rectangular lattice the resulting formula for the band
dispersion, accounting for all possible hoppings, reads
E(k) = E0 −
∑
j,l,m∈Z
2Tj,l,m cos(k · (ka1 + la2 +ma3)), (18)
where a1,2,3 are lattice vectors, and iTj,l,m/~ is the amplitude of hopping to the
neighbor with standoff j atomic sites along the first axis, l along the second, and
m along the third. Coefficients Tj,l,m can be calculated from the form of atomic
orbitals, and in first approximation are proportional to the overlap of wave functions
of electrons. The adduced here considerations largely follow the Feynman’s lectures
on physics [4].
As shown by the two examples, given above, even the simplest quantum models
for electrons in crystals show that for description of electronic states a notion of
band dispersion can be introduced, which is the dependence of electron’s energy
on its quasimomentum. The energy dispersion is an important characteristic of
single-electron model, and remains such in case of interacting electron system.
1.2 PHOTOEMISSION AS A PROBE OF ELECTRONIC STATES
The effect of photoemission occurs when the light is shone on the matter, re-
sulting in the emission of electrons—electrons gain the energy needed to escape
the surrounding from the incident electromagnetic wave. The first observation by
Heinrich Hertz in 1887 [5] and consequent explanation of the photoemission process
by Albert Einstein in 1905 [6] were among the first successes of the nascent quantum
mechanics. It was absolutely necessary to take that a single corpuscule of light, light
quantum, is absorbed, and its energy is transferred to the electron, which can this
way leave the media. Importantly, the emitted electron bears essential information
of its initial state, allowing for the detailed investigation of the material electronic
structure with photoemission spectroscopy.
Shining light on the crystal results in the additional term in the Hamiltonian [7],
∆ =
e
2mc
(
Ap + pA
)
+
e2
2mc2
A2, (19)
where e is the electron charge, m is the electron mass, c is the velocity of light,
A is vector potential, p is the operator of electron momentum. Usually the light
intensities are low enough and one can neglect the term quadratic in vector potential
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and can consider ∆ as a small perturbation to the Hamiltonian. Furthermore, usually
it is possible to assume that electromagnetic potential varies slow compared to the
electronic wavefunctions, which is often referred to as negligibility of the photon
momentum with respect to the electron momentum. The latter condition implies
that pA ≈ Ap, so ∆ is reduced to
∆ =
e
mc
Ap. (20)
According to the Fermi’s golden rule the transition probability from an electron
in the state |ψi〉, and a photon of energy hν to just an electron in the state |ψf〉, is
proportional to the square of the matrix element of the light perturbation between
the initial and final electronic states times delta function, responsible for the energy
conservation:
w ∝ |〈ψf |∆|ψi〉|2δ(εf − εi − hν) ∝
[∫
ψ∗fA · ∇ψid3r
]2
δ(εf − εi − hν). (21)
Assuming final and initial electronic states to be Bloch waves, uie−ikir and ufe−ikfr
respectively, we expand the matrix element:
∫
ψ∗fA · ∇ψid3r δ(εf − εi − hν) = A ·
∫
u∗fe
−ikfr∇(uieikir)d3r δ(εf − εi − hν) =
= A ·
∫
u∗fe
−ikfr(eikir∇ui + uiikieikir)d3r δ(εf − εi − hν) =
= A ·
∫
u∗f (∇ui + uiiki)ei(ki−kf )rd3r δ(εf − εi − hν). (22)
Taking into account that ui and uf are periodic with periodicity characterized by
the reciprocal lattice vectors g1, g2, g3, the latter integral, owing to presence
of the multiplier ei(ki−kf )r in the integrand, equals zero for all cases except for
ki − kf = G, G = n1g1 + n2g2 + n3g3, n1, 2, 3 ∈ Z. This is actually the proof that
the quasimomentum of the Bloch electron in the photoemission process is conserved.
So, the transition probability can be written as
w = M fi δ(εf − εi − hν)δ(ki − kf −G), (23)
the multiplier M fi is called “photoemission matrix element”, and is defined by the
form of ui,f . M fi can turn zero for some particular cases. Symmetry considerations
sometimes allow to tell that the transition is impossible without knowing the exact
wave functions of the initial and final states [8, 9].
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The consideration, adduced above to derive the quasimomentum conservation
law, implicitly assumes that the photoemission process happens in the extended
spatial region, where the underlying lattice potential is strictly periodic in all three
dimensions. However, in real photoemission experiment, of course, the electron
is detected when it has already left the studied sample, invoking the necessity of
considering transmission of the electron through the sample surface. Furthermore,
the photoexcitation of electron is often thought to occur essentially in the vicinity
of the crystal surface. In spite of these complications, the momentum component
parallel to the surface is still conserved, as the symmetry of the problem is broken
only along the axis perpendicular to the surface.
Taking all that into account, the conservation of energy and parallel momentum
component in the photoemission process, allows one to extract the parameters of
the initial electronic state in the crystal from the energy and momentum of the final
electronic state, detected by the photoelectron analyzer:
εi = εf − hν, k‖i = k‖f + G. (24)
If we are dealing with quasi two-dimensional materials, which is the case for the
vast majority of samples, studied by ARPES, the latter equation immediately implies
that in ARPES experiment we can access the whole electronic band dispersion of
the material. Indeed, the incoming photon “randomly chooses” with which electron
to interact, so generally the electronic states from all bands and with all possible
momenta can be photoexcited; consequently the electrons flying from the analyzer in
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Fig. 1. Two-dimensional intensity dis-
tribution I(εf , k‖) over the energy and
particular direction of momentum, which
is referred to as “energy-momentum cut”,
recorded from ZrTe3.
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different directions and with different velocities are caught by the analyzer, and the
bright contours seen in the resulting energy-momentum photointensity distribution,
I(εf ,k
‖) = w · f(εi) = M fi δ(εf − εi − hν)δ(k‖i − k‖f −G)f(εi), (25)
where the Fermi distribution f(εi) stands for the probability to find an electron in
the initial state, follow the electronic band dispersion of the studied material ε(k).
An example is shown in Fig. 1, where we see the spectrum of the ZrTe3, recorded
with hν = 110 eV.
Real electrons in the crystals not always can be considered as non-interacting
particles. The interactions, not included in the Bloch Hamiltonian (2), generally
modify the electronic spectrum in such a way that instead of a strict relation between
the energy of the state and its quasimomentum, ε(k), one should operate the notion
of spectral function, A(ω,k), which can be treated as probability to find an electron
with energy ω and quasimomentum k. Then the photoemission intensity distribution
can be understood as
I(k, ω) = M fi A(k, ω)f(ω), (26)
where the spectral function can be expressed as
A(k, ω) = − 1
π
Σ′′(ω)
(ω − ε(k)− Σ′(ω))2 + Σ′′(ω)2 , (27)
with Σ(ω) = Σ′(ω) + iΣ′′(ω) is the self–energy [10].
Experimental aspects of modern ARPES
Already in 1926 the distribution of the kinetic energies of photoelectrons was
analyzed by deflection of the emitted electrons in the uniform magnetic field, and
connection to the internal electronic structure of materials was drawn [11]. The
construction of one of the first photoemission spectrometers, directly aimed at
high resolution, was reported in 1956 by Kai Siegbahn and co-authors [12]. This
spectrometer, allowed for measurements of the electron energy levels with accuracy
better than half electron-Volt, is shown in Fig. 2. Later on, in 1964, one of the
first suggestions that not only the energy, as was pointed out by Albert Einstein,
but also the electron momentum can be conserved in the photoemission process,
17
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Fig. 2. Early photoelectron spectrometer.
The spectrometer is surrounded by a big,
three-component Helmholtz coil system to
eliminate, to better than 1 part in 103,
the Earth’s magnetic field over the entire
region of the spectrometer. Reproduced
from Ref. 12.
came [13]. After that the idea attracted interest of experimentalists, and the angular
resolution started being introduced to the photoemission experiments. In the early
angle-resolved photoemission experiments the angular resolution was achieved via a
small acceptance angle of the electron energy analyzer, i.e. the device was constructed
in a way to collect only the electrons with velocity vectors lying within a cone of a
small aperture. Principal scheme of such experimental setup can be seen in Fig. 3,
where a sketch from a publication of 1975 is reproduced. Therefore at one time
instance the spectrum corresponding to one particular direction of photoelectrons
could be measured, while all the other electrons were simply wasted.
The great advantage in terms of efficiency was achieved after introduction of the
angle resolved mode in hemispherical analyzer. Fig. 4 illustrates the principal idea.
Placing an electro-optical lens in front of the analyzer entrance slit, with the latter
being in the focal plane of the lens, would focus parallel electron beams at different
part of the entrance slit (frontal lenses are not shown in Fig. 4 for clarity, but they
can be found in Fig. 5 (a)). So that finally, after passing through the electric field
Fig. 3. Schematic representation of angle dis-
persive photoelectron measurement, showing
the relationship between the crystal normal,
the polar (θ) angles and azimuthal (φ) angles,
and the entrance aperture of the spectrometer.
Reproduced from Ref. 14
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between the hemispheres, the electrons will be separated according to their angle
and kinetic energy, forming a 2D image on the detector.
Inner design of Scienta electron analyzer is shown in Fig. 5 (a), three different
tracks of the electron motion starting from the moment of photoemission from sample
surface, passing through the lenses, then being deflected between hemispheres, and
finally hitting the fluorescent detector screen are shown. The outer look of the
Scienta R4000 is shown in Fig. 5 (b). The photo of the 13 ARPES setup, built at
BESSY synchrotron, with installed Scienta R4000 is shown in Fig. 5 (c). The inner
parts of the setup nowadays are screened from the magnetic field with the help of
µ-metal shielding, making the use of Helmholtz coils unnecessary.
Though, beyond question, the electron analyzer is at the very heart of the
ARPES setup, the quality of other parts is important for productive acquisition
of the experimental data of highest accuracy. The cryomanipulator is responsible
for motion and rotation of the sample, as well as for setting the temperature. It
turns out extremely difficult to design a cryomanipulator perfect in all senses: high
flexibility and precise positioning system are so far incompatible with possibility
to cool down to the lowest temperatures and precise temperature control. For this
reasons the possibility to switch the manipulators is quite convenient. In Fig. 6
cold ends with sample mounting positions of three different manipulators are shown:
IFW manipulator in panel (c), Janis ST400 manipulator in panel (d) and Janis
manipulator, designed specially for the 13 setup in panel (e). The latter manipulator,
allowing for ARPES measurements below 1K, is installed on the measuring chamber
in Fig. 5 (c). The studied samples are glued to the sample holders, which later are
3.3. SCIENTA energy analyser 37
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Figure 3.3: (a) Principle of angular mode in spherical electron energy analyzer. (b) Solid angle
from which electrons are being analyzed and main parameters that characterize the angular mode:
angular resolution perpendicular to the slit δη⊥, the acceptance angle ηacc = ηmax −ηmin, and the
angular resolution along the slit δη‖.
shown in Fig. 3.3, the projections of the photoelectron momentum and correspond-
ing resolutions are given by simple formulae †:
kx = |k| sin(η), δkx ≈ |k|δη‖, (3.1)
ky = 0, δky ≈ |k|δη⊥, where |k|=
p
2mEkin
ħh . (3.2)
Therefore, at higher photon energy one has a wider overview in the recipro-
cal space, but the price for this is a worse momentum resolution. For a nar-
row energy window ∆E = Emax − Emin one can neglect the dependence of |k| on
energy and use the same scale calculated for the average energy in the image
Eavg = (Emax − Emin)/2. The error introduced by this approximation can be esti-
mated as δη ≈ ηacc(
p
Eavg+∆E/2−
p
Eavg)/
p
Eavg ≈ ηacc∆E/8Eavg. For the spec-
trum shown in Fig. 3.3 this would yield error about 0.01◦, which is much less than
angular resolution. Nevertheless, for the spectra with a wide energy window, or
those measured at low kinetic energies, a separate scale must be set for each MDC.
Normalization. To eliminate possible effects of inhomogeneous detector sen-
sitivity the spectra are to be measured in a swept mode. While this equalizes the
sensitivity within each EDC, the sensitivity along the angular scale may still vary,
† Setting the momentum scale for the arbitrary sample orientation will be explained in next subchap-
ter.
Fig. 4. (a) Principle of angu-
lar mode in spherical electron
energy analyzer. (b) Solid
angle from which electrons
are being analyzed and main
parameters that characterize
the angular mode: angular
resolution perpendicular to
the slit δη⊥ and the angular
resolution along the slit δη‖.
Reproduced from PhD thesis
of V. Zabolotnyy.
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(a)
(b)
(c)
Fig. 5. (a) Inner design of Scienta electron analyzer, image reproduced from
http://de.wikipedia.org/wiki/Photoelektronenspektroskopie. (b) Outer look of Scienta
R4000. (c) The photo of the 13 ARPES setup in the experimental hall of BESSY syn-
chrotron in Berlin-Adlershof. Scienta analyzer here is covered with grey heating coating.
Note the differences and similarities to the early setup, shown in Fig. 2.
transferred to the measuring chamber and attached to the manipulator by means of
the transfer system (see e.g. Fig. 6 (c)).
From the very first days of photoelectron spectroscopy it was clear that the
resolution of the experiment is strongly dependent on the quality of the sample
surface, which is due to possible scattering of the exited electron on the surface
irregularities. It turned out that an easy and at the same time ultimately effective
way to obtain perfect surface is to cleave the sample directly before measurements,
and collect the photoemission data from freshly cleaved surface. Another challenge
is to keep the surface clean after cleavage. This is done by keeping the measuring
chamber at ultra high vacuum, normally better than 5 · 10−11 mbar. The quality
of the recorded signal can be spoiled already when a single monolayer of extrinsic
molecules is deposited on the surface. A simplest estimate for the time needed
for that, can be obtained as follows: consider a gas in the measuring chamber of
concentration n, temperature T , and molecular mass M , assume the molecule size
20
(a)
(b)
(c) (d) (e)
(f)
Fig. 6. (a) Wedge sample holder with glued sample and sticky tape glued on top. The
sample is ready for transfer to the measuring position. (b) The same, only with top post
instead of the loop of sticky tape. (c) Transfer of the sample to the IFW cryomanipulator.
(d) Cold end of Janis ST400 cryomanipulator with add-on, to which the samples are glued
directly. (e) Cold finger of the Janis 1K cryomanipulator sticking out of the radiation
shields. (f) Corresponding cone sample holder with glued sample.
to be a. Then the time of single layer deposition equals
t =
α
a2〈vx〉n
, (28)
where α is the adhesion coefficient (the probability for the molecule to stick to the
surface in a single collision), 〈vx〉 =
√
kBT
2πM
is an average velocity of gas particles,
flying towards the sample surface. Adding to that the relation p = nkBT , we arrive
at the formula
t =
α
√
MkBT√
2a2p
. (29)
For the reasonable parameter values, p = 5 · 10−11 mbar=5 · 10−9 Pa, taking nitrogen
as residing gas with M = 28 · 1.66 · 10−27 kg, a = 3 · 10−10 m, T = 300K, α = 1,
we get t ' 1day. This estimate is in reasonable agreement with usually observed
degradation time, though clearly the influence of the residual pressure strongly
depends on the studied material and residual gas composition.
So before the ARPES experiment starts, samples are cleaved in a highest vacuum.
The easily cleavable samples (which are not rare among quasi two-dimensional layered
materials) can be cleaved with help of sticky tape, glued on top of the sample (see
Fig. 6 (a, d)), while harder samples are cleaved with help of a “top post”, glued on
top (see Fig. 6 (b, c, d)).
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Basics of ARPES data analysis
Vast majority of the precision ARPES measurements worldwide are carried out
with Scienta photoelectron analyzers. The unitary ARPES spectrum in this case
is a two-dimensional data array with energy resolution along one of the axis and
momentum resolution along the other. An example of such data array, usually
referred to as “cut”, as it corresponds to the intensity distribution within the one
plane, cutting through the intensity distribution, is shown in the Fig. 7 (other
examples can be found in Figs. 1, 8). The photoemission intensity is represented
by color. Note that in this figure a “terrain” color scale, the most common for
representation of the ARPES energy-momentum cuts, is used. The lowest intensity
corresponds to the dark blue, while the intensity maximum corresponds to white.
The energy axis is usually directed vertically, and the momentum axis horizontally.
Often it is convenient to analyze one-dimensional intensity distributions, energy
distribution curves (EDC) and momentum distribution curves (MDC) Fig. 7. For
many purposes the EDC, corresponding to the Fermi momentum and the MDC
corresponding to the Fermi energy are important.
Next we consider one of the simplest tasks, which can be performed with ARPES
setup,—determination of the experimental band dispersion. We usually focus on the
conduction band as responsible for many macroscopic properties of the material. As
an example we take 2H polytype of tantalum diselenide, 2H-TaSe2, possessing rather38 Chapter 3. Experimental aspects of ARPES
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Figure 3.4: Energy-momentum distribution of
photo-intensity. Color denotes the intensity of pho-
tocurrent as a function of energy and momentum
I = I(Ekin,η). In a view of direct relations 3.1-3.2,
the angle η can be identified with momentum. Tak-
ing a row at fixed energy E0 out from the 2D data
matrix results in a curve referred to as a Momentum
Distribution Curve: MDCE0(η) = I(E0,η). By anal-
ogy, the column at fixed angle η0, i.e. momentum,
is called Energy Distribution curve: EDCη0(Ekin) =
I(Ekin,η0).
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     	 Figure 3.5: The image before and after normaliza-
tion. The read curve shows the MDC’s, integrated
within the energy window denoted by the white
rectangulars. For the detector with uniform sensi-
tivity such MDC’s are expected to be flat lines, if
not, this is achieved through the normalization pro-
cedure.
distorting the form of MDC curves. To correct for this, one can normalize the spec-
trum to the non-zero spectral weight present above the Fermi level. This spectral
weight is due to the higher harmonics in the spectrum of synchrotron light and
corresponds to the states with high binding energy that already have no angular
dependence. Thus the normalized spectrum is found as:
INorm(Ekin,η) = IRaw(Ekin,η)/Norma(η), where
Norma(η) =
ˆ E2
E1
IRaw(Ekin,η)d Ekin,
(3.3)
where [E1, E2] is a small energy window as shown in figure 3.5. by a white rectan-
gular.
Setting the energy scale. The SCIENTA analyzer is equipped with a set of
straight and curved entrance slits, which makes one flexible with the resolution and
Fig. 7. Energy-momentum distribution of
photointensity. Color denotes the intensity
f photocurrent as a fu ction of energy and
momentum I(εf , k). In a view of direct re-
latio s , the gl η can b identified with
momentum. Taking a row at fixed energy
E0 out from the 2D data matrix results in
a curve referred to as a Momentum Distri-
bution Curve: MDCE00(η) = I(E0, η). By
analogy, the column at fixed angle η0, i.e.
momentum, is called Energy Distribution
Curve: EDCη0(Ekin) = I(Ekin, η0). Repro-
duced from PhD thesis of V. Zabolotnyy.
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complicated band structure. Fortunately for ARPES measurements, 2H-TaSe2 is
a layered quasi-two-dimensional compound with small interlayer electron hopping.
Single crystals of 2H-TaSe2 can be grown pure and in a large sizes, they can be easily
cleaved either with the aid of top post or with the loop of sticky tape, the cleaved
surface is almost flat and shiny, altogether rendering this compound very convenient
for ARPES studies.
The mapping of the complete electronic spectrum is performed by sequential
recording of energy-momentum cuts I(ω, kx, ky)|kx=const for different values of kx.
Thus, photoemission intensity distribution is measured for a large portion of the
energy-momentum space, covering more than a whole Brillouin zone of momenta and
a given range of binding energies. In Fig. 8 such a sequence of energy-momentum cuts
is presented. The intensity distribution follows the band dispersion, and, consequently,
Fig. 8. Series of energy-momentum cuts, recorded from 2H-TaSe2. The cuts follow from
left to right and from top to bottom, which corresponds to the moving vertical cut on the
map in Fig. 9 from right to left. Here we use the color scale with white corresponding to
the intensity minimum and black corresponding to the intensity maximum. This data set
covers more than a whole Brillouin zone.
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Band dispersion from ARPES
ε(
k y
)
k x
=c
on
st
|
ky
ky
kx
min
max
ky
kx
ε(kx, ky)
ε(kx, ky)=0
Fig. 9. Single energy-momentum cut (one of the shown in Fig. 8), Fermi surface map,
and the derived band dispersion of 2H-TaSe2. In 2H-TaSe2 two bands cross the Fermi
level—one of them forms roundish Fermi surface sheets around Γ and K points, while
second band forms dogbone-like Fermi surface sheets embracing M-points.
the latter can be determined from the former. Thus, the dispersion of the spectral
weight in the energy-momentum cut represents ε(kx, ky)|kx=const. Normally the
moderate detalisation is achieved when the Brillouin zone is covered by measuring
about hundred single cuts. So, as an output we get a three-dimensional data set
I(ω, kx, ky), which can be viewed in different ways. A cut through the photoemission
intensity at Fermi energy (zero binding energy), representing the Fermi surface
contours, which is a set of (kx, ky) for which ε(kx, ky) = 0, is presented in Fig. 9. The
three-dimensional plot of extracted band dispersion ε(kx, ky) is shown in the bottom
of Fig. 9, and contours of the extracted band dispersion are superimposed on the
data in Figs. 8 and 9.
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1.3 ELECTRICAL TRANSPORT OF BLOCH ELECTRONS
Now we are going to consider several examples of how macroscopic electronic
properties of a solid can be derived from its microscopic electronic band structure.
First and most completely we will consider electrical transport phenomena. For
that we will need to know how the electrons in crystal respond to the applied
electromagnetic field.
Quasiclassical equations of motion for a packet of Bloch waves in external electric
(E) and magnetic (B) fields read [15]
~
dk
dt
= −eE− ev ×B, (30)
where the velocity is defined as a gradient of the band dispersion divided by ~
v ≡ 1
~
dε
k
. (31)
Boltzmann equation in τ -approximation reads
∂f(k)
∂k
· dk
dt
= −f(k)− f0(k)
τ(k)
, (32)
where f0(k) is an equilibrium distribution in absence of external field, i.e. Fermi-Dirac
function, f0(k) = 1/(1 + e(ε(k)−εF)/kBT ), where εF is the chemical potential, and kB is
Boltzmann constant, and f(k) is the equilibrium distribution in the applied field.
Substituting here the equation of motion (30), we get the Boltzmann equation for
the Bloch electrons in external field
∂f(k)
∂k
· 1
~
[
−eE− ev(k)×B
]
= −f(k)− f0(k)
τ(k)
. (33)
Usually in the transport experiments the applied fields are small enough to assume
that f is very close to f0, so it’s possible to introduce an expansion f(k) = f0(k) +
f1(k), where f1 is small. Substituting this expression into (33) and assuming ∂f∂k ≈
∂f0
∂k
,
we get
f1(k) =
τ(k)
~
[
eE + ev(k)×B
]
· ∂f0
∂k
. (34)
The latter expression shows how the distribution function changes in first order of
the applied field. One can compute higher terms by iterative solution of the equation
(33): the solution of the initial differential equation can be expressed in terms of
series f = f0 + f1 + f2 + f3 + ... with recursive relation between the elements of the
series
fn+1(k) =
τ(k)
~
[
eE + ev(k)×B
]
· ∂fn
∂k
. (35)
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The convergence of the series is safely good if τ(k)~
[
eE + ev(k) × B
]
< kBT/|v|,
though the resulting formulae might be applicable in a broader range of parameters.
The current density, flowing in the crystal, equals
j = − 2
(2π)3
∫
all k
e · f(k) · v(k)d3k, (36)
Note that the spin degeneracy is already taken into account by the prefactor of 2.
The latter expression, accounting for the fact that f0 is symmetrical and v(k) is
antisymmetrical, and therefore integral of the product f0v(k) is zero, transforms to
j = − 2
(2π)3
∫
all k
e · (f1(k) + f2(k) + f3(k) + ...) · v(k)d3k. (37)
This relation together with definition for fn (35) form complete description of the
effect of the external electromagnetic field on Bloch electrons inside a solid within
the current model.
First-order response to the applied field, conductivity
All commonly used characteristics of the electrical transport, which are electrical
conductivity, σ, Hall coefficient, RH, magnetoresistance, δρ, appear to follow from
the behavior of the electronic dispersion and from the electronic lifetime. In order
to calculate simple electrical conductivity, which by definition is a proportionality
coefficient between E and j, j = σE, when B = 0, we have to leave only the first
term f1 of the series expansion for f in the expression (37).
We transform the derivative of the Fermi function with respect to k to the
derivative with respect to energy, using the fact that f0 depends actually only on
the energy of the state, f0(k) = f0(ε(k)),
∂f0
∂k
=
df0
dε
∂ε(k)
∂k
=
df0
dε
~v(k).
Then
f1(k) = τ(k)eE · v(k)
df0
dε
. (38)
So, the conductivity tensor for the most general case can be written as
σij =
e2
4π3
∫
all k
[
−df0
dε
]
τ(k)vi(k)vj(k)d
3k. (39)
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Now we are going to rewrite the formula in terms of integration over isoenergetic
surfaces in the momentum space, which in the following will allow for more compre-
hensive look of the equations. Isoenergetic surface of energy ω is a set of k vectors
for which the band energy equals ω: {k| ε(k) = ω}.
σij =
e2
4π3~
∫
ω
∫
{k| ε(k)=ω}
[
−df0
dω
]
τ(k)vi(k)vj(k)
1
|v(k)|d
2kdω, (40)
where 1/|~v(k)| appeared as a Jacobian of reference frame change when going from
coordinates k to coordinates ω, {k| ε(k) = ω}. The function
[
−df0
dω
]
has a form of a
peak of the width of several kBT , centered at the chemical potential; the area under
this peak equals 1. Often thermal energy is much smaller than characteristic energy
scales on which the other functions under the integral change, so the integral over ω
can be substituted by the value of the integrand taken at ω = εF:
σij =
e2
4π3
∫
{k| ε(k)=εF}
τ(k)vi(k)vj(k)
1
|v(k)|d
2k, (41)
So, this is the end formula for the electrical conductivity, i.e. we have calculated
the response of a system to the application of electrical field. Application of a sole
magnetic field does not induce any current in the ordinary metal. The next order
effect is known as Hall effect, and is proportional to the product of applied electrical
and magnetic fields.
Second-order response to the applied field, Hall effect
Let’s compute second-order response f2:
f2(k) =
τ(k)
~
[
eE + ev(k)×B
]
· ∂f1
∂k
. (42)
According to (38) the function f1 is antisymmetric, so the term proportional to E∂f1∂k
is symmetric, an thus cancels out when computing the integral for j (37). Therefore
we can leave only the essential part of f2,
f̃2(k) =
τ(k)
~
ev(k)×B · ∂f1
∂k
. (43)
The gradient of f1 can be expanded as follows:
∂f1
∂k
=
∂
∂k
[
τ(k)eE · v(k)df0
dε
]
≡ ∇
[
τ(k)eE · v(k)df0
dε
]
=
= e
df0
dε
∇
(
τEv
)
+ τeEv
d2f0
dε2
~v, (44)
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where (E∇) ≡ Ex ∂∂kx +Ey
∂
∂ky
+Ez
∂
∂kz
. The last term in (44) is collinear with v, and
thus, perpendicular to the multiplier v ×B in (43). The resulting expression for the
current density induced by f2 reads
j2 = −
2
(2π)3
∫
all k
e3
df0
dε
τ
~
(
v ×B · ∇
(
τEv
))
vd3k. (45)
Performing transition to the integration over isoenergetic surfaces, as in (40), results
in
j2 =
e3
4π3~2
∫
ω
[
−df0
dω
] ∫
{k| ε(k)=ω}
(
τv ×B · ∇
(
τvE
)) v
|v| d
2k dω, (46)
This formula allows for convenient geometrical interpretation—what we have is a
surface integrals over isoenergetical surfaces {k| ε(k) = ω} with surface element dSω =
v
|v|d
2k, and consequent weighting of such integrals with the factor of
[
−df0
dω
]
. The
latter means that again only the states in close vicinity of the Fermi level contribute
to the resulting electrical current, implying possibility of reduction the formula to
the integration over the Fermi surface for most cases. Further simplification of the
formulae for the two-dimensional case with assumption of momentum-independent
lifetime will be given in the following chapters, right before the calculation of transport
coefficients from ARPES band dispersions.
Additional remarks
Also it is important to note that the transport coefficients are additive over the
momentum space, i.e. over the parts of the band structure. For the case of multiple
bands rigorously speaking one should integrate over each band in the entire k range
and then sum up the results, but for most of the cases the integration can be reduced
to the Fermi surface contours, so the transport coefficients appear to be additive
over the parts of the Fermi surface.
Coming from macroscopic side of view, the current density, j = (jx, jy, jz), can be
thought of as a function of applied field. This function can be naturally expanded in
the power series:
jα = jα(E,B) = aαβEβ+bαβBβ+cαβγEβEγ+dαβγEβBγ+eαβγBβBγ+fαβγδEβEγEδ+...
(47)
Symmetries of a solid and of the involved equations put many constrains on the
coefficients a, b, c, ... For instance a is positively defined, while b, c, and e are zero.
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The adduced above considerations allow for determination of all coefficients for the
expansion (47). The Bloch electron dynamics was considered by Zener and Jones as
early as 1934 [16], and a way for calculation the expansion coefficients was described.
Macroscopically the effect of the temperature gradient, ∇T , can be treated on the
same footing with E and B, though the derivation of the corresponding transport
coefficients differs from the one, adduced above for electromagnetic field. The
formulae for the electronic heat capacity, heat conductivity, Seebeck and Nernst
coefficients can be expressed through the behavior of the electronic band dispersion,
ε(k), and lifetime, τ(k), near the Fermi level, similarly to the case of pure electrical
transport.
So far we have utilized the approximation of quasiclassicality of Bloch electron
motion. For smooth electronic energy bands and small external fields this assumption
perfectly holds, while large magnetic or electrical fields and extremely small Fermi
momenta lead to the effects not described by the formulae derived above.
Drude model
One of the first considerations of electron dynamics in a solid was given by Paul
Drude in 1900 [17]. Though the model itself has many points, which are inconsistent
with developed later more advanced approach to the problem, the final results
themself appear to be a good approximation for many phenomena. The electrical
conductivity in the Drude approach is calculated as follows. First we, of course,
assume that electrons are just charged balls. When electrical field acts upon such a
ball, it starts to accelerate in accord with the Newton’s law:
m
d2x
dt2
= eE, (48)
where m is electron mass, e is electron charge, and E is the applied electrical field.
Second, we adopt that electron moves in such a way unless it experiences collision
with something on its way. After collision the electron velocity is assumed to be zero
(obviously, the result will not change if just the velocity direction becomes arbitrary).
So, the mean electron velocity appears to be
v =
eEτ/2
m
, (49)
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where τ is the mean time between collisions. Therefore, taking the electron concen-
tration n, the resulting current density is
j =
ne2Eτ/2
m
, (50)
and the expression for the electrical conductivity reads
σ =
ne2τ/2
m
. (51)
Note that usually this formula is written with different definition for the mean
scattering time, so in the end τ appears instead of τ/2. Now if one defines n as
the Fermi surface volume, and m as an effective band mass, this formula for the
conductivity tensor will yield quite reasonable approximation. Finally, if the band
dispersion is parabolic, the Drude formula for the electrical conductivity coincides
with the derived above expression (41).
The Hall effect can be described if one adds to the consideration the magnetic
field, B:
m
d2x
dt2
= eE + ev ×B. (52)
The Hall electrical field, EH, levels the Lorentz force
eEH = ev ×B. (53)
By definition the Hall coefficient is
RH ≡
EH
jB
=
vB
nevB
=
1
ne
, (54)
which is the well-known formula. Again, for the case of the parabolic band dispersion
and proper definition of n, this formula coincides with the one derived above from
the semiclassical equations of motion for the Bloch wave packets.
Drude model is considered here rather to provide some historical reference to how
the understanding of the electron dynamics inside a crystal evolved, and to show
some connection between different approaches. The electronic spectrum of most
solids is substantially anisotropic, so the formulae capable of incorporation of rather
general form of the band structure, derived several pages above, are to be used. This
said it is interesting to note that the band dispersion in the vicinity of the band
top or bottom often can be approximated by paraboloid, and consequently Drude
formulae in such case may give quite accurate description.
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RH, 10−10 m3/C Na K Rb Cu Nb
Calculation -2.38 -4.49 -5.4 -0.530 +0.752
Experiment -2.50 -4.20 -5.0 -0.517 +0.875
Table I: Calculated and measured Hall coefficient for several elemental metals. The Fermi
surfaces are shown in the upper raw (images from Ref. 21). In the case of spherically
symmetric electronic structure, that is a good approximation for potassium, sodium and
rubidium, one arrives at a simple formula for the Hall coefficient: RH = −3π2e−1k−3F , kF
values for alkali metals can be found in the literature [22]. Also in the literature one can
find calculations for metals with more complicated Fermi surfaces, e. g. copper and niobium
[23]. The calculated Hall coefficient agrees with the experimental one within about 10%.
Fermi liquid theory
Presented so far considerations, based on the modeling the electronic behavior
inside the crystal by single-particle Hamiltonian p
2
2m
+V (r), are in computational sense
incomparably simpler than the originally stated problem (1), but work well already
for a large amount of compounds. The best-known materials, where the experimental
electronic properties follow the predictions of the single-electron theory, are simple
metals. To give an example of how the electron dynamics can be understood within
the mentioned framework, in Table I we compare the Hall coefficient, RH, of sodium,
potassium, rubidium, copper, and niobium, theoretically calculated from their band
structure, with the experimentally measured values. Good agreement between
calculated and measured RH implies that the single-electron approach provides
correct shapes of the Fermi surfaces, and is a good basis for understanding the
electronic properties of these materials. Note that the anisotropy of the electronic
spectrum has no direct relation to the applicability of the single electron theory,
though knowledge of the precise anisotropic band dispersion is indispensable for
correct assessment of the electronic properties.
Next step towards the more complete solution of the initial Hamiltonian (1)
is inclusion of the electron interactions, which immediately renders the problem
many-particle, and, consequently, very hard for understanding. In this regard a
great conjecture came from Lev Landau in 1956 [24], stating that a system of
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interacting fermions is in many senses equivalent to a system of non-interacting
fermions. More precisely, Landau’s Fermi Liquid Theory tells that weakly excited
states of the interacting system resemble those of a non-interacting system with
modified excitation spectrum. In application to the electrons inside the crystals,
Fermi Liquid Theory means that the transition from the non-interacting electronic
system to the interacting one can be accounted for by considering “quasiparticles”
instead of Bloch electrons. One can think of such quasiparticles behaving much like
the initial Bloch waves, only the “bare” band dispersion, derived from the solution
of the single-particle Hamiltonian, ε(k), has to be substituted by the renormalized
band dispersion εr(k). The validity of such substitution is the best at the Fermi level
and degrades when going away from it, which is good in a view of the fact that many
properties of a solid are governed by the electronic spectrum close to the Fermi level,
and therefore particularly the good approximation for these states is important.
Thus, the Fermi Liquid Theory in some sense advocates application of the results
obtained in single-electron approximation to the case when one can not neglect
electron-electron interactions. The behavior of the Fermi Liquid quasiparticles is
analogous to the behavior of the particles in the Fermi gas in many senses: the ground
state distribution of the excitations is analogous to the Fermi-Dirac distribution, there
are equivalent equations of motion, there is analog of Boltzmann kinetic equation
for quasiparticles, etc. [25, 26]. It is also worthwhile to note that electron-phonon
coupling can also be considered in the Fermi-Liquid-like frame [27].
Important support for the Fermi-Liquid-like approach to the electrons in crystals
comes from the ubiquitous observation of well-defined dispersing energy bands in
ARPES experiments. Sharp Fermi surface contours and energy dispersion curves
near the Fermi level were observed in optimally- and over-doped cuprates (YBCO,
BSCCO), strontium ruthenates (Sr2RuO4), transition metal dichalcogenides (2H-
TaSe2, 2H-NbSe2, 1T-TiSe2, 1T-TiTl2), iron arsenides (LiFeAs, Ba1−xKxFe2As2),
etc.
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1.4 DATA TREATMENT
Fighting for resolution
One of the most important parameters that define the quality of an experimental
study is the resolution, which can generally be defined as a broadening of features
in the measured data. The common belief is that one can not detect details on the
scales, smaller than experimental resolution. For instance, renown Rayleigh criterion
says that two equal closely located peaks are resolved if the distance between them is
approximately equal to the peak width. Below we will see that proper data treatment
can allow to reveal even those parts of the studied structure that are significantly
smaller than resolution. In some cases the acquisition of data with good statistics
and knowledge of a good model for description of the studied system, may enable
enhancement of the effective resolution by several times.
Let’s consider several simple examples for the beginning. For many practically
important cases measured signal can be represented as a convolution of an “ideal”
signal (those that would be measured with hypothetical ideal experimental setup),
f , and response function of a real experimental setup, R:
g(x) = [f ⊗R](x) ≡
∫
f(x)R(x− y)dy. (55)
In Fig. 10 are depicted several simple situations for the case when f is a set of delta
peaks and R is a rectangle. If one is given bottom raw of Fig. 10 and what is R, he
can easily tell what the initial signal f was.
Once one knows g and R exactly, it becomes theoretically possible to recover the
true signal completely by means of deconvolution:
f = g ⊗−1 R. (56)
f(x)
x
f(x)
x
f(x)
x
g(x)
x
g(x)
x
g(x)
x
Fig. 10. Top raw: “ideal”
signal, f(x), which is a set of
delta functions in this exam-
ple. Bottom raw: measured
signal, g(x). Given that the
response function, R, was
a rectangle, one can restore
ideal signal from measured
one with a naked eye.
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It is instructive to rewrite the deconvolution operator in terms of Fourier transform,
which is:
[Fφ](x) ≡ 1√
2π
∫
φ(y)e−ixydy. (57)
(the prefactor 1/
√
2π may vary for different definitions of Fourier transform, which
is not principal here.)
To express the deconvolution through the Fourier transform we first apply F to
both parts of the equation (56), then express Ff as a ratio of Fg and FR, and
finally take the inverse Fourier transform from both sides:
g = f ⊗R
Fg = F [f ⊗R]
Fg = Ff · FR
Ff = FgFR
f = F−1
[ Fg
FR
]
. (58)
Where the inverse Fourier transform is defined as
[F−1Φ](x) = 1√
2π
∫
Φ(y)e+ixydy. (59)
Deconvolution relies only on the knowledge of the response function, R, and
therefore can be applied for the arbitrary shape of ideal signal, f . Owing to this,
deconvolution is often used in astronomy, geophysics, and photography, where the
shape of the objects often is unknown a priori (see Fig. 11 for an example). Though
very tempting, procedure of deconvolution has its own difficulties— for instance,
noise increases dramatically when deconvolution is applied. Even more advanced
algorithms of data analysis, meant to detect generally unresolved features, exist and
a) b) Fig. 11. a) Image of Saturn,
taken by the Hubble Space Tele-
scope before the optical correc-
tion was applied in December
1993. b) Restored Image. From
www.quarktet.com.
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are used, e.g. the ones, based on the minimum entropy method. However, results,
obtained is such a way, should be taken cautiously, as, for instance, there is a danger
of mistaking smoothed noise for the statistically significant peaks.
The principal possibility to recover unadulterated signal from the resolution-
broadened experimental data was shown above via utilization of deconvolution
procedure. Deconvolution is quite complicated in the computational sense and not
always stable when applied to the real noisy data, therefore another method of
data treatment, fitting, is more common. To fit the data array means, assuming
some model, to find such values of unknown coefficients that give best description
of experimental data, and, consequently, to assess unknown parameters in question.
Once the general shape of the measured data is known in advance (from theory
and/or previous similar experiments) and it can be described by reasonable amount
of free parameters, it becomes sensible to analyze the data by fitting to a model. If we
recall the representation of the measured signal as a convolution of ideal signal f with
response function R and both the general shape of f and R can be parameterized
by some parameter sets, then the measured data g appears to be parameterized
by the union of these sets. Let us assume that f can be expressed as a function
of parameters a1, a2, a3, ... and R is a function of parameters b1, b2, ..., then the
measured data is a function of a1, a2, a3, ..., b1, b2, ...:
g(a1, a2, a3, ..., b1, b2, ...) = f(a1, a2, a3, ...)⊗R(b1, b2, ...). (60)
All parameters a1, a2, a3, ..., b1, b2, ... generally can be derived from fitting g [29].
Important differences of fit from the deconvolution procedure, described above, are
that fit requires information of the general shape of both f and R, though does not
require detailed description of R, that is for example the experimental resolution itself
can be extracted from the fit of the data. The latter statement will be illustrated in
the chapters devoted to the fitting of MDC to Voigt profile and to fitting of integrated
EDC to the Dynes function. The fit is generally more stable than deconvolution and
yields much higher resultant accuracy of parameter determination, provided the used
model matches the experimental data well.
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Fitting photoemission data to Voigt profile
In ARPES, as in many other experimental techniques, the profile of the response
function appears to be close to Gaussian, as follows from general considerations
[30] and confirmed by experimental data analysis. Many factors of different nature
take part in the formation of the overall response function of the photoemission
experiment: slit function of the monochromator, imperfections of electromagnetic
detector lenses and detector electronics, and imperfections of the sample surface.
The latter factor contributes essentially to the formation of the response function,
and, as was noticed, can strongly vary with time or upon moving light spot to a
different position on the sample surface. The intrinsic line shape, as predicted by
theoretical considerations, is Lorentzian [31]. Therefore, given that the measured
signal is a convolution of a Gaussian with a Lorentzian, one can determine their
widths by fitting the data.
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Fig. 12. Experimentally
measured momentum dis-
tribution curve (MDC) and
fits to Lorentzian, Gaussian
and Voigt profiles. Lower
panel: difference between
fits and data. Clearly only
the Voigt profile describes
experimental lineshape sat-
isfactorily.
The convolution of Lorentzian and Gaussian is known in spectroscopy for long
time, and was first introduced to describe the line shapes in optical spectroscopy,
where the Lorentzian represents intrinsic line width, while Gaussian broadening
comes from Doppler effect caused by thermal motion of atoms or molecules. Indeed,
Maxwell distribution of velocity projection on a given direction (pointing to detector)
is given by Gaussian profile,
e
−Mv
2
x
kBT .
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The convolution of Lorentzian and Gaussian is referred to as “Voigt profile” after
Woldemar Voigt. By now fitting of the experimental data to the Voigt profile has
been also used in Mössbauer spectroscopy [32] and astronomy [33].
An example of experimentally measured by ARPES Fermi level momentum
distribution curve (MDC) is shown in Fig. 12 along with fits to Lorentzian, Gaussian
and Voigt profile. It is clear that the top of the experimental curve is steeper than
the top of Gaussian, but flatter than the top of Lorentzian, and also the experimental
curve has larger tails than Gaussian, but smaller than Lorentzian. The experimental
line shape obviously deviates significantly both from Lorentzian and Gaussian, but
is fitted very well by Voigt profile, which indicates that MDC is indeed represented
by the convolution of Lorentzian and Gaussian with comparable widths. In the next
part the Voigt fitting procedure is applied to the photoemission spectra of BSCCO,
taken in nodal direction, providing access to the determination of the quasiparticle
lifetime with enhanced accuracy.
Dynes function
The superconducting energy gap in the electron spectroscopy was observed before
the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity was proposed, and
is present even in those superconductors, which obviously can not be completely
described in the frame of this theory. Consider the case when the electronic density
of states (DOS) of a perfectly clean BCS superconductor with no pair-breaking
scattering is measured by a perfect experimental setup, than in the superconducting
state DOS indeed has a zero region of a width usually denoted by 2∆. However,
often the spectroscopic data taken below Tc require a more sophisticated processing.
DOS in the superconducting state, calculated within BCS theory, is often referred
to as “Dynes function”. In Fig. 13 (a) we see an example of how the superconducting
electron tunneling spectra are fitted to the Dynes function. In panel (b) the very
high energy resolution angle-integrated photoemission spectroscopy data together
with excellent fits to the Dynes function is shown (note that photoemission signal, in
contrast to tunneling, represents DOS multiplied by Fermi function).
In difference from examples depicted in Fig. 13, ARPES provides access to the
completely momentum-resolved electronic spectrum, and, consequently, offers a
possibility to probe the gap value for different states separately. Naturally the
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(a) (b)
D
Fig. 13. (a) Comparison of the data (open circles) and the theoretical BCS curves (now
known as “Dynes function”) for polycrystalline Th-ThO2-Au tunnel junction. Reproduced
from Ref. 35. (b) Photoemission spectra around the Fermi level with sub-meV resolution.
The marks indicate the experimental results and the solid curves indicate the calculated
results using the Dynes function. The inset shows the temperature dependence of the
superconducting gap size. The filled circles indicate the experimental result, and the solid
curve shows the theoretical result obtained by assuming ∆0 = 1.3(5)meV and Tc = 7.0K
in the BCS theory. Reproduced from Ref. 36.
strongest changes upon crossing Tc happen to the electronic states at the Fermi
momenta, implying that the shape of EDCs close to kF is most sensitive to the
superconducting transition. Therefore, particularly the shape of the kF-EDC is used
in many ARPES studies for detection of the values for the superconducting gap. In
the following chapters an alternative method of gap extraction from ARPES spectra
will be described. The method is based on the fit of EDC, integrated in a certain
momentum range. Preferably the range should be much larger than the width of
the features in the spectra, so that the whole photoemission signal, corresponding
to a single Fermi crossing is collected, and it also should be much smaller than the
characteristic size of the Fermi surface, so the signals from other Fermi crossings
do not mix. Such integrated EDC (IEDC) is completely analogous to the overall
DOS, only represents properties of a particular small part of the Fermi surface, and
is sometimes referred to as “partial DOS”. The values for the superconducting gap
are extracted from the fit of IEDC to the Dynes function.
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2. Electronic scattering rate in BSCCO from fitting
ARPES data to Voigt profile
Cuprate high temperature superconductors
The discovery of superconductivity in La-Ba-Cu-O system with critical temper-
ature (Tc) of 30K [1] and later in Y-Ba-Cu-O with Tc = 93K [2] rendered a hope
for room-temperature superconductivity plausible. It attracted a huge attention
to the studies of the nature of high Tc and further search for new superconductors
resulted in observation of superconducting transition at 150K in Hg-Ba-Ca-Cu-O [3].
Though there is no commonly accepted theory of high temperature superconductivity,
certain progress have been made in understanding of these materials. Nowadays
there is enough evidence to believe that electrons in high-Tc materials are coupled in
Cooper pairs [4–6], while the pairing media still remains under debates. Obviously,
the pairing interaction must affect the electronic structure of high temperature
superconductor (in both superconducting and normal states), in particular in its
electronic self-energy. ARPES studies of cuprates concentrate on Ba-Sr-Ca-Cu-O
with Tc up to 110K due to possibility of preparation of smooth clean surface and
presence of natural cleavage plane.
Introduction
The self-energy function, Σ(ω, T ), is closely related to (and can be derived
from) the quasiparticle spectrum, presented by the quasiparticle spectral function
A(k, ω, T ), which, in turn, can be mapped accurately in the whole Brillouin zone
(BZ) by modern ARPES. For the nodal direction, along which the superconducting
d-wave gap function has a node, both real and imaginary parts of the self-energy can
be confidently determined from ARPES spectra in the range about 0.3 eV below the
Fermi level [7]. Nevertheless, the detailed behavior of A(ω, T ) and Σ(ω, T ) in the
very vicinity to EF remains puzzling. The experimental resolution, which can be
safely neglected for higher binding energy, plays a crucial role here. The photocurrent
intensity can be well approximated by a convolution of the occupied states spectral
function (f(ω) is the Fermi-function here) and overall experimental resolution [8]:
I(k, ω) ∝M(k, ω)A(k, ω)f(ω)⊗R(k, ω). (61)
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The latter consists of two essential components, the response function of the analyzer,
RA(k, ω), and one which accounts for inhomogeneities of sample surface, RS(k, ω):
R = RA⊗RS. Matrix elementsM(k, ω) hereafter assumed to be smooth function, and
its variation on the scale of the MDC width is neglected. While the analyzer response
function is fixed and can be measured independently, the surface inhomogeneities
(mechanical, chemical or in charge distribution) result in a systematic error which
is difficult to account for. This seemingly technical problem has rather strong
fundamental impact, setting an unavoidable limit for Σ′′ estimation accuracy. In this
chapter we show that using a simple line shape analysis—namely a Voigt fitting
procedure—one can purify the intrinsic interaction effects from the extrinsic influence
of the experimental setup and, therefore, uncover true parameters of low energy
part of quasiparticle spectrum. Applying the procedure to the nodal photoemission
spectra from Bi2Sr2CaCu2O8+δ (Bi-2212), we determine true values of the impurity
scattering, as well as the energy and temperature dependence of the scattering rate
in close vicinity to the Fermi level.
Results
We analyze the spectra from pure Bi-2212, led-doped superstructure free Bi(Pb)-
2212 [7–10], as well as Bi-2212 doped with Zn and Ni [11]. Here we focus on the
spectra measured along the nodal (π, π) direction where the 5×1 superstructure is
spatially resolved [12] and at 27 eV excitation energy at which the contribution from
the bonding band is essentially suppressed [10].
Fig. 14(a) introduces the essentials of the cuprate nodal spectra analysis. The
blurred region represents the “ARPES image"—the photocurrent intensity, I(k, ω),
which, over the occupied states, can be well approximated by the quasiparticle
spectral function
A(k, ω) = − 1
π
Σ′′(ω)
(ω − ε(k)− Σ′(ω))2 + Σ′′(ω)2 , (62)
where ε(k) is the bare band dispersion along the nodal direction. Since the ARPES
image became a unit of information in modern photoemission, the advantages of
the analysis of the ARPES spectra in terms of the momentum distribution curves,
MDC ≡ I(k, ω = const), had been immediately realized [13]. The main advantage
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FIG. 1: (a) Nodal spectra parameters: Bare band dispersion
(dashed line) and renormalized dispersion (points) on top of
the spectral weight of interacting electrons (“ARPES image”).
Solid line represents a single MDC at ω, arrows indicate its
FWHM and the self-energy parts derived for given MDC. (b)
Two MDC’s taken at −0.1 eV and −0.01 eV, and their fits to
Lorentzian (solid lines) and Gaussian (dashed line) functions.
quasiparticle spectral function
A(k, ω) = − 1
π
Σ′′(ω)
(ω − ε(k)− Σ′(ω))2 + Σ′′(ω)2 , (2)
where ε(k) is the bare band dispersion along the nodal di-
rection. Since the ARPES image became a unit of infor-
mation in modern photoemission, the advantages of the
analysis of the ARPES spectra in terms of the momentum
distribution curves, MDC ≡ I(k, ω = const), had been
immediately realized [11]. The main advantage comes
from the fact that A(k) has a simple Lorentzian lineshape
as long as momentum dependence of the bare Fermi ve-
locity, vF (k) = dε(k)/dk, and Σ(k) can be neglected [12].
The latter, as well as Eq.(1), has been shown to be valid
for the nodal direction of Bi-2212 up to 0.3 eV binding
energy by means of Kramers-Kronig self-consistency of
the self-energy parts [5]. The relations of bare dispersion
and self-energy parts with the peremeters of an MDC
at given ω are shown in Fig. 1a, though, in this paper
we focus in Σ′′, which, at low binding energy, is simply
proportional to the MDC width (half width at half max-
imum): Σ′′ = vF W .
The analysis presented in Ref. 5 also allows to estimate
contribution of the experimental resolution, although,
due to a number of parameters involved, such an estimate
is not very precise. Nevertheless, the close similarity be-
tween I(k, ω) and A(k, ω) at higher binding energies sug-
gests the way to recover true quasiparticle spectrum also
in close vicinity to EF . It was noticed [13] that, when
approaching the Fermi level, the lineshape of MDC mea-
sured along the nodal direction evolves from almost ideal
Lorentzian to more Gaussian like, which, evidently, is a
result of convolution of the photoemission signal with the
total response function of the analyser. Fig. 1 illustrates
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FIG. 2: Constituents of MDC width: (a) energy dependence
of MDC width presented by half width at half maximum
(HWHM) of its fit to the Voight profile, WV , (Wlor is the
result of simple Lorentzian fit), and its Lorentzian, WL, and
Gaussian, WG, constituents; (b) variation of the above men-
tioned parameters (at ω = 0) with temperature.
such a Lorentzian to Gaussian crossover: While the MDC
taken at ω = −0.2 eV is almost perfect Lorentzian, the
MDC measured closer to the Fermi level at ω = −0.01 eV
can be fitted to neither Lorentzian nor Gaussian but to
a convolution of these two—the Voigt profile.
Fig. 2 illustrates effectiveness of the fitting procedure
for the nodal spectra analysis. The parameters of the fit
are shown in Fig. 2a as a function of energy for Bi-2212
OP89 sample measured at 30 K. Here WV is the width of
the Voigt profile, while WL and WG are the widths of its
constituents, the Lorentzian and Gaussian, respectively.
Wlor represents the “traditional” MDC width used in pre-
vious data analysis—the width of the Lorentzian from the
pure Lorentzian fit. Fitting MDC’s to the Voigt profile
instead of to the Lorentzian introduces one additional
parameter, WG. In the fitting procedure we use an ap-
proximate Voigt function [14] implemented in IGOR Pro
(Wavemetrics Inc.) which gives a simple relation between
the above mentioned parameters:
WV = V (WL,WG) =
WL
2
+
√
W 2L
4
+ W 2G. (3)
Deviation of this approximation from real convolution is
Fig. 14. (a) Nodal spectra
parameters: Bare band disper-
sion (dashed line) and renor-
malized dispersion (points) on
top of the spectral weight of in-
teracting electrons (“ARPES
image”). Solid line represents
a single MDC at ω, arrows in-
dicate its F HM and the self-
energy parts derived for given
MDC. (b) Two MDC’s taken
at −0.1 eV and −0.01 eV, and
their fits to Lorentzian (solid
lines) and Gaussian (dashed
line) functions.
comes from the fact that A(k) has a simple Lorentzian lineshape as long as momentum
depende ce of the bare Fermi velocity, vF (k = dε(k)/dk, and Σ(k) can be neglected
[14]. The latter, as well as Eq.(61), has been shown to be valid for the nodal direction
of Bi-2212 up to 0.3 eV binding energy by means of Kramers-Kronig self-consistency
of the self-energy parts [7]. The relations of bare dispersion and self-energy parts
with the parameters of an MDC at given ω are shown in Fig. 14 (a), though, here we
focus on Σ′′, which, at low binding energy, is simply proportional to the MDC width
(half width at half maxi um): Σ′′ = vFW .
The analysis presented in Ref. 7 also allows to estimate contribution of the
experimental resolution, although, due to a number of parameters involved, such
an estimate is ot very precise. Nev rtheless, the close similarity between I(k, ω)
and A(k, ω) at higher binding energies suggests the way to recover tr e quasiparticle
spectrum lso in cl se vicinity to EF . It was noticed [15] that, when approaching
the Fermi level, the lineshape of MDC measured along the nodal direction evolves
from almost ideal Lorentzian to more Gaussian like, which, evidently, is a result
of c nvolution of the photoemission signal with the total response function of the
analyser. Fig. 14 illustrates such a Lorentzian to Gaussian crossov r: while the MDC
taken t ω = −0.2 eV is almost perfect Lorentzian, he MDC measured closer to the
Fermi level at ω = −0.01 eV can be fitted to neither Lorentzian nor Gaussian but to
a convolution of these two—the Voigt profile (see Fig. 12).
Fig. 15 illustrates effectiveness of the fitting procedur for the nodal spectra
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analysis. The parameters of the fit are shown in Fig. 15(a) as a function of energy for
Bi-2212 OP89 sample measured at 30 K. Here WV is the width of the Voigt profile,
while WL and WG are the widths of its constituents, the Lorentzian and Gaussian,
respectively. Wlor represents the “traditional” MDC width used in previous data
analysis— the width from the pure Lorentzian fit. Fitting MDC’s to the Voigt profile
instead of to the Lorentzian introduces one additional parameter, WG. In the fitting
procedure we use an approximate Voigt function [16] implemented in IGOR Pro
(Wavemetrics Inc.) The relation between the overall width of the Voigt peak, and
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Fig. 16. Energy dependence of the scattering rate. (a) Optimally doped Bi-2212 below
Tc: MDC width (HWHM) measured with 27 eV synchrotron radiation [9] (filled squares)
and the true width of the quasiparticle spectrum for the same sample purified from the
resolution effect (filled triangles), to compare to the data for similar sample measured with
6 eV laser light [20] (open squares). (b) Evolution of W (ω) with increasing temperature and
overdoping. (c) The same data shown in a reduced dimensionless scale: here we approximate
Σ′′ = vFW , where vF = 4 eVÅ, dashed line represents a “quasiparticle limiting line”.
the widthes of the Lorentzian and Gaussian components can be expressed with a
long known simple formula:
WV = V (WL,WG) ≈
WL
2
+
√
W 2L
4
+W 2G, (63)
deviation of this approximation from real convolution is maximal (still less than
1.2%) when WL ≈ WG.
As it is expected for contribution of the experimental resolution, the Gaussian
width is essentially ω-independent on the actual range of interest, −0.1 eV < ω <
0 eV: WG(ω) = W fG. So, the energy dependence of WV is accumulated in WL,
which represents now a true width of the quasiparticle spectral function. At higher
binding energies (ω < −0.1 eV), WG(ω) starts to increase, which, as it follows from
simulations, can be explained by a non-linear bare dispersion. For even lower energies
(< −0.2 eV), due to critical lowering of the signal to noise ratio, the fit becomes
unstable in distinguishing the lineshape type. Therefore, in order to reduce the
experimental uncertainty we fit the WG data points to W fG on [−0.1, 0] eV energy
range and define the true Lorentzian widths W fL from Eq. (1): WV = V (W
f
L ,W
f
G).
In the following, we omit index “f ” but discuss exactly the W fL(ω) function as the
most careful representative of the true scattering rate.
In Fig. 15(b) we collect the values WV (0), WL(0), and WG determined for the
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same sample at different temperatures. In this case, the APRES spectra have been
measured during heating that implies a motion of the sample with respect to the
beam spot due to thermal expansion of the manipulator. This, evidently, has resulted
in different angular resolution in each point, that appeared as a random distribution
of WG(T ) while the recovered WL(T ) function has found to be monotonic. This
demonstrates the efficiency of the Voigt fitting procedure.
We have applied the procedure to a number of ARPES spectra taken from Bi-2212
samples of different doping levels at different temperatures. In following we discuss
the energy dependence of the true scattering rate, WL(ω), its zero energy value,
WL(0), and its dependence on doping and temperature.
In respect to WL(ω) problem, Eq. (63) helps to make an important remark. In
a low scattering limit, when WL  WG, WV ≈ WG + WL/2. In other words, if,
for example, WL(ω) ∝ ω, such a linear dependence cannot be camouflaged by the
resolution. So, the use of the Voigt profile instead of the Lorentzian does not influence
the qualitative result for the dependence of the scattering rate on binding energy
[9]— from Fig. 15(a), one can see no principal difference between the WL(ω) and
Wlor(ω) functions—but becomes highly important if we are interested in its careful
quantitative analysis [7].
With Fig. 16 we discuss the energy dependence of the scattering rate. In panel
(a) we compare the MDC width for OP89 sample, measured below Tc with 27 eV
synchrotron radiation [9], to the data for the near-optimally doped Bi-2212, measured
with 6 eV laser light [20]. Besides different offsets, two datasets looks very similar,
[see also panel (c)]. Moreover, when the width of the quasiparticle spectrum for
OP89 sample is purified from the resolution effect, it almost coincides with the laser
data. This supports the conclusions about validity of the sudden approximation and
that the ARPES spectra on Bi-2212 represent its bulk properties.
To reveal the asymptotic behavior of the scattering rate at low energy, in panel
(c) we replot these data in the form of σ′′(ω) = [Σ′′(ω)−Σ′′(0)]/ω. To get Σ′′ we just
multiply WL by vF = 4 eVÅ [7]. One can see that below Tc at low energy σ′′(ω) has a
non-vanishing offset and a quadratic term. In Σ′′(ω), these terms correspond to ∼ ω
and ∼ ω3 terms, respectively. At higher temperatures and hole doping [see panels
(b) and (c)], Σ′′(ω) becomes purely quadratic. At very low energy (|ω| < 50 meV),
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both terms below Tc can be explained by influence of the d-wave superconducting
gap which causes the density of states (DOS) to become linear at low energy: the
linear term is expected for the elastic forward scattering and the cubic term can be
associated with inelastic spin-fluctuation scattering [19].
Fig. 17 shows WL(0, T ) dependencies for several samples. It is important to stress
that the scattering rate, even when purified from resolution, does not vanish at ω → 0
and T → 0. The residual, Σ′′0 = vFWL(0, 0), can be naturally explained by scattering
on impurities, although it has been shown that such a high value (Σ′′0 > 16 meV or
WL(0, 0) > 4 × 10−3 Å−1) can be caused by a forward scattering on out-of-plane
impurities rather than by usual unitary scattering on in-plane impurities [19]. It is
also useful to note that similar results for the MDC width were obtained in the laser
ARPES studies of the same materials [18].
Another observation that can be derived from the offset values in Fig. 17 is that
Σ′′0 does not show a systematic dependence on doping level (OD75, OP89 and UD78
samples), but is rather sensitive to impurity concentration (here UD76 represents
a sample, highly underdoped by annealing in He, which removes oxygen from SrO
planes introducing a number of out-of-plan defects, while OP86 sample doped with
1% of Zn gives an example of the in-plane impurity). This allows to conclude that
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the increase of the residual resistivity with underdoping still cannot be explained
by an increase of the scattering rate but only by a decrease of the charge carrier
density, which is inconsistent with “large” Fermi surface with area ∼ 1 + x, providing
therefore an indirect evidence for the phase separation in underdoped cuprates.
T -dependence of Σ′′ deserves a separate investigation and discussion. One of
surprising results is that, within the accuracy ∼ 10 meV, there is no drop of Σ′′
detected at Tc. This can be a consequence of the pseudo-gap, which smoothes
the T -dependence of the phase space available for scattering. Such T -dependence
is a reason for a ω − T asymmetry of Σ′′(ω, T ), and comparison of Σ′′(0, T ) and
Σ′′(ω, 0) can be used to determine the phase space evolution. It is also important to
understand the reason for different dependences presented in Fig. 17. While for the
most samples the variation in Σ′′(0, T ) can be explained by different scattering on
impurities, the much stronger T -dependence for the Y-doped sample needs further
investigations. Evidently, all these questions require data of much better accuracy.
With the described procedure, the final accuracy depends only on experimental
statistics. Therefore, only time is needed to find the answers.
Conclusions
Here a Voigt fitting procedure was applied to the analysis of the nodal MDCs in
BSCCO with various doping and Tc. For most experimental data sets the fit allows
for robust separation of the contributions to the MDC width at the Fermi level into
Lorentzian and Gaussian parts. According to the general theoretical reasoning the
Lorentzian part represents the true spectral width, while the Gaussian part accounts
for the resolution effects. The former sentence is supported by the fact that the MDC
shape away from the Fermi level (when WL is significantly larger than WG) can be
well fitted by pure Lorentzian, and the latter sentence is supported by the fact that
WG is energy-independent, as indeed the energy resolution can not depend on the
binding energy. The analysis of the temperature-dependent measurements implies
that purified MDC width at the Fermi level tends to the value of 4× 10−3 Å−1 when
temperature approaches absolute zero, which is quite universal for different samples.
Strong changes of the binding-energy-dependence of the scattering rate upon cooling
through Tc was detected, though no sharp drop of the value at the Fermi level was
observed.
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3. CDW-induced modification of the electronic
spectrum and Hall effect sign reversal in 2H-TaSe2
from ARPES
Transition metal dichalcogenides
Transition metal dichalcogenides (TMD) are long famous for bearing the charge
density wave (CDW)—phenomenon of spontaneous formation of electronic density
modulations with periodicity different from the original lattice constants of the
underlying atomic lattice [1–3]. The phenomenon of CDW is still not completely
understood and is interesting on its own. More importance of TMDs for contemporary
condensed matter physics was realized when the properties of the doped materials
[4, 5] were measured— it appeared that upon doping the CDW is suppressed and
eventually vanishes, while the superconductivity sets in. Thus the phase diagram
strongly reminds the ones of high temperature superconducting cuprates and iron
arsenides, where the interplay of density waves and superconductivity is significant.
On the other hand the possibility to prepare samples of TMDs in a form of high-
quality single crystals is rather important for many experimental probes including
ARPES: in particular, it is possible to study in detail the impact of the CDW on the
electronic spectrum and properties.
TMDs of our interest are layered quasi two-dimensional compounds with electronic
states at the Fermi level originating mainly from transition metal atomic orbitals. We
will focus on 2H-NbS2 and 2H-TaSe2, where two energy bands cross the Fermi level
(not counting for threedimensional Se sheet). The Fermi surface of 2H-NbS2 consists
of double-walled hole-like Γ- and K-barrels, and in 2H-TaSe2 we have hole-like Γ- and
K-barrels and electron-like dog-bone-shaped Fermi surface sheets around M point.
Introduction
In this chapter a calculation of the Hall coefficient in 2H-TaSe2 and 2H-Cu0.2NbS2
based on their electronic structure extracted from angle resolved photoemission
spectra is presented. The well known semiclassical approach, based on the solution of
the Boltzmann equation, yields the correct value for the normal-state Hall coefficient.
Entering the charge density wave state results in the opening of the pseudogap and
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redistribution of the spectral weight. Accounting for this allows us to reproduce the
temperature dependence of the Hall coefficient, including the prominent sign change,
with no adjustable parameters.
While in simple metals the Hall coefficient is essentially temperature independent,
in unconventional materials it can exhibit strong variations with temperature. In
particular, in the transition metal dichalcogenides, the Hall coefficient changes sign
from positive to negative soon after the transition into a CDW state [6, 7]. A similar
sign change of the Hall coefficient has recently been discovered in high temperature
superconductors (HTSC) [8]. Another common departure of the CDW and HTSC
compounds from conventional solid state theory is the presence of a pseudogap in
their excitation spectra [9–12]. The pseudogap results in a depletion of electronic
states at the Fermi level. Since the charge dynamics in the crystal is restricted to a
narrow energy range around the Fermi level, the opening of the (pseudo)gap reduces
the effective number of charge carriers that apparently affects transport properties
of the solid. Since the pseudogap can be highly anisotropic [11, 12], the quantitative
investigation of this effect requires a momentum-resolved experimental technique.
Here we calculate the Hall coefficient from angle resolved photoemission spectroscopy
(ARPES) data and show that the origin of its sign change in 2H-TaSe2 is intimately
related to the pseudogap phenomenon.
In our calculations we assume the electric field E to be parallel to ab plane, and
the magnetic field B to be parallel to the c axis (thus, current j flows in the ab
plane). This experimental geometry is common for investigations of two-dimensional
compounds, in particular, the dichalcogenides [6, 7, 14, 15]. In the low-field limit, the
current density is related to the electrical field by means of the conductivity tensor:
j = σE, σ =

 σxx σxy
−σxy σxx

 . (64)
The components of the conductivity tensor are derived from the solution of the
semiclassical Boltzmann equation. Neglecting kz dispersion and taking into account
the identity of a and b axes, σxx and σxy are expressed through the integrals over
the Fermi surface in the first Brillouin zone (formulae are given in SI units):
σxx =
e2
2πLch
∫
τ(k)vF(k)dk (65)
σxy =
e3B
Lch2
∫
τ 2(k)v2F(k)
ρ(k)
dk, (66)
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where τ is the quasiparticle lifetime, vF is the renormalized Fermi velocity, ρ is
the Fermi surface curvature radius, dk is the element of the Fermi surface length, Lc
is the size of the elementary cell along the c axis, h is the Plank’s constant, and e
is the elementary charge. Mathematically equivalent formulae, but less convenient
for our discussion, can be found in the literature [16–18]. This formulae are nothing
but expressions, derived in the section 1.3, Eqs. 41, 46, simplified for the case of
magnetic field directed perpendicular to the principal crystalline layers and quasi two
dimensional material with tetragonal symmetry of conductivity tensor. By definition,
the Hall coefficient is equal to the Hall electrical field over the magnetic field and the
current density: RH ≡ EH/(B · j). In terms of the conductivity tensor it is expressed
in the following way:
RH =
σxy
B · σ2xx
(67)
ARPES gives us a complete knowledge about the band structure. Therefore the
only thing missing to calculate the conductivity tensor from the given equations is
the transport lifetime τ , which should not be mixed with the quantum lifetime τq,
seen in ARPES [19, 20]. If we assume that τ is momentum independent, then it
cancels out and the expression for RH reduces to:
RH =
4π2Lc
e
·
∫
v2F(k)/ρ(k)dk(∫
vF(k)dk
)2 , (68)
where RH is expressed in m3/C [21]. For 2H-TaSe2, Lc = 12.7 Å [22], and all other
quantities that enter Eq. (68) can be extracted straightforwardly from ARPES spectra
as vF is seen in the energy-momentum cuts [20, 23], ρ and the integration path are
seen in the Fermi surface maps [24].
Results
It is well known that for conventional metals Eq. (68) yields a result consistent
with direct measurements of RH. We find that it also provides good agreement with
the experiment for NbS2. In case of TaSe2 Eq. (68) provides the correct RH at high
temperatures, but becomes inapplicable at lower temperatures, at the Fermi surface
reconstruction onset. Formula Eq. (65), Eq. (66), and, hence, Eq. (68) imply that
all energy bands are equally and uniformly populated with electrons. Although this
assumption often holds, a complex picture of the spectral weight distribution does
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not appear to be a rare occasion for unconventional materials [9, 12, 25]. For such a
case Eq. (68) can be modified by introducing a factor D(k) that takes into account
the distribution of the spectral weight, i. e. the behaviour of the density of states
(DOS) near the Fermi level:
RH =
4π2Lc
e
·
∫
D(k) v2F(k)/ρ(k)dk(∫
D(k)vF(k)dk
)2 , (69)
where
D(k) =
∫ +∞
−∞
DOSk(ω) ·
(
−∂f(ω)
∂ω
)
dω, (70)
which is the temperature weighted DOS at the Fermi level, f(ω) is the Fermi function,
and ω is the binding energy. Note that in the simplest case DOSk(ω) = 1, and
D(k) = f(−∞) − f(+∞) = 1, so we arrive back at formula (5). In case of the
pseudogap-modified spectra, based on the experimental data, we modelled the DOS
using the following function:
DOSk(ω) =
{
1, |ω| ≥ 2∆;
|ω|/2∆, |ω| < 2∆.
(71)
TaSe2 undergoes a transition to the incommensurate CDW state at 122K and
to the commensurate one at 90K. In the spectra of TaSe2 the pseudogap is already
present at room temperature, and begins to increase sharply upon the transition
into the incommensurate CDW state, evolving to the band gap in the commensurate
CDW state [12]. The magnitude of the pseudogap depends on the position in the
Brillouin zone. In case of TaSe2 the K-barrel is affected by the pseudogap most of all,
so its contribution to the Hall coefficient has the strongest variation with temperature,
and is the primary reason for the Hall coefficient to change sign. Fermi surface
reconstruction also implies opening of the pseudogap on the parts of bone-shaped
sheet around the M point and a fading of the Γ-barrel (DOSk(ω) = const < 1)
near the point where it approaches the M-bone, see Fig. 18 (a), (b) and ref. 12.
In Fig. 18 (e) the contribution to σxy from different parts of the Fermi surface is
shown for several temperatures. The above described procedure was also used in
conjunction with Cu0.2NbS2 that exhibits no CDW. As follows from the spectra, the
electronic structure exhibits no considerable temperature dependence [Fig. 18 (c),
(d), (f)], and is characterized by a uniform distribution of the spectral weigth. The
calculated Hall coefficient of Cu0.2NbS2 [26] shows a weak temperature dependence.
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Fig. 18. Evolution of the Fermi surface of TaSe2 and Cu0.2NbS2 with temperature. The
Fermi surface of TaSe2 changes topology with cooling (a, b). Absence of changes and
uniform spectral weight distribution in the spectra of Cu0.2NbS2 (c, d). Solid black lines in
a), c), d) are the tight-binding fit to the data. For the CDW–reconstructed Fermi surface
(b) different types of guidelines represent the spectral weight distribution: the stronger line
corresponds to the higher spectral weight. The relative contribution to σxy from different
parts of the Fermi surface at different temperatures is shown in the irreducible part of the
Brillouin zone for TaSe2 (e) and Cu0.2NbS2 (f).
Comparing the result of the calculations with the experimental measurements we
find good agreement for both the studied compounds [Fig. 19], which implies the
implementation of the pseudogap effect into the semiclassical formula is correct.
Conclusions
In conclusion, we have shown that the suppression of the spectral weight at the
Fermi level and its nonuniform distribution over the Fermi surface contours, which
are related to the pseudogap formation and consequent Fermi surface folding upon
entering the CDW state, are indispensable for attaining a quantitaive understanding
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Fig. 19. The temperature dependence of the Hall coefficient. The Hall coefficient in NbS2
has a weak temperature dependence, while in TaSe2 it changes sign (a). The Hall coefficient
of Cu0.2NbS2, calculated in approximation of the equally “populated” bands, agrees well
with the directly measured one [26], while in case of TaSe2 one should take into account
the spectral weight redistribution and the opening of the pseudogap (b). The discrepancy
between two experimental curves for TaSe2 is due to the charge density wave suppression
by impurities.
of the temperature dependence of the Hall coefficient in TaSe2. Our findings hint
that accounting for the pseudogap and the Fermi surface reconstruction phenomenon
may also be fruitful for understanding other physical properties of CDW systems
and unconventional superconductors [8, 27]. From a broader perspective here we
have encountered a situation where the normal Fermi liquid theory is not capable of
the explanation both experimentally observed photoemission and magnetotransport
responses of a system in the vicinity of the phase transition. However, knowledge
of the angle-resolved electronic spectrum, still consisting of well-defined dispersing
bands, and only somewhat modified by the anisotropic reconstruction, hints us
that Fermi liquid theory needs only some modification to describe present case.
Phenomenologically such modification, based on the analysis of the photoemission
spectra, was done by introducing the anisotropic effective number of charge carriers
on the Fermi level [formula (69)], which allowed for direct explanation of the Hall
coefficient behavior.
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4. Experimental band structure of iron arsenides
Iron-based hight temperature superconductors
Iron pnictides were synthesized already in 1995 [1], but didn’t attract considerable
attention before the discovery of superconductivity at 6K in these layered materials in
2006 [2], which immediately resulted in drawing parallels to the cuprates and turned
ferropnictide family to a promising candidate for a new host of high temperature
superconductivity. Consequent preparation of the iron arsenide compound with Tc
of 26K in the very beginning of 2008 [3] caused a boom of research activity around
new materials. The highest known Tc of 56K was achieved on Gd1−xThxFeAsO
[4] in the autumn of 2008, which has put iron arsenides on the second place in Tc
ranking (see Fig. 20). Iron-based superconductors form a spacious field for investi-
gating the unconventional superconductivity owing to the possibility of preparing
a wide variety of related materials in form of stable single crystals. A common
feature of all iron-based high-Tc superconductors is the presence of iron-pnictogen
or iron-chalcogen layers in the crystalline structure (see Fig. 21). For most of
iron-based compounds the superconductivity is achieved by partial substitution of
the atoms in the usually antiferromagnetic (spin-density-wave, SDW) stoichiomet-
ric materials. The substituted atoms can be external to the Fe-Pn(Ch) [6] layers
(e.g. AE1−xAxFe2As2, LnFeAsO1−xFx), substituted atoms can be in-layer pnictide
(BaFe2As2−xPx), or iron itself (BaFe2−xCoxAs2, BaFe2−xNixAs2). The phase diagram
Fig. 20. Maximal Tc for differ-
ent types of superconductors plot-
ted versus time. Reproduced from
Ref. 5.
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Box 1 |The iron-based superconductor family.
Iron, one of the most common metals on earth, has been known
as a useful element since the aptly named Iron Age. However,
it was not until recently that, when combined with elements
from the group 15 and 16 columns of the periodic table (named,
respectively, the pnictogens, after the Greek verb for choking,
and chalcogens, meaning ‘ore formers’), iron-based metals were
shown to readily harbour a new form of high-temperature su-
perconductivity. This general family of materials has quickly
grown to be large in size, with well over 50 different compounds
identified that show a superconducting transition that occurs
at temperatures approaching 60K, and includes a plethora of
different variations of iron- and nickel-based systems. So far, five
unique crystallographic structures have been shown to support
superconductivity. As shown in Fig. B1a, these structures all
possess tetragonal symmetry at room temperature and range
from the simplest α-PbO-type binary element structure to more
complicated quinternary structures composed of elements that
span the entire periodic table.
The key ingredient is a quasi-two-dimensional layer consisting
of a square lattice of iron atoms with tetrahedrally coordinated
bonds to either phosphorus, arsenic, selenium or tellurium anions
that are staggered above and below the iron lattice to form a
chequerboard pattern that doubles the unit-cell size, as shown
in Fig. B1b. These slabs are either simply stacked together, as in
FeSe, or are separated by spacer layers using alkali (for example,
Li), alkaline-earth (for example, Ba), rare-earth oxide/fluoride
(for example, LaO or SrF) or more complicated perovskite-type
combinations (for example, Sr3Sc2O5). These so-called blocking
layers provide a quasi-two-dimensional character to the crystal
because they form atomic bonds of more ionic character with the
FeAs layer, whereas the FeAs-type layer itself is held together by
a combination of covalent (that is, Fe–As) and metallic (that is,
Fe–Fe) bonding.
In the iron-basedmaterials, the commonFeAs building block is
considered a critical component to stabilizing superconductivity.
Because of the combination of strong bonding between Fe–Fe
and Fe–As sites (and even interlayer As–As in the 122-type
systems), the geometry of the FeAs4 tetrahedra plays a crucial role
in determining the electronic and magnetic properties of these
systems. For instance, the two As–Fe–As tetrahedral bond angles
seem to play a crucial role in optimizing the superconducting
transition temperature (see the main text), with the highest Tc
values found only when this geometry is closest to the ideal value
of ∼109.47◦.
Long-range magnetic order also shares a similar pattern
in all of the FeAs-based superconducting systems. As shown
in the projection of the square lattice in Fig. B1b, the iron
sublattice undergoes magnetic ordering with an arrangement
consisting of spins ferromagnetically arranged along one
chain of nearest neighbours within the iron lattice plane,
and antiferromagnetically arranged along the other direc-
tion. This is shown on a tetragonal lattice in the figure,
but actually only occurs after these systems undergo an
orthorhombic distortion as explained in the main text. In
the orthorhombic state, the distance between iron atoms with
ferromagnetically aligned nearest-neighbour spins (highlighted
in Fig. B1b) shortens by approximately 1% as compared with the
perpendicular direction.
FeSe
LiFeAs
SrFe2As2
Sr3Sc2O5Fe2As2
LaFeAsO/
SrFeAsF
a b
Figure B1 | Crystallographic and magnetic structures of the iron-based superconductors. a, The five tetragonal structures known to support
superconductivity. b, The active planar iron layer common to all superconducting compounds, with iron ions shown in red and pnictogen/chalcogen
anions shown in gold. The dashed line indicates the size of the unit cell of the FeAs-type slab, which includes two iron atoms owing to the staggered
anion positions, and the ordered spin arrangement for FeAs-based materials is indicated by arrows (that is, not shown for FeTe).
of structural parameters, disorder location, chemical bonding and
density. This is one of the key properties that has led to a
rapid but in-depth understanding of these materials. In due time,
controlled experimental comparisons — for instance of Hall effect
(carrier density) under pressure versus doping, of different chemical
substitution series and further understanding of the local nature of
chemical substitution — will help pinpoint the important tuning
parameters for these systems.
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Fig. 21. Crystal
structure of various
iron-arsenide and neigh-
boring superconductors.
Reproduced from Ref. 7.
According to the look
of the structural for-
mula the classes of
compounds are shortly
named “1111”, “122”,
“111”, and “11”.
for hole- and lectro -d ped BaFe2A 2, show in Fig. 22, strongly resembles the
phase diagram of renown cuprates, immediately invoking suggestions of the similarity
of the mechanism for high temperature superconductivity in these generally distinct
material families. At the same time parent compounds of iron-based superconductors
are not Mott insulators, unlike cuprates. It is also interesting to note that doping
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Fig. 22. Phase diagram of hole- and electron-doped BaFe2As2.
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is not necessary for achieving superconductivity in iron arsenides—stoichiometric
LiFeAs, FeSe, KFe2As2 exhibit superconductivity at 18, 10 and 3.8K respectively.
4.1 DETERMINATION OF THE ELECTRONIC BAND STRUCTURE OF
Ba1−xKxFe2As2
Introduction
The discovery of iron-based high temperature superconductors faced theoreticians
and experimentalists with numerous questions concerning the electronic structure of
newly emerged materials. The low energy electronic band dispersion, and in particular
the shape of the Fermi surface (FS), are decisive properties of any superconductor,
as they are forming premises for theoretical description of the superconductivity [8].
Naturally, the issue of the FS geometry of iron-arsenide high-Tc family was addressed
in many theoretical [9–11] and experimental [12–20] studies. Primarily the FS was
assumed to consist of two hole-like sheets around the center of FeAs Brillouin zone
and two electron-like sheets at the corners. Below we address the issue of the low
energy band structure of the Ba1−xKxFe2As2 superconductor and show that there are
notable deviations in the Fermi surface (FS) topology as compared to the originally
assumed band structure based on the theoretical calculations. This observation
affects both the theoretical works generally aimed at reproducing the electronic
structure, as well as those concentrated on a finer issue of superconductivity origin in
the new type of superconductors. Since the FS topology also determines the loci in
the reciprocal space where the superconducting gaps are to be evaluated, the correct
FS topology may result in a different interpretation of current experimental data on
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Fig. 23. Fermi surface map
of BKFA measured in the
superconducting state at
T = 10K, which represents
the photoemission intensity
integrated in a small energy
window E = EF ± 10meV
around the Fermi level.
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the superconducting gaps in the novel superconductor.
Results
The electronic states at the Fermi level of iron arsenides are formed mainly by iron
3d orbitals with one set of Fermi surface sheets at the center of the Brillouin zone, and
another at the corner. In Fig. 23 we show experimental FS map of BKFA measured in
the superconducting state at T = 10K, which represents the photoemission intensity
integrated in a small energy window E = EF ± 10meV around the Fermi level. Two
concentric Γ-centered FS sheets are observed in agreement with previous studies
[20, 21]. Note a significant difference in the intensity distribution at different Γ points.
The intensity pattern apparently repeats itself every second Γ point. This effect is
most likely connected to the significantly three-dimensional structure of the Brillouin
zone and alternating stacking of the neighboring Brillouin zones. Such variation of
the intensity distribution not necessarily implies large kz dispersion, furthermore,
the radii of the hole-like Γ FS sheets, determined in different Mahan cones [22], are
almost equal, pointing to the merely 2D character of the bands.
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Fig. 24. (a) Fermi surface
map of Ba1−xKxFe2As2,
T = 15K, hν = 70 eV. (b–
e) Second derivative of pho-
toemission intensity with
respect of energy as a func-
tion of kx and ky for a set
of fixed energy cuts. The
corresponding binding en-
ergies of the cuts are given
in each panel.
The major discrepancy between experiment and ab initio calculations is observed
near the X/Y-point (corner of Fe2As2 Brillouin zone). According to the calculations,
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Fig. 25. Determination of the low-energy band dispersion of Ba1−xKxFe2As2 from ARPES
spectra. Cuts along ΓM: (a) Γ−2,0 (index enumerates Mahan photoemission cones [22]),
T = 36K, hν = 80 eV, horizontal polarization; (b) Γ0,0, T = 45K, hν = 50 eV, horizontal
polarization. Cuts along ΓX: (c) Γ0,0, T = 35K, hν = 80 eV, horizontal polarization;
(d) Γ0,0, T = 41K, hν = 40 eV, vertical polarization. Momentum distribution curves
(MDC) taken nearly at the Fermi level are shown below each energy-momentum cut in
order to demonstrate the high quality of the data and fits. Low-energy band dispersion of
Ba1−xKxFe2As2 was extracted by an MDC fit from the data taken at different experimental
conditions. The Fermi velocities and Fermi momenta can be determined from panels (e, f)
and (g, h) respectively.
one expects a sizeable double-walled electron pocket. Instead, as it can be seen in
Fig. 23, there is a propeller-like structure consisting of five small FS sheets near the
X/Y-point: a central patch situated exactly at X point and four blades extended
along ΓX directions surrounding the central pocket. To study this structure in more
detail, in Fig. 24 we present a finer FS map covering the nearest Γ and X points.
To better display the dispersion of relatively broad bands, in the remaining panels
(b–e) we plot the second derivative of the photoemission intensity with respect to
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Fig. 26. Dispersion of
the X-pocket. The energy-
momentum cut through the
X point along ΓX, T = 200K
(left on the figure) and fit of
the MDC to two Lorentzians
(right). Measurements at
high temperatures allow us
to track band dispersion of
the X pocket also above the
Fermi level. The experimen-
tal conditions are such that
the blades are suppressed due
to photoemission matrix ele-
ments effects.
energy as a function of quasimomentum (kx, ky). As can be seen, the size of the
blade pockets clearly increases similar to the size of the Γ barrel, signalling hole-like
character of the both. At the same time the feature centered exactly at the X point
in the cut made at E = 0meV seem to disappear, which means that its intensity
must be caused by the very bottom of the electron-like pocket.
In Fig. 25 we present a quantitative investigation of the low-lying electronic
band structure of Ba1−xKxFe2As2. The band dispersion is extracted from ARPES
data taken at a temperature slightly above the superconducting transition. The
Fermi velocities for the inner and outer Γ-barrels along the ΓX direction equal
vΓXiΓ = 0.51 eVÅ and vΓXoΓ = 0.36 eVÅ respectively [see Fig. 25 (d–g), (i)], along the
ΓM direction they are vΓMiΓ = 0.54 eVÅ and vΓMoΓ = 0.43 eVÅ [see Fig. 25 (b, c, h)],
resulting in viΓ = 0.52 eVÅ and voΓ = 0.40 eVÅ on the average. Fermi momenta for
the inner and outer Γ-barrels are kiΓ = 0.14Å−1 and koΓ = 0.30Å−1 respectively
[see Fig. 25 (b–g, j–k)]. For the electron-like X-pocket ke = 0.06Å−1, and the depth
of the band is εe = 17 ± 3meV [see Fig. 26, Fig. 27 (b)], from where, assuming a
parabolic band dispersion for this small pocket, we infer ve = 2εe/~ke = 0.57 eVÅ.
For the hole-like blade pocket the average Fermi momentum equals kh = 0.06Å−1
and we estimate εh as 5–15meV [see Fig. 27 (b)], thus the average Fermi velocity
equals vh = 0.33 eVÅ.
The low-energy band dispersion can be well approximated by the following formulas
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Fig. 27. (a) A three-dimensional representation of the ARPES data. (b) The dispersion of
the shallow bands near the X point can be determined from constant-energy cuts through
the intensity distribution taken at different energies. The cross-section of the electron-like
X pocket increases as with energy, while the cross-section of the hole-like blades decreases.
(c) The model for the low-energy band dispersion in Ba1−xKxFe2As2, derived from ARPES
data [Fig. 25, Fig. 26, Fig. 27(b)].
1. inner Γ-barrel
ξiΓ(kx, ky) = 0.52

0.14−
√(
kx +
2πm
La
)2
+
(
ky +
2πn
La
)2

 , m, n ∈ Z,
(72)
where La is the in-plane lattice constant, which according to Refs. 24, 25 equals
3.90Å;
2. outer Γ-barrel
ξoΓ(kx, ky) = 0.40

0.3−
√(
kx +
2πm
La
)2
+
(
ky +
2πn
La
)2

 , m, n ∈ Z;
(73)
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3. X-pocket
ξX(kx, ky) = 0.017


[
kx +
π(1+2m)
La
]2
+
[
ky +
π(1+2n)
La
]2
0.062
− 1

 , m, n ∈ Z;
(74)
4. blades
ξb(kx, ky) = 0.01

1−


kx+ky√
2
+
√
2π(1+2m)
La
± 0.36
0.08


2
−


kx−ky√
2
+
√
2π(1+2n)
La
0.04


2
 ,
m, n ∈ Z. (75)
These dispersion relations are visualized in Fig. 27 (c).
4.2 PROPELLER-LIKE LOW TEMPERATURE FERMI SURFACE OF
Ba1−xKxFe2As2 FROM MAGNETOTRANSPORT AND PHOTOEMISSION
MEASUREMENTS
In this section the Hall coefficient of the hole-doped iron arsenide Ba1−xKxFe2As2
(BKFA) is calculated purely on the basis of the electronic structure, revealed in the
angle-resolved photoemission spectroscopy (ARPES) experiments, and compared to
the one measured directly. The observed agreement allows us to state that upon
cooling the Fermi surface (FS) in the optimally doped BKFA gradually evolves to
the propeller-like topology, on which the superconductivity develops. Persistence of
the notable temperature dependence in both photoemission and magnetotransport
experiments well above the spin-density-wave (SDW) transition suggests that the
FS reconstruction in BKFA is partially decoupled from the emergence of static
magnetism.
The Hall coefficient (RH), calculated purely on the basis of the band dispersion,
extracted from the ARPES spectra of BKFA, was compared to the direct magne-
totransport measurements. The demonstrated agreement implies that the FS of
BKFA changes gradually with temperature, and the superconductivity develops on
the propeller-like FS. At the same time it becomes clear that the band structure,
calculated without any additional order, fails to explain temperature-dependent
transport measurements in iron arsenides, and is capable to describe only high
temperature properties.
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Resistivity and Hall effect measurements were carried out on the self-flux-grown
single crystals of BKFA with Tc = 36, 30, 28, 23K [26] in National Laboratory for
Superconductivity, Institute of Physics, Beijing. Photoemission experiments were
carried out on the Sn-flux-grown single crystals of BKFA with Tc = 32K [25, 27],
and later confirmed by measurements of the self-flux-grown single crystals at the
13-ARPES [28] end station at BESSY synchrotron in Berlin (Helmholtz-Zentrum für
Materialien und Energie).
For quasi two-dimensional materials [29] the in-plane conductivity tensor,
σ =

 σxx + δσxx σxy
−σxy σxx + δσxx

 , (76)
in the presence of external magnetic field, directed along the c axis, B, can be
expressed up to terms in B2 through the integrals over the FS in the following way
[30, 31]:
σxx =
τe2
2πLch
∫
vF(k)dk, (77)
σxy =
τ 2Be3
Lch2
∫
v2F(k)
ρF(k)
dk, (78)
δσxx = −
4πτ 3B2e4
Lch3
∫ {
vF(k)
[
dvF(k)
dk
]2
+
v3F(k)
2ρ2F(k)
}
dk, (79)
where k is the quasimomentum, vF is the Fermi velocity, ρF [32] is the FS curvature
radius (note that it is the only quantity in these formulas that can be negative), dk
is the element of the FS length, τ is the quasiparticle lifetime in the vicinity of the
Fermi level (hereafter assumed to be k-independent), Lc is the size of the primitive
elementary cell along the c axis, h is the Plank’s constant, and e is the elementary
charge.
The band dispersion, which is the input parameter to calculate σ with
Eqs. (77, 78, 79), was extracted from the fit of BKFA ARPES spectra, taken
below and above Tc in previous chapter, and also can be found in Ref. 33.
Average vF and ρF, as well as contributions from different FS sheets to the compo-
nents of the conductivity tensor at the temperature just above Tc are summarized in
Table II. We stress that the propeller-like structure at the corner of the Brillouin zone
develops steadily upon cooling, is not related to the opening of the superconducting
gap, and is present above the temperature of magnetic transition, TSDW = 70K [27]
[Fig. 28].
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Fig. 28. Temperature evolution of the Ba1−xKxFe2As2 Fermi surface (FS), seen in ARPES:
the propeller-like structure at the corner of the Brillouin zone emerges gradually upon
cooling. (a, b) FS, imaged with 50 eV excitation energy at 10 and 315K keeping other
experimental conditions the same. (c) Two equivalent energy-momentum cuts, indicated by
white dashed lines in the panels (a) and (b). (d) Corresponding momentum distribution
curves (MDC), integrated around the Fermi level. (e, f, g) FS, imaged with 80 eV excitation
energy at 10, 75 and 315K in same experimental conditions. (h) Cuts, indicated in the
panels (e, f, g). (i) Corresponding MDC at the Fermi level. Arrows in panels (c, d, h, i)
indicate the intensity, corresponding to the blades.
The quantities, which are usually measured experimentally, resistivity, Hall coeffi-
cient, and magnetoresistivity, can be expressed in terms of σ:
ρ =
1
σxx
, RH =
σxy
B · σ2xx
, and
δρ
ρ
= −δσxx
σxx
− σ
2
xy
σ2xx
. (80)
Hall effect is one of the few tangible properties of a crystalline solid, which can
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〈vF〉, eVÅ 〈ρF〉, Å−1 σxx σxy δσxx
Inner Γ-barrel 0.52±0.05 0.14±0.01 0.27 0.84 −0.17
Outer Γ-barrel 0.40±0.04 0.30±0.04 0.45 0.49 −0.04
X-pocket 0.57+0.00−0.20 0.06±0.02 0.13 −1.0 −0.51
Blades 0.33±0.10 0.06±0.02 0.28 1.42 −0.56
Table II: Average vF and ρF with approximate error bars, as well as relative contributions
to σxx, σxy and δσxx for different FS sheets, as derived from low temperature ARPES
measurements.
distinguish between electron- and hole-like nature of the FS. Fig. 29 (a) shows
the comparison of the Hall coefficient of nearly optimally doped BKFA, calculated
from the electronic band structure, to the directly measured one. The measured
RH exhibits gradual variation over entire temperature range—smoothly starts to
increase already from room temperature, and shows no abrupt changes at the SDW
transition. Such temperature dependence of RH is inline with the temperature trend
of photoemission spectra [Fig. 28], indicating a gradual evolution of the FS to the
propeller-like topology with cooling. In the calculation the high temperature point
corresponds to the FS, obtained theoretically without any additional ordering [34],
while the low temperature point corresponds to the band dispersion, extracted from
ARPES spectra [33]. Agreement between measured and calculated RH suggests that
high temperature FS indeed resembles the one obtained in theoretical calculations
(somewhat larger measured value is consistent with remnants of the FS reconstruction
even at room temperature), while the strong increase of RH at low temperatures
originates from the reconstruction of the FS into the propeller-like topology seen by
ARPES.
Following remark is appropriate here. We have succeeded to describe the Hall
coefficient of BKFA, both the absolute value and the variation with temperature,
within the isotropic scattering rate approximation; it is known that such approxi-
mation holds for many different compounds, e.g. it was checked for simple metals
and transition metal dichalcogenides [30, 35]. Though the temperature-dependent
RH may result from the lifetime variations over the FS without any changes in
the FS contours [36–38] (in this case the anisotropy of the lifetime is usually used
as a fitting parameter), such scenario seem to be incapable of explaining the Hall
coefficient behavior in ferropnictides. The variation of the scattering rate between
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Fig. 29. (a) The Hall coefficient (RH) for nearly optimally doped Ba1−xKxFe2As2 as
calculated on the basis of the band structure and as measured experimentally (Tc = 36K).
Insets show the high and low temperature FSs for Ba1−xKxFe2As2. The comparison of
the measured and calculated RH suggests that FS of Ba1−xKxFe2As2 evolves from the
theoretically predicted at high temperatures to the one observed in low temperature ARPES
measurements. (b) The temperature dependence of the in-plane resistivity for the same
material. Knowledge of the band structure and electrical resistivity allow us to find that
the scattering rate just above Tc equals 14meV. (c) Temperature dependence of RH for
Ba1−xKxFe2As2 with different doping levels, and critical temperatures as indicated in the
legend.
hole- and electron-like bands cannot account for huge changes in RH of the parent
compound—even assuming the lifetime infinitely larger for the hole carriers than
for electron ones or vice versa, we arrive at |RH| = 2.7 · 10−9 m3/C, a value 10 times
less than the measured one [see Fig. 29 (c) and data in the Refs. 39–41]. At the
same time the mentioned FS reconstruction may be able to explain temperature
dependence of the Hall effect for the entire phase diagram.
Leaving aside the complicated case of low doping levels with large SDW order
parameter, we go to the relatively simple overdoped material on the electron side
of the phase diagram, BaFe2−xCoxAs2 (BFCA). For heavily overdoped BFCA the
Hall effect is nearly temperature independent with RH ' −1 .. − 2.5 · 10−9 m3/C
[39, 40], while the calculation from ARPES yields RH ' −2 · 10−9 m3/C (extraction
of the band dispersion from photoemission spectra of BFCA will be presented
elsewhere), providing another evidence for validity of the formulas (77, 78, 79) in the
case of ferropnictides. Similarly, good agreement between calculated from ARPES
and measured parameters was found in the case of LiFeAs [42, 43] (see also next
section). It is also important to note that for the mentioned overdoped BFCA and
stoichiometric LiFeAs the Fermi surface indeed consists of hole-like sheets around Γ
point and electron-like sheets around the corner of FeAs Brilloiun zone [44], i.e. is
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close to the obtained in the band structure calculations, as well as it is in the case of
some other iron arsenides [17, 45]. Fermi surface shape and sign of the Hall effect for
some iron arsenides is collected in the Table III.
Similarly to the expression for RH, τ cancels out from the expression ρ2 · δρρ·B2
[see Eqs. (77, 79, 80)], which means that this relation is also defined purely by the
band dispersion. The reconstruction of the electronic structure results in a strong
variation of this quantity. In the case of BKFA the low temperature value of ρ2 · δρ
ρ·B2 ,
calculated for the propeller-like FS, is 20–60 times larger than the value, calculated
for high-temperature theoretical FS. Note that the magnetoresistivity is determined
by the small FS sheets (see Table II), and therefore the uncertainty in the calculated
value is quite large.
The value of the quasiparticle lifetime near the Fermi level affects measured
signal in different types of experiments— for instance, the electrical conductivity is
proportional to τ , and in ARPES τ results in the spectral line broadening. Since
experimental resolution also leads to the broadening of photoemission lines (especially
nasty in this sense is momentum resolution, which may vary from sample to sample,
and is hard to determine), the plain analysis of the spectra widths allow only putting
the upper limit on the scattering rate (~/τ) [46], which in the present case is of
the order of 20meV for T & Tc. A more precise estimate for τ can be derived from
combined knowledge of electrical conductivity and band dispersion near the Fermi
level by utilizing Eq. (2), which basically says that the electrical conductivity is
proportional to the lifetime multiplied by Fermi surface perimeter and by Fermi
velocity. In our case the combination of transport measurements of conductivity and
ARPES measurements of the band dispersion yields τ = 5 · 10−14 sec (~/τ = 14meV)
for T & Tc [Fig. 29 (b)]. Interestingly, the scattering rate in the superconducting state
can be estimated from spectroscopic data as the width of the coherence peak, which
is independent of the momentum resolution. For BKFA such estimate at T . 10K
yields scattering rate of 1–2 meV [47, 48]. The values of τ , obtained here from
spectroscopic and transport data agree well with surface impedance measurements
[49].
Above we have shown that the temperature-dependent ARPES (Fig. 28) and
Hall data (Fig. 29), taken from BKFA, consistently point to the reconstruction
of the FS to the propeller-like topology at low temperatures. What could be the
69
FS at the sign of
corner of BZ RH
Ba1−xKxFe2As2 +
KFe2As2 +
BaFe2−xCoxAs2 −
LiFeAs −
BaFe2As2−xPx −
Table III: Form of the Fermi surface of some iron arsenide superconductors at the corner of
the FeAs Brillouin zone (BZ) [15, 44, 45] and the sign of the Hall coefficient [39, 40]. The
electron-like bands at the corner of the BZ possess smaller effective band mass than the
hole-like bands in the center of BZ, and thus contribute more to the electronic transport
(provided cross the Fermi level), implying negative RH even for zero carrier doping.
reason for such modification of the electronic structure? Natural candidate is the
fluctuations of the SDW order: first, generally (π, π) magnetic interaction is well
known to be strong and important in the iron arsenides, and second, temperature
dependencies of the photoemission and magnetotransport data are much like the
one of the antiferromagnetic fluctuations, detected by nuclear magnetic resonance
(NMR) measurements of BKFA [50]. Similar correlation between the onset of
antiferromagnetic correlations and variation of the Hall coefficient was recently
observed in BaFe2As2−xPx [51, 52]. Detailed search for the corresponding changes in
the electronic structure of this material is still to be performed.
Conclusions
In conclusion, we have found that both magnetotransport and photoemission
measurements are consistent with the steady evolution of the FS of the optimally
doped Ba1−xKxFe2As2 to the propeller-like topology at low temperatures. The
temperature trend of ARPES [Fig. 28] and Hall [Fig. 29 (a)] signals imply the presence
of the FS reconstruction well above TSDW (similar to the reported persistence of
ordering signatures in cuprates [53] and dichalcogenides [54]), which in turn suggests
that in Ba1−xKxFe2As2 the band reconstruction is partially decoupled from the
static SDW. For lower doping levels the temperature variation of the Hall coefficient
becomes much stronger [Fig. 29 (c), Refs. 39–41], which unambiguously points to a
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〈vF〉, eVÅ 〈ρF〉, Å−1 RH
Γ-barrel 0.28±0.02 0.395±0.015 +16
Two M-barrels 0.33±0.05 0.28 ±0.03 −16
Table IV: Average Fermi velocity, vF, and Fermi momenta, ρF, with approximate error bars
for different Fermi surface sheets, as derived from low temperature ARPES measurements.
The values for RH (in the units of 10−10m3/C), as it would be if only one type of carriers
contribute to the magnetotransport, are given in the last column.
more prominent band reconstruction in the underdoped samples—most probably,
entire FS breaks into small pockets, though detailed picture in this case is still to be
drawn.
Band structure and Hall coefficient of LiFeAs, derived from ARPES
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Fig. 30. (a) Fermi surface
of LiFeAs consists of a large
hole-like barrel centered at
Γ point and two electron-
like barrels around the M
point, the corner of the Bril-
louin zone (reproduced from
Ref. 44). Example of Fermi
velocity and Fermi momenta
extraction from ARPES data
taken from LiFeAs: (b) for
Γ-barrel, (c) for M-barrels.
In this section the band dispersion, extracted from ARPES measurements on
LiFeAs is described, and the Hall coefficient, calculated on its basis, is shown to be
in good agreement with magnetotransport measurements.
Fermi surface of LiFeAs consists of a large hole-like barrel centered at Γ point and
two electron-like barrels around M point (see Fig. 30). Band parameters for Γ- and
M-barrels are listed in the Table IV. A bit surprising is that Fermi velocity seems to
be higher for smaller Fermi surface sheets, but the situation is similar in the band
structure calculation—the bands at the corner of the Brillouin zone happen to be
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more swift.
For quasi-two-dimensional crystals the Hall coefficient can be expressed through
the integrals over the Fermi surface:
RH =
4π2
e
· c · 10−30 ·
∫
v2F (k)/ρ(k)dk(∫
vF (k)dk
)2
m3
C
, (81)
where e = 1.6 · 10−19 C is the elementary charge, [vF ] = Å· eV—Fermi velocity,
[dk] = Å−1 —element of Fermi surface length, [ρ] = Å−1 —Fermi surface curvature
radius, c = 6.35 Å—size of the elementary cell along the c axis [55].
For the present case we get RH = −4 · 10−10 m3/C. It is difficult to estimate
possible errors. Taking into account possible uncertainties in the band parameters, I
would say that the Hall coefficient should be in the range of −1.5..−6 · 10−10 m3/C.
Further measurements and data processing may allow to reduce the error bars.
It is important to point out that the resultingRH is the difference of two large terms,
originating from electron- and hole-type carriers. If only the Γ-barrel contributes
to the magnetotransport properties, then Hall coefficient would be equal to 16 ·
10−10 m3/C, while if vice versa solely the electron-like bands around M-point define
transport properties, RH would be −16 · 10−10 m3/C. The found value for RH of
−4 · 10−10 m3/C is in good agreement with direct measurements.
Temperature dependence of RH in LiFeAs
One of the peculiarities of the LiFeAs band structure, revealed by ARPES, is
presence of two hole-like bands with tops located very close to the Fermi level.
Together with the presence of large Fermi surface sheets, formed by ordinary Fermi
crossings, it makes LiFeAs a compound possessing both normal metallic bands and
bands just touching the Fermi level, inherent to the doped semiconductor. Below we
show that thermal excitation of the charge carriers in the “semiconducting” bands
may cause significant influence on the macroscopically probed charge dynamics.
Taking into account that contributions to the Hall effect from hole- and electron-
like “metallic” bands are largely compensated, the temperature increase of the Hall
resistance appears to be quite prominent.
For the case when the Fermi energy can not be assumed much larger than
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temperature, T , [56] the formulae for the components of the conductivity tensor read
σxx ∝
∫ [ ∫
ε(k)=ε
v(k)dk
](
−df(ε− µ)
dε
)
dε (82)
σxy ∝
∫ [ ∫
ε(k)=ε
v2(k)
ρ(k)
dk
](
−df(ε− µ)
dε
)
dε, (83)
where f(ε) = 1
1+e
ε
T
. For the beginning we focus on the relative contributions to
σxx, xy from different bands, so omit the prefactors, identical for all bands.
E positive
E positive
E negative
FL
FL
FL
E negative
FL
Fig. 31. Definition of the sign for parame-
ter E.
For a parabolic band of effective mass m and with top (bottom) located on the
distance E from the Fermi level (see Fig. 31 for definition of the sign of E, used
hereafter), the formulae reduce to
σxx ∝
+∞∫
0
ε
(
−df(ε− E)
dε
)
dε (84)
σxy ∝
1
m
+∞∫
0
ε
(
−df(ε− E)
dε
)
dε. (85)
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The integration can be performed analytically as follows:
+∞∫
0
ε
(
− df(ε− E)
dε
)
dε = oω = ε− Eo =
=
+∞∫
−E
(ω + E)
(
− df(ω)
dω
)
dω = −(ω + E)f(ω)
∣∣∣∣
+∞
−E
+
+
+∞∫
0
dω
1 + e
ω
T
=
+∞∫
0
dω
1 + e
ω
T
= ox = e ωT o =
= T · ln(1 + eET ). (86)
So the formulae for σxx, xy read
σxx ∝ T ln(1 + e
E
T ), (87)
σxy ∝
1
m
T ln(1 + e
E
T ). (88)
Let’s consider two cases when the formulae can be largely simplified:
• E = 0⇒ T ln(1 + eET ) ≈ T ln 2
• E  T ⇒ T ln(1 + eET ) ≈ E
To get some flavor of what happens with transport coefficient in LiFeAs we assume
that distances from the Fermi level for the extremes of the bands, forming large
hole-like and electron-like FS sheets are larger than temperature, Ee, Eh  T , and
that the hole-like band in the Γ point just touches the Fermi level, Eh1 = 0. Then
we get extremely simple expressions for temperature-dependent components of the
conductivity tensor [57]:
σxx ∝ Eh + 2Ee + T ln 2, (89)
σxy ∝
Eh
mh
− 2Ee
me
+
T ln 2
mh1
. (90)
As derived from ARPES data, mh = 1.4, me = 0.85, mh1 = 0.1Å2/eV (note that
the more swift, the lowest of all three hole-like bands, matters); Eh = 55meV,
Ee = 46meV. Thus we arrive at
σxx ∝ 147 + 0.7T, (91)
σxy ∝ −69 + 7T. (92)
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As we see, the impact of the low-lying band on the σxx is subtle, while σxy is strongly
affected. Accounting for previous result of calculation the absolute value of the Hall
coefficient at low temperatures, it implies the following temperature dependence of
RH
RH = −4 · (1− T/10) · 10−10
m3
C
, (93)
where T is in millielectron-Volts. The obtained temperature dependence is even too
steep compared to the behavior, observed in transport measurements, which can be
explained by the following reasons
• according to the band structure calculations, the band, responsible for the
discussed effect, is considerably 3D, and for some kz dives far below, which
means that the contribution from this band to the electronic transport probably
was overestimated in the presented calculation;
• for the sake of simplicity the top of the band was assumed to lay on the Fermi
level, while the more relevant value for |Eh1| could reach 10-15 meV, which will
naturally strongly suppress its impact on the transport (see Fig. 32).
The results of calculation for Eh1 = 0meV and for Eh1 = −10meV and with factor
1/2 introduced to account for three-dimensionality, is shown in Fig. 33.
Fig. 32. Energy-momentum cut, passing
through the Γ point. The most contribu-
tion to the temperature dependence of the
Hall coefficient comes from the band with
the smallest effective mass.
The main conclusion is that in LiFeAs with heating even the band lying below
the Fermi level starts to contribute considerably to the magnetotransport, which is
consistent with the measured increase of RH at high temperatures. At the same time
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Fig. 33. Calculated tempera-
ture dependence of RH. Dashed
line corresponds to Eh1 = 0,
while solid line corresponds to
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the experimentally observed increase of RH with cooling below 100K does not fit
the employed model, implying onset of some other effects.
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5. Determination of the superconducting gap of
iron arsenides from ARPES spectra
5.1 MOMENTUM DEPENDENCE OF THE SUPERCONDUCTING GAP
IN Ba1−xKxFe2As2 DETERMINED VIA FITTING TO A MODEL
Introduction
One of the most important contributions that experimentalists can make to the de-
velopment of a theory of any class of superconductors, is the revealing the magnitude
and symmetry of the superconducting gap. Knowledge of the precise momentum
dependence of the superconducting gap can provide desirable information about the
pairing mechanism that underlies superconductivity in these compounds. Up to now
there is a number of papers, providing different estimates of the superconducting
gap in iron-based superconductors [1–57], as well as different conclusions about the
strength of coupling and applicability of BCS (Bardeen-Cooper-Schrieffer) theory
to these compounds. In this chapter an angle-resolved photoemission spectroscopy
(ARPES) study of the superconducting gap in single crystals of Ba1−xKxFe2As2,
Tc=32K (BKFA) is presented. The superconducting gap is extracted from photoe-
mission data via a fit to a model, that accounts for finite self-energy, temperature,
experimental resolution, as well as nonlinearity of the band dispersion, where it is
necessary.
Results
The Fermi surface (FS) of BKFA, as seen in ARPES, consists of four different
sheets: outer Γ-barrel, inner Γ-barrel, X-pocket, and “blade”-pockets along the
XΓ line [58] [see Fig. 34 (a)]. X-pocket is electron-like, while all other FS sheets
are hole-like. Fig. 34 (b) and (c) show the same energy-momentum cut [cut1 in
Fig. 34 (a)] through the distribution of the photoemission intensity at 10 and 45K
respectively. A backfolding dispersion of the inner Γ-barrel develops with cooling
below Tc [Fig. 34(b), (c)], that points to the opening of the superconducting gap.
To investigate the behavior of the quasiparticle density near the Fermi level (FL)
in detail, we plot symmetrized energy distribution curves (EDC) measured at 10
and 45K in panels (d) and (e) respectively. The distance between the two peaks in
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Fig. 34. (a) Distribution of the photoemission intensity at the Fermi level (FL) with
superimposed Fermi surface (FS) contours (white lines). (b) Momentum-energy cut through
the Γ-point [cut1 in panel (a)] taken at 10K. (c) Same cut, taken at 45K. (d), (e) MDC,
taken at the FL, and symmetrized EDC from cuts (b) and (c) respectively. Maxima of the
symmetrized EDC are marked by dots. (f) kF EDC referring to the inner Γ-barrel, recorded
at 10 and 45K. (g) Near-kF EDC emphasizes onset of the superconductivity even better.
(h) Energy dependence of the inner Γ-barrel intensity, extracted from the fit of MDC. (i)
The same for the outer Γ-barrel.
the symmetrized EDC approximately equals to the doubled value of the energy gap,
2∆. As follows from Fig. 34(d) and (e), peaks in EDC, which correspond to the FL
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Fig. 35. Temperature and momentum dependence of the superconducting gap on the inner
Γ-barrel. Reliability of the results. (a) Evolution of the integrated EDC from cut1 [see
Fig. 34(a)] with temperature and fits to formula (94). EDC are shifted along left axis for
clarity. Panel (b) shows the extracted magnitude of the gap, plotted against temperature.
Inset to (b) shows temperature dependence of resistivity (with and without magnetic
field), confirming high quality of the crystals and emphasizing equality of bulk and surface
Tc = 32K. (c) Integrated EDC from cut2 [see Fig. 34(a)], measured at different excitation
energy at 11K, and corresponding fits to formula (94) reveal reproducibility of the data and
robustness of the fitting procedure. EDC are shifted along left axis. The inset in (c) shows
a single EDC recorded with hν=80 eV, demonstrating high resolution at high excitation
energies.
crossing of inner Γ-barrel, split into two below Tc, indicating the opening of a gap
of the order of 9meV, while peaks in the EDC, which refer to the outer Γ-barrel
do not split upon cooling, indicating zero (or small in comparison with the peak
width) magnitude of the gap on this part of the FS. Fig. 34(f), (g) show the energy
dependence of the intensity [area under the momentum distribution curve (MDC)],
which comes from inner and outer Γ-barrels, as extracted from the fit of MDC to
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four Lorentzians. A pile-up peak clearly develops on the curve that corresponds to
the inner Γ-barrel, while no such feature is observed for the outer Γ-barrel. The
resolution-broadened 10K Fermi cut-off is plotted in the panel (g) to show that the
difference between 45K- and 10K-curves mainly comes from temperature smearing
of the Fermi edge. The mentioned arguments allow us to conclude that the inner
Γ-barrel bears a gap of the order of 9meV, and the gap on the outer one is much
smaller.
Though straightforward and unpretentious, “symmetrization” is a rough method
for the gap extraction from photoemission data, therefore below we improve the
assessment of the gap magnitude with a robust fitting procedure, where the value
of the superconducting gap is extracted from the fit of EDC, integrated in a finite
momentum window. In this case the integration is performed over a very small,
compared to the Brillouin zone size, region, which does not imply reduction to
momentum-integrated data, and is used only in order to collect the whole available
photoemission signal, referring to the particular FL crossing of a single band. The
integrated EDC (IEDC) is fitted to the specially derived formula (see below), which
coincides with Dynes function [59] multiplied by the Fermi function, and convolved
Fig. 36. Superconducting gap on the X-pocket. (a) Energy-momentum cut through the
X-point [cut3 on Fig. 34(a)] taken at 36K. (b) Same cut taken at 11K. (c) Evolution of
the IEDC with temperature and fits to formula (95), and symmetrized kF-EDC. (d) Shows
temperature dependence of the gap. (e) Comparison of IEDC referring to the M-pocket
and to the blades reveals virtually the same values of the superconducting gap.
82
with the response function:
IEDC(ω) =
[
f(ω, T ) ·
∣∣∣Reω + iΣ
′′
E
∣∣∣
]
⊗Rω(δE), (94)
where E =
√
(ω + iΣ′′)2 −∆2k, ω is the binding energy with reversed sign, T is
the temperature, Σ′′ is the imaginary part of the self-energy, ∆k is the momentum-
dependent superconducting gap, and δE is the experimental resolution. A similar
method of gap extraction is widely used in angle-integrated photoemission spec-
troscopy [60]. Fig. 35(a) shows IEDC, that refer to the inner Γ-barrel, from cut1
[see Fig. 34(a)], measured with 50 eV photon energy at different temperatures, as
well as their fits to formula (94). The temperature dependence of the extracted gap,
shown in Fig. 35(b), illustrates that a superconducting gap develops upon cooling
through Tc, and reaches the value of 9.1± 0.7meV at low temperatures. Fig. 35(c)
represents IEDC from cut2 [see Fig. 35(a)] recorded at 11K with different incident
photon energies, hν. The data exhibit good reproducibility, and the values of the
gap extracted for different hν show only a small scattering within the error bars—fit
results in 9.4, 9.5, and 10.2meV for hν = 40, 50, and 70 eV respectively. In order to
emphasize the quality of our data recorded at high excitation energies, we show a
single EDC recorded with hν=80 eV as an inset to Fig. 35(b). Thus, we can conclude
that the momentum anisotropy of the superconducting gap on the inner Γ-barrel is
absent within 1.5meV. The outer Γ-barrel is much less intense than the neighboring
inner Γ-barrel, which complicates the analysis. With the same fitting procedure we
estimate the gap on the outer Γ-barrel to be not more than 4meV.
Now we turn to the most interesting and problematic region of the BKFA Fermi
surface, that was not completely resolved in previous studies of iron-arsenic su-
perconductors—a propeller-like structure centered at the X-point [see Fig.34 (a)].
Fig. 36(a) and (b) show the same energy-momentum cut through the X-point [cut3
in Fig. 34(a)] above (36K) and below (11K) Tc respectively.
Note that the intensity of the blades is largely suppressed for this photon energy
and light polarization [see Fig. 34(c) in Ref. 1]. The difficulties with this region in
momentum space are related to the presence of the van Hove singularity close to the
FL, which brings the peak in the density of states already above Tc [see Fig. 36(c)].
If both bottom and top of the band are far enough from the FL, then one can treat
the dispersion of the band as linear without significant accuracy loss, so that formula
(94) works well. For the case of band depth comparable to the magnitude of the
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Fig. 37. Momentum dependence of the superconducting gap in Ba1−xKxFe2As2 (Tc = 32K)
is shown as a three-dimensional plot with underlying FS intensity map for orientation.
Green line denotes the boundary of the Brillouin zone.
superconducting gap, formula (94) has to be modified in order to account for the
nonlinearity of the normal-state band dispersion. If one assumes that the band
possesses electron-like parabolic dispersion with the bottom of the band located at
ω = −ε0 below the FL, then formula (94) transforms to
IEDC(ω) =
[
f(ω, T )
2
·
∣∣∣∣∣Re
(
ω + iΣ′′
E
·
[√
ε0
ε0 − E
+
√
ε0
ε0 + E
]
+
+
√
ε0
ε0 − E
−
√
ε0
ε0 + E
)∣∣∣∣∣
]
⊗Rω(δE). (95)
As it is easy to see, formula (95) reduces to (94) when ε0 becomes much larger than
ω, Σ′′, δE and ∆k. For a detailed derivation, see below.
The depth of the X-pocket was determined from the normal-state data using two
different methods—a fit of momentum distribution curves taken at different binding
energies with two Lorentzians, and a fit of the IEDC to formula (95) with ∆ = 0 and
ε0 as a free parameter. Band depths determined from both methods agree well— the
first method results in ε0 = 20meV, while the second one yields ε0 = 20.5meV.
Fig. 36(c) shows IEDC from cut3 [see Fig. 34(a)], referring to the X-pocket, measured
at 11 and 36K, as well as corresponding fits to formula (95). One may note in
Fig. 36(c) the leading edge below the Fermi level for high temperature data, as well
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Fig. 38. Superconducting and non-superconducting constituents of the spectrum. (a) Energy
distribution of the intensity, corresponding to superconducting and non-superconducting
parts of the spectrum. (b) Second derivatives of the data and fit. Structure of the second
derivative confirms presence of superconducting and non-superconducting components. (c)
Sketch, illustrating presence of two different components in the same spectrum.
as two separate peaks in symmetrized EDC above Tc. These signatures of the gap
are not relevant here, as discussed in the following sections. Temperature dependence
of the gap, extracted from fitting the data to the formula (95), is shown in the
Fig. 36(d). At low temperatures the gap on the X-pocket reaches 9.3meV. From
available experimental data we estimate the gap magnitude on the blades to be also
9meV [see e.g. Fig. 36 (e)]. The results concerning momentum dependence of the
superconducting gap are graphically summarized in Fig. 37. The gap is isotropic
within the error bars, though, along with similarities to Ref. 15, we see evidence for
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Ref. num. 13 14 15 16 17 This study
Tc 53K 37K 35K 53K 37K 32K
Inner Γ-barrel 20 12.5 12 15 12 9.2± 1
Outer Γ-barrel — 5.5 8 — 6 < 4
X-pocket — (12.5) (10) — (11) 9± 2
Blades — — (11) — — 9± 3
Gap anisotropy — < 3 2 < 5 < 3 < 1.5
Table V: Momentum dependence of the superconducting gap in iron-arsenic superconductors,
as revealed by ARPES studies, sorted by the time of appearance on the arXiv.org. Values of
the gap and estimates of the gap anisotropy on the inner Γ-barrel are given in millielectron-
volts.
small anisotropy on the inner Γ-barrel— the gap may be slightly larger along ΓX
(Brillouin zone diagonal) than along ΓM (the difference is less than 10%).
Presented analysis of the data via fitting of IEDC allows us to conclude that the
low-temperature spectra have superconducting and non-superconducting components
[see Fig. 38]. Only about 23± 3% of the intensity, coming from the inner Γ-barrel at
10K, refer to the superconducting part of the spectrum [61].
To conclude this part, the developed method of data treatment allows to measure
energy gaps with an accuracy much higher than experimental resolution, similarly
to the Voigt-fit procedure [62], enabling detection of the true values for the MDC
width with an accuracy much better than momentum broadening. The IEDC-fitting
procedure, applied to ARPES spectra of BKFA, yielded the following results: (i) the
gap on the inner Γ-barrel along ΓM equals 9.1± 0.7meV and along ΓX 9.7± 1meV;
(ii) the gap on the outer Γ-barrel is less than 4meV; (iii) the gap on the X-pocket
equals 9.3± 2meV; (iv) the gap on the blades is estimated to 9meV; (v) at 10K the
imaginary part of the self-energy, Σ′′, in the vicinity of the FL was found to be equal
to 1–2meV. Comparison with other ARPES studies of the superconducting gap in
iron-based superconductors is shown in Table V. We evaluate the coupling strength
as 2∆/kBTc=6.8 for the inner Γ-barrel, X-pocket, and blades, while for the outer
Γ-barrel 2∆/kBTc<3.
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5.2 SUPERCONDUCTING GAP FROM FIT OF IEDC IN OTHER IRON
ARSENIDES
Below we give several more examples of extraction the superconducting gap from
ARPES spectra. The processing of the photoemission data taken from LiFeAs,
BaFe2−xCoxAs2, Ba1−xNaxFe2As2, and self-flux grown Ba1−xKxFe2As2 is presented
below.
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Fig. 39. ARPES spectra of LiFeAs measured on the double-walled electron-like M-barrel
in the SC (a) and normal (b) states. (c) The integrated energy distribution curves (IEDCs)
of the same spectra as a function of temperature. (d) Same IEDCs after normalization,
fitted to the Dynes function. The inset shows the temperature evolution of the SC gap
fitted to Eq. 94.
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LiFeAs
Similarly to what was done above with the ARPES spectra of Ba1−xKxFe2As2
above, we employ the Dynes function fitting procedure to the ARPES spectra of
LiFeAs, measured on the double-walled electron-like M-barrel [Fig. 39 (a, b)]. The
energy distribution curves integrated in a wide momentum window along the FS
radius (IEDCs), measured at different temperatures between 0.9K and 23K, are
shown in Fig. 39 (c). In order to reveal the true shape of the spectrum in the
superconducting state, the low-temperature IEDCs were normalized by the Fermi-
function-corrected normal state spectrum, as shown in Fig. 39 (d). The good quality
of the Dynes-function fit confirms the robustness of this normalization procedure.
The resulting superconducting gap ∆(T ) with a sharp onset at Tc is plotted as a
function of temperature in the inset of the same figure. The low-temperature value
of the gap is ∆ = 3.1± 0.3meV.
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Fig. 40. ARPES spectra of
BaFe2−xCoxAs2 measured on the central
Γ-barrel below (a) and above (b) Tc of 10K.
(c) IEDC, recorded at different tempera-
tures in sequence 1→ 11→ 13→ 6→ 3K.
(d) Fit of the normalized 1K IEDC to the
Dynes function, yielding ∆ = 1.7meV.
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BaFe2−xCoxAs2
Some preliminary results on the determination of the superconducting gap in
BaFe2−xCoxAs2 with Tc = 10K is shown in Fig. 40. The electron doping, induced
by substitution of iron by cobalt naturally results in the sinking of the hole-like
Fermi surface sheets, so the top of the inner Γ-barrel appears very close to the Fermi
level, and thus, in ARPES spectra instead of normal Fermi crossing we observe
intensity, cut by the Fermi function. Still it is possible to see changes of the spectrum
when cooling through Tc, so the temperature dependent measurements, including
temperature cycling (see Fig. 40 (c)) imply observation of the superconducting gap
opening. The fitting of the normalized data to the Dynes function results in the
estimate 1.7meV for the fully developed superconducting gap.
Ba1−xNaxFe2As2
The preliminary results on the determination of the superconducting gap in
Ba1−xNaxFe2As2 with Tc = 10K are shown in Fig. 41. The estimate for the gap in
this case is 1.7meV, similar to the result for BaFe2−xCoxAs2 with Tc = 10K.
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Fig. 41. ARPES spectra of
Ba1−xNaxFe2As2 measured
on the central Γ-barrel be-
low (a) and above (b) Tc of
10K. (c) IEDC, recorded at
1 and 11K. (d) Fit of the
normalized 1K IEDC to the
Dynes function, yielding ∆ =
1.7meV, very similar to what
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Self-flux high-quality Ba1−xKxFe2As2
Above we have studied the spectra of one of the first single crystals of
Ba1−xKxFe2As2, which were grown from the tin flux. Later a single crystals of
the same material were grown using self-flux technique, which resulted in a higher
crystal quality. In these new measurements the original conclusions about the Fermi
surface shape and superconducting gap anisotropy were confirmed. Some results on
the determination of the superconducting gap in Ba1−xNaxFe2As2 with Tc = 38K
are shown in Fig. 42. Now with the ARPES data of better energy and momentum
resolution, and by choosing suitable photon energy, it became possible to significantly
improve the estimate of the superconducting gap value for the outer Γ-barrel. For
the tin-flux samples with Tc = 32K the estimates for the gaps on the inner and outer
Γ-barrels were 9.2± 1meV and < 4meV; for the self-flux samples with Tc = 38K the
corresponding extracted values are 10.2± 0.5meV and 3.3± 0.5meV. In addition it
is worthwhile to note that effects of the interaction with a mode are discernable in
the presented data.
5.3 CALCULATION OF LONDON PENETRATION DEPTH FOR
Ba1−xKxFe2As2
In this section a calculation of the temperature-dependent London penetration depth,
λ(T ), in Ba1−xKxFe2As2 (BKFA) on the basis of the electronic band structure [1, 2]
and momentum-dependent superconducting gap [3] extracted from angle-resolved
photoemission spectroscopy (ARPES) data is presented. The results are compared
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to the measurements of λ(T ) by muon spin rotation (µSR) [4]. A review of the
available experimental studies of the superconducting gap in the new iron-based
superconductors in general allows us to state that most of them bear two nearly
isotropic gaps with coupling constants 2∆/kBTc = 2.5± 1.5 and 7± 2.
The superconducting energy gap in the newly discovered iron-based supercon-
ductors naturally attracted much attention of physicists, and during one year of
hard work, these materials were investigated by numerous experimental techniques.
As the diversity of conclusions made about the symmetry and value of the gap is
huge, which can be attributed to the various shortcomings of different methods, the
situation seems to be far from clear. In this section, based on the angle resolved
photoemission spectroscopy (ARPES) and muon spin rotation (µSR) data taken from
the same single crystals of Ba1−xKxFe2As2 with Tc = 32K, we succeeded to reveal
robust momentum dependence of the gap in this compound. The coupling constant,
2∆/kBTc, is ' 1 for the outer Γ-barrel and 6.8 for all other Fermi surface sheets.
Furthermore, close inspection of many studies of different iron-based superconductors
allows one to derive quite definitive conclusions about the gap in these materials.
The London penetration depth from the electronic band structure
The London penetration depth, λ, can be expressed through the electronic band
structure. For the quasi-two-dimensional superconductor with equivalent a and b
principal axes, the formula, relating in-plane penetration depth to the band dispersion,
reads (in SI units)
1
λ2(T )
=
e2
2πε0c2hLc
·
∫
FS
vF(k)

1−
+∞∫
−∞
(
−∂fT (ω)
∂ω
) ∣∣∣∣∣Re
ω√
ω2 −∆2k(T )
∣∣∣∣∣ dω

 dk,
(96)
where k is quasimomentum, ω is energy, vF is the Fermi velocity, ∆k(T ) is the
momentum-dependent superconducting gap, Σ′′ is the scattering rate (in the following
we assume clean limit, Σ′′ = 0), dk is the element of the Fermi surface length, T
is temperature, Lc is the size of the elementary cell along the c axis, fT (ω) =
[1 + exp(ω/kBT )]
−1 is the Fermi function, kB is the Boltzmann constant, h is the
Planck’s constant, ε0 is the electric constant, c is the speed of light, and e is the
elementary charge [63]. Formula (96) is consistent with results already presented in
the literature [64], although the former accounts for two-dimensionality and for the
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four-fold symmetry of the problem.
The information, required to calculate λ(T ) via the formula (96), can be extracted
directly from ARPES spectra. The temperature and momentum dependence of the
superconducting gap were obtained in Ref. 3, and the band structure was qualitatively
revealed in Refs. 1 and 2. The momentum dependence of the superconducting gap is
quite easy to describe— the gap is large, ∆k(T ) = ∆large(T ), on the inner Γ-barrel and
the propeller-like structure around the X point, and it is small, ∆k(T ) = ∆small(T ),
on the outer Γ-barrel. The temperature dependence of the gap (see Fig. 43) is well
fitted by the formula [65]
∆large,small(T ) = ∆large,small(0) · tanh
(
π
2
·
√
Tc
T
− 1
)
(97)
with ∆large(0) = 9.1meV and ∆small(0) < 4meV.
theory
Fig. 43. Temperature dependence of the
superconducting gap in Ba1−xKxFe2As2 as
extracted from ARPES spectra [3]. Under-
lying fitting curve is described by Eq. (97).
Taking into account the mentioned momentum dependence of the gap, one can
rewrite (96) in the following way:
1
λ2(T )
= I1 [1−D(∆large(T ),Σ′′, T )] + I2 [1−D(∆small(T ),Σ′′, T )] , (98)
where I1,2 are temperature-independent factors [66]
I1 =
e2
2πε0c2hLc
∫
outer Γ,
blades,
X-pocket
vF(k)dk, I2 =
e2
2πε0c2hLc
∫
inner Γ
vF(k)dk, (99)
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and D(∆,Σ′′, T ) is defined as
D(∆,Σ′′, T ) ≡
+∞∫
−∞
(
−∂fT (ω)
∂ω
) ∣∣∣∣∣Re
ω + iΣ′′√
(ω + iΣ′′)2 −∆2
∣∣∣∣∣ dω. (100)
See the Appendix for the evaluation of this integral.
The penetration depth at T → 0 in the clean limit depends only on the band
structure and does not depend on the value of the superconducting gap (provided
it is not zero), and, therefore, can be calculated purely from ARPES without any
additional assumptions:
1
λ2(0)
= I1 + I2 =
=
e2
2πε0c2hLc


∫
inner Γ
vF(k)dk +
∫
outer Γ
vF(k)dk +
∫
X-pocket
vF(k)dk +
∫
blades
vF(k)dk

 , (101)
which results in λ(0) = 190 nm.
The temperature variation of λ strongly depends on the values of the super-
conducting gap. Due to technical reasons, the small gap has not been determined
precisely from ARPES measurements—only an upper limit of ∆small < 4meV was
obtained [3]. Therefore, we use ∆small as a fitting parameter when comparing λ(T ),
calculated from ARPES, to that determined from muon-spin depolarization rate in
the µSR experiments (Fig. 44). The best fit of the normalized data corresponds
to ∆small = 1.1meV. The possibility to fit the normalized temperature dependence
with only one fitting parameter implies (i) correct determination of the relative
contributions from different Fermi surface sheets, (ii) perfect agreement between
two independent experimental techniques concerning the value of ∆large, and (iii)
possibility to improve the estimate of ∆small (now 2∆small/kBTc ' 1) with respect to
pure ARPES measurements (< 3) [3]. The general good agreement of ARPES and
µSR studies of Ba1−xKxFe2As2 allows us to state that ARPES experiments in this
case are bulk-representative.
OVERVIEW OF EXPERIMENTAL STUDIES OF THE GAP IN
IRON-BASED HIGH-Tc SUPERCONDUCTORS
Extensive experimental studies, involving point contact Andreev reflection spec-
troscopy (PCAR) [5–12], angle-resolved photoemission spectroscopy (ARPES) [3, 13–
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Fig. 44. The in-plane London penetration depth in single crystals of Ba1−xKxFe2As2 as
calculated from ARPES with one adjustable parameter, ∆small, and as measured directly by
µSR. The temperature dependence of the normalized penetration depth is reproduced with
the best accuracy for ∆small = 1.1meV, which is in agreement with our previous estimate
∆small < 4meV [3]. Contributions from different Fermi surface sheets are shown by different
colors.
18, 40], critical magnetic field (Hc1) [19, 38], muon spin rotation (µSR) [4, 20–
22, 42–44], infrared spectroscopy (σ(ω)) [24, 25, 33, 34], electronic specific heat
(Cel) [30, 32, 36], cavity resonator technique (R) [23, 35], small angle neutron scat-
tering (SANS) [37, 41], and scanning tunneling spectroscopy (STS) [26–29, 45]
measurements carried out on different iron-based superconductors, SmFeAsO1−xFx
[5, 6, 11, 25, 26], LaFeAsO1−xFx [8], NdFeAsO1−xFx [9, 13, 16], Ba1−xKxFe2As2
[3, 4, 7, 10, 12, 14, 15, 17, 19, 20, 23, 24, 30, 31], BaFe2−2xCo2xAs2 [10, 18, 28, 29, 32–
34, 46], Sr1−xKxFe2As2 [27], SrFe2−2xCo2xAs2 [22], KFe2As2 [41], RbFe2As2 [42],
LiFeAs [36–39], and Fe(Se,Te) [21, 43–45] let us conclude that most of these
systems exhibit two superconducting gaps—a small one with coupling constant
2∆small/kBTc ∼ 2.5, and a large one with 2∆large/kBTc ∼ 7 (see Fig. 45). Some
studies overlook one of the gaps (either small [13, 16, 24, 25, 27] or even the large one
[5, 26]). In addition, many other measurements confirm unconventional multi-gap be-
haviour of iron-based superconductors [47–55]. The most representative examples of
experimental data on the determination of the superconducting gap in iron arsenides
are shown in Fig. 46.
This said it is important to emphasize that deviations from the suggested values
of 2∆small/kBTc ∼ 2.5 and 2∆large/kBTc ∼ 7 are clearly present for some compounds,
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Fig. 45. Coupling constant, 2∆/kBTc, in iron arsenides, as revealed by different experimental
techniques. In the figure, the points corresponding to the data taken on 122 systems are
denoted by stars, points corresponding to 1111 systems are denoted by squares, points
corresponding to 111 are denoted by triangles, and points corresponding to 11 are denoted
by spindle-like symbols. Critical temperature, Tc (K), is given as numbers above the symbols.
Blue symbols correspond to the small gap, while maroon ones correspond to the large gap.
Studies on the 122 crystals grown by Sn-flux method are shown as overturned stars. Points
corresponding to the most comprehensive and quality studies are marked by an extra frame.
e.g. for LiFeAs, where many techniques consistently reveal 2∆large/kBTc ∼ 4. Also
one can notice some correlation between the large values of 2∆large/kBTc and high
Tc. It is fair to note that there are reports on the possible presence of the nodes in
LaFePO, KFe2As2, BaFe2As2−xPx, BaFe2−xNixAs2 etc.
Based on ARPES measurements one may not only state that different bands
bear different gaps, but also reveal the complete momentum dependence of the gap
magnitude— in Ba1−xKxFe2As2 the large gap opens on the inner Γ-barrel and the
propeller-like structure around the X point, while the small gap opens only on the
outer Γ-barrel [3, 14]. It is interesting to note that some ARPES studies of the
electron-doped compound BaFe1.85Co0.15As2 suggest that the smaller gap opens on
the bands in the vicinity of X point, while the large one opens on the bands around
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Fig. 46. Two-gap behavior of iron-based superconductors, as inferred from different ex-
perimental methods. (a) Point contact Andreev spectroscopy (PCAR) on Ba1−xKxFe2As2
[7]. (b) Temperature dependence of the electronic specific heat on optimally doped
Ba1−xKxFe2As2 [30]. (c) Temperature dependence of the lower critical magnetic field
(Hc1) on optimally doped Ba1−xKxFe2As2 [19]. (d) PCAR on LaFeAsO1−xFx [8].
Γ [18].
The anisotropy of the gap within one Fermi surface sheet has not been firmly
established, although some evidence for small variations within the inner Γ-barrel
(∼10%) was reported [3, 15]. In addition, it is worthwhile noting that all of the above
refers only to the magnitude (absolute value) of the gap. As suggested by nuclear
magnetic resonance (NMR) and nuclear quadrupole resonance (NQR) studies, the
order parameter changes sign between different Fermi surface sheets [47–49].
London penetration depth of LiFeAs from ARPES
London penetration depth, calculated with formula (96) from the band parameters
of LiFeAs, extracted from ARPES (listed in Table IV), equals λ = 170±20 nm, which
is in good correspondence with estimate λ = 210± 20 nm, obtained from the analysis
of µSR and SANS measurements [37]. Actually this agreement is quite remarkable
for the following reasons. The superfluid density is proportional to the perimeter
of the Fermi surface times average Fermi velocity, 1/λ2 ∝ lFS · 〈vF〉. Though the
96
sizes of the Fermi surface, derived from ARPES and band structure calculations
are almost the same, the ARPES Fermi velocities are almost three times smaller
than the theoretical ones. Dispersing energy bands in ARPES spectra of LiFeAs are
perfectly sharp. It means that even when the band renormalization is as high as
three, the renormalized band dispersion can form a good and consistent description
of the electronic properties.
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Conclusions
In this PhD thesis
• new methods of ARPES data analysis were developed and applied to the data
taken from cuprate and ferropnictide high temperature superconductors. In
particular,
Voigt fitting procedure allowed for purification of the nodal spectra of
BSCCO from resolution effects, and, consequently, for determination of the
quasiparticle scattering rate with enhanced precision.
fitting of the integrated energy distribution curves to Dynes function yielded
accurate values for the superconducting gap in Ba1−xKxFe2As2 and LiFeAs,
which was later confirmed by comparison to various independent experimental
measurements.
• the possibility to analyze the macroscopic response of solids in the normal
state as well as in the superconducting and charge-density-wave phases basing
on the experimentally measured renormalized band dispersion and anisotropic
superconducting (or charge-density-wave) gap within Fermi-Liquid-like theory
was shown. In particular,
in 2H-TaSe2 the change of the Hall coefficient from positive to negative
soon after transition to the charge-density-wave state can be explained by
strong gapping of the hole-like parts of the Fermi surface.
in Ba1−xKxFe2As2 the unexpected propeller-like Fermi surface shape, found
in ARPES experiments, later was confirmed by comparison to Hall measure-
ments.
the momentum-dependent structure of the superconducting gap in
Ba1−xKxFe2As2, extracted from ARPES, was shown to be in detailed agree-
ment with muon spin rotation measurements of the superfluid density and with
measurements of the electronic specific heat.
for the case of LiFeAs the London penetration depth, calculated from
ARPES, matches the values determined from muon spin rotation and small
angle neutron scattering, and the calculated Hall coefficient matches magneto-
transport measurements.
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Appendix
Dynes fitting formula
Derivation
Below we adduce the detailed derivation of the formulae (94) and (95). We also
show that for the simple case of negligible curvature of the band dispersion and
momentum independent gap, formula (94) coincides with the Dynes formula.
A very general model for the measured ARPES signal is [1, 2]
I(k, ω) =
[
f(ω, T )A(k, ω)
]
⊗Rω ⊗Rk. (102)
By definition, the integrated EDC is
IEDC(ω) ≡
∫
I(k, ω)dk. (103)
As soon as we anyway integrate our data over k, momentum resolution does not
affect IEDC [3], which is already an advantage of this method. Substituting (102)
into (103), we get
IEDC(ω) =
[
f(ω, T )
(∫
A(k, ω)dk
)]
⊗Rω. (104)
For the spectral function A(k, ω) in the superconducting state, we use the following
well accepted model [4]:
A(k, ω) = 2π[u2kδ(ω − Ek) + v2kδ(ω + Ek)], (105)
where
u2k =
1
2
(
1 +
ξk
Ek
)
, v2k =
1
2
(
1− ξk
Ek
)
, Ek =
√
ξ2k + ∆
2. (106)
Substituting (105) under the integral in (104) and omitting unnecessary constant
factors, we get
∫
A(k, ω0)dk =
∫ [
u2kδ(ω0 − Ek) + v2kδ(ω0 + Ek)
]
dk =
1
2
(
1−
√
ω20 −∆2
ω0
) ∣∣∣∣
dEk
dk
∣∣∣∣
−1∣∣∣∣
k=k1
+
1
2
(
1 +
√
ω20 −∆2
ω0
) ∣∣∣∣
dEk
dk
∣∣∣∣
−1∣∣∣∣
k=k2
,
(107)
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where k1,2 are solutions of ξk1,2 = ±
√
ω20 −∆2. Below we will denote derivative by a
prime: dEk
dk
∣∣
k=k1
≡ E ′k1 .
Expanding the derivative
∣∣E ′k
∣∣ =
√
ω20 −∆2
|ω0|
∣∣ξ′k
∣∣, (108)
we get
∫
A(k, ω0)dk =
|ω0|
2
√
ω20 −∆2
[∣∣ξ′k1
∣∣−1+
∣∣ξ′k2
∣∣−1
]
+
1
2
sign(ω0)
[∣∣ξ′k1
∣∣−1−
∣∣ξ′k2
∣∣−1
]
. (109)
(In this formula ξ′k1,2 implicitly depend on ω0.)
For the case of the linear band dispersion the derivative is constant, ξ′k = const,
and we arrive at ∫
A(k, ω0)dk =
|ω0|√
ω20 −∆2
. (110)
This formula coincides with the Dynes function, although the premises for the
latter are somewhat different, requiring the assumption of the momentum independent
gap. Important difference in definition of our IEDC and well known Dynes function
is that the former is a trace integral along one direction [see Fig. 47 (b)], while the
latter is a double integral over the whole momentum space [see Fig. 47 (c)]:
Dynes(ω) ≡
∫∫
A(k, ω) dkxdky. (111)
Substituting here the aforementioned model for the spectral function (105), we go
from a double integral to the integration along the contour
Dynes(ω0) =
∮
k:ξk=
√
ω20−∆2
v2k
∣∣∇Ek
∣∣−1dk +
∮
k:ξk=−
√
ω20−∆2
v2k
∣∣∇Ek
∣∣−1dk. (112)
Fig. 47. a) Spectral function in the su-
perconducting state for the case of lin-
ear normal-state dispersion ξk. Accord-
ing to the formula (105), the spectral
weight above the Fermi level is governed
by u2k, and by v
2
k below. b) Integration
in our case is performed along one energy-
momentum cut (grey stroke), which inter-
sects Fermi surface at only one point. c)
In the momentum-integrated techniques in-
tegration is naturally performed over the
whole momentum space.
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When the depth of the band is much larger than the value of the superconducting gap,
i.e. when we can neglect the nonlinearity of the dispersion (which is an important
condition for the Dynes formula to hold!), this expression reduces to the integral
over the Fermi surface:
Dynes(ω0) =
∮
k:ξk=0
∣∣∇Ek
∣∣−1dk. (113)
Here we expand ∇Ek similarly to formula (108), and get
Dynes(ω0) =
∮
k:ξk=0
|ω0|√
ω20 −∆2
∣∣∇ξk
∣∣−1dk. (114)
As soon as ω0 and ∆ (in this case) do not depend on k, one can pull them out from
under the integral:
Dynes(ω0) =
|ω0|√
ω20 −∆2
∮
k:ξk=0
∣∣∇ξk
∣∣−1dk. (115)
The integrand does not depend on ω0, therefore the whole integral is an unnecessary
for our purposes constant factor, which can be omitted, and we arrive at the same
result as (110):
Dynes(ω0) =
|ω0|√
ω20 −∆2
. (116)
Finite lifetime
Up to now we have the result [formula (109)], obtained under the assumption of
infinitely large lifetime, or, in other words, for very sharp bands. In such a case in
order to get formula that incorporates effects of the finite lifetime, the following recipe
is often used: take the formula, derived for infinite lifetime, add to the argument the
imaginary part, and take real part of the result,
g(ω)→ Re g(ω + iΣ′′). (117)
Below we show that in our case this trick provides the exact result.
In order to account for lifetime broadening rigorously, one has to substitute the
delta function in (105) for a Lorentzian:
δ(ω − Ek)→ LΣ
′′
(ω − Ek) =
1
2π
Σ′′
(ω − Ek)2 + Σ′′2
,
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which results in the possibility to rewrite the expression for the spectral function in
the following way:
AΣ
′′
(k, ω) = A(k, ω)⊗ LΣ′′(ω − Ek), (118)
where A(k, ω) stands for non-broadened spectral function (105). As convolution over
ω commutes with integration over k,
∫
AΣ
′′
(k, ω)dk =
[∫
A(k, ω)dk
]
⊗ LΣ′′ . (119)
We already know the result for integration of the spectral function over momentum—
formula (109), so now the only problem is to evaluate the convolution. We will carry
out the computation for linear and quadratic band dispersions, i.e. input parameters
to derive formulae (94) and (95).
Let g(ω) ≡
∫
A(k, ω)dk, then in order to evaluate the convolution in (20), we have
to calculate the integral
+∞∫
−∞
g(ω)LΣ
′′
(ω0 − ω)dω.
The function g(ω) is defined on the real axis. Once we know the analytic function
g̃(z), z ∈ C, such that Re(g̃(ω)) = g(ω) for ω ∈ R, we can calculate the required
integral with the help of Cauchy’s residue theorem:
−∞∫
+∞
g(ω)LΣ
′′
(ω0 − ω)dω = Re
[ −∞∫
+∞
g̃(ω)LΣ
′′
(ω0 − ω)dω
]
=
= Re
[
lim
R→∞,η→0
∮
ΓR,η
g̃(z)LΣ
′′
(ω0 − z)dz
]
= o g̃ possesses no poles inside ΓR,η o =
= Re
[
2πi · Res
z=ω0+iΣ′′
g̃(z)
1
2π
Σ′′
(ω0 − z)2 + Σ′′2
]
= Re g̃(ω0 + iΣ
′′), (120)
Fig. 48. Intergation along
the contour on the com-
plex plane. According to
Cauchy’s residue theorem,
the integral along the contour
ΓR,η equals to the residue in
the pole of the integrand in-
side, ω0 + iΣ′′.
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which coincides with formula (117), and implies formulae (94) and (95) as corollaries.
For definition of the integration contour ΓR,η refer to Fig. 48. Explicit form of the
function g̃(z) for linear band dispersion is
g̃1(z) =
z
∗
√
z2 −∆2
, (121)
where for z = reiφ we pick the following definition of the square root ∗
√
z ≡ r1/2eiφ/2,
φ ∈ [0, 2π).
For quadratic dispersion we get
g̃2(z) =
1
2
z
∗
√
z2 −∆2
( 1
k1
+
1
k2
)
+
1
2
( 1
k1
− 1
k2
)
, (122)
where k1,2 =
∗∗
√
ε0 ± ∗
√
z2 −∆2, ∗∗√z ≡ r1/2eiφ/2, φ ∈ [−π, π).
Defined in such way, g̃1,2(z) are analytic in C \ (−∞,+∞), i.e. all conditions for
Cauchy’s residue theorem are fulfilled.
Formulae in real numbers
For numerical calculations it is useful to rewrite formula (104) without the use of
complex numbers:
IEDC(ω) =
[
f(ω, T )
∣∣∣ω(a+ c) + Σ
′′b√
2c
√
a+ c
∣∣∣
]
⊗Rω(δE), (123)
where a = ω2 − Σ′′2 −∆2k, b = 2Σ′′ω, and c =
√
a2 + b2.
Similarly, formula (95) can be rewritten as
IEDC(ω) =
[
f(ω, T ) · 1
2
√
ε0·
(
|ω[(a+ c)(α1 + γ1) + bβ1] + Σ′′[b(α1 + γ1)− β1(a+ c)]|
2cγ1
√
a+ c
√
α1 + γ1
+
|ω[(a+ c)(α2 + γ2) + bβ2] + Σ′′[b(α2 + γ2)− β2(a+ c)]|
2cγ2
√
a+ c
√
α2 + γ2
− sign(ω)
[√
α1 + γ1√
2γ1
−
√
α2 + γ2√
2γ2
])]
⊗Rω(δE), (124)
where
a = ω2 − Σ′′2 −∆2k, b = 2Σ′′ω, c =
√
a2 + b2,
α1,2 = ε0 ∓
√
a+ c
2
, β1,2 = ±
b√
2
√
a+ c
, and γ1,2 =
√
α21,2 + β
2
1,2.
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Extraction of the gap from the modeled data by “symmetrization”, “leading
edge”, and fitting
The “symmetrization” is highly valued by some part of the ARPES community.
We strongly believe that “symmetrization” is to be substituted by more rigorous and
advanced ways of data treatment, such as those used in a very recent publications
on photoemission spectroscopy of superconductors [5, 6].
Below we model ARPES spectra with formulae (102) and (103), and extract the
gap with “symmetrization”, “leading edge” [1], and proposed here fit of the IEDC.
Results confirm that the fitting procedure is robust against momentum resolution,
properly accounts for energy resolution and finite lifetime, provides correct values
even in the case of the nonlinear band dispersion, and allows one to disentangle
non-superconducting and superconducting parts of the spectrum. At the same
time, “symmetrization” is not stable with respect to the effects of the experimental
resolution, and furthermore fails in the case of the shallow band and in the presence
of the non-superconducting component.
Energy resolution
First, we study the influence of the experimental energy resolution on the determi-
nation of the gap from ARPES data with “symmetrization”, “leading edge”, and fit to
formula (104) from the Manuscript. The results of these studies are shown in Fig. 49
and summarized in Table VI. Please note that not the resolution of the analyzer
is important, but the resolution of the whole photoemission experiment. Also it is
worthwhile to mention that effects of the lifetime broadening are in some respect
similar to the effects of energy resolution, as they both lead to the broadening of the
spectra.
By the way, leading edge (the lowest binding energy at which the kF EDC reaches
half of its maximum) alone is not a good measure of the gap (see corresponding
columns in Figs. 49–51), while leading edge shift (shift of the leading edge with
respect to the position in the normal state) is a lot more relevant quantity.
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Fig. 49. Influence of the energy resolution on the determination of the gap via symmetriza-
tion, leading edge, and fit. First column: energy resolution for the corresponding row.
Second column: simulated energy-momentum cut above Tc (Σ′′ = 3meV, kT =3meV,
∆ = 0meV). Third column: simulated energy-momentum cut below Tc (Σ′′ = 3meV,
kT =1meV, ∆ = 10meV). Fourth column: determination of the gap with “symmetrization”.
Fifth column: determination of the gap with “leading edge”. Sixth column: determination
of the gap with fit to formula (104) and χ2 criterion as insets to some panels. “Symmetriza-
tion” and “leading edge” provide acceptable results for good resolution, and fail when the
resolution becomes worse. The fitting procedure always provides the correct result.
Momentum resolution
Next, we consider the influence of the experimental momentum resolution on the
determination of the gap from ARPES data with “symmetrization”, “leading edge”,
and the fitting to formula (104). The results of these studies are shown in Fig. 50 and
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Rω “Symmetri- Leading Fit
zation” edge shift
0 10 9.1 10± 0.1
4 10 8.6 10
8 10 8.0 10
12 9.8 7.8 10
16 8.6 7.5 10
20 0 7.1 10± 0.1
Table VI: Superconducting gap, as extracted from modeled data (Fig. 49) with different
methods. All numbers are given in millielectron-volts. The correct value of the gap
(implemented in simulation) equals 10meV.
Rω Rk, “Symmetri- Leading Fit
10−3Å−1 zation” edge shift
0 0 10.0 9.1 10
0 50 12.0 8.2 10
0 100 12.3 8.0 10
0 200 12.4 7.5 10
10 100 16 6.4 10
20 200 23 4.9 10± 0.5
Table VII: Superconducting gap, as extracted from modeled data (Fig. 50) with different
methods. All numbers, except for momentum resolution, are given in millielectron-volts.
The correct value of the gap (implemented in simulation) equals 10meV. Parameters
Rω = 10meV and Rk = 0.1Å
−1 correspond to the experimentally observed widths of the
spectra.
summarized in Table VII. Note that not the resolution of the analyzer is important,
but the resolution of the whole photoemission experiment. The width (full width at
half maximum) of the measured EDC is about 8–10meV. The momentum resolution
is about 0.1Å−1.
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Fig. 50. Influence of the momentum resolution on the determination of the gap via
symmetrization, leading edge, and fit. First column: energy resolution for the corresponding
row. Second column: momentum resolution for the corresponding row. Third column:
simulated energy-momentum cut above Tc (Σ′′ = 3meV, kT = 3meV, ∆ = 0meV).
Fourth column: simulated energy-momentum cut below Tc (Σ′′ = 3meV, kT = 1meV,
∆ = 10meV). Fifth column: determination of the gap with “symmetrization”. Sixth column:
determination of the gap with “leading edge”. Seventh column: determination of the gap
with fit to formula (104) and χ2 criterion as insets to some panels. “Symmetrization” and
“leading edge” provide acceptable results for good resolution, and fail when the resolution
becomes worse. The fitting procedure always provides the correct result.
Nonlinearity of the band dispersion
The case when the band depth is comparable to the value of the superconducting
gap is quite complicated, and really requires special treatment. That is why formula
(95) has been derived and used to fit the data. It is easy to mistake the van Hove
108
Fig. 51. Influence of the small band depth on the determination of the gap via symmetriza-
tion, leading edge, and fit. First column: momentum resolution for the corresponding row.
Second column: simulated energy-momentum cut above Tc (Σ′′ = 3meV, kT = 3meV,
∆ = 0meV, ε0 = 20meV). Third column: simulated energy-momentum cut below Tc
(Σ′′ = 3meV, kT = 1meV, ∆ = 10meV, ε0 = 20meV). Fourth column: determination of
the gap with “symmetrization”. Fifth column: determination of the gap with “leading edge”.
Sixth column: determination of the gap with fit to formula (2) and χ2 criterion as insets to
some panels. First row: no resolution effects added. Second row: small resolution effects are
added. Third row: moderate resolution effects are added (resolution effects are comparable,
and may be even smaller to those in real data, which is easy to see comparing these
energy-momentum cuts to directly measured). For simplicity, only momentum resolution is
added. “Symmetrization” and “leading edge” provide acceptable results for good resolution,
and fail when the resolution becomes worse. The fitting procedure always provides the
correct result.
singularity for the gap when using simplified methods of data analysis. Masking
effects of van Hove singularity is one of real examples where “symmetrization” and
“leading edge” give wrong results (Fig. 51, and especially column three, bottom row).
Naturally, such “gap” will not close at Tc.
Here we have modeled the influence of the nonlinearity of the band dispersion in
conjunction with experimental momentum resolution on the determination of the
gap from ARPES data with “symmetrization”, “leading edge”, and fit to formula (2).
The results of these studies are shown in Fig. 51 and summarized in Table VIII.
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Rk, Input to “Symmetri- Leading Fit
10−3Å−1 the model zation” edge
0 0 0 −1.9 0 + 0.8
10 10.1 6.9 10± 0.1
45 0 10.9 0.5 0 + 0.8
10 12.4 7.9 10± 0.1
60 0 18 3.5 0 + 0.8
10 20 8.3 10± 0.1
Table VIII: Superconducting gap, as extracted from modeled data (Fig. 51) with different
methods. All numbers, except for momentum resolution, are given in millielectron-volts.
Non-superconducting component
As shown above and as noticed in other publications before, photoemission
spectra of BKFA contain considerable non-superconducting component. Under
these circumstances, “leading edge” is rather irrelevant to the gap value, while
“symmetrization” may provide some estimates of the value of the gap depending on
other conditions (resolution, lifetime etc.). Fitting in this case is indispensable, as it
not only reveals precise values of the gap, but also allows to determine the fractions
of the superconducting and non-superconducting signals (see Fig. 38).
Renormalization
Presence of the dispersion anomalies, “kinks”, is a ubiquitous feature of many
materials. Therefore it is interesting to note that in the case of linear bare band
dispersion [7], IEDC is not affected by the self energy at all:
∫ +∞
−∞
1
2π
Σ′′(ω)
(ω − Σ′(ω)− vFk)2 + Σ′′(ω)2
dk =
1
vF
. (125)
Summary
1. The proposed fitting procedure is rigorous and precise method of gap extraction,
which accounts for several important features of Ba1−xKxFe2As2 photoemission
spectra:
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(a) nonlinearity of the band dispersion;
(b) presence of large non-superconducting component;
(c) experimental resolution.
2. “Symmetrization” is not a universal way for the extraction of the gap from
spectroscopic data, since it is highly sensitive to experimental resolution, and
non-linearity of the band dispersion. For example, it
(a) gives zero value for the gap while there is substantial gap (Fig. 49, bottom
row);
(b) gives substantial value for the gap, while actual gap is zero (Fig. 51,
bottom row).
3. “Leading edge” alone is not a good measure of the gap (see bottom rows of the
Figs. 49–51), while leading edge shift in absence of the non-superconducting
component is a quite good, although still rough measure of the gap, and
provides result with an accuracy better than 50% even under severe conditions
(see Tables VI–VIII).
Approximate formula for integration of superfluid density
Integrals of the form
D(∆,Σ′′, T ) =
+∞∫
−∞
(
−∂fT (ω)
∂ω
) ∣∣∣∣∣Re
ω + iΣ′′√
(ω + iΣ′′)2 −∆2
∣∣∣∣∣ dω (126)
often appear upon calculation of the different physical properties of the materials
from their low energy electronic structure. Unfortunately, the integration can not
be performed analytically, therefore it is useful to find a convenient approximating
formula. For the practically important case of Σ′′ = 0, the function D(∆, 0, T ) can
be approximated by an elementary function
M
(
∆
kBT
)
=
4
(
e
∆
2kBT + e
− ∆
2kBT
)2
√
π
8
∆
kBT
+
1
1 + π
8
∆
kBT
. (127)
The accuracy of such approximation is better than 3% for the entire range of
parameters ∆ and T :
111
− 0.03 <
D(∆, 0, T )−M
(
∆
kBT
)
D(∆, 0, T )
< 0.015 ∀∆, T > 0. (128)
Phenomenology of high temperature superconductivity
While the complete theory of superconductivity is missing, an idea of phenomeno-
logical analysis of the available large amount of experimental results naturally arises.
Discovery of any kind of a phenomenological law or tendency, not explained in
terms of existing theory will be of great help for understanding of unconventional
superconductivity. Therefore many universal relations were already proposed.
One of the first things to mention in this regard is universal doping dependence of
Tc in the case of cuprate superconductors, known as Tallon’s parabola (see Fig. 52).
Indeed, different cuprates exhibit very similar dependencies of Tc on the amount of
introduced dopants with maximum at 0.16 doped holes per copper atom.
Fig. 52. Reproduced from Ref. 8.
Tc normalized to Tc,max, generally
follows universal parabolic doping
dependence for different cuprate
superconductors.
Another regularity, which was noticed for a wide variety of hight-Tc cuprates, is
the relation of Tc to the amount of the CuO2 layers, packed in the unit cell, n. For
different families of cuprate superconductors the maximum Tc is reached for triple
layered compounds (see Fig. 53). Remarkably, n is a controlled material parameter,
similar to the doping level.
In Fig. 54 the “Uemura plot” is shown. Here the Tc is plotted versus the superfluid
density (or inverse square of the London penetration depth), which can be measured
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Variation of the superconducting transition temperature of hole-doped copper oxides
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The experimentally observed difference of the superconducting critical temperature Tc of hole-doped cu-
prates is studied by using an extended interlayer coupling model for layered d-wave superconductors. We show
that the change of the maximum Tc from series to series is determined by the next-nearest-neighboring hopping
t, while the difference of the maximum Tc among the compounds in a homogeneous series is controlled by
the interlayer pairing strength. Our results also provide helpful guidelines in the search for new high-Tc
superconductors.
DOI: 10.1103/PhysRevB.69.104518 PACS numbers: 74.62.c, 74.72.h
The nature of high-temperature superconductors is a chal-
lenging problem in condensed-matter physics. A common
feature of copper-oxide superconductors is the presence of
CuO2 plane. It has been observed that the superconducting
critical temperature Tc varies parabolically with the hole
concentration nH in CuO2 plane with a maximum Tc
max at an
optimal doping level.1,2 Furthermore, in the homogeneous
series compounds AmB2Can1CunO2ny (ABi, Tl, or
Hg, BSr or Ba, m2 or 1, y4, 3, or 2, Tc
max initially
increases with the number of CuO2 layers n per unit cell,
maximizes when n3, and then decreases with further in-
creasing n,3 as shown in Fig. 1. However, Tc
max attainable is
different from series to series, e.g., 35 K in La2xSrxCuO4
Ref. 4 and 97 K in HgBa2CuO4 .
5 An obvious question is
what is the crucial parameter that governs the Tc
max of each
family.
Among various parameters proposed, the Madelung po-
tential at the apical oxygen relative to that at the planar
oxygens6 was found to correlate with Tc
max rather well, point-
ing to the primary importance of the apical oxygens for the
electronic structure relevant to superconductivity. Further
investigations7,8 revealed that the effect of the apical oxygens
on high-Tc superconductivity in reality translates into a cor-
relation between Tc
max and the next-nearest-neighbor hopping
parameter t in the t-t-J model with t and J being the
nearest-neighbor hopping parameter and antiferromagnetic
interaction, respectively. In these approaches, t was consid-
ered as a single parameter reflecting the main difference
among various cuprates. If we consider the homologous se-
ries, the universality of such a correlation would be seriously
questioned. For example, the bilayer and trilayer Tl2-based
and Hg-based compounds have almost same t Ref. 8, but
their Tc
max’s are significantly different.
Our goal in this work is to extract and identify which
parameters govern the Tc behaviors in hole-doped cuprates.
We apply an interlayer coupling model to CuO2 layer sys-
tems and then calculate Tc based on the Bardeen-Cooper-
Schrieffer BCS gap equation with d-wave symmetry. Our
results suggest that the difference of Tc
max from family to
family is the result of different next-nearest-neighbor hop-
ping t, while the difference of Tc
max between the compounds
in a homologous family is controlled by the interlayer cou-
pling strength TJ .
The effective layered Hamiltonian we consider is
H
lk
kck
†l ck
l 
lkk
Vkkck↑
†l ck↓
†l ck↓
l ck↑
l
 
	ll


k
TJk ck↑
†l ck↓
†l ck↓
l ck↑
l , 1
where k is the quasiparticle dispersion,  is the chemical
potential, ck
†l is a quasiparticle creation operator pertaining
to the layer (l) with two-dimensional wave vector k and spin
 . The summation over ll runs over the layer indices of the
unit cell. The intralayer interaction Vkk is assumed to be
independent of l. The interlayer tunneling is parametrized by
TJ(k)TJ(cos kxcos ky)
4 Ref. 9.
We assume that the superconducting gap is characterized
by the nonvanishing order parameter bk
l 	ck↑
l ck↓
l 
. Based
on the BCS theory, the gap function k
l satisfies the follow-
ing equation:
FIG. 1. Dependence of the critical temperature Tc
max at optimal
doping as a function of the number of CuO2 layers n of various
homogeneous series.
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Fig. 53. Dependence of the crit-
ical temperature, Tmaxc , at opti-
mal doping as a function of the
number of CuO2 layers per pri-
mary unit cell, n, of various ho-
mogeneous series. Tmaxc initially
increases with n, maximizes when
n = 3, and then decreases with
further increasing n. Reproduced
from Ref. 9.
in muon spin rotation (µSR) experiments. The data for cuprates and iron arsenides
is presented. A phenomenological observation, made by Y. J.Uemura and colleges
in 1988 [11] was that Tc is proportional to the superfluid density. Probably a more
precise statement for this plot is that Tc lies below certain line, which is also a strong
message, as obviously many factors may cause Tc to drop.
ARTICLE IN PRESS
proportional to ns=m in two-dimensional (2-d) systems. For 3-d
systems, eF can be derived by combining ns=m with another
parameter, such as the Sommerfeld constant. The resulting plot of
Tc versus eF is shown in Fig. 2(b), where the BE condensation
temperature TBE of an ideal non-interacting Bose gas is shown
by the broken line. Although their actual Tc ’s are lower than TBE by
about a factor of 4–5, cuprates, FeAs, A3C60, organic BEDT and
some heavy-fermion systems exhibit the highest ratios Tc=eF of Tc
with respect to the kinetic energy eF of superconducting carriers.
In Fig. 2(a), we also include a point for LaOFeP [14], which does
not follow the linear trend. It has been known for many years that
the 214 cuprate systems ‘‘branch off’’ from the linear trend [34],
leading the optimally doped 214 LSCO superconductor to have Tc
about a factor 2 lower than the 123 YBCO system with the same
superfluid density. These features suggest that ns=m is not the
sole factor for determination of Tc . Closeness to the competing
state with static magnetic order is likely the reason why LSCO and
LaOFeP systems have relatively low Tc ’s with respect to their
superfluid densities. In Fig. 2(b), we include a point corresponding
to superfluid 4He. The superfluid transition of 4He occurs at
T ¼ 2:2 K in ambient pressure, which is reduced by about
30% from TBE ¼ 3:2 K for a non-interacting Bose gas with corre-
sponding boson density and mass. Understanding the mechan-
isms for ‘‘reduction’’ of Tc in these cases would help identifying
the additional factor(s) which determine Tc in correlated electron
systems.
Before discussing about competing states, let us also look into
a spin energy scale. Moriya and Ueda [40] derived a ‘‘spin
fluctuation temperature’’ T0 from transport, susceptibility
and specific-heat measurements as the energy scale expected
for spin fluctuations at the zone boundary. As shown in Fig. 2(c),
they found a nearly linear correlation between Tc and T0. Although
T0 was derived through a theoretical model, this parameter is
close to the actual energy scale observed in inelastic neutron
scattering, as demonstrated by the point for CeCu2Si2 (blue solid
circle) representing available neutron results [41,42]. In this figure,
we also include a point for ðSr;KÞFe2As2 (red solid circle) based on
its Tc and spin wave dispersions measured in SrFe2As2 [43].
Comparison of Figs. 2(b) and (c) reveals a remarkable correspon-
dence of charge (TF) and spin (T0) energy scales in many
exotic superconductors. This feature shall be discussed in
Sections 6 and 7.
4. Magnetic resonance mode and He rotons: soft-mode
excitations towards competing states
In the case of superfluid 4He, collective excitations of rotons
provide a channel for thermal depletion of condensed bosons.
Thanks to the large phase-space factor for substantial momentum
transfer, the roton-minimum energy ‘oroton plays a dominant role
in determining superfluid Tc , as was noticed by Laudau and
Ruvalds [44]. The experimental confirmation of this concept can
be obtained by plotting early neutron results [45] of ‘oroton
versus the superfluid lambda temperature Tc in ambient and
applied pressure. The nearly linear relationship shown in Fig. 3
verifies that the roton energy determines Tc of the superfluid
state. Rotons are soft-mode phonons related to solid hcp He,
whose energy reflects the ‘‘closeness’’ of the superfluid state to the
adjacent and competing solid He state. Here we find a good
example of how the competing state influences superconducting
or superfluid transitions, by providing thermodynamically
excitable soft collective modes. This process does not involve
‘‘pair-breaking,’’ but rather puts a condensed boson into a state
with different phase. Soft-mode excitation is thus a process of
phase fluctuation, distinct from the Kosterlitz–Thouless process
due to low dimensionality [46].
The magnetic resonance mode (MRM), observed by inelastic
neutron scattering, is a likely candidate for an analogous soft
mode in correlated-electron superconductors. Fig. 3 demonstrates
that the mode energy ‘oMR of the MRM of various cuprates [47]
scales with their Tc, and the ratios Tc=‘oMR (slope in Fig. 3) are
comparable to that of rotons. The MRM is a spin soft mode related
to the stripe spin–charge ordered state in the cuprates. Recent
neutron studies revealed an ‘‘hour-glass-shape’’ dispersion rela-
tion of this mode [48,49]. For consideration of thermodynamic
Fig. 2. (a) Plot of Tc versus the muon spin relaxation rate sðT-0Þ observed by TF-mSR measurements on cuprates [34,37–39,7], 1111 FeAs [12,14] ðBa;KÞFe2As2 [16], LaOFeP
[14], A3C60 [38] and various other exotic superconductors [39,7]. The relaxation rate s is related to the London penetration depth l, superconducting carrier density ns and
effective mass m as sp1=l2pns=m . (b) Plot of Tc versus the effective Fermi temperature TF derived from the mSR results on superfluid density ns=m for two-dimensional,
and from ns=m combined with the Sommerfeld constant or Pauli susceptibility for three-dimensional systems [37,38,7]. TB denotes the Bose–Einstein condensation
temperature for a non-interacting Bose gas of corresponding boson density nb ¼ ns=2 and mass mb ¼ 2m
 . (c) Plot of Tc versus spin fluctuation energy scale T0, estimated
theoretically based on normal-state transport, susceptibility and specific-heat results for cuprates and heavy fermion systems made by Moriya and Ueda [40]. Also included
are points for CeCu2Si2 (blue solid circle) based on inelastic neutron scattering results [41,42] and for ðSr;KÞFe2As2 (red solid circle) based on neutron scattering results of
spin waves in SrFe2As2 [43].
Y.J. Uemura / Physica B 404 (2009) 3195–3201 3197
Fig. 54. Muon spin relaxation rate
σ ∝ ns/m∗ at T → 0 from various
high-Tc cuprate superconductors and
A3C60 systems plotted against the su-
perconducting transition temperature
Tc. The points for HTSC with open
symbols represent simple hole-doped
systems, while closed triangles are for
(Cu, Zn) substitution, “stripe” symbols
for systems with formation of island
regions with incommensurate static
spin modulations, and closed circles for
overdoped Tl2201. The legend for iron-
based superconductors is shown in the
figure. Reproduced from Ref. 10.
A rigorous statistical analysis of many normal-state properties of conventional
supe conductors and the r correlation with Tc was performed by J. Hirsc [12]. One
of the outcomes from such analysis that the materials with positive Hall coefficient
are more likely to superconduct with high Tc (see Fig. 55).
Linear proportionality between the superfluid density, ρs, and product σdcTc was
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and Os, so that our sample set in this case has 40 elements,
23 superconductors and 17 nonsuperconductors. Unfortu-
nately some of the Hall data in the literature exhibit consid-
erable variation arising from experimental conditions or
sample characteristics. We have taken the most recent data
when conflicting results exist in the literature, if they appear
reliable. When the data exhibit variation with temperature we
have taken the value of RH at the lowest nonsuperconduct-
ing temperatures, as they would presumably be more rel-
evant to superconductivity. When variations with magnetic
field exist we chose the high field value as it presumably
would be less sensitive to the presence of impurities. For
noncubic metals data for policrystalline samples were used.
There is no obvious relation between Hall coefficient and
superconductivity within conventional BCS theory. How-
ever, such relations based on empirical observations have
been suggested since early on.38,39 Figure 14 shows a clear
correlation between Hall coefficient RH and superconductiv-
ity, in that materials with negative RH tend to be nonsuper-
conductors and materials with positive RH tend to be super-
conductors. This fact has been pointed out repeatedly by
Chapnik.39 The Kolmogoroff-Smirnoff D value of 0.78 is
much larger than for any other property considered, and in-
dicates that the null hypothesis of independence can be re-
jected at level of significance 1.3105.
The results for 2 depend strongly on the precise location
of the bins used for grouping the data, unlike for any of the
other properties. Specifically, if bins are placed so that the
origin is at the center of a bin, the resulting 2 is much
smaller than if the origin is at the boundary of a bin. The
reason is that the origin is a dividing point between super-
conductors and nonsuperconductors. For this reason we have
taken in this case four bins located symetrically around the
origin two on each side. The resulting 220.7 is much
larger than for all other properties, and yields
20.00013. Taking six bins yields 
220.9. The index
of predictive association is also rather large 0.65, indi-
cating that knowing RH gives significant information on the
likelihood that the material is superconducting.
As another test we may consider just the sign of RH , and
test Chapnik’s hypothesis that superconductivity is associ-
ated with RH0 and nonsuperconductivity with RH0. In
our sample, 34 out of 40 elements are in agreement with this
the ones that are not are Ga, Sn, La, Hf, and Hg, supercon-
ductors with RH0, and Sb, nonsuperconductor with
RH0). If the sign of RH was unrelated to superconductiv-
ity, the probability of obtaining such or better agreement
with this hypothesis is
P 
nn0
N
N!
n!Nn !  12 
N
41
with N40 and n034, yielding P4.210
6.
If we denote by p the probability that a superconductor
has RH0 or a nonsuperconductor has RH0, and
q1p its complement, the maximum likelihood estima-
tors of these probabilities from our sample are
p
34
40
0.85, 42a
q
6
40
0.15. 42b
There is no explanation within BCS theory as to why p and
q should be so different from 1/2.
On the other hand, the results in Table III indicate that
there is no significant correlation between the magnitude of
Tc and that of the Hall coefficient. The sample results are
completely consistent with the hypothesis of independence.
IV. SUMMARY OF FINDINGS AND IMPLICATIONS
We have studied statistically the relation between normal
state properties and superconductivity. Here we summarize
various aspects of our findings.
A. Comparison of properties
The quantities listed in Table II give various quantitative
measures of association between the existence of supercon-
ductivity in a material and normal-state properties. That is,
they quantify in various ways how much the measurement of
a given normal-state property can distinguish whether a ma-
terial is or is not a superconductor.40
FIG. 13. Same as Fig. 2 for magnetic susceptibility in
106 cm3/mol.
FIG. 14. Same as Fig. 2 for reciprocal of Hall coefficient 1/RH
in units 1011 Å s/m3.
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Fig. 55. Reproduced
from Ref. 12. Correla-
tion of Tc with normal-
state Hall coefficient for
elemental superconduc-
tors. According to this
study, higher Tc can
be found in compounds
with positive RH.
found by Homes et al. [13, 14] for extremely wide range of materials and their
characteristics (see Fig. 56).
As a last example of search for new universalities, we consider a rather robust
observation of the dependence of Tc on the anion height in the iron-pnictide or
iron-chalcogenide layer of ferropnictide superconductor (see Fig. 57). It seems that
this trend is observed not only when considering different compounds, but also when
different parameters of a given compound are varied—e.g., by applying pressure or
doping. A somewhat similar relation was noticed well before for the cuprates [16].
Some of the mentioned phenomenologically observed tendencies have connections
to quite simple physical considerations. For instance, relation, proposed by Homes
et al., reflects a well-known rule that good conductors have low Tc. The simplest
explanation behind this fact is that strong interactions of electrons, indispensable
for superconductivity, result in large scattering in the normal state. As follows from
the relation σdc ∝ ω2p · τ [17] and from linear proportionality between the quantities
plotted along vertical and horizontal axes in Fig. 56,
ω2p ∝ ω2p · τ · Tc.
By canceling ω2p, we get Tc ∝ 1/τ . As said, correlation between large scattering in the
normal state and high Tc is not surprising, however, particularly linear proportionality
law, which holds, as argued, for wide range of parameters, is non-trivial. Literal
extension of the Homes’ relation to the c-axis parameters can be conceived if one
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that the c-axis data11,17–20 for all of the single and double-
layer materials (Supplementary Table 2) are again well described
by a line with slope of unity. What is perhaps most remarkable is
that the a–b-plane and c-axis results may all be described by
the same universal line shown in Fig. 2, even though the two
results correspond to very different ranges of r s. The combined
data span nearly five orders of magnitude, from the insulating
behaviour along the c axis in the underdoped systems, to the
metallic behaviour in the a–b planes of the overdoped copper
oxides.
The scaling relation for the a–b planes can be interpreted in a
number of different ways. One of the most direct is the assumption
that all of the spectral weight (the area obtained from the integral of
the optical conductivity) associated with the free-carriers of the
normal state (nn) collapses into the superconducting condensate
21
(n s ; nn) below T c. Allowing that the low-frequency conductivity
at T < T c can be described by the simple Drude theory for a metal,
j1(q) ¼ jdc/(1 þ q2t2) (where q is frequency), which has the
shape of a lorentzian centred at zero frequency with a width at
half-maximum given by the scattering rate 1/t, the area under
this curve may be approximated simply as j dc/t. Transport
measurements for the copper oxides22 suggest that 1/t near the
transition scales linearly with T c, so the strength of the condensate
is just r s / jdc T c, in agreement with the observed scaling relation.
This result requires that these materials approach the clean limit
(1/t ,, 2D, where 2D is the superconducting energy gap).
However, this approach cannot be applied to the properties along
the c axis, because it is generally conceded that transport in this
direction is incoherent, and therefore hopping rather than scatter-
ing governs the physics15. The quasi-two-dimensional nature of the
copper oxides, which often includes a semiconducting or activated
response of the resistivity along the c axis, has motivated the
description of the superconductivity in this direction in terms of
a Josephson-coupling picture16,17,23–26. The c-axis penetration depth
l is then determined by the Josephson current density J c and is
l 2 ¼ c2/8pdeJ c, where J c ¼ (pD/2eRn)tanh(D/2kBT), d is the
separation between the planes, and Rn ¼ d/jdc is the normal-state
tunnelling resistance24. There is convincing evidence that the energy
gap in the copper oxides is d-wave in nature, containing nodes at the
Fermi surface27,28, making the determination of J c difficult. How-
ever, if the coupling between the planes originates at the (0,p), (p,0)
points29 where the gap is a maximum, D0, then we can approximate
D < D0. Furthermore, if D0 /Tc, then Jc /Tc=Rn and rs / jdcTc,
which yields the observed scaling behaviour in the c-axis direction.
Despite the different nature of the transport properties parallel and
perpendicular to the a–b planes, the universal scaling pertaining to
both directions is an unusual and surprising result that should
provide new insights into the origins of the superconductivity in
these materials. A
Figure 1 Plot of the superfluid density (rs) versus the product of the d.c. conductivity
(jdc) and the superconducting transition temperature (Tc) for a variety of copper oxides and
some simple metals. (jdc is measured just above the transition, and parallel to the
copper–oxygen (a–b) planes; data are shown on a log–log plot; see Supplementary
Table 1 for details, including errors.) The values for jdc and rs are obtained from optical
measurements of the reflectance. The reflectance is a complex quantity consisting of an
amplitude and a phase; in an experiment only the amplitude is usually measured.
However, if the reflectance is measured over a wide frequency range, the Kramers–
Kronig relation may be used to obtain the phase. Once the complex reflectance is
known, then other complex optical functions may be calculated (for example, the
dielectric function or the conductivity). The jdc used in this scaling relation has been
extrapolated from the real part of the optical conductivity jdc ¼ j1(q ! 0) at T < Tc.
For T ,, Tc, the response of the dielectric function to the formation of a condensate is
expressed purely by the real part, e1(q) ¼ e1 2 qps2 /q 2, which allows the
superconducting plasma frequency qps to be calculated from qps
2 ¼ 2q 2e1(q) in the
q ! 0 limit, where qps2 ¼ 4pn se 2/m* is proportional to the number of carriers in the
condensate. The strength of the condensate (rs) is simply rs ; qps2 . The dashed and
dotted lines are described by rs ¼ (120 ^ 25)jdcTc. Within error, all the data for the
copper oxides are described by the dashed line. The data for the conventional
superconductors Nb and Pb, indicated by the atomic symbols within the circles, lie
slightly above the dashed line.
Figure 2 As Fig. 1 but for copper oxides only, and including data for the poorly conducting
c axis. The values for rs and jdc are obtained from optical measurements, as described in
Fig. 1 legend. In addition to the published results, new data are also included for
HgBa2CuO4þd and La22xSrxCuO4. Within error, all of the data fall on the same universal
(dashed) line with slope of unity, defined by rs ¼ 120jdcTc; the dotted lines are from
rs ¼ (120 ^ 25)jdcTc. See Supplementary Table 2 for details, including errors.
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Fig. 56. Plot of the superfluid density (ρs) versus the product of the d.c. conductivity (σdc)
and Tc for a variety of copper oxides and some simple metals. The values for σdc and ρs are
obtained from optical measurements of the reflectance. The σdc used in this scaling relation
has been extrapolated from the real part of the optical conductivity σdc = σ1(ω → 0) at
T ≈ Tc. For T  Tc, the response of the dielectric function to the formation of a condensate
is expressed purely by the real part, ε1(ω) = ε∞−ω2psω2, which allows the superconducting
plasma frequency ωps to be calculated from ω2ps = −ω2ε1(ω) in the ω → 0 limit. The
strength of the condensate (ρs) is simply ρs ≡ ω2ps. Reproduced from Ref. 13.
recalls a relation between in-(‖) and out-of-plane (⊥) conductivity and superfluid
density at T → 0 for the case of fully gapped sup rconducting state in the clean
limit and isotropic scattering rate in the normal state: σ⊥dc/σ
‖
dc = ρ
⊥
s /ρ
‖
s . Correlation
of Tc with positive Hall coefficie t (RH), desc ibed by Hirsch et al., ca b brid ed
with the fact that in case of small electron-lattice coupling, the electronic structure
is quasi-free-electron on (e.g. as for lkali metals), implying egative RH.
Though real universality and usefulness of the mentioned relations could be quite
limited [18–20], taking into account such statistical compilation of many experimental
data will help to find a way to the understanding of complex phenomena.
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the As-Fe-As bond angles come close to 109.47°,8 which
corresponds to a regular tetrahedron. However, this rule is
not applicable to FeSe.6 Therefore, we focus on the relation-
ship of Tc with Se height. Figure 5 shows the pressure de-
pendence of Tc
offset and Se height inversely scaled, obtained
from Ref. 6. Astonishingly, Tc
offset varies in accord with the
Se height, even in the plateau in the low-pressure region.
Although there is a subtle shift in the pressure dependence,
which may be due to the difference in ways of applying
pressures cubic or diamond anvil, there is a clear correla-
tion between both parameters. Furthermore, Tc
offset is in-
versely proportional to the magnitude of the Se height, as can
be observed from the inset of Fig. 4, indicating that the
smaller the Se height, the more enhanced is Tc. However,
this seems to be contradictory to the behavior observed in
other pnictides.8 In other pnictides, it is observed that Tc is
higher when the pnictogen is located at greater heights in the
crystal structures; this behavior is also supported by the the-
oretical aspect.7 In any case, FeSe is a suitable material for
demonstrating the importance of anion position as discussed
below, which is inherently linked to the mechanism of super-
conductivity in iron-based compounds.
We now turn to consider, in a more universal sense, the
nature of the iron-based superconductivity in FeSe with re-
spect to pressure tuning of Tc, which is the focus area in this
study. Figure 6 shows the maximum Tc as a function of anion
height hanion for various iron-based superconductors.28,29 In
this study, we successfully derived the Tc-hanion diagram of
iron partially nickel-based superconductors. The clear cor-
relation between Tc and hanion is a certain indicator of the
importance of anion positions in these iron-based supercon-
ductors. As shown in Fig. 6, the anion height dependence of
Tc is well described by a Lorenz curve. As the value of anion
height increases, Tc of the iron-based superconductors starts
to increase dramatically up to 55 K at a height of 1.38 Å,
which corresponds to the optimum value of a 1111 system.
However, above the optimum anion height 1.38 Å, Tc de-
creases rapidly with increasing hanion, passing through our
measured FeSe region 1.42–1.45 Å; finally, the value of
hanion becomes equal to that for nonsuperconducting FeTe
1.77 Å.30 It should be noted that superconductors with di-
rect substitution in the FeX4 tetrahedral layer or a large de-
viation from a divalent state Fe2+, e.g., an alkali-metal el-
ement or Co-doping samples of a 122 system or chalcogen-
substituted 11 system, are not particularly suitable for this
trend. This is probably due to 1 the considerable disorder in
the Fe layers; 2 a large gap among anion heights of differ-
ent anions, for example, in FeSe1−xTex, Tc appears to be
dominated only by the Fe-Se distance
Tc14 K at hanion=1.478 Å, which is consistent with the
Lorenz curve;31,32 or 3 coexistence of strong magnetic
fluctuation and superconductivity.33–35 We thus conclude that
the appearance of “high-temperature” superconductivity in
iron compounds is confined to a specific area that is around
the optimum anion height 1.38 Å, which corresponds to
the radius of arsenic at ambient pressure. It has been
proposed,7 on the basis of solutions of Eliashberg equations,
that the critical temperature of iron pnictides is inherently
linked to their structural parameters, particularly pnictogen
heights and the a-axis lattice parameter. The result obtained
in this study is in good agreement with the theoretical pre-
diction, albeit the length of the a axis of FeSe monotonically
decreases with increasing pressure,6 which suppresses the
enhancement of Tc. An interesting aspect of FeSe, as ob-
served from Fig. 6, is that Tc does not exhibit this trend
above 1.43 Å corresponding to the pressure range of 0–2
GPa, which clearly indicates that the system attains a differ-
ent electronic state below the characteristic pressure
2 GPa. The shapes of the resistivity curves above Tc
change clearly between 2 and 3 GPa, as pointed out above
see Fig. 4, which implies a significant transformation to the
high-Tc superconducting phase. It has been previously sug-
gested that there is a difference in the superconducting gap
symmetries of arsenic and phosphide:36 a full-gap strong
coupling s wave for high-Tc arsenide compounds and nodal
low Tc for phosphide compounds, which is widely perceived
in many studies. A theoretical approach7 has suggested that
the pairing symmetry of iron pnictides is determined by the
pnictogen heights between a high-Tc nodeless gap for high
hanion or a low-Tc nodal gap for low hanion, corresponding to
the left-hand side of the Lorenz curve shown in Fig. 6. Al-
though FeSe is located on the right-hand side, i.e., in a region
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Non-negativity of magnetoresistivity
Here we prove that the magnetoresistivity, calculated in the framework of the
semiclassical Boltzmann approach, is not negative for arbitrary band dispersion as
well as for arbitrary momentum dependence of the lifetime, τ(k):
δρ
ρ
∼ 2
∫ [
vF(k)τ(k)
[
d{vF(k)τ(k)}
dk
]2
+
v3F(k)τ
3(k)
2ρ2F(k)
]
dk
∫
vF(k)τ(k)dk
−


∫ v2F(k)τ2(k)
ρF(k)dk∫
vF(k)τ(k)dk


2
≥ 0⇐
⇐ o as the first term under theintegral in th numera or ofthe first fraction is non-negativeo ⇐
∫ [v3F(k)τ3(k)
ρ2F(k)
]
dk
∫
vF(k)τ(k)dk
≥


∫ v2F(k)τ2(k)
ρF(k)
dk
∫
vF(k)τ(k)dk


2
.
(129)
The latter expression is a Cauchy-Bunyakowsky-Schwartz inequality for functions f =
√
vF(k)τ(k) and g =
√
v3F(k)τ
3(k)/ρF(k). The equality of the magnetoresistivity to
zero takes place if and only if both vF(k)τ(k) and ρF(k) are constant for entire FS,
in other words, all FS sheets should be identical circles and mean electron free path
should be constant over FS. Note that at these conditions the first term under the
integral in the numerator of the first fraction of original inequality (6) is exactly zero.
Domains with different orientation of magnetic ordering
The magnetic ordering in parent compounds of iron arsenides is anisotropic:
ferromagnetic along one direction and antiferromagnetic along the other. Usually
the sample contains differently oriented domains. Below it is shown that at these
116
circumstances the transport properties of the sample in leading term are equal to the
ones obtained assuming homogenous media with conductivity tensor simply equal to
the spatially averaged one.
The spatial distribution of the electrical current, j(r), in a solid with variable
conductivity tensor, σ(r), is described by the following system of equations [21]



j(r) = σ(r) (E0 + Eq(r))
∇j(r) = 0,
(130)
where E0 is an applied field, and Eq(r) is a field of induced charge. We consider the
case of presence of two different domain types with conductivity tensors rotated by
90◦ with respect to each other:
σ1 =

 σxx σxy
−σxy σyy

, and σ2 =

 σyy σxy
−σxy σxx

, which corresponds to the situation
believed to take place in the SDW phase of iron arsenides. At such conditions it is
useful to express conductivity tensor as σ(r) = 〈σ〉+ ∆σ(r) with 〈σ〉 = (σ1 + σ2)/2,
and ∆σ(r) = ±(σ1 − σ2)/2.
Effective (measurable in macroscopic experiments) conductivity tensor is defined
in the following way
〈j(r)〉 = σeff〈E0 + Eq(r)〉, (131)
where angle brackets denote spatial averaging. The anisotropy of the conductivity
tensor within one domain in the case of Ba1−xKxFe2As2 is rather small, ∆σ  〈σ〉.
Next we consider j(r) and Eq(r) as a functionals of ∆σ(r). For ∆σ(r) = 0 the current
density is homogenous, j(r) = const, and Eq(r) = 0. When the inhomogeneity is
switched on, the change in current density, according to the first equation of (130),
reads
∆j(r) = ∆σ(r)E0 + 〈σ〉Eq(r) + ∆σ(r)Eq(r). (132)
The second equation of (130) implies linear dependence between Eq(r) and ∆σ(r).
Spatial averaging of (132) yields 〈∆j(r)〉 = 〈∆σ(r)Eq(r)〉, i.e. the average current is
changed only in second order of ∆σ.
The adduced considerations led us to the expected conclusions that effective
conductivity tensor in presence of two differently oriented domains (for the case
of small anisotropy within single domain) simply equals to the spatially averaged,
σeff = 〈σ〉. Note that notations σxx and σxy, used in the chapter, devoted to the
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calculation of the Ba1−xKxFe2As2 Hall coefficient, in the case of two kinds of domains
rotated by 90◦ with respect to each other, correspond to the components of σeff .
Physical properties from band structure for 2D metal
Below some formulae for calculation the macroscopic characteristics from the
band dispersion, quasiparticle lifetime (taken to be k-independent), and the super-
conducting gap,
ε(k) τ ∆(k), (133)
are given.
The following notations are used
vF(k) ≡
1
~
|∇ε(k)| (134)
1
ρF(k)
≡ ∇ε(k)
~vF(k)
− (∇vF(k),∇ε(k))
~v2F(k)
, (135)
where the integration is performed over the Fermi surface, implying usual assumption
of negligibility of the thermal energy compared to all other energy scales:
∫
≡
∫
{ε(k)=0}
. (136)
Plasma frequency, ωpl
The plasma frequency, ωpl, can be expressed through the low-energy electronic
structure [17, 22] essentially as an integral over the Fermi surface contours of the
Fermi velocity. Most of compounds of interest are quasi two-dimensional, therefore
below we adduce formula for some physical properties in 2D case.
ω2pl =
e2
2πLchε0
∫
vF(k)dk. (137)
This computation of the plasma frequency, accounts only for the flow of the conduction
electrons and disregards polarization of atomic cores.
For convenience the numerical values for the physical constants can be substituted
and the expression can be rewritten in units, normally used in experimental condensed
matter:
~ωpl = 2.2
√√√√
∫
FS
vF(k)dk
Lc
, (138)
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where the Fermi velocity, vF, is expressed in eVÅ, the electron momentum, k,— in
Å−1, the c-axis lattice constant, Lc—in Å, and the resulting value for ~ωpl appears
in eV.
Resistivity, Hall effect, magnetoresistance
The quantities, which are usually measured experimentally, resistivity, Hall co-
efficient, and magnetoresistivity, can be expressed in terms of components of the
conductivity tensor, σ:
ρ =
1
σxx
, RH =
σxy
B · σ2xx
, and
δρ
ρ
= −δσxx
σxx
− σ
2
xy
σ2xx
. (139)
The conductivity tensor,
σ =

 σxx + δσxx σxy
−σxy σxx + δσxx

 , (140)
in turn can be expressed through the band structure:
σxx =
τe2
2πLch
∫
vF(k)dk, (141)
σxy =
τ 2Be3
Lch2
∫
v2F(k)
ρF(k)
dk, (142)
δσxx = −
4πτ 3B2e4
Lch3
∫ {
vF(k)
[
dvF(k)
dk
]2
+
v3F(k)
2ρ2(k)
}
dk. (143)
The formulae for σxx and σxy, equivalent to the given here, can be found in Refs. 23–
25. The expression for δσxx is consistent with Refs. 26, 27, although rewritten in a
form more convenient for the present consideration.
In the units, used in ARPES, the formula for the Hall coefficient can be rewritten
in the following way
RH =
4π2
e
· c · 10−30 ·
∫
v2F(k)/ρF(k)dk(∫
vF(k)dk
)2
m3
C
, (144)
where e = 1.6 · 10−19 C is the elementary charge, [vF] = Å· eV—Fermi velocity,
[dk] = Å−1 —element of Fermi surface length, [ρ] = Å−1 —Fermi surface curvature
radius, [c] = Å—size of the elementary cell along the c axis.
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London penetration depth, λ
For the case of the clean limit, the superfluid density at finite temperature T can
be expressed as
1
λ2(T )
=
e2
2πε0c2hLc
∫
vF(k)

1−
+∞∫
−∞
(
−∂fT (ω)
∂ω
) ∣∣∣∣∣Re
ω√
(ω −∆2k(T )
∣∣∣∣∣ dω

 dk.
(145)
Note that at T = 0 the superfluid density is defined purely by the band dispersion
on the Fermi level.
Seebeck coefficient, S
Seebeck coefficient (thermopower) can be expressed through the behavior of the
band dispersion in the following way:
S =
π2k2BT
3e
∫
∇2ε(k)/vF(k)dk∫
vF(k)dk
. (146)
Note that here the dependence of the scattering rate on the binding energy can also
play role, while the given formula is derived for the case of τ(k, ω) = const.
Heat capacity, Sommerfeld parameter, γS
The Sommerfeld parameter, γS can be expressed through the integrals over the
Fermi surface of the inverse Fermi velocity
γS =
k2B
6Lc
∫
FS
dk
|∇ε|
[
J
m3 ·K2
]
, (147)
or in “per mole” units:
γS
[
J
mol ·K2
]
= γS
[
J
m3 ·K2
]
· V mol
[
m3
mol
]
, (148)
where kB = 1.38·10−23 m2kg/s2/K is the Boltzmann constant,∇ε—the Fermi velocity
times ~, dk—element of Fermi surface length, molar volume V mol = L2aLc · NA,
NA = 6.022 · 1023 —Avogadro number, dimensions of the elementary cell, La and Lc.
Note that molar volume, V mol, can be defined per formula unit or per unit cell.
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Superconducting coherence length
The superconducting coherence length can be estimated as
ξ =
~vF
π∆
. (149)
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