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Uvod
Svatko od nas, gotovo svakodnevno, pokusˇava pronac´i dokument (stranicu na Internetu),
vezan za informaciju koja nas zanima. U tu svrhu smisˇljamo upit, za koji je najvjerojatnije
da c´emo pronac´i relevantne dokumente. Koristec´i znanje i iskustvo, to cˇinimo mehanicˇki
i jako brzo. Medutim, izrada racˇunala sa sposobnosˇc´u pronalaska najrelevantnijih doku-
menata u kolekciji, je izazovan zadatak za znanstvenike u podrucˇju strojnog ucˇenja (eng.
machine learning) i obrade prirodnog jezika (eng. natural language processing). Njegovo
rjesˇavanje dodatno komplicira rapidan rast dostupnih dokumenata na Internetu, koji se
osim toga pojavljuju u raznim formatima.
Cilj ovog rada je prezentirati latentne modele za zadatak pronalaska najrelevantnijih
dokumenata uz dani upit i poseban naglasak je dan na njihove matematicˇke izvode. Os-
novni model, latentna semanticˇka analiza (LSA) opisan je u drugom poglavlju. Prethodno
je bilo potrebno prikazati reprezentaciju kolekcije dokumenata vektorskim prostorom, sˇto
smo ucˇinili pratec´i knjigu [14]. U trec´em poglavlju prezentiramo probabilisticˇku latentnu
semanticˇku analizu (pLSA), s kojom rjesˇavamo nedostatke prve metode. U cˇetvrtom po-
glavlju bavimo se latentnom Dirichletovom alokacijom (LDA), koja sluzˇi kao poboljsˇanje
pLSA. Na kraju, u petom poglavlju primjenjujemo opisana razmatranja na mali uzorak
cˇlanaka s Wikipedije.
Koristim priliku kako bih se zahvalila mentoru, izv. prof. dr. sc. Sasˇi Singeru, na savje-
tima, temeljitosti i strpljenju tokom pisanja ovog rada.
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Poglavlje 1
Model vektorskog prostora
1.1 Reprezentacija dokumenata
Svatko od nas se gotovo svakodnevno koristi nekom trazˇilicom na Internetu, sˇto znacˇi da
gotovo svakodnevno smisˇljamo relevantan upit (eng. query) za neki trazˇeni pojam. Ljudi,
koristec´i znanje i iskustvo, to cˇine rutinski, dok, za racˇunala, pronalazak nekoliko relevant-
nih stranica za doticˇni upit nije trivijalan zadatak. Racˇunalo iz nekog skupa dokumenata
mora vratiti listu onih koji su u najvec´oj vezi s danim upitom. Dakle, trebamo izracˇunati
koliko proizvoljan dokument odgovara danom upitu.
Prirodno je pridruzˇiti vec´u tezˇinu dokumentima u kojima se rijecˇi iz upita pojavljuju
visˇe puta. Pretpostavimo da je upit skup rijecˇi. Ako svakom pojmu koji se javlja u doku-
mentu pridruzˇimo tezˇinu, koja ovisi o broju pojavljivanja tog pojma u dokumentu, onda za
svaku rijecˇi koja se pojavljuje u upitu mozˇemo izracˇunati koliko je ona povezana s doku-
mentom, tako da pogledamo njezinu tezˇinu za dani dokument. Nadalje, mozˇemo zbrojiti
tako dobivene tezˇine za svaku rijecˇ koja se pojavljuje u upitu i na taj nacˇin dobiti vrijednost
koja odgovara tome koliko je dokument relevantan za dani upit.
Oznacˇimo s tft,d frekvenciju pojma t u dokumentu d (eng. term frequency). Sljedec´i
primjer ilustrira na kakve potesˇkoc´e nailazimo ako za tezˇinu pojma u dokumentu koristimo
samo njegovu frekvenciju u dokumentu. Zamislimo da imamo skup cˇlanka koji govore o
proizvodima organskog podrijetla. U mnogo takvih cˇlanka cˇesto c´e se pojavljivati rijecˇi
”organski” i ”prirodno”, te zato te rijecˇi nec´e cˇiniti razliku izmedu cˇlanka iz te kolekcije.
Ako jedan cˇlanak govori o kremi organskog podrijetla, a drugi o zˇitaricama organskog
podrijetla, vidimo da su rijecˇi koje razlikuju te cˇlanke vezane uz rijecˇi ”krema”, ”zˇitarice”
i sl., dok se rijecˇ ”organski” pojavljuje u jednom i drugom, i zato ne sudjeluje u njihovom
razlucˇivanju. Dakle, korisˇtenjem frekvencije pojma u dokumentu smatramo da svi pojmovi
u dokumentu jednako sudjeluju u odredivanju tematike dokumenta, iako pojmovi koji se
ucˇestalo pojavljuju u svim dokumentima nemaju nikakvu moc´ odredivanja.
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pojam cf df
try 10 422 8 760
insurance 10 440 3 997
Tablica 1.1: Reuters kolekcija
Dakle, moramo reducirati tft,d tezˇinu ucˇestalih pojmova i to najlaksˇe postizˇemo tako da
tezˇinu podijelimo s faktorom koji raste s frekvencijom pojma u cijeloj kolekciji. Za broj
pojavljivanja pojma u cijeloj kolekciji koristimo naziv kolekcijska frekvencija pojma (eng.
collection frequency) i oznacˇavamo je s cft. Sada je problem sˇto u kolekciji mozˇe biti malo
dokumenata koji spominju dani pojam, ali ako su oni opsezˇni, kolekcijska frekvencija c´e
biti velika. Zato umjesto kolekcijske frekvencije koristimo dokumentnu frekvenciju pojma
(eng. document frequency), u oznaci dft, i definiramo je kao broj dokumenata u kojim se
pojavljuje pojam t.
U Tablici 1.1 uzeli smo dva pojma iz Reuters kolekcije1 kako bismo vidjeli da rijecˇi
koje imaju gotovo jednaku cft vrijednost ne moraju imati slicˇnu vrijednost dft. Zˇelimo
da dokumenti koji sadrzˇe rijecˇ ”insurance” dobiju vec´u vazˇnost za upit koji sadrzˇi rijecˇ
”insurance”, nego dokumenti koji sadrzˇe rijecˇ ”try”, kada upit sadrzˇi rijecˇ ”try”. Zato
definiramo inverznu dokumentnu frekvenciju pojma t (eng. inverse document frequency)
kao
idft = log
n
dft
,
gdje je n broj dokumenata u kolekciji. Inverzna dokumentna frekvencija sluzˇi kao spomenti
faktor za reduciranje frekvencije tft,d. Ona je velika za pojmove koji se rijetko pojavljuju u
kolekciji i obrnuto. Napomenimo da baza logaritma nije bitna za rangiranje, te sluzˇi samo
kako bi se ublazˇio utjecaj faktora idft.
Sada za svaki pojam t mozˇemo definirati njegovu tezˇinu u dokumentu d kao
tf-idft,d = tft,d · idft .
Napomena 1.1.1. Vrijedi
(1) Tezˇina tf-idf je najvec´a kad se pojam t pojavljuje u jako malo dokumenata.
(2) Tezˇina tf-idf je manja kad se pojam t pojavljuje par puta u dokumentu, ili kad se
pojavljuje u puno dokumenata.
(3) Tezˇina tf-idf je najmanja kad se pojavljuje u svim dokumentima.
1http://www.daviddlewis.com/resources/testcollections/reuters21578/
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Konacˇno, definiramo vrijednost koja mjeri koliko je neki dokument d bitan za dani upit
q, kao sumu tf-idf tezˇina svih rijecˇi iz upita q za dokument d
score(q,d) =
∑
t∈q
tf-idft,d . (1.1)
Nakon sˇto uvedemo mjeru slicˇnosti u vektorskom prostoru koji reprezentira kolekciju,
vazˇnost dokumenta za dani upit moc´i c´emo mjeriti tako da kazˇemo koliko su vektori doku-
menta i upita u novonastalom prostoru slicˇni.
1.2 Usporedivanje dokumenata
Oznacˇimo s T = {t1, ..., tm} rjecˇnik, na primjer, to mozˇe biti unija svih pojmova koji se
javljaju u svim dokumentima. Neka je D = {d1, ..., dn} skup dokumenata, na primjer, ako
pretrazˇujemo Wikipediju, onda je to skup cˇlanaka. Tada svakom dokumentu di , i = 1, ..., n,
pridruzˇujemo vektor
vi =

w1i
...
wmi
 ,
gdje je w ji = tf-idft j,di , j = 1, ...,m.
Sada mozˇemo konstruirati pojmovno-dokumentnu matricu (eng. term-document ma-
trix) dimenzije m × n na sljedec´i nacˇin
V = (v1 · · · vn) =

w11 . . . w1 j . . . w1n
...
...
...
wi1 . . . wi j . . . win
...
...
...
wm1 . . . wm j . . . wmn

. (1.2)
Model u kojem dokument reprezentiramo kao vektor u odgovarajuc´em vektorskom pros-
toru zovemo model vektorskog prostora. U literaturi se predstavljanje dokumenta u modelu
vektorskog prostora cˇesto zove predstavljanje ”vrec´om rijecˇi” (eng. bag of words represe-
tation).
Reprezentacija dokumenta vektorom omoguc´uje da dokumente usporedujemo stan-
dardnim mjerama slicˇnosti (eng. similarity measure) u vektorskom prostoru. Jedna od
njih je kosinusna slicˇnost (eng. cosine similarity) definirana kao
simcos(d1, d2) = cos(θ) =
v(d1) · v(d2)
‖v(d1)‖ · ‖v(d2)‖ ,
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gdje je v(di) vektor dobiven tf-idf shemom dokumenta di, i = 1, 2. Ona mjeri kosinus kuta
izmedu vektora v(d1) i v(d2). Buduc´i da su elementi vektora dokumenata tf-idf vrijednosti,
koje su nenegativne, slijedi da je simcos(d1, d2) ∈ [0, 1]. Sˇto je dobivena vrijednost blizˇa 1,
to su dokumenti d1 i d2 slicˇniji, a sˇto je blizˇa 0, to su razlicˇitiji.
Korisnikov upit mozˇemo shvatiti kao dokument i tf-idf shemom reprezentirati vekto-
rom, kojeg c´emo, radi jednostavnosti, opet oznacˇiti s q. Zatim mozˇemo rangirati doku-
mente po vazˇnosti za upit tako da ih rangiramo po tome koliko su slicˇni vektori koji repre-
zentiraju dokument i upit. Dakle, umjesto vrijednosti dane formulom (1.1), dalje koristimo
score(q,d) = simcos(q, d) .
Iako je vektorska reprezentacija jako pogodna za korisˇtenje matematicˇkih metoda i raz-
noliku primjenu, postoje mnogi problemi ovakvog pristupa. Metoda se ne mozˇe primijeniti
na individualne rijecˇi, jer c´e one u novonastalom prostoru biti ortogonalne. Dalje, za me-
todu veliki problem predstavljaju sinonimi, rijecˇi jednakog znacˇenja, i visˇeznacˇnice, rijecˇi
koje imaju visˇe znacˇenja. Na primjer, ako je korisnik u upitu iskoristio rijecˇ ”kompjuter”, a
neki dokument ucˇestalo, umjesto ”kompjuter”, koristi rijecˇ ”racˇunalo”, taj dokument nec´e
imati vazˇnost za taj upit koju potencijalno ima. Dakle, radi sinonima metoda c´e imati losˇ
odziv (eng. recall), omjer relevantnih dokumenata koji su vrac´eni, naspram ukupnog broja
relevantnih dokumenata u kolekciji. S druge strane, ako korisnik pretrazˇuje o misˇu kao
racˇunalnom pomagalu, metoda c´e vratiti i dokumente koji govore o misˇu kao zˇivotinji. To
c´e rezultirati losˇom preciznosˇc´u (eng. precision), udjelom relevatnih dokumenata u svim
dokumentima koji su vrac´eni. Osim toga, veliki problem predstavlja velika dimenzija i
rang dobivene pojmovno-dokumentne matrice. U daljnjem radu zˇelimo metode koje se
bolje nose s tim potesˇkoc´ama.
Poglavlje 2
Dekompozicija matrice i latentna
semanticˇka analiza
Kolekcija dokumenata razumne velicˇine vrlo vjerojatno c´e rezultirati pojmovno-dokumen-
tnom matricom koja ima desetak tisuc´a redaka i stupaca, te rang velicˇine par stotina. Dalj-
nji rad s takvom matricom postaje vremenski i memorijski zahtjevan. Osim toga, zˇelimo
metodu koja korisniku vrac´a relevantne dokumente na temelju toga koliko su tematski
slicˇni, a ne koliko zajednicˇkih rijecˇi dijele. Latentna semanticˇka analiza (LSA) ili latentno
semanticˇko indeksiranje1 (LSI) uzima u obzir, ne samo pojavljivanje rijecˇi u dokumentu,
vec´ i s kojim drugim rijecˇima se taj pojam najcˇesˇc´e pojavljuje u cijeloj kolekciji. Pojam
dijeli slicˇan kontekst s rijecˇima s kojim se ucˇestalo pojavljuje u kolekciji i taj kontekst
je latentna (skrivena) struktura koja je uzrokovana velikim izborom rijecˇi za izrazˇavanje.
LSA pomoc´u singularne dekompozicije matrice (SVD) omoguc´ava reprezentaciju doku-
menata i upita u prostoru nizˇe dimenzije, u kojem su dokumenti slicˇnog konteksta blizˇi
jedan drugome i na takav nacˇin smanjuje sˇum dobiven zbog jezicˇne varijabilnosti.
2.1 Dekompozcije matrice
Teorem 2.1.1. Neka je A ∈ Cm×m hermitska matrica. Tada postoji unitarna matrica U ∈
Cm×m i realna, dijagonalna matrica Λ = diag(λ1, ..., λm) ∈ Rm×m takva da je
A = UΛU−1 . (2.1)
U tom slucˇaju, dijagonalni elementi matrice Λ su svojstvene vrijednosti matrice A, a stupci
matrice U su svojstveni vektori matrice A. Rastav (2.1) zovemo spektralna dekompozicija
matrice A.
1Naziv ”latentno semanticˇko indeksiranje“ se koristi kad se LSA primjenjuje na probleme u pretrazˇivanju
informacija (eng. information retrieval).
6
POGLAVLJE 2. DEKOMPOZICIJA MATRICE I LSA 7
Medutim, ako je m broj rijecˇi u rjecˇniku i n broj dokumenata, m , n, tf-idf shemom
dobijemo pravokutnu m× n pojmovno-dokumentnu matricu koja, ocˇito, ne mora biti sime-
tricˇna. Dakle, za takvu matricu navedena dekompozicija nec´e biti korisna. Zato navodimo
josˇ jednu dekompoziciju matrice koja je primjenjiva na proizvoljnu, pravokutnu, komplek-
snu matricu i, radi toga, jako korisna u matematici i racˇunarstvu.
Teorem 2.1.2. Neka je A ∈ Cm×n ranga r. Tada postoje unitarne matrice U ∈ Cm×m i V
∈ Cn×n takve da je
U∗AV =
( r n − r
r Σ+ 0
m − r 0 0
)
= Σ ,
odnosno
A = UΣV∗ , (2.2)
gdje je Σ+ = diag(σ1, ..., σr), pri cˇemu su σ1, . . . , σr realni i vrijedi σ1 ≥ · · · ≥ σr > 0.
Skalari σ1, . . . , σmin{m,n} zovu se singularne vrijednosti, a stupci matrica U i V, lijevi i
desni singularni vektori matrice A. Rastav matrice A na A = UΣV∗ nazivamo singularna
dekopozicija matrice A ili krac´e, SVD matrice A.
Dokaz. Pogledati u [8]. 
Uzimajuc´i u obzir da je dobivena pojmovno-dokumenta matrica realna, dalje radimo
na Rm×n. Tada je hermitska matrica simetricˇna, unitarna je ortogonalna, a umjesto kom-
pleksnog konjugiranja i transponiranja, potrebno je samo transponiranje.
Ilustraciju singularne dekompozicije matrice mozˇemo vidjeti na Slici (2.1).
Napomena 2.1.3. Ako jednadzˇbu (2.2) pomnozˇimo zdesna s matricom AT dobijemo
AAT = UΣVT (UΣVT )T = UΣVT (VT )T ΣT UT = UΣVT VΣT UT = UΣ2UT . (2.3)
Analogno, mnozˇenjem slijeva slijedi
AT A = VΣ2VT . (2.4)
Dakle, σ21, ..., σ
2
r su svojstvene vrijednosti matrice AA
T i AT A razlicˇite od nule, a prvih r
stupaca matrica U, odnosno, V su pripadni svojstveni vektori.
Na lijevoj strani jednadzˇbe (2.3) nalazi se kvadratna, simetricˇna, realna matrica u kojoj
(i, j)-element predstavlja mjeru preklapanja i-tog i j-tog pojma, dok s desne strane imamo
njezinu spektralnu dekompoziciju. Preciznije, neka je pojmovno-dokumentna matrica A
dobivena tf-idf shemom, oblika (1.2). Njezin (i, j)-element dan je formulom
(AAT )i, j =
n∑
k=1
wik · w jk ,
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Slika 2.1: Singularna dekompozicija matrice A
gdje je n i dalje broj dokumenata. Da matrica AAT predstavlja mjeru preklapanja poj-
mova, mozˇemo jasnije vidjeti ako, umjesto tf-idf sheme, pretpostavimo da je pojmovno-
dokumentna matrica A nastala tako da je tezˇina pojma u dokumentu indikator da li se pojam
nalazi u dokumentu ili ne. Tada je (i, j)-element matrice AAT jednak broju dokumenata u
kojem se nalaze i i-ti i j-ti element.
Ako matrica AAT predstavlja mjeru preklapanja pojmova, koristec´i vezu matrice AAT
i singularne dekompozicije matrice A iz Napomene 2.1.3, jasno je da korisˇtenjem singu-
larne dekompozicije matrice uzimamo u obzir, ne samo individualnu rijecˇ, nego i s kojim
rijecˇima se ona pojavljuje, sˇto zapravo predstavlja kontekst rijecˇi. Medutim, LSA pretpos-
tavlja da rijecˇ ima jedan kontekst i upravo zato se ne nosi dobro s visˇeznacˇnicama.
Aproksimacija matricom nizˇeg ranga
Pojmovno-dokumentnu matricu zˇelimo aproksimirati matricom nizˇeg ranga, koja c´e obu-
hvac´ati najvazˇnije veze medu pojmovima, ali kojom c´emo, zbog manjeg ranga, ukloniti
sˇum (eng. noise) dobiven radi efekta razlicˇitog izrazˇavanja razlicˇitih ljudi.
Kako bismo izmjerili koliko jedna matrica odstupa od druge, zˇelimo poopc´iti Euklidsku
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udaljenost na matrice. Definiramo Frobeniusovu normu m × n matrice na sljedec´i nacˇin
‖A‖F =
√
m∑
i=1
n∑
j=1
a2i j ,
ili, ekvivalentno, koristec´i trag matrice
‖A‖F =
√
tr(XT X) =
√
tr(XXT ) . (2.5)
Iz (2.5) slijedi da za ortogonalnu matricu O vrijedi
‖OA‖F = ‖A‖F .
Dakle, Frobeniusova norma je unitarno invarijantna, pa mozˇemo izbrisati unitarne matrice
slijeva i zdesna u njezinom SVD rastavu
‖A‖F = ‖UΣVT ‖F = ‖ΣVT ‖F = ‖Σ‖F =
√
r∑
i=1
σ2j ,
gdje je r rang matrice A.
Sljedec´a dva teorema nam daju zˇeljenu aproksimaciju.
Teorem 2.1.4. Neka je SVD m × n matrice A ranga r, r ≤ min(m, n), dana s (2.2) i pret-
postavimo da je
σ1 ≥ σ2 ≥ · · · ≥ σr > σr+1 = · · · = σmin(m,n) = 0.
Neka su R(A) i N(A), redom, slika i jezgra matrice A.
(1) Za jezgru i sliku vrijedi
N(A) = span{vr+1, . . . , vn} ,
R(A) = span{u1, . . . , ur} ,
gdje je U = (u1 · · · um) i V = (v1 · · · vn).
(2) Matricu A mozˇemo napisati kao zbroj matrica ranga 1,
A =
r∑
i=1
ui · σi · vTi .
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(3) Za Frobeniusovu i spektralnu normu matrice A vrijedi
‖A‖2F = σ21 + · · · + σ2r ,
‖A‖22 = σ1 .
Dokaz. Pogledati u [8]. 
Teorem 2.1.5. (Eckart i Young) Neka je SVD m × n matrice A ranga r dana s (2.2). Za
bilo koji k ∈ {1, . . . , r} definiramo matricu
Ak =
k∑
i=1
ui · σi · vTi .
Vrijedi
min
rang(B)=k
‖A − B‖2F = ‖A − Ak‖2F = σ2k+1 + · · · + σ2min(m,n) .
Dokaz. Pogledati u [8]. 
Kako dobijemo matricu Ak ilustrirano je na Slici 2.2.
Slika 2.2: Aproksimacija matrice A
Dakle, Ak je najbolja aproksimacija matrice A matricom ranga k. Osim toga, Frobe-
niusovu normu mozˇemo zamijeniti bilo kojom unitarnom invarijantnom normom [15]. Iz
toga slijedi
min
rang(B)=k
‖A − B‖22 = ‖A − Ak‖22 = σ2k+1 .
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Primijetimo josˇ da smo, aproksimirajuc´i matricu A matricom Ak, zanemarili utjecaj
svojstvenih vektora koji su vezani uz male svojstvene vrijednosti. Za pojmovno-dokumen-
tnu matricu A to znacˇi da smo zanemarili smjerove u novonastalom prostoru koji imaju
malen utjecaj na cjelokupnu kolekciju, odnosno, obaziremo se samo na osnovne teme koje
se pojavljuju u kolekciji.
Preostaje uocˇiti da, iako znamo najbolju aproksimaciju matrice A matricom ranga k,
ne znamo kojim rangom k c´emo obuhvatiti najvazˇnije informacije i istovremeno maksi-
malno smanjiti utjecaj sˇuma, odnosno, ne znamo apriori koji k je optimalan. Koji rang daje
optimalnu reprezentaciju proizvoljne baze je otvoreno pitanje i najcˇesˇc´e se nalazi eksperi-
mentalno [2]. Medutim, za jako velike baze, k se najcˇesˇc´e bira izmedu 100 i 300 [13].
Izracˇunavanje singularne dekompozicije matrice
Pojmovno-dokumentna matrica je najcˇesˇc´e rijetka matrica (eng. sparse matrix), odnosno,
vec´ina njezinih elemenata je jednaka nuli. Osim toga, ne-nul elementi se ne pojavljuju u
nikakvoj pravilnoj strukturi koja bi se mogla iskoristiti za efikasnije racˇunanje s takvom
matricom. Kako bismo izracˇunali singularnu dekompoziciju takve matrice, potrebno je
spremiti samo ne-nul elemente. U tu svrhu su smisˇljeni posebni formati za spremanje rijet-
kih matrica, poput Harwell – Boeing formata ili njegove fleksibilnije inacˇice – Rutherford
– Boeing [6].
Metode razvijene za racˇunanje singularne dekopozicije rijetke matrice koriste iterativne
metode poput Arnoldijeve [12] , Lanczosove [11], iteracije potprostora [17] i minimizacije
traga [18], koje se mogu prilagoditi formatu rijetkih matrica. Implementacije spomenutih
metoda su dostupne na www.netlib.org.
2.2 Latentna semanticˇka analiza
Sada bismo htjeli iskoristiti aproksimaciju pojmovno-dokumentne matrice matricom nizˇeg
ranga, kako bismo napravili novu reprezentaciju kolekcije dokumenata. Kako bismo us-
poredili korsnikov upit s dokumentima u novonastaloj reprezentaciji, i upit prikazujemo
vektorom u novom prostoru. Dalje koristimo kosinusnu slicˇnost i rangiramo dokumente
po tome koliko su relevantni za dani upit. Ovaj proces zovemo latentna semanticˇka ana-
liza.
Kako bismo implementirali latentnu semanticˇku analizu prvo je potrebno napraviti
pojmovno-dokumentnu matricu kao u Poglavlju 1. Neka je m broj rijecˇi u rjecˇniku i n
broj dokumenata, uz prirodnu pretpostavku m > n. Neka je di ∈ Rm, i = 1, . . . , n, tf-idf
reprezentacija i-tog dokumenta. Tada pojmovno-dokumentna matrica A ima sljedec´i oblik
A = (d1 · · · dn) .
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Takoder, i korisnikov upit moramo reprezentirati tf-idf shemom vektorom q ∈ Rm.
Sada bismo htjeli izracˇunati singularnu dekompozciju matrice A = UΣVT iz razloga
pojasˇnjenih u prethodnoj sekciji, te iskoristiti Teorem 2.1.5 za izracˇun aproksimacije Ak
matrice A. Zapisˇimo singularnu dekompoziciju matrice A matricˇno
(d1 · · · dn) = (u1 · · · um)Σ (d˜1 · · · d˜n)︸     ︷︷     ︸
VT
.
Pretpostavimo da smo konstruirali matrice Uk, Σk i Vk kao u Teoremu 2.1.5. Prikaz doku-
menta di u prostoru razapetom s {u1, . . . , uk} glasi
di =
k∑
j=1
σi · (d˜i) j︸   ︷︷   ︸
koeficijent
· u j︸︷︷︸
vektor baze
.
Singularna vrijednost σi predstavalja vazˇnost i-tog vektora baze, ui. Ako uzmemo u obzir
da smo dobili prostor koji predstavlja koncepte, onda σi govori koliko je i-ti koncept, ko-
jeg predstavlja vektor ui, vazˇan u kolekciji. Na primjer, ako imamo kolekciju dokumenata
koji govore o organskoj hrani i kozmetici, dva vazˇna vektora baze predstavljaju pojmove
”hrana” i ”kozmetika”. Stupci matrice ΣkVTk predstavljaju koeficijente dokumenata u no-
vonastalom prostoru nizˇe dimenzije, tzv. latentnom prostoru.
Kako bismo upit mogli usporedivati s dokumentima, moramo i njega prikazati u novo-
nastalom latentnom prostoru. Dakle, trazˇimo koordinate tog vektora u prostoru razapetom
stupcima matrice Uk. Ako s qˆ oznacˇimo projekciju vektora q na taj prostor, onda znamo da
vrijedi
qˆ = UkUTk q .
Dakle, vektor UTk q predstavlja koeficijente vektora q u latentnom prostoru (razapetom stup-
cima matrice Uk). Koeficijenti ostalih dokumenata u latentnom prostoru dani su stupcima
matrice ΣkVTk . Kako bismo izbjegli eksplicitno racˇunanje matrice ΣkV
T
k definiramo
q˜ = Σ−1k U
T
k q
i usporedujemo upit q s dokumentima tako da usporedujemo q˜ sa stupcima matrice VTk (ili,
ekvivalentno, q˜T s retcima matrice Vk). Racˇunamo
cos θ j =
d˜ j · q˜
‖d˜ j‖2 · ‖q˜‖2
,
za svaki j = 1, . . . , n. Vidimo da se kosinusi mogu izracˇunati bez eksplicitnog racˇunanja
matrice Ak. Norme ‖d˜ j‖2 racˇunaju se samo jednom, a zatim koriste za sve upite. Buduc´i
da je vektor q jako rijedak, trosˇak izracˇuna Σ−1k U
T
k q nije velik. Dakle, nikad nije potrebno
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izracˇunati potpuni SVD matrice A, dovoljno je samo izracˇunati k najvec´ih singularnih vri-
jednosti i pripadne singularne vektore koji cˇine Uk, Σk i Vk. Konacˇno, rangiramo kosinuse
od najvec´eg prema najmanjem i vrac´amo prvih par dokumenata koji odgovaraju najvec´im
kosinusima.
2.3 Dinamicˇka kolekcija
Prirodna pretpostavka je da se kolekcija dokumenata s vremenom mijenja, odnosno, da se u
nju dodaju ili iz nje uklanjaju pojmovi i dokumenti. Na primjer, ako Wikipedia predstavlja
kolekciju dokumenata (cˇlanaka), znamo da se dnevno velike kolicˇine novih dokumenata
dodaju, a s novim dokumentima dolazi i novi rjecˇnik. Medutim, pojmovno-dokumentna
matrica i njezina aproksimacija vec´ su konstruirane za staru kolekciju, na sˇto je utrosˇena
znatna kolicˇina vremena. Zato je dobro pitanje mogu li se one jednostavno azˇurirati kod
promjene kolekcije.
Zamislimo da zˇelimo dodati nove dokumente i pojmove. Jedna od moguc´nosti je da
ponovno izracˇunamo pojmovno-dokumentnu matricu i njezinu aproksimaciju za novu ko-
lekciju, ali ocˇito je da je to za veliku kolekciju vremenski i memorijski preskupo. Zato su se
nametnule dvije najcˇesˇc´e alternative: dodavanje (eng. folding-in) dokumenata u postojec´i
latentni prostor i azˇuriranje singularne dekompozicije (eng. SVD-updating).
Ideja umetanja je da svaki novi dokument, poput upita, prikazˇemo u latentnom prostoru
vektorom
d˜ = dT UkΣ−1k
i dodamo ga kao novi redak matrice Vk. Analogno, novi pojam t prikazˇemo vektorom
t˜ = tVkΣ−1k
i dodamo kao novi stupac matrice Uk. Ovaj pristup je racˇunarski jednostavan i nezahtje-
van, medutim mozˇe rezultirati nepreciznom reprezentacijom. Novodobivena matrica Vk
visˇe nema ortonormirane stupce, te ako zˇelimo dodati dokument koji je skoro ortogonalan
na vektore baze, informacija o ortogonalnosti c´e se izgubiti prilikom projiciranja. Uocˇimo
da ovako usporedujemo upit s novim dokumentima samo na temelju toga sˇto stari doku-
menti i pojmovi kazˇu gdje se novi dokumenti nalaze u latentnom prostoru. Dakle, nikad
ne koristimo informacije dobivene iz novih dokumenata. Nakon sˇto dodamo puno doku-
menata na ovaj nacˇin, ipak c´emo morati ponovno izracˇunati SVD.
Opisˇimo sada azˇuriranje singularne dekompozicije pratec´i razmatranja u [1] i [2].
Azˇuriranje singularne dekompozicije
Pretpostavimo da zˇelimo dodati t novih pojmova u rjecˇnik. Oznacˇimo s T tf-idf reprezen-
taciju tih t pojmova u odnosu na n postojec´ih dokumenata. Matricu T , tipa t× n, dodajemo
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retcima matrice Ak, tipa m × n, i kao rezultat dobijemo (m + t) × n matricu
A˜k =
(
Ak
T
)
.
Sada zˇelimo izracˇunati k najvec´ih singularnih vrijednosti i pripadne singularne vektore
matrice A˜k. Uocˇimo da je razlika izmedu ovog nacˇina i racˇunanja potpuno nove singularne
dekompozicije u tome da smo matricu A zamijenili matricom Ak. Izvedimo dekompoziciju
matrice A˜k,
A˜k =
(
Ak
T
)
=
(
UkΣkVTk
T
)
=
(
UkΣkVTk
TVkVTk + T − TVkVTk
)
=
(
Uk 0
0 It
) [ (
Σk
TVk
)
VTk +
(
0
T (In − VkVTk )
) ]
=
(
Uk 0
0 It
) (
Σk 0
TVk It
) (
VTk
T (In − VkVTk )
)
=
(
Uk 0
0 It
) (
Σk 0
TVk It
) (
Vk (In − VkVTk )T T )
)T
. (2.6)
Lijeva matrica u zadnjoj nejednakosti je tipa (m + t) × (k + t), srednja tipa (k + t) × (k + t) i
desna tipa (k + t)× n. Matrice Uk i Vk imaju ortonormirane stupce, pa ih ima i prva matrica
u posljednjem redu (2.6). Medutim, posljednja matrica u tom redu nema ortonormirane
stupce, jer ih nema ni matrica V˜k = (I − VkVTk )T T . Stupci matrice V˜k pripadaju ortogonal-
nom komplementu prostora stupaca matrice Vk (Slika 2.3). Dakle, vektore novih pojmova
(retke matrice T ) smo projicirali na ortogonalni komplement prostora redaka matrice Vk.
Ortogonalnost popravljamo tako da radimo QR faktorizaciju n × t matrice V˜k
V˜kΠ = VˆkR = Vˆk
(
R0
0
)
,
gdje je Π permutacijska matrica reda t, Vˆk matrica reda n s ortonormiranim stupcima, a R0
gornjetrokutasta matrica reda t, uz prirodnu pretpostavku da je min{n, t} = t. Slijedi(
Vk (In − VkVTk )T T
)
=
(
Vk VˆkRΠT
)
.
Dakle, jednadzˇba (2.6) onda glasi
A˜k =
(
Uk 0
0 It
) (
Σk 0
TVk It
) (
Vk VˆkRΠT
)T
=
(
Uk 0
0 It
) (
Σk 0
TVk ΠRT
) (
VTk
VˆTk
)
.
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Slika 2.3: Stupci matrice V˜k cˇine ortogonalni komplement prostora stupaca matrice Vk
Pretpostavimo da SVD (k + t) × (k + n) matrice u sredini prethodnog retka glasi(
Σk 0
TVk ΠRT
)
=
(
Pk P⊥k
) (Σˆk 0
0 Σˆt
) (
Qk Q⊥k
)T
,
gdje je Pk matrica tipa (k + t) × k, Σˆk matrica tipa k × k i Qk matrica tipa (k + t) × k. Sada
slijedi da je najbolja aproksimacija matrice A˜k matricom ranga k
A¯k =
(
Uk 0
0 It
)
Pk︸       ︷︷       ︸
UA˜k
Σˆk︸︷︷︸
ΣA˜k
(
(Vk Vˆk) Qk
)T︸               ︷︷               ︸
VA˜k
.
Ako zˇelimo dodati dokumente u postojec´u kolekciju onda analogan postupak radimo
za matricu
A˜k =
(
Ak D
)
,
gdje je D pojmovno-dokumentna matrica kolekcije novih dokumenata.
Na kraju, pretpostavimo da zˇelimo samo azˇurirati tezˇine u aproksimaciji Ak = UkΣkVTk
pojmovno-dokumentne matrice A. Zˇelimo izracˇunati singularnu dekompoziciju matrice
A˜k = Ak + YZT ,
u kojoj Y predstavlja indikatorsku matricu tezˇina koje zˇelimo mijenjati, a Z mjeri razliku
novih i starih tezˇina.
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Slicˇno kao prije, radimo QR faktorizaciju matrica (I − UkUTk )Y i (I − VkVTk )Z
(I − UkUTk )YΠY = QYRY ,
(I − VkVTk )ZΠZ = QZRZ .
Slijedi
A˜k =
(
Uk QY
) [ (Σk 0
0 0
)
+
(
UTk Y
RYΠTY
) (
ZT Vk ΠZRTZ
)
︸                                     ︷︷                                     ︸
Aˆk
] (
VTk
QTZ
)
.
Napravimo SVD dekompoziciju matrice Aˆk
Aˆk =
(
Uˆk Uˆ⊥k
) (Σˆk 0
0 Σˆ j
) (
Vˆk Vˆ⊥k
)T
.
Konacˇno, najbolja aproksimacija matrice A˜k matricom ranga k je
A¯k =
( (
Uk QY
)
Uˆk
)︸            ︷︷            ︸
UA˜k
Σˆk︸︷︷︸
ΣA˜k
( (
Vk QZ
)
Vˆk
)T︸             ︷︷             ︸
VA˜k
.
Poglavlje 3
Probabilisticˇka latentna semanticˇka
analiza
Kao sˇto smo vidjeli u prosˇlom poglavlju, LSA je metoda koju nije tesˇko implementirati i
koristiti, te je upravo zato nasˇla sˇiroku primjenu u pretrazˇivanju informacija (eng. informa-
tion retrieval). Nadalje, s njom smo donekle rijesˇili problem sinonima, ali mozˇemo uocˇiti
da ona josˇ uvijek ima problem s visˇeznacˇnicama. Uzrok toga je sˇto je svaki pojam reprezen-
tiran jedinstvenim vektorom u latentnom prostoru. Metoda je jednostavna za shvatiti, ali
bi svakako bila intuitivnija kad bi njezini rezultati imali vjerojatnosnu interpretaciju. Osim
toga, s obzirom da LSA minimizira razliku aproksimacije i matrice u Frobeniusovoj normi,
ona predstavlja problem najmanjih kvadrata cˇije je rjesˇenje jednako rjesˇenju maksimizacije
izglednosti uz pretpostavku da sˇum uzorka podataka ima Gaussovu distribuciju. Medutim,
s obzirom da modeliramo pojavljivanje razlicˇitih pojmova u dokumentima, prirodno je
pretpostaviti multinomijalnu distribuciju. To mozˇemo postic´i sljedec´om metodom, proba-
bilisticˇkom latentnom semanticˇkom analizom (pLSA), koja, kao sˇto njezino ime kazˇe, ima
i vjerojatnosnu interpretaciju.
3.1 Izvod modela
Vratimo se na primjer smisˇljanja najboljeg upita u svrhu pronalaska dokumenta koji govori
o informacijama koje nas zanimaju. Osnovni model je model vektorskog prostora, koji
ovisi samo o broju pojavljivanja rijecˇi u dokumentu i kroz kolekciju. Medutim, zˇelimo
model koji c´e biti blizˇi ljudskom nacˇinu razmisˇljanja. Ako cˇovjek trazˇi dokument koji je
relevantan za neki upit, on nec´e trazˇiti rijecˇi koje bi se ucˇestalo mogle pojaviti u dokumentu,
vec´ rijecˇi koji su najvec´i nositelj informacija. Takve rijecˇi trazˇimo tako da razmislimo koje
su osnovne teme ili koncepti dokumenta, a zatim nademo rijecˇi koje najbolje opisuju te
koncepte. Upravo tom idejom su vodeni autori probabilisticˇke latentne semanticˇke analize.
17
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Neka je D = {d1, . . . , dn} skup dokumenata, T = {t1, . . . , tm} skup pojmova i Z =
{z1, . . . , zk} skup latentnih tema (koncepata), gdje broj k mora biti odreden apriori. Skup
primjera cˇine svi parovi (d, t) ∈ D × T u kolekciji, pa je model u potpunosti odreden ako
izracˇunamo zajednicˇke vjerojatnosti p(d, t), za svaki (d, t) ∈ D × T . Uvodimo sljedec´e
pretpostavke:
• Svaki dokument je skup pojmova, odnosno, zanemarujemo poredak rijecˇi. Kao pos-
ljedicu imamo da su svi opazˇeni primjeri (d, t) nezavisno uzorkovani, odnosno, vri-
jedi p(D,T ) =
∏
(d,t)
p(d, t).
• Pretpostavljamo da su rijecˇi i dokumenti uvjetno nezavisni u odnosu na latentnu
varijablu z. To je prirodna pretpostavka, ali se mozˇe i pokazati koristec´i d-separaciju
u graficˇkom modelu na Slici 3.1. Dakle, za svaki t i d vrijedi p(t | z, d) = p(t | d) i
p(t, d | z) = p(t | z)p(d | z).
Slika 3.1: Graficˇki model koji upisuje generativni proces. Broj dokumenata oznacˇen je s n,
a broj rijecˇi u dokumentu d s nd. Osjencˇani krugovi oznacˇavaju opazˇene varijable, a prazni
krugovi latentne varijable.
Za daljnji izvod modela potrebno je definirati kategoricˇku razdiobu, koja je poopc´enje
Bernoullijeve razdiobe. Kategoricˇka razdioba je razdioba slucˇajne varijable X koja opisuje
pojavljivanje uspjeha u tocˇno jednoj od k kategorija. Razdioba je dana kao
p(X = x | µ) =
k∏
i=1
µxii ,
gdje je x = (x1, . . . , xk)T binarni vektor indikatorskih varijabli i µ = (µ1, . . . , µk),
∑k
i=1 µi =
1 i µi ≥ 0.
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Multinomijalna razdioba je razdioba slucˇajne varijable X definirane kao broj uspjeha
u svakoj od k kategorija u n nezavisnih pokusa. Dakle, u slucˇaju provodenja samo jed-
nog pokusa, multinomijalna i kategoricˇka razdioba su jednake. Zato se cˇesto u podrucˇju
prirodne obrade jezika (eng. natural language processing) i pretrazˇivanja informacija (eng.
information retrieval), kategoricˇka i multinomijalna razdioba poistovjec´uju. Autor origi-
nalnoga cˇlanka koristi naziv multinomijalna, pa, radi dosljednosti u oznakama, u nastavku
pisˇemo multinomijalna, iako podrazumijevamo kategoricˇku.
Definiramo generativni model za podudaranje pojmova i dokumenata na sljedec´i nacˇin:
• odaberi dokument d ∼ Multinomial(p(d)),
• odaberi koncept z ∼ Multinomial(p(z | d)),
• odaberi pojam t ∼ Multinomial(p(t | z)).
Dakle, vjerojatnosti p(d), p(z | d) i p(t | z), su parametri modela. Ilustraciju opisanog
postupka mozˇemo vidjeti na Slici 3.2. Uocˇimo da ovako mozˇemo generirati samo vec´
videne primjere i da zato pLSA nije generativni model u pravom smislu rijecˇi.
Slika 3.2: Ideja pLSA je da svakom dokumentu na temelju cijele kolekcije pridruzˇimo neki
koncept, a onda tom konceptu pridruzˇimo rijecˇ za koju je vjerojatno da c´e ga dobro opisati.
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Racˇunamo zajednicˇku vjerojatnost
p(d, t) =
∑
z
p(d, t, z) =
∑
z
p(z)p(d, t | z) = (uvjetna nezavisnost od t i d u odnosu na z) =
=
∑
z
p(z)p(d | z)︸       ︷︷       ︸
p(d)p(z | d)
p(t | z) =
∑
z
p(d)p(z | d)p(t | z) = p(d)
∑
z
p(t | z)p(z | d) .
Dobili smo
p(d, t) = p(d)
∑
z
p(t | z)p(z | d) . (3.1)
Dobivena zajednicˇka vjerojatnost je linearna kombinacija k vjerojatnosti p(t | zi) s koefici-
jentima p(zi | d), i = 1, . . . , k. Dakle, jer smo svaki dokument prikazali kao mjesˇavinu (eng.
mixture) unaprijed zadanih latentnih koncepata, slijedi da je pLSA mijesˇani model (eng.
mixture model).
Koristec´i Bayesovo pravilo pokazˇimo da je prethodna formula ekvivalentna formuli
p(d, t) =
∑
z
p(t | z)p(d | z)p(z) . (3.2)
Iz zapisa p(z, d) preko uvjetnih vjerojatnosti na dva nacˇina, dobivamo
p(z | d)p(d) = p(d | z)p(z)
p(t | z)p(z | d)p(d) = p(t | z)p(d | z)p(z)
p(d)
∑
z
p(t | z)p(z | d) =
∑
z
p(t | z)p(d | z)p(z) .
Neka je θ = (p(d), p(z | d), p(t | z)) vektor parametara modela. Pripadne izglednosti za (3.1)
i (3.2) su
L1(θ | D,T ) = log
(∏
d∈D
∏
t∈T
p(d, t)n(d,t)
)
=
∑
d∈D
∑
t∈T
n(d, t) log
(
p(d)
∑
z
p(t | z)p(z | d)
)
,
L2(θ | D,T ) = log
(∏
d∈D
∏
t∈T
p(d, t)n(d,t)
)
=
∑
d∈D
∑
t∈T
n(d, t) log
(∑
z
p(t | z)p(d | z)p(z)
)
,
gdje je n(d, t) broj pojavljivanja pojma t u dokumentu d. Nazˇalost, maksimizacija ovakve
izglednosti nema rjesˇenje u zatvorenoj formi. Problem predstavlja logaritamska funkcija
koja djeluje na sumaciju. Rjesˇenje zato moramo pronac´i u iterativnim metodama, preciz-
nije u metodi maksimizacije ocˇekivanja.
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Opc´enita formulacija algoritma maksimizacije ocˇekivanja
Algoritam maksimizacije ocˇekivanja (eng. expectation–maximization algorithm) ili EM-
algoritam, je iterativni algoritam za maksimizaciju izglednosti koji se cˇesto koristi kod
modela s latentnim varijablama. Pokazˇimo kako algoritam radi opc´enito, pa c´emo ga onda
primijeniti na konkretnu mjesˇavinu. Kod modela s latentnim varijablama trazˇimo parame-
tar θ tako da je izglednost
L(θ | X,Z) = p(X,Z | θ) =
∑
z
p(X | z, θ)p(z | θ)
maksimalna, uz dani skup primjera X = {x(i)}ni=1 i skup latentnih varijabli Z = {zi}ki=1.
Ovakvu izglednost zovemo potpuna izglednost (eng. complete likelihood).
Zˇelimo nac´i donju ogradu za potpunu izglednost i zatim, za donju ogradu nac´i parame-
tar θ koji ju maksimizira. Iz Jensenove nejednakosti za konveksnu funkciju f
λf(x) + (1 − λ)f(y) ≥ f(λx + (1 − λ)y) , λ ∈ 〈0, 1〉 ,
dobivamo
E[f(x)] =
∑
x
p(x)f(x) ≥ f
(∑
x
p(x)x
)
= f (E[x]) ,
gdje je E[·] oznaka za ocˇekivanje. Za konkavnu funkciju f vrijedi
E[f(x)] ≤ f (E[x]) .
Vratimo se na potpunu log-izglednost. Neka je Q . 0 neka razdioba latentnih varijabli z.
Onda je
L(θ | X,Z) = log
∑
z
p(X | z, θ)p(z | θ)
= log
∑
z
p(X | z, θ)p(z | θ)Q(z)
Q(z)
= logEz∼q
[
p(X | z, θ)p(z | θ)
Q(z)
]
≥ Ez
[
log
p(X | z, θ)p(z | θ)
Q(z)
]
. (3.3)
Dobili smo donju ogradu za potpunu izglednost, za bilo koju razdiobu Q latentnih varijabli
z. Postoji mnogo moguc´nosti za razdiobu Q i pitamo se koja je najbolja. Uocˇimo da ako
trazˇimo parametar θ takav da gornja nejednakost postane jednakost, da ujedno i maksimi-
ziramo donju ogradu. Znamo da c´e to biti ispunjeno ako ocˇekivanje djeluje na konstantnu
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slucˇajnu varijablu. Zato zahtijevamo p(X,z | θ)Q(z) = c, za slucˇajnu varijablu c koja ne ovisi o ni
jednom z. To je ispunjeno uz uvjet Q(z) ∝ p(X, z | θ). Buduc´i da je Q razdioba latentnih
varijabli z, vrijedi
∑
z Q(z) = 1, a onda slijedi da je c =
∑
z p(X, z | θ). Konacˇno,
Q(z) =
p(X, z | θ)∑
z
p(X, z | θ)
=
p(X, z | θ)
p(X | θ) = p(z | X, θ) .
U EM-algoritmu, cˇiji je pseudo-kod dan u Algoritmu 1, u E-koraku za svaki z racˇunamo
Q(z) kao posterironu vjerojatnost od z uz dani X i θ. To je razdioba Q koja maksimizira
donju ogradu u (3.3). U M-koraku za izracˇunatu razdiobu Q i trenutni θ trazˇimo nove pa-
rametre θ∗ takve da je izglednost maksimalna.
Algoritam 1: EM-algoritam
initialize θ(0) proizvoljan, t← 0
repeat
E-korak:
for za svaki x(i) ∈ X i svaki z( j) ∈ Z do
definiraj qi(z( j)) = p(z( j) | x(i), θ(t))
end
M-korak:
θ∗ = argmax
θ
∑
i
∑
j
qi(z( j)) log
p(x(i), z( j) | θ(t))
qi(z( j))
t ← t + 1
θ(t) ← θ∗
until konvergencija;
Primjena EM algoritma u pLSA
Neka je uredeni par (d, t) oznaka da se pojam t iskoristio u dokumentu d. Skup primjera X
kod pLSA je skup
{(di, ti) : di ∈ D, ti ∈ T , i = 1, . . . , c ≤ m · n} ⊆ D × T ,
gdje je c broj ostvarenih parova (d, t) u kolekciji. Dio tog skupa uzimamo za ucˇenje pa-
rametara, a dio za treniranje modela. Radi jednostavnosti, dalje pisˇemo kao da smo cijelu
kolekciju uzeli za treniranje. Skup latentnih varijabli jeZ = {zi : i = 1, . . . , k}. Dalje c´emo
raditi s forumulom (3.2) za zajednicˇku vjerojatnost p(d, t) =
∑
z
p(t |z)p(d |z)p(z). Iskoristit
c´emo EM-algoritam opisan u prethodnom potpoglavlju. U E-koraku racˇunamo posteriorne
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vjerojatnosti
qi(z) = p(z | di, ti) = p(z, di, ti)p(di, ti) =
p(ti | z)p(di | z)p(z)∑
z
p(ti | z)p(di | z)p(z)
,
a u M-koraku maksimiziramo log-izglednost po θ = (p(d), p(z | d), p(t | z))
l(θ) =
∑
(di,ti)∈X
∑
z∈Z
p(z | di, ti) log p(di, ti, z)p(z | di, ti) =
∑
di∈D
∑
t j∈T
n(di, t j)
∑
z∈Z
p(z | di, t j) log p(di, t j, z)p(z | di, t j) .
Parametri su p(z), p(t | z) i p(z | d), pa je maksimiziranje prethodne fukncije ekvivalentno
maksimiziranju ciljne funkcije
l˜(θ) =
∑
di∈D
∑
t j∈T
n(di, t j)
∑
z∈Z
p(z | di, t j) log p(di, t j, z)
=
∑
di∈D
∑
t j∈T
n(di, t j)
∑
z∈Z
p(z | di, t j)
(
log p(ti | z) + log p(di | z) + log p(z)
)
,
uz uvjete ∑
z
p(z) = 1,
∑
z
p(t | z) = 1,
∑
z
p(d | z) = 1 .
Kombiniranjem ciljne funkcije i rubnih uvjeta dobivamo sljedec´u Lagrangeovu funkciju
L(θ) = l˜(θ) + α1
(
1 −
∑
z
p(z)
)
+ α2
(
1 −
∑
z
p(t | z)
)
+ α3
(
1 −
∑
z
p(d | z)
)
,
gdje su αi, i = 1, 2, 3, Lagrangeovi multiplikatori. Deriviranjem slijedi
∂L
∂p(z)
=
∑
di∈D
∑
t j∈T
n(di, t j)
p(z | di, t j)
p(z)
− α1 = 0 ,
∂L
∂p(t | z) =
∑
di∈D
∑
t j∈T
n(di, t j)
p(z | di, t j)
p(t | z) − α2 = 0 ,
∂L
∂p(d | z) =
∑
di∈D
∑
t j∈T
n(di, t j)
p(z | di, t j)
p(d | z) − α3 = 0 .
(3.4)
Prvu jednakost u (3.4) pomnozˇimo s p(z) i zatim djelujemo na nju sumom po svim latent-
nim varijablama z, pa dobijemo∑
di∈D
∑
t j∈T
∑
zl∈Z
n(di, t j)p(zl | di, t j) − α1
∑
zl∈Z
p(zl)︸   ︷︷   ︸
= 1
= 0 .
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Dakle, dobili smo α1 i u jednadzˇbi (3.4) je ostala samo jedna nepoznanica, p(z). Slijedi
p(z) =
∑
di∈D
∑
t j∈T
n(di, t j)p(z | di, t j)∑
di∈D
∑
t j∈T
∑
zl∈Z
n(di, t j)p(zl | di, t j)
=
∑
di∈D
∑
t j∈T
n(di, t j)p(z | di, t j)∑
di∈D
∑
t j∈T
n(di, t j)︸             ︷︷             ︸
c
,
gdje je c broj primjera.
Analogno se dobije
p(t | z) =
∑
di∈D
n(di, t)p(z | di, t)∑
di∈D
∑
t j∈T
n(di, t j)p(z | di, t j)
,
p(d | z) =
∑
t j∈D
n(d, t j)p(z | d, t j)∑
di∈D
∑
t j∈T
n(di, t j)p(z | di, t j)
.
Kako bi se izbjegla prenaucˇenost (eng. overfitting), autor originalnog cˇlanka [9] predlozˇio
je varijaciju EM algoritma, zvanu ”tempered EM”.
3.2 Usporedba LSA i pLSA
Buduc´i da smo pretpostavili da je svaki kontekst razdioba rijecˇi iz rjecˇnika T , onda razdi-
obu p(· | zi) mozˇemo prikazati kao tocˇku u m− 1 dimenzionalnom simpleksu svih razdioba
na T . Konveksna ljuska k tocˇaka tog simpleksa cˇini konveksan skup R. Iz jednadzˇbe
p(t | d) =
∑
z
p(z | d)︸ ︷︷ ︸
koeficijenti
p(t | z)
vidimo da su sve uvjetne vjerojatnosti p(· | di), i = 1, . . . , n, konveksne kombinacije k
razdioba latentnih koncepata. Koeficijenti konveksne kombinacije p(zl | di), l = 1, . . . , k,
u potpunosti odreduju vjerojatnost p(· | di), i = 1, . . . , n. Dakle, vjerojatnost p(· | di), i =
1, . . . , n, je tocˇka podrucˇja R. Buduc´i da je dimenzija podrucˇja R jednaka k − 1, koja je
standardno puno manja od dimenzije (m − 1)-simpleksa, i kod pLSA imamo svojevrsnu
redukciju dimenzije. Svaki smjer u probabilisticˇkom, latentnom, semanticˇkom podrucˇju R
odgovara nekom latentnom kontekstu.
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Kako bismo vidjeli josˇ neke poveznice s LSA, preformulirat c´emo model za zajednicˇku
vjerojatnost u matricˇnoj notaciji. Definiramo matrice U =
(
p(di | zk))i,k, V = (p(t j | zk)) j,k i
Σ = diag(p(zk)). Tada matrica P = UΣVT sadrzˇi zajednicˇke vjerojatnosti i odgovara aprok-
simaciji pojmovno-dokumentne matrice matricom nizˇeg ranga. Dobiveni elementi matrice
P imaju vjerojatnosnu interpretaciju, jer je svaki dokument u reprezentaciji mijesˇani mo-
del latentnih koncepata, dok kod LSA to nemamo. Dapacˇe, dobivene vrijednosti kod LSA
mogu biti i negativne. Nadalje, broj latentnih koncepata k mozˇe se dobiti statisticˇkom te-
orijom za selekciju modela (end. model selection) i kontrolu slozˇenosti (eng. complexity
control), dok odredivanje broja k u LSA radimo eksperimentalno. Nadalje, EM-algoritam
garantira da c´e pronac´i samo lokalni, ali ne i globalni maksimum izglednosti. Dakle, pi-
tamo se koliko ta cˇinjenica utjecˇe na tocˇnost modela i ako znamo da je lokalni maksimum
skoro dobar kao globalni, kolika je vremenska slozˇenost pronalaska rjesˇenja? U mnogim
eksperimentima na raznim skupovima podataka utvrdeno je da je prenaucˇenost modela uz-
rok toga sˇto s pLSA nismo dobili bar priblizˇno globalno rjesˇenje. Dakle, ako izbjegnemo
prenaucˇenost, vrlo vjerojatno c´emo dobiti i globalni maksimum. Prenaucˇenost se mozˇe
izbjec´i varijacijom EM algoritma – ”tempered” EM, koja je opisana u originalnom cˇlanku
[9] ili regularizacijskim metodama koje su zasnovane na tome da se iterativni postupak
zaustavi ako je razlika vrijednosti dobivenih u prosˇloj i trenutnoj iteraciji manja od neke
unaprijed zadane, male vrijednosti (eng. early stopping methods). Takoder, mozˇe se poka-
zati da izbor inicijalnih vrijednosti ne utjecˇe znacˇajno na izvedbu algoritma, te da pLSA uz
najlosˇiju maksimizaciju izglednosti ima bolje rezultate od LSA. Broj iteracija je najcˇesˇc´e
oko 20 do 50, sˇto ne trosˇi visˇe resursa od racˇunanja SVD-a.
3.3 Usporedivanje dokumenata
Kako bismo mogli koristiti pLSA u primjeni, moramo definirati slicˇnost dokumenata u tom
modelu. Najjednostavniji nacˇin je da slicˇnost definiramo kao euklidsku udaljenost vektora
dokumenata u (k − 1)-dimenzionalnom podrucˇju R, kojeg smo opisali u prosˇlom odjeljku.
Preciznije sim(d1, d2) =
∥∥∥p(Z| d1)− p(Z| d2)∥∥∥. Medutim, pokazalo se da ta mjera slicˇnosti
nije pogodna za ovakvu vrstu problema.
Druga mjera slicˇnosti za dvije razdiobe je KL-divergencija. Za diskretne slucˇajne vari-
jable P i R, KL-divergencija se definira kao
KL(P,R) =
∑
i
log P(i) · P(i)
R(i)
. (3.5)
U pLSA modelu usporedujemo dvije posteriorne razdiobe latentnih varijabli, uz dani do-
kument d1, odnosno, d2
KL
(
p(· | d1), p(· | d1)
)
=
∑
z
p(z | d1) log p(z | d1)p(z | d2) .
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Medutim, ona nije simetricˇna i zato ju je tesˇko interpretirati. Osim toga, ne koristi vjerojat-
nost koncepta u cijeloj kolekciji, p(z). Ako dva dokumenta d1 i d2 imaju veliku vjerojatnost
uz koncept z, ta cˇinjenica je josˇ vazˇnija ako je p(z) malen, odnosno, malo dokumenata go-
vori o tom konceptu.
Dakle, treba nam definicija slicˇnost koja je bazirana na statisticˇkoj teoriji, ali koja ima
i svojstva dobro definirane metrike. Jedna takva slicˇnost je Fisherova jezgra, koju c´emo
izvesti za pLSA.
Fisherova jezgra
Pretpostavimo da su podaci X = {x(i)}ni=1 generirani parametarskim modelom p(x | Θ),
gdje je Θ skup parametara modela. Pretpostavimo da parametre modele trazˇimo tako da
maksimiziramo izglednost
Θ∗ = argmax
Θ
L(Θ | X) .
Ako su podaci nezavisni i identicˇno distribuirani, vrijedi
Θ∗ = argmax
Θ
n∏
i=1
p(x(i) | Θ) = argmax
Θ
n∑
i=1
log p(x(i) | Θ) .
Tada je
n∑
i=1
∇Θ log p(x(i) | Θ∗) = 0 ,
gdje je ∇Θ oznaka za gradijent. Definiramo sljedec´e vrijednosti
• Ux = ∇Θ log p(x | Θ) . . . Fisherov rezultat (eng. Fisher score) ,
• IF = E[UxUTx ] . . . Fisherova informacija ,
• Φ(x) = I−1F Ux . . . smjer najvec´eg porasta p(x | Θ) .
Sada mozˇemo definirati jezgrenu funkciju
K(x, y) = Φ(x)T I−1F Φ(Y) . (3.6)
Hofmann je u [10] pokazao da Fisherova jezgra primijenjena na pLSA glasi
KH(d, q) =
∑
z
p(z | d)p(z | q)
p(z)
+
∑
t
n(d, t)
|d|
n(q, t)
|q|
∑
z
p(z | d, t)p(z | q, t)
p(t | z) . (3.7)
Medutim, nije opravdao normalizaciju s |d| i |q|, te je Fisherovu informacijsku matricu
aproksimirao s identitetom, iako teorijska i eksperimentalna razmatranja nisu u skladu s
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tim. U [16], autori su izveli bolju Fisherovu jezgru za pLSA, koju c´emo izvesti u nastavku.
Dakle, sada je cilj pronac´i izraz za (3.6), koji nema nedostatke koje ima (3.7). Krenimo
nacˇinom na koji je Hofmann izveo Fisherovu jezgru. On je parametrizirao parametre mo-
dela s njihovim drugim korijenom (eng. square root re-parametrisation)
ϕ(z) = 2
√
p(z) ⇒ p(z) = 1
4
ϕ2(z) ⇒ ∂p(z)
∂ϕ(z)
=
1
2
ϕ(z) =
√
p(z) ,
ϕ(d | z) = 2 √p(d | z) ⇒ p(d | z) = 1
4
ϕ2(d | z) ⇒ ∂p(d | z)
∂ϕ(d | z) =
1
2
ϕ(d | z) = √p(d | z) ,
ϕ(t | z) = 2 √p(t | z) ⇒ p(t | z) = 1
4
ϕ2(t | z) ⇒ ∂p(t | z)
∂ϕ(t | z) =
1
2
ϕ(t | z) = √p(t | z) .
Kako bismo raspisali (3.6), moramo izracˇunati Fisherov rezultat uz skup parametara Θ =
(p(z), p(d | z), p(t | z)),
Ud(Θ) = ∇dL(Θ | D) = ∇d
∑
t∈T
n(d, t) log
(∑
z
p(z)p(t | z)p(d | z)
)
.
Oznacˇimo, radi jednostavnosti, Ld = L(Θ | D). Racˇunamo
∂Ld
∂ϕ(z)
=
∂Ld
∂p(z)
∂p(z)
∂ϕ(z)
=
√
p(z)
∑
t∈T
n(d, t)
p(d | z)p(t | z)∑
z
p(z)p(d | z)p(t | z)
,
∂Ld
∂ϕ(t | z) =
∂Ld
∂p(t | z)
∂p(t | z)
∂ϕ(t | z) =
√
p(t | z)n(d, t) p(d | z)p(z)∑
z
p(z)p(d | z)p(t | z)
.
(3.8)
Definiramo
αi = α(zi) =
∑
d
(
∂Ld
∂ϕ(zi)
)2
, i = 1, . . . , k, j = 1, . . . ,m ,
γi, j = γ(t j, zi) =
∑
d
(
∂Ld
∂ϕ(t j | zi)
)2
, i = 1, . . . , k, j = 1, . . . ,m ,
i ocˇekivanje, koje je Hofmann aproksimirao identitetom, procjenjujemo s
E[∇Ld∇LTd ] ∼
∑
d
∇Ld∇LTd .
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Definiramo Fisherovu informacijsku matricu
IF(ϕ) =

α1
. . .
αk
γ11
. . .
γmk

.
Izracˇunali smo sve sˇto se pojavljuje u definiciji Fisherove jezgrene funkcije i ona sada glasi
KN(d, q) =
∑
z
∂Ld
∂ϕ(z)
α−1z
∂Lq
∂ϕ(z)︸                  ︷︷                  ︸
Kz(d, q) = doprinos od z
+
∑
t
∑
z
∂Ld
∂ϕ(t | z)γ
−1
t,z
∂Lq
∂ϕ(t | z)︸                             ︷︷                             ︸
Kt(d, q) = doprinos od t
. (3.9)
Jezgrenu funkciju smo oznacˇili s KN , jer ju je prvi izveo Nyffenegger. Koristec´i (3.2) i
(3.8), raspisˇimo Kz(d, q) i Kt(d, q),
Kz(d, q) =
∑
z
{√
p(z)
∑
t
n(d, t)
p(d | z)p(t | z)
p(d, t)
· √p(z) ∑
t
n(q, t)
p(q | z)p(t | z)
p(q, t)
·
·
(
p(z)
∑
d
∑
t
(
n(d, t)
p(d | z)p(t | z)
p(d, t)
)2)−1}
,
Kt(d, q) =
∑
z
∑
t
{√
p(t | z)n(d, t) p(d | z)p(z)
p(d, t)
· √p(t | z)n(q, t) p(q | z)p(z)
p(q, t)
·
·
(
p(t | z)
∑
d
(
n(d, t)
p(d | z)p(z)
p(d, t)
)2)−1}
.
Pojednostavimo te forumule da dobijemo kompaktniji zapis relacije (3.9), iz kojeg mozˇemo
visˇe toga uocˇiti. Pocˇnimo s Kz(d, q)
Kz(d, q) =
∑
z
{
p(z)
∑
t
n(d, t)
p(d | z)p(t | z)
p(d, t)
·
∑
t
n(q, t)
p(q | z)p(t | z)
p(q, t)
· α−1z
}
=
∑
z
{
p(z)p(d | z)p(q | z)︸                 ︷︷                 ︸
I
∑
t
n(d, t)
p(t | z)
p(d, t)︸               ︷︷               ︸
J
·
∑
t
n(q, t)
p(t | z)
p(q, t)
· α−1z
}
.
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Bayesovim pravilom mozˇemo dobiti da je
I = p(z)p(d | z)p(q | z) = p(d, z)p(q, z)
p(z)
.
Zˇelimo aproksimirati J. Definiramo razdiobu pˆ s pˆ(d, t) =
n(d, t)
m
, d ∈ D, t ∈ T . Ako neki
parametri θ maksimiziraju log-izglednost
llog(θ) =
∑
d∈D
∑
t∈T
n(d, t) log p(d, t; θ) ,
onda iz definicije KL-divergencije (3.5), slijedi da ti parametri minimiziraju KL-diverge-
nciju izmedu p i pˆ,
KL(p, pˆ) =
∑
d∈D
∑
t∈T
pˆ(d, t) log
pˆ(d, t)
p(d, t | θ)
=
∑
d∈D
∑
t∈T
n(d, t)
m
log
n(d, t)
m
−
∑
d∈D
∑
t∈T
n(d, t)
m
log p(d, t) .
Ako trazˇimo parametre koji minimiziraju KL-divergenciju izmedu p i pˆ, onda zˇelimo da
su p i pˆ sˇto slicˇnije. Dakle, trazˇimo procjene za p(d, t) koje aproksimiraju pˆ(d, t) po svim
d i t, odnosno, ∑
t
pˆ(d, t)
p(d, t)
≈ 1 , za svaki d ∈ D .
Buduc´i da je
∑
t
p(t | z) = 1, vrijedi
∑
t
pˆ(d, t)
p(t | z)
p(d, t)
≈ 1 .
Konacˇno, imamo da je J ≈ c, gdje je c =
∑
d,t
n(d, t) broj opazˇanja. Slijedi
Kz(d, q) = c2
∑
z
p(d, z)p(q, z)
p(z)
· α−1z .
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Preostaje raspisati sˇto je α−1z . Raspisujemo direktno
αz =
∑
d
(
∂Ld
∂ϕ(z)
)2
=
∑
d
∑
z
p(z) ·
(∑
t
n(d, t) · p(d | z)p(t | z)
p(d, t)
)2
=
∑
d
∑
z
p(z)p(d | z)2 ·
(∑
t
n(d, t) · p(t | z)
p(d, t)︸                 ︷︷                 ︸
c2
)2
= c2
∑
d
∑
z
p(z)p(d | z)2 = c2
∑
d
p2(d, z)
p(z)
.
I tim smo pojednostavili Kz(d, q). Preostaje napraviti slicˇan postupak za Kt(d, q). Krenimo
raspisivati direktno
Kt(d, q) =
∑
t
∑
z
{√
p(t | z) · n(d, t) · p(d | z)p(z)
p(d, t)
· √p(t | z) · n(q, t) · p(q | z)p(z)
p(q, t)
· γ−1t,z
}
=
∑
t
n(d, t) · n(q, t)
∑
z
{
p(t | z)p(d | z)p(z)
p(d, t)︸                 ︷︷                 ︸
I
· p(t | z)p(q | z)p(z)
p(q, t)
· 1
p(t | z) · γ
−1
t,z
}
.
Definiramo
I =
p(t | d, z)p(d | z)p(z)
p(d, t)
=
p(z, d, t)
p(d, t)
= p(z | d, t) ,
te uocˇimo da je n(δ, t) = c · pˆ(δ, t). Slijedi
Kt(d, q) = c2
∑
t
pˆ(d, t) · pˆ(q, t)
∑
z
{
p(z | d, t) · p(z | q, t)
p(t | z) · γ
−1
t,z
}
.
Racˇunamo γt,z direktnim raspisivanjem
γt,z =
∑
d
p(d) ·
(
∂Ld
∂ϕ(t | z)
)2
=
∑
d
p(t | d) ·
(
n(d, t) · p(d | z)p(z)
p(d, t)
)2
=
∑
d
(
n(d, t) · p(z | d, t)√
p(t | z)
)2
.
POGLAVLJE 3. PROBABILISTICˇKA LSA 31
Sada mozˇemo zapisati jezgru (3.9) u jednostavnijem obliku
KN(d, q) = Kz(d, q) + Kt(d, q)
= c2
∑
z
p(d, z)p(q, z)
p(z)
·
[
c2
∑
d
p2(d, z)
p(z)
]−1
+ . . .
+ c2
∑
t
pˆ(d, t) · pˆ(q, t)
∑
z
{
p(z | d, t) · p(z | q, t)
p(t | z) ·
[∑
d
(
n(d, t) · p(z | d, t)√
p(t | z)
)2]−1}
=
∑
z
p(d, z)p(q, z)
p(z)
·
[∑
d
p2(d, z)
p(z)
]−1
+ . . .
+ c2
∑
t
pˆ(d, t) · pˆ(q, t)
∑
z
{
p(z | d, t) · p(z | q, t)
p(t | z) ·
[∑
d
(
n2(d, t) · p
2(z | d, t)
p(t | z)
)]−1}
.
Vidimo da zbrajamo faktore koji se pojavljuju i u Hofmannovoj jezgri (3.7), ali pomnozˇene
s nekim koeficijentima koji predstavljaju doprinos Fisherove informacijske matrice. Osim
toga, Nyffenegger je, umjesto p(d | z) i pˆ(d | z), koristio p(d, z) i pˆ(d, z), te je na taj nacˇin
izbjegao normaliziranje s |d|, odnosno |q|, koje Hofmann u svom radu nije opravdao.
Istaknimo neka svojstva probabilisticˇke latentne semanticˇke analize. To je model u
kojem svaki dokument prikazujemo kao mjesˇavinu unaprijed zadanih latentnih koncepata.
Buduc´i da za dokumente nemamo oznake koji latentni koncepti im pripadaju, vec´ to ucˇimo
na skupu podataka za ucˇenje, rijecˇ je o algoritmu nenadziranog strojnog ucˇenja. Osim toga,
zato sˇto visˇe koncepata mozˇe pripadati nekom dokumentu, radi se i o ”mekom” grupiranju
(eng. soft clustering). Nadalje, jer pokusˇavamo pronac´i skrivene tematske strukture u ko-
lekciji dokumenata, pLSA pripada i u skupinu modela tema (eng. topic model) i modela s
latentnim varijablama (eng. latent variable model).
Kod pLSA, kao kod LSA, mozˇemo provesti ”umetanje” (eng. folding-in) dokumenata
koji nisu bili dio originalne kolekcije. Za pLSA, Hofmann je to napravio u [9], tako da je
za novi dokument q opet koristio EM-algoritam za procjenu p(q | z), ali uz fiksirane p(t | z)
i p(z), koji su naucˇeni na danoj kolekciji. Ovakav pristup ima mnoge probleme o kojima
se visˇe mozˇe procˇitati u [19].
Poglavlje 4
Latentna Dirichletova alokacija
Algoritmi modela tema (eng. topic model algorithms) su statisticˇke metode, koje analizi-
rajuc´i rijecˇi originalnoga teksta pronalaze teme koje se pojavljuju u njemu. Jedna takva
metoda je probabilisticˇka latentna semanticˇka analiza (pLSA), koju smo prikazali u pret-
hodnom poglavlju. Medutim, uocˇili smo da pLSA nije pravi generativni algoritam, jer
vjerojatnosti p(z | d) shvac´a kao parametre modela i zato s njom ne mozˇemo generirati
nevidene dokumente (prenaucˇili smo model). Zˇelimo pravi generativni proces i to c´emo
dobiti sljedec´om metodom, latentnom Dirichletovom alokacijom (eng. latent Dirichlet al-
location), koju oznacˇavamo s LDA. Ta metoda tretira spomenute vjerojatnosti kao distri-
buciju koja ovisi o nekom parametru. U nastavku c´emo dati glavnu ideju LDA, a zatim,
pratec´i [3], njezin formalni izvod.
Temu definiramo kao distribuciju rijecˇi iz fisknog rjecˇnika. Dakle, svakoj temi prido-
dajemo vjerojatnosti za svaku rijecˇ iz rjecˇnika. Na primjer, ako je tema ”genetika”, visoku
vjerojatnost c´e imati rijecˇi ”geni” ili ”dnk”. Uocˇimo da neke rijecˇi, kao visˇeznacˇnice, mogu
imati visoke vjerojatnosti u razlicˇitim temama. Pretpostavljamo da opazˇeni podaci, koje
rijecˇi se pojavljuju u kojem dokumentu, dolaze iz nekog generativnog, vjerojatnostnog
procesa. Pokusˇaj realiziranja jednog takvog procesa je opisan sljedec´im koracima:
1. Prije samog generiranja dokumenata, za svaku temu napravimo njezinu distribuciju
po rijecˇima iz rjecˇnika;
2. Za svaki dokument:
(a) Napravimo distribuciju distribucija tema iz prvog koraka;
(b) Nasumicˇno odaberemo temu iz distribucije distribucija tema;
(c) Nasumicˇno odaberemo rijecˇ iz distribucije teme odabrane u koraku (b).
Uocˇimo da smo zanemarili poredak rijecˇi. Kad bismo zaista generirali dokument na ovakav
nacˇin, dobili bismo nesˇto sˇto nije cˇitljivo. Medutim, ako nam je cilj samo pronac´i teme koje
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se javljaju u dokumentu, pogledom na neuredenu hrpu rijecˇi, mozˇemo dobiti predodzˇbu o
kojim temama dokument govori. Vazˇno je uocˇiti da svaki dokument u kolekciji dijeli
jednak skup tema, ali s drugacˇijim proporcijama.
Ovaj proces bismo htjeli realizirati, ali sve sˇto imamo su opazˇeni dokumenti. Zato nam
je cilj pronac´i latentnu, tematsku strukturu - teme koje su generirale dokumente, distribu-
ciju distribucija tema za svaki dokument, te cˇak i za svaku rijecˇ u dokumentu, koja tema
ju je generirala. Za distribuciju distribucija tema nam se prirodno namec´e Dirichletova
distribucija. Zato c´emo prvo dati njezin kratki pregled.
4.1 Dirichletova distribucija
Funkcija gustoc´e k-dimenzionalne Dirichletove slucˇajne varijable θ = (θ1, . . . , θk) s para-
metrima α = (α1, . . . , αk), αi > 0, i = 1, . . . , k, koja se nalazi u k − 1 dimenzionalnom
simpkesu S = {xi ∈ Rk : xi ≥ 0,
k∑
i=1
xi = 1} glasi
f (θ | α) = 1
B(α)
k∏
i=1
θαi−1i ,
gdje je B(α) beta funkcija definirana preko gama funkcije Γ(t) =
∞∫
0
xt−1e−xdx , na sljedec´i
nacˇin
B(α) =
∏k
i=1 Γ(αi)
Γ(
∑k
i=1 αi)
. (4.1)
Najvec´i nedostatak procjenitelja najvec´e izglednosti je sˇto je dobiven koristec´i samo
znanje dobiveno iz uzorka. Na taj nacˇin lako prenaucˇimo model. Kad bismo imali neko
apriorno znanje o distribuciji parametara razdiobe, bilo bi ga korisno ukomponirati u pro-
cjenitelj. Na primjer, ako bacamo simetricˇni novcˇic´, znamo da c´emo u velikom broju
bacanja imati otprilike podjednak broj pisma i glave. Medutim, ako novcˇic´ bacimo par
puta, mozˇe se dogoditi da ni jednom ne padne pismo. Takav pokus modeliramo Bernoul-
lijevom slucˇajnom varijablom X i dobiveni procjenitelj najvec´e izglednosti za ovaj pokus
je µML = p(X = ’pismo’) = 0. Takvom procjenom ne mozˇemo biti zadovoljni, jer nam
iskustvo govori da to nije realno. U tu svrhu bayesovski procjenitelj kombinira znanje iz
uzroka s apriornim znanjem o moguc´im parametrima θ. Kako parametar θ ne znamo (jer
inacˇe ne bismo trazˇili njegovu procjenu), tretiramo ga kao slucˇajnu varijablu i definiramo
njegovu distribuciju p(θ). Na primjer, za bacanje simetricˇnog novcˇic´a, visoku vjerojatnost
bi dali µ = 12 , a malu µ = 0. Koristec´i Bayesovo pravilo, kombiniramo apriorno znanje sa
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znanjem dobivenim iz uzorka
p(θ | D) = p(D | θ)p(θ)
p(D) =
p(D | θ)p(θ)∫
p(D | θˆ)p(θˆ)dθˆ .
Definiramo Bayesovski procjenitelj
θˆBayes = E[θ | D] =
∫
θp(θ | D)dθ .
Ovisno o umnosˇku p(D | θ)p(θ), takav procjenitelj mozˇe biti tesˇko izracˇunljiv. Medutim,
ako p(θ) i p(θ | D) dolaze iz iste familije distribucija, taj racˇun postaje jednostavan. Za
familiju F apriornih distribucija p(θ) kazˇemo da je konjugirana za izglednost p(D | θ) ako
je p(θ | D) ∈ F . Tada p(θ) zovemo konjugiranom apriornom distribucijom (eng. conjugate
prior) za izglednost p(D | θ).
Dirichletova distribucija je konjugirana apriorna distribucija multinomijalne distribu-
cije. Ako neki primjer ima multinomijalnu distribuciju i apriorna distribucija njezinog
parametra je Dirichletova, onda c´e i posteriorna distribucija tog parametra biti Dirchletova.
Zapisˇimo to matematicˇkom notacijom
α = (α1, . . . , αk) ,
p | α = (p1, . . . , pk) ∼ Dirichlet(k,α) ,
X | p = (x1, . . . , xk) ∼ Multinomial(k, p) ,
c = (c1, . . . , ck) ,
p | X,α ∼ Dirichlet(k, c + α) ,
gdje je ci broj primjera koji se nalaze u kategoriji i, za i = 1, . . . , k. Uocˇimo da nam α onda
sluzˇi kao apriorni parametar, tzv. hiperparametar (eng. hyperparameter).
Izvedimo josˇ jedno svojstvo Dirichletove distribucije, koje c´e nam kasnije biti korisno
p(p | X,α) = Dirichlet(p; c + α) = 1
B(c + α)
k∏
i=1
pci+αi−1i .
Buduc´i da je p(p | X,α) distribucija, integrirajuc´i po svim p moramo dobiti 1. Slijedi
1 =
∫
1
B(c + α)
k∏
i=1
pci+αi−1i dp =
1
B(c + α)
∫ k∏
i=1
pci+αi−1i dp .
Dobili smo
1
B(c + α)
∫ k∏
i=1
pci+αi−1i dp = B(c + α) . (4.2)
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4.2 Izvod modela
Koristit c´emo sljedec´u reprezentaciju opazˇenih varijabli – rijecˇi u dokumentima,
T =

{t1, . . . , tnd1 },{tnd1 +1, . . . , tnd1 +nd2 },
...
{t∑n−1
j=1 nd j +1
, . . . , t∑n
j=1 nd j
}
 =

{rijecˇi u 1. dokumentu},
{rijecˇi u 2. dokumentu},
...
{rijecˇi u n-tom dokumentu}
 ,
gdje je n, standardno, broj dokumenata, a ndi broj rijecˇi u i-tom dokumentu, i = 1, . . . , n.
Skup latentnih varijabli, slicˇno, reprezentiramo s
Z =

{z1, . . . , znd1 },{znd1 +1, . . . , znd1 +nd2 },
...
{z∑n−1
j=1 nd j +1
, . . . , z∑n
j=1 nd j
}
 =

{teme pridruzˇene rijecˇima u 1. dokumentu},
{teme pridruzˇene rijecˇima u 2. dokumentu},
...
{teme pridruzˇene rijecˇima u n-tom dokumentu}
 .
Dakle, zi ∈ Z odgovara temi koja je pridruzˇena rijecˇi ti ∈ T . Koristimo sljedec´e oznake
m . . . broj rijecˇi u kolekciji
n . . . broj dokumenata u kolekciji
k . . . broj razlicˇitih tema u kolekciji
mˆ . . . broj razlicˇitih rijecˇi u kolekciji
T = {ti}mi=1 . . . skup opazˇenih varijabli
Z = {zi}mi=1 . . . skup latentnih varijabli
T ¬i = T \ {ti} . . . skup opazˇenih varijabli bez i-te rijecˇi
Z¬i = Z \ {zi} . . . skup latentnih varijabli bez i-te teme
αi ∈ Rk+ . . . vektor apriornih tezˇina za teme u dokumentu, za i = 1, . . . , n
βi ∈ Rmˆ+ . . . vektor apriornih tezˇina za rijecˇi u temama, za i = 1, . . . , k
Ωd,i . . . broj rijecˇi iz d kojima je pridodana i-ta tema
Ωd . . . d-ti redak matrice Ω = (Ωd,i)
Ψi,v . . . broj rijecˇi iz kolekcije kojima je pridodana i-ta tema
Ψi . . . i-ti redak matrice Ψ = (Ψi,v)
Ω¬id, j . . . broj rijecˇi, izuzev ti, iz d kojima je pridodana j-ta tema
Ψ¬ij,v . . . broj rijecˇi iz kolekcije, izuzev ti, kojima je pridodana j-ta tema
θ = {θd,i} . . . θd,i = p(z = i | d), θd = p(z | d)
ϕ = {ϕi,v} . . . ϕi,v = p(t = v | z = i), ϕi = p(t | z = i)
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Standardno je uzeti jedan vektor α za sve dokumente i zahtijevati da su komponente tog
vektora malene, npr. 0.001. Na taj nacˇin dobijemo rijetku distribuciju (njezina masa je
koncentrirana u par tocˇaka) i, implicitno, dvije ili tri glavne teme po dokumentu. To isto
napravimo i za vektore apriornih tezˇina za rijecˇi u temama, β, odnosno, preferiramo par
rijecˇi za temu. Generativni proces za svaki dokument sada mozˇemo zapisati na sljedec´i
nacˇin:
ϕi | β ∼ Dirichlet(β), 1 ≤ i ≤ k ,
θd | α ∼ Dirichlet(α), 1 ≤ d ≤ n ,
zi | θd ∼ Multinomial(θd), 1 ≤ z ≤ nd ,
ti | ϕzi ∼ Multinomial(ϕzi), 1 ≤ t ≤ nd .
Pripadni graficˇki model ilustriran je Slikom 4.1.
Slika 4.1: Graficˇki model koji opisuje generativni proces u LDA. Unutarnji pravokutnik
oznacˇava ponavljanje postupka N ,N =
∑n
j=1 nd j , puta.
Trazˇimo latentnu, tematsku strukturu, odnosno Z, θ i ϕ, uz dana opazˇanja T . Dakle,
trebamo preokreniti generativni proces i naucˇiti posterirorne distribucije latetnih varijabli u
modelu s danim opazˇenim podacima. Taj proces je u literaturi na engleskom jeziku poznat
pod imenom ”posterior inference”. U LDA to znacˇi da trebamo izracˇunati
p(Z, θ, ϕ | T , α, β) = p(T ,Z, θ, ϕ | α, β)
p(T | α, β) .
U nazivniku se nalazi marginalna distribucija opazˇanja, koju u teoriji racˇunamo tako da pro-
sumiramo zajednicˇke vjerojatnosti skupa opazˇenih primjera, uz svaku od moguc´ih latent-
nih, tematskih struktura. Medutim, broj takvih struktura je jako velik i zato se marginalna
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distribucija mora aproksimirati. U tu svrhu postoje dvije osnovne kategorije algoritama,
algoritmi bazirani na uzorkovanju (eng. sampling-based methods) i varijacijski algoritmi
(eng. variational algorithms). Koji je pristup bolji, ovisi o modelu tema koji se koristi. U
nastavku c´emo opisati jedan algoritam baziran na uzorkovanju, tzv. Gibbsovo uzorkovanje
(eng. Gibbs sampling).
Gibbsovo uzorkovanje za LDA
Gibbsovo uzorkovanje je algoritam iz klase MCMC (eng. Markov Chain Monte Carlo) me-
toda za uzorkovanje. Koristimo ga kako bismo uzorkovali posteriornu distribuciju p(Z|T ),
uz dana opazˇanja T . Kada nademo vrijednosti latentnih varijabli iz skupaZ, dobit c´emo i
θ i ϕ.
Gibbsovim uzorkovanjem pronalazimo vrijednosti za p(Z|T ) tako da iterativno racˇuna-
mo p(zi |Z¬i,T ), zaZ¬i = {z j : j , i}. Gibbsovo uzorkovanje ne zahtjeva egzaktan izracˇun,
vec´ je dovoljno pronac´i funkciju f (·) takvu da vrijedi
f (zi | Z¬i,T ) ∝ p(zi | Z¬i,T ) .
U nastavku c´emo izvesti takvu funkciju f .
Prvo zapisˇimo zajednicˇku vjerojatnost u ovisnosti o α i β, a ϕ i θ c´emo prointegrirati,
p(Z,T | α, β) = p(T | Z, β)p(Z | α) ,
p(T | Z, β) =
∫
p(T | Z, ϕ)p(ϕ | β)dϕ . (4.3)
Znamo da je p(ϕ | β) Dirichletova distribucija, a p(T |Z, ϕ) multinomijalna razdioba, pa iz
njihovih definicija slijedi
p(ϕ | β) =
k∏
i=1
p(ϕi | β) =
k∏
i=1
1
B(β)
mˆ∏
v=1
ϕ
βv−1
i,v ,
p(T | Z, ϕ) =
m∏
j=1
ϕz j,t j =
k∏
i=1
mˆ∏
v=1
ϕ
Ψi,v
i,v .
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Uvrstimo posljednje dvije relacije u (4.3), pa slijedi
p(T | Z, β) =
∫ ( k∏
i=1
mˆ∏
v=1
ϕ
Ψi,v
i,v
)
·
( k∏
i=1
1
B(β)
mˆ∏
v=1
ϕ
βv−1
i,v
)
dϕi
=
∫ k∏
i=1
1
B(β)
mˆ∏
v=1
ϕ
Ψi,v+βv−1
i,v dϕi
=
k∏
i=1
( ∫
1
B(β)
mˆ∏
v=1
ϕ
Ψi,v+βv−1
i,v dϕi
)
.
Kada iskoristimo jednakost (4.2) dobijemo
p(T | Z, β) =
k∏
i=1
B(Ψi + β)
B(β)
.
Slicˇno, izvedemo i formulu za p(Z | α),
p(Z | α) =
∫
p(Z | θ)p(θ | α)dθ =
n∏
d=1
( ∫
1
B(α)
k∏
i=1
θ
Ωd,i+αi−1
d,i dθd
)
=
n∏
d=1
B(Ωd + α)
B(α)
.
Konacˇno, zajednicˇka vjerojatnost postaje
p(Z,T | α, β) = p(T | Z, β)p(Z | α) =
k∏
i=1
B(Ψi + β)
B(β)
·
n∏
d=1
B(Ωd + α)
B(α)
. (4.4)
Sada je sve spremno da izvedemo funkciju f , proporcionalnu s
p(zi = j | Z¬i,T ¬i, α, β) = p(
=Z︷      ︸︸      ︷
zi = j,Z¬i,T | α, β)
p(Z¬i,T | α, β) .
Buduc´i da samo zi ovisi o ti, nazivnik mozˇemo rastaviti kao
p(Z¬i,T | α, β) = p(Z¬i,T ¬i | α, β)p(Z¬i, ti | α, β) ,
pa slijedi
p(zi = j | Z¬i,T ¬i, α, β) ∝ p(Z,T | α, β)p(Z¬i,T ¬i | α, β) .
Kada uvrstimo jednakost (4.4), uz zi = j, dobijemo
p(zi = j | Z¬i,T ¬i, α, β) ∝ B(Ψ j + β)B(Ψ¬ij + β)
· B(Ωd + α)
B(Ω¬id + α)
, (4.5)
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gdje d oznacˇava dokument koji sadrzˇi rijecˇ ti. Prethodnu formulu mozˇemo pojednostaviti
ako iskoristimo reprezentaciju beta funkcije pomoc´u gama funkcije, (4.1). U nastavku,
izvodimo takvo pojednostavljenje za (4.5).
Prvo, istaknimo svojstvo Ψ j,v, odnosno, Ωd, j koje c´e biti korisno. Vrijedi
Ψ j,v =
Ψ¬ij,v + 1 v = ti ∧ zi = j ,Ψ¬ij,v inacˇe ,
Ωd, j =
Ω¬id, j + 1 d = di ∧ zi = j ,Ω¬id, j inacˇe .
(4.6)
Uvrstimo u jednakost (4.5) definiciju beta funkcije (4.1),
p(zi = j | Z¬i, ti = tˆ,T ¬i, α, β) =
∏mˆ
t=1 Γ(Ψ j,t + βt)
Γ
(∑mˆ
t=1(Ψ j,t + βt)
) · 1∏mˆ
t=1 Γ(Ψ
¬i
j,t + βt)
Γ
(∑mˆ
t=1(Ψ
¬i
j,t + βt)
)
·
∏k
z=1 Γ(Ωd,z + αz)
Γ
(∑k
z=1(Ωd,z + αz)
) · 1∏k
z=1 Γ(Ω
¬i
d,z + αz)
Γ
(∑k
z=1(Ω
¬i
d,z + αz)
) .
(4.7)
Koristec´i formule (4.6) i cˇinjenicu Γ(x + 1) = x · Γ(x), prvi faktor u (4.7) mozˇemo raspisati∏mˆ
t=1 Γ(Ψ j,t + βt)
Γ
(∑mˆ
t=1(Ψ j,t + βt)
) =
∏mˆ
t=1
t,tˆ
Γ(Ψ j,t + βt) · Γ(Ψ j,tˆ + βtˆ)
Γ
(∑mˆ
t=1
t,tˆ
(Ψ j,t + βt) + Ψ j,tˆ + βtˆ
) =
∏mˆ
t=1
t,tˆ
Γ(Ψ¬ij,t + βt) · Γ(Ψ¬ij,tˆ + 1 + βtˆ)
Γ
(∑mˆ
t=1
t,tˆ
(Ψ¬ij,t + βt) + Ψ
¬i
j,tˆ + 1 + βtˆ
)
=
∏mˆ
t=1
t,tˆ
Γ(Ψ¬ij,t + βt) · Γ(Ψ¬ij,tˆ + βtˆ) · (Ψ¬ij,tˆ + βtˆ)
Γ
(∑mˆ
t=1(Ψ
¬i
j,t + βt) + 1
)
=
∏mˆ
t=1 Γ(Ψ
¬i
j,t + βt) · (Ψ j,tˆ + βtˆ − 1)
Γ
(∑mˆ
t=1(Ψ
¬i
j,t + βt)
)
·
(∑mˆ
t=1(Ψ
¬i
j,t + βt)
)
=
∏mˆ
t=1 Γ(Ψ
¬i
j,t + βt)
Γ
(∑mˆ
t=1(Ψ
¬i
j,t + βt)
) · Ψ j,tˆ + βtˆ − 1∑mˆ
t=1(Ψ j,t + βt) − 1
.
Uocˇimo da je prvi faktor u zadnjoj jednakosti jednak reciprocˇnoj vrijednosti drugog faktora
iz (4.7). Slicˇno se raspisˇe i trec´i faktor u (4.7), pa konacˇno imamo
p(zi = j | Z¬i, ti = tˆ,T ¬i, α, β) = Ψ j,tˆ + βtˆ − 1∑mˆ
t=1(Ψ j,t + βt) − 1
· Ωd, j + α j − 1∑k
z=1(Ωd,z + αz) − 1
.
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Buduc´i da nazivnik drugog faktora ne ovisi o zi, a trazˇimo f (zi) ∝ p(zi), za zi = j vrijedi
f (zi) = p(zi = j | Z¬i, ti = v,T ¬i, α, β) ∝ Ψ j,v + βti − 1∑mˆ
v=1(Ψ j,v + βv) − 1
(Ωd, j + α j − 1) .
Dobili smo trazˇenu funkciju f s kojom mozˇemo uzorkovati posteriorne vjerojatnosti la-
tentnih varijabli.
Iz definicija θ j,t i ϕd, j slijedi,
θ j,t =
Ψ j,t + βt∑mˆ
vˆ=1(Ψ j,vˆ + βvˆ)
,
ϕd, j =
Ωd, j + α j∑k
z=1(Ωd,z + αz)
.
Time smo u potpunosti definirali trazˇenu latentnu, tematsku strukturu.
Kao mjeru slicˇnosti dvaju dokumenata mozˇemo opet iskoristiti Fisherove jezgre ili si-
metricˇnu verziju KL-divergencije
KLα(d, q) = α · KL(p, αp + (1 − α)q) + (1 − α) · KL(q, αq + (1 − α)p) .
Za α = 12 dobijemo tzv. Jensen-Shannonovu divergenciju.
Poglavlje 5
Primjeri
U ovom poglavlju primijenit c´emo opisane modele na vrlo jednostavne, ilustrativne pri-
mjere. Koristit c´emo programski jezik Python, koji je danas jedan od najcˇesˇc´e korisˇtenih
programskih jezika u podrucˇju strojnog ucˇenja (eng. machine learning) i obrade prirodnog
jezika (eng. natural language processing). Razlog tome je razvoj mnogobrojnih biblioteka
i ekstenzija koje olaksˇavaju rad u tim podrucˇjima. Na primjer, za rad s opisanim latentnim
modelima koristan je programski alat Gensim, koji koristi NumPy, SciPy i Cython, te tako
rezultira jako brzim i efikasnim algoritmima. Gensim ima odlicˇno napisanu dokumenta-
ciju s puno primjera koja se mozˇe nac´i na adresi https://radimrehurek.com/gensim/
tutorial.html.
Prvo c´emo pokazati osnovne pojmove iz Poglavalja 1 na primjeru iz [5]. Zatim c´emo
reprezentirati modeliranje tema, koristec´i Gensim, na malom dijelu Wikipedije. Velicˇina
cijele Wikipedije ne predstavalja problem za Gensim. Medutim, ne zˇelimo prikazati nje-
govu efikasnost na velikoj bazi podataka, vec´ samo demonstrirati modele. Koristit c´emo
samo LSA i LDA, jer se pLSA, uz parametre α, η = 1, mozˇe dobiti iz LDA [7]. Medutim,
treba imati na umu da LDA nije uvijek superiornija metoda od pLSA.
5.1 Model vektorskog prostora
Uzet c´emo skup dokumenata kojeg su uzeli autori latentne semanticˇke analize u [5]. Pomo-
c´u funkcije nltk.FreqDist i bibiloteke pandas, dobit c´emo pojmovno-dokumentnu ma-
tricu u kojoj umjesto, tf-idf, tezˇina imamo broj pojavljivanja rijecˇi u dokumentu (Slika
5.1). Funkcijom TfidfVectorizer iz klase sklearn.feature extraction.text u
biblioteci sklearn, mozˇemo dobiti pojmovnu-dokumentnu matricu iz Poglavlja 1.
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Slika 5.1: Pojmovno-dokumentna matrica u kojoj za svaku rijecˇ pisˇe broj njezinog pojav-
ljivanja u svakom od devet dokumenata u kolekciji
Kolekciju dokumenata, gdje je svaki dokument jedna recˇenica, u Pythonu-u definiramo
na ovaj nacˇin
In [1]: documents = ["Human machine interface for lab abc computer applications",
"A survey of user opinion of computer system response time",
"The EPS user interface management system",
"System and human system engineering testing of EPS",
"Relation of user perceived response time to error measurement",
"The generation of random binary unordered trees",
"The intersection graph of paths in trees",
"Graph minors IV Widths of trees and well quasi ordering",
"Graph minors A survey"]
Uocˇimo da u kolekciji imamo dvije grupe dokumenata, jedni govore o interakciji ko-
risnika i racˇunala, dok drugi govore o grafovima.
Funkcijom cosine similarity iz bibiloteke sklearn izracˇunamo matricu slicˇnosti
dokumenata (eng. similarity matrix). Rezultat vidimo na Slici 5.2. Udaljenost dvaju doku-
menata definiramo s
dist(d1, d2) = 1 − simcos(d1, d2) .
Broj znacˇajki je jednak broju rijecˇi u kolekciji, dakle, broj znacˇajki je 42. Zˇelimo
prikazati vektore (dokumente) iz prostora dimenzije 42, kao tocˇke u dvodimenzionalnom
prostoru. Algoritam koji to omoguc´ava zove se multidimenzionalno skaliranje (eng. mul-
tidimensional scaling) i njegova implementacija se nalazi u biblioteci sklearn. Dobivenu
vizualizaciju mozˇemo viditi na Slici 5.3. Kao sˇto je ocˇekivano, vidimo dvije grupe koje su
linearno odvojive.
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Slika 5.2: Matrica slicˇnosti za dokumente u kolekciji
5.2 Modeliranje tema
Predprocesiranje
Koristec´i funkcije iz klase gensim.corpora.wikicorpus mozˇemo izravno ucˇitati tekst
cˇlanaka, bez raspakiravanja baze. Prije primjene modela moramo ocˇistiti podatke, od-
nosno, moramo napraviti predprocesiranje podataka (eng. data preprocessing). Ucˇitavajuc´i
tekst iz baze, odmah zahtijevamo da rijecˇ nije tzv. stop-rijecˇ (eng. stop-word). To su rijecˇi
koje se ucˇestalo pojavljuju u jeziku ili sluzˇe tome da recˇenice budu gramaticˇki korektne.
U klasi gensim.parsing.preprocessing se nalazi skup stop-rijecˇi za engleski jezik.
Prvih deset su: ”all”, ”six”, ”just”, ”less”, ”being”, ”indeed”, ”over”, ”move”, ”anyway”,
”four”. Osim toga, koristec´i gensim.utils.simple preprocess velika slova pretva-
ramo u mala i korjenujemo (eng. stem) – svodimo rijecˇi na njihov osnovni oblik. Kasnije
je uocˇeno da korjenovanje pomoc´u te funkcije nije zadovoljavajuc´e, pa koristimo klasu
nltk.stem.snowball iz biblioteke nltk. Vec´ina algoritama radi s numericˇkim vrijednos-
tima, pa svakoj rijecˇi moramo pridruzˇiti jedinstveni broj. To preslikavanje zovemo rjecˇnik
(eng. dictionary) i definirano je klasom gensim.corpora.dictionary.Dictionary.
Funkcijom filter extremes iz te klase odstranimo rijecˇi koje se pojavljuju u premalo ili
previsˇe dokumenata. Sada smo spremni napraviti reprezentaciju kolekcije ”vrec´om rijecˇi”
(eng. bag of words represetation). U Gensim-u to cˇinimo pomoc´u funkcije doc2bow koja
se isto nalazi u klasi gensim.corpora.dictionary.Dictionary.
Primjena modela
Na dijelu baze treniramo LDA i LSA model pomoc´u klasa gensim.models.LdaModel
i gensim.models.LsiModel. Za LSA smo prethodno napravili transformaciju u tf-idf
shemu funkcijom gensim.models.TfidfModel. Teme koje su modeli pronasˇli vizualizi-
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Slika 5.3: Vizualizacija dokumenata u dvodimenzionalnom prostoru
ramo grafom pomoc´u bibloteke networkx (Slika 5.5 i 5.4). Spomenute klase za treniranje
modela omoguc´avaju trivijalno transformiranje novih dokumenata u novonastale prostore.
Evaluacija modela
Jedan moguc´i nacˇin evaluacije predlozˇen je u [4] pod nazivom umetanje rijecˇi (eng. word
intrusion). Evaluiranje se provodi tako da se od najvazˇanijih rijecˇi, sˇto su u LDA one s
najvec´om vjerojatnosˇc´u, nasumicˇno odabere jedna i zamijeni s rijecˇju koja se ne nalazi
u toj temi, odnosno, cˇija je vjerojatnost jednaka nula. Zatim se teme sa zamijenjenim
rijecˇima prezentiraju osobi koja mora pogoditi koja rijecˇ je zamijenjena.
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Slika 5.4: Teme pronadene na dijelu Wikipedije pomoc´u LSA
Dakle, nakon sˇto smo dobili teme s uzorka cˇlanaka s Wikipedije i zamijenili jednu rijecˇ
iz svake teme, trazˇimo odgovor na sljedec´e pitanje:
Da li mozˇete uocˇiti rijecˇ koja je promijenjena?
1: person example bc means god word body numbers human theory
2: language government countries country bc roman party px empire languages
3: king england church france ii son movies roman st death
4: labour album league team season food band player football released
5: rgb hex movie color series story movies light film album
6: actor german french british actress writer islands politician footballer president
7: water species animals food plants body hex jpg chemical common
8: air airlines soviet germany space german nuclear means military car
9: music wrote band song songs opera piano rock play london
10: island river islands east color sea jpg largest population region
POGLAVLJE 5. PRIMJERI 46
Slika 5.5: Teme pronadene na dijelu Wikipedije pomoc´u LDA
Rijecˇi koje su zaista promijenjene spremljene su u posebnu listu. Ispisˇimo ju,
Stvarne zamjene su:
[(0, (u’things’, u’bc’)), (1, (u’india’, u’roman’)),
(2, (u’london’, u’movies’)),(3, (u’won’, u’food’)),
(4, (u’red’, u’album’)), (5, (u’singer’, u’islands’)),
(6, (u’cells’, u’hex’)), (7, (u’plane’, u’means’)),
(8, (u’popular’, u’london’)),(9, (u’capital’, u’color’))]
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Medutim, ovaj nacˇin je zasnovan na odokativnoj procjeni cˇovjeka. Tvorci Gensim
alata iz tog su razloga predlozˇili drugi nacˇin evaluacije. Oni su sve dokumente iz skupa za
testiranje podijelili na dva dijela i svaki zasebno transformirali u LDA, odnosno, LSA pros-
tor. Zatim su racˇunali koliko su slicˇni u tom prostoru. Srednja vrijednost tako dobivenih
slicˇnosti mora biti sˇto vec´a. Osim toga, usporedivali su dijelove dokumenta s proizvoljnim
dijelovima ostalih dokumenata. Srednja vrijednost tako dobivenih slicˇnosti mora biti sˇto
manja. Dobivene srednje vrijednosti slicˇnosti medu dijelovima istog dokumenta i srednje
vrijednosti slicˇnosti proizvoljnih parova dijelova, jednake su redom:
LDA
0.819554506799
0.256792083816
LSI
0.84162555348
0.441589808629
Srednja vrijednost slicˇnosti dijelova istog dokumenta je neznatno vec´a kod LSA, ali je
srednja vrijednost slicˇnosti proizvoljnih parova za LSA znacˇajnije vec´a nego kod LDA.
Pretrazˇivanje najrelevantnijih dokumenata za dani upit
Problem pronalaska najrelevantnijih dokumenata za neki upit sveli smo na problem pro-
nalaska najslicˇnijih dokumenata u novim prostorima. Gensim omoguc´ava lako rjesˇavanje
tog problema. Potrebno je samo transformirati upit u novonastali prostor i iskoristiti klasu
gensim.similarities.Similarity. Za sljedec´i upit,
In [52]: query = "April is the fourth month of the year, and comes between March \
and May. It has 30 days. April begins on the same day of week as July in \
all years and also January in leap years."
trazˇili smo pet najslicˇnijih dokumenata u LSA prostoru. Ispisˇimo naslove tih cˇlanka i par
rijecˇi koje se nalaze u njima
December [u’december’, u’twelfth’, u’month’, u’year’, u’gregorian’, u’calendar’]
February [u’february’, u’second’, u’month’, u’year’, u’coming’, u’january’]
Leap year [u’leap’, u’year’, u’comes’, u’years’, u’year’, u’extra’]
November [u’november’, u’eleventh’, u’penultimate’, u’second’, u’month’, u’year’]
New Year’s Day [u’new’, u’year’, u’day’, u’holiday’, u’countries’, u’created’]
Uocˇimo da smo dobili dokumente koji su vezani za dani upit, te smo zadovoljni kako
je LSA rijesˇila problem pronalaska najrelevantnijih dokumenata za ovaj upit.
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Sazˇetak
U danasˇnje vrijeme sve visˇe tezˇimo tome da omoguc´imo da racˇunalo izvrsˇava zadatke, koje
cˇovjek cˇini rutinski, jednako brzo i efikasno. Jedan od takvih zadataka je i pronalazak par
dokumenata iz kolekcije koji su najrelevantniji za korisnikov upit.
Prvi korak u rjesˇavanju tog problema je reprezentacija kolekcije dokumenata pojmo-
vno-dokumentnom matricom, cˇiji elementi predstavljaju tf-idf tezˇine rijecˇi u dokumentu.
Na taj nacˇin smo svaki dokument prikazali vektorom u prostoru pojmova. Ako i upit
prikazˇemo vektorom, onda za usporedbu upita i dokumenta iz kolekcije, mozˇemo isko-
ristiti standardne mjere slicˇnosti, poput kosinusne. U takvom prostoru, sinonimi c´e biti
ortogonalni, a visˇeznacˇnice c´e biti predstavljene jednim vektorom, neovisno o kontekstu u
kojem se rijecˇ nalazi.
Motivirani tom cˇinjenicom i velikom dimenzijom pojmovno-dokumentne matrice, o-
dlucˇili smo ju aproksimirati matricom nizˇeg ranga. Aproksimaciju je omoguc´ila singu-
larna dekompozicija matrice (SVD). Pokazali smo da aproksimacijom uzimamo u obzir
kontekst u kojem se rijecˇ nalazi. Kako bismo korisnikov upit mogli usporediti s vekto-
rima dokumenata u novonastalom prostoru i njega transformiramo. Pokazali smo kako u
slucˇaju dinamicˇke kolekcije mozˇemo dodati nove dokumente i pojmove u vec´ postojec´i
latentni prostor.
Iako je opisana metoda, koju krac´e zovemo LSA, donekle rijesˇila problem sinonima,
preostao je problem s visˇeznacˇnicama. Osim toga, LSA pretpostavlja da sˇum uzorka po-
dataka (dobiven zbog jezicˇne varijabilnosti) ima Gaussovu distribuciju, sˇto nije prirodna
pretpostavka. Sljedec´om metodom, pLSA, pretpostavili smo da svaki dokument dolazi iz
nekog generativnog, vjerojatnosnog procasa cˇije parametre trazˇimo maksimizacijom iz-
glednosti. Svaki dokument je mjesˇavina latentnih koncepta i trazˇimo posteriorne vjerojat-
nosti tih koncepta uz dana opazˇanja. Medutim, pLSA ih shvac´a kao parametar modela, sˇto
dovodi do prenaucˇenosti.
Zato smo prezentirali josˇ jedan model, LDA, koji te vjerojatnosti tretira kao distribuciju
koja ovisi o nekom parametru. Kao i pLSA, i LDA reprezentira dokumente kao mjesˇavinu
latentnih tema, ali teme su sada distribucije rijecˇi iz rjecˇnika. Zato je bilo potrebno defini-
rati neku distribuciju distribucija, gdje se prirodno nametnula Diricheltova distribucija.
Na kraju smo ukratko prikazali modeliranje tema na kolekciji cˇlanaka iz Wikipedije.
Summary
Nowadays, more and more important is to make a computer that performs tasks that man
does routinely, as fast and efficiently. One of these tasks is finding a few documents from
the given collection, that are most relevant for user’s query.
The first step in solving this problem is representing the collection of documents as a
term-document matrix, whose elements are tf-idf weights of words in the document. In
this way, we represent each document as a vector in the space of terms. If the query is
represented as a vector as well, standard similarity measures, such as a cosine similarity,
can be used for comparison of the query and documents. In such space, synonyms will be
orthogonal and polysemies will be presented with one vector, regardless of the context of
the word.
Motivated by this fact, and a large dimension of the term-document matrix, a lower
rank approximation of the matrix is done. The approximation is gained using a singular
value decomposition (SVD) of the matrix. We have shown that the approximation takes
into account the context of the words. The query needs to be transformed into a new space
as well, so it can be compared with vectors in this lower dimensional space. We showed
how can we add new documents and terms in the case of a dynamic collection.
While this method, solves the problem of synonyms to some extent, the problem with
polysemies remains unsolved. In addition, LSA assumes that the data noise (gained from
language variability) has a Gaussian distribution, which is not a natural assumption. The
following method, pLSA, assumes that each document comes from a generative, probabi-
listic process, whose parameters we seek with maximization of likelihood. Each document
is a mixture of latent concepts and we look for posterior probabilities of these concepts
when observations are given. However, pLSA assumes these probabilities are parameters
of model which leads to over-fitting of the model.
Therefore, we present another model, LDA, that treats these probabilities as a distribu-
tion that depends on some parameter. Documents are, again, represented as a mixture of
latent topics, but these topics are a distribution of words from the dictionary. Therefore,
it is necessary to define a distribution of distributions and a natural choice is the Dirichelt
distribution.
Finally, we have briefly presented a topic modeling of the collection of articles from
Wikipedia.
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