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We present a basis-set-free approach to the variational quantum eigensolver using an adaptive
representation of the spatial part of molecular wavefunctions. Our approach directly determines
system-specific representations of qubit Hamiltonians while fully omitting globally defined basis
sets. In this work, we use directly determined pair-natural orbitals on the level of second-order
perturbation theory. This results in compact qubit Hamiltonians with high numerical accuracy. We
demonstrate initial applications with compact Hamiltonians on up to 20 qubits where conventional
representation would for the same systems require 40-100 or more qubits.
I. INTRODUCTION
Within the framework of the Born–Oppenheimer
approximation, the electronic structure of molecules
is described as a multi-dimensional wave function of
electrons in an external potential, usually generated by
the charges of the nuclear framework. Finding accurate
approximations to describe those multi-dimensional
wave functions is one of the key goals in quantum
chemistry, and several types of models have emerged
over the last decades. [1] Most models formally
decompose the multi-dimensional electronic wave
function into a linear combination of anti-symmetrized
tensor products (Slater determinants) of one-electron
wavefunctions (spin-orbitals). The spin component
can be described completely by the two spin-up
and spin-down basis states, leaving only the spatial
part of the orbitals to be represented. Traditional
electronic structure packages usually use global sets of
atom-centered basis functions to describe the spatial
parts of the orbitals. Those basis functions mimic
the solutions of the Hydrogen atom and the whole
procedure is referred to as a linear combination of
atomic orbitals (LCAO). The by far most prominent
choice are atom-centered Gaussian functions multiplied
by polynomial factors. [2, 3] The exponents of the
Gaussian functions are globally defined for each atom
which leads to a large number of different basis sets for
each individual atom (the EMSL basis set exchange
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library [4] lists currently 429 different basis sets for the
Carbon atom alone) making it a non-trivial task to
pick the right basis set for the right computation for
non-experts. Alternatives to Gaussian basis sets, such
as exponential functions [5] (Slater-type basis sets) and
Sturmians [6], exist and are topic of ongoing research.
Basis-set-free approaches represent the spatial part
of the orbitals or other wavefunctions without the
use of a globally defined basis set. Some examples
are approaches based on Daubechies wavelets [7, 8],
Lagrange-sinc functions [9] or multiresolution analysis
(MRA) [10–13]. MRA offers an alternative to the
traditional basis sets by representing the spatial parts
of molecular wavefunctions on adaptive real-space
grids, where wavelet-based numerical techniques allow
adaptive refinement of the grid in a black-box fashion.
MRA allowed the development of highly accurate
quantum chemistry algorithms for DFT ground-state
energies [10, 14], excitation energies [15, 16], polariz-
abilities [17, 18], magnetic properties [19, 20], as well
as relativistic applications [21, 22]. Initial treatment of
correlated methods beyond density functional theory
aimed at representing multi-electron wavefunctions
directly, resulting in basis-set-free and virtual-orbital-
free approaches. [23–26] Recently, an approach to
directly determine MRA-represented pair natural
orbitals (MRA-PNOs) on the level of Møller-Plesset
perturbation theory of second order (MP2) was demon-
strated. This approach allows to grow near-optimal
system-adapted PNOs from scratch without the use
of a global basis set. In this work we will apply those
MRA-PNOs in a more general framework beyond the
MP2 model, similar to PNO-based methods within
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2LCAO approaches [27].
Classical quantum chemistry algorithms are highly opti-
mized towards Gaussian basis sets (GBS), which makes
them the dominant choice of representation. Quan-
tum algorithms have not reached this highly optimized
stage and current research is exploring alternative rep-
resentations, for example plane-waves [28] or Gaus-
slets [29], which offer advantages over Gaussian basis
sets within the context of quantum computation. In
this work we introduce a basis-set-free approach to the
variational quantum eigensolver (VQE) [30, 31], a class
of algorithms that variationally minimize the expecta-
tion value of a qubit Hamiltonian using a parametrized
quantum circuit. The basis-set-free qubit Hamiltoni-
ans are constructed from directly determined occupied
Hartree-Fock orbitals and MRA-PNOs. [32] In contrast
to global basis sets the orbitals are optimized system-
specific with a surrogate model (MP2), that already
accounts for electron correlation. This allows to con-
struct compact qubit Hamiltonians, that use a signifi-
cantly lower number of qubits as qubit Hamiltonians,
that are built from LCAO representations, without sac-
rificing numerical precision. In variational quantum al-
gorithms, the reduction of the qubit resources has be-
come a very relevant goal of the field, particularly for
applications in chemistry. Current approaches include
external corrections, such as the (virtual) quantum sub-
space expansion [33] or recently also explicitly corre-
lated approaches in the form of trans-correlated Hamil-
tonians [34, 35], and come with additional costs in quan-
tum measurements and classical computation. These
methods can as well be applied within the framework
of this work and potentially lower the qubit resources
even further. Here, we develop a way to directly con-
struct system-specific compact qubit Hamiltonians with
high numerical precision providing a path towards high
accuracy quantum chemistry with variational quantum
algorithms.
II. THE SPATIAL REPRESENTATION IN
ELECTRONIC STRUCTURE
When solving the electronic structure problem, one
aims to find approximations for the eigenenergies of
electronic Hamiltonians, which for Ne electrons with
coordinates ~rk ∈ R3 are defined as
H (~r1, . . . , ~rNe) =
Ne∑
k=1
h (~rk) +
1
2
Ne∑
k 6=l
g (~rk, ~rl) , (1)
where h = T + V denotes the one-electron kinetic
energy operator T with the external potential V , and
g(~rk, ~rl) the electron-electron Coulomb potential. For
molecules, the external potential V (~r) is given by the
sum of Coulomb potentials between the individual
point charges of the nuclei and an electron at position
~r. The eigenfunctions of the electronic Hamiltonian
are anti-symmetric multi-dimensional functions in
R3Ne , making brute-force grid-based computation an
unfeasible task. The requirement of having an anti-
symmetrized wavefunction arises from the fermionic
nature of the electrons and is usually handled by
using Slater determinants or anti-commuting second-
quantized operators.
In order to tackle this challenge, a large family of
approximations to the electronic wavefunction have
been introduced. The most prominent is the Hartree-
Fock (HF) method, that variationally optimizes a
single Slater determinant, therefore reducing the 3Ne-
dimensional problem to Ne coupled three-dimensional
non-linear problems. Improvements upon Hartree-Fock,
like configuration-interaction (CI) and coupled-cluster
(CC) methods, add more anti-symmetrized functions
to the wavefunction ansatz. These additional functions
often are created by replacing n orbitals in the initial
determinant by correlated n-electron functions. In
conventional quantum chemistry, the spatial parts of
the Hartree-Fock orbitals are represented with globally
defined fixed LCAO basis sets for each individual
atom. The Hartree-Fock algorithm is then simplified
to optimize only the LCAO coefficients, resulting in
the Roothaan equations, which often are still referred
to as Hartree-Fock. A N -orbital basis set results in
2N -orthonormal spin-orbitals, of which the first Ne
define the Hartree-Fock reference determinant. This
leaves 2N − Ne virtual spin-orbitals free to represent
the correlated electron functions used in CI and CC
methods. [25]
Within the language of second quantization, the de-
scription of these methods can be significantly simpli-
fied. [3, 36–38] The second-quantized electronic Hamil-
tonian can be written using abstract field operators [39]
ψˆ† (x), ψˆ (x), that create or annihilate electron density
at spin-coordinate x = (~r, σ)
H =
∫
dx ψˆ† (x)h (x) ψˆ (x) (2)
+
1
2
∫
dxd y ψˆ† (x) ψˆ† (y) g (x, y) ψˆ (y) ψˆ (x) .
Formal expansion of the field operators into an orthog-
onal set of spin-orbitals as ψˆ (x) =
∑
k ϕk (x) aˆk leads
to the numerically more suitable form
H =
∑
kl
hklaˆ
†
kaˆl +
1
2
∑
klmn
gklmnaˆ
†
kaˆ
†
l aˆnaˆm, (3)
were hkl and gklmn are integrals over spin-orbitals in
Dirac notation. Within the scope of variational quan-
3tum algorithms, the second-quantized Hamiltonian can
then be transformed to a qubit Hamiltonian using var-
ious encodings [40–42]. Canonically, when global ba-
sis sets are used, the second-quantized Hamiltonian
in Eq. (3) is constructed by the occupied and virtual
Hartree-Fock orbitals. This can be interpreted as pre-
optimizing the orbitals within a fixed set of basis func-
tions by a mean-field method. In this work, we con-
struct the second-quantized Hamiltonian from the oc-
cupied Hartree-Fock orbitals solved variationally within
a multiresolution analysis (MRA) representation [10]
combined with directly determined pair-natural or-
bitals [32] optimized by MP2. In other words, we are
pre-optimizing the orbitals with a correlated method
and within a basis-set-free adaptive representation. In
Fig. 1, we illustrate the construction of the qubit Hamil-
tonians using the basis set and the MRA-PNO based
basis-set-free approach. Conceptually, the biggest dif-
ference to the canonical construction is, that our ap-
proach does not rely on globally fixed sets, but rather
optimizes the orbitals directly and system-specific. This
allows the freedom to adapt to the molecule at hand, in
order to find a close-to-optimal compact representation.
III. METHODOLOGY
Most MRA based optimization protocols in quantum
chemistry solve a Schrödinger-like differential equation(
∆2
2
+ V
)
|Ψ〉 = E |Ψ〉 (4)
by transforming it into an integral equation using the
bound-state Helmholtz Green’s function GE as kernel
Ψ (r) = −2
∫
d r GE(r, r
′)V (r′) Ψ (r′) , (5)
leading to an iterative optimization of the wavefunc-
tion. [43, 44] Usually, this leads to a self-consistent
coupled set of equations, where the potential V depends
on the wavefunctions. We refer to Refs. [10] for the
initial description within the HF and density func-
tional approaches and a recent review [12] for further
details on MRA based methods. The MRA-PNO-MP2
optimization, used as a surrogate model in this work,
is described in detail in Ref. [32].
In this approach, occupied and localized Hartree-Fock
orbitals are optimized according to Ref. [10], and
initial pair-specific guess functions for the PNOs are
created by multiplying monomials onto the optimized
HF orbitals. These initial PNOs further are opti-
mized according to Eq. (5), where V is determined
by the PNO-MP2 Hylleraas functional. In order to
construct the qubit Hamiltonians, we globally select
Figure 1. Constructing Molecular Qubit Hamiltoni-
ans: (Left) Representation of the spatial part of molecular
orbitals by a fixed set of atom-centered Gaussian functions.
This is a global basis set, where functions for each atom are
globally defined throughout all possible molecules. (Right)
The spatial part of the molecules is represented with mul-
tiresolution analysis (MRA) resulting in a locally adaptive
representation. Pair natural orbitals (PNOs) are directly
determined and optimized within the MRA representation
by a surrogate model (in this work MP2). Truncation of the
representation to the available qubit number is naturally
given by the occupation numbers of the PNOs.
the MRA-PNOs with the largest occupation numbers
and orthonormalize them via Cholesky decomposition.
Combined with the occupied HF orbitals, we obtain
an orthonormal set of orbitals. This set defines our
second-quantized Hamiltonian, that finally is trans-
formed to a qubit Hamiltonian using standard qubit
encodings.
4IV. INITIAL APPLICATIONS
To evaluate the accuracy and efficiency of the proposed
approach, we employ MRA-PNO-MP2 as a basis-
set-free surrogate model to the variational quantum
eigensolver. We employed the UpGCCSD model of
Ref. [45] to construct the quantum circuits. All used
model systems are chosen such that they are well
described by this ansatz, which allows to focus on
the numerical accuracy of the qubit Hamiltonians
without worrying about the quality of the ansatz. An
overview of the qubit requirements using MRA and
GBS representations is given in Tab. I, where we report
significant improvement for all systems and types of
energy metrics investigated in this work. As energy
metrics we used non-parallelity (NPE) and maximum
(MAX) errors and a reaction barrier. Non-parallelity
errors [45] are defined as the difference between the
maximal and minimal error on a given potential
energy surface. Note that, other than in Ref. [45], the
reference values are here also chosen with respect to
the underlying one-particle basis. The MRA-PNOs are
optimized according to Ref. [32] using madness[11].
Note, that in this work the MRA-PNOs were optimized
without regularizing the Coulomb singularity.
VQE calculations are performed with tequila [46] us-
ing qulacs [47] as quantum backend, the BFGS opti-
mizer of scipy [48] with a 2-point finite difference sten-
cil for the gradient and the qubit encodings of open-
fermion [49]. LCAO reference calculations are per-
formed with psi4 [50]. All VQE calculations initialize
the UpGCCSD parameters with zero (i.e. starting from
the HF reference state). Representations of Hamiltoni-
ans are abbreviated with MRA(Ne,Nq) for MRA-PNOs
and the acronym for standard LCAO basis sets. The
values in parentheses represent the number of electrons
Ne and qubits Nq (spin-orbitals). Note, that classi-
cal FCI calculations with basis sets corresponding to
large qubit Hamiltonians with 50 or more qubits are
possible, since these algorithms are not operating in
the full Fock space of the second quantized Hamilto-
nian. For simplicity, we omitted known general com-
pression schemes that allow to reduce the number of
qubits by two when combined with parity based encod-
ings [51], since these would apply to all qubit Hamil-
tonians in this work in the same way. The numerical
accuracy of the qubit Hamiltonian is independent of the
encoding. The results of this work where obtained with
the Jordan-Wigner representation, the implementation
with tequila however does support other encodings.
The qubit encoding can influence the results of possible
future demonstrations on real quantum hardware, since
it will result in different gate decomposition of the VQE
unitary and therefore will have varying properties with
System Metric Qubits/MRA Qubits/GBS More
He MAX 4 4-10 Fig. 3
Be MAX 10 10-18 Fig. 3
H2 NPE 4 20-56 Figs. 5, 4
H2 NPE 8 20-56 Figs. 5, 4
H2 NPE 20 56-120 Figs. 5, 4
H2 MAX 4 8 Figs. 5, 4
H2 MAX 8 20-56 Figs. 5, 4
H2 MAX 20 56 Figs. 5, 4
LiH NPE 12 20-38 Figs. 5, 4
LiH NPE 20 38 Figs. 5, 4
LiH MAX 12 20-38 Figs. 5, 4
LiH MAX 20 170-288 Figs. 5, 4
BH NPE 12-20 38-88 Figs. 5, 4
BH MAX 12-20 38-88 Figs. 5, 4
NH3 ∆E 12-18 58-100 Fig. 2
Table I. Qubit Requirements of MRA and GBS rep-
resentations: Qubit requirements for the MRA Hamiltoni-
ans used in this work compared to qubit requirements using
standard Dunning-type basis sets that achieve comparable
accuracy within different metrics. The employed metrics
are non-parallelity (NPE) and maximum (MAX) errors on
potential energy surfaces and a reaction barrier (∆E).
Figure 2. Umbrella reaction of Ammonia: Energy bar-
riers in relation to qubit requirements. Results are computed
with different classical methods and the basis-set-free VQE
(UpGCCSD ansatz).
regard to the specifics of the device noise characteristics.
A. Helium and Beryllium Atom
As an initial test, we computed the energies of the
Helium and Beryllium atom, where the true energies
close to the complete basis set (CBS) limit are known
from different highly accurate numerical calculations in
the literature. [52–54] The results are shown in Fig. 3,
where we show the absolute energies w.r.t the qubit
5requirements. MRA-MP2 results are shown for the He-
lium atom to illustrate that the problem is not fully
solved by the surrogate model. For atoms, LCAO basis
sets are expected to perform well, and the basis-set-free
Hartree-Fock orbitals and PNOs have the same shape
as atomic orbitals. One of the main differences is the
missing nuclear cusp [55, 56], which is present in all
molecular wavefunctions due to the singularities in the
nuclear Coulomb potential, and cannot be represented
by primitive Gaussian functions. Gaussian basis sets
mitigate this using contracted Gaussian basis functions.
The STO-3G basis set for example uses three Gaus-
sians to represent one contracted basis function while
the STO-6G uses six. This explains the significantly
better performance of STO-6G compared to STO-3G
in Fig. 3. The other basis sets are expected to rep-
resent the nuclear cusp well. Their slow convergence
is a known phenomenon resulting from the electronic
cusp [55, 57] in the wavefunctions, which is generated by
the singularities in the electron-electron potential and
hard to represent in a separated representation. This
holds also true for the MRA-PNOs in this work, since
the many-electron wavefunction is still represented as a
separated representation using one-electron wavefunc-
tions. For the Helium atom, a decrease in the slope of
the convergence can already be observed, and we ex-
pect the same for the Beryllium atom with increasing
number of qubits. The basis-set-free approach however
achieves significantly more accurate results compared
to the LCAO representations. In future works, the
representation could be further improved by explicitly
correlated approaches that correct the inaccurately de-
scription of the electronic cusp. [54] These techniques
can already be applied in the MRA-PNO optimiza-
tion [32], and recently such methods have been intro-
duced for VQEs in the form of transcorrelated Hamil-
tonians. [34, 35]
B. Diatomic Dissociation Curves
We simulated VQE energies with the UpGCCSD
model along the potential energy surfaces of the small
diatomic molecules H2, LiH and BH and compared it
with exact diagonalization (FCI) achieved with larger
basis sets. The potential energy surfaces are shown
in Fig. 5. MP2/MRA results are shown for the H2
atom to illustrate that the problem is not fully solved
by the surrogate model which performs poorly for the
stretched geometries where the improvements in the
method are within the same range as the improvements
in numerical representation. For H2 we also show GBS
calculations where the basis set was optimized for
each point individually according to Ref. [58] using the
diffiqult [59] package. This can be seen as an inter-
mediate approach using Hartree-Fock as a surrogate
model and allowing the basis set to relax. In the (2,4)
representation the optimal spatial orbitals can be well
approximated by two atom-centered s-type orbitals
leading to siginificant improvements in the optimized
STO-3G representation if individual optimization is
enabled. For the slightly larger 6-31G basis set, indi-
vidual optimization does not lead to improvements. In
this case, the optimal (4,8) spatial orbitals contain two
pi orbitals which intrinsically can not be represented by
the 6-31G basis set but are well approximated by MRA.
In order to accurately describe chemistry, obtaining
consistent relative energies over different molecular
structures is in most cases more important than accu-
rate absolute energies. In Fig. 4, we use non-parallelity
(NPE) and maximum (MAX) errors as accuracy met-
rics with the best achievable method and Gaussian ba-
sis set as reference. The three molecules here are cho-
sen such that UpGCCSD is a good ansatz, i.e. differ-
ences to FCI are below the millihartree threshold for
STO-3G and 6-31G simulations. As references, we used
FCI/cc-pVQZ(2,120) for H2, FCI/cc-pCVQZ(2,288) for
LiH and CISDTQ/cc-pCVTZ(6,114) for BH. Compari-
son with accurate numerical results from Refs. [53, 60]
confirms, that the reference values for H2 and LiH are
close to the basis set limit. In terms of NPE and MAX
errors (Fig. 4), the basis-set-free VQE clearly outper-
forms the traditional basis sets with the same number
of qubits and the cc-pVDZ simulations, which use ap-
proximately twice the number of qubits. Note, that the
large NPE of BH for FCI/cc-pVDZ is dominated by
the first point of the PES representing the BH molecule
with close bond distance. However, not considering this
point would still result in a NPE of around 32 and MAX
error of around 80 millihartree, which still does not yield
better results than the 12 and 20 qubit basis-set-free
simulations.
C. Umbrella reaction of Ammonia
As a last example, we simulate the umbrella reaction
of ammonia, a small intra-molecular reaction, where
the umbrella-like molecular structure of ammonia is in-
verted passing a planar transition state. The activation
barriers of this reaction were simulated using the basis-
set-free VQE approach and different classical methods
with large basis sets, cf. Fig. 2. For larger basis sets,
exact diagonalization is already unfeasible here. But
for this type of reaction, CISD provides an accurate
model. Additional to the full treatment of the 10 elec-
trons of ammonia, we used a 6 electron active space,
freezing the lowest occupied Hartree-Fock orbital and
the orbital corresponding to the lone pair of ammonia.
Simulations with the small basis sets STO-3G and 6-
31G over- or underestimate the activation barrier by
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Figure 3. Helium (left) and Beryllium (right) Atoms: Classical full-CI energies compared with basis-set-free VQE
energies for the Helium (top) and Beryllium (bottom) atoms. The VQE part uses the UpGCCSD ansatz. UpGCCSD results
with small Gaussian basis sets are nearly indistinguishable from the FCI results and are omitted in the plots. The reference
values FCI/CBS are −2.9037 [52–54] and −14.667 [53] in Hartree units.
Figure 4. Non-parallelity (left) and maximum errors (right): Comparison of non-parallelity erorrs (NPE) and
maximum errors (MAX) of the potential energy surfaces of Fig. 5 using standard gaussian basis sets (GBS) or the basis-
set-free VQE approach (MRA). UpGCCSD was used as VQE ansatz for all calculations. The used reference values are
FCI/cc-pVQZ for H2, FCI/cc-pCVQZ for LiH and CISDTQ/cc-pCVTZ for BH. The GBS are STO-3G, 6-31G, cc-pVDZ
for H2 and STO-3G, 6-31G for LiH and BH. The explicit numbers are provided in the appendix.
more than a factor of two, while the basis-set-free ap-
proaches yields accurate energies. In this case, 12-18
qubits suffice for the basis-set-free approach to achieve
a numerical accuracy, that would require 50-100 qubits
with traditional basis sets.
V. CONCLUSION & OUTLOOK
We developed a basis-set-free approach by using MRA-
PNO-MP2 as a surrogate model to construct system
specific qubit Hamiltonians with high numerical pre-
cision. Initial demonstrations for absolute energies of
atoms, small diatomic potential energy surfaces and a
toy model for a chemical reaction show a clear advan-
tage of the basis-set-free approach compared to stan-
dard basis sets throughout all used metrics, allowing
to achieve high numerical precision in the spatial rep-
resentation of the wavefunction with significantly re-
duced number of qubits (see Tab. I). The basis-set-
free approach is furthermore a promising approach to-
wards black-box quantum chemistry on quantum com-
puters. In combination with adaptive circuit construc-
tion [61, 62], this approach opens a path towards fully
adaptive quantum chemistry independent of static ba-
sis sets and ansatz models. Our approach is different in
spirit as other approaches aiming to reduce the qubit
requirements by applying external corrections [33] or
by using symmetries to obtain compressed representa-
tions [51, 63]. These approaches could be applied within
the basis-set-free representation in the same way. Fur-
ther improvements on qubit requirements and numeri-
cal accuracy can be expected in the context of explic-
itly correlated approaches, that were already applied in
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Figure 5. Dissociation curves of small diatomic molecules: Energies are computed with a VQE (UpGCCSD) or
classical methods (FCI, CISDTQ). For these systems, the VQE results are expected to be close to exact diagonalization
(FCI) within the given basis. The Hamiltonians where constructed with basis-set-free methods (MRA) and Gaussian
basis sets (GBS). All curves are denoted as method/basis(Ne, Nq) with number of electrons Ne and number of qubits
Nq. Blue curves show GBS results with minimal (STO-3G) and slightly larger (6-31G) basis sets, while red curves show
the VQE/MRA results with the same qubit requirements. Black curves show the best GBS results. The two Opt H2
curves marked show results for the individually optimized Gaussian basis sets (exponents, contraction coefficients, centers)
according to Ref. [58]. The MP2/MRA(Ne, Nq) curves (top) shows the result of the classical surrogate model for the
Hydrogen molecule. The same orbitals are used for UpGCCSD/MRA(Ne, Nq), illustrating the energy differences between
the surrogate model and the VQE. FCI/CBS points for the equilibrium energies of H2 and LiH were taken from Refs. [53, 60]
8the original formulation of the MRA-PNO-MP2 opti-
mization. [32] In the VQE context, approaches using
trans-correlated Hamiltonians have been demonstrated
recently using LCAO representations. These methods
are promising candidates to further improve the perfor-
mance of the basis-set-free VQE. In this work, we used
MP2 as correlated surrogate model. Other models are
also possible and might bring additional advantages.
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