
















































































































































































































































• schedule (static , chunk_size)
• schedule (dynamic , chunk_size)































































































GEN ( PDB ( PDB_number )) = { ( x, n ) | nはPDB_number，
xは，p (gen(x)) ∈ PDB (PDB_number)なるpが
存在し，また，p以降，PDB (PDB_number)の
出口までにp’(gen(x)) ∈ PDB (PDB_number)な
るp’が存在しないときのデータx }
REF ( PDB ( PDB_number )) = { ( x, n ) | nはPDB_number，







めることができる．ただし，GEN (PDB (PDB_number))，REF (PDB (PDB_number))において，
集合要素[x]を示す場合は“→data”，集合要素[n]を示す場合は，“→num”で表すことにする．
また，あるPDB (PDB_number)の１つ前のPDBをPDB (p_PDB_number)と表現する．
REACH (PDB (PDB_number )) ∪
=  GEN (PDB (p_PDB_number))
{ (x, n )| (x, n ) ∈ REACH (PDB (p_PDB_number))




て，REACH (PDB (a))→dataとREF (PDB (a))→dataが一致した場合に，REACH (PDB (a))
の要素PDB_number（ここではPDB_number = bとする）が示している並列性記述ブロック
PDB (b)とPDB (a)の間でsharedデータに関して依存関係があることが判る．このsharedデー
タの依存性を示し，集合要素 [x， n]からなる集合を SH_DATA_DEPEND (PDB
(PDB_number))とすると，
SH_DATA_DEPEND (PDB (PDB_number ))→data
= (REACH (PDB (PDB_number))→data )
∩ (REF (PDB (PDB_number))→data )
が空集合でない場合，
SH_DATA_DEPEND (PDB (PDB_number))→num
= REACH (PDB (PDB_number))→num
で表すことができる．
図3.2の laplaceを入力とした場合のsharedデータの依存性解析表を表3.1に示す．この表よ
り，PDB (4)で，SH_DATA_DEPEND (PDB (4)) = {(uu, 3)}となり，PDB (3)との間でデータ
uuに関して依存性があることが判る．同様に，PDB (5)のSH_DATA_DEPEND (PDB (5))={
(u, 4)}より，PDB (4)とPDB (5)でデータuに関して依存性があることが判る．なお，PDB
(5)で求める集合の対象は，for_construct_numberが同じである forループ入口が示されてい
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るPDB (2)から，PDB (5－2)であるPDB (3)までの解析を行うことで，sharedデータの依存
関係が把握できる．つまり，PDB (n)で for (for_construct_number) endが示されている場合，
for_construct_numberと同じ値を保持する forループ入口を示しているPDBから，PDB (n－
2)までのGENおよびREFを，PDB (n)でのそれぞれに置き換えることができ，これより，
SH_DATA_DEPEND (PDB (n))を求めればよい．PDB (7)は逐次リージョンであるため，依
存性解析は行われないため，GEN，REF，SH_DATA_DEPENDは空集合φとなる．そして，
PDB (8)では，REACH (PDB (8))とREF (PDB (8))により{(u, 4 )，(uu, 5)}に対して依存性が


































OMP_REDUCT_DECL (PDB (PDB_number)) 
= { (x, n ) | nはPDB_number，xはPDB (PDB_number)のp1において
reduction節で指定されているsharedデータ}
REDUCT_OP_DATA (PDB (PDB_number))
= { (x, n ) |  nはPDB_number，
xはp (gen (x)) ∈ PDB (PDB_number)，










MPI_REDUCT_DATA (PDB (PDB_number)) 
= (OMP_REDUCT_DECL (PDB (PDB_number))
∪ REDUCT_OP_DATA (PDB (PDB_number)))
－MPI_REDUCT_DATA (PDB(p_PDB_number))
MPI_RDCT_COM_RQ (PDB( PDB_number))
= (MPI_REDUCT_DATA (PDB (p_PDB_number))



















最適化手法として，図3.3のPDB (3)とPDB (4)間で依存関係があるuu [XSIZE + 2]













































































表4.2 Sun Fire V880の構成
並列実行は有効であると考えられる．
4.2 NAS Parallel Benchmarksによる性能評価
本節では，NASA Ames Research Centerで開発されたNAS Parallel Benchmarks (NPB)を
RWCPがFortranからCへの変換，さらにそのCプログラムに対してOpenMP指示文を用いて
































































































































































2）MPI-2では，動的プロセス生成，Remote Memory Access (RMA),並列IOなどの機能が追加されている．
本研究で扱うMPIはMPI-1準拠とする．
3）本稿では，実行当時の規模，構成要素を記述している．現在では，hr101～hr104までの4ノードが新
たに増設されており，104ノード，216CPUのクラスタシステムとなっている．
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