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Let BP= {f: ))fj) =sup,,, (1/2T)~~,lflP)*‘P< co), 1 <p< co. Then BP is the 
dual of a function algebra Aq on R (Beurling). In this paper, we study the harmonic 
extensions offin BP and in A”, and the corresponding Hardy spaces H,,, HA*. It is 
shown that a parallel theory for L”, L’ and BMO, H’ can be developed for the 
above pairs. In particular we prove that for 1 < q < 2, (HAM)* is isomorphic to the 
Banach space 
i 
freal: ll/ll*.,=~~ 
( 
&jr If-MY 
) I 
“‘<cc , 
-T 
where mTf= (1/2T) I’,! We also prove Burkholder, Gundy, and Silverstein’s 
maximal function characterization for the new Hardy space HA’, 1 < 4 < 2. 0 1989 
Academic Press, Inc. 
1. INTRODUCTION 
The limits of the averages (1/2T)JT. IfI’, (1/2T)j?~f(x+z)~(x) dx, 
where f is a locally integrable function on R, were first used by Bohr, 
Besicovitch, and Stepanoff in the investigation of almost periodic functions 
and their discrete spectra [3]. Wiener, in his celebrated memoir of 
generalized harmonic analysis [lS], discovered that the above quantities 
can be extended to study functions with continuous spectra. He treated 
such f as sample paths of certain stochastic processes (e.g., white light 
signals, coin tossing) in his pioneering work of probability, and developed 
the prediction and filtering theory of stationary processes [19]. 
For 1 <p< co, let 
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and 
These two Banach spaces are the appropriate spaces containing the 
functions considered by Wiener. They have received much attention 
recently. In particular, the dualities [2, 7, 12, 141, Fourier transformation 
[2, 7, 163, multipliers [4, IS], and applications to diffusion equations and 
the Navier-Stokes equation [ 11 have been studied by various authors. 
By applying the integrated Fourier transformation, an analog of the 
Plancherel theorem was proved on the spaces B* and M* [7, 163, and 
hence such spaces preserve certain properties of L*. In this paper we will 
consider harmonic extensions of functions in BP and the related spaces. It 
is found that, in contrast to the above, a theory parallel to L’, L” and 
H’, BMO can be developed. 
In [Z] Beurling showed that BP, 1 <p c co, is the dual of a certain 
function algebra A4, (l/p) + (l/q) = 1, on R, which can be continuously 
embedded into L’ and Lq. Let Hsp, HAP be the corresponding Hardy 
spaces. A locally integrable function f on R is said to have the pth Central 
Mean Oscillation, 1 < p < co, if 
(1.1) 
where mTf = (1/2T) jr =f: We denote this class of functions by CMOp and 
the above norm by 11 . /) *, p. The space CMOP is similar to the John- 
Nirenberg BMO [13] by restricting to the intervals centered at 0 only. 
It contains BP (by identifying constant functions), and is closed under the 
Hilbert transformation. Among the other results, we prove that 
THEOREM A. For 1 <p ~2, (l/p) + (l/q) = 1, the dual of H,, is 
isomorphic to the real CMOq. 
THEOREM B. For 1 <p < 2 and for any real f, f + ifs H,, if and only if 
f * E AP, where f * is the nontangential maximal function off: 
Theorem A is the Fefferman-Stein duality characterization of H’ [ 111 
adapted to the new space HAP, and Theorem B is the corresponding adap- 
tion of Burkholder et al. to the maximal function characterization of HP 
space [S]. 
The paper is organized as follows. In Section 2, we summarize the 
known results for BP, AP, and their dualities relevant to this development. 
In Section 3, we prove some elementary theorems of harmonic extensions 
for functions in BP and A p, and define the corresponding Hardy spaces. 
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We prove two theorems of maximal functions in Section 4. 
THEOREM C. For 1 <p < 00, there exists c > 0 such that 
IlMfllBP~C Ilfllm VfE BP, 
where Mf is the Hardy-Littlewood maximal function off: 
By applying Theorem C and a duality argument, we have 
THEOREM D. For 1 <p < co, there exists c > 0 such that 
Ilf*IlAP~C IlfIIHAPT VfEH,w 
In connection with the Hilbert transformation on BP, the natural space 
to be considered is CMOp defined by (1.1). In Section 5 we prove some 
basic properties of such space. We also introduce a class of measures called 
Central Carleson Measure (C.C. measure) on the upper half plane R: and 
prove 
THEOREM E. f E CM02 if and only if IVu(x, y)12 dx dy is a C.C. measure 
on R:, where u is the harmonic extension off on R: . 
In order to prove Theorems A and B, we bring in a new type of atomic 
space HavP in Section 6, and show that for 1 <p< co, (Hqp)* is 
isomorphic to the real part of CMOq. In Section 7, we prove that for 
1 cp < 2 such atomic space can be identified with H,, by a technique of 
Calderon [6] and Wilson [20] and Theorem D. Theorem A, B follow as 
corollaries. 
We do not known whether such atomic decomposition holds for 
fEHAP, 2<p< 00. 
2. PRELIMINARIES 
Throughout this paper, we will assume 1 <p < co, q satisfies (l/p) + 
(l/q) = 1; f will denote a complex valued locally integrable function on R; 
w will mean equivalence of two norms or Banach spaces. Let 
B’={f: llfll=~~(~,f,lflp)“‘-], 
and let BOp be the subspace of functions f in BP such that 
lim ‘j’ 
T-OI~T -T 
IfI”= 
In [16] it is proved that 
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PR~FWSITION 2.1 
some c > 0. 
It is clear that )( 
Let fcBBP. Then jZa lf(x)lp/(l +x’)dx<c llfllP for 
11 is equivalent to another norm 11 *I)’ on BP defined by 
Let Q be the set of bounded, positive, integrable even functions o which 
are nonincreasing on R + and 
o(x) dx = 1. 
Let 
It follows that if p = 1, then AP = L’(R). 
THEOREM 2.2. (Beurling [2]). (i) AP is a Banach algebra contained in 
L’n Lp. (ii) (AP)* is isometrically isomorphic to (B”, II . II’). 
Moreover, it is also known [7] that 
THEOREM 2.3. (Bs, 1) . II’)* is isometrically isomorphic to AP. 
In [ 123, Feichtinger introduced another pair of equivalent norms on BP 
and A p as 
and 
Ilf II = sup (2-‘k’p’ IlfXk II JY 
kZ0 
llgll = f 2k’q IIgifklip, 
k=O 
where f E BP, g E AP, and xk is the characteristic function of Pk, where 
Pk={x:2k-1<(XI<2k},k>1; Pa= {x: 1x1-c l}. 
The isomorphic duality of AP and BY under this setting is clear. 
Feichtinger [12] also obtained an “atomic characterization” of APf 
THEOREM 2.4. f E A p if and only iff admits a representation f = X2= o fk 
where { fk} are locally integrable functions with support contained in 
[-PA? Pkl and c?=O Pi’” llfk II p < XX 
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Moreover, if we let 
llfll’ = inf { f PP llfk II p}T 
k=O 
where the infimum is taken over all decompositions a  above, then 11 . 11’ z )I [I 
on AP. 
Since we are only concerned with equivalent norms, we will, if there is no 
confusion, use 11 . IlAP, 11 . II BP, or just II . 11 without specifying which 
equivalent norms. 
We will also need the following: 
F%OPOSITION 2.5. Let f be a nonnegative locally integrable function on R; 
then there exists c > 0 such that 
ProoJ The first inequality is trivial by noticing that 
The second inequality follows immediately from the proof of Theorem II 
in [2]. 
A more extensive treatment of these inequalities can be found in [7] 
or [16]. 
3. HARMONIC EXTENSIONS 
Let r, be the translation operator defined by (~,f)(x)=f(x- t). 
LEMMA 3.1. The spaces BP, Bg, Aq are closed under translations zt, and 
(1~~ II < c( 1 + I t( )‘lp for some c > 0 in the respective spaces. 
Moreover lim, _ o /lTf -f II = 0 for f E B,P and AP. 
Proof: For f E B{, T > 1, we have 
This implies that zlf E B,p, and 117,1[ < (1 + I tl)‘lP. A simple duality argument 
implies that IIt, /I also satisfies the same estimate on A9 and BP. 
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For the second part, it is easy to show that the statement holds for 
functions with compact support. A density argument of such functions in 
B,P and AJ’ will yield the result. 
Let P,,(X) = y/x(x2 + y2) be the Poisson kernel, and let U(Z) = u,(x) = 
P,*f(x), where z = x + iy, be the harmonic extension off on the upper half 
plane R: . 
THEOREM 3.2. Let f E BP. Then 
(i) uY converges to f nontangentially a.e.; 
(ii) there exists c > 0 such that lluY I( 6 c Ilfll, Vy > 0, 
(iii) iff E B,p, then lim, +0 )IuY -fll = 0. 
ProoJ (i) Let 4(z) = (i- z)/(i + z) be the conformal mapping from R: 
onto the unit disk D and let F(eie) =f(&‘(eie)). By Proposition 2.1, 
This implies that FE Lp( - 71, x) and P, * F + F a.e. nontangentially. Hence 
uY --t f a.e. nontangentially. 
(ii) For any y > 0, T> 1, we have cr, c2 > 0 such that 
&~I,l~,,l~<~r;;p~“, lu,(x)lPPh(x)dx (byProposition2.5) 
I 
co 
6 c, sup If(t)lP Py+Af) dt 
h,l --oo 
GClC2 Ilf IIP (by Proposition 2.5 again). 
(iii) follows from lim,,O jlrtf-fll =O,feB,P (Lemma 3.11, and a 
standard argument of the Poisson kernel. 
THEOREM 3.3. Let u(z) = u,,(x) be a harmonic function on R: . Then 
SUP lbyIIBP< CQ 
Y=-0 
(3.1) 
if and only if there exists f E BP such that u(z) = P, *f(x). 
Proof: The sufficiency follows from Theorem 3.2. To prove the 
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necessity, we use the same technique as above to transform u(x, y) to 
U(re”) on the unit disk D. It follows that 
SUP lIU(reie)llp< a, 
O<r<l 
and there exists F such that U(re’“) = P, * F(0). By transforming back, 
we conclude that there exists f, such that U(Z) = P, *f(x), where 
f(d-‘(eie)) = F(e”). To check that f E BP, we observe that 
THEOREM 3.4. Let f E A p. Then 
(i) u,, converges to f nontangentially a.e. and in the AP-norm, 
(ii) there exists c > 0 independent off such that IJuY 11 < c II f II. 
Proof. (i) The nontangential convergence follows from AP c L’ n Lp. 
The AP-norm convergence follows from lim,,, Ilr,f -f II = 0 and a 
standard technique of approximation by the Poisson kernel. 
Part (ii) follows from Theorem 3.2 (ii) and 
Vy*f,g)=(f,Py*g) 
forfEAP,gEBY. 
THEOREM 3.5. Let u(z) = u,(x), z =x+ iy, be a harmonic function on 
R:. Then 
sup ll~J4P< co 
Y’O 
if and only if there exists an f E AP such that u(z) = P, *f(x). 
Proof: Since IIuvllp~ IIuyIIAP, the condition implies that there exists 
f E Lp such that u(z) = P, *f(x). To show that f E AP, we need only observe 
that for gE B,p, 
for some c > 0. 
The sufficiency follows from Theorem 3.4(ii). 
We deline H,, to be the class of analytic functions u(z) on R: such that 
Ilull HBP = sup II$ II BP < a- 
Y>O 
Similarly we can define HAP. 
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PROPOSITION 3.6. Let f E BP (or Ap). Then f is almost everywhere the 
nontangential limit of a UE Hgp (HAP, respectively) if and only if 
u(z) = P, *f(x), z = x + iy, is analytic on R: . 
hforeover lbdl HBP = IIf 11 BP( Ilull HAP = IIf 11 AP, respecfively). 
Proof. The case BP follows from Theorems 3.2 and 3.3. The case AP 
follows from Theorem 3.4 and 3.5. 
4. MAXIMAL FUNCTIONS 
Let Mf be the maximal function off defined by 
~fW=w$-Ifl? 
where Z is an interval containing x. We will also use MTf(x) to denote the 
maximal function off restricted on C-T, T], i.e., 
and MTf(x)=O,x$[-T,T]. Let A,-(a,T)=l{x~[-T,T]:M=f(x) 
>a}[, where ~1, T>O. 
LEMMA 4.1. For any T> 1, 
6) 
(ii) For p > 1, 
Proof: The proof is the same as the one for maximal functions on R 
[13, Chap. I, Theorem 4.31. 
THEOREM 4.2. For any f E BP, there exists c > 0. such that 
IlMf IIBPGC Ilf IIBP. 
ProoJ: For Tal, let Z7,=(Z:Zc[-3T,3T]} and ZZ,={kJn 
(R\[ -3T, 3T]) # @}, where Z, J are intervals, and let 
N3Tfb) = ,,“,“p,, IJI (' lfi). 
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It is clear that for each x, 
Mf(x) =max(h-f(x), h-fC-4~. 
By Lemma 4.1(n), it s&ices to show that 
Nwf(X) G c Ilfll, XE C-T, T-J. (4.1) 
For this, we assume without loss of generality, that J= [ --a, b] E 17, with 
--a< -3T. Since XE[-T, T], we have -T<b and hence a+2ba 
max{b, T), 
where a = max{a, a + 26). This proves (4.1). 
For any f such that u(x, y) = PY * j exists, let 
f*-(x) = sup ML YN, 
lsr,(x) 
where T,(x) = (z =x + iy: Jx - tl < ay}, a > 0, is the nontangential 
maximal function. It is well known thatf**“(x) < cMf(x) a.e. 113, Chap. I, 
Theorem 4.21. We simply denote f * =f *,I for a = 1. 
Let 
f +(x1 = sup M, Y)l 
Y==O 
be. the radial maximal function. We will prove that f + and f**OL are 
equivalent in the AP-norm. 
LEMMA 4.3. Let f and q5 be nonnegative real valued functions on R. Then 
for r> 1, 
5 (Mfb)Y 4(x) dx G c 5 If(x)l’W4)@) dx, 
where c depends only on r. 
Proof. It was proved by Fefferman and Stein in [lo]. 
PROPOSITION 4.4. For any a > 0, lJf**allApz 1) f + IlAp. 
Proof: Without loss of generality, we can assume that a = I and con- 
sider f* only. Note that 
f*(x) G Qmf + Pl(~,~” 
264 CHENANDLAU 
(see [ll, p. 1703). Hence 
Ilf*lIaP~~uP .I-*4 IIQlla= 1 
Gcsup {M[(f+)“pl}“4: lIQIlBP= 1
< c’ sup 
i, 
f+(w): ll4llB~= 1
1 
(by Lemma 4.3) 
G c” Ilf + II ,4P (by Theorem 4.2). , 
The reverse inequality is trivial. 
In the following, we will estimate the norm off* E HAP as an H’ analog. 
THEOREM 4.5. Let f E HAP. Then IIf* II AP < c llfll HAP. 
Proof: We will prove 
~f*#bcj ISIWG) (4.2) 
for f~ HAp, 4 E BY, rj > 0. It follows that 
GCSUP 
i, 
Iflwv): IMIBr=1 
G c’ IV-II AP, 
and llfllAp is equivalent to IlfllHAp (Proposition 3.6). 
To prove (4.2), we assume f$ 0 and let B(z) be the Blaschke product 
formed from zeroes off(z) and let g(z) =f(z)/B(z). It is clear that I g(x)1 = 
If(x If( G l&N; moreover, g has no zeroes and hence ,& is well 
defined. Applying Lemma 4.3 to l&l with r=2, we get 
J l(~)*12d~CI(M~)2/gc/i Igbw (4.3) 
for some c, c’ independent of g, 4. Note that ,/g is analytic, 
(Ji * P,)(x) = (J&x + iv) = Jiqm. 
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This implies that 
and (4.3) becomes 
g* = ((Ji)*)* = ((Ji)*)*9 
Inequality (4.2) thus follows fromf*(x) <g*(x), If(x)1 = Ig(x)l, and the 
above inequality. 
5. THE SPACE CMOp 
A function f on R is said to have a Central Mean Oscillation of order p if 
where mT(f) = (1/2T) jC,f: W e use CMOp to denote this class of 
functions. 
The above definition generalizes the concept of BMO by replacing the 
arbitrary interval I with C-T, T]. Note that for BMO, the John- 
Nirenberg theorem shows that all the norms defined for 1 <p < 00 are 
equivalent [ 131. This is not the case for CMOp (Proposition 5.2). 
PROPOSITION 5.1. For 1 <p < co, f E CMOp if and only $ there exists 
a=, T2 1, such that 
Prooj: The necessity is clear. The sufficiency is implied by the following 
inequality: 
It follows that by identifying constant functions, BP E CMOP, and that 
the inclusion is proper (e.g., f(x) = lnlx], then f E CMOP\BP). Iff is an odd 
function, then f E CMOp implies that f E BP (since m,f = 0 for all T> 1). 
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PROPOSITION 5.2. By identlyying constant functions, CMOP is a Banach 
space. 
Moreover, if 1 <pI <pz < 03, then CMOP2 -C CMOp’, and CMOp2 is not 
dense in CM0 PI. 
Proof. We prove the last statement only. Let 
Ak = {XE R: 2& < 1x1 < 2& + 2&12}, k = 0, 1, 2, . . . . 
and let 
f(x) = i 2k/2pl~Ak(~) sgn(x). 
k=O 
Since f is an odd function, m,(f) = 0. For 2& < T < 2& + ‘, 
which implies f E CMOp’. 
We will show that the distance off to CMOp2 is positive, and hence 
CMOP2 will not be dense in CMOPL. Suppose this were not true. We 
assume without loss of generality that there exists an odd function 
gECMOp2 with IIf-gll , .+ p, < (l/4). Note that by a previous remark, 
II Al Bpz < 00. Let 
Ek= {xEA,: Ig(x)l <2’k’2p+2j. 
Then 
(2-(‘@-2(3/4)pl IEkl)‘/P’ < 2-h--2 ( IA, If-glpyp’<(l,4), 
and hence 
IA&\,?& 1 2 (1 - (2/3p’)) 2(&l’)+ I. 
Thus 
2-k-2 j A~ Id 
P2~2(k/*)C(PZjPI)--11-22pz--1(1 -(2/3~1)), 
which thends to co as k + 00, i.e., (( g(( BR = co. This contradiction completes 
the proof. 
Let 
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and let 
A,(f) = SUP jm If(x) -f(iY)l p P,(x) dx. 
y,l --m 
As a special case of Theorem 1.1 in [S], we have 
THEOREM 5.3. f E CMOp if and only if A,(f) < co. In this case, there 
exists k L, kz such that 
kz llfll",., 6A,(fKh llfll”,,,. 
COROLLARY 5.4. CMOp E Lp(dx/( 1 + x2)). 
Proof: By letting y = 1, we have 
a\- - cc lflx)-f(i)lp~~Ap(f)~k, llfll;,,<oo. 
This implies that (f-f(i)), and hence f E Lp(dx/( 1 + x’)). 
For f E Lp(dx/( 1 + x2)), p > 1, we define the Hilbert transformation Hf of 
fb 
Hf=iJ”, (A+&)/(t)” 
THEOREM 5.5. IffeCMOP, then HfECMOp and IIHfIl,,,<c IlfII,,,. 
Proof: In view of Theorem 5.3, we will show that there exists c > 0 such 
that for each y > 0, 
Let 4,,(z) = (z - iyj/(z + iy) be a conformal mapping from R: onto D. Let 
g on D be defined by 
and let g be the conjugate of g on D. Then g(0) =0 and 
g(4, (x)) = Hf (x) - Hf (iy). The above inequality reduces to 
which holds by the M. Riesz theorem. 
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COROLLARY 5.6. If f E BP, then Hf E CMOp and 
IlHfII,,, <cinf{ J(f-alI)BP:a isascalar}. 
We remark that there exists fE BP such that HfE CMOp\Bp; e.g., let 
f = I[~,~). Then Hf(x) = (l/z) In 1x1 is the required function. 
In the following, we will obtain another equivalent condition for 
CMOp, p = 2. Let 3, be a regular Bore1 measure on R: . 1 is called a Central 
Carfeson Measure (C.C. measure) if 
N(I) = sup 1 A( [ - T, T] x [O, T]) < co. 
T>, 2T 
PROWSITION 5.7. Let 1 be a regular Bore1 measure on R: . Then 
N(l) z sup PT(z) dA(z), 
T21 
where PT(z) = T/x(x2 + (y + T)‘). 
Proof: Let z=x+iy.ThenforO<lxl,y<T, 
PT(Z) = 
1 1 
~T((x/T)~ + (y/T+ 1)2) %? 
It follows that 
N(A) <$ SUP 11 P&) dA(z). 
T>l 
On the other hand, let A, = [ - 1, l] x [0, 1 ] and 
A, = ((x, y): 2”T< 1x1, y < 2”+‘T}. 
Then 
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By using the Green’s theorem, it is proved in [ 13, p. 2371 that 
LEMMA 5.8. rfg(eie) E L’(aD) such that g(0) = 0, then 
J 
D 
IWw)l’ (1 - Id’) dw=jeD ldeio)12 de. 
THEOREM 5.9. f E CMO’ if and only if y l&(x, y)j2 dx dy is a C.C. 
measure on R: where u(x, y) = P, * f(x). 
ProoJ: Let 4=(z) = (z- iT)/(z + iT), and let g be defined on D by 
dtb(z)) =f(z) -f(iT) as in Theorem 5.5. Then 
The first expression is hence equivalent to the left side of Lemma 5.8, which 
after converting back to the upper half plane is 
Since 
z-iT 2 l-- = I I 4Ty z+iT lz+iT12 = 471Y PAZ), 
we conclude that f E CM0 * if and only if y lVu12 dx dy is a C.C. measure by 
Proposition 5.7. 
6. ATOMIC DECOMPOSITION AND DUALITIES 
A real integrable function $ on R is called an (a, p)-atom, 1 <p c co, if 
there exists a bounded interval Z centered at 0, with (Z( > 2 such that 
(i) supp 4 E Z, (ii) 11~11 Lp < 111 --(“q), (iii) jI 4(x) dx = 0. 
We will use H”J’ to denote the class 
i 
f:freal,f=C&di,, IQI,)are(a,p)-atoms,Cl;C,I~~ 
I 
, 
and let 
Jlfll,,=inf C lliI:f=Cllidiasabove 
{ 1 
. 
Under this norm Hap is a Banach space. It follows directly from the 
definition that 1) f IIa,p can be expressed as 
580/84/2-2 
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inf f IZkll’q llfkIILp , 1 (6.1) k=O 
where the inlimum is taken over all representations f= Ckm_o fk with 
jfk=o and p f'Z,Z su p k _ k k is a bounded interval centered at 0, and 
1Zk 1> 2. Comparing with Feichtinger’s decomposition of A p in Theorem 
2.4, we have 
Ha,” c A P and lifii AP G ilfli a,p. 
In the next section we will show that for 1 <p < 2, I( f lIa,p is actually 
equivalent to ilf II ,@ + ilfll AP where f is the conjugate off, and that H”*P is 
isomorphic to HA,. 
Let Zk = [ - 2k, 2k], k = 0, 1, 2, . . . . and for f e Hasp, let 
IlfIl&=inf c (;1,I:f=C~k~k,qlkisan(a,p)-atom, suppqkszk 
i I 
. 
PROPOSITION 6.1. For fE HU,P, II flla,p = IlfIlb,,. 
Proof. It follows by definition that 11 f IIu,p < II f \I:,,. On the other hand 
let f =C I,q5,, where dk are (a,p)-atoms. For each n, let {4,,(k)} be the 
subfamily of {#k} such that supp 4,@) E Z,, but supp #,+) @ I,- i. Let 
b, = c &(k)h(k). Then 
Ilb,ll, d c i&z(k) I b,&(k) II LJ’ G 11, I ~ Vq 1 I&(k) 1. 
Let 
Then f = z ,~,a, and 
; l&I =&;, iAn( =I ilki. 
k 
Thisimplies that IlfI\b,,<IlfII.,,. 
We will use CMO4, to denote the class of real functions in CMOq. 
THEOREM 6.2. The dual of H a*p is isomorphic to CM0 ;. 
Proof We will prove the theorem in two parts. 
(i) CA404,c(Hqp)*. Let fECMO4, and put m,(f)=(1/2(Z\)~,J 
For any (a,p)-atom 4 supported by an interval Z, we have 
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1 J-, m/l = 1 J-, #(f-m,(f)) / G 11~11 LIJ ( j-, If- m,cr,lq)“4 
G(hJ, lf-m,(fq4~ Ilfll,.,. 
By passing the inequality to g = C Ai$i~ HU-P, we have f~ (Ha5p)* and 
IISII (If‘-)’ 6 Il.0 *, y’ 
(ii) (Ha-p)* E CMO;. Let LE (H"*P)* and let Z be an interval 
centered at 0, 111 > 2. Denote 
L{(Z)= gEL”(z):J,g=o). 
i 
Then II gll u,p Q VI Ii4 II gll o(1) and hence 
IUg)l < llu(Hw,* IIglln,p~ II4 141’q II&q,,. 
This implies LE L;(Z)* = Ly(Z)/C, where C is the space of constant 
functions on I. Hence there exists f~ Ly(Z) such that 
L(g) = j,Ak gELi (6.2) 
The function f is uniquely determined up to a constant. Let {In}?=, be an 
increasing sequence of intervals centered at 0 whose union is R. We can 
select a sequence {fn } such that j(x) =fn(x) on Z,, satisfies (6.2) for each n, 
and hence (6.2) holds for any interval Z centered at 0. 
To show that f c CMO:, we note that for any (a, p)-atom d, supported 
by 1, 
(6.3) 
If g is supported by Z and 11 g/l Lp = 1, we define an (a, p)-atom by 
4=2-l 1zl-1'4(g-m,(g)). 
It follows from (6.3) and the fact that f - m,(f) has mean 0 on Z, that 
l~l-“~~~,~~f-~,~f~~~=lIl-“~(j~~~-m,~~~~~f--m,~f~~~~ZllL. 
By taking the supremum on the left side over all g with suppgc Z and 
11 gll u = 1, we have 
(hj I If-mAf+2 IILII. 
This implies that f E CMO~ and llfll*, 4 < 2 IiLll 
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7. THE SPACES Hasp AND H,; 
For any f E A p, the conjugate 7 off is given by 
It is easy to show thatfis not necessary in AP (e.g., letf=Xr-i,i,. Then7 
is not in L’ hence not in A “). We let H,% be the class of real-valued 
functions f E AP such that f~ AP, and let 
Ilf II HAi = If II ,4P + llfll,4P. 
It follows from the open mapping theorem that 
PROPOSITION 7.1. H,; is isomorphic to HAP. 
In the following, we will identify H,% with the atomic space H”*P for the 
cases of 1 <p < 2. 
LEMMA 7.2. For 1 <p< CO, H"3P~HAs, and llfll H”;GC IlfIiY.P. 
ProoJ We first obseve that if q5 is supported by an interval 
I=[-T, T], T>lJb=O, and if g has compact support, then 
= 45(f) f&(t) dt 
= ~(t)(Hg(r)-m,(Hn))dt/ IJ (hy/i=O) 
~(lZl”4 lldllu) IIWI,,, 
d 4lZI 1/Y Il4llI.P) IlgllLH (Corollary 5.6). 
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If fE HUvP, f = Ck fk as in (6.1), then f E A p. Also, the above implies 
and hence 
/j I 
& Q c Ilf IIrr,&? ll&!llB+ 
Since functions with compact supports are dense in BJ, the inequality also 
holds for gE B;. The duality of BJ and AP (Theorem 2.3) implies that 
IlfLPQ c Ilf IIn,p, 
i.e., 7~ AP. We conclude that f E HA;. 
Let C, denote the class of real-valued functions on R such that both f 
and f * E AP. It follows from Theorem 4.5 that H,; G C,. In order to show 
that C, E HuvP, 1 <p < 2, we will construct an atomic decomposition of 
f E C, similar to the one used by Calderon [6] and Wilson [20]. 
Let PO= {x: 1x1 <l} and let P,={x:2m~1<~x~~2”),m~N. For any 
interval Z, let 
r”= {(x,y)~R:: (x-y,x+y)~Z} 
be the “tent” region and let 
PO= {(XT Y): I-4, IYI G 11, 
En={(w): 1x1, IA e7\L,, m E N. 
For ge AP, let 
Ek = (x: 1 g(x)1 > 2k} = [ zkj, kEZ, 
j=k 
where { Zk.j} are disjoint intervals. Define 
Ek= u rk,j, Ttj = lTk,,jiEk + 1) 17 pm (see Fig. 1). 
LEMMA 7.3 Let g E AP. Then there exists cl, c2 > 0 such that 
Cl f 2’9 
m=O 
f 2kp~Ek~P,41’p 
k= -cm 
‘f 2k~ IEk n P, 1 I”. 
k= -cc > 
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FIGURE 1. 
Proof Note that 
,f 29 
PI=0 
f 2*“,EklTP,I)I0 
k= --co 
‘I’ = f 2”lY ( f ZTkp 5 [E,\E,,,)n P,I 
??I=0 k=-cc j=k 
cc / cc \ IlP 
< c’ C 2”‘~ ( C 2jp I (E,\E,+ I ) n pm 1 ) 
m=O \j= -m / 
< c’ f F4 II gxp, II LP* 
WI=0 
The last expression is equivalent to 11 gll AP (Theorem 2.4). 
For the reverse inequality, we have 
f 2+? Ilap, II u d 2 2”lY 
( 
f I” 2(j+ ‘jp I(E,\E,+ 1) n P, I 
IX=0 WI=0 j= -m > 
6.2 f 2miy ‘f i zkp I(Ej\E,+ 1) n Pm I “’ 
??I=0 ( jz-cc k=-a, 
=2 f 244 f 2kp f I(E,\E,+,)nP,,I 
> 
I” 
k= --co J=k 
5 2kpIEknP,,) 
IlP 
. 
k= m 
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Let #E C”(R) be a fixed real, even function with supp 4 5 
{x:Ix~<l}),j~=O,andj,“e p”&13)= -1. Let b,(t)=~-‘4(t/y). 
LEMMA 7.4. For 1 <p < 2, C, E Hn*P. 
Proof: We need to show that each f‘ E C, admits an (a, p)-atomic 
decomposition. Let f~ C, and let u(x, y) = P, * f(x). Then 
(by IPI) 
We denote the integral by &(x). Note that tiY has compact support in 
[ - 2”, 2”‘], hence f,,, has compact support in [ - 2” + ‘, 2” + ‘1. Also f 4 = 0 
implies that j f, = 0. We claim that 
IlfmIILP~ f 2kp IE, n P, 1 ‘I’, 
k=-cc > 
where Ek = {x: f *32 > 2k}. Since 
f * * 2 E A p. In view of Lemma 7.3 
desired decomposition for f: 
f* E AP, Proposition 4.4 implies that 
(by applying g =f* 3 2), (f, > will be the 
- (l/q) = 1. It follows from Holder’s Let ~ELYR), IWll,= 1, (l/PI-I 
inequality that 
(since 4 is a Littlewood-Paley function, apply Theorem 3.5 
in [17, Chapter 7)) 
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By Green’s theorem, the double integral is bounded by 
(a/&r denote the outward normal direction). Both u and y [Vu1 are bounded 
by ~~2~ on aTTj. Since I@/&[ < 1 and laTkml[ < c3 1zk.j n P, 1, the integral is 
bounded by c3 22k lzkj n P, I. Note that c3 is independent of k, j, m, and u; 
hence the above estimates imply 
It follows that 11 f, IILp is bounded by the left side, and the claim is proved. 
THEOREM 7.5. For 1 <p < 2 and,for any real f on R, f + $E H,, if and 
only iff * E AP. 
Proof Combining Theorem 4.5, Lemma 7.2 and Lemma 7.4, we have 
H,; c C, c Ha*P c H,$. (7.1) 
This implies that f e H A$ if and only if f * E Ap. Hence the theorem follows 
from Proposition 7.1. 
THEOREM 7.6. For 1 <p < 2, (HAP)* is isomorphic to CM@. 
Proof. It follows from Theorem 6.3, Proposition 7.1, and that 
H as M Hasp as in (7.1). 
COROLLARY 7.7. For 2 <p < ax, fe CMOP if and only y f = Y, + 
HYY, + a where Y,, Yy, E BP, a is a constant, and 
11 y, 11 BP? 11y211BP6C itfli,,, 
for some constant c. 
Moreover, Ilf II *, p =inf(II’YIIIBp+ IlY211Bo:f=yl +HY,+a). 
Proof. The sufliciency follows from Theorem 5.5. To prove the 
necessity, we note that Theorem 7.6 implies that f~ (HAP)* x (HA;)*, and 
the same argument for the Hi duality [ 13, p. 2441 can be applied to show 
that f has the desired representation. The last statement follows similarly as 
in [13, p. 2481. 
COROLLARY 7.8. For 2 bp < co, BP/H,, z CMOp,. 
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Proof For any Y= Y, f iYZE BP, let rr!P= !Py, + HY’,. Then R is a 
bounded linear operator from BP onto CM@. Note that rrY = 0 in CMOpR 
if and only if Y, + HYz = a, which is equivalent to 
Y1 + iY, = Yy, + i(HYY, -a) E HBP. 
It follows from the open mapping theorem that BP/HBp is isomorphic to 
CMOP,. 
COROLLARY 7.9. For 2 <p < co, and for f E BP, 
c2 Ilf-Wfll,,, GWf; HBp)<cl If-iHf)I,,,, 
where c, , c2 are absolute constants. 
Proof: Similar to the proof of Corollary 4.6 in [13, Chap. 61. 
COROLLARY 7.10. or 2 <p < co, and for any real f E BP, there exist 
absolute constants cl, c2 such that 
where 
c2 dist(f, HBPR) < dist, (Hf; BP) < cl dist(S, HB$, 
and 
dist(f, HB;) = inf( II f - RegllsP: g E HBP}, 
dist,(Hf, BP)=inf{(]Hf- YII*,p:g~BP}. 
ProoJ Similar to the proof of Corollary 4.7 in [13, Chap. 61 
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