We describe an automatic method for classifying skin color, independent of lighting and imaging device characteristics, using consumer digital cameras and a simple color calibration target. After color normalization and face detection is performed as described in Harville et al. [1] , pixels of each face image are clustered in an unsupervised fashion. Pixels likely to be representative of skin color, rather than of distractors such as shadows, specularities, eyes, and lips, are identified by selecting the dominant clusters that have large number of pixels assigned per volume. A Gauss mixture model (GMM) of a person's skin color is formed from the pixels belonging to the selected clusters. When a set of exemplar images with skin color labels by an expert, we show that the label assigned by the same expert to a new, test face image can be predicted by comparison of the GMMs of the test image and the exemplars. Specifically, we use the label of the exemplar whose GMM has smallest KL divergence from that of the test image.
INTRODUCTION
Little prior image processing work has addressed estimation and classification of skin color in a manner that is independent of camera and illuminant. Recently, Harville et al. [1] presented fast techniques for measuring and classifying facial skin color from a single, casually posed digital camera image. In their system, they first applied color calibration and correction to acquired images to account for the effects of the camera system and scene illuminants in each image. Then, they detected a face in each image and skin pixels were sampled by masking and a simple luminance filtering. Finally they represented each image by the mean of sampled skin pixels, and classification of skin color was performed on the means of face images. See [1] for more details. Their techniques opened possibilities for the areas, where objective measurement of human skin tone is needed. The sampling and classification algorithms in [1] were simple and showed good results for relatively simple labelings of skin color. In this paper, we are focused on improving selection of representative skin pixels, and on enabling skin color classification to handle more complex skin color descriptions. We follow their color calibration and correction techniques, but instead of using a simple luminance filtering as they used, we try to select skin pixels by looking at probability density functions (pdf) of pixels in each face image.
In other words, we fit a GMM to each face image and try to select some of components of a GMM as the clusters of skin pixels by a heuristic rule described later. Then we use the Kullback-Liebler (KL) divergence [2] to measure similarities between GMMs, and a query face image is classified as the class label of the closest (in terms of the KL divergence) image in the training set.
The rest of paper is organized as follows. In Section 2, we review briefly overall system and clustering algorithm. In Section 3, we present our skin pixel selection and classification algorithm. In Section 4, we show experimental results and conclude in Section 5.
BACKGROUND

System Overview
We follow the methods for color calibration, color correction and face detection introduced in [1] . We use digital images captured by any kind of device. A color calibration target is held by each test subject so that it appears in each digital image. Using the colors in the calibration target the images are remapped. This allows the images to be viewed with colors correctly presented making the system robust and independent of capturing devices and tolerant of a wide range of illuminant conditions. Since it is difficult, expensive, or time-consuming for end users to do this in many application contexts (particulary in outdoor and mobile domains), we believe a better solution is to require the presence in the image of a detectable pattern, the color calibration target shown in Fig. 1 , containing a known reference color set. The color calibration target contains 3 rows of 8 color patches set against a black background, wrapped by a white then a black frame. The top row contains primary and secondary colors for a general scene tone balancing, and two shades of gray for white balance. The other two rows contain 16 patches representative of the range of human skin color. The color calibration target is detected by looking at zero crossings of the Laplacian of a smoothed luminance version of the image, and raw image pixel colors, for all devices and illuminants, are transformed into a single "corrected" space in which we analyze skin color.
Once colors are calibrated and corrected, we apply the Viola-Jones face detector [5] and a detected face is bounded by a box as shown in Fig. 1 . Then a mask is applied to the box area to further reduce the area of our interest. Fig. 1 shows how we detect and extract a face from a image. [7] to cluster data. VQ is a clustering algorithm because it represents an input vector by one of a predetermined set of patterns (or codewords) on the basis of which pattern is closest to the given input vector. The encoder and decoder in VQ are associated with partitions (clusters) and codewords (cluster centers), respectively. VQ can be also viewed as fitting a model when partition cells are represented by their conditional probability density functions and when prior probabilities are weights. In particular we are interested in fitting Gauss mixture models (GMM) to data in VQ (Gauss mixture VQ (GMVQ)) [6] . The pdf of input vector X is modeled by a weighted collection of distinct Gaussians. Thus, in GMVQ, the cluster conditional pdf fk(X) is
where X C RP, and mk and Yk are the mean and the covariance matrix of cluster k, respectively.
GMM has been used in various areas in signal processing and shown to be robust [10] . The EM algorithm [9] is the most popular approach to fitting a GMM to data, but the Lloyd algorithm [8] [6] provides an alternative. The main difference between them is that the EM algorithm makes soft decisions for input data, whereas the Lloyd algorithm makes hard decisions. See [6] for more details. The Lloyd algorithm first assigns data to the closest cluster centers, next updates cluster centers and then iterate these two steps until convergence is reached.
Once we have a GMM for each face image, we measure similarity between them by the KL divergence. The KL divergence measures similarity between two pdfs, and has been used successfully in image retrieval [3] EN1 qj fq (x Ij) (for simplicity we assume that all GMMs have the same number of components) is where w(i) =argminj (D(fp(xji)jjfq(xj)) + log(s)).
Since fp (x i) and fq (x j) are multivariate Gaussians, there exists a simple closed form solution to the KL divergence D(fq (x j) fq (x j)), and we can compute the approximation above by using means and covariance matrices. See [2] [4] for more details.
CLASSIFICATION OF SKIN COLOR
After applying a mask to the detected face as shown in Fig. 1 , we try to extract skin pixels from the masked area. We make classification of skin color based on those skin pixels inside the mask. But we still know that masking is not perfect in the sense that pixels from background, specularities, hair, lips and eyes can remain inside the mask.
We think that having a better understanding of a person's skin tone is important to classify the person's skin color correctly. For this purpose, we try to estimate the underlying distribution of skin pixels. In other words, we try to select skin pixels and estimate pdf of them. This can be achieved by applying clustering algorithm in Section 2 to the pixels inside the mask. Clustering not only gives us a partition of the pixels inside the mask, but also a GMM fitted to the pixels of the inside the mask. Each cluster is represented by a multivariate Gaussian and a weighted collection of them approximates the distribution of the pixels inside the mask. Therefore each masked image is partitioned into N clusters. In this paper, we use a fixed number (N=4) of clusters for each image for simplicity. Fig. 2(a) shows the original distribution of pixels inside the mask and Fig. 2(b) shows the clustering result. Note that after masking, most of pixels are from skin, as can be seen in Fig. 1 . We also visually inspected all other masked images and found that faces were correctly detected and located inside the mask. Based on this observation, we can assume that non-skin pixels take a small portion of those pixels inside the mask.
We try to refine our selection of skin pixels by choosing clusters by a criterion based on density in (4) . The number of non-skin pixels inside the mask is a lot smaller than skin pixels, and they tend to be more widely spread in color space than skin pixels. Thus skin pixels is more likely to form more dense clusters in a small volume than non-skin clusters.
After clusters formed, we order them by density:
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where nk is the number of pixels assigned to cluster k(1 < k < N) , and Sk is the determinant of Sk.
A simple heuristic method to choose clusters of skin pixels is to select clusters with high densities.
Once we select clusters of skin pixels, each face image is represented by a weighted collection of corresponding Gaussians. As opposed to a simple classification algorithm in [1] where each face is represented by the mean of skin pixels obtained by a simple luminance filtering, we try to look at the distribution of skin pixels and classify skin color based on that. This enables us to capture characteristics of skin color well.
To classify skin color, we use the KL divergence that measures similarities between the query face image and face images in our database. Finally we classify the query face image as the class label of the face image with the smallest KL divergence.
EXPERIMENTAL RESULTS
In our experiments, we assume that each color patch from the bottom two rows of the color calibration target in Fig. 1 represents a skin color class. Thus we have sixteen classes of skin color. The data set used in this paper has 142 images, and images are acquired by multiple cameras under various lighting conditions, whereas the images in [1] 
