Microwave surface soil moisture observations (θ obs ) can also be assimilated into the profile.
To derive E i , Gash's analytical model of rainfall interception 8, 9 is driven by observations of P while considering different vegetation characteristics (e.g. fraction of tall canopy per pixel, canopy storage properties, etc.) -see ref. 10 for a complete description of the interception loss methodology and validation. The method has been recently used in an isotope study to determine the relative importance of E t in the terrestrial water cycle green. E is estimated as the sum of its five components. Transpiration (E t ) and soil evaporation (E b ) are substracted from the soil profile in the next time step. GLEAM also uses ancillary data of land cover fractions 7 , lightning frequency climatology 13 (to estimate mean rainfall rates 10 ) and soil properties more factors did not improve assimilation as revealed by the validation exercise (see Sect. 4). The derivation of the errors of θ obs was undertaken by ref. 20 using triple collocation 21, 22 . Although a variety of data assimilation approaches were attempted -including the Kalman Filter in various configurations -no gains were observed for methods that allowed more flexibility in the representation of the model and measurement errors. As such, NN was chosen on the basis of its simplicity, its low computational cost and its effectiveness.
After these three updates the current version of GLEAM remains very similar to the original 1, 2, 10 . These estimates have recently been inter-compared to other datasets 15 and applied to study land-atmosphere interactions 11, 23 . The errors of GLEAM have also been mapped in space using triple collocation 1 . The
Rather than being oriented to produce a static product of E, GLEAM is intended to be a flexible tool able to run with different sets of its required input data. This flexibility allows the selection of the most suitable set of inputs based on the time period of a specific study, and the quality of these inputs over the spatial domain of interest. This applies mainly to P, R n , and T, but potentially also to θ obs , τ and snow water equivalents (D s ) when available. Currently, GLEAM runs at daily time steps exclusively, and therefore a minimum time resolution of a day is required for all its inputs.
Because the goal of this study is to gain insight into the long-term trends of E and especially the potential causes of multi-year variability, we have selected datasets that spanned the entire satellite era as inputs to the methodology. Table S1 summarizes the datasets used here to run GLEAM. Note that alternative datasets are used in the case of P, R n and T to explore the errors induced by the choice of inputs and how these propagate into the estimates of E (see also Sect. 3). During the selection of datasets we have prioritized those of a more observational nature.
The inputs of R n used to drive the methodology are obtained from ERA-Interim 30 For the input of T in GLEAM we also used ERA-Interim reanalysis data: the daily 2-metre air temperature calculated as the average of the eight 3-hour estimates over a daily cycle. However, more frequently we drive GLEAM with a merging of T data from the International Satellite Cloud Climatology Project (ISCCP) 32 2007. This blending methodology is similar to the ones applied to conform the θ obs and τ multi-satellite datasets used in our study 6, 17 Table S1 ). Note that the length of the E datasets from each experiment in Table S2 varies according to the availability of the inputs listed in Table S1 .
-Experiment Settings
The Clausius-Clapeyron expectation showed in Fig. 1c is calculated by driving GLEAM with a seasonal climatology of all the inputs of the experiment e1. The seasonal expectation of a variable for the day-of-the-year, d, at a given pixel, is calculated as the average of the entire multi-year dataset for that day of the year (i.e. the average value of the variable in the 32 days d in 1980-2011). Then a 31-day moving average is applied -this is a common practice to calculate seasonal climatologies 22, 39 .
In the case of T, however, the seasonal climatology is trended by adding an increment (every day) calculated based on the slope of the linear (1980-2011) trend of T at the pixel. As GLEAM is based on the PT equation, which infers the Clausius-Clapeyron relation via the parameterization of Δ (the slope of the saturation water vapour against air temperature), it is suitable for calculating the ClausiusClapeyron expected effect on E based on the observed long-term T change at a particular pixel. 
-Validation
We test the realism of GLEAM's estimates of E and θ by comparing them to ground measurements of evaporation from FLUXNET 40 the inputs used to drive GLEAM (i.e. e1-e5), can be explained by: (a) the structural errors in GLEAM, or (b) the quality and density of the in situ measurements differing from network to network. Overall, the estimates of GLEAM θ agree better with the in situ data in Europe and Africa and worse in parts of central United States. This is consistent for all simulations. The validation also reveals a generally poorer performance of θ for the simulation e4, in which the input of precipitation is GPCP-1DD as opposed to the usual CPC product (Table S2) . As expected, θ is less sensitive to the choice of R n and T.
The same way, all experiments lead to estimates of E that compare favourably against daily In regions with a marked seasonality in P, R n and T, correlations are likely to be larger (as long as the inputs used in GLEAM are able to reproduce these seasonal cycles correctly). We have therefore performed an analysis to evaluate the skill of the E products to capture daily anomalies. The seasonal expectations for each day of the year have been calculated and then removed from the raw series of E (for both GLEAM and FLUXNET). Seasonal expectations (or climatologies) are calculated as the average of the entire multi-year dataset for each day of the year and a 31-day window moving average 22, 39 , following the same approach as in the calculation of the Clausius-Clapeyron expectation described in Sect. 
-Extended discussion
Uncertainty in our E estimates can arise from errors in the input data (see Table S1 ) and errors in GLEAM itself. Both sources of uncertainty are explored together in the validation exercise (Sect. 4). Additionally, the appropriateness of GLEAM as the main methodology in the study is confirmed in Figure S6a shows the average annual E for e1, and Larger disagreement occurs when the inputs of P and R n are substituted; this is mainly due to the higher sensitivity of E to these inputs (not just in the model but also in nature), but it also highlights that there are disagreements between each dataset of P and R n (see also Fig. S7 ). In particular, the choice of SRB 3.0 R n , as opposed to ERA-Interim, leads to higher estimates of E over Amazonia (Fig. S6c) . The choice of CPC-Unified P seems critical in central Africa (Fig. S6d) , where the E becomes lower as a consequence of the underestimation of the CPC-Unified P in this region 33 . The choice of T product, on the other hand, causes milder impacts on the E estimates (Fig. S6e) . The assimilation of surface soil moisture tends to increase E in dry regions (see Fig. S6b ): under dry soil conditions, E can hardly decrease after optimizing the soil moisture, even if θ obs is unbiased.
As illustrated in Fig. 1c , we recognize a rising tendency in E in the Northern Hemisphere It is not surprising that GLEAM E shows no indication of an effect of dimming or brightening in the multidecadal trends, as the inputs of R n (both SRB 3.0 and ERA Interim) do not show signs of these phenomena either. Several other factors like the lack of consideration of trends in wind speed can also add uncertainty to our estimates. These simplifications can be responsible for potential disagreements with the interannual dynamics reported in previous studies using other methods; methods which of course have uncertainties of their own. As an example, Fig. S8 explores the differences between the interannual dynamics of e1 and those of the machine-learning algorithm used in ref. 26 . The variability of global E differs substantially between both methods as it is already pointed in Fig. 1a in the manuscript. Particularly important for our findings, by the year 2000, when the decline noted by ref. 26 had already started, we find a peak of evaporation following an episode of La Niña. Therefore it is only after 2000 when evaporation decreases according to GLEAM as average conditions transition to El Niño. While not being a proof that the time series of GLEAM are more realistic, we do note that the timing of the decline in GLEAM agrees better with the multi-model range by ref. 15 . We note as well that specific peaks and valleys in the dynamics of e1 can be explained to a large extent by the interannual variability of T, P and R n (see Fig. S7b ). It can be inferred, for instance, that for the year 2000 all the main inputs (and especially P) report high annual averages. We note as well that the dataset by ref. 26 has a low interannual variability (see Fig. S8 ). This has been highlighted several times in the past 50, 51 . correlated. This points to restrictions in the moisture supply as the cause for the correlations between SOI and E. We also see that prolonged increases in E are, on the other hand, usually related to transitions to La Niña conditions. During La Niña, the availability of moisture, especially in Australia, is abnormally high. This is show in Fig. S11 , that analyzes three prolonged periods of increase in monthly anomalies of E. Results from all three periods show agreement in highlighting Australia as a the sign and magnitude of the anomalies in southern Africa and especially in eastern South America.
We draw the attention again to the correspondence between the moisture availability (indicated by independent satellite soil moisture observations 17 ) and the E anomalies (from e2). Our results therefore suggest that a relationship exists between ENSO and the E dynamics in eastern Australia and southern Africa, and that it propagates to the global E averages (see Fig. S9 ). We show that this occurs because during El Niño the supply of water in eastern Australia and southern
Africa is insufficient to meet the atmospheric demand for water vapour. To test this hypothesis we have analysed monthly anomalies of E, soil moisture and NDVI, and calculated their magnitude, trends and correlations with the SOI in Fig. 3 . Figure S12 goes one step further and looks at the different components of E separately. Figure S12a shows the average zonal (30N-60S) transpiration, bare-soil evaporation and rainfall interception loss as calculated using the inputs from experiment e1. like the Australian deserts and the around Kalahari and Namibia. Despite not being water-limited, ENSO exerts a control over E in Amazonia and Indonesia (Fig. 3a,d ). This is explained by negative anomalies in interception loss as a consequence of the reduced rainfall during El Niño (see Fig. S15b ).
In our calculations of correlations and anomalies against monthly SOI -not just in Fig. 3 but also in other figures in this S.I., e.g., Fig. S12b-g ) -a 1-month lag in the monthly SOI has been considered as the appropriate time to allow atmosphere and vegetation to adapt to the pressure changes in the Pacific. This 1-month lag was derived from the analyses in Fig. S13 , where we apply different lag times to the monthly SOI and calculate the correlations with the (pixel) estimates of monthly anomalies of E (from e1). While for Australia the highest correlations are found when no lag is applied to the SOI, a 1-month lag increases the correlations in southern Africa. This points to a longer response period in Africa to the variations of pressure in the Pacific (as expected). The correlations are maxima in the East of South America when a longer lag-time of 3-5 months is applied (Fig. S13d-f ).
The 1-month lag (Fig. S13b) seems the most appropriate for the analyses as it is both sufficiently short to capture the effects of ENSO changes in the variability of E in Australia, and sufficiently long to capture the effects in South Africa. Note however that the SOI is heavily auto-correlated (as also are the time series of monthly anomalies of E), and that therefore a shift of 1 month in the analysis only changes results marginally, as becomes apparent in Fig. S13 . S14 support our main conclusions by reproducing similar results to the ones shown in the main text but using the Multivariate ENSO Index 52 ( Fig. S14a-c ) and the Sea Surface Temperature (SST) Index (see www.jisao.washington.edu/data/) (Fig. S14d-f) . Note that to ease the visual comparison with the SOI, both indices are presented as their negative value. The hypothesis that ENSO-related terrestrial water limitation controls land evaporation dynamics contains the tacit idea that changes in atmospheric pressure and SST in the Pacific cause changes in ocean evaporation and atmospheric circulation. These changes propagate to the terrestrial water cycle, via reduced supply of rainfall. We have seen that this occurs mainly during El Niño episodes, when in most water-limited land regions in the Southern Hemisphere the decline in rainfall produces an overall reduction in vegetation greenness (NDVI), soil moisture and evaporation.
Regional effects are more accentuated in southern Africa and Australia, but are also important in parts of the Atlantic coastal region of South America. Figure S15 summarizes the response of ocean evaporation and land precipitation to ENSO episodes. In Fig. S15a the zonal (30N-60S) and c (respectively). Negative anomalies of monthly evaporation occur during El Niño in the majority of the Atlantic and Indian oceans, particularly in our hot-spot regions of Australia, southern Africa and eastern South America. We also notice the anomalies in land precipitation in these continental areas, expected to follow from the reduced ocean evaporation and circulation changes (Fig. S15d,e ). Yet a more detailed study of this the link between ocean evaporation and land evaporation, via changes in the land supply of water, lays outside the scope of our study. We note, however, that such a study would benefit our understanding of the global water cycle and how continental hydrology may change as climate changes.
