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Do we need the S = kB log Ω postulate to build the theory of the equilibrium statistical
mechanics?
Xiang Gao∗
NVIDIA Corporation, 2788 San Tomas Expressway, Santa Clara, CA 95051, United States
(Dated: June 2, 2020)
The famous S = kB log Ω postulate can be replaced by a more obvious “on infinite temperature,
all microstates are equally accessible” when building the equilibrium statistical mechanics theory. To
approach this conclusion, the fake canonical ensemble (FCE) is introduced. The FCE is derived from
a minimum requirement, i.e. the mathematical consistency with thermodynamics, and generalizes
the canonical ensemble by allowing a function of microstate Λ (ω) multiplied to its Boltzmann
factor, where Λ (ω) describes the distribution at infinite temperature. The fake canonical ensemble
is physical only when Λ (ω) is constant, which implies equal accessibility of microstates at infinite
temperature.
I. INTRODUCTION
The famous Boltzmann’s entropy formula[1], S =
kB logΩ, is a fundamental postulate for the theory of the
equilibrium statistical mechanics. Almost all textbooks,
such as [2–6], build the theory by first introducing the mi-
crocanonical ensemble together with this postulate, and
then move on towards the canonical ensemble and use
this postulate to derive the Boltzmann distribution. The
postulate S = kB logΩ is the master formula that con-
nects macroscopic thermodynamics and microscopic sta-
tistical mechanics. Although the theory (i.e. the equilib-
rium statistical mechanics) built upon this postulate is
successful, it is not obvious why this postulate is correct.
In fact, there are criticisms about the connection between
information entropy and thermodynamic entropy[7–11].
If a postulate is making people uncomfortable, is there
a way to replace it with something more obvious? This
article presents a meta-theory to answer this question.
We will begin by building a statistical theory under a
minimum requirement, which is the mathematical consis-
tency with thermodynamics, in section II. The theory is
called the “fake canonical ensemble”(FCE). Surprisingly,
although minimum, the requirement of the consistency is
powerful enough to derive a similar mathematics to the
theory of the canonical, grand canonical, and isothermal–
isobaric ensembles. The FCE theory by itself is not a
complete theory for describing physical systems, because
it has too much degree of freedom, which leads to the
possibility of producing non-physical results. Analyzing
what additional postulate is needed for an FCE to be-
come a complete physics theory tells us the hidden nec-
essary conditions of the equilibrium statistical mechan-
ics. The S = kB logΩ is a necessary condition, but it is
neither the only one nor the most obvious one.
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II. THE FAKE CANONICAL ENSEMBLE
In [12], the authors present a way of using the mathe-
matical consistency between an ensemble theory and the
thermodynamics, together with a postulate “The Shan-
non entropy equals the thermodynamic entropy”, to de-
rive the Boltzmann distribution. This article generalizes
the idea of [12] by dropping the postulate about entropy
while keeping the requirement of mathematical consis-
tency.
Consider a thermodynamic system with generalized
forces X1, . . . , Xn, Y1, . . . , Ym and generalized coordi-
nates χ1, . . . , χn, y1, . . . , ym. The first law of thermo-
dynamics of that system reads
dU = TdS +
n∑
η=1
Xηdχη +
m∑
η=1
Yηdyη (1)
We want to study an ensemble parametrized by
(T,X1, . . . , Xn, y1, . . . , ym). In this setup, E, x1, . . . , xn
are random variables and Y1, . . . , Ym are statistical quan-
tities of that ensemble. For a microstate ω, we denote the
value of random variables at ω as E(ω), x
(ω)
1 , . . . , x
(ω)
n . We
use different letters X vs Y to distinguish ensemble pa-
rameters from statistical quantities. Also, we use χ vs x
to distinguish thermodynamic state functions from ran-
dom variables. The key of the FCE theory is the following
theorem:
Theorem 1. Consider a thermodynamic ensemble whose
first law reads as equation 1 and whose:
1. probability density function is proportional to a
function of ensemble parameters and random vari-
ables, i.e.
Pr (ω) ∝
f
(
E(ω) , x
(ω)
1 , . . . , x
(ω)
n ;T,X1, . . . , Xn, y1, . . . , ym
)
(2)
2. thermodynamic state functions U and χ1, . . . , χn
are described by ensemble mean values, i.e. U =〈
E(ω)
〉
and χη =
〈
x
(ω)
η
〉
for η = 1, . . . , n
2Then the probability distribution of that ensemble must
have the form
Pr (ω) ∝ Λ (ω) · exp
[
n∑
η=1
Xηx
(ω)
η
kBT
−
E(ω)
kBT
]
(3)
where Λ is a function of the microstate (i.e. a random
variable) that does not depend on T,X1, . . . , Xn.
Note that the system setup and the conditions here are
exactly the same as in [12] except that [12] has a third
condition while this article doesn’t. Connections of this
article with [12] will be described in section III.
Proof. This proof uses some lemmas, which are stated
and proved in section IV. Throughout most of this proof,
y1, . . . , ym are not involved, so we omit writing it ex-
plicitly in parameter lists. Let β = 1
kBT
, X˜η = βXη
and Y˜η = βYη. Instead of writing f as a function
of (T,X1, . . . , Xn), we will write it as a function of(
β, X˜1, . . . , X˜n
)
. Rewrite the first law of thermodynam-
ics equation 1 with β, X˜1, . . . , X˜n, we get
dS
kB
= βdU −
n∑
η=1
X˜ηdχη −
m∑
η=1
Y˜ηdyη
do Legendre transformation to get a state function B
with natural variables β, X˜1, . . . , X˜n, y1, . . . , ym, we have
B =
S
kB
− βU +
n∑
η=1
X˜ηχη (4)
dB = −Udβ +
n∑
η=1
χηdX˜η −
m∑
η=1
Y˜ηdyη (5)
therefore
U =
〈
E(ω)
〉
= −
∂B
∂β
(6)
χη =
〈
x(ω)η
〉
=
∂B
∂X˜η
(7)
Recall that
Pr (ω) ∝ f
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n ;β, X˜1, . . . , X˜n
)
the normalization constant (partition function) is
Z =
∑
ω
fω
where fω is short for
f
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n ;β, X˜1, . . . , X˜n
)
Then equation 6 and equation 7 becomes
∑
ω
E(ω)fω
Z
= −
∂B
∂β
∑
ω
x
(ω)
η fω
Z
=
∂B
∂X˜η
From basic multivariable calculus, we have ∂
2B
∂X˜η∂β
=
∂2B
∂β∂X˜η
. Therefore
∂
∂X˜η
∑
ω
E(ω)fω
Z
+
∂
∂β
∑
ω
x
(ω)
η fω
Z
= 0
which simplifies to
∑
ω
[
E(ω)
∂ (fω/Z)
∂X˜η
+ x(ω)η
∂ (fω/Z)
∂β
]
= 0
the above equality should always be true, regardless of
the details of the system and microstates, the only way
to guarantee this is to have
E(ω)
∂ (fω/Z)
∂X˜η
+ x(ω)η
∂ (fω/Z)
∂β
= 0
for all ωs. Apply the same thing to ∂
2B
∂X˜i∂X˜j
= ∂
2B
∂X˜j∂X˜i
and from lemma 1, we know that f must have the form
g
(
ζ, E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
, where
ζ = βE(ω) −
n∑
η=1
X˜ηx
(ω)
η
Let G be an antiderivative of g with respect to ζ, that is,
G′ = g
(
ζ, E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
We use the prime ′ exclusively for derivative with
respect to the first argument ζ while keeping other
arguments E(ω), x
(ω)
1 , . . . , x
(ω)
n constant. Let K =∑
ω G
(
ζ;E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
, it is easy to show that
∂K
∂β
=
∑
ω
E(ω)gω = Z
〈
E(ω)
〉
= −Z ·
∂B
∂β
(8)
∂K
∂X˜η
= −
∑
ω
x(ω)η gω = −Z
〈
x(ω)η
〉
= −Z ·
∂B
∂X˜η
(9)
where gω is short for
g
(
βE(ω) −
n∑
η=1
X˜ηx
(ω)
η , E
(ω), x
(ω)
1 , . . . , x
(ω)
n
)
3Note that K,Z,B all have the same set of natural vari-
ables β, X˜1, . . . , X˜n, y1, . . . , ym, so equation 8 and equa-
tion 9 can be condensed as
dK = −Z · dB (10)
Properties of exact differential tell us that K, Z and B
must have function relationship between each other.
K and Z are both functionals with parameters
β, X˜1, . . . , X˜n that map functions of ω (random varaibles
E(ω), x
(ω)
1 , . . . , x
(ω)
n ) to numbers. If the random variables
change by a small amount δE(ω), δx
(ω)
1 , . . . , δx
(ω)
n , then
the change of these functionals are:
δK =
∑
ω
[(
∂G
∂E(ω)
+ βgω
)
δE(ω)
+
∑
η
(
∂G
∂x
(ω)
η
− X˜ηgω
)
δx(ω)η
]
(11)
δZ =
∑
ω
[(
∂g
∂E(ω)
+ βg′ω
)
δE(ω)
+
∑
η
(
∂g
∂x
(ω)
η
− X˜ηg
′
ω
)
δx(ω)η
]
(12)
where the ∂
∂E(ω)
and ∂
∂x
(ω)
η
are partial derivatives keeping
ζ constant:
∂
∂E(ω)
∣∣∣∣
ζ,x
(ω)
1 ,...,x
(ω)
n
∂
∂x
(ω)
η
∣∣∣∣∣
ζ,E(ω),x
(ω)
1 ,...x
(ω)
η−1,x
(ω)
η+1,...,x
(ω)
n
The function relationship between K and Z re-
quires δK = C
(
β, X˜1, . . . , X˜n
)
δZ to be true for all
δE(ω), δx
(ω)
1 , . . . , δx
(ω)
n , where C
(
β, X˜1, . . . , X˜n
)
is some
constant that must not depend onE(ω), x
(ω)
1 , . . . , x
(ω)
n but
could depend on β, X˜1, . . . , X˜n. Then
∂G
∂E(ω)
+βgω = C
(
β, X˜1, . . . , X˜n
)
·
[
∂g
∂E(ω)
+ βg′ω
]
(13)
∂G
∂x
(ω)
η
− X˜ηgω = C
(
β, X˜1, . . . , X˜n
)
·
[
∂g
∂x
(ω)
η
− X˜ηg
′
ω
]
(14)
From lemma 2, C
(
β, X˜1, . . . , X˜n
)
is a constant that does
not depends on β, X˜1, . . . , X˜n. Denote it as C1. Define
Lˆ =
∂
∂E(ω)
+ β
∂
∂ζ
then equation 13 can be written as LˆG = C1Lˆg. Since
Lˆ is a linear operator, we have Lˆ (G− C1g) = 0. The
kernel of Lˆ contains functions of the form ϕ
(
ζ − βE(ω)
)
.
Do the same thing to equation 14 and summarize, we see
that G− C1g must have the form
G− C1g = ϕ
(
ζ − βE(ω) +
n∑
η=1
X˜ηx
(ω)
η
)
However, ζ − βE(ω) +
∑n
η=1 X˜ηx
(ω)
η ≡ 0, we then have
G−C1g = C2 where C2 is another constant. Taking the
derivative of both side, we get g = C1g
′, which immedi-
ately leads to
g
(
ζ, E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
=
C2
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
· exp (ζ/C1) (15)
and
G
(
ζ, E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
=
C1 · C2
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
· exp (ζ/C1) (16)
where C2
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
is some constant that
must not depend on β, X˜1, . . . , X˜n but could depend
on E(ω), x
(ω)
1 , . . . , x
(ω)
n . Since as the temperature goes
higher, high energy states should be more preferred, we
must have C1 < 0. Since C1 is a constant multiplied
towards the temperature, from lemma 3, we can choose
C1 = −1 without loss of generality. Defining
Λ (ω) = C2
(
E(ω), x
(ω)
1 , . . . , x
(ω)
n
)
concludes the proof.
Let’s call the ensemble we just described “fake canon-
ical ensemble”(“FCE”). If Λ (ω) is a constant, we say it
is “trivial”. It is obvious that for nontrivial Λ, generally
∑
ω E
(ω) · Λ (ω) · exp
[∑n
η=1
Xηx
(ω)
η
kBT
− E
(ω)
kBT
]
∑
ω Λ (ω) · exp
[∑n
η=1
Xηx
(ω)
η
kBT
− E
(ω)
kBT
]
6=
∑
ω E
(ω) · exp
[∑n
η=1
Xηx
(ω)
η
kBT
− E
(ω)
kBT
]
∑
ω exp
[∑n
η=1
Xηx
(ω)
η
kBT
− E
(ω)
kBT
] (17)
where the left hand side of equation 17 is the U evalu-
ated under fake canonical ensemble, and the right hand
side is the U eveluated with the generalized Boltzmann
distribution. This inequality means, although all fake
canonical ensembles are mathematically consistent with
thermodynamics, only the trivial one produces physical
results. The nature of fake canonical ensemble that it
can produce non-physical results is the reason why we
call it “fake”.
4The procedure to obtain all other thermodynamic state
functions for a fake canonical ensemble is pretty stan-
dard: In the proof of theorem 1, it is easy to observe
that K = −Z. Then from equation 10, we know that
B = logZ + C3. Since B is extensive, C3 must vanish.
We then have B = logZ. Let J = kBT · B = kBT logZ
and substitute into equation 4 and equation 5, we get
J = TS − U +
n∑
η=1
Xηχη
dJ = SdT +
n∑
η=1
χηdXη −
m∑
η=1
Yηdyη (18)
Following the standard procedure of how we obtain all
state functions of a canonical ensemble, we will obtain
these state functions for a fake canonical ensemble.
III. IMPLICATIONS AND APPLICATIONS
From section II, we already see that the FCE is derived
soly based on the mathematical consistency with ther-
modyanics. The fact that FCE produces non-physical
results means that we need to add further physical as-
sumptions to complete the physics theory. The new phys-
ical assumptions must imply Λ (ω) = constant. To un-
derstand what this means, we observe that, at T → ∞,
Pr (ω) ∝ Λ (ω), that is, Λ (ω) describes the probability
distribution at infinite temperature. Therefore, claiming
Λ (ω) to be a constant is equilivalent to claiming “on infi-
nite temperature, all microstates are equally accessible”.
An interesting open question is then: is there any inter-
esting system that is described by a nontrivial Λ (ω)?
Entropy is a state function of special interest. Let’s
see what is the entropy of a FCE. From equation 18, we
know that
S =
∂J
∂T
=
∂ (kBT logZ)
∂T
= kB logZ + kBT ·
1
Z
·
∂Z
∂T
it is easy to show that
∂Z
∂T
= −
1
T
∑
ω
fω log
fω
Λ (ω)
therefore
S = −kB
∑
ω
fω
Z
log
fω
Z
+ kB
∑
ω
fω
Z
log Λ (ω)
= H + kB 〈log Λ (ω)〉 (19)
where H = −kB
∑
ω
fω
Z
log fω
Z
is the Shannon entropy of
the distribution of the FCE. From equation 19 we can see
that “Λ (ω) = constant” is equivalent to “S = H”. That
is, the main result of [12] is a straightforward conclusion
of this article.
Although nontrivial Λ (ω) produces results that look
non-physical, nontrivial FCE can still be potentially use-
ful on the study of physical systems. In theoretical
physics and computer simulation, it is common that peo-
ple derive equations under some approximation, and in-
troduce a correction to that approximation later. The
correction could be empirical and artificial. The point
here is usually not to provide a riguous theoretical justifi-
cation, but to produce better (than a first principle ideal-
ized theory) numbers against experimental observations.
In such a scenario, Λ (ω) provides a place for plug-and-
play of those corrections. For example, if people want to
simulate the behavior of a protein with a classical force
field, they can choose a nontrivial FCE that provides
better match with experiments, and explain the Λ (ω) of
that FCE as a correction of force field approximation at
infinite temperature.
IV. LEMMAS AND THEIR PROOF
Lemma 1. For a function of 4 variables f (a, b, c, d), if
a
∂f
∂b
∣∣∣∣
acd
+ c
∂f
∂d
∣∣∣∣
abc
= 0
then there exists a function g such that f (a, b, c, d) =
g (ad− bc, a, c).
Proof. Let us call (a, b, c, d) the old coordinates, and
define a new coordinates (u, v, w, x)


u = a
v = c
w = ad− bc
x = ad+ bc
then the reverse transformation is

a = u
c = v
d = w+x2u
b = x−w2v
Evaluating partial derivatives in new coordinate, we have
∂f
∂x
∣∣∣∣
uvw
=
∂f
∂d
∣∣∣∣
abc
·
1
2a
+
∂f
∂b
∣∣∣∣
acd
·
1
2c
=
1
2ac
(
c
∂f
∂d
∣∣∣∣
abc
+ a
∂f
∂b
∣∣∣∣
acd
)
= 0 (20)
that is, f does not depend on x. Therefore, it is a function
of only u, v, w.
Lemma 2. Let f , g and C be functions, and
x, y, a, b be variables, then f (ax+ by, x, y) = C (a, b) ·
g (ax+ by, x, y) implies that C (a, b) is a constant that
does not depend on a, b.
5Proof. For fixed x, y, the set of all possible values of
(a, b) that have ax + by = z, where z is a constant, is a
line. When x, y and ax + by are all fixed, the values of
f or g does not change, so on that line C (a, b) must also
be a constant. This is true for all values of x, y and z,
that is, on all possible lines, C (a, b) is a constant. Since
different lines cross, C (a, b) then must be a constant that
does not depend on a, b.
Lemma 3. If we scale the temperature by 1
α
and the
entropy by α, we don’t change any physics.
Proof. Let’s begin our proof by reviewing how the the-
ory of equilibrium statistical mechanics is built. The
procedure starts from defining the entropy of the mi-
crocanonical ensemble as S = kB logΩ , and establish
a system in thermal equilibrium with a resevoir who de-
fines T . The number of microstates of the resevoir Ωr is
therefore given by
Ωr = exp (Sr/kB) (21)
taking the power series of Sr at Etotal with respect to
the energy of the system Es and keeping up to the first
order, we get
Sr (Etotal − ES) = Sr (Etotal)−
∂Sr
∂Er
· ES (22)
from the first law of thermodynamics, we know that
∂Sr
∂Er
=
1
T
(23)
combining equation 21, equation 22 and equation 23, we
get the Boltzmann distribution
Ωr = C · exp
(
−
Es
kBT
)
(24)
where C = exp (Sr (Etotal)) is a constant that does not
depend on ES . In the above procedure, the temperature
scale is introduced by defining entropy as S = kB logΩ.
The constant kB in that equation gets propogated along
the logic chain and determines the temperature scale to-
gether with the first law of thermodynamics.
If we instead started by defining S′ = αkB logΩ, fol-
lowing the same logic we will get
Ωr = exp
(
S′r
kBα
)
in this case, the first law of thermodynamics will give
∂S′r
∂Er
=
1
T ′
where T ′ is the temperature in the new scale. The Boltz-
mann distribution in the new scale will look like
Ωr = C · exp
(
−
Es
kBαT ′
)
(25)
Temperature scales are artificial, but probabilities are
physical. So equation 25 must match with equation 24.
To prove that they match, we use the first law of ther-
modynamics to find the relationship between T and T ′:


dU = TdS − pdV
dU = T ′dS′ − pdV
S′ = αS
⇒ T ′ =
T
α
(26)
substitute equation 26 into equation 25, we get an exact
match with equation 24, which concludes this proof.
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