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Introduction
The fluid-structure interaction plays a fundamental role in many engineering
branches, e.g. aircraft development, mechanical engineering (turbomachinery
- vibration of blades), civil engineering (bridge flutter), nuclear engineering,
biotechnology etc. The interaction between fluid flow and moving structures is
studied in aeroelasticity or hydroelasticity. To perform the aeroelastic compu-
tation means to combine the CFD computation with the structural dynamics
and elasticity. Good understanding of aeroelastic processes and good ability to
predict them is very important, because the aeroelastic effects can lead to un-
desired or even dangerous results (noise generation, material wear, building or
bridge collapse, aircraft crash etc.).
This thesis is concerned with numerical solution of the air-airfoil interaction.
The study of airfoil aeroelastic stability is important for aeroelastic design of
aircrafts. With new advanced materials and new construction methods the de-
signers and constructors aim at lighter and more flexible airfoils. This reduction
of stiffness makes the airfoil susceptible to the aeroelastic instability. Therefore,
we need to be able to accurately predict the occurring interactions.
We deal with 2D compressible viscous and inviscid flow in a time-dependent
domain. It is necessary to consider compressible flow, because the operational
Mach numbers of usual public aircrafts are too high to use the incompressible
flow model (e.g. the ”cruising speed” of Airbus A340 corresponds to Mach
number 0.82).
The flow is described by equations representing conservation laws - the Euler
and Navier-Stokes equations, the continuity equation and the energy equation
together with some boundary conditions and an initial condition. We solve
this system of partial differential equations by the discontinuous Galerkin finite
element method (DGFEM). This numerical method is suitable for high-order
space discretization and for the use on unstructed grids. It can be also efficiently
parallelized, which is necessary for ”real life” problems. Since we assume the
time-dependent domain, we have to use suitable technique working on moving
meshes. The Arbitrary Lagrangian-Eulerian (ALE) method is used.
This thesis is structured as follows. In Chapter 1 the Euler and Navier-Stokes
equations as well as the energy and the continuity equations are derived. We also
present some thermodynamical relations which are necessary in the following.
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In Chapter 2 we present DGFE discretization of the Euler equations, treat the
boundary conditions and outline the shock capturing technique, which is neces-
sary to avoid the Gibbs phenomenon in case of transonic flow. We also present
the DGFE discretization of the Euler equations in time-dependent domains
and details of the ALE method. The DGFE discretization of the Navier-Stokes
equations in time-dependent domains is performed in Chapter 3. In Chapter
4 we derive the equations describing the motion of an airfoil with two degrees
of freedom. In Chapter 5 we describe some of the techniques used in our test
calculations. The last chapter summarises results obtained for prescribed airfoil
motion and fluid-structure interaction.
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Chapter 1
Equations governing
compressible flow
This chapter describes some basic flow properties, conservation laws and their
mathematical form. We pay special attention to Navier-Stokes equations gov-
erning compressible flow.
1.1 Description of the flow
Let (0, T ) ⊂ IR be a time interval and Ωt ⊂ IR
3 be a space occupied by a fluid
at time t ∈ (0, T ). We assume the so-called fundamental hypothesis
exactly one fluid particle passes through each point x ∈ Ωt at time t.
Fluid motion can be described in two ways:
I) The Lagrangian description considers motion of each fluid particle. Trajectory
of one particle can be described by
x = ϕ(X, t).
X is the reference determining the particle. Components X1, X2, X3 of the ref-
erence X are called Lagrangian coordinates. The velocity of the particle with
reference X is defined as
vˆ(X, t) =
∂ϕ
∂t
(X, t). (1.1)
The acceleration of the particle is defined as
aˆ(X, t) =
∂2ϕ
∂t2
(X, t). (1.2)
II) The Eulerian description is used to determine the velocity of the particle
9
passing through the point x at time t. Following (1.1), we write the velocity
v(x, t) at the point x and time t as
v(x, t) = vˆ(X, t) =
∂ϕ
∂t
(X, t) where x = ϕ(X, t). (1.3)
Similarly, following (1.2), the acceleration of the particle passing through x at
time t is expressed as
a(x, t) =
∂v
∂t
(x, t) +
3∑
i=1
vi(xi, t)
∂v
∂xi
(x, t). (1.4)
We can also write
a =
∂v
∂t
+ (v · grad)v =
∂v
∂t
+ (v · ∇)v. (1.5)
We can now introduce notation
D
Dt
=
∂
∂t
+ (v · grad) =
∂v
∂t
+ (v · ∇). (1.6)
We call this symbol the material derivative with respect to time. The material
derivative consists of the local derivative ( ∂
∂t
) and the convective derivative
(v · grad). Now we can see that the acceleration a is the material derivative of
the velocity.
Transition from Eulerian to Lagrangian description is equivalent to the de-
termination of the trajectory of a particle when we know the velocity field. The
trajectory of the particle passing through the point X ⊂ Ωt0 at time t ∈ (0, T )
is the solution of the initial value problem
dx
dt
= v(x, t), x(t0) = X. (1.7)
We can formulate theorem describing the uniqueness and the existence of solu-
tion of (1.7), proven in [6].
1.2 The transport theorem
In this section we introduce the transport theorem. Consider some physical quan-
tity and a function F = F (x, t) representing this quantity. Let V(t) ⊂ Ωt be
a bounded domain occupied by fluid at time t. The total amount F(t) of the
quantity represented by F that is in the volume V(t) at time t is defined by
F(t) =
∫
V(t)
F (x, t)dx. (1.8)
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We also need to define the rate of change of the quantity F :
dF(t)
dt
=
d
dt
∫
V(t)
F (x, t)dx. (1.9)
Suppose that F ∈ C1(M) and v ∈ [C1(M)]
3
. Let ϕ = ϕ(X, t0; t) be the solution
of (1.7) (we know, that this solution exists and is unique). This mapping defines
how the domain V(t) changes with time. If t0 is an arbitrary time instant and
V(t) ⊂ Ωt0 , then
V(t) = {ϕ(X, t0; t); X ∈ V(t0)}. (1.10)
We further denote the Jacobian J (X, t) of the mapping
X ∈ V(t0) −→ ϕ(X, t0; t) ∈ V(t) (1.11)
as
J (X, t) = det
Dϕ(X, t0; t)
DX
= det

∂ϕ1
X1
, ∂ϕ1
X2
, ∂ϕ1
X3
∂ϕ2
X1
, ∂ϕ2
X2
, ∂ϕ2
X3
∂ϕ3
X1
, ∂ϕ3
X2
, ∂ϕ3
X3
 .
We state auxiliary lemma before we proceed to the transport theorem.
Lemma 1.1 Let t0 ∈ (0, T ), V(t0) be a bounded domain with V(t0) ⊂ Ωt0.
Then there exists an interval (t1, t2) (where t0 ∈ (t1, t2)) such that:
1. The mapping (1.11) with t ∈ (t1, t2) has continuous first order derivatives
with respect to t, X1, X2, X3 and continuous second derivatives ∂
2ϕ/∂t∂Xi,
i = 1, 2, 3.
2. The mapping (1.11) is a continuously differentiable one-to-one mapping,
that maps V(t0) onto V(t). The mapping has the Jacobian which is con-
tinuous and bounded and satisfies the condition
J (X, t) > 0 ∀X ∈ V(t0), ∀t ∈ (t1, t2).
3. The inclusion {
(x, t); t ∈ [t1, t2], x ∈ V(t)
}
⊂M
holds true and so the mapping v (from (1.7)) has continuous and bounded
first derivatives on {(x, t); t ∈ (t1, t2), x ∈ V(t)} .
4. v(ϕ(X, t0; t), t) =
∂ϕ
∂t
(X, t0; t) ∀X ∈ V(t0), ∀t ∈ (t1, t2).
Proof can be found in [6].
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Theorem 1.2 Let conditions 1) - 4) from Lemma 1.1 be satisfied and let the
function F = F (x, t) have continuous and bounded first order derivatives on
the set {(x, t); t ∈ (t1, t2),x ∈ V(t)}. Then for each t ∈ (t1, t2) there exists the
finite derivative
dFht
dt
(t) =
d
dt
∫
V(t)
F (x, t)dx
=
∫
V(t)
[
∂F
∂t
(x, t) + v(x, t) · gradF (x, t) + F (x, t)divv(x, t)
]
dx
=
∫
V(t)
[
∂F
∂t
(x, t) + div(Fv)(x, t)
]
dx.
Proof can be found in [6].
In the next sections we shall introduce the mathematical formulation of some
fundamental physical laws, called conservation laws. We can assemble couples of
conservation laws and their mathematical formulations: the law of conservation
of mass - the continuity equation, the law of conservation of momentum - the
equations of motion and the law of conservation of energy - the energy equation.
1.3 The continuity equation
The density of fluid is a function
ρ :M = {(x, t); t ∈ (0, T ),x ∈ Ωt} → (0,+∞). (1.12)
In virtue of this definition we can compute the mass m(V; t) of the fluid con-
tained in any subdomain V ⊂ Ωt as
m(V; t) =
∫
V
ρ(x, t)dx. (1.13)
Suppose ρ ∈ C1(M) and v ∈ [C1(M)]3. Let us consider an arbitrary time
point t0 ∈ (0, T ) and a moving system of fluid particles which fills a bounded
domain V ⊂ V ⊂ Ωt0 at the time t0. V is called control volume. Further we
denote the domain filled by the considered system of fluid particles at the time
t ∈ (t1, t2) by V(t), where t0 ∈ (t1, t2) and this time interval has properties from
Lemma 1.1. This means that V(t0) = V and conditions 1) - 4) from Lemma 1.1
are satisfied.
Then we can formulate the conservation of mass in the following way:
The mass of the piece of fluid represented by the domain V(t) does not depend
on time t.
This means that
dm(V(t); t)
dt
= 0, t ∈ (t1, t2). (1.14)
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In virtue of (1.13),
m(V(t); t) =
∫
V(t)
ρ(x, t)dx. (1.15)
As said before, the presumptions of the transport theorem 1.2 are satisfied
for the function F = ρ and by using this theorem, from (1.14) and (1.15) we
get
d
dt
∫
V(t)
ρ(x, t)dx =
∫
V(t)
[
∂ρ
∂t
(x, t) + div(ρv)(x, t)
]
dx = 0, t ∈ (t1, t2).
Now we can substitute t := t0 and because it holds V(t0) = V we obtain∫
V
[
∂ρ
∂t
(x, t0) + div(ρv)(x, t0)
]
dx = 0 (1.16)
for an arbitrary t0 ∈ (0, T ) and an arbitrary control volume V ⊂ Ωt0 .
For the next step we need the following lemma. We will use it to derive the
differential form of the mass conservation law.
Lemma 1.3 Let Ω ⊂ IR3 be an open set, f ∈ C(Ω). Then
f ≡ 0 in Ω ⇔
∫
V
fdx = 0 for any open and bounded set V ⊂ V ⊂ Ω.
Proof: The proof is elementary and we will verify both implications.
’⇒’ If f ≡ 0 then
∫
V
fdx = 0 ∀V ⊂ Ω.
’⇐’ Let us suppose the contradiction:
Let
∫
V
fdx = 0 for each V ⊂ V ⊂ Ω and there exists x0 ∈ Ω such that f(x0) > 0.
We know that f is continuous. Then there exists a neighborhood U(x0) such
that f(x) > 0 for each x ∈ U(x0). It means that
∫
U(x0)
fdx > 0, which is the
contradiction with the assumption.

Now, using the continuity of the integrand in (1.16), Lemma 1.3 and writing
t instead of t0, we obtain the relationship
∂ρ
∂t
(x, t) + div(ρ(x, t)v(x, t)) = 0, t ∈ (0, T ), x ∈ Ωt. (1.17)
This equation represents the differential form of the law of conservation of mass
and is called the continuity equation.
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1.4 The equations of motion
Now we would like to derive basic equations describing the fluid motion. They
will be drawn from the law of conservation of momentum which says:
The rate of change of the total momentum of a piece of fluid formed by the same
particles at each time and occupying the domain V(t) at time t is equal to the
force acting on V(t).
Let us suppose ρ ∈ C1(M),v ∈ [C1(M)]3. The total momentum of fluid
particles contained in V(t) is given by
H(V(t)) =
∫
V(t)
ρ(x, t)v(x, t)dx.
Further we can denote by F(V(t)) the force acting on the volume V(t) and then
the law of conservation of momentum reads
dH(V(t))
dt
= F(V(t)), t ∈ (t1, t2).
The transport theorem can be used in this step and we obtain∫
V(t)
[
∂
∂t
(ρ(x, t)vi(x, t)) + div(ρ(x, t)vi(x, t)v(x, t))
]
dx = Fi(V(t)),
i = 1, 2, 3, t ∈ (t1, t2).
Now, taking into account that t0 ∈ (0, T ) is an arbitrary time instant and
V(t0) = V ⊂ V ⊂ Ωt0 , where V is an arbitrary control volume, we can write t
instead of t0 in the law of conservation of momentum and we get∫
V
[
∂
∂t
(ρ(x, t)vi(x, t)) + div(ρ(x, t)vi(x, t)v(x, t))
]
dx = Fi(V; t) (1.18)
for i = 1, 2, 3, an arbitrary time t ∈ (0, T ) and an arbitrary control volume
V ⊂ Ωt. The vector F(V; t) with components Fi(V; t) denotes the force acting
on the volume V at the time t.
Our aim is to derive differential equation from (1.18). For that we need to
characterize the vector F(V; t). We can distinguish two types of forces acting
in fluids and we introduce them now.
1. The volume force (also called outer or body force) Fv(V; t) acting at the
time t on the particles contained in a control volume V ⊂ V ⊂ Ωt is
expressed by its density related to the unit of mass f ∈ [C(M)]3:
Fv(V; t) =
∫
V
ρ(x, t)f (x, t)dx. (1.19)
Volume forces are for example gravitation and electromagnetic or electro-
static forces.
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2. The surface force (or inner force because it is caused by inner interactions
inside the fluid) F s(V; t) represents the activity of the fluid contained
outside the control volume V at the time t on this volume. It is expressed
by means of the stress vector T(x, t,n) characterizing the density of the
surface force, where n is the unit outer normal to V. We assume that
T ∈ [C(M× S1)]
3, where S1 is the surface of the unit sphere with center
at the origin. Then we have
F s(V; t) =
∫
∂V
T(x, t,n(x))dS. (1.20)
Now the stress vector T(x, t,n) can be expressed with the aim of some of
its values for certain normals. Let us choose the normals parallel to the
coordinate axes and set
τji = Ti(x, t, ej), i, j = 1, 2, 3,
where ej are unit vectors with directions of coordinate axes. The quantities
τji = τji(x, t), i, j = 1, 2, 3 are called the components of the stress tensor
(for more informations about stress tensor see [6])
T =
 τ11, τ12, τ13τ21, τ22, τ23
τ31, τ32, τ33
 .
Then we can write
Ti(x, t,n) =
3∑
j=1
njτji(x, t), i = 1, 2, 3. (1.21)
Let us assume that ρ, vi, τij ∈ C
1(M) and fi ∈ C(M), i, j = 1, 2, 3. Substi-
tuting Fi(V; t) in (1.18) we obtain∫
V
[
∂
∂t
(ρ(x, t)vi(x, t)) + div(ρ(x, t)vi(x, t)v(x, t))
]
dx =
=
∫
V
ρ(x, t)fi(x, t)dx+
∫
∂V
3∑
j=1
τji(x, t)nj(x)dS, i = 1, 2, 3,
for each t ∈ (0, T ) and for an arbitrary control volume V ⊂ Ωt.
Now using Green’s theorem we get the equations of motion of a general fluid
in differential conservative form
∂
∂t
(ρvi) + div(ρviv) = ρfi +
3∑
j=1
∂τji
∂xj
, i = 1, 2, 3,
which can be written also as
∂
∂t
(ρv) + div(ρv ⊗ v) = ρf + div T . (1.22)
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1.5 The Navier-Stokes equations
The relations between the stress tensor and other quantities describing the
fluid flow, particularly the velocity and its derivatives, are represented by the
so-called rheological equations of the fluid.
The form of the stress tensor is presented. The proof of this statement can
be found in [6]. Under some conditions (Stoke’s postulates, see [6]) the stress
tensor has the form
T = (−p + λ div v)I + 2µD(v), (1.23)
where λ, µ are constants or scalar functions of thermodynamical quantities.
If the stress tensor depends linearly on the velocity deformation tensor as
in (1.23), we call the fluid Newtonian. This is the common case of fluids. Gases
are always Newtonian.
Let us assume that ρ ∈ C1(M) and ∂v
∂t
and ∂
2v
∂xi∂xj
∈ C(M), i, j = 1, 2, 3,
and substitute relation (1.23) into the general equations of motion (1.22). We
get the so-called Navier-Stokes equations
∂(ρv)
∂t
+ div(ρv ⊗ v) = ρf − grad p+ grad(λ div v) + div(2µD(v)), (1.24)
where µ and λ are called the first and the second viscosity coefficients. Some-
times we call µ dynamical viscosity too.
In the kinetic theory of gases the conditions
µ ≥ 0, 3λ+ 2µ ≥ 0 (1.25)
are derived. There holds the relation 3λ + 2µ = 0 for monoatomic gases. This
condition is also usually used as simplification for more complicated gases. In
this papers we shall assume that both µ and λ are constants.
Now we derive another forms of Navier-Stokes equations which we are going
to use later.
Let us assume that ρ and v are sufficiently regular and satisfy the continuity
equation (1.17), and that the viscosity coefficients µ and λ are constants.
An important quantity in viscous flow is the so-called Reynolds number,
defined as
Re =
U∗L∗ρ∗
µ∗
, (1.26)
where U∗ is the characteristic velocity, L∗ is is the characteristic length, ρ∗ is
the characteristic density and µ∗ is is the characteristic viscosity of the given
configuration.
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1.6 The equation of energy
In this section energy equation will be derived. This equation represents law of
conservation of energy formulated as: The rate of change of the total energy of
the fluid particles occupying the domain V(t) at time t is equal to the sum of
the power of the volume force acting on the volume V(t) and the power of the
surface force acting on the surface V(t), and of the amount of heat transmitted
to V(t). Let us denote by E(V(t)) the total energy of the fluid particles contained
in the domain V(t) and by Q(V(t)) the amount of heat transmitted to V(t) at
time t. Taking into account the character of outer and inner forces acting on the
domain V(t), determined by the density f of the volume force and the stress
vector T, we get the representation of the law of conservation of energy
d
dt
E(V(t)) =
∫
V(t)
ρ(x, t)f (x, t) · v(x, t)dx
+
∫
∂V(t)
T(x, t,n(x)) · v(x, t)dS +Q(V(t)).
(1.27)
We further introduce the relations
E(V(t)) =
∫
V(t)
E(x, t)dx,
E = ρ(e+
|v|2
2
),
Q(V(t)) =
∫
V(t)
ρ(x, t)q(x, t)dx−
∫
∂V(t)
q(x, t) · n(x)dS.
(1.28)
Here we denote E as total energy, e as specific internal energy, |v|
2
2
as density
of the kinetic energy, q as density of heat sources (related to unit of mass) and
q as heat flux. We can write∫
∂V(t)
q(x, t) · n(x)dS = −
∫
∂V(t)
k(x, t)
∂θ(x, t)
∂n
dS, (1.29)
with help of Fourier’s law
q = −k gradθ, (1.30)
where k is the heat conductivity coefficient and θ is absolute temperature. From
second law of thermodynamics it can be proven, that k ≥ 0. Coefficient k
depends on absolute temperature but we suppose that k is constant. Taking
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into account (1.21) and (1.28) we can write (1.27)
d
dt
∫
V(t)
E(x, t)dx =
∫
V(t)
ρ(x, t)f (x, t) · v(x, t)dx
+
∫
∂V(t)
3∑
j=1
τji(x, t)nj(x)vi(x, t)dS
+
∫
V(t)
ρ(x, t)q(x, t)dx−
∫
∂V(t)
q(x, t) · n(x)dS.
(1.31)
We assume that ρ, vi, τij , qi ∈ C
1(M) and fi, q ∈ C(M), (i, j = 1, 2, 3). As
a result of transport and Green theorem and Lemma 1.5, energy equation in
differential conservative form can be derived as
∂E
∂t
+ div(Ev) = ρf · v + div T v + ρq − div q. (1.32)
1.7 Thermodynamical relations
We need to add some additional equations to make conservative law system
complete. We call the absolute temperature θ, the density ρ and the pressure p
state variables. All these variables are positive functions. The gas is character-
ized by the equation of state
p = p(ρ, θ) and e = e(ρ, θ).
It is then possible to express p and θ as a functions of e and ρ
p = p(e, ρ) and θ = θ(e, ρ).
We often consider perfect gas. Then the state variables satisfy equation of state
in the form
p = Rθρ, (1.33)
where R > 0 is the gas constant, which can be expressed in the form
R = cp − cv, (1.34)
cp is specific heat at constant pressure and cv is specific heat at constant volume.
We know from experiments that cp > cv and so R > 0. We call quantity
γ =
cp
cv
> 1 (1.35)
Poisson adiabatic constant. The internal energy of a perfect gas is given by
e = cvθ.
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Chapter 2
Discontinuous Galerkin finite
element method
In this chapter we shall be concerned with the discontinuous Galerkin finite
element method (DGFEM). We apply the method on equations describing com-
pressible inviscid flow - the Euler equations.
2.1 DGFEM discretization of Euler equations
Let us consider the unsteady flow of an inviscid gas in a domain Ω ⊂ IR2.
It is governed by the continuity equation, the Euler equations of motion and
the energy equation, to which we add thermodynamical relations from previous
section. This system is simply called the Euler equations. We assume adiabatic
flow and so we neglect heat transfer. Moreover, we neglect the outer volume
force, because the gas is light. We shall be concerned with the flow of a perfect
gas.
Further, we define disjoint boundary parts ΓI , ΓO, ΓW , the inlet, outlet and
impermeable wall respectively, ΓI ∪ΓO ∪ΓW = ∂Ω. Next we set ΓIO = ΓI ∪ΓO.
The system of the Euler equations describing 2D inviscid compressible flow can
be written in form
∂w
∂t
+
2∑
s=1
∂f s(w)
∂xs
= 0 in QT , (2.1)
where QT = Ω× (0, T ), Ω ⊂ IR
2, T > 0, w(x, t) is the state vector and f 1,f 2
are the inviscid fluxes
w =(ρ, ρv1, ρv2, E)
T ∈ IR4,
f i =(fi1(w), . . . , fi4(w))
=(ρvi, ρv1vi + δ1ip, ρv2vi + δ2ip, (E + p)vi)
T .
(2.2)
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We use the relation
p = (γ − 1)(e− ρ|v|2/2). (2.3)
We prescribe initial condition
w(x, 0) = w0(x) x ∈ Ω. (2.4)
Boundary conditions will be discussed in Section (2.1.3). In the following, we
need a property of the fluxes called homogeneity :
f s(αw) = αf s(w), α ∈ IR, α 6= 0, s = 1, 2. (2.5)
This implies relation
f s(w) = As(w)w, where As(w) =
Df s(w)
Dw
, s = 1, 2. (2.6)
We define the speed of sound
a =
√
γp/ρ (2.7)
and the Mach number
M =
|v|
a
. (2.8)
The speed of sound is the velocity of the propagation of perturbations in density
and pressure. In other words, the speed of sound is the highest speed that
”information” travels in a compressible fluid. Further we define the entropy :
S = cv ln
p/p0
(ρρ0)γ
, (2.9)
where p0 and ρ0 are a reference pressure and density. Assume n = (n1, n2)
T ∈
IR2 with |n| = 1. Let
P(w,n) :=
2∑
s=1
As(w)ns, (2.10)
P(w,n) :=
2∑
s=1
fs(w)ns. (2.11)
We can now write following lemma proved in [6].
Lemma 2.1 (Diagonal hyperbolicity) Let n = (n1, n2)
T ∈ IR2 with |n| = 1.
Then the matrix P(w,n) is diagonalizable with real eigenvalues, i.e. there exists
a matrix T ∈ IR4,4 and λ1, . . . , λ4 ∈ IR such that
P(w,n) = TDT−1, D = diag(λ1, . . . , λ4). (2.12)
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2.1.1 Space discretization
Let Ωh be a polygonal approximation of Ω. By Th we denote a partition of Ωh
consisting of elements Ki ∈ Th, i ∈ I, e.g. triangles or quadrilaterals and I ⊂ Z
+
is suitable set of indexes. By Γij we denote a common edge between neighboring
elements Ki and Kj . We set s(i) = {j ∈ I, Kj is a neighboring element of Ki}.
The boundary ∂Ωh of polygonal approximation of Ω is formed by finite number
of faces of elements Ki adjacent to ∂Ωh. By Sj we denote all these boundary
faces, where j ∈ Ib ⊂ Z−. Now we set γ(i) = j ∈ Ib, Sj is face of Ki ∈ Th and
γij = Sj for Ki ∈ Th such that Sj ⊂ ∂Ki, j ∈ I
b. We set γ(i) = ∅ for Ki not
containing any boundary face Sj . Then s(i) ∩ γ(i) = ∅ for all i ∈ I. If we write
S(i) = s(i) ∪ γ(i), we have
∂Ki =
⋃
j∈S(i)
Γij , ∂Ki ∩ ∂Ωh =
⋃
j∈γ(i)
Γij . (2.13)
The symbol nij = ((nij)1, (nij)2) denotes outer unit normal to ∂Kij on the face
Γij.
We will search the approximate solution at each time instant t as an element
of the finite-dimensional space
Sh = S
r,−1(Ωh, Th) = {ϕh; ϕh|K ∈ P
r(K) ∀K ∈ Th}
4, (2.14)
where r > 0, r ∈ N and P r denotes the space of polynomials of degree ≤
r on K. Functions ϕ ∈ Sh are generally discontinuous on interfaces Γij . By
ϕ|Γij and ϕ|Γji we denote the values of ϕ on Γij considered from the interior and
exterior of Ki, respectively. We define the average and the jump of a function
ϕ on Γij as
〈ϕ〉ij =
1
2
(ϕ|Γij + ϕ|Γji), [ϕ]ij = ϕ|Γij − ϕ|Γji . (2.15)
We will now derive the discrete problem. We assume that the exact solu-
tion w is sufficiently regular (e.g. continuously differentiable in Ω× [0, T ]). We
multiply the Euler equations (2.1) by an arbitrary test function ϕ ∈ Sh and
integrate over all elements Ki ∈ Th. Applying Green’s theorem and summing
up over all i ∈ I, we obtain
d
dt
∑
Ki∈Th
∫
Ki
w(t) · ϕdx =
∑
Ki∈Th
∫
Ki
2∑
s=1
f s(w(t)) ·
∂ϕ
∂xs
dx
−
∑
Ki∈Th
∑
j∈S(i)
∫
Γij
2∑
s=1
f s(w(t))(nij)s · ϕdS.
(2.16)
We approximate the fluxes through the faces Γij using numerical flux H =
H(u,w,n) in the form∫
Γij
2∑
s=1
f s(w)(nij)s · ϕdS ≈
∫
Γij
H(wh|Γij ,wh|Γji ,nij) · ϕdS. (2.17)
21
We introduce the forms
(wh, ϕh)h =
∫
Ωh
wh · ϕhdx, (2.18)
b˜h(wh, ϕh) = −
∑
Ki ∈Th
∫
Ki
2∑
s=1
f s(wh(t)) ·
∂ϕh
∂xs
dx
+
∑
Ki ∈Th
∑
j ∈S(i)
∫
Γij
H(wh|Γij ,wh|Γji,nij) · ϕhdS.
(2.19)
Now we can define the approximate solution of (2.1) as a function wh satisfying
the conditions
wh ∈ C
1([0, T ];Sh), (2.20)
d
dt
(wh, ϕh)h + b˜h(wh, ϕh) = 0, ∀ϕh ∈ Sh, ∀t ∈ (0, T ), (2.21)
wh(0) = Πhw
0, (2.22)
where Πhw
0 is the L2-projection of w0 from the initial condition
w(x, 0) = w0(x), x ∈ Ω (2.23)
on the space Sh. This means that Πhw
0 ∈ Sh and
(Πhw
0, ϕh)h = (w
0, ϕh) ∀ϕh ∈ Sh. (2.24)
Moreover, we consider boundary conditions, but we shall discuss them later
in Section (2.1.3). Setting r = 0 we obtain the finite volume method using
piecewise constant approximations.
The numerical flux H is assumed to be (locally) Lipschitz-continuous, con-
sistent, i.e.
H(w,w,n) =
2∑
s=1
f s(w)ns, (2.25)
and conservative, i.e.
H(u,w,n) = −H(w,u,−n). (2.26)
We choose the numerical flux with a convenient form for the semi-implicit lin-
earization with respect to time. Particularly, this numerical flux can be written
in the form
H(wL,wR,n) = AL(wL,wR,n)wL + AR(wL,wR,n)wR (2.27)
with some matrices AL, AR : IR
4 × IR 4 × IR 4 → IR 4×4.
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In particular, we shall be concerned with the Vijayasundaram numerical flux
HV S (see [16]). We define absolute value, positive part and negative part of the
matrix P with help of Lemma 2.1:
|P|(w,n) = T|IΛ|T−1,
P±(w,n) = TIΛ±T−1,
(2.28)
where
|IΛ| = diag(|λ1|, . . . , |λ4|),
IΛ± = diag(λ±1 , . . . , λ
±
4 ),
λ+ = max{λ, 0},
λ− = min{λ, 0}.
(2.29)
Then we define the Vijayasundaram numerical flux HV S:
HV S(wL,wR,n) = P
+(
wL + wR
2
,n)wL + P
−(
wL + wR
2
,n)wR. (2.30)
For explicit formula for T, D, T−1 see [6]. The eigenvalues λi have the form
λ1 =v · n− a,
λ2 =λ3 = v · n,
λ4 =v · n + a,
(2.31)
a is speed of sound (2.7).
2.1.2 Time discretization
Condition (2.21) is equivalent to a large system of ordinary differential equa-
tions. To solve this system we can apply several numerical schemes like Runge-
Kutta schemes that are conditionally stable and the time step is strongly limited
by the CFL-stability condition. This stability condition becomes very restric-
tive with increasing polynomial degree r of the discontinuous Galerkin space
discretization. Further, the fully implicit backward Euler method can be use.
This method leads to a large system of highly nonlinear algebraic equations,
whose numerical solution is rather complicated. For these reasons we choose
the semi-implicit scheme based on a suitable partial linearization of the form
b˜h, which gives us a higher order unconditionally stable scheme.
We consider partition 0 = t0 < t1 < . . . of the time interval (0, T ). We set
τk = tk+1−tk.We denote approximation of w(tk) as w
k
h. We use technique based
on linearization of the form b˜h carried out with the aid of the homogeneity of
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the fluxes f s and the use of the Vijayasundaram numerical flux (described in
the previous section). In this way we obtain the form
bh(w
k
h, ϕh) = −
∑
Ki ∈Th
∫
Ki
2∑
s=1
As(w
k
h(x))w
k+1
h (x) ·
∂ϕh
∂xs
dx
+
∑
Ki ∈Th
∑
j ∈S(i)
∫
Γij
(
P+
(〈
wkh
〉
,nij
)
wk+1h |Γij + P
−
(〈
wkh
〉
,nij
)
wk+1h |Γji
)
· ϕhdS,
(2.32)
which is linear with respect to the second wk+1h and third ϕh argument. On the
basis of the above considerations we obtain the following semi-implicit scheme:
For each k ≥ 0 find wk+1h such that
wk+1h ∈ Sh, (2.33)(
wk+1h −w
k
h
τ
, ϕh
)
h
+ bh(w
k
h,w
k+1
h , ϕh) = 0, ∀ϕh ∈ Sh, k = 0, 1, . . . , (2.34)
wh(0) = Πhw
0. (2.35)
This is a first order accurate scheme in time. In the solution of nonstationary
flows, it is necessary to apply a scheme, which is sufficiently accurate in space
as well as in time. One possibility is to apply the following two step second
order time discretization. We use second order approximation w˜k+1h of wh(tk+1)
obtained by extrapolation
w˜
k+1
h =
τk + τk−1
τk−1
wkh −
τk
τk−1
wk−1h , (2.36)
which replaces the state wkh in the form bh. Moreover, the second order backward
difference approximation of the time derivative of the solution at tk+1 is used
∂wh(x, t)
∂t
|t=tk+1 ≈
2τk + τk−1
τk(τk + τk−1)
wh(x, tk+1)
−
τk + τk−1
τkτk−1
wh(x, tk) +
τk
τk−1(τk + τk−1)
wh(x, tk−1).
(2.37)
This leads to the following two step second-order scheme:
For each k ≥ 1 find wk+1h such that
wk+1h ∈ Sh, (2.38)
2τk + τk−1
τk(τk + τk−1)
(
wk+1h , ϕh
)
h
+ bh(w˜
k+1
h ,w
k+1
h , ϕh) =
=
τk + τk−1
τkτk−1
(wkh, ϕh)h −
τk
τk−1(τk + τk−1)
(wk−1h , ϕh)h,
∀ϕh ∈ Sh, k = 0, 1, . . . ,
(2.39)
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wh(0) = Πhw
0. (2.40)
We compute first time step w1h by the Runge-Kutta method. In order to guar-
antee the stability of the scheme, we use the CLF condition
τkmaxKi∈Th
1
|Ki|
(
maxj∈Si|Γij | λ
max
P(wk
h
|Γij ,nij)
)
≤ CLF, (2.41)
where |Ki| denotes the area of Ki, Γij the length of the edge Γij, CFL is a given
constant and λmax
P(wk
h
|Γij ,nij)
is the maximal eigenvalue of the matrix P(wkh|Γij ,nij)
where the maximum is taken over Γij. This condition is a heuristic extension of
a similar condition applied in the finite volume method (see, e.g. [6]).
2.1.3 Boundary conditions
If Γij ⊂ ∂Ωh, i.e. j ∈ γ(i), it is necessary to specify the boundary state w
k+1
h |Γji
appearing in the numerical flux H in the definition of the inviscid form bh.
On Γ = Γij ⊂ ΓW , i.e. solid impermeable wall with normal n = nij, we
prescribe so-called no-stick condition
v · n = 0 on Γ. (2.42)
We use the approximation∫
Γij
H(wk+1h |Γij ,w
k+1
h |Γji ,nij) · ϕhdS ≈
∫
Γij
FW (w
k
h,w
k+1
h ,nij) · ϕhdS (2.43)
where
FW (w
k
h,w
k+1
h ,n) =
DP
Dw
(wkh,n)w
k+1
h = P(w
k
h,n)w
k+1
h . (2.44)
Taking into account the no-stick condition on the impermeable wall, the normal
component of the inviscid flux has the form
P(w,n) =
2∑
s=1
f s(w)ns = (v ·n)+p(0, n1, n2,v ·n)
T = p(0, n1, n2, 0)
T . (2.45)
If we extrapolate the value of the pressure by pR = pL, we can define the
numerical flux
H(wL,wR,n) = p(0, n1, n2, 0)
T . (2.46)
In the case of the inlet and outlet conditions there is a problem, which quantities
should be prescribed (Dirichlet condition) and which should be extrapolated
onto Γ from the adjacent element (Neumann-type condition). One possibility
used often in practice is given in [6] using the method of characteristics. We use
and describe here an another way.
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Let Γ = Γij ⊂ ΓIO and n = nij be the outer unit normal to Ki on Γ. In
order to compute H(wi,wj ,n), we need to specify the value wj when wi is
known.
Let us introduce a new Cartesian coordinate system x˜1, x˜2 in IR
2 with the
origin at the center of gravity of the edge Γ, the coordinates x˜1, x˜2 are oriented
in the direction of normal n and tangent to Γ, respectively. The Euler equations
transformed into this new coordinate system have the form
∂q
∂t
+
2∑
s=1
∂f s(q)
∂x˜s
= 0, (2.47)
as follows from the rotational invariance of the Euler equations. Here
q = Q(n)w, (2.48)
where
Q(n) =

1 0 0 0
0 n1 n2 0
0 −n2 n1 0
0 0 0 1
 .
Now we neglect the tangential derivative ∂/∂x˜2 and get the system with one
space variable x˜1 in the form
∂q
∂t
+
∂f 1(q)
∂x˜1
= 0. (2.49)
Using the homogeneity (2.5) of the fluxes we can write the above equation in
the nonconservative form
∂q
∂t
+ A1(q)
∂q
∂x˜1
= 0. (2.50)
Finally we linearize this system around the state qi = Q(n)wi and obtain the
linear system
∂q
∂t
+ A1(qi)
∂q
∂x˜1
= 0, (2.51)
which will be considered in the set (−∞, 0) × (0,∞) and equipped with the
initial condition
q(x˜1, 0) = qi, x˜1 ∈ (−∞, 0) (2.52)
and the boundary condition
q(0, t) = qj , t > 0. (2.53)
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The goal is to choose qj in such a way that the initial-boundary value problem
(2.51) - (2.53) has a unique solution. The solution can be written in the form
q(x˜1, t) =
4∑
s=1
µ(x˜1, t)rs, (2.54)
where rs = rs(qi) are the eigenvectors of the matrix A1(qi) corresponding to
its eigenvalues λ˜s = λ˜s(qi) and creating a basis in IR
4. Moreover,
qi =
4∑
s=1
αsrs, qj =
4∑
s=1
βsrs. (2.55)
Substituting (2.54) into (2.51) and using the relation A1(qi)rs = λ˜srs, we find
out that problem (2.51 - 2.53) is equivalent to 4 mutually independent linear
initial-boundary value scalar problems for s = 1; . . . ; 4:
∂µs
∂t
+ λ˜s
∂µs
∂x˜1
= 0 in (−∞, 0)× (0,∞),
µs(x˜1, 0) = αs, x˜1 ∈ (−∞, 0),
µs(0, t) = βs, t ∈ (0,∞).
(2.56)
This can be solved by the method of characteristics. The solution is
µs(x˜1, t) =
{
αs, x˜1 − λ˜st < 0,
βs, x˜1 − λ˜st > 0.
Conclusion:
• λ˜s > 0, then βs = αs (βs is not prescribed, but obtained by the extrapo-
lation of µs to the boundary x˜1 = 0),
• λ˜s = 0, then βs is not prescribed, but can be defined as βs = αs by the
continuous extension of µs to the boundary x˜1 = 0,
• λ˜s < 0, then βs must be prescribed.
Furthermore, we incorporate the fact that
λ˜s(qi) = λs(wi,n), s = 1, . . . , 4, (2.57)
where λs(wi,n) are the eigenvalues of the Jacobi matrix P(wi,n). We come to
the conclusion, that we prescribe npr quantities characterizing w, where npr is
the number of negative eigenvalues λs, and extrapolate nex = 4−npr quantities.
We propose to prescribe variables based on the local linearized problem.
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We shall put q0j = Q(n)w
0
j , where w
0
j is a prescribed state depending on
the situation and interpretation. This state and above results will allow us to
determine the sought boundary state wj. We express the state q
0
j in the form
q0j =
4∑
s=1
γsrs (2.58)
and denote by T the matrix, which has the rs for its columns. We set β =
(β1, . . . , β4)
T and γ = (γ1, . . . , γ4)
T and write
qi = Tα⇔ α = T
−1qi,
q0j = Tγ ⇔ γ = T
−1q0j .
(2.59)
Now we calculate the state qj according to the presented process
qj :=
4∑
s=1
βsrs = Tβ, (2.60)
where
βs =
{
αs, λs ≥ 0,
γs, λs < 0.
Finally wj = Q
−1(n)qj and we can use this to calculate H(wi,wj ,n). In the
framework of the presented theory, these boundary conditions seem to give the
natural choice for wj . However, we must keep in mind two simplifications that
we have made during the derivation:
• We have neglected tangential derivatives of the solution in order to get a
simplified equation (2.49).
• We have avoided the nonlinearity of problem by local linearization (2.51).
Nonetheless, experiments show that this method applied to the approxima-
tion of inlet and outlet boundary conditions lets density and pressure waves
pass through the boundaries without reflection.
2.1.4 Shock capturing
For high-speed flow with shock waves and contact discontinuities it is neces-
sary to avoid the Gibbs phenomenon manifested by spurious overshoots and
undershoots in computed quantities near discontinuities and steep gradients.
In this case these phenomena cause instabilities in the semi-implicit solution.
One possibility for avoiding the Gibbs phenomenon is the use of the limiting of
order of accuracy of the method in the vicinity of discontinuities. The limiting
technique is motivated by the paper [1], on the basis of which the left-hand
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side of (2.34) and (2.39) is augmented by an artificial viscosity form. However,
since this form is nonzero also in regions where the exact solution is regular, a
small nonphysical entropy production can appear in these regions. Therefore,
this technique is combined with the approach proposed in [5]. It is based on the
discontinuity indicator gk(i) defined by
gk(i) =
∫
∂Ki
[ρkh]
2dS/(hKi|Ki|
3/4), Ki ∈ Th. (2.61)
By [ρkh] we denote the jump of the density on ∂Ki at time instant t. The in-
dicator gk(i) was constructed in such a way that it takes an anisotropy of the
computational mesh into account. Now we introduce the discrete discontinuity
indicator
Gk(i) = 0 if gk(i) < 1, Ki ∈ Th,
Gk(i) = 1 if gk(i) ≥ 1, Ki ∈ Th,
(2.62)
and add the artificial viscosity form
β(wkh,w
k+1
h , ϕ) = ν1
∑
i∈I
hKiG
k(i)
∫
Ki
∇wk+1h · ∇ϕdx (2.63)
with ν1 = O(1) to the left-hand side of (2.34) and (2.39). Since the artificial
viscosity form is rather local, it is proposed to augment the left-hand side of
(2.34) and (2.39) by adding the form
Jh(w
k
h,w
k+1
h , ϕ) = ν2
∑
i∈I
∑
j∈s(i)
1
2
(Gk(i) +Gk(j))
∫
Γij
[wk+1h ] · [ϕ]dS, (2.64)
where ν2 = O(1), which allows to strengthen the influence of neighboring el-
ements and improves the behavior of the method. Thus, the resulting scheme
obtained by limiting of (2.34) is
wk+1h ∈ Sh, (2.65)(
wk+1h −w
k
h
τ
, ϕh
)
h
+ bh(w
k
h,w
k+1
h , ϕh) + Jh(w
k
h,w
k+1
h , ϕ)
+β(wkh,w
k+1
h , ϕ) = 0, ∀ϕh ∈ Sh, k = 0, 1, . . . ,
(2.66)
wh(0) = Πhw
0. (2.67)
Similarly, we obtained a stabilized version of the scheme (2.39). The same stabi-
lization technique can be used easily in the problem of time-dependent domain,
which will be treated later.
29
2.2 Time-dependent domain
In this section we shall describe Arbitrary Eulerian-Lagrangian (ALE) method
([2], [15], [14], [13]) and discretization of the ALE formulation of the Euler
equations.
2.2.1 ALE method for Euler equations
We assume that (0,T) with T > 0 is a time interval and by Ωt we denote a com-
putational domain occupied by the fluid at time t. M = {(x, t); x ∈ Ωt, t ∈
(0, T )} will be called the space-time cylinder. We denote Ωref = Ω0 the domain
at the initial time. We call it the reference configuration. A smooth,
one-to-one mapping of the reference configuration onto the computational do-
main Ωt at time t (current configuration) is denoted by At, i.e.
At : Ω¯ref → Ω¯t,
X 7→x(X, t) = At(X).
(2.68)
We define the domain velocity z˜ at all points X of the reference configuration
Ωref for each time level
z˜ : Ω¯ref × (0, T )→ IR
2,
z˜(X , t) =
∂
∂t
x(X, t) =
∂
∂t
A(X).
(2.69)
We can transform the domain velocity to space coordinates x by the relation
z = z˜(A−1t (x), t), t ∈ (0, T ), x ∈ Ω¯t. (2.70)
We further introduce the so-called ALE derivative D
A
Dt
for a function f =
f(x, t), x ∈ Ωt, t ∈ (0, t). We set
DA
Dt
f(x, t) =
∂f˜
∂t
(X, t), X = A−1t (x), (2.71)
where f˜(X, t) = f(At(X), t), X ∈ Ωref , t ∈ (0, T ). If we assume that the
function f is continuously differentiable and use the chain rule, we find that
DA
Dt
f =
∂f
∂t
+ (z · ∇)f,
DA
Dt
f =
∂f
∂t
+ div(fz)− f(z).
(2.72)
This means
∂f
∂t
=
DA
Dt
f − (z · ∇)f, (2.73)
∂f
∂t
=
DA
Dt
f − div(fz) + f(z). (2.74)
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Using the relation (2.74), we obtain the Euler equations in the form
DAw
Dt
+
2∑
s=1
∂gs(w)
xs
+ w divz = 0 in Qt, (2.75)
where gs, s = 1, 2, is the ALE flux of w in the direction xs defined as
gs(w) = fs(w)− zsw. (2.76)
2.2.2 Discretization of the ALE formulation
We use notation described in Section (2.1.1). By Ωht we further denote a polyg-
onal approximation of Ωt at time t and by Tht we denote a partition of Ωht. Tht
is a set of triangles Ki, i ∈ It.
The approximate solution will be sought at each time instant t as an element
of the finite-dimensional space
Sht = S
r,−1(Ωht, Tht) = {ϕh; ϕh|K ∈ P
r(K) ∀K ∈ Tht}
4. (2.77)
We multiply (2.75) by a test function ϕ ∈ Sht, integrate over any element Ki,
apply Green’s theorem and sum over all i ∈ It :
∑
Ki∈Tht
∫
Ki
DAw(t)
Dt
· ϕdx =
∑
Ki∈Tht
∫
Ki
2∑
s=1
gs(w(t)) ·
∂ϕ
∂xs
dx
−
∑
Ki∈Tht
∑
j∈St(i)
∫
Ki
2∑
s=1
gs(w(t))(nij)s · ϕdS −
∑
Ki∈Tht
∫
Ki
divz(w · ϕ)dx.
(2.78)
We apply again the approximation of fluxes through the face Γij by a numerical
flux H = H(u,w,n). It means that∫
Γij
2∑
s=1
gs(w)(nij)s · ϕdS ≈
∫
Γij
Hg(wh|Γij ,wh|Γji ,nij) · ϕdS. (2.79)
By Hg we denote analogy of Vijayasundaram numerical flux consistent with
the fluxes gs, s = 1, 2. We have
Dgs(w)
Dw
=
Dfs(w)
Dw
− zsI = As − zsI. (2.80)
Hence
P˜(w,n) =
2∑
s=1
Dgs(w)
Dw
ns =
2∑
s=1
Asns − zsnsI = P(w,n)− (z · n)I. (2.81)
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We continue similarly as in (2.28) and (2.29) and write
P˜ = TA˜T
−1
with A˜ = diag(λ1−z · n, λ2−z · n, λ3−z · n, λ4−z · n). (2.82)
We define P˜+ and P˜− in the same way as in (2.28). We now define modified
Vijayasundaram numerical flux
Hg(wL,wR,n) = P˜
+(
wL + wR
2
,n)wL + P˜
−(
wL + wR
2
,n)wR. (2.83)
We define the forms
(
DAwh(t)
Dt
, ϕh)h =
∫
Ωht
DAwh(t)
Dt
· ϕhdx, (2.84)
b˜2h(wh(t), ϕh) = −
∑
Ki∈Tht
∫
Ki
2∑
s=1
gs(w(t)) ·
∂ϕ
∂xs
dx (2.85)
+
∑
Ki∈Tht
∑
j∈St(i)
∫
Γij
Hg(wh(t)|Γij ,wh(t)|Γji ,nij) · ϕdS,
d2h(wh(t), ϕh) = −
∑
Ki∈Tht
divz(wh(t) · ϕ)dx. (2.86)
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Chapter 3
DGFEM discretization of the
Navier-Stokes equations in
time-dependent domains
We shall describe DGFE discretization of equations describing compressible
viscous flow in time-dependent domains. We will employ some procedures used
in the discretization of the Euler equations.
3.1 Continuous problem
We consider the system of equations consisting of the continuity equation, the
compressible Navier-Stokes equations and the energy equation. All these equa-
tions are presented in Chapter 1. To this system we add thermodynamical re-
lations from Section 1.7. Further, we define as in Chapter 2 disjoint boundary
components ΓI , ΓO, ΓW , the inlet, outlet and impermeable wall respectively,
ΓI ∪ΓO ∪ΓW = ∂Ω. Next we set ΓIO = ΓI ∪ΓO. The system of equations reads
∂w
∂t
+
2∑
s=1
∂f s(w)
∂xs
=
2∑
s=1
∂(R)s(w,∇,w)
∂xs
+ F (w) in QT , (3.1)
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where QT = Ω× (0, T ), Ω ⊂ IR
2, T > 0, w(x, t) is the state vector, f1,f2 are
the inviscid fluxes and (R)1, (R)2 are viscous fluxes:
w =(ρ, ρv1, ρv2, E)
T ∈ IR4,
f i(w) =(fi1(w), . . . , fi4(w))
=(ρvi, ρv1vi + δ1ip, ρv2vi + δ2ip, (E + p)vi)
T ,
(R)(w,∇w) =(0, τi1, τi2, τi1v1 + τi2v2 + k
∂θ
∂xi
)T ,
τij =λδijdivv + 2µdij(v), dij(v) =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
),
F (w) =ρ(0, f1, f2, q)
T .
(3.2)
We add the thermodynamical relations
p = (γ − 1)(E − ρ|v|2/2) (3.3)
and
θ =
(
E
ρ
−
1
2
|v|2
)
/cv. (3.4)
The notation here is the same as in Chapter 1. We prescribe initial condition
w(x, 0) = w0(x) x ∈ Ω (3.5)
and system of equations is completed with the following set of boundary con-
ditions on appropriate parts of the boundary:
Case ΓI :
a) ρ|ΓI×(0,T ) = ρD,
b) v|ΓI×(0,T ) = vD,
c)
2∑
j=1
(
2∑
i=1
τijni
)
vj + k
∂θ
∂n
= 0 on ΓI × (0, T );
Case ΓW :
a) v|ΓW×(0,T ) = zD = velocity of moving wall,
b)
∂θ
∂n
= 0 on ΓW × (0, T );
Case ΓO :
a)
2∑
i=1
τijni = 0, j = 1, 2,
b)
∂θ
∂n
= 0 on ΓW × (0, T );
(3.6)
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We use ALE method in the same way as described in Section 2.2.1. Following
the procedure, we arrive to the ALE formulation of the Navier-Stokes equations
DAw
Dt
+
2∑
s=1
∂gs(w)
∂xs
+ w divz =
2∑
s=1
∂(R)s(w,∇w)
∂xs
, (3.7)
where
gs(w) := f s(w)− zsw, s = 1, 2
are the ALE modified inviscid fluxes. The space and the time discretization is
described as in [9].
3.2 Discrete problem
3.2.1 Discontinuous Galerkin space semidiscretization
We use the discontinuous Galerkin finite element method for the space semidis-
cretization. We construct a polygonal approximation Ωht of the domain Ωt.
By Tht we denote a partition of the closure Ωht of the domain Ωht into a fi-
nite number of closed triangles K with mutually disjoint interiors such that
Ωht =
⋃
K∈Tht
K.
By Fht we denote the system of all faces of all elements K ∈ Tht. Fur-
ther, we introduce the set of all interior faces F Iht = {Γ ∈ Fht; Γ ⊂ Ω} , the
set of all boundary faces FBht = {Γ ∈ Fht; Γ ⊂ ∂Ωht} and the set of all “Dirich-
let” boundary faces FDht =
{
Γ ∈ FBht; a Dirichlet condition is prescribed on Γ
}
.
Each Γ ∈ Fht is associated with a unit normal vector nΓ to Γ. For Γ ∈ F
B
ht the
normal nΓ has the same orientation as the outer normal to ∂Ωht. We set d(Γ) =
length of Γ ∈ Fht.
For each Γ ∈ F Iht there exist two neighboring elements K
(L)
Γ , K
(R)
Γ ∈ Th such
that Γ ⊂ ∂K
(R)
Γ ∩ ∂K
(L)
Γ . We use the convention that K
(R)
Γ lies in the direction
of nΓ and K
(L)
Γ lies in the opposite direction to nΓ. The elements K
(L)
Γ , K
(R)
Γ
are called neighbors. If Γ ∈ FBht, then the element adjacent to Γ will be denoted
by K
(L)
Γ .
The approximate solution will be sought in the space of discontinuous piece-
wise polynomial functions
Sht = [Sht]
4, with Sht = {v; v|K ∈ Pr(K) ∀K ∈ Tht}, (3.8)
where r ≥ 0 is an integer and Pr(K) denotes the space of all polynomials on
K of degree ≤ r. A function ϕ ∈ Sht is, in general, discontinuous on interfaces
Γ ∈ F Iht. By ϕ
(L)
Γ and ϕ
(R)
Γ we denote the values of ϕ on Γ considered from the
interior and the exterior of K
(L)
Γ , respectively, and set 〈ϕ〉Γ = (ϕ
(L)
Γ + ϕ
(R)
Γ )/2,
[ϕ]Γ = ϕ
(L)
Γ − ϕ
(R)
Γ .
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Next, we multiply system (3.7) by a test function ϕh ∈ Sht, integrate over
K ∈ Tht, use Green’s theorem, sum over all elements K ∈ Tht and introduce
the concept of the numerical flux and suitable terms mutually vanishing for a
regular exact solution.
In this way we get the following identity:∑
K∈Tht
∫
K
DAw
Dt
·ϕh dx+ bh(w,ϕh) + ah(w,ϕh) + (3.9)
Jh(w,ϕh) + dhw,ϕ) = ℓh(w,ϕh).
Here
bh(w,ϕh) = −
∑
K∈Tht
∫
K
2∑
s=1
gs(w) ·
∂ϕh
∂xs
dx (3.10)
+
∑
Γ∈FI
ht
∫
Γ
Hg(w
(L)
Γ ,w
(R)
Γ ,nΓ) · [ϕh]Γ dS
+
∑
Γ∈FB
ht
∫
Γ
Hg(w
(L)
Γ ,w
(R)
Γ ,nΓ) ·ϕ
(L)
hΓ dS
is the convection form, defined with the aid of a numerical flux Hg. We require
that it is consistent with the fluxes gs: Hg(w,w,n) =
∑2
s=1 gs(w)ns (n =
(n1, n2), |n| = 1), conservative: Hg(u,w,n) = −Hg(w,u,−n), and locally
Lipschitz-continuous.
Further, we define the viscous form
ah(w,ϕh) =
∑
K∈Tht
∫
K
2∑
s=1
Rs(w,∇w) ·
∂ϕh
∂xs
dx (3.11)
−
∑
Γ∈FI
ht
∫
Γ
2∑
s=1
〈Rs(w,∇w)〉Γ(nΓ)s · [ϕh]Γ dS
−
∑
Γ∈FD
ht
∫
Γ
2∑
s=1
Rs(w,∇w)(nΓ)s ·ϕ
(L)
hΓ dS,
(we use the incomplete discretization of viscous terms - the so-called IIPG
version, symmetric and antisymmetric versions are described e.g. in [7]), the
interior and boundary penalty terms and the right-hand side form, respectively,
Jh(w,ϕh) =
∑
Γ∈FI
ht
∫
Γ
σ[w] · [ϕh]Γ dS +
∑
Γ∈FD
ht
∫
Γ
σw ·ϕ
(L)
hΓ dS, (3.12)
ℓh(w,ϕh) =
∑
Γ∈FD
ht
∫
Γ
2∑
s=1
σwB ·ϕ
(L)
hΓ dS. (3.13)
Here σ|Γ = CWµ/d(Γ) and CW > 0 is a sufficiently large constant. The source
form reads
dh(w,ϕh) =
∑
K∈Tht
∫
K
(w ·ϕh) divz dx. (3.14)
The boundary state wB is defined on the basis of the Dirichlet boundary
conditions and extrapolation:
wB = (ρD, ρDvD1, ρDvD2, cvρDθ
(L)
Γ +
1
2
ρD|vD|
2) on ΓI , (3.15)
wB = w
(L)
Γ on ΓO, (3.16)
wB = (ρ
(L)
Γ , ρ
(L)
Γ z1, ρ
(L)
Γ z2, cvρ
(L)
Γ θ
(L)
Γ +
1
2
ρ
(L)
Γ |z|
2) on ΓWt . (3.17)
The approximate solution is defined as wh(t) ∈ Sht such that∑
K∈Tht
∫
K
DAwh(t)
Dt
·ϕh dx+ bh(wh(t),ϕh) + ah(wh(t),ϕh)
+ Jh(wh(t),ϕh) + dh(wh(t),ϕh) = ℓh(wh(t),ϕh)
(3.18)
holds for all ϕh ∈ Sht, all t ∈ (0, T ) and wh(0) = w
0
h is an approximation of
the initial state w0.
3.2.2 Time discretization
Let us construct a partition 0 = t0 < t1 < t2 . . . of the time interval [0, T ] and
define the time step τk = tk+1 − tk. We use the approximations wh(tn) ≈ w
n
h ∈
Shtn , z(tn) ≈ z
n, n = 0, 1, . . . and introduce the function wˆkh = w
k
h ◦ Atk ◦
A−1tk+1, which is defined in the domain Ωhtk+1 . In order to approximate the ALE
derivative at time tk+1, we start from its definition and then use the backward
difference:
DAwh
Dt
(x, tk+1) =
∂w˜h
∂t
(X, tk+1)
≈
w˜k+1h (X)− w˜
k
h(X)
τk
=
wk+1h (x)− wˆ
k
h(x)
τk
, x = Atk+1(X) ∈ Ωhtk+1 .
(3.19)
By the symbol (·, ·) we shall denote the scalar product in L2(Ωhtk+1). A possible
full discretization reads:
(a) wk+1h ∈ Shtk+1 , (3.20)
(b)
(
wk+1h − wˆ
k
h
τk
,ϕh
)
+ bh(w
k+1
h ,ϕh) + ah(w
k+1
h ,ϕh)
+Jh(w
k+1
h ,ϕh) + dh
(
wk+1h ,ϕh
)
= ℓh(w
k+1
h ,ϕh)
∀ϕh ∈ Shtk+1 , k = 0, 1, . . . .
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This problem for wk+1h is equivalent to a strongly nonlinear algebraic system
and its solution is quite difficult.
Our goal is to develop a numerical scheme, which would be accurate and
robust, with good stability properties and efficiently solvable. Therefore, we
proceed similarly as in [4] and use a partial linearization of the forms bh and
ah. This approach leads to a scheme that requires the solution of only one large
sparse linear system on each time level. The procedure is done in way similar
to the discretization of Euler equations in the previous chapter.
The linearization of the first term of the form bh is based on the relations
gs(w
k+1
h ) = (As(w
k+1
h )− z
k+1
s I)w
k+1
h ≈ (As(wˆ
k
h)− z
k+1
s I)w
k+1
h ,
where As(w) is the Jacobi matrix of f s(w), cf. [6]. The second term of bh is
linearized with the aid of the Vijayasundaram numerical flux (cf. [16]) defined
in the following way. Taking into account the definition of gs, we have
Dgs(w)
Dw
=
Df s(w)
Dw
− zsI = As − zsI, (3.21)
and can write
Pg(w,n) =
2∑
s=1
Dgs(w)
Dw
ns =
2∑
s=1
(Asns − zsnsI) . (3.22)
By [6], this matrix is diagonalizable. It means that there exists a nonsingular
matrix T = T(w,n) such that
Pg = TIΛT
−1, IΛ = diag(λ1, . . . , λ4), (3.23)
where λi = λi(w,n) are eigenvalues of the matrix Pg. Now we define the ”posi-
tive” and ”negative” parts of the matrix Pg by
P±g = TIΛ
±T−1, IΛ± = diag(λ±1 , . . . , λ
±
4 ), (3.24)
where λ+ = max(λ, 0), λ− = min(λ, 0). Using the above concepts, we introduce
the modified Vijayasundaram numerical flux (cf. [16] or [6]) as
Hg(wL,wR,n) = P˜
+
g
(
wL + wR
2
,n
)
wL + P˜
−
g
(
wL + wR
2
,n
)
wR. (3.25)
Using the above definition of the numerical flux, we introduce the approxi-
mation
Hg(w
k+1(L)
hΓ ,w
k+1(R)
hΓ ,nΓ) ≈ P
+
g (〈wˆ
k
h〉Γ,nΓ)w
k+1(L)
hΓ + P
−
g (〈wˆ
k
h〉Γ,nΓ)wˆ
k(R)
hΓ .
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In this way we get the form
bˆh(wˆ
k
h,w
k+1
h ,ϕh) (3.26)
= −
∑
K∈Thtk+1
∫
K
2∑
s=1
(As(wˆ
k(x))− zk+1s (x))I)w
k+1(x)) ·
∂ϕh(x)
∂xs
dx
+
∑
Γ∈FI
htk+1
∫
Γ
(
P+g
(〈
wˆkh
〉
,nΓ
)
w
k+1(L)
h + P
−
g
(〈
wˆkh
〉
,nΓ
)
w
k+1(R)
h
)
· [ϕh]dS
+
∑
Γ∈FB
htk+1
∫
Γ
(
P+g
(〈
wˆkh
〉
,nΓ
)
w
k+1(L)
h + P
−
g
(〈
wˆkh
〉
,nΓ
)
wˆ
k(R)
h
)
·ϕhdS.
The linearization of the form ah is based on the fact that Rs(wh,∇wh) is
linear in ∇w and nonlinear in w. We get the linearized viscous form
aˆh(wˆ
k
h,w
k+1
h ,ϕh) =
∑
K∈Thtk+1
∫
K
2∑
s=1
Rs(wˆ
k
h,∇w
k+1
h ) ·
∂ϕh
∂xs
dx (3.27)
−
∑
Γ∈FI
htk+1
∫
Γ
2∑
s=1
〈
Rs(wˆ
k
h,∇w
k+1)
〉
(nΓ)s · [ϕh] dS
−
∑
Γ∈FD
htk+1
∫
Γ
2∑
s=1
Rs(wˆ
k
h,∇w
k+1
h )(nΓ)s ·ϕh dS.
39
Chapter 4
Fluid-Structure interaction
4.1 Description of airfoil motion
Fluid structure interaction will be discussed in this section. We derive equations
describing motion of airfoil with two degrees of freedom (DOF). We assume that
the airfoil is a rigid body represented by a domain Πt. We derive equations of
airfoil motion from Lagrange equations of the second kind [11]. Generalized
coordinates are h = q1 and α = q2. We assume that h is downwards positive
and α is clockwise positive. As will be shown, our derivation leads to a system of
two second order ordinary differential equations with unknowns h and α. These
coordinates provide sufficient information about displacement and rotation of
the airfoil (see Figure (4.1)). We need to consider all forces acting on the airfoil.
In our case it is force caused by the flow - we call it ~L, vertical force ~M and
torsional force ~T . ~M and ~T are potential forces. These forces together with
viscous force ~O (in case of viscous flow) form total force ~F = ~L+ ~M + ~T + ~O.
For the sake of simplicity gravitational force is not included.
We can write Lagrange equations of the second kind in the form
Qj −
d
dt
∂T
∂q˙j
+
∂T
∂qj
= 0, j = 1, 2. (4.1)
T is the kinetic energy of the airfoil and Qj is j-th component of the generalized
total force corresponding to j-th generalized coordinate. ~Q is projection of ~F
from Cartesian space coordinates to the generalized coordinates space h and α.
We can write
Qj =
2∑
i=1
Fi
∂xi
∂qi
. (4.2)
We need one more Cartesian coordinate system x′1, x
′
2 coupled with the air-
foil. The origin of coordinates of this system is in an elastic axis EA (4.1). We
further denote x01, x02 coordinates of the elastic axis in equilibrium position.
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Figure 4.1: The motion of airfoil with two degrees of freedom
Moreover, we assume that axis x′1 passes through the center of gravity of airfoil
as well.
We will investigate relations among the coordinate systems in the next para-
graph. Arbitrary but fixed point x on airfoil has the coordinates [x1, x2] in the
referential system and coordinates [x′1, x
′
2] in the airfoil system. The airfoil also
has generalized coordinates [h, α]. We can transform the coordinates using the
relations
x1 = x
′
1cos(α)− x
′
2sin(α) + x01,
x2 = x
′
1sin(α) + x
′
2cos(α) + h+ x02.
(4.3)
Time differentiation of referential coordinates of the point x gives us
x˙1 = (−x
′
1sin(α)− x
′
2cos(α))α˙,
x˙2 = (x
′
1cos(α)− x
′
2sin(α)α˙ + h˙.
(4.4)
We do not differentiate coordinates x′1, x
′
2, because x is fixed in this system.
The total velocity vx of the point x in the referential system is
v2x′ = (x
′2
1 + x
′2
2 )α˙
2 + h˙2 + 2(x′1cos(α)− x
′
2sin(α))h˙α˙. (4.5)
We shall examine all components of equation (4.1), kinetic energy T and
forces ~L, ~M , ~T , ~O.
We can write the kinetic energy of airfoil as T = 1
2
∫
Πt
ρ(x′)v2x′ . This gives
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(with our expression of velocity)
T =
1
2
h˙2
∫
Πt
ρ(x′)dx′ +
1
2
α˙2
∫
Πt
ρ(x′)(x′21 + x
′2
2 )dx
′
+ h˙α˙cos(α)
∫
Πt
ρ(x′)x′1dx
′ + h˙α˙sin(α)
∫
Πt
ρ(x′)x′2dx
′
=
1
2
mh˙2 + h˙α˙cos(α)Sαx1 + h˙α˙sin(α)Sαx2 +
1
2
Iαα˙
2,
(4.6)
where:
Iα =
∫
Πt
ρ(x′)(x′21 + x
′2
2 )dx
′,
m =
∫
Πt
ρ(x′)dx′,
Sαx1 =
∫
Πt
ρ(x′)x′1dx
′,
Sαx2 =
∫
Πt
ρ(x′)x′2dx
′.
(4.7)
Iα is the inertia moment around the elastic axis EA,m is the mass of the airfoil.
We can express Sαx1 and Sαx2 using formula of center of mass, it means
Sαx1 =
∫
Πt
ρ(x′)x′1dx
′ = x′T1 m = xCGm = Sα,
Sαx2 =
∫
Πt
ρ(x′)x′2dx
′ = x′T2 m = 0,
(4.8)
where x′T1 , x
′T
2 are coordinates of the center of mass of the airfoil. Sα is called
static moment around the elastic axis, xCG is the distance between elastic axis
and center of mass.
Quantities in (4.7) are constant because we integrate in coordinate system
coupled with airfoil and domain Πt is time independent in this system.
We assume that vertical force ~M is linear with respect to h and independent
of α. Using this we can write this force as
~Mgen.coor. = [Mh,Mα] = −[khhh, 0], (4.9)
where khh is model parameter called vertical stiffness. Potential energy corre-
sponding to ~M has the form
VM =
1
2
khhh
2. (4.10)
It means
~Mgen.coor. = [Mh,Mα] = −[
∂VM
∂h
,
∂VM
∂α
]. (4.11)
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Torsional force can be modeled in a similar manner. This force is again
”h-independent” and linear in α. The force is
~Ngen.coor. = [Nh, Nα] = −[0, kααα] (4.12)
and the potential energy is
VN =
1
2
kααα
2. (4.13)
kαα is model parameter called torsional stiffness.
Viscous damping forces depend on the velocity of the airfoil in fluid. For the
sake of simplicity we assume these forces to be linear in generalized coordinates
~Ogen.coor. = [Dhhh˙+Dhαα˙, Dαhh˙ +Dααα˙]. (4.14)
Model parameters Dhh, Dhα, Dαh and Dαα are called viscous damping coeffi-
cients.
4.1.1 Force caused by fluid flow
We will deal with force ~L in this section. This force acts at each point on the
airfoil face and is generally different at each point of this face. We can write
this force in the form
~L =
∫
∂Πt
~l(x)ds, (4.15)
where ~l is the force density and s is the airfoil parametrization.
We want to transform ~L to the generalized coordinates, but we cannot use
the transformation (4.2) because this transformation is different in each point
on the airfoil. We will transform ~l in every point of the airfoil and than integrate
it over the airfoil surface.
We will denote the vector ~l(x) transformed to the generalized coordinates
q1, q2 as ~l(x)gen.coor.. According to (4.2) we know
~lj(x)gen.coor. =
2∑
i=1
~l(x)
∂xi
∂qj
, j = 1, 2. (4.16)
Using equations (4.3), we have
∂x1
∂h
= 0,
∂x1
∂α
= h− x2 + x02,
∂x2
∂h
= 1,
∂x2
∂α
= x1 − x01. (4.17)
Therefore
~l1(x)gen.coor. = l2(x), (4.18)
~l2(x)gen.coor. = l1(x)(h− x2 + x02) + l2(x)(x1 − x01). (4.19)
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We can now express force ~L in generalized coordinates in form
L1 gen.coor. =
∫
x∈∂Πt
l2(x)ds = L2, (4.20)
L2 gen.coor. =
∫
x∈∂Πt
(l1(x)(h− x2 + x02) + l2(x1)(x1 − x01))ds = −M, (4.21)
where M is moment of force ~L
The total force written in generalized coefficients has the form
~Q = [Q1, Q2] = [L2,M ]− [
∂VM
∂h
,
∂VM
∂α
]
−[
∂VN
∂h
,
∂VN
∂α
] + [Dhhh˙+Dhαα˙, Dαhh˙+Dααα˙].
(4.22)
This gives (together with (4.6)) Lagrange equations in shape
Lj gen.coor. +Oj gen.coor. −
d
dt
∂T
∂q˙j
+
∂(T − VM − VN)
∂qj
= 0, j = 1, 2. (4.23)
We already know, how the first and second term in (4.23) look like. The third
term is easily derived from (4.6) as
d
dt
∂T
∂h˙
= mh¨+ α¨cos(α)Sαx1 − α˙
2sin(α)Sαx1+
α¨sin(α)Sαx2 + α˙
2cos(α)Sαx2,
d
dt
∂T
∂α˙
= Iαα¨ + h¨cos(α)Sαx1 − h˙α˙sin(α)Sαx1+
h¨sin(α)Sαx2 + h˙α˙cos(α)Sαx2.
(4.24)
The last term is
∂(T − VM − VN)
∂h
=− khhh,
∂(T − VM − VN)
∂α
=− h˙α˙sin(α)Sαx1 + h˙α˙cos(α)Sαx2.
(4.25)
Equation (4.23) can be now written in the form (we use also (4.8))
mh¨+Dhhh˙+Dhαα˙ + Sαα¨cos(α) + Sαα˙
2sin(α) + khhh = −L2, (4.26)
Iαα¨+Dααα˙ +Dαhh˙+ Sαh¨cos(α) + kααh = M. (4.27)
These equations describe the airfoil motion. They can be linearized in the case
of small amplitudes. Assuming that α and α˙ are small we can use approximation
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sin(α) ≈ α, cos(α) ≈ 1, α˙α ≈ 0, α˙2α ≈ 0. This gives us the linearized form of
the equations of airfoil motion
mh¨+Dhhh˙+Dhαα˙ + Sαα¨+ khhh = −L2, (4.28)
Iαα¨ +Dααα˙ +Dαhh˙+ Sαh¨+ kααh = M. (4.29)
We can write these equations in the matrix form
Mˆd¨(t) + Bˆd˙(t) + Kˆd(t) = fˆ(t). (4.30)
Mˆ is the mass matrix, Bˆ is the damping matrix and Kˆ the stiffness matrix
and
Mˆ =
(
m Sα
Sα Iα
)
, Bˆ =
(
Dhh Dhα
Dαh Dαα
)
, Kˆ =
(
khh 0
0 kαα
)
, (4.31)
fˆ =
(
−L2(t)
M(t)
)
, d =
(
h(t)
α(t)
)
. (4.32)
These equations are solved using fourth-order Runge-Kutta method.
45
Chapter 5
Used techniques
In this chapter we shall give an account of some techniques used in performed
computations. We mention two different ways how to compute the lift force and
the torsional moment. Further we describe technique used to modify the mesh
with moving boundaries and we mention some other possibilities. Finally, the
fluid-structure coupling procedure is described.
5.1 Computation of the lift force and the tor-
sional moment acting on the airfoil
In order to solve the equations describing the airfoil movement, we need to
evaluate the lift force and the moment on the right side of (4.28) and (4.29):
L = −l
∫
ΓWt
2∑
s=1
τ2snsdS, (5.1)
M = l
∫
ΓWt
2∑
i,j=1
τijnjridS, (5.2)
where τij are components of the stress tensor
T = (−p + λ div v)I + 2µD(v), (5.3)
see (1.23), r1 = −(x2 − x02), r2 = (x1 − x01), x01, x02 are coordinates of the
elastic axis, l is the depth of the airfoil, n is the unit normal pointing inside
the airfoil and ΓWt is the boundary of airfoil at time t. M is assumed to be
clockwise positive and L upwards positive. There are two ways to evaluate L
and M :
1. Direct evaluation We compute the components of the stress tensor of the
approximate solution on the element adjacent to the airfoil boundary,
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extrapolate the components to the boundary and than integrate (5.1)
using some quadrature rule.
2. Weak formulation The direct evaluation is not consistent with the weak
formulation of the flow problem, because the pressure and space deriva-
tives of the velocity from the weak solution do not have traces on ∂Ω. We
assume that ρ,v, p is a classical solution of the compressible Navier-Stokes
equations (see Chapter 1) in the form
∂ρvi
∂t
+div(ρviv) = ρfi+
∂
∂xi
(−p+λdivv)+
2∑
j=1
∂
∂xj
(2µdij(v)), i = 1, 2.
(5.4)
We start with the lift force L. Let ϕ ∈ Sh be a function satisfying ϕ|ΓWt =
1 and ϕ = 0 at all nodes outside the airfoil. We multiply (5.4) by ϕ,
integrate over Ω, use Green’s theorem and use properties of ϕ. We arrive
at the relation
L = −
∑
K∈TPROF
∫
Γ
{(
∂(ρvi)
∂t
+ div(ρviv)− ρfi
)
ϕ (5.5)
+ (−p+ λdivv)
∂ϕ
∂xi
+ 2µ
2∑
j=1
dij(v)
∂ϕ
∂xj
}
dx, i = 1, 2, (5.6)
where TPROF denotes the set of all elements with a face or a vertex lying
on the airfoil. We use some quadrature rule to compute the integrals over
K and finite difference to compute the time derivative.
We follow very similar process to compute torsional moment M . As a test
function we use function vort = (vort1 , v
ort
2 ) = (r
ort
1 , r
ort
2 )ϕ, where r
ort
1 =
−(x2 − x02), r
ort
2 = x1 − x02.
In our computations we use the first approach for simplicity. The ordinary dif-
ferential equations (4.30) are solved by the fourth-order Runge-Kutta method.
In order to employ this method and to compute the solution at the time steps
(tn+1/2) and (tn+1) we need to compute (or guess) L and M at these time steps.
We use the linear extrapolation
L(tn+1) = 2L(tn)− L(tn−1), (5.7)
M(tn+1) = 2M(tn)−M(tn−1), (5.8)
L(tn+1/2) = L(tn) + (L(tn)− L(tn−1))/2, (5.9)
M(tn+1/2) = M(tn) + (M(tn)−M(tn−1))/2. (5.10)
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5.2 Mesh deformation - ALE mapping
Now we shall describe the construction of the ALE mapping. We use notation
introduced in Section 2.2. We begin with the reference configuration Ωref and
we assume that we know the rotation α and the vertical displacement h at
time t. These values determine the position of the airfoil in Ωt. In order to
construct the ALE mapping At : Ωref → Ωt, we consider two circles with the
common center at the elastic axis of the airfoil and divide the reference domain
into three subdomains. The inner subdomain Ω0in contains the airfoil and is
bounded by the smaller circle. The outer subdomain Ω0out is bounded by the
bigger circle and the exterior domain boundaries. The last subdomain Ω0mid is
Ω0mid = Ωref\( Ω0in ∪ Ω0out). See Figure 5.1.
Figure 5.1: Mesh deformation, left - deformed, right - undeformed
Further, we denote the radius of the smaller circle by a and the radius of
the bigger circle by b.
We prescribe the movement of the inner subdomain Ω0in to be the same as
the airfoil movement:
x1 = (X1 ref − x01) cosα− (X2 ref − x02) sinα+X1 ref , (5.11)
x2 = (X1 ref − x01) sinα− (X2 ref + x02) cosα +X2 ref + h, (5.12)
where x01 and x02 are the coordinates of the elastic axis and X ∈ Ω0in . We
denote this mapping by Fin having
x = At(X) = Fin(X), X ∈ Ω0in . (5.13)
We assume the subdomain Ω0out to be ”frozen” in time. It means that
x = At(X) = Fout(X) = X , X ∈ Ω0out . (5.14)
In the annulus Ω0mid the ALE mapping is defined by
x = At(X) = λFout(X) + (1− λ)Fin(X), X ∈ Ω0mid , (5.15)
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where λ ∈ [0, 1] and λ depends only on X. We choose λ in the following way:
λ = (cos(πΦ) + 1)/2, (5.16)
where
Φ =

0, |X − xEA| > b,
|X−xEA|−a
b−a
, a < |X − xEA| < b,
1, |X − xEA| < a,
xEA = (x01, x02) are the coordinates of the elastic axis.
The knowledge of the ALE mapping at time instants tn−1, tn and tn + 1
allows us to approximate the domain velocity with the aid of the second-order
backward difference formula
zn+1(x) =
3x− 4Atn(A
−1
tn+1
(x)) + Atn−1(A
−1
tn+1
(x))
2τ
. (5.17)
The realization of this method is very simple, fast and allows sufficiently
large deformations without mesh degeneration. This method is not applicable
to movement of an airfoil with three degrees of freedom, where the third degree
is torsional movement of flap. Then we have to choose some other method,
as e.g. the spring analogy described in [10] or the linear elasticity equations
described in [12].
5.3 FSI coupling
In this section we describe the fluid-structure interaction procedure used in
this work. We have to initialize the ALE mapping before the iteration process
begins. Following the previous section we have to determine radius for both
the small and the big circle and then compute λ from (5.16) for all vertices of
triangulation. Having this we can start the iterative procedure
1. We start at a certain time δt < 0 by the solution of the flow, keeping the
airfoil in a fixed position given by the prescribed initial displacement h0
and the angle of attack α0.
2. We assume that the approximate solution of the Navier-Stokes or the
Euler equations on time level tn is known. We compute the force L(tn)
and the torsional moment M(tn) using Section 5.1.
3. We use the linear extrapolation (5.7) - (5.10).
4. We compute the vertical displacement h and the angle α at time tn+1 as
a solution of equations (4.30).
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5. We change the position of airfoil according to the displacement and the
angle at time tn+1, then determine the ALE mapping and compute the
domain velocity (5.17).
6. We compute approximate solution on time level tn+1.
7. We set n:=n+1 and go to 2).
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Chapter 6
Results
In this chapter we shall present results obtained by the method developed in the
previous chapters. We compute both inviscid and viscous flow around an airfoil
NACA0012 with two degrees of freedom. At first we show results with prescribed
airfoil motion. In the last section we present results of fluid-structure interaction.
We compare our DGFEM compressible results with FEM incompressible results
in [14].
In all performed computations we use a mesh created by the anisotropic mesh
generator [3] consisting of 1665 triangle elements with 886 vertices, see Figure
6.1. We use and modify DGFEM code written by Va´clav Kucˇera in C language
[7]. Quadratic (i.e. P 2) elements are used. The computations were performed
on the computer Turion64 X2 with RAM 1 GB. The CPU time increases with
increasing inlet velocity and is longer for the viscous code than for the inviscid
one. The time step used in our computations was 10−5 for first few hundred
iterations and 10−4 for the rest.
6.1 Prescribed vibrations
First we are concerned with the numerical simulations of the viscous flow around
the NACA0012 profile, where its vibrations around the elastic axis with rotation
α = 10(1 + sin(2πft)) are prescribed. Here f = 30 Hz, vertical displacement is
zero. The elastic axis is located at 1/4 of the airfoil length closer to the leading
edge on the airfoil chord. The Reynolds number is 5000 and the far-field Mach
number is 0.01. In Figure 6.2 we present flow patterns, which were computed
for several time instants and angles of attack. We compare the streamlines
with incompressible FEM results presented in [14]. We can see relatively good
agreement. The quality of results could be still improved by the use of adaptive
mesh refinement.
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Figure 6.1: Computational mesh.
6.2 Fluid-structure interaction
Now we shall present the results of the simulation of the coupled fluid-structure
interaction problem. The following quantities, used in [14], are considered: m =
0.086622 kg, Sα = −0.000779673 kg m, Iα = 0.000487291 kg m
2, khh = 105.109
N/m, kαα = 3.695582 Nm/rad, l = 0.05 m, c = 0.3 m, ρ = 1.225 kg/m
3,
ν = 1.5 · 10−5 m/s2. The damping coefficients are considered in the form
DHH = Dαα = DHα = DαH = 0. The position of the elastic axis of the air-
foil measured along the chord from the leading edge is x01 = 0.4c = 0.12m.
Boundary conditions are α˙ = 0, h˙ = 0, α = 1.407 (6◦) and h = −20 mm.
We present subsonic inviscid and viscous results and transonic inviscid and
viscous results.
6.2.1 Subsonic flow
We compare the results to the incompressible viscous results obtained by Sva´cˇek
by FEM. To simulate the incompressible flow we use far-field Mach number
M = 0.014. The computations were performed for inlet velocities 5m/s, 25m/s
and 40m/s. In the inviscid as well as the viscous computations we use shock
capturing technique presented in Section 2.1.4 with ν1 = ν2 = 0.1, see (2.63)
and (2.64).
The differences between the inviscid and viscous results are small for 5m/s,
we can observe that the vibration of the airfoil in viscous flow is ”slower” then
the in the inviscid case. With increasing inlet velocity we can see more differ-
ences. The viscous part of the lift force and the torsional moment were much
smaller than the pressure part. The vibrations are damped for 5m/s and 25m/s.
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Figure 6.2: Streamlines of the flow around a moving NACA0012 airfoil for dif-
ferent angles of attack, left DGFEM, right FEM.
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Figure 6.3: 5m/s, inviscid, h.
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Figure 6.4: 5m/s, viscous, h.
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Figure 6.5: 5m/s, inviscid, α.
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Figure 6.6: 5m/s, viscous, α.
The vibration of the airfoil becomes unstable for 40m/s. Mach isolines at time
t ≈ 0.4 s are on Figure 6.18. We can observe vortex shedding.
In Figures (6.15) – (6.17) we show the results from the viscous incompressible
FEM results for 5m/s, 25m/s and 40m/s. We can observe very good agreement
with our viscous DGFEM results in Figures (6.4), (6.6), (6.8), (6.10), (6.12),
(6.14).
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Figure 6.7: 25m/s, inviscid, h.
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Figure 6.8: 25m/s, viscous, h.
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Figure 6.9: 25m/s, inviscid, α.
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Figure 6.10: 25m/s, viscous, α.
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Figure 6.11: 40m/s, inviscid, h.
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Figure 6.12: 40m/s, viscous, h.
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Figure 6.13: 40m/s, inviscid, α.
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Figure 6.14: 40m/s, viscous, α.
Figure 6.15: 5m/s, incompressible, FEM.
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Figure 6.16: 25m/s, incompressible, FEM.
Figure 6.17: 40m/s, incompressible, FEM.
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Figure 6.18: Mach isolines, unstable solution, 40m/s, t ≈ 0.4 s.
6.2.2 Transonic flow
We performed calculations with far-field Mach number M = 0.8 resulting in the
transonic flow. The far-field velocity was set to 25m/s. If we compare Figures
6.20 and 6.19 with 6.9 and 6.7, we can see that the effect of compressibility is
strong and that the solutions are quite different.
In the shock capturing technique presented in Section 2.1.4 we first used
ν1 = ν2 = 0.1. This setting caused computation collapse for both the viscous and
inviscid flow when the shock wave started to evolve. Increasing the constants
to ν1 = ν2 = 0.2 is sufficient for the viscous computation while the inviscid
computation still collapses. Further, the settings ν1 = ν2 = 0.2 also led to the
code collapse in viscous case for far-field M = 0.9. Setting ν1 = ν2 = 1 is
sufficient for the viscous and inviscid flow. Shock capturing technique proved to
be necessary for transonic flow computations.
In Figures 6.21 - 6.26 the Mach number isolines obtained for inviscid flow are
shown at different time instant and angles of attack. We can see the shock wave
traveling as the airfoil vibrates. Figure 6.26 shows the Mach number isolines
when the airfoil vibrations are damped.
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Figure 6.19: Transonic, 25m/s, invis-
cid, h.
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Figure 6.20: Transonic, 25m/s, invis-
cid, α.
Figure 6.21: Mach isolines, far-field
Mach number 0.8, t = 0.03 s.
Figure 6.22: Mach isolines, far-field
Mach number 0.8, t = 0.06 s.
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Figure 6.23: Mach isolines, far-field
Mach number 0.8, t = 0.09 s.
Figure 6.24: Mach isolines, far-field
Mach number 0.8, t = 0.12 s.
Figure 6.25: Mach isolines, far-field
Mach number 0.8, t = 0.15 s.
Figure 6.26: Mach isolines, far-field
Mach number 0.8, t = 0.3 s.
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Conclusion
We have derived and formulated Euler and Navier-Stokes equations, the conti-
nuity equation and the energy equation in the first Chapter.
Next, the discretization of the Euler equations by the discontinuous Galerkin
finite element method is presented. The space semidiscretization and time dis-
cretization is performed for time-independent and time-dependent computa-
tional domain. The Vijayasundaram numerical flux is used. The way how to
treat the boundary conditions and shock capturing technique is presented.
In the Chapter 3 we show the space semidiscretization and the time dis-
cretization of the compressible Navier-Stokes equations in time-dependent do-
main based on the DGFEM.
Chapter 4 is devoted to the derivation of the equations describing the motion
of airfoil with two degrees of freedom.
The fluid-structure coupling, mesh-deformation method and two approaches
for computing aerodynamical forces (the lift force and the torsional moment)
form the contents of Chapter 5.
In the last chapter, our results are shown. At first we present results of vis-
cous computation for prescribed motion of the airfoil, these results are compared
with existing incompressible FEM results [14]. We can see good agreement, small
deviations can be consequence of the compressibility or of the mesh density.
The results, when the motion of the airfoil is influenced by fluid flow sur-
rounding the airfoil were computed for different far-field velocities. The motion
was dumped for lower far-field velocities and proved to be unstable for 40m/s.
The results of viscous flow with low Mach number were compared with FEM
incompressible results and proved good agreement. The capability of this code
to compute transonic flow was examined. The necessity to use the shock cap-
turing technique was observed and some comments on the parameters choice
were mentioned.
The presented work proved that the developed method works for both vis-
cous and inviscid flow and is able to accurately predict the fluid-structure inter-
action. The future work can involve 3D computation, higher number of degrees
of freedom of the airfoil, some computational acceleration (p-multigrid etc.) or
the use of turbulent models.
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