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A PROOF OF THE TSYGAN FORMALITY CONJECTURE
FOR CHAINS
BORIS SHOIKHET
Abstract. We extend the Kontsevich formality L∞-morphism U : T
•
poly(R
d) →
D•poly(R
d) to an L∞-morphism of L∞-modules over T
•
poly(R
d), Uˆ : C•(A,A) → Ω
•(Rd),
A = C∞(Rd). The construction of the map Uˆ is given in Kontsevich-type integrals.
The conjecture that such an L∞-morphism exists is due to Boris Tsygan [Ts]. As an
application, we obtain an explicit formula for isomorphism A∗/[A∗, A∗]
∼
→ A/{A,A}
(A∗ is the Kontsevich deformation quantization of the algebra A by a Poisson bivec-
tor field, and {,} is the Poisson bracket). We also formulate a conjecture extending
the Kontsevich theorem on cup-products to this context. The conjecture implies a
generalization of the Duflo formula, and many other things.
1. L∞-algebras and L∞-modules
Here we recall basic definitions from [Ts] and construct an L∞-module over T
•
poly(R
d)
structure on the chain Hochschild complex C•(A,A), A = C
∞(Rd).
1.1. For a manifold M , T •poly(M) denotes the graded Lie algebra of smooth polyvector
fields on M , Ω•(M) denotes the graded space of smooth differential forms on M . The
space T •poly(M) is graded as a Lie algebra, i.e. T
i
poly(M) = {(i + 1)-polyvector fields},
i ≥ −1. The bracket is the Schouten–Nijenhuis bracket, generalizing the usual Lie
bracket of vector fields. It is defined as follows:
(1) [ξ0 ∧ · · · ∧ ξk, η0 ∧ · · · ∧ ηl] =
=
k∑
i=0
l∑
j=0
(−1)i+j+k[ξi, ηj ] ∧ ξ0 ∧ · · · ∧ ξˆi ∧ · · · ∧ ξk ∧ η0 ∧ · · · ∧ ηˆj ∧ · · · ∧ ηl
for k, l ≥ 0 ({ξi} and {ηj} are vector fields, the bracket (1) does not depend on their
choice and depends only on polyvector fields ξ = ξ0 ∧ · · · ∧ ξk and η = η0 ∧ · · · ∧ ηl) and
for k ≥ 0
[ξ0 ∧ · · · ∧ ξk, h] =
k∑
i=0
(−1)iξi(h)ξ0 ∧ · · · ∧ ξˆi ∧ · · · ∧ ξk(2)
(here h ∈ C∞(M) is a function).
It is clear that [T ipoly, T
j
poly] ⊂ T
i+j
poly. We will consider T
•
poly as a differential graded
(dg) Lie algebra equipped with zero differential.
The space Ω•(M) is Z≤0-graded:
Ωi(M) = {i-differential forms}, degΩi = −i.
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For a k-polyvector field γ we denote by iγ the natural contraction
iγ : Ω
•(M)→ Ω•−k(M).
The Lie derivative Lγ is defined by the Cartan formula
Lγ = dDR ◦ iγ + iγ ◦ dDR = [dDR, iγ ](3)
(we denote [a, b]+ by [a, b] for odd symbols a, b).
Lemma. [Lγ1 , Lγ2 ] = L[γ1,γ2] where [γ1, γ2] is the Schouten–Nijenhuis bracket (1), (2)
of polyvector fields.
In this way we endow the graded space Ω•(M) with a structure of a module over the
graded Lie algebra T •poly(M). Note that for γ ∈ T
k
poly(M) one has LγΩ
•(M) ⊂ Ω•−k(M)
and degΩ•−k = degΩ• + k because we consider Ω• to be Z≤0 graded.
1.2. We denote by C•(A,A) the cohomological Hochschild complex of an associa-
tive algebra A. By definition, Ck(A,A) = HomC(A
⊗k, A), k ≥ 0. The differential
dHoch : C
k(A,A)→ Ck+1(A,A) is defined as follows:
(4) (dΨ)(a1 ⊗ · · · ⊗ ak+1) = a1 ·Ψ(a2 ⊗ · · · ⊗ ak+1)−
−Ψ(a1 · a2 ⊗ a3 ⊗ · · · ⊗ ak+1) + · · · ±Ψ(a1 ⊗ · · · ⊗ ak) · ak+1.
By definition, D•poly(M) = C
•
poly(C
∞(M), C∞(M))[1] is shifted by 1 subcomplex of
C•(A,A), A = C∞(M), consisting of polydifferential operators. Thus, Dkpoly(M) ⊂
HomC(A
⊗k+1, A), k ≥ −1.
The Gerstenhaber bracket on C•(A,A)[1] is defined as follows: for φ1 ∈ C
k1+1(A,A),
φ2 ∈ C
k2+1(A,A)
[φ1, φ2] = φ1 ◦ φ2 − (−1)
k1k2φ2 ◦ φ1(5)
where
(6) (φ1 ◦ φ2)(a0 ⊗ · · · ⊗ ak1+k2) =
=
k1∑
i=0
(−1)ik2φ1(a0 ⊗ · · · ⊗ ai−1 ⊗ φ2(ai ⊗ · · · ⊗ ai+k2)⊗ ai+k2+1 ⊗ · · · ⊗ ak1+k2).
Lemma. Formulas (4), (5), (6) define a dg Lie algebra structure on C•(A,A)[1].
Note that
dHoch(Ψ) = [m,Ψ](7)
where m : A⊗2 → A is the product, the associativity is equivalent to [m,m] = 0, and
adm defines a differential.
1.2.1.
Lemma (Hochschild–Kostant–Rosenberg).
(i) H i(D•poly(M)) = T
i
poly(M), and the map ϕHKR : T
•
poly → D
•
poly,
ϕHKR(ξ1 ∧ · · · ∧ ξk)(f1 ⊗ · · · ⊗ fk) =
1
k!
Alt
ξ1,...,ξk
k∏
i=1
ξi(fi)(8)
is a quasi-isomorphism of complexes (in particular, dHoch|ImϕHKR = 0);
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(ii) the induced map on cohomology [ϕHKR] : T
•
poly(M)→ H
•(D•poly(M)) is a Lie alge-
bras isomorphism.
Formality theorem of M. Kontsevich [K] states that T •poly(M) and D
•
poly(M) are quasi-
isomorphic as dg Lie algebras, in the sense of the derived categories, or L∞-quasi-
isomorphic.
1.3. We denote by C•(A,A) the homological (chain) Hochschild complex of an associa-
tive algebra A. By definition, Ck(A,A) = A ⊗ A
⊗k, and the differential b : Ck(A,A) →
Ck−1(A,A) is defined as follows:
(9) b(a0 ⊗ · · · ⊗ ak) =
= a0a1 ⊗ a2 ⊗ · · · ⊗ ak − a0 ⊗ a1a2 ⊗ · · · ⊗ ak + · · · ± aka0 ⊗ a1 ⊗ · · · ⊗ ak−1.
We consider C•(A,A) to be Z≤0-graded, deg(A⊗A
⊗k) = −k, k ≥ 0.
1.3.1.
Theorem.
(i) Hi(C•(A,A)) = Ω
i(M), A = C∞(M);
(ii) the map
µ : C•(A,A)→ Ω
•(M),
µ(a0 ⊗ a1 ⊗ · · · ⊗ ak) =
1
k!
a0 da1 ∧ · · · ∧ dak
(10)
is a quasi-isomorphism of the complexes (Ω•(M) is equipped with zero differential).
1.4. In Section 1.1 we have defined operators Lγ , γ ∈ T
•
poly(M), acting on
Ω•(M). We know from Theorems 1.2.1(i), 1.3.1(i) that H•(D•poly(M)) = T
•
poly(M),
H•(C•(A,A)) = Ω
•(M), A = C∞(M). In this section we define the operators Lγ “on
the level of complexes”, i.e., we define operators LΨ, Ψ ∈ C
•(A,A)[1], acting on C•(A,A).
The operator LΨ, Ψ ∈ Hom(A
⊗k, A), is defined as follows:
(11)
LΨ(a0 ⊗ · · · ⊗ an) =
n−k∑
i=0
(−1)(k−1)(i+1)a0 ⊗ · · · ⊗ ai ⊗Ψ(ai+1 ⊗ · · · ⊗ ai+k)⊗ · · · ⊗ an +
+
n∑
j=n−k
(−1)n(j+1)Ψ(aj+1 ⊗ · · · ⊗ a0 ⊗ . . . )⊗ ak+j−n ⊗ · · · ⊗ aj.
Note that
Lm(a0 ⊗ · · · ⊗ an) = b(a0 ⊗ · · · ⊗ an)(12)
(here m : A⊗2 → A is the multiplication, and b is the chain Hochschild differential,
see (9)).
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1.4.1.
Lemma.
[LΨ1 , LΨ2 ] = L[Ψ1,Ψ2]
where [Ψ1,Ψ2] is the Gerstenhaber bracket of the cochains Ψ1 and Ψ2.
In particular, let Ψ1 = m : A
⊗2 → A be the multiplication; we know that Lm = b, and
we have:
[b, LΨ] = LdHochΨ(13)
(see (7)).
Lemma 1.4.1 allows us to equip the space C•(A,A) with a structure of the module over
the dg Lie algebra C•(A,A)[1]. We explain below how, using an L∞-map U : T
•
poly →
D•poly, to equip the space C•(A,A) with an L∞-module structure over T
•
poly.
1.5. In this Subsection we recall the basic definitions of homotopical algebra. We will
do it “on the level of formulas”, leaving the language of formal Q-manifolds [K], because
it is more convenient for our needs.
1.5.1. An L∞-algebra is a Z-graded vector space g with a collection of maps:
Q1 : g→ g[1]
Q2 : Λ
2
g→ g
Q3 : Λ
3
g→ g[−1]
. . . . . . . . . . . . . . . . .
satisfying the relations∑
i1<···<ip, j1<···<jq
p+q=k
±Qq+1(Qp(xi1 ∧ · · · ∧ xip) ∧ xj1 ∧ · · · ∧ xjp) = 0(14)
for each k ≥ 2 and homogenous {xs}.
The first relation, for k = 2, is
Q21 = 0.
The second, k = 3, is that the product Q2 is compatible with the differential Q1, i.e.
Q1(Q2(x ∧ y)) = Q2(Q1x ∧ y)±Q2(x ∧Q1y).
The third is that the skew-symmetric productQ2 obeys the Jacobi identity moduloQ3.
The case when Q3 = Q4 = · · · = 0 is the case of dg Lie algebras.
1.5.2. An L∞-morphism U : g1 → g2 between two L∞-algebras is a collection of maps:
U1 : g1 → g2
U2 : Λ
2
g1 → g2[−1]
U3 : Λ
3
g1 → g2[−2]
. . . . . . . . . . . . . . . . .
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obeying the identities
(15)
∑
±Uq+1(Qp(xi1 ∧ · · · ∧ xip) ∧ xj1 ∧ · · · ∧ xjq) =
=
∑
±
1
k!
Qk(Un1(xi11 ∧ · · · ∧ xi1n1 ) ∧ · · · ∧ Unk(xik1 ∧ · · · ∧ xiknk ))
(n1 + · · · + nk = p+ q).
In the simplest case, when g1 and g2 are dg Lie algebras, Q1 = d, Q2 = [,], (15) is:
(16) dUn(x1 ∧ · · · ∧ xn) +
n∑
i=1
±Un(x1 ∧ · · · ∧ dxi ∧ · · · ∧ xn) =
=
1
2
∑
k,l≥1
k+l=n
1
k!l!
∑
σ∈Σn
±[Uk(xσ1 ∧ · · · ∧ xσk),Ul(xσk+1 ∧ · · · ∧ xσn)] +
+
∑
i<j
±Un−1([xi, xj ] ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xn).
The simplest cases are:
n = 1: dU1(x) = U1(dx), i.e. U1 is a map of complexes; an L∞-morphism is called an
L∞-quasi-isomorphism if U1 is a quasi-isomorphism of complexes;
n = 2: U1 is a map of dg Lie algebras modulo U2; U1 is a map of graded Lie algebras
on the level of cohomology.
The connection of the notion of an L∞-morphism with the classical homological algebra
is that if two dg Lie algebras g1 and g2 are quasi-isomorphic in the sense of derived
cathegeries, that is there exists a hat g1
ϕ1
→ g3
ϕ2
← g2 for some dg Lie algebra g3, and both
maps ϕ1 and ϕ2 are maps of dg Lie algebras and quasi-isomorphisms of the complexes,
they are L∞-quasi-isomorphic. In the L∞-side we do not construct an extra dg Lie
algebra g3 but we construct an infinitely many higher “Taylor components” of the map U1.
1.5.3. An L∞-module M over an L∞-algebra g is a graded vector space g with a col-
lection of maps
ϕk : Λ
k
g⊗M →M [1− k], k ≥ 0
satisfying for each k ≥ 0 the equation
(17)
∑
p+q=k
∑
i1<···<ip
j1<···<i<jq
±φp(xi1 ∧ · · · ∧ xip ⊗ φq(xj1 ∧ · · · ∧ xjq ⊗m)) +
+
∑
p+q=k
∑
i1<···<ip
j1<···<jq
±φq+1(Qp(xi1 ∧ · · · ∧ xip) ∧ xj1 ∧ · · · ∧ xjq ⊗m) = 0.
For k = 0 (17) gives φ20 = 0, i.e. φ0 is a differential on th graded space M .
For k = 1 we obtain that the map φ1 : g⊗M →M is a map of the complexes:
φ0(φ1(x⊗m)) = φ1(dx⊗m)± φ1(x⊗ φ0m).
In the case when g is a dg Lie algebra we obtain that the map φ1 defines a g-module
structure on M modulo φ2, etc.
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1.5.4. A morphism ϕ of two L∞-modules M,N over an L∞-algebra g is a collection of
maps
ϕk : Λ
k
g⊗M → N [−k], k ≥ 0
satisfying
(18)
∑
±ϕq+1(Qp(xi1 ∧ · · · ∧ xip) ∧ xj1 ∧ · · · ∧ xjq ⊗m) +
+
∑
±ϕp+1(xi1 ∧ · · · ∧ xip ∧ φq(xj1 ∧ · · · ∧ xjq ⊗m)) =
=
∑
±φp+1(xi1 ∧ · · · ∧ xip ∧ ϕq(xj1 ∧ · · · ∧ xjq ⊗m))
for p+ q = k ≥ 0.
For k = p+ q = 0 we obtain that the map ϕ0 is a map of the complexes, etc.
1.6. An L∞-module over T
•
poly(R
d) structure on C•(A,A). M. Kontsevich con-
structed in [K] an L∞-(quasi-iso)morphism U : T
•
poly(R
d)→ D•poly(R
d). Let U1,U2,U3, . . .
be its Taylor components. Define a set of maps
φk : Λ
kT •poly(R
d)⊗ C•(A,A)→ C•(A,A)[1 − k]
by the formulas:
φ0 = b (see (9)),
φk(γ1 ∧ · · · ∧ γk ⊗ ω) = LΨkω
with Ψk = Uk(γ1 ∧ · · · ∧ γk) for k ≥ 1

(19)
Lemma. In this way we have defined an L∞-module structure on C•(A,A) over dg Lie
algebra T •poly(R
d).
Proof. We have to prove (17) for {φk}.
For k = 0 it is just b2 = 0,
for k = 1 it is
b ◦ LU1(γ)ω = ±LU1(γ) ◦ bω(20)
But we have from (13):
[b, LU1(γ)]ω = LdHochU1(γ)ω
and dHochU1(γ) = U1(dTpolyγ) ≡ 0 for any L∞-morphism U : T
•
poly → D
•
poly.
The general case is analogous. The statement of Lemma is true for any L∞-morphism
U : T •poly → D
•
poly, not only for the Kontsevich’s one.
1.6.1. Now we have two modules over T •poly(R
d): the usual module Ω•(Rd), and the
L∞-module C•(A,A). We want to construct an L∞-morphism
Uˆ : C•(A,A)→ Ω
•(Rd)
between them.
It means that we search for maps
Uˆk : Λ
kT •poly(R
d)⊗ C•(A,A)→ Ω
•(Rd)[−k], k ≥ 0
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such that for k ≥ −2
(21)∑
±Uˆk+1([γi1 , γi2 ]∧γj1∧· · ·∧γjk⊗ω)+
∑
p+q=k+2,
q≥0
±Uˆp+1(γi1∧· · ·∧γip⊗LUq(γj1∧···∧γjq )ω)+
+
∑
±Lγi(Uˆk+1(γj1 ∧ · · · ∧ γjk+1 ⊗ ω)) = 0 (LU0 = b).
We set:
Uˆ0(ω) = µω (see Theorem 1.3.1).
For k = −2 (21) is just the statement that µ is a map of the complexes.
In the rest of this paper we construct such an L∞-morphism Uˆ , where U is the Kont-
sevich formality morphism.
2. Construction of the morphism Uˆ
2.1. The Kontsevich formality morphism U . Here we recall, very briefly, the con-
struction [K] of the Kontsevich formality morphism U .
We need to construct maps
Uk : Λ
kT •poly(R
d)→ D•poly(R
d)[1− k].
The formula for Uk is organized as a sum over the admissible graphs Γ. We cite
from [K] the definition of an admissible graph Γ.
2.1.1.
Definition. Admissible graph Γ is an oriented graph with labels such that
1) the set of vertices VΓ is {1, . . . , n}⊔{1¯, . . . , m¯}, n,m ∈ Z≥0, 2n+2+m ≥ 0; vertices
from the set {1, . . . , n} are called vertices of the first type, vertices from {1¯, . . . , m¯}
are called vertices of the second type,
2) every edge (v1, v2) ∈ EΓ starts at a vertex of the first type,
3) there are no loops, i.e. no edges of the type (v, v),
4) for every vertex k ∈ {1, . . . , n} of the first type, the set of edges
Star(k) =
{
(v1, v2) ∈ EΓ | v1 = k
}
starting from k, is labeled by symbols (e1k, . . . , e
#Star(k)
k ).
2.1.2. For any admissible graph Γ with n vertices of the first type and m vertices of the
second type we define a map UΓ : γ1 ⊗ γ2 ⊗ · · · ⊗ γn 7→ {A
⊗m → A}, A = C∞(Rd), and
γi is (#Star(i))-polyvector field. The function Φ = UΓ(γ1 ⊗ · · · ⊗ γn)(f1 ⊗ · · · ⊗ fm) is
defined as follows. It is the sum over all configurations of indices running from 1 to d,
labeled by EΓ:
Φ =
∑
I : EΓ→{1,...,d}
ΦI
where ΦI is the product over all n + m vertices of Γ of certain partial derivatives of
functions fi and of coefficients of γi.
Namely, with each vertex i, 1 ≤ i ≤ n of the first type we associate function Ψi an R
d
which is
Ψi = 〈γi, dx
I(e1i ) ⊗ · · · ⊗ dxI(e
#Star(i)
i )〉.
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For each vertex j¯ of the second type the associated function Ψj¯ is defined as fj.
In the next step we put into each vertex v instead of function Ψv, its partial derivative
Ψ˜v =

 ∏
e∈EΓ, e=(∗,v)
∂I(e)

Ψv.
Then, ΦI =
∏
v∈VΓ
Ψ˜v, and Φ =
∑
I ΦI .
This is just a usual construction of GLd-invariants from graphs.
2.1.3. Till now, the number of edges of Γ with n vertices of the first type and m vertices
of the second type was not fixed. We claim, that it is uniquely defined by the request
that UΓ is a map
UΓ : Λ
nT •poly(R
d)→ D•poly(R
d)[1 − n],
i.e. by the grading.
As an element of D•poly(R
d), UΓ has grading m − 1. This grading should be equal to
deg γ1 + · · ·+ deg γn + 1− n. We have:
deg γi = #Star(i)− 1,
and
#EΓ =
∑
i∈{1,...,n}
#Star(i),
because any edge starts at a vertex of the first type by Definition 2.1.1.
Therefore,
#EΓ = deg γ1 + · · ·+ deg γn + n.
But
m− 1 = deg γ1 + · · · + deg γn + 1− n,
therefore
m− 1 = #EΓ − n+ 1− n,
and
#EΓ = 2n+m− 2.
2.1.4. Now we search a formula for Un in the form
Un =
∑
Γ
WΓ × UΓ,(22)
where Γ has n vertices of the first type, and WΓ ∈ C is a number. We want to define WΓ
as an integral of a form ΩΓ of the top degree over a configuration space. Any edge of Γ
will define a 1-form on this configuration space, and the form ΩΓ is a wedge product of
these 1-forms (in order corresponded to the labeling of the graph). Therefore, the number
#EΓ of the edges should be equal to dimension of the configuration space. Therefore, the
configuration space should be a quotient by a 2-dimensional group of n “2-dimensional
points” and m “1-dimensional” points.
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2.1.5. Here we define these configuration spaces. Let H be the open complex upper
half-plane.
First, denote by Confn,m the space
Confn,m =
{
p1, . . . , pn; q1, . . . , qm | pi ∈ H for all i = 1, . . . , n,
qj ∈ R = ∂H¯ for all j = 1, . . . ,m; pi1 6= pi2 for i1 6= i2, qj1 6= qj2 for j1 6= j2
}
,
and
Confn =
{
p1, . . . , pn | pi ∈ C, pi1 6= pi2 for i1 6= i2
}
.
For 2n+m ≥ 2 the group
G(1) =
{
z 7→ az + b | a ∈ R>0, b ∈ R
}
acts freely on the space Confn,m; therefore, the quotient-space
Cn,m = Confn,m/G
(1)
is a smooth manifold of dimension 2n+m− 2. Analogously,
Cn = Confn/G
(2)
where
G(2) =
{
z 7→ az + b | a ∈ R>0, b ∈ C
}
.
It is a smooth manifold for n ≥ 2.
M. Kontsevich constructed in [K], Section 6, a compactification of these spaces. The
differential forms, defined below, can be prolonged to regular differential forms on these
compactifications. Therefore, the integrals (defined below) converge.
We will not discuss these compactifications here. We will consider this question for
other spaces, suitable for the construction of map Uˆ , in Section 2.2.
2.1.6. Now, for a graph Γ with n vertices of the first type and m vertices of the second
type, we are going to define a form ΩΓ of the top degree on Cn,m, and then set WΓ =
∼
∫
Cn,m
ΩΓ (up to some coefficient which depends on n,m and does not depend on Γ).
For any two points p, q ∈ H¯, denote by l(p, q) the geodesic in the Poincare´ metric on H,
passing through the points p and q. It is just a (part of) half-circle, passing through p
and q, and orthogonal to R = ∂H¯. Denote by l(p,∞) the vertical line passing through
the point p. Denote by φh(p, q) ∈ R/2piZ the angle between l(p, q) and l(p,∞), from
l(p,∞) to l(p, q) counterclockwise. The formula for φh(p, q) is
φh(p, q) =
1
2i
Log
(
(q − p)(q¯ − p)
(q − p¯)(q¯ − p¯)
)
.(23)
The 1-form dφh(p, q) is well-defined.
Now we set that the vertices {1, . . . , n} of the first type of the graph Γ are the points
p1, . . . , pn on Confn,m, and vertices {1¯, . . . , m¯} are the points q1, . . . , qm on Confn,m. In
other words, the graph “is placed” onH⊔R in all possible ways. Then each edge e = (p, q)
of Γ defines a map from Confn,m to Conf2,0 or to Conf1,1. On both spaces Conf2,0 and
Conf1,1 we have constructed the 1-form φ
h. Denote by ϕe its pull-back to Confn,m. It is
clear that ϕe isG
(1)-invariant becauseG(1) is the group of transformations in the Poincare´
metric on H preserving {∞}. Thus, ϕe is a well-defined 1-form on Cn,m = Confn,m/G
(1).
10 BORIS SHOIKHET
We set:
WΓ =
n∏
k=1
1
(#Star(k))!
·
1
(2pi)2n+m−2
·
∫
C+n,m
∧
e∈EΓ
ϕe.(24)
Here C+n,m is the connected component of Cn,m where q1 < · · · < qm.
Theorem (M. Kontsevich,[K]). The maps Uk, k ≥ 1, defined by formulas (22), (24),
are the Taylor components of an L∞-morphism U : T
•
poly(R
d)→ D•poly(R
d). That is they
satisfy the identity (16).
2.1.7. One of the crucial points is that G(1) is the full group of symmetries for the
1-form dφh. This is why the integrals (24) a priori do not vanish (and they actually do
not).
2.2. Construction of the map Uˆ .
2.2.1. Configuration spaces D1,n,m. Let D
2 be the open disk D2 =
{
z ∈ C | |z| < 1
}
.
We denote by 1 the center of this disk 1 = {z = 0}. (It’s a notation bad from any point
of view). The space Disk1,n,m is
Disk1,n,m =
{
p1, . . . , pn ∈ D
2, q1, . . . , qm ∈ S
1 = ∂D¯2,
pi 6= pj for i 6= j, pi 6= 1 for any i, qi 6= qj for i 6= j
}
.
For 2n+m ≥ 1 the group of rotations
G =
{
z 7→ eiθz, θ ∈ R/2piZ
}
acts freely on Disk1,n,m, and we define the manifold D1,n,m as
D1,n,m = Disk1,n,m/G.(25)
It has dimension 2n+m− 1. Note that G1 = 1.
Now we are going to describe a compactification D¯1,n,m which will be used in the
sequel.
The idea arise from [K], Section 5; we just describe all strata of codimension 1.
S1) some points pi1 , . . . , pik of the first type move close to each other and far from 1,
k ≥ 2. The corresponding boundary stratum is Ck ×D1,n−k+1,m;
S2) some points pi1 , . . . , pik of the first type, k ≥ 1, move close to each other and close
to 1. To describe this stratum denote by Dk the following space:
Dk =
{
p1, . . . , pk ∈ C, pi 6= pj for i 6= j
}/{
z 7→ az, a ∈ R>0
}
.
For k ≥ 1 it is a manifold of dimension k−1. The boundary stratum in the case S2)
is Dk ×D1,n−k,m;
S3) some points pi1 , . . . , pik of the first type and some points qj1 , . . . , qjl of the second
type move close to each other (and close to S1 = ∂D¯2), 2k+ l ≥ 2. In this case the
boundary stratum is
Ck,l ×D1,n−k,m−l+1.
One can check that in all three cases the described strata have codimension 1.
In the general case of arbitrary codimension, we have several groups of points moving
close to each other; this gives strata of codimension > 1. Then “we are looking through
a magnifying glass” to each group and find that inside it there are several groups of
A PROOF OF THE TSYGAN FORMALITY CONJECTURE FOR CHAINS 11
points, moving close to each other, an so on. All the boundary strata can be described
by labeled and colored trees.
For us it is principal that the differential 1-forms on D1,n,m (analogs of dφ
h) con-
structed below can be prolonged to regular differential 1-forms on the compactification
D¯1,n,m. The proof will be clear after the definition of these 1-forms.
2.2.2. Admissible graphs. An admissible graph is the same that in [K] (see Section 2.1.1)
but here we have a marked vertex 1, and 1 is not the end-point for any edge. There are
vertex 1, vertices of the first type {1, . . . , n}, and vertices of the second type {1¯, . . . , m¯}.
2.2.3. Differential forms. There are two types of edges: connecting 1 ∈ D2 with an other
point, and all others edges. We will define a differential 1-form ϕe separately in these
two cases.
C1) e is an usual edge, i.e.
e = (p, q), p, q ∈ D¯2, p 6= 1.
p
q
1
θe
Figure 1.
In this case we consider the angle θe between the geodesic l(p, q) in the Poincare´
metric onD2, with the geodesic l(p,1) (the last geodesic should be a diametral line),
counted from l(p,1) to l(p, q) counterclockwise. The angle θe is defined modulo 2pi.
By definition, ϕe = dθe; it is a well-defined 1-form on the space D1,2,0, or on D1,1,1,
see Figure 1.
C2) e = (p, q), p = 1.
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1= p
q
θe
a1
Figure 2.
In this case θe is the angle between the line (1, q) and the line (1, a1) where
a1 = {1¯}, the first vertex of the second type on S
1. The 1-form ϕe = dθe is well-
defined 1-form on D1,1,1 or D1,0,2. We denote by ϕe also its pull-back on D1,n,m,
see Figure 2.
2.2.4. Polydifferential operators, corresponded to the graphs. Now we want to define some
operators
ΛnT •poly(R
d)⊗ C•(A,A)→ Ω
•(Rd)[−n].
Let γ1, . . . , γn be polyvector fields on R
d, and let a1, . . . , am be m functions, ai ∈ A =
C∞(Rd). Now let Γ be an admissible graph, such that #Star(i) = deg γi + 1 for a
vertex i of the first type, #Star(1) = l. Then we are going to construct an outcoming
l-differential form ΩΓl . To do that, we define Ω
Γ
l (∂α1 ∧ · · · ∧ ∂αl), i1, . . . , il ∈ {1, . . . , d}.
As in Section 2.1.2,
ΩΓl (∂α1 ∧ · · · ∧ ∂αl) =
∑
I : EΓ\Star(1)→{1,...,d}
Ωα1,...,αlI
We can extend the map I : EΓ \ Star(1) → {1, . . . , d} to a map Iˆ : EΓ → {1, . . . , d},
where if e = (1, ∗) and e has the label es
1
in the graph Γ, we set I(e) = αs. Then the
functions Ψv, v 6= 1, are defined as in Section 2.1.2. Next,
Ψ˜v =

 ∏
e∈EΓ, e=(∗,v)
∂
Iˆ(e)

Ψv, v 6= 1,
and then
Ωα1,...,αlI =
∏
v∈VΓ\1
Ψ˜v.
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Finally,
ΩΓl (∂α1 ∧ · · · ∧ ∂αl) =
∑
I
Ωα1,...,αlI .
2.2.5. The grading. Let us find a relation on n,m,#EΓ and l. We want to define a map
ΛnT •poly ⊗ Cm−1(A,A)→ Ω
•[−n].
Therefore,
deg γ1 + · · ·+ deg γn + (−m+ 1)− n = −l.(26)
On the other hand
#EΓ = deg γ1 + · · ·+ deg γn + n+ l.(27)
We have from (26) and (27):
#EΓ − n− l −m+ 1− n = −l(28)
or
#EΓ = 2n+m− 1.(29)
Therefore, for the grading condition a graph with n vertices of the first type and m
vertices of the second type should have 2n +m− 1 edges. According to our discussion
in Section 2.1.4, the configuration space for the construction of Uˆ should have dimension
2n+m− 1. The space D1,n,m has precisely this dimension.
2.2.6. Weight WΓ. Now we consider a graph Γ as placed on the space Disk1,n,m such
that the vertex 1 of Γ is the center 1 of the disk D2, the points {p1, . . . , pn} of Disk1,n,m
are the vertices {1, . . . , n} of Γ of the first type, and the points {q1, . . . , qm} of Disk1,n,m
are the vertices {1¯, . . . , m¯} of Γ of the second type. Then each edge e of Γ defines a map
pre : Disk1,n,m → Disk1,2,0 or
pre : Disk1,n,m → Disk1,1,1
We denote by the same symbol ϕe the pull-back pr
∗
e ϕe of the 1-form, constructed in
Section 2.2.3. The 1-form ϕe is G-invariant (G is the rotation group), and we can
consider ϕe as a 1-form on the space D1,n,m.
Definition (the weight WΓ).
WΓ =
1
(#Star(1))!
n∏
k=1
1
(#Star(k))!
·
1
(2pi)2n+m−1
·
∫
D+
1,n,m
∧
e∈EΓ
ϕe(30)
whereD+
1,n,m is the connected component ofD1,n,m for which the points (q1, . . . , qm) ∈ S
1
define the right cyclic order on S1.
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2.2.7.
Theorem. Let G1,n,m be the set of the admissible graphs in the sence of Section 2.2.2
with 2n+m− 1 edges. Define the map
Uˆn : Λ
nT •poly(R
d)⊗ Cm−1(A,A)→ Ω
•(Rd)[−n]
by the formula
Uˆn =
∑
Γ∈G1,n,m
WΓ ×Ω
Γ
l ,(31)
l = n+m− 1−
n∑
i=1
deg γi.(32)
Then the maps {Uˆn} are the Taylor components of an L∞-morphism of the L∞-modules
over T •poly(R
d):
Uˆ : C•(A,A)→ Ω
•(Rd).
The L∞-module over T
•
poly(R
d) structure on C•(A,A) is defined by (19) where {Uk} are
the Taylor components of the Kontsevich formality morphism (with the harmonic angle
function, as in Section 2.1).
Proof. We need to prove (21) for {Uˆn} defined as above. The l.h.s. of (21) has a form∑
Γ∈G′
1,n,m
CΓ · Ω
Γ
l (γ1 ∧ · · · ∧ γn ⊗ (a1 ⊗ · · · ⊗ am))
where G′
1,n,m is the set of admissible graphs with n vertices of the first type, m vertices
of the second type, and 2n+m−2 edges, and l = n+m−2−
∑n
i=1 deg γi. The numbers
CΓ are linear-quadratic expressions in the weights WΓ1 ,defined in Section 2.2.6, and the
Kontsevich weights WΓ2 , defined in Section 2.1.6. We want to prove that CΓ = 0 for any
Γ ∈ G′
1,n,m. The idea arise to [K]: we identify CΓ with the integral over the boundary
∂D¯1,n,m of the differential form of degree 2n+m− 2, namely, with
∧
e∈EΓ
dϕe. We have
by the Stokes formula:∫
∂D¯1,n,m
∧
e∈EΓ
dϕe =
∫
D¯1,n,m
d

 ∧
e∈EΓ
dϕe

 = 0.(33)
On the other hand, only the boundary strata of codimension 1 contributes in the l.h.s.
of (33). We have:
∫
∂D¯1,n,m
∧
e∈EΓ
dϕe =
∫
∂S1)D¯1,n,m
∧
e∈EΓ
dϕe +
∫
∂S2)D¯1,n,m
∧
e∈EΓ
dϕe +
∫
∂S3)D¯1,n,m
∧
e∈EΓ
dϕe
(34)
where S1), S2), and S3) are the three types of the boundary strata of codimension 1,
listed in Section 2.2.1. The idea of the proof is to identify these summands with the
summands contributed to CΓ from (21). We consider the cases S1–S3) separately.
2.2.7.1. The case S1). The boundary stratum is Ck × D1,n−k+1,m. It is clear that
the integral over it factorizes in the product of two integrals: the integral over Ck and
the integral over D1,n−k+1,m. It is proved in [K], Section 6, that the integral over Ck
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does not vanish only for k = 2. The situation is as follows: two points move close to
each other and far from 1. This corresponds to the first summand of (21), containing
the Schouten–Nijenhuis bracket of polyvector fields.
2.2.7.2. The case S2). Some points pi1 , . . . , pik move close to each other and close to
1 ∈ D2. The boundary stratum is Dk ×D1,n−k,m. It is clear that the integral factorizes
into the product of two integrals, of an integral over Dk and of an integral over D1,n−k,m
(see, in particular, the following two subsections). Then, by Theorem 6.6.1 in [K], we
have only the following possibilities:
S2.1) k = 1 and there is an edge from 1 to pi1 ;
S2.2) k = 1 and there are no edges connecting pi1 and 1.
We analyze these strata separately below. It will be clear from our discussion how to
apply Theorem 6.6.1 in [K] to prove that other possible strata give zero contribution.
2.2.7.2.1 The case S2.1).
1
a
p
q
φ
φ
φ
1
3
2
i 11
Figure 3.
Let (pi1 , q) be an edge starting at pi1 , and let Φ1 be the angle between (1, pi1) and
(1, a1) (this is the angle θe for e = (1, pi1)), Φ2 be the angle between (1, q) and (1, a1),
and Φ3 be the angle between (pi1 , q) and (pi1 ,1), see Figure 3. The integral over D1
16 BORIS SHOIKHET
should be the integral over D1 of the canonical 1-form dϕ on D1. By our definition,
θe for e = (pi1 , q) is the angle Φ3. The 2-form dϕ(pi1 ,q) ∧ dϕ(1,pi1 ) is equal to dΦ3 ∧ dΦ1.
In the limit pi1 → 1 the angle Φ3 → pi − (Φ1 − Φ2) (see Fig. 3). Therefore, we have
two-form d(pi − Φ1 + Φ2) ∧ dΦ1 = dΦ2 ∧ dΦ1. The angle Φ2 does not depend on the
position of pi1 . The “new” edge will be (1, q), and its angle is precisely Φ2. The integral
over D1 is
∫
dΦ1.
In the general case, there are some edges starting at p, but no edge ends at p: in this
case the angle of this edge would be equal to 0.
These terms correspond to a summand of d ◦ iγi(Uˆk+1(γj1 ∧ · · · ∧ γjk+1 ⊗ω)) (see (21))
and any they contribute to the third summand in (21). See Section 2.2.7.2.3 for a further
discussion.
2.2.7.2.2 The case S2.2). We denote pi1 by p. There no edges connecting p and 1.
See Figure 4.
1p
q
q
q
a
φ
φ
φ
φ
1
1
2
3
0
1
2
3
Figure 4.
In the limit when p tends to 1 and the points q1, q2, q3 . . . (end-points of the edges
starting from p) are far from 1, the wedge product dφ1 ∧ dφ2 ∧ dφ3 ∧ . . . tends to
±dφ0 ∧ d(φ2 − φ1) ∧ d(φ3 − φ1). The integral
∫
S1
dφ0 is the integral over D1. The
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remaining part of the wedge product, d(φ2 − φ1) ∧ d(φ3 − φ1) ∧ . . . contributes to the
integral over D1,n−1,m.
In the general case, if there exists any edge ending at p, an edge l = (s, p), and s is
far from 1, the angle ϕe tends to 0 when p tends to 1. Therefore, no edge ends at p.
These terms correspond to a summand of iγi ◦ d(Uˆk+1(γj1 ∧ · · · ∧ γk+1 ⊗ ω)) and
contribute to the third summand in (21). See Section 2.2.7.2.3 for a further discussion.
2.2.7.2.3 We claim that the total contribution of the two cases S2.1) and S2.2) is equal
exactly to Lγi ω˜ = d ◦ iγi ω˜ ± iγi ◦ dω˜, where ω˜ = Uˆk+1(γj1 ∧ · · · ∧ γjk+1 ⊗ ω). Here we
consider two examples.
Example 1. γi = v is a vector field, ω˜ is a function. Then d ◦ ivω˜ = 0, and we have only
the summand iv ◦ dω˜, which corresponds exactly exactly to the case S2.2).
Example 2. Again, γi = v is a vector field, v =
∑
i vi∂i, but ω˜ is a 1-form ω˜ =
∑
i fidxi.
Then
d ◦ ivω˜ = d
(∑
i
vifi
)
=
∑
i,j
fi
∂vi
∂xj
dxi +
∑
i,j
vi
∂fi
∂xj
dxj(∗)
On the other hand,
ivdω = iv

∑
i,j
∂fi
∂xj
dxj ∧ dxi

 =∑
i,j
∂fi
∂xj
· vjdxi −
∑
i,j
∂fi
∂xj
vidxj(∗∗)
We see that in Lvω˜ = d ◦ ivω˜ + iv ◦ dω˜ the second summand in the r.h.s. of (∗) cancells
the second summand in the r.h.s of (∗∗), whereas the first summand in the r.h.s. of (∗)
corresponds to the case S2.1), and the first summand in the r.h.s. of (∗∗) corresponds to
the case S2.2).
In the general case the situation is analogous to this example.
2.2.7.3. The case S3). Some points pi1 , . . . , pik of the first type and some points
qj1 , . . . , qjl of the second type move close to each other and close to S
1 = ∂D¯2, 2k+ l ≥ 2.
The boundary stratum is Ck,l × D1,n−k,m−l+1. The integral over Ck,l is exactly the
Kontsevich integral: the angle with 1 becomes the angle with ∞ for Ck,l. We obtain the
second summand in (21).
Theorem 2.2.7 is proven.
2.2.8. It is clear that
Uˆ0(a1 ⊗ · · · ⊗ am) = µ(a1 ⊗ · · · ⊗ am) =
1
(m− 1)!
a1 da2 ∧ · · · ∧ dam.
3. Applications to traces, cup-products, and to the Duflo formula
3.1. First of all, we recall what the (extended) Duflo formula is. Let g be a finite-
dimensional Lie algebra, we associate with g two g-modules: the symmetric algebra
S•(g), and the universal enveloping algebra U(g). These two g-modules are isomorphic
due to the Poincare´–Birkhoff–Witt theorem, the isomorphism ϕPBW : S
•(g) → U(g) is
defined as
ϕPBW (g1 · · · · · gk) =
1
k!
∑
σ∈Σk
gσ(1) ⊗ · · · ⊗ gσ(k).
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As algebras, S•(g) and U(g) are not isomorphic. The Duflo theorem states that the
algebras of g-invariants [S•(g)]g and [U(g)]g are (canonically) isomorphic. Let us recall
the construction of this isomorphism.
For any k ≥ 1, let Trk be a canonical invariant element Trk ∈ [S
k(g∗)]g, defined as
the symmetrization of the map g 7→ Tr|g ad
k g (g ∈ g). We consider elements of Sk(g∗)
as differential operators of k-th order on S•(g) with constant coefficients. We define the
map ϕstrange : S
•(g)→ S•(g) as
ϕstrange = exp

∑
k≥1
α2kTr2k


where the rational numbers α2k are defined as
∑
k≥1
α2kx
2k =
1
2
log
e
x
2 − e−
x
2
x
.
It is clear that ϕstrange : S
•(g)→ S•(g) is a map of g-modules, because Tr2k ∈ [S
2k(g∗)]g.
3.1.1.
Theorem (Duflo). For any finite-dimensional Lie algebra g the map
ϕ∗D = [ϕPBW ◦ ϕstrange] : [S
•(g)]g → [U(g)]g
is an isomorphism of algebras.
3.1.2.
Theorem (Kontsevich [K]). For any finite-dimensional Lie algebra g the map ϕD of
g-modules ϕD : S
•(g)→ U(g) defines the map of algebras
ϕ∗D : H
•(g;S•(g))→ H•(g;U(g)).
3.1.3. Now consider homology H•(g;S(g)) and H•(g;U(g)). They have a structure of
modules over the algebras H•(g, S(g)) and H•(g;U(g)), correspondingly. In particular,
for zero (co)homology Acoinv = A/g · A has a structure of a module over the algebra
Ainv for any g-module A which is an associative algebra such that the multiplication
A⊗A→ A is a map of g-modules.
We want to construct a map of modules over H•(g, . . . )
ϕD∗ : H•(g;S(g))→ H•(g;U(g))
such that it is compatible with the map of algebras
ϕ∗D : H
•(g;S(g))→ H•(g, U(g)).
It means that for any ω ∈ H•(g;S•(g)) and η ∈ H•(g, S
•(g)) one has
ϕD∗(ω · η) = ϕ
∗
D(ω) · ϕD∗(η).(35)
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3.1.4.
Conjecture. For any finite-dimensional Lie algebra g, the map ϕD∗, induced by the
map ϕD = ϕPBW ◦ ϕstrange of g-modules, satisfies (35).
This conjecture is a typical application of a conjecture on cup-products on tangent
cohomology, Conjecture 3.5.3.1 below. For a semisimple (or, more generally, unimodu-
lar) Lie algebra g Conjecture 3.1.4 follows from Theorem 3.1.2: for example, the top-
cohomology Htop(g;A) ≃ H0(g;A), and this is is an isomorphism of H
0(g;A)-modules for
any A with compatible structures of an associative algebra and a g-module. Analogously
for higher (co)homology.
For a general Lie algebra g, Htop(g;M) ≃ H0(g; Tr ⊗ M) where Tr : g → C is a
one-dimensional g-module, the trace of the adjoint action. Therefore, for a general Lie
algebra g, Theorem 3.1.2 does not imply Conjecture 3.1.4.
3.2. L∞-quasi-isomorphisms of L∞-modules, the tangent complexes, the tan-
gent map. We say that an L∞-map of two L∞-modules M
•, N• (see Section 1.5.4)
is an L∞-quasi-isomorphism of modules if ϕ0 : M
• → N• (which a priori is a map of
complexes) is a quasi-isomorphism of complexes.
Let M• be an L∞-module over a dg Lie algebra g, and let pi ∈ g
1 satisfies the Maurer–
Cartan equation dpi + 12 [pi, pi] = 0. We define the tangent complex TpiM
• as the graded
space M• with the differential dpi defined as follows:
dpi(m) = φ0(m) + φ1(pi,m) +
1
2
φ2(pi, pi,m) + · · · +
1
n!
φn(pi, pi, . . . , pi,m) + . . .(36)
where φk : Λ
k
g⊗M• →M•[1−k] are the Taylor components of the L∞-module structure
on M• (see Section 1.5.3).
Lemma.
(i) d2pi = 0 if dpi +
1
2 [pi, pi] = 0;
(ii) the formula
(Tpiϕ)(a) =
∞∑
k=0
ϕk+1(pi, pi, . . . , pi, a)/k!(37)
defines a map of the tangent complexes
Tpiϕ : TpiM
• → TpiN
•;
(iii) let ϕ be an L∞-quasi-isomorphism of modules. Then Tpiϕ is a quasi-isomorphism
of the complexes provided the condition that pi is sufficiently small. In particular, if
we replace pi on ~pi, where ~ is a formal parameter, T~piϕ is a quasi-isomorphism.
Proof. It is straightforward.
3.3. From now on, we will work with formal power series in a formal parameter ~.
Lemma.
(i) Let A = C∞(Rd)[[~]], pi ∈ Λ2Tpoly(R
d), [pi, pi] = 0. Then the map
T~piUˆ : T~piC•(A,A)→ T~piΩ
•(Rd)[[~]]
is a quasi-isomorphism of the complexes;
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(ii)
T~piC•(A,A) = C•(A∗, A∗)
where A∗ is the deformed algebra A with the Kontsevich star-product ;
(iii)
T~piΩ
•(Rd)[[~]] = (Ω•(Rd)[[~]], d = l~pi).
Proof. (i) follows from Lemma 3.1, because Uˆ0 = µ is a quasi-isomorphism by Theo-
rem 1.3.1.
(ii) and (iii) follow from the definitions.
In this way, we obtained a quasi-isomorphism of complexes:
T~piUˆ : C•(A∗, A∗)→ (Ω
•(Rd)[[~]], d = L~pi).
3.4.
Lemma.
(i)
H0(C•(A∗, A∗)) = A∗/[A∗, A∗];
(ii)
H0(Ω
•(Rd)[[~]], d = L~pi) = A/{A,A},
where {A,A} is the commutant of the Poisson algebra.
Proof. (i) In C•(A∗, A∗) we have:
d(a0 ⊗ a1) = a0 ∗ a1 − a1 ∗ a0.
(ii) By definition, Im(d : Ω1 → Ω0) = L~pi(Ω
1). We have:
L~pi(fdg) = (dDR ◦ i~pi + i~pi ◦ dDR)(fdg) = i~pi ◦ dDR(fdg) = ~pi(df ∧ dg) = ~{f, g}.
3.4.1.
Theorem. The map T~piUˆ gives an isomorphism A∗/[A∗, A∗]
∼
→ A/{A,A} for any Pois-
son bivector pi.
We return to this map for a linear Poisson structure pi in Section 3.6 after a conjecture
on the compatibility with cup-products on the level of cohomology.
3.5. Cup-products on the tangent cohomology.
3.5.1.
Definition. For a dg Lie algebra g, and a solution pi of the Maurer–Cartan equation
dpi + 12 [pi, pi] = 0, the tangent complex Tpig is g[1](dg+ adpi).
Lemma ([K], . . . ).
(i) Let U : g•1 → g
•
2 be an L∞-map between two dg Lie algebras, pi ∈ g
1
1 be a solution of
the Maurer–Cartan equation. Then
p˜i := U1(pi) +
1
2
U2(pi, pi) + · · ·+
1
n!
Un(pi, . . . , pi) + . . .(38)
is a solution of Maurer–Cartan equation in g•2 (it is clear that p˜i ∈ g
1
2);
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(ii) the map
TpiU : Tpig1 → Tp˜ig2,
defined as
(39) TpiU(x) = U1(x) + U2(x, pi) +
+
1
2
U3(x, pi, pi) + · · ·+
1
(n− 1)!
Un(x, pi, pi, . . . , pi) + . . .
is a map of complexes.
3.5.2. In the case of the formality morphism U : T •poly(R
d)→ D•poly(R
d) both dg algebras
have an extra property: the dg spaces TpiT
•
poly(R
d) and Tp˜iD
•
poly(R
d) have structures of
associative algebras. In the case TpiT
•
poly(R
d) it is just the wedge product of polyvector
fields; in the case Tp˜iD
•
poly(R
d) it is the usual cup-product in the deformed algebra:
(Ψ1 ∪Ψ2)(a1 ⊗ · · · ⊗ ak+l) = Ψ1(a1 ⊗ · · · ⊗ ak) ∗Ψ2(ak+1 ⊗ · · · ⊗ ak+l).(40)
The following remarkable result is proved in [K], Section 8:
Theorem (Kontsevich). The tangent map TpiU induces a map of the associative algebras
on the level of cohomology.
In other words, the map
[TpiU ] : H
•(TpiT
•
poly)→ H
•(Tp˜iD
•
poly)
is a map of algebras.
Actually, Kontsevich considers a bit more general situation: a solution pi of the
Maurer–Cartan equation in (g• ⊗ m•)1 where m• is a commutative dg algebra. This
generality is very useful for applications, but we restrict ourselves by the case m• = C[0].
3.5.3. Now the tangent complex T~pi(C•(A,A)) = C•(A∗, A∗) has a module structure
over C•(A∗, A∗) = T~piC
•(A,A) (for any algebra A∗):
For Ψ: A⊗k∗ → A∗ and for ω = a0 ⊗ a1 ⊗ · · · ⊗ an (k ≤ n) we have the “cup-product”:
Ψ(ω) = (a0 ∗Ψ(a1 ⊗ · · · ⊗ ak))⊗ ak+1 ⊗ · · · ⊗ an.(41)
Lemma.
(i) The “cup-product” described above
∪ : C•(A∗, A∗)⊗ C•(A∗, A∗)→ C•(A∗, A∗)
is a map of the complexes;
(ii) It endowes C•(A∗, A∗) with an algebra structure over (C
•(A∗, A∗))
opp (the algebra
Aopp is the algebra with the opposite multiplication: a ∗Aopp b = b ∗A a).
Proof. It is straightforward.
The map
∪ : T •poly(R
d)⊗Ω•(Rd)→ Ω•(Rd)
(cup-product for Ω•) is defined as the operator iγ of the insertion of the polyvector field
in the differential form. It is a map of complexes:
∪ : (T •poly(R
d), d = adpi)⊗ (Ω•(Rd), d = Lpi)→ (Ω
•(Rd), d = Lpi).
It is exactly the structure induced by (41) on the level of cohomology.
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3.5.3.1.
Conjecture. On the level of cohomology the tangent map
T~piUˆ : T~piC•(A,A)→ T~piΩ
•(Rd)[[h]]
is a map of the modules, i.e. for ω ∈ T~piC•(A,A) and for η ∈ T~piTpoly(R
d) one has:
[T~piUˆ ]([T~piU ]([η]) ∪ [ω]) = [η] ∪ [T~piUˆ ]([ω])(42)
([. . . ] stands for the cohomological class of an element or for the map induced on coho-
mology).
At the moment I don’t know any proof of this Conjecture.
3.6. Here we consider the case of a linear Poisson structure pi on Rd, pi =
∑
ckijxk∂i∧∂j.
Recall, that it follows from the equation [pi, pi] = 0 that Rd ≃ g∗ for a Lie algebra g, and
the numbers {ckij} are the structure constants of this Lie algebra.
3.6.1. First, let us describe the map TpiUˆ |A=C0(A,A) in this case. We have 1 point on
the circle and some points inside the disk D2. One can prove that all possible graphs are
“several wheels,” as it is shown in Fig. 5.
1
a
l
Figure 5.
(There are no edges starting at 1 because we should obtain a 0-form, i.e. a function.)
All the wheels have an even number of vertices, because of the symmetry with respect
A PROOF OF THE TSYGAN FORMALITY CONJECTURE FOR CHAINS 23
to line l (see Fig. 5). Let w2k be the weight of the single wheel with 2k vertices (in our
sense, see Section 2.2.6).
We have:
(TtpiUˆ)(a) = exp

∑
k≥1
~
2kw2kTr2k

 a(43)
(here a ∈ S•(g) = C0(S
•(g), S•(g))). The operator (43) satisfies the following properties:
(i) it maps [S(g)∗, S(g)∗] to {S(g), S(g)};
(ii) if Conjecture 3.5.3.1 is true,
[T~piUˆ ](ω · η) = ω · [T~piUˆ ](η)
for ω ∈ [S(g)]g and ω ∈ S(g)∗/[S(g)∗, S(g)∗].
The property (ii) follows from the “vanishing of the wheels” [Sh], according to which
T~piU = Id.
Theorem. If Conjecture 3.5.3.1 is true, all the numbers w2k, k ≥ 1 are equal to zero.
Proof. The numbers w2k, k ≥ 1 in (43) do not depend on the Lie algebra g. Therefore,
one can suppose that g is semisimple. We proved in Section 3.1 that if g is semisimple,
that for ω ∈ [S•(g)]g and η ∈ S•(g)/[g, S•(g)] one has:
ϕD∗(ω · η) = ϕ
∗
D(ω) · ϕD∗(η)
where ϕD∗ : [S
•(g)]coinv → [U(g)]coinv and ϕ∗D : [S
•(g)]inv → [U(g)]inv are both induced
by the map ϕD = ϕPBW ◦ ϕstrange. Next, consider the isomorphism Θ: S(g)∗ → U(g),
defined as
Θ(g1 ∗ · · · ∗ gk) = g1 ⊗ · · · ∗ gk.
It is proven in [Sh] that Θ = ϕPBW ◦ ϕstrange.
We obtain that
Id∗(ω · η) = Id
∗(ω) · Id∗(η)(44)
for ω ∈ [S•(g)∗]
inv, η ∈ [S•(g)]coinv, and Id∗ : [S
•(g)∗]
coinv → [S•(g)]coinv,
Id∗ : [S•(g)∗]
inv → [S•(g)]inv are induced by the identity map Id: S•(g)∗ → S(g). Sup-
pose now that for a map T∗ we have
T∗(ω · η) = Id
∗(ω) · T∗(η)(45)
(T∗ = T~pi(Uˆ) in our case). Then we have T∗ = Id∗. Indeed, set η = [1] and use the
decompositions
U(g) = Z(U(g))⊕ [U(g), U(g)],
S•(g) = [S•(g)]inv ⊕ {S(g), S(g)}
which hold for a semisimple Lie algebra g.
3.6.2.
Corollary. If Conjecture 3.5.3.1 is true, then for any Lie algebra g Conjecture 3.1.4
holds for 0-(co)homology.
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3.6.3. Independently of Conjecture 3.5.3.1, the identity map Id: S•(g)∗ → S
•(g) is a
map of g-modules for any Lie algebra g. Indeed, the map ϕD = ϕPBW ◦ϕstrange : S
•(g)→
U(g) is a map of g-modules, and the map ϕ−1D : U(g) → S
•(g)∗ is an isomorphism of
algebras (according to [Sh]). Therefore, the composition ϕ−1D ◦ ϕD = Id is a map of g-
modules. In particular, it defines a map of coinvariants Id∗ : [S
•(g)∗]
coinv → [S•(g)]coinv,
i.e. Id maps [S•(g)∗, S
•(g)∗] to {S
•(g), S•(g)}. In other words, if we set
[f, g]∗ =
∑
k≥0
~
2k+1C2k+1(f, g)(46)
then C2k+1 = {F2k+1, G2k+1} + {F
′
2k+1, G
′
2k+1} + ... for some
F2k+1, G2k+1, F
′
2k+1, G
′
2k+1, ... ∈ S
•(g). For example, C1(f, g) = {f, g}.
It would be very interesting to calculate the map T~pi(Uˆ) for higher cohomology and
to deduce Conjecture 3.1.4 from Conjecture 3.5.3.1. The proof of Conjecture 3.5.3.1
should be somewhat very close to the proof of the Kontsevich theorem on cup-products
on tangent cohomology [K], Section 8.
Finally, we have seen in this Section that the weels w2k, k ≥ 1, are conjecturally equal
to zero, as well as the Kontsevich wheels [Sh]. It is very interesting to compare the
Kontsevich integrals of “higher wheels“ and our integrals of them (a “higher wheel” = a
graph which appear in T~α(Uˆ)(f) or T~α(U)(f) for a non-linear α).
Acknowledgments
The first proof of the Tsygan formality conjecture for chains, based on operadic meth-
ods, appeared in the talk of Dima Tamarkin [T] at the Moshe´ Flato 2000 Conference.
The author was inspired by this talk and by further discussions with Boris Tsygan. Many
discussions with Giovanni Felder on the first version of this paper were very useful, they
helped me to find the omitted in the first version boundary stratum S2.2. I thank Seva
Kordonsky for a quick and quality typing of this text. I am grateful to IPDE grant
1999–2001 for the partial financial support and to the ETH-Zentrum (Zu¨rich) where the
work was done for hospitality and for the remarkable atmosphere.
References
[FSh] G. Felder, B. Shoikhet, Deformation Quantization with Traces, preprint math.QA/0002057.
[K] M. Kontsevich, Deformation quantization of Poisson manifolds, I, preprint math. q-alg/9709040.
[T] D. Tamarkin, Talk at the Conference Moshe´ Flato 2000, Dijon, September 11–14, 2000.
[Ts] B. Tsygan, Formality conjecture for chains, math. QA/9904132.
[Sh] B. Shoikhet, Vanishing of the Kontsevich integrals of the wheels, preprint math.QA/0007080.
FIM, ETH-Zentrum, CH-8092 Zu¨rich, SWITZERLAND
E-mail address: borya@mccme.ru
