recently, as the availability of cheap good-quality remotely sensed data that can be used as 16 auxiliary information has improved. Most of the studies have been carried out using parametric 17 (linear or non-linear) models. However, non-parametric and semi-parametric models such as k-18 nn, kernel, and GAM are widely used models in forest inventory. The results are usually 19 calculated using the difference estimator (i.e. assuming an external model), even though the 20 models used are based on the sample (i.e. an internal model). In that case, variances will likely 21 be underestimated. In this study, we analyze how well the difference estimator works for 22 different types of models, both internal and external. The study is based on simulated populations 23 produced using a C vine copula model with empirical marginals. The external model is based on 24 real data, and the internal models are estimated from samples from the simulated population. The 25 results show that the analytical variance estimates for a difference estimator based on an 26 overfitted kernel model can seriously underestimate the true variance. 27 28
Introduction 32 33
Remotely sensed data have been utilized in forest inventory for years (e.g. McRoberts & 34 Tomppo 2007) . Remotely sensed data can be used for making observations, for estimating areal 35 results and for mapping. Calculating the results using non-parametric k-nearest neighbors 36 method has been very popular (e.g. McRoberts et al. 2007 ). However, making inferences 37 concerning the accuracy of the results has been a problem with the non-parametric methods. 38
Some analytical estimators have been developed (e.g. Baffetta et al. 2009 ), but the theory is not 39 yet fully developed. Therefore, resampling methods have often been used for inferences (e.g. 40 Magnussen et al. 2010) . 41 42 In recent years, the model-assisted framework for inferences (Särndal et al. 1992 ) has gained 43 popularity also in forest inventory (e.g. Gregoire et al. 2011) . While single explanatory variable 44
and a strictly linear model are assumed in classical design-based regression estimation (Cochran 45 1977) , multiple regression is utilized in the model-assisted framework and analytical estimators 46 for estimating the mean and variance exist. Although the model-assisted framework is gaining 47 interest in forest inventory, applications in practical scale (regional or national) are rarer. One 48 reason for this is that the number of variables of interest (dependent variables) is usually very 49 high, and modelling each of these variables is not practical (Opsomer et al. 2007) . Using one 50 model for all variables of interest is possible, but it may not be very efficient. Another option 51 would be to use a model-based framework, in which multiple regression is widely used (e.g. 52 Ståhl et al. 2011) . The model-assisted approach is generally assumed safer, as utilizing the 53 design as the basis for inference guarantees (at least almost) unbiased results while in a model-54 based framework such guarantee does not exist (Massey & Mandallaz 2015) .
D r a f t 4 56
There exist already quite many applications of the model-assisted framework in forest inventory, 57 typically utilizing parametric (linear or non-linear) models (e.g. Gregoire et al. 2011 ). The 58 model-assisted framework can, however, also utilize non-parametric or semiparametric models 59 such as k-nn, kernel (Massey & Mandallaz 2015) Another complication is that the model used for model-assisted inference is typically estimated 73 from the sample, i.e. the model is internal. Yet, difference estimator is designed for cases where 74 the model is estimated from independent data, i.e. the model is external. When an internal model 75 is used instead of an external in the difference estimator, the variance will be underestimated, i.e. 76 the precision of the results will be overly optimistic (Massey et al. 2014 The possible problems due to non-linearity and external and internal models, and the validity of 80 the difference estimator can most easily be studied by simulations. Thus, many recent studies on 81 the applicability of certain estimators have been carried out in simulated populations. Such 82 populations can be easily generated using copula techniques (e. produces reliable results in a vine copula population. 90
91
The aims of the current study were to analyze 1) the effect of using non-linear models in the 92 difference estimator and 2) the effect of using internal rather than external models. The tested 93 model types were a) linear, b) smooth non-linear function based on GAM and penalized splines 94 and c) a highly non-linear model based on kernel regression. We first explored the models in a 95 real data. To analyze the performance of the difference estimator, we generated two populations 96 related to a real population using C vine copula and empirical marginal distributions. From these 97 populations, simple random samples were drawn. Analytically estimated means and variances 98 were compared to simulated means and variances. The simulated variances were calculated from 99 the variation between the simulated samples. To analyze the effect of using internal models, the 100 difference estimator was calculated both with an external and internal model. The range between 1.3 m above ground and the 95 percentile was divided into 10 vertical 139 fractions of equal height. Canopy densities were then calculated as the proportions of echoes 140 with heights above fraction 0 (>1.3 m), 1, …, 9 to total number of echoes (d0, d1,…,d9). 141
Maximum value (hmax), mean value (hmean), and coefficient of variation (hcv) were also 142 computed. Thus, 23 ALS metrics were available as explanatory variables. Naesset et al. (2013) 143 provide more details for the study area and the dataset. 
The models used 149
We did not attempt to optimize the selected explanatory variables for the modelling task in any 150 way, as the aim was to test the modelling approaches. For the first copula population, the density 151 d6 corresponding to proportion of echoes above fraction 6 to the total number of echoes and 152 percentiles 10, 40 and 70 of the ALS height distributions (p10, p40 and p70) were selected. The 153 dependent variable was the plot-level AGB. For this simple copula, we show the details of 154 copula construction. We tested for a strata effect in the original field sample for all the modelling 155 approaches described below, but the strata did not have a statistically significant effect, given the 156 selected explanatory variables. Thus, the explanatory variables accounted for the differences 157 between the original strata adequately. For a second copula population, we used a systematic 158 selection of variables: p0, p20, p40, p60, p80, hmax, d2, d4, d6 and d8. This copula population 159 was constructed in order to illustrate the effect of variable selection. 160
161
We tested three different modelling approaches to estimate the AGB: (1) linear model (denoted 162 LM), (2) local constant kernel model (LCK) and (3) a generalized additive model (GAM) with 163 penalized splines as smoothing factors. These three approaches were selected to represent strictly 164 linear (LM), smooth non-linear (GAM) and non-monotonic non-linear (LCK) models to be 165 examined in the model-assisted inference. Note that the k-nn, which is often used in forestry, is 166 actually a special case of the kernel model (Massey & Mandallaz 2015) , and therefore the kernel 167 model was selected. The GAM approach with penalized splines was selected as it can describe 168 non-linear relationships without a pre-defined assumption of the model shape, which would be 169 the case with non-linear parametric models. The penalized splines ensure a smooth model. plots, but this illogical behavior was ignored here. The fact that neither p10 nor p40 improved the 179 model statistically significantly was ignored as well: also for all the internal models fitted in the 180 simulation study we kept all the four available explanatory variables. Thus, the variables in the 181 external and internal models were the same, but their significance and therefore their effect on 182 were significant in this model either (Table 2 ). This can also be seen in the relation between them 214 and AGB: the smooths for these two variables are almost horizontal ( Figure 5 ). The adjusted R Finally, we made a larger copula population using the selected 11 variables, namely AGB, p0, 268 p20, p40, p60, p80, hmax, d2, d4, d6 and d8. The properties of the larger copula population are 269 not presented here, but the population was deemed appropriate for the study based on similar 270 inspections as those described for the smaller population above. 271 272
D

Sampling simulation 273
The simulations in the copula population were first carried out to determine the number of 274 simulated samples s for which the results stabilized. In this initial phase, the number of simulated 275 samples were s = 100, 200, 500, 1000, 5000, 10 000 and the sample size was n = 100 276 observations. Then, with the selected s, the simulations were carried out with different sample 277 sizes n = 100, 200, 500, 1000. The external model was the one estimated from the real data from 278 1999, and internal models were estimated from the samples selected from the simulated copula 279 
where A is the total area. Its variance estimator is 288
where ij π is the joint inclusion probability of cells i and j. When i=j, this joint probability is i π ,
The difference estimator for the total AGB is 293 
Results 317 318
When the number of simulated samples s was 100 and sample size was n = 100, the mean 319 analytical standard error estimate for HT was 2.74% larger than the simulated standard error. For 320 s = 500 the difference between these two standard errors turned from positive to negative, 1.90% 321 (Table 5 ). For the different models the difference between the simulated and analytical standard 322 D r a f t errors did not markedly change with s larger than 500 (see e.g. GAM or LM with external 323 model). Therefore, in the next simulations, s = 500 was used. 324
325
All the external models gave unbiased point estimates for all tested sample sizes n (Table 6) in 326 the smaller copula population. However, for some internal models bias was observed. The 327 relative biases were statistically significant (i.e. the bias% was greater than twice the MCE 328 bias%) with internal GAM models with all sample sizes, and with the internal LCK model with 329 smallest sample size. The largest relative bias was 0.765%, observed with GAM model with n = 330 100. 331 332 For a SRS it is possible to calculate the true sampling variance for varying sample size n. The 333 mean analytical standard error calculated with HT estimator (Equation 3) was a good estimate 334 for the true sampling variance for the smallest sample sizes (Table 7) . For the largest sample size 335 the simulated standard error (calculated as variation between the simulated samples, see (6)) 336 underestimated the true standard error by 7.66%. In this particular case, the mean analytical 337 standard error was closer to the true standard error than the simulated standard error. The 338 simulated standard error varied from the mean analytical error at most by 5.80% (Table 7) . The 339 results with HT are shown to reflect the effect of chance in the results. 340
341
The local constant kernel model (LCK) gave the smallest simulated standard errors for the 342 internal model for all sample sizes (Table 7) For the larger copula population with 11 variables, all the internal models for LCK gave biased 369 means (Table 8) . Also for the internal GAM models, all means were biased except for the largest 370 sample size n=1000. Highest relative bias was 0.6% for GAM. All the external models again 371 gave unbiased results. For the internal models, the variance was underestimated by the estimator 372 (5) even more than in the smaller copula population (Table 9 ). Even the internal linear model led 373 to 8-16% underestimation in the standard error with n ≤ 500, and the internal LCK and GAM 374 even over 50%. This is due to the larger possibilities for optimizing the internal model when 375 more explanatory variables are available. On the other hand, increasing sample size reduced the 376 underestimation clearly, for instance for GAM from 55% to 8% when n increased from 100 to 377 1000. External models also here gave analytical standard errors well in line with the simulated 378 standard errors. 379
380
In order to analyze how much the internal models varied between the samples, we calculated the 381 proportion of LM and GAM models where each of the four explanatory variables were 382 significant (Table 10 ). It is notable that while p10 and p40 were not significant in the external 383 models, they were still significant in quite many of the internal models. In general, the number of 384 significant variables increased with increasing sample size n. For the LCK models we calculated 385 the proportion of models where the estimated optimal bandwidth was shorter than a given 386 boundary ( Figure 10 ). Thus, also the internal LCK models varied. In the larger population, this 387 D r a f t
Discussion 391 392
The difference estimator based on local constant kernel model (Watson-Nadaraja type) provided 393 the smallest simulated standard errors when an internal model was used. This can be explained 394 by the fact that the model fitted to the 1999 Våler data had a small error variance and large R 2 , 395 and the same can be expected for the internal models fitted to samples. From the external 396 models, the GAM model produced the smallest simulated standard error of mean AGB. The 397 external GAM model was smooth and had smaller error variance and larger R 2 than the external 398 LM. For all the considered model types, the mean analytical standard error estimates (obtained 399
by (5)) were within about 4% of the simulated standard errors in the smaller population and 400 within about 7% in the larger copula population if an external model was used. Thus, a key point 401 in an external model is that the predictions are fixed. Due to that, the wiggliness of external LCK 402 models is less problematic than with internal models. properly in this analysis, the problem is not necessarily in the kernel method per se, but the 418 properties of the model used. The optimal bandwidths selected using cross validation were quite 419 narrow, with the result that the LCK model was quite wiggly compared to the other models. 420
Increasing the sample size did not reduce the wiggliness, which may be due to overfitting rather 421 than describing a true relationship. In GAM, wiggliness was penalized in the optimization. 422
423
We tested also the expected Kullback-Leibler information as the bandwidth selection criterion in 424 the LCK model, and cross-validation based on this criterion produced a clearly smoother (or less 425 wiggly) model than the least squares cross-validation. The model was still less smooth than the 426 GAM model, but the standard error estimator for the internal model was fairly well in line with 427 that of GAM (about 23% underestimation with s = 500 and n = 100). It seems probable that the 428 wiggliness and non-monotonicity are important factors for the greater underestimation of the 429 standard error with the internal LCK model than with the other internal models. 430
431
The problem can also be in the estimation method used; according to Hayfield & Racine (2008) , 432 the np package can select a local minima. To avoid local minima, we increased the number of 433 restarts from the default four to eight. This change did not have large effect in the field data, 434
however. It is difficult to see if local optima were an important factor for the results here, but the 435 overfitting most likely was. 436
Most likely the wiggliness of the LCK model can be reduced with good modelling practices. In 438 the simulations, we needed to make the calculations automatic, but in real modelling situation it 439 would be possible, for instance, to reduce the number of correlated explanatory variables using 440 principal components. We compared the performance of different models in a copula population 441 that was built for the mean AGB and four principal components that were constructed from all 442 the explanatory variables available (see Section 2). However, the results obtained with the 443 internal models did not improve in comparison to using the originally chosen four variables. The 444 standard errors were still underestimated for the internal LCK more than for the other models. It 445 can be concluded that the kernel model is more sensitive to deficiencies in the modelling process 446 than the other methods. In our study, the external model was based on the real Våler field data collected at 1999, whereas 460 the copula population was constructed based on the 2010 data. The external model was thus 461 independent from the copula population as much as a model from a previous inventory can be. In 462 this study, we first pre-selected four (or ten) explanatory variables among the 23 possibilities for 463 copula construction. All these variables were then used in the models, so that the explanatory 464 variables involved did not change from sample to sample. In fact, in the linear model, only the 465 coefficients changed from sample to sample. In the LCK and GAM models, the significance of 466 explanatory variables as well as the model shape could change. However, Li and Racine (2007) 467 and Wood (2006) 
