Introduction
[2] A pair of d 18 O time series as recorded in benthic foraminifera shows that the midpoint of the Last Termination, as defined by the marine oxygen-isotope record [Broecker and van Donk, 1970] , arrives about 4,000 years earlier in the Atlantic than the Pacific [Skinner and Shackleton, 2005] . A delay in the arrival of the deglacial d
18 O signal was anticipated due to the oceanic surface-to-deep transport time, estimated to be 1,000 to 3,000 years by Mix and Ruddiman [1984] , and Pacific cores provided corroborating evidence for a delay of this duration [e.g., Keigwin et al., 1992] . In a coarse resolution box model calibrated with modern-day radiocarbon observations, the isotopic signal of meltwater in the North Atlantic region was communicated to the deep Pacific in 1,750 years [Broecker et al., 1988] , while Duplessy et al. [1991] posited that the lag should be about 1,000 years as that is the deep Pacific radiocarbon age. The anticipated timescales are all shorter than the 4,000-year lag of Skinner and Shackleton [2005] , however, suggesting that circulation changes or regional hydrographic differences are being detected in the Atlantic-Pacific pair of cores.
[3] One possibility is that the previous studies didn't resolve the processes that set radiocarbon with enough detail to accurately estimate the mean (or, equivalently, "ideal") age of ocean waters, defined as the average time elapsed since a parcel of water was last at the surface [e.g., England, 1995; Hall and Haine, 2002] . Estimation of age from radiocarbon requires detailed knowledge of the surface disequilibrium with the atmosphere (i.e., the reservoir age) [e.g., Broecker and Peng, 1982; Matsumoto, 2007] , and any radio-age will differ from the ideal age in a way that depends upon the radioactive decay timescale and the mixing history along an ocean pathway [e.g., Wunsch, 2002; Delhez et al., 2003] . Thus, radiocarbon ages that do not have a mixing correction are biased to be too young [e.g., Deleersnijder et al., 2001] . Using a higher resolution box model and accounting for these biases, the deep Pacific age was revised a few hundred years upwards to nearly 1,500 years old [Gebbie and Huybers, 2012] . Even if this recent estimate is accepted, however, the observed paleoceanographic lag is still much longer.
[4] A further complication is that the ocean contains a whole range of tracer transport timescales, sometimes described as an age spectrum [e.g., Delhez et al., 1999; Hall and Haine, 2002] or transit time distribution (TTD) [e.g., Khatiwala et al., 2001; Haine and Hall, 2002] , but it is not clear which timescales are most relevant to the Last Termination. The apparent lag between the ocean surface and interior does not equal the mean age [Delhez and Deleersnijder, 2008] and tracer timescales depend upon whether the injection of tracer is sudden or gradual [Primeau and Deleersnijder, 2009] . Timescales as long as 3,000 to 5,000 years can also be found, such as the time for equilibration to a surface shift [Wunsch and Heimbach, 2008] . If the surface injection is regional, rather than global, the timescale may be easily twice the mean age, as the time for water to cycle through the deep ocean before returning to the surface is comparable to the age itself [Primeau and Holzer, 2006] . There are multiple lags in the problem that can be defined, as well; here, we focus on the lag defined graphically in Skinner and Shackleton [2005, Figure 1 ]: the delay in the occurrence of the midpoint of the LGM-to-modern change.
[5] A few possible explanations for the 4,000 year lag include: (1) the relative chronology of the two cores being incorrect, (2) a more sluggish surface-to-deep circulation in the Pacific than the Atlantic, (3) the recording of distinct hydrographic changes through the temperature effect on calcification at the two core sites, (4) significant differences between the glacio-eustatic signal of d 18 O and the local d 18 O of seawater (d 18 O w ), or (5) some combination of the above. Regarding (1), random uncertainties cannot create the lag without implying unrealistic climatic relationships in the North Atlantic such as extremely large reservoir ages [Skinner and Shackleton, 2005] . Should the chronology be modified in the future, we note that it is still inherently interesting to understand how such a lag could exist. For (2), radiocarbon evidence suggests that circulation rate changes are not large enough to explain the entire lag [e.g., Shackleton et al., 1988; Skinner and Shackleton, 2004] . The investigation of (3) and (4) requires the simultaneous deconvolution of the two sediment core records into time-evolving temperature and d
18
O w components, essentially an inversion of the global ocean circulation over thousands of years that is computationally prohibitive with general circulation models.
[6] The Total Matrix Intercomparison (TMI) method Huybers, 2010, 2012] permits the computationally efficient decomposition of the modern-day ocean into when and where the water was last at the surface. Here, we turn this information into a model for the simulation of the transient transport of tracers that permits regional surface variability to occur, and the mixing coefficients that dominate the solution over long timescales are implicitly constrained by modern-day observations. Using this approach, we investigate (3) and (4) above by posing the question, is there any time evolution of sea surface temperature and d
18 O w that can give rise to a 4,000 year interbasin lag? Thus, the experimental design is to model the transport of temperature and d
18 O w over the last 35,000 years, to compare the d 18 O of calcite (d 18 O c ) reproduced by the model with that observed in benthic foraminiferal records, and to adjust the surface boundary conditions in space and time to search for a consistent scenario. If the data is fit within its uncertainty, then the lag will also be captured and some combination of hypotheses (3) and (4) is capable of explaining what is seen in the Last Termination.
[7] While this work is designed to explore a range of solutions to the 4,000 year lag problem, some scenarios will not be explicitly modeled here, such as those where circulation pathways are subject to large shifts over time and those where surface tracer injections actively lead to circulation changes. Although recent modeling studies suggest that circulation pathways are fairly stable to meltwater injection because of boundary current trapping [Condron and Winsor, 2011] , shifts in the water mass distribution and circulation pathways of the Last Glacial Maximum (LGM) have been interpreted in paleo-data [e.g., Boyle and Keigwin, 1982; Curry and Oppo, 2005; Marchitto and Broecker, 2006] , and we suspect that a changed water mass distribution may be necessary to explain a more complete compilation of oxygen and carbon isotope data. For the purposes of understanding the 4,000 year lag, however, we will show that the interplay between temperature and d 18 O w is sufficient to explain the data even without pathway variations.
Data
[8] The paleoceanographic data of interest is a pair of d
18 O records preserved in benthic foraminiferal calcite in sediment cores located at the Iberian margin (MD99-2334K, 38 N, 10 W, 3146 m depth) and the eastern equatorial Pacific (TR163-31B, 4 S, 84 W, 3210 m depth) [Skinner and Shackleton, 2005] . The chronology of Pacific core TR163-31B over the last 30,000 years is well constrained by 19 AMS 14 C dates performed on planktonic foraminifera [Shackleton et al., 1988] and was originally calibrated based on the work of Hughen et al. [2004] . Here, we use a revised chronology (L. Skinner, personal communication, 2011) based on the Fairbanks0107 calibration [Fairbanks et al., 2005] with tiepoints that are 1,000 years younger at 10 kyr BP (thousands of years before present) and up to 3,000 years younger at 20 kyr BP. The 1-s errors are 100 to 600 years, increasing with age, although additional uncertainty is incurred by the constant reservoir age correction with the modern-day value of 580 years. Atlantic core MD99-2334K was originally placed on the Greenland ice core GISP2 age scale based on the similarity of planktonic d
18 O variations and corroboration with 10 planktonic foraminifer 14 C dates [Skinner et al., 2003; Skinner and Shackleton, 2004] . Here core MD99-2334K is put on the SFCP04-GRIP timescale which makes negligible changes for times more recent than 20 kyr BP. For times older than 20 kyr BP, the SFCP04-GRIP timescale is 500 to 1,000 years older than the original published chronology. The Atlantic-Pacific lag in the midpoint of the Termination is increased by about 250 years with the revised chronology.
Model

Green Functions for Tracer Transport
[9] The goal of the model is to reconstruct d
18
O c at the two core sites in a way that follows a reasonable set of circulation pathways and rates. Hartzell, 1978] , and many other fields). In particular, the interior concentration of any conservative tracer at a given point and time, C(r, t), is a combination of contributions from source waters that were at the surface at previous times (see Appendix A):
where g(i) is a vector that represents the surface pattern of fractional contributions that arrive with a lag of i timesteps, the vector transpose is denoted T , and → C sfc t À iDt ð Þ is the vector containing the surface concentration of the tracer (q or d 18 O w ) at time t À iDt. Time is discretized with a timestep, Dt, of 500 years for the time interval from 40 kyr BP to the present-day. The summation is valid when N t is large enough to account for all of the previous timesteps that affect the tracer concentration (with no contribution from future times); here we confirm that 10,000 years is long enough to capture more than 99.9% of the ocean's memory at the core sites, corresponding to N t = 20 timesteps. Besides time discretization, the surface sources are discretized onto a grid with 4 Â 4 horizontal resolution, leading to N xy = 2806 surface boxes, and thus each vector g(i) has 2,806 elements. Equation (1) can also be expressed as a double summation over time and the space of the entire surface.
[10] The collection of g(i) functions at all times has been termed the multiple-source boundary propagator or the boundary Green function [Wunsch, 2002] , and Gebbie and Huybers [2012] demonstrate that it can be determined from modern-day tracer observations. The boundary Green function could be calculated by perturbing the surface tracer concentration at previous times and locations, but there are 2,806 surface boxes that would each need an integration of the advection-diffusion equations over many thousands of years. Instead the adjoint of the tracer transport equation is used to compute g(i), which requires just one integration for each core site (see Appendix A and Primeau [2005] ). In order to accurately resolve tracer transport, g(i) is computed offline with 33 vertical levels and a timestep that is much shorter than the time resolution of the surface boundary conditions. Then, the high resolution g(i) is linearly interpolated onto the proper surface times for use in the tracer inversion. These Green functions encapsulate the essential elements of the modern-day global circulation as diagnosed from a modern-day suite of tracer observations from the World Ocean Circulation Experiment (WOCE) climatologies [Gouretski and Koltermann, 2004] , the GISS d
18 O w data set [LeGrande and Schmidt, 2006] , and the Global Ocean Data Analysis Project (GLODAP) natural radiocarbon data set [Key et al., 2004] .
Paleotemperature Equation
[11] To translate potential temperature to the needed in-situ temperature, we use a nonlinear equation for the compressibility effect [Fofonoff and Millard, 1983] : T ¼ T q; S; p ð Þ, where S is set to a mean salinity of 35 and pressure, p, is set according to the core depth of interest. Furthermore, we use a nonlinear paleotemperature equation [O'Neil et al., 1969; Shackleton, 1974] (2) 
where G is a nonlinear operator composed of equations of the form of (2) where the proper g(i) functions are placed on the right chronology and the right core location, each row of G corresponds to an observational constraint,
is the vector of d
18 O c observations, and n is the observational error. The problem addressed in this work is to search for a time-evolving pattern of the surface d
18 O w and q (i.e., x) that satisfies (3), to infer whether the interplay of these two tracers can explain the observed lag.
[13] With a good first guess, x 0 , all solutions can be written in the form, x = x 0 + u, and equation (3) is linearized to simplify the solution method:
where
To determine whether a solution is acceptable, a cost function is defined as the sum of squared data-model misfits:
, where W À1 is a diagonal matrix with 1/s 2 on the diagonal and s = 0.08‰ is the analytical precision of the stable isotopes [Shackleton et al., 1988; Skinner et al., 2003] . If the data-model misfit is within the expected uncertainty, then J data will be approximately equal to N obs , the number of observations. We find that the linearization is successful due to the paleotemperature equation being only weakly nonlinear and that the solution also holds for the fully nonlinear model (2).
[14] We implement a first guess solution, [Gouretski and Koltermann, 2004] , the magnitude of changes over the Last Termination informed by Adkins et al. [2002] , and the timing of the Last Glacial Maximum. In particular, we start with the overly simple notion that variations at the sea surface were globally uniform and linear in three segments: before 18 kyr BP, between 18 and 9 kyr BP, and after 9 kyr BP. At each surface location, the baseline linear trend is set by the firstguess LGM-to-modern difference, the glacial period is guessed to have trends that are 15% as large as the Termination in the opposite sign, and the Holocene has no trend. To satisfy these constraints, a term is added to the cost function: J xy = u T S xy À1 u, where S xy À1 is a nondiagonal matrix that enforces spatial variability to be smooth on a length scale of 1,000 km as those are the spatial scales that are expected to be preserved in paleo-data, and this also serves as a numerical device to suppress gridscale noise in the solution [Bennett, 1992; . The J xy term also enforces a constraint on the magnitude of differences from the first guess, where we assume that the modern-day boundary conditions are known within 0.07‰ and 0.28 C, consistent with the instrumental record, and past values are only weakly known within uncertainty of 1‰ and 4 C.
[15] As the solution, x, contains concentrations from all times, we have a "whole domain" formulation that also allows temporal smoothing constraints. Here we put a constraint on the size of temporal variability with a cost function term
where r j is a vector that averages the source values into 14 water mass sub-regions such as the Labrador, Nordic, Weddell, and Ross Seas (for a complete list, see Gebbie and Huybers [2011, Figure 7] ), and J t is evaluated for both d 18 O w and q (in place of the symbolic → C sfc above). Here, we expect the time change of the average source values to vary by 0.2‰ or 0.8 C per timestep of 500 years, and thus a t = 1/(0.2‰) or 1/(0.8 C). This parameter is based upon the characteristics of the data, where scatter as large as 0.3‰ is seen in data points separated by just a few hundred years, and we do not believe that all of the scatter should be fit exactly. Furthermore, the focus of this work is on the longer timescale of the general trend of the Last Termination. In matrix form, the additional cost function term is
where F performs the water mass averaging and differencing in (5), the tracer values in (5) are anomalies referenced to the first guess, and W t is a weighting matrix with a t 2 on the diagonal.
[16] The complete cost function is combined from the foregoing 3 parts, J = J data + J xy + J t :
where the two covariance matrices S xy and S t could be written as one, but there are 451,766 unknowns to be estimated, and the special structure of the equation with the two covariance matrices is exploited to render the problem computationally tractable (see Appendix B for the complete solution).
Results
Temporal Evolution at the Core Sites
[17] We find time-evolving surface boundary conditions with regional variations that fit the Atlantic and Pacific d
18 O c data within their stated errors (Figure 1 ). The normalized cost function value, J data /N obs , is 1.15, indicating a standard error of 0.12‰ and consistency within the expected error level. More specifically, the Atlantic is fit with a standard error of 0.11‰ and the Pacific 0.13‰, where the lag between the two is captured. We find that the maximum lagged cross-correlation between the two time series is at 3,825 years, near the 3,900 years found by Skinner and Shackleton [2005] , but, more importantly, the fit is obtained without any internal change in the circulation pathways or rates. The lag in the observations is explained here by shifts in the d
18 O w and q end-members and the consequent ocean transit times to the core locations.
[18] The inverse solution suggests that the 1.8‰
LGMto-modern d
18 O c change at the Iberian margin core is contributed nearly equally by temperature and d
18 O w changes (Figure 2 ). The estimated temperature is as cold as À0.8 C during glacial times, rising to a well-reproduced modern-day temperature of 2.8 C, yielding a 0.98‰ effect on d 18 O c (using À 0.27‰/ C consistent with the paleotemperature equation). The misfit between the estimated temperature and Mg/Ca data [Skinner et al., 2003 ] has a standard deviation of 0.8 C, near the estimated Mg/Ca-derived temperature uncertainty of 0.7 C. Before 18 kyr BP, however, the estimated temperature is on average 0.4 C warmer than the Mg/Ca data suggests, and such a mean misfit would represent an inadequacy of the model if the data calibration were known exactly. In light of remaining uncertainties in the interpretation of Mg/Ca, however, such a misfit is probably still within the expected error bounds.
[19] The full range of d 18 O w at the Iberian margin is estimated to be 1.01‰, giving a roughly equal effect on d
18 O c as temperature. Due to an increase in d
18
O w in the last 4,000 years, however, the LGM-to-modern change is smaller at 0.8‰. The character of this 4,000 year interval is dependent upon matching the modern-day boundary conditions, which in turn is dependent upon the paleotemperature equation used. If the equation of Erez and Luz [1983] is used instead, there is no rise in d 18 O w over this time, with direct impact on the inferred glacial-modern difference.
[20] Following the same Green function technique used at the core sites, the global mean d
O w is also reconstructed, and we find a LGM-modern difference of 1.04‰, reflecting the glacioeustatic change due to melt of land ice. The glacioeustatic effect is slightly larger than the 1.0‰ inferred from pore water samples [Adkins et al., 2002] , a difference that will be addressed later. The difference between the local and global mean d
O w is as large as 0.8‰ at the Iberian margin 12 kyr BP, showing the large impact of regional effects.
[21] The inverse model shows coupling between temperature and d
18 O w along the Iberian margin, although much of coupling occurs at millennial scales that are shorter than the timescales of focus here. The movement of water mass boundaries has been thought to play a role in this coupling, but in this model, the sources of waters are fixed through time and the coupling is accomplished through changes in end-member values. Information from carbon isotope records may permit these two scenarios to be distinguished.
[ O c data are not large enough to convincingly claim that the circulation pathways changed in the past (at the 5% insignificance level, z-test: p = 0.06, chi-squared test: p = 0.15), and the reported 2s errors may not account for other systematic errors. Furthermore, the pore water data have not been explicitly used to constrain the model and a better fit is likely possible. While the combination of pore water and other calcite constraints is a promising way to look for circulation shifts in the past, this study finds that the modern-day circulation does an adequate job of describing what is seen at 6 core locations of interest here.
Spatial Patterns of Variability
[24] The spatial pattern of surface d 18 O w throughout the last 25,000 years is reminiscent of the modern-day pattern (Figure 4) . In part this is by construction, as the data do not require large deviations from the first guess based upon the modern-day pattern. That this pattern is relatively unaltered and the data could still be fit, however, was not obvious a priori, as it implies that no major changes in the pattern of evaporation or precipitation are necessary. 18 O w is reconstructed to be higher than the neighboring areas, and the modern-day distribution reflects a remnant of this signal. Overall, though, regional changes are not immediately apparent because the tracer's spatial range at any given time is considerably larger than the LGM-tomodern difference. Thus, slight shifts in the geographic location of the background field may have large effects on local conditions.
[25] The regional changes that are necessary to fit the data are emphasized in maps of d
18
O w anomalies defined relative to modern-day values (Figure 5) [26] The LGM-to-modern difference in surface temperature is small relative to spatial differences at any given time, especially due to the large gradients at the polar fronts ( Figure 6 ). As expected, the area of the sea surface below 0 C was expanded in the Southern Ocean at 21 kyr BP, and the North Atlantic polar front moves northward over the Last Termination. While anomaly maps showed north-south shifts in the surface pattern of d 18 O w over time, the surface temperature anomaly has a consistent spatial pattern with a decreasing amplitude over time (Figure 7) . The freezing point of water puts a large constraint on this spatial pattern, which is enforced in the inverse method by putting tight constraints on waters that are already near the freezing point in the first-guess solution (via the cost function term, J xy ). Thus, the polar regions do not have a large glacialinterglacial signal in temperature because they are already near the freezing point in the modern-day. The major signal is instead seen in the subpolar and subtropical North Atlantic where a 6 C change is inferred from the core data. Adkins et al. [2002] . The columns refer to the percentage of water originating from a southern source (m S ) or a northern source (m N ) where the exact surface source regions are defined later, the mean age of waters (a), and the absolute value of the LGM-modern difference in temperature, d Figure 5 , but with D(T ), the surface temperature anomaly defined relative to the modern day value of Gouretski and Koltermann [2004] , at 21 kyr BP, 14 kyr BP, 7 kyr BP, and 0 kyr BP (contour interval: 1 C).
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water originating from the subpolar and Arctic regions of the northern hemisphere (i.e., NATL, NPAC, and ARC regions). In accordance with the spatial map, the source waters have widely differing d
18 O w values (Figure 8 ). While the spatial map appeared to show opposing changes in the North Atlantic and Antarctica, the time series of average surface properties shows that the peak d
18 O w occurs later in the Antarctic region, giving opposing trends between the two hemispheres from 19 to 16 kyr BP. Relative sea level data shows that the local Last Glacial Maximum was delayed in the Western Antarctic Ice Sheet and the Southern Hemisphere [Clark et al., 2009] , providing support for the inferred late southern d
18 O w maximum seen here. Thus, we suggest that the continued increase of the southern surface d 18 O w up to 16 kyr BP is explained by the continuation of the glacial trend, and that the southern hemisphere freshwater cycle remained in a glacial state for a few thousand years longer than the northern hemisphere.
Discussion
Tracer Transport Interference
[28] The previous section detailed the interplay between d
18 O w and temperature, but it did not explain how a lag that is longer than the age of ocean waters may appear. Consider an idealized case where two sediment cores record the signal of the Last Termination in tracer c with the form of a hyperbolic tangent function:
but the midpoint of the Termination, t mid , is 4,000 years earlier in one core versus the other. Furthermore, suppose that the sediment cores are bathed in waters from just two sources, the interior pathways are unchanging, and surface-to-deep transit times are negligibly small. Labeling the cores "A" and "B", conservation of tracer gives: m A1 c 1 (t) + m A2 c 2 (t) = c A (t), and m B1 c 1 (t) + m B2 c 2 (t) = c B (t), where m A1 is the fraction of water at core "A" that originates from source 1, and the other m variables are defined accordingly. At time t, one can solve for source values, c 1 and c 2 , by inverting the set of two simultaneous equations.
[29] Using information from the boundary Green function (equation (1)), we can set the m values in the idealized example to roughly correspond to northern and southern source contributions. The sum of the boundary Green function over all times and the surface source region gives the fraction that has originated from that source, i.e.,
, which is calculated from the northern and southern sources in Table 1 . We find that the Pacific core has a 74/23 southern/northern source breakdown, and the Atlantic core site has a 13/81 breakdown, where the percentages do not add to 100% because of the small influence of subtropical and tropical waters. In analogy with these values, we set m A1 = m B2 = 0.8 and m B1 = m A2 = 0.2 and solve for the time-variable history of the surface concentrations ( Figure 9 ). In this case, the internal ocean pathways do not vary in time and there is no lag due to tracer transit, but a 4,000 year lag appears in the idealized sediment core records.
[30] This idealized data can only be explained in the case that the two core sites have differing source water compositions, as the set of equations would not have been invertible if m A1 = m B1 and m A2 = m B2 . With the differing compositions, a lag in surface changes is communicated to the two core sites, although the lag is somewhat diminished. In this case, the deep ocean does not convey much water sequentially from the Atlantic core to the Pacific core without alteration by mixing with new water masses. This breakdown of the one-dimensional conveyor permits the 4,000 year lag to be explained by regionally varying surface changes. [31] When the lag in the idealized observations is increased from 4,000 to 8,000 years, a solution can still be found and there is no limit to the length of the apparent lag that can result from the mixing of two surface sources so long as the surface conditions are freely variable. For any lag, the transition occurs in three distinct phases: (1) destructive interference of source changes at one core site, (2) constructive interference at both core sites, and (3) destructive interference at the other site. The idealized case is symmetric with respect to the two cores, and thus phase 1 is a mirror image of phase 3. Destructive interference refers to compensating changes from the two surface sources resulting in no signal being recorded at the core site. The destructive interference phases are associated with overshoots in the surface tracer values outside of the initial and final tracer values (i.e, a wider range of the surface tracer conditions), where the size of the overshoot must be larger for longer lags. To explain a 4,000 year lag, the overshoot is a relatively small 1/8 of the total transition signal.
[32] The required overshoots depend upon both the apparent lag and the water mass composition (Figure 10) . If the two core sites have a more similar composition, the necessary overshoot increases, and for the case where the composition is a 50-50 mix, there is no solution. For an 80-20 mix of sources, the observed 4,000 year lag requires a 0.2‰ overshoot, but the overshoot rises to 0.6‰ for a 70-30 mix. With independent estimates of the water mass distribution, this signal should be detectable in marine sediments were it occurring.
[33] Is it possible for southern and northern source d 
Globally Uniform Surface Scenario
[34] We have shown that a deep interbasin lag may be created by lags in surface boundary conditions and tracer transport interference, but the simple example did not require a delay due to transport rates. To isolate the effect of circulation rates, we repeat the calculations of section 5 with the restriction that surface boundary conditions vary in a globally uniform way. In this case, the solution has the form: x = x 0 + Gu, where u is a vector composed of globally uniform surface shifts at all times from 40 kyr BP to present, and G is a matrix that maps each value of u onto the entire surface at the proper time, t. The solution method of this more restrictive problem is detailed in Appendix C.
[35] The best solution of the globally uniform case is a scenario where the core data can be fit before the Last Glacial Maximum and during the Holocene, but neither the Atlantic nor the Pacific core data can be fit within their uncertainty during the Last Termination (Figure 11 ). The normalized value of J data (i.e., J data /N obs ) is 11.4, corresponding to a standard error of 0.27‰. Instead of capturing the 4,000 year lag, this estimate is somewhere between the Atlantic and Pacific data and is not an acceptable solution to the problem. Defining the lag to be the timescale that maximizes the cross-correlation between two time series [Delhez and Deleersnijder, 2008] , the Atlantic site leads the Pacific by 875 years in this case.
[36] The response of the ocean to globally uniform surface changes can be derived from the full tracer transport model (Appendix D). There are just two master global response functions (or TTDs) in the model: one for each of the core sites (Figure 12 ). These TTDs are right-skewed distributions, although the tail is thinner than the canonical inverse Gaussian distribution [e.g., Peacock and Maltrud, 2006] . Each TTD is a distribution with a multitude of timescales, Figure 10 . Idealized tracer overshoot necessary to explain a particular deep-sea lag in synthetic observations, given a 2 water mass decomposition (labeled in terms of percentage of waters from two sources). Note the logarithmic scale on the y axis. Figure 11 . A best fit to the paleo-data with the tracer transport model restricted to have globally uniform surface changes. Neither the Atlantic nor Pacific data can be fit within their uncertainty.
including the 10% signaling time, the mean age, the median age, and the 90% equilibrium time, where the timescales vary from as short as 94 years to as long as 2,263 years.
[37] Of the myriad timescales, which ones matter for interpreting the lag between two time series? The median age defines the time for 50% of a signal to arrive, and thus, the observed lag in the arrival of the midpoint of the Termination is equal to the difference between the median ages of the two distributions (1, 126 À 304 = 822 years). The Atlantic-Pacific lag in the restricted inversion is consistent with this explanation, where the sea surface leads the Pacific by 1,175 years and the Atlantic by 375 years and thus the lag is expected to be 800 years [see also Delhez and Deleersnijder, 2008] . The largest possible lags produced by the ocean response to a globally uniform surface change are therefore limited to be no larger than the median age of the ocean, much shorter than the 4,000 year lag and explaining why the inversion of this section could not fit the data.
Comparison to Previous Studies
[38] Duplessy et al. [1991] suggested that the deep radiocarbon age provides information about the expected lag. The radiocarbon age is systematically biased to be younger than the mean age [Waugh et al., 2003] and GLODAP radiocarbon data constrain the bias to be on the order of 100 years [Gebbie and Huybers, 2012] . The median age is also younger than the mean age, and fortuitously the radiocarbon age is similar to the median age. Thus, the interbasin radiocarbon age difference is a good approximation to the lag that would be expected by surface-to-deep transit times, although this is subject to the stringent assumption that the surface tracer change is globally uniform. Furthermore, there is nothing fundamental that requires the radiocarbon age to always be a good indicator. In any case, these lags due to tracer transit are considerably smaller than the lags that are possible with regional surface changes.
[39] The 90% equilibrium time was defined by Wunsch and Heimbach [2008] to represent the time it takes for the ocean to equilibrate (within 10%) in response to a global surface concentration change. Using the ECCO/MITgcm state estimate [Wunsch and Heimbach, 2007; Wunsch et al., 2009] , they calculated a 90% equilibrium time of 2,700 years near the Pacific core site and 600 years near the Atlantic core site (although shallower at 1950 m depth), and their major point, that long timescales exist in the ocean, agrees with the results from our empirically derived ocean circulation. If the Last Termination were well approximated by a globally uniform change, however, the observed 4,000 year lag would occur when 50% of the glacial-interglacial signal arrives, and thus, the median age is more appropriate and significantly shorter than the 90% equilibrium time. Wunsch and Heimbach [2008] suggest that long timescales are also possible with regional tracer injections, later confirmed by Siberlin and Wunsch [2011] and this study.
Uncertainty Analysis
[40] A least squares error analysis indicates that the source values are estimated to better than 0.2‰, but these errors are calculated under the assumption that the circulation pathways are unchanging. Here we explore the sensitivity of the results to a changed water mass decomposition, following a conventional paleoceanographic interpretation that the northern source waters had shoaled during the LGM [Curry and Oppo, 2005; Marchitto and Broecker, 2006] , although we wish to emphasize that the competing influence of changed surface boundary conditions has still not been ruled out [e.g., Rutberg and Peacock, 2006; Burke et al., 2011] . To approximate the LGM effect, we move the modern-day water mass decomposition of Gebbie and Huybers [2010] upward by 1000 meters, finding that the Atlantic core site has 20% more southern source waters, and that the Pacific core site is essentially unchanged due to the homogeneity of the deep ocean there. In the LGM-like water mass decomposition, the estimated Antarctic and North Atlantic end-members for d
18
O w are changed by 0.1‰ and 0.3‰ at 19 kyr BP, respectively. The estimated end-members are very sensitive during the Termination, such as at 15 kyr BP, where changes are 0.5‰ and 0.8‰. Of course, the LGM-like water mass decomposition may be inappropriate at 15 kyr BP, leading to an overestimate of the potential uncertainty.
[41] Our results rely upon a small subset of the total number of paleoceanographic records available and changes in the water mass decomposition may be proven if additional data constraints are provided to the problem [e.g., Waelbroeck et al., 2011] . If our results hold as more data are included, the changes in the d
18 O end-member may reflect dilution of the sea surface by low d
18 O waters from ice sheet melt. Here, we only model the portion of the d
18 O cycle that is internal to the ocean, and another step must be taken to relate the ocean surface changes to changes in the cryosphere.
[42] All of the calculations of this work use Dirichlet boundary conditions where surface concentration is prescribed [e.g., Rutberg and Peacock, 2006] . There is always a set of Neumann boundary conditions that correspond to the Figure 12 . Impulse response to a globally uniform sea surface change of a passive tracer (i.e., TTD or age spectra) at core sites TR163-31B in the eastern Pacific (dashed) and MD99-2334K in the North Atlantic (solid). For each distribution, multiple timescales are marked by vertical lines: (from left to right) 10% signal arrival time, mode of the distribution, median age, mean age, and 90% equilibrium time.
Dirichlet boundary conditions, so either formulation can be used in the inverse problem. In contrast to the work of Primeau and Deleersnijder [2009] who isolate the effect of meltwater injection through flux boundary conditions, however, the reconstructed surface concentrations of this work cannot differentiate between the effects of evaporation, precipitation, and runoff.
Conclusion
[43] A well-dated pair of benthic d
18 O c records indicates that the signal of the midpoint of the Last Termination arrived 4,000 years earlier in the deep Atlantic than the Pacific, and we find a scenario where such a long lag could occur through a series of regional changes in d
18 O w and temperature. In order to accurately simulate the fate of tracer sources at many surface locations, we use an ocean circulation model empirically determined by the TMI method and we develop a boundary Green function inverse technique in order to fit the paleo-data over 35,000 years. The circulation model resolves 2,806 individual surface locations that can all serve as sources of tracer, and the model captures the advective-diffusive nature of the modern circulation in an accurate way as it is trained with over a million tracer observations. If the ocean circulation is assumed to be steady, there is no globally uniform tracer change that can explain the 4,000 year lag, but there is a regionally varying pattern that can fit benthic d
18
O c , Mg/Ca-derived temperature information, and pore water data. The reconstructed changes in surface d
18 O w are consistent with the late timing of the local LGM around Antarctica and suggest ice sheet melt was being led by the northern hemisphere during the Last Termination.
[44] Previously it was thought that the lag due to tracer transport could not be much longer than the radiocarbon age of the ocean, approximately 1,500 years in the deep Pacific [e.g., Broecker et al., 1988; Duplessy et al., 1991] . For a globally uniform surface tracer change, this is true, as the lag is limited to be near the median age difference of two sites, and the median age is usually similar to the radiocarbon age. More generally, lags of any duration can appear between two time series in the deep ocean when regional patterns of surface tracer injection occur and the two sites are bathed in sufficiently different mixtures of source water. Thus, the 4,000 year lag in the paleo-data can be explained by a lag in surface conditions and destructive and constructive interference between northern and southern source waters at the two core sites. For such a long lag, an overshoot in source property values is expected, and is a natural consequence of the asynchronous isotopic signal of the LGM at the sea surface.
[45] This work does not imply that the circulation pathways of the ocean were unchanged between the modern-day and the LGM, but rather that the interpretation of the Atlantic-Pacific lag in these two sediment core records does not require such a change. While there seems to be good evidence from other paleo-data that pathways did change, tracer inversions have not yet concluded that this must be so [e.g., LeGrand and Wunsch, 1995; Gebbie and Huybers, 2006; Huybers et al., 2007; Marchal and Curry, 2008; Burke et al., 2011] . By adding tracer constraints with increased temporal and spatial resolution, there is promise that the framework of this study can be used to detect such circulation changes in future work.
Appendix A: Calculation of Boundary Green functions [46] Introducing the vector c to be the global distribution of any conservative tracer in vector form, a global advection-diffusion balance can be written:
where the matrix L is the tracer transport operator. Using a stiff, variable-order solver based on numerical differentiation formulas, we step the tracer forward in time, symbolically written
where L is the discrete-time equivalent of L , and B is a matrix that maps from the surface boundary to the global model grid in order to enforce Dirichlet (concentration) boundary conditions of c b . With 4 by 4 horizontal resolution and 33 vertical levels, the matrix L is highly sparse with a size of 74,064 by 74,064.
[47] By performing multiple time steps and rearranging the time indices, a simplified relationship for the tracer distributions at time t is found:
If N is large enough, the memory of the past conditions is ultimately lost, and the first term in equation (A3) is eliminated. Focusing on a point and introducing the vector r to be a mapping onto that point, we obtain c r;
where we use the 8 closest grid points weighted by their distance away from the core site to form r. Defining g(i) T = r T L i B, this equation is simplified into the boundary Green function form of the transport model
where the tracer concentration at an interior point is a linear function of the surface concentration at previous times. Only the lag, iDt, is important for determining the relevant function g(i). To calculate g(i), we transpose the definition of the boundary Green function to obtain:
T is the adjoint model, and L Ti indicates i timesteps of the adjoint. The adjoint tracer transport equation runs backwards in time with an initial condition of r (a source at the seafloor core sites) and reversed advection.
Appendix B: Solution Method for Temporally and Spatially Varying Changes
[48] When considering all possible regional and local changes, equation (4) has 451,766 unknowns and 284 observational constraints, indicating a highly underdetermined problem. It is not practical to invert the sum, S xy À1 + S t À1 , because it has the dimension of the state squared (451, 766 Â 451, 766) and is nondiagonal. By keeping the spatial and temporal covariance matrices separate, we exploit the special structure of S xy À1 that would otherwise vanish when S xy À1 is added to S t À1 . Therefore, we append the temporal constraints to the observational constraints:
where F was defined in equation (5) to calculate the difference between water mass values over the 14 sub-regions and W t was also defined in that section. Now the cost function becomes
which has the solution:
and x = x 0 + u. Recognizing that the matrix S xy À1 is block diagonal and composed of N t blocks of size 2,806 by 2,806, we invert the matrix by determining the inverse of each block independently with a Cholesky decomposition method. R À1 is also easily inverted because it is a diagonal matrix. Now the solution relies upon the inverse of a 2, 524 dimension square matrix (284 observational constraints plus 2,240 temporal smoothness constraints) -which is larger than the globally uniform surface case but still computationally tractable.
Appendix C: Solution Method for Globally Uniform Changes
[49] To solve the inverse problem in the restricted case where all surface changes are globally uniform, we make a variable transformation to take the specified solution form, x = x 0 + Gu, into account:
Then the cost function (equation (6)) is simplified:
There are N t = 161 elements of the u vector subject to the N obs = 284 observations, leading to a formally overdetermined problem with solution [e.g., Wunsch, 1996] u ¼Ĝ
that relies upon the inversion of a matrix of size N t × N t , which is practical. After solving for u, the solution x is estimated by back substitution into the specified form of the solution.
Appendix D: Global Response Functions
[50] The global-response model isĜu ¼ y , whereĜ includes the relevant transport dynamics, u is a global surface concentration perturbation, and y is the deep ocean response. The transport dynamics are determined byĜ ¼ GG , where each row ofĜ is the sum of g(i) over the entire surface, which is interpretable as the fraction of tracer that originates from the surface with a lag or transit time of iDt. ThereforeĜ is a matrix with transit time distributions making up each row, all referenced to the appropriate observational time and core site.
