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Abstract 
When a fitted linear regression model is only approximate, valid 
predictions using the model may be obtained only for cases that fall in 
some range of applicability. This range should depend on the data used 
to estimate the regression equation. While precise definition of a range 
of applicability is impossible without knowledge of the true model, a use-
ful region can be obtained as the smallest convex hull containing the observed 
data. In this paper, the smallest volume ellipsoid containing this set is 
suggested as an approximation to it. The ellipsoid can be found using 
optimal design theory. An algorithm for computation of it is presented, 
along with two examples. 
Key words: Linear models; prediction; -minimum containing ellipsoid; 
optimal designs 
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1. Introduction 
An important use of linear regression models is the prediction of future 
values. If the fitted linear model is known to be exactly correct, then 
, 
predictions can be expected to be useful and reliable. In most practical 
situations, however, a linear model is fit as an approximation to a more 
complex relationship. Here, useful predictions can be obtained only for new 
cases that fall in some region of applicability that depends on the data 
used to estimate the prediction equation. It is well known that extrapolation 
outside a region of applicability can lead to nonsensical predictions. 
Precise definition of a region·of applicability for predictions is 
impossible without complete knowledge of a problem and the true model. However, 
when the model used is chosen to make the fit adequate for the obseJ:Ved data, 
a reasonab~e region is the smallest convex set in the space of the indepen-
dent ~ariables that includes all of the obseJ:Ved data points; that is, the 
set of all carrier vectors in the data and all linear combinations of them. 
Because of the difficulty in describing this set, we propose using the 
smallest volume ellipsoid that circumscribes the convex set as an approx-
imation to it. We refer to this ellipsoid as the minimum containing 
ellipsoid (MCE). Once the MCE is known, checking whether or not a point 
is in the ellipsoid (hence checking if a prediction is reliable) requires 
only the computation of an inner product. 
In Section 2 of this paper we derive the MCE using results from 
optimal design theory. Section 3 contains two examples and in Section 4 
several extensions and related problems are discussed. 
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2. Minimal Containing Ellipsoid (MCE): Theory 
Let Xi•¾••••,~ denote n points in RP. and assume that these 
points span RP. These are the values of the carriers for the n cases 
in the data to be used to estimate the prediction equation. The MCE 
problem is to find an ellipsoid in RP which contains the points~, 
i = 1, 2, ••• , n, and has smallest volume. A solution to this problem may 
be found by appealing to optimal design theory. We first briefly review 
the necessary design theory and then apply it to the MCE problem. 
2.1 Optimal Design 
Consider the linear model 
y • z""'S + e (2.1) 
where ,;_ is a pxl vector of carriers, S is a pXl vector of unknown parameters, 
and the errors are uncorrelated with mean zero and constant variance. The 
carrier vectors z are to be selected from some compact subset, X, of RP. 
We refer to X as the design space. An experimental design is specified 
by a probability measure ; on X with the understanding that if ; places 
mass ~ at a point z* £ X then thisfraction of the total number of obser-
vations is to be taken at z*. For experiments of size N, exact designs 
constrain Nff to be a non-negative integer while approximate designs are 
not constrained in this way. Here, we need consider only approximate designs. 
Many criteria have been proposed for optimizing the selection of a 
design, ;. Generally, they all specify a selection which minimizes some 
functional of the information matrix, M(;), defined 
!!_(~) • J z z~ d~. 
X 
., 
;-
3 
Designs wh1ch minimize the functionals 
(a) determinant i-1(t)) • IM-1(t)I 
and 
~ -1 (b) max .!. ! (t),!. 
z~ 
are called· D- and G-optimal designs, respectively. The following theorem 
(Kiefer and Wolfowitz, 1960) established the equivalence of these criteria 
for approximate designs. 
Theorem (Equivalence Theorem): The following assertions are equivalent: 
(1) The design t* maximizes IM(t)I (minimizes IM-1(t)f). 
~ -1 (2). The design t* minimizes max.!.! (t)!,. 
z~ 
~ -1 (3) max !.,M Ct*)!.• p. 
zex 
The information matrices of all designs satisfying (1) - (3) are identical 
and any convex combination of designs satisfying (1) - (3) also satisfies 
(1) - (3). 
The following geometric interpretation of the Equivalence Theorem was 
given by Silvey (1972) and is relevant to the MCE problem: Assume that 
model (2.1) does not contain a constant term and consider ellipsoids, centered 
at the origin, of the form 
~ -1 
.!. M Ct).!. ~ p • (2.2) 
Since 
I ~ -1 .!. M (t).!, dt • P, (2.3) 
X 
usually such ellipsoids will contain part of X, but not all of it. 
However, the Equivalence Theorem shows that there is an ellipsoid of the 
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form (2.2) which has maximum volume and contains (circumscribes) x: 
Maximizing volume means maximizing IM(t) I which is achieved by assertion (1) • 
while circumscribing X means having (2.2) hold fQr all !.EX and this is 
achieved by assertion (3). In addition, it follows from (2.3) that the 
only possible support points for a D-optimal design are those where the 
circumscribing ellipsoid meets X· 
Silvey (1972) also conjectured that the D-optimal design would provide 
an ellipsoid of minimal volume out of the class of all ellipsoids which are 
centeted at the origin and ~ontain X• The proof of Silvey's conjecture 
was furnished by Sibson (1972). Thus, the inverse of the information matrix 
of a D-optimal design for a model without a constant term may be used to 
construct an ellipsoid which has minimal volume out of the class of ellipsoids 
which are centered at the origin and contain X• By defining X to be the 
set of n points in the MCE problem, X = {x1 , x2, ••• , ~}, we obtain a 
partial solution to the problem. A complete solution is found by relaxing 
the condition that the ellipsoids be centered at the origin. In the next 
section we show that this is accomplished by forcing model (2.1) to have a 
constant term. 
LZ_ Minimal Containing Ellipsoids 
Assume that model (2.1) has a constant term and write !.' • (1, w'), 
where rtow ,!! e R~ The design space X may still be considered a subset of RP. 
Partition the information matrix M(t) for a design t on x as 
where 
' 
and 
Let 
5 
µ(t) - J :!. dt 
X 
.2.m - J :!. w> dt. 
X 
M1(t) • .£(t) - 1,1(;)1J(t)' 
• J (w - µ(t))(w - µ(t))> dt • 
X 
Then, it is straightforward to verify that 
IM(;)I • IM1<t>I 
and 
, -1 ~ -1 ( ( !. M (;) .!. - 1 • (w - 1J (;)) M1 (;) :! - ]! ;) ) • 
Let t* denote the D-optimal design. We will show that the p 
dimensional ellipsoid 
(2.4) 
(2.S) 
(2.6) 
(2.7) 
(2.8) 
is an ellipsoid of minimal volume out of the class of all p dimensional 
ellipsoids which contain X· It follows immediately from (2.7) and the 
Equivalence Theorem that this ellipsoid contains X· Therefore, it remains 
to show that (2.8) has minimal volume. 
For an arbitrary but fixed point ,!!. £ RP, let S(d) denote the set of 
all pxp positive definite symmetric matrices, N, such that 
for ail ~ £ X• The set S(d) indexes the set of all ellipsoids with 
center at d which contain X· Next, choose ~ £ S(d) such that 
l~I ~ INI 
(2.9) 
for all N £ S(~). The matrix ~ defines an ellipsoid with minimal volume 
out of the set S(d). 
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In (2.9), replacing N with ~, replacing (w - d) with 
(w - µ(t*) + µ(~*) - d) and then integrating both sides with respect to the 
D-optimal design measure, t*, results in the following inequality: 
(2.10) 
Next, using the familiar relationship between the arithmetic and geometric 
means it follows from (2.10) that 
[ ]
1/p (]!_(~*) - d) ... ~ (J!.(t*) - d) 
· IM(~*) I· I~ I + P ~ 1 • 
The desired result is obtained from this inequality by noting that 
since~ is positive definite we mu~t have IM-1(t*)I > I~( for 
-1 
.!!_ p }!(;*) and when ! • J!.(t*), M (t*) • ~ by Sibson's (1972) 
duality theorem. 
(2.11) 
In short, the ellipsoid of minimal volume which contains the points 
x1, ••• , ; in RP may be found by defining the design space X 
1111 {x1, ••• , ,;l 
and constructing the D-optimal design, t*, for the model 
where .!. & X• The MCE is then given by (2.8). 
Finally, it is of interest to note that, since the only possible support 
points for the D-optimal design are where the MCE meets X, by inspecting 
t* we can detect at least p+l points which lie .2!!. the convex hull of X• 
3. Applications of the MCE 
3.1 An iterative method of finding the MCE 
Many iterative algorithms for computing D-optimal designs are available. 
We have used an algorithm given by Federov (1972), p. 102. While this 
algorithm converges to the D-optimal design monotonically, faster algorithms 
are possible. 
' 
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Let ~ be the i-th pxl data point, i • 1,2, ••• , n. The design t 
at the k-th iteration is specified by a vector of non-negative weights 
1!.(k) • (fffk>, ••• ff~k)), tffik) • 1. After k steps of the algorithm, in 
analogy to (2.5) and (2.6), 
µ(ff(k)) a Lff(k)X 
-- i =i. 
M (ff(k)) • Lff(k)x x"' - µ(v(k))~(ff(k)).-. 
-1 - i =i=i - - - ~ 
Next compute, 
~ • ~x ( .!½_ - l!. <lk) ) ) "1{~ 1 (11 (k) >{ .!½_ - µ (11 (k) >) • (3.1) 
Now, II\ is essentially the maximum variance at any of the xi, and if~ 
is sufficiently close top, (e.g. if~< p +€for£ small), then .!(k) 
specifies the final design (and iteration terminates). If~> p + E, the 
design·is modified by increasing the weight for the point where the maximum 
in (3.1) is attained, so that, at the next iteration, the variance at this 
point is exactly p and this point is then on the boundary of the ellipsoid. 
Specifically, let 
.JL(k+l) • (1 - a)J!.(k) + a~ 
where .!!. is the nXl unit vector with a 1 corresponding to an 
observation where the maximum in (3.1) is attained and O elsewhere, and 
a•(~ - p)/p(~ - 1). Note that at each step both a new inner product 
-1 
matrix M1 and a new center l!. are computed •. The new center is closer to the 
point where the maximlD;l occured at the last iteration. Let .!f denote the weights 
for the design after the final iteration. 
For the initial 1!.(0) it is convenient to choose ff!O) al/n 
i - (0) - - - - .- (0) .- - ---1, ••• , n. Then µ(ff )•·:: •(x1, x2, ••• , xp) ,M1 (ff . ) • (CX X) - ~ ~ )/n 
is just the corrected cross product matrix divided by n, and the point 
satisfying (3.1) is the point corresponding to the largest diagonal element 
. -1 
of the projection matrix V • ! (Xie) X ~. The i-th diagonal entry of V 
- -- -1 -is vii a ((~ - x) M1 (xi - ~ + 1)/n. The vii have been recently 
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discussed as measures of leverage or potential influence of individual 
obsenation on a regression problem (Hoaglin and Welsch, 1978; Cook, 1977). 
3.2 Example 1 
As an idealized example with p • 2 carriers, a bivariate normal 
pseudo-random sample of nm 40 was generated according to 
(:~~ - N «~) . (1~ ~D· 
and then rounded to two decimal places. The data actually obtained are 
graphed in Figure 1. The solid curve is the ellipse corresponding to the 
design 11' (O). It is centered at the point marked "l" on the graph. The 
dotted line gives the MCE centered at the point "2" on the graph, obtained 
after 55 iterations using£ a 0.10. The design that gives MCE is given in 
Table 1. Notice from Table 1 that evidently 4 points have nonzero weight. 
Thus four points lie~ the convex hull. 
As might be expected, little is g~ined by using the MCE over the ellipse 
resulting from use·of w(O) in this problem because of the ideal behavior 
of the data. In more realistic problems, the MCE will represent a substan-
tial :improvement over the ellipse determined by w<0>. 
To apply the MCE to a prediction at !.* we need only compute 
-1 
m*=' (x* - µ C!:f)) "!i (x* - µ (~)) • If m* > p then x* is not contained 
-1 in the MCE. For this example, J:!(!t) and M1 (~) are given in Table 1. 
3.3 Example 2 
The data for this example were taken from Draper and Smith (1966, 
p. 116). There are 25 observations and two predictors, x1 and x2, 
where x1 is average atmospheric temperature (in °F) in a month and 
x2 is number of operating days in a month. The data, and the weights for 
the final iterations (E a 0.10) are given in the first three columns of 
Table 2. 
• 
( 
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Figure 2 gives the ellipses corresponding to !.(O) (solid line) and 
2'.!t (dotted line) obtained after 59 iterations., The centers of the ellipses 
are indicated as in the previous example. In this case, the ellipses 
Corresponding to 1T (O) and 1T diff id r bl ~ er cons ea y. Note also that two 
points account for a s·izable portion of the volume of the ellipse defined 
by .'.!!f and that there is a considerable "gap" between these points and the 
bulk of the data. These points would probably have considerable influence 
on the final prediction equation and could be detected by other means 
(Cook, 1977; Cook, 1979; Hoaglin and Welsch, 1978). Depending on the 
appli~ation and knowledge of the true model, predictions within 
such gaps may not be reliable. 
The portion of the volume of the MCE due to the two "outlying" points 
may be found by deleting these points, recomputing the MCE and calculating 
1 - { 1!11 <11t>I / IM1 (~)I}~, where ~ and ~ denote the final weights for 
the complete and reduced data sets, respectively. The vector !.t is 
given in the fourth column of Table 2 and M1 (~) , !11 (!t) and their determinants 
are given at the bottom of Table 2. The initial and f :lnal e111,_s·es for the 
reduced data set are given in Figure 3: In this example, about 67% of the 
. volume of the MCE is due to the two outlying points. 
4. Additional Remarks and Extensions 
In this paper we haye suggested a method for characterizing extrapolations 
in regression problems that does not depend on the method of estimation. Thus, 
the region is equally applicable to least squares, ridge, or other estimation 
techniques. 
Higher Order Terms 
If certain carriers in a model are functionally related, such as a 
linear and quadratic term in the same variable, we suggest using only one 
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of the functionally related terms when determintng the MCE.. Inclusion of 
all functionally related terms may lead to severe and unnecessary 
restrictions. For example, consider a model which contains only a linear 
and quadratic term in a single variable. The MCE for the four points 
(±9, 81), (±10, 100) would not allow predictions in a neighborhood of the 
origin. 
Subset Selection 
Even if some carriers have been eliminated from a prediction equation 
by a selection procedure, we suggest computing the MCE using all first 
order carriers available. This results in explicit restrictions on the 
applicability of the resulting predictions: Consider a first order model 
and partition the carrier vector ~ as ~-- • (x1, x2) . Assume that the 
coefficients corresponding to x2 have been set to zero by a selection 
procedure. We suggest that prediction at a point .!*i take the form 
for all x2 such that 
set. 
Multicollinearity 
*'8 (x1 , xi> is in the MCE based on the complete data 
In the presence of multicollinearity in the carriers, some authors, such 
as Gunst and Mason (1977) have suggested that reliable predictions can be 
obtained only for new cases lying''near•eigenvectors corresponding to 
• 
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large eigenvalues of the corrected cross product matrix. The MCE serves 
to make their notion somewhat more precise. 
The simplest method of deciding if a point x* can have a reliably 
predicted response is to require that each of the p coordinates in x* 
be in its observed range, essentially circumscribing the convex hull of 
the data by a hyper-rectangle. This technique can be expected to be poor 
if the data exhibits collinearity. However, this method can be combined 
with the MCE to give a smaller region by requiring reliable predictions to 
have both x* in the MCE and each coordinate of x* to fall in the observed 
range. 
We are grateful to Kinley Larnt: and Alan Izenman for their comments, 
and to Christopher Nachtshe:lm for programming assistance • 
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Table 1. Design and summaries for Example 1 
. X1 X2 
2.59 1.38 
-1.98 -. 18 
1.95 .86 
2.22 .45 
.36 .64 
-4.62 -1.79 
-1.36 -.37 
7.55 2.29 
2.53 .42 
-1.23 -.60 
S.72 1.70 
4.06 1.34 
-3.23 -.98 
.14 .20 
4.30 1.35 
1.so .60 
5.11 1.63 
.49 .32 
1.92 .05 
-.15 
-. 19 
-.15 .38 
-3.24 -1.00 
3.42 .71 
-3.02 -.70 
-.86 -.74 
-.34 .se 
1.29 .73 
s.12 1.48 
-3.59 -1.s1 
-4.88 -1.s2 
-1.91 -.49 
4.B1 1.56 
.46 -o 
2.75 .10 
3.19 1.16 
-.10 -.43 
s.e1 1.11 
-.79 -.22 
-2.92 -1.31 
.-4.03 -1.30 
~l(:ri:.(0)) .f .909 -2.759) 
~1 ,-2. 759 9.168 
,i(1r(O)) = c-7373) 
~- .1942 
11'f 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.2975 
.1120E-02 
.1439 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.• 1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.2950 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
• t.120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.1120E-02 
.2233 . 
.1120E-02 
.1120E-02 
.1120E-02 
-1 ( .351 
Ml (!.t) • -1.057 
11 (:!!..c) • (. 9331 ) 
.C. -L • 2224 
-1.057) 
3.665 
€ = 0.10, 55 iterations 
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Table 2. Design and Related Statistics 
for Data from Draper and Smith 
,r 
Xl X2 1Tf 1Tf 
35.30 20.00 .207JE-02 .2S29E-02 
29.70 20.00 .207JE-02 .2S29E-02 
JO.SO 23.00 .2073E-02 .3004 
58.80 20.00 .2073E-02 .2S29E-02 
61.40 21.00 .207JE-02 .2529E-02 
71.30 22.00 .2073E-02 .2529£-02 
74.40 11.00 .3254 ** 
76.70 23.00 .3228 o2S29E-02 
70.70 21.00 .2073E-02 .1333 
57.50 20.00 .2073E-02 .2529E-02 
46.40 20.00 .2073E-02 .2529E-02 
28.90 21.00 .2073E-02 .2S29E-02 
28.10 21.00 .3062 o2S29E-02 
39.10 19.00 .2073E-02 ** 
46.80 23.00 .2073E-02 
.2S78 
48.SO 20.00 .2073E-02 
.2529E-02 
59.30 22.00 .2073E-02 
.2529E-02 
70.00 22.00 t2073E-02 
.2529£-02 
70.00 11.00 .2073E-02 
.2S29E-02 
74.SO 23.00 .2073£-02 
.2529E-02 
72.10 20.00 .2073£-02 
.2604 i 
sa.10 21.00 .2073E-02 
.2529E-02 
44.60· 20.00 .2073E-02 
.2529£-02 
33.40 20.00 .2073E-02 
.2529E-02 
28.60 22.00 .2073E-02 
.2529E-02 
**Omitted from ~amputations 
-1 c-002298 .003068) 
Ml(~)• .003068 .04090 
~tll (n!) • ( .002538 -.003669) 
r -.003669 .3135 
( . ) (52. 60) 11 (""*f) - ( 5211 •• 2436) • ~ !t - 20. 24 ... II 
IM1(1rf)I • 11,823.7 l!ii<.!t> I• 1,278.4 
In each of the above, e • 0.10. ,rf was reached in 59 iterations, and 
1r* was reached in 54. f 
