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vAna´lise Quaternio´nica
Resumo
A Ana´lise Quaternio´nica e´ a mais natural generalizac¸a˜o
da Ana´lise Complexa, preservando as func¸o˜es quaternio´nicas
muitas das importantes propriedades das func¸o˜es complexas.
No entanto, no tratamento de func¸o˜es quaternio´nicas esta˜o
presentes dificuldades que na˜o encontramos na ana´lise de
func¸o˜es complexas e que esta˜o associadas a` na˜o comutativi-
dade da multiplicac¸a˜o.
A Ana´lise Quaternio´nica so´ comec¸ou a ser desenvolvida
quase um se´culo apo´s a descoberta dos quaternio˜es, pelo ma-
tema´tico irlandeˆs Hamilton, em 1943. Foi o matema´tico su´ısso
Fueter quem desenvolveu os primeiros esforc¸os (1935) para
construir uma teoria das func¸o˜es quaternio´nicas holomorfas
ana´loga a` teoria das func¸o˜es complexas holomorfas.
Nesta tese apresentamos os principais conceitos e propri-
edades dos quaternio˜es, fazemos uma introduc¸a˜o a` Ana´lise
Quaternio´nica e discutimos o conceito de func¸a˜o quaternio´nica
regular. Construimos func¸o˜es quaternio´nicas elementares,
usando diferentes me´todos e obtemos algumas das suas pro-
priedades. A abordagem computacional deste trabalho e´ feita,
recorrendo a software simbo´lico espec´ıfico.
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Quaternionic Analysis
Abstract
Quaternionic Analysis is the most natural and close ge-
neralization of complex analysis that preserves many of its
important features. However, the analysis of quaternion func-
tions is more complicated than the analysis of complex func-
tions, since it is marked from the beginning by the left-right
multiplicative dichotomy.
Quaternionic Analysis was not developed until nearly a
century after the discovery of quaternions by the Irish mathe-
matician Hamilton, in 1943. It was the Swiss mathematician
Fueter, who made the first efforts (1935) to build systemati-
cally a theory of holomorphic quaternion functions of a qua-
ternion variable.
In this thesis we present the fundamental concepts and
properties of quaternions, give an introduction to Quaterni-
onic Analysis and a discussion of regular functions. Elemen-
tary quaternionic functions are constructed by using several
approaches and their main properties are proved. The com-
putational aspects of this work are based on the use of specific
symbolic package.
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Introduc¸a˜o
“Felizes aqueles que se divertem com problemas que educam a alma e elevam
o esp´ırito.”
- Pita´goras de Samos
A Ana´lise Quaternio´nica e´ considerada como a generalizac¸a˜o natural da Ana´lise
Complexa. R. Fueter propo˜e, no in´ıcio dos anos 30 do se´culo XX, uma abordagem
que pode ser vista como a generalizac¸a˜o, ao conjunto H dos quaternio˜es, das bem
conhecidas equac¸o˜es de Cauchy-Riemann. Provou-se posteriormente que esta abor-
dagem fornece uma classe de func¸o˜es que generaliza a classe das func¸o˜es complexas
holomorfas. Estas func¸o˜es sa˜o actualmente conhecidas pela designac¸a˜o de func¸o˜es
monoge´nicas.
Este trabalho tem como objectivos principais a discussa˜o do conceito de func¸a˜o
quaternio´nica monoge´nica e consequente construc¸a˜o de func¸o˜es quaternio´nicas ele-
mentares.
No Cap´ıtulo 1 e´ feita uma pequena introduc¸a˜o a` A´lgebra Quaternio´nica seguida
das definic¸o˜es e resultados ba´sicos necessa´rios nos cap´ıtulos seguintes. Em particular,
e´ descrita a package para Maple, Quat [15] que apoia todo o trabalho computacional
desenvolvido.
No Cap´ıtulo 2 revisitamos a teoria das func¸o˜es holomorfas em C, segundo os
conceitos de Cauchy, Weierstrass e Riemann e consideramos a generalizac¸a˜o desses
conceitos a func¸o˜es quaternio´nicas, de modo a introduzir de forma adequada a noc¸a˜o
de func¸a˜o regular em H.
xi
xii Introduc¸a˜o
Apresentamos, no cap´ıtulo seguinte, entre outras, te´cnicas baseadas no trabalho
de R. Fueter para construir func¸o˜es monoge´nicas em H, partindo do conhecimento
da correspondente func¸a˜o complexa holomorfa.
O u´ltimo cap´ıtulo e´ dedicado ao estudo das func¸o˜es elementares emH, comec¸ando
por introduzir o caso complexo como forma de motivac¸a˜o para o tratamento posterior
do caso quaternio´nico. No entanto, contrariamente ao caso complexo, em H na˜o ha´
uma u´nica forma de definir as func¸o˜es elementares. Esta particularidade pode (e
deve) ser vista, na˜o como uma desvantagem, mas como um desafio.
Cap´ıtulo 1
Os quaternio˜es
Neste cap´ıtulo e´ feita uma breve introduc¸a˜o a` a´lgebra dos quaternio˜es de Ha-
milton. Em particular, sa˜o definidas as principais operac¸o˜es e correspondentes
propriedades, sendo ainda apresentadas as diferentes formas de representac¸a˜o
de quaternio˜es. A relac¸a˜o de H e R4 e´ tambe´m destacada. O cap´ıtulo termina
com a apresentac¸a˜o do software usado ao longo do trabalho.
1.1 Sir Hamilton e a descoberta dos quaternio˜es
William Rowan Hamilton, filho de Archibald
Hamilton e de Sara Hutton nasce, em 1805, em
Dublin, na Irlanda.
Aos cinco anos de idade Hamilton ja´ tinha co-
nhecimentos de Latim, Grego e Hebraico. Foi o
seu tio, com quem vai viver, o reverendo James
Hamilton, linguista e professor experiente, que o
iniciou na aprendizagem das l´ınguas e literaturas
cla´ssicas.
Sir William Rowan Hamilton
(Dublin 1805 - Dunsink 1865)
O gosto pelo domı´nio de va´rios idiomas comec¸a muito cedo, mas foi o conheci-
mento com o americano Zerah Colbum que o leva a interessar-se por novas a´reas
do saber que considera fascinantes. Hamilton entusiasma-se pelas competic¸o˜es e
habilidades aritme´ticas e torna-se um amante da Matema´tica.
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No Cole´gio Clairaut’s estuda a´lgebra, leˆ e estuda Newton e Laplace. Em 1822,
muito jovem ainda, detecta um erro no estudo da Mecaˆnica Celeste de Laplace o
que leva John Brinkley, astro´nomo real da Irlanda a dizer: - “This young man, I do
not say will see, but is, the first mathematician of his age”. [34]
Aos 18 anos entra para o Trinity College, em Dublin e, no primeiro ano, obte´m
as classificac¸o˜es ma´ximas em Literaturas Cla´ssicas, distinc¸a˜o raramente concedida.
Ainda antes de terminar o curso apresenta, em 1824, o seu primeiro artigo na Aca-
demia Real Irlandesa, com o t´ıtulo “On Caustics”.
Em 1826, Hamilton recebe a classificac¸a˜o Optime em Cieˆncias e, novamente,
em Literaturas Cla´ssicas, acontecimento ine´dita na e´poca. No seu u´ltimo ano como
aluno apresenta o livro de memo´rias “Theory of Sistems of Rays”. Nesse documento
Hamilton introduz a func¸a˜o caracter´ıstica para a O´ptica. Boyton, seu examinador
final, convence-o a concorrer para o cargo de Astro´nomo Real no observato´rio Dun-
sink. Mais tarde, em 1827, ainda estudante e apenas com 21 anos de idade e´ nomeado
professor de Astronomia no Trinity College. O cargo de professor universita´rio leva-
-o ao t´ıtulo honora´rio de Astro´nomo Real da Irlanda, beneficiando da possibilidade
de resideˆncia nesse mesmo observato´rio.
Hamilton viaja pela Inglaterra e Esco´cia, conhece o poeta Wordsworth de quem
se torna amigo, passando a interessar-se tambe´m pela Poesia e chegando mesmo a
relacionar a linguagem Matema´tica com a arte poe´tica. Em 1830, casa com Maria
Helena Bayly. Passam a lua de mel na fazenda Bayly onde Hamilton trabalha no
seu terceiro suplemento “Theory of Sistems of Rays”, que viria a publicar em 1832.
A 4 de Novembro de 1833, Hamilton apresenta um documento “On a Gene-
ral Method in Dynamics”, na Academia Real Irlandesa, onde expressa os nu´meros
complexos como pares ordenados de nu´meros reais. Nesta obra, ele mostra a sua
primeira definic¸a˜o de func¸a˜o caracter´ıstica aplicada a` Dinaˆmica, tendo ainda escrito
um segundo artigo sobre este tema no ano seguinte.
Em 1834, Hamilton e Helen teˆm o primeiro filho, William Edwin. Em 1835,
publica “Algebra as the Science of Pure Time”, trabalho inspirado no seu estudo
1. Os quaternio˜es 3
sobre Kant e apresentado no encontro Advancement of Science da British Associa-
tion. Hamilton e´ nomeado cavaleiro, em 1835, no ano do nascimento do seu segundo
filho, Archibald Henry. Teve ainda uma filha, Helen Eliza Ame´lia.
Hamilton tenta estender a teoria a ternos de nu´meros, facto que se tornou numa
obsessa˜o e que o atormentou durante muitos anos. Conta a histo´ria que, por volta
de 1842, andava ta˜o preocupado com a sua teoria de ternos de nu´meros que os seus
filhos captando a sua preocupac¸a˜o todas as manha˜s lhe perguntavam [27]:
- “Well, Papa can you multiply triplets?”
ao que ele invariavelmente respondia que ainda so´ sabia soma´-los e subtra´ı-los.
Descrevemos agora, sucintamente as dificuldades sentidas por Hamilton na sua
tentativa de criar uma teoria para ternos de nu´meros. Ele pretendia construir um
conjunto D que fosse uma extensa˜o de R a treˆs dimenso˜es. Por analogia com os
complexos, considerou as unidades fundamentais 1, i e j, as quais satisfaziam natu-
ralmente i2 = j2 = −1. Sendo {1, i, j} uma base de D, cada elemento q ∈ D poderia
escrever-se como
q = x+ yi+ zj.
Hamilton sabia, como ja´ foi referido, somar nu´meros deste ge´nero, mas na˜o sabia de
que forma deveria definir a multiplicac¸a˜o. Atendendo a` estrutura de corpo que pre-
tendia para o seu conjunto, D seria fechado para a multiplicac¸a˜o, logo a multiplicac¸a˜o
de i e j deveria resultar num elemento de D. Vejamos, enta˜o as possibilidades:
• ij = ±1
Neste caso, i(ij) = ±i e (ii)j = −j. Logo j = ∓i, o que contradiz a condic¸a˜o
inicial de {1, i, j} ser uma base.
• ij = ±i
Como i(ij) = ±i2 = ∓1 resulta j = ±1. Novamente se conclui que D seria
uma extensa˜o a duas e na˜o a treˆs dimenso˜es do conjunto R.
• ij = ±j
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Analogamente, se ij = ±j, enta˜o (ij)j = ±j2 = ∓1, logo i = −i(jj) = ±1.
• ij = 0
Como i(ij) = (ii)j = −j = 0 resulta que j = 0, o que contradiz novamente a
condic¸a˜o inicial.
Esgotadas todas as hipo´teses, conclu´ımos que na˜o e´ poss´ıvel construir um con-
junto D nas condic¸o˜es pretendidas por Hamilton, caindo assim por terra a sua teoria
dos ternos ordenados de nu´meros reais. O paradoxo do valor a atribuir a ij sugeriu
a Hamilton a ideia de que talvez o sistema por ele proposto estivesse incompleto.
Introduz enta˜o uma nova unidade fundamental k e tenta construir um corpo consi-
derando a base {1, i, j, k} e as regras i2 = j2 = k2 = −1. Ainda assim, o problema
do resultado do produto ij continuava por resolver. Atendendo a`s hipo´teses ja´ an-
teriormente testadas, resta considerar ij = ±k.
• ij = k(= ji)
Se ij = k enta˜o k2 = (ij)2 = i2j2 = (−1)(−1) = 1.
• ij = −k(= ji)
Uma vez mais, se ij = −k enta˜o k2 = 1.
Foram precisos mais seis anos para que Hamilton se apercebesse de que o verda-
deiro problema do seu novo sistema estava na suposic¸a˜o impl´ıcita da comutativivade
da multiplicac¸a˜o. Finalmente, no dia 16 de Outubro de 1843, enquanto passeava
com a sua esposa ao longo do Royal Canal em Dublin, ocorre-lhe a soluc¸a˜o para o
seu estudo e, na˜o resistindo ao impulso, esculpe as fo´rmulas para os quaternio˜es
i2 = j2 = k2 = ijk = −1,
numa pedra da ponte Broom. Em 1958, a Royal Academy Irlandesa colocou uma
placa comemorativa da descoberta dos quaternio˜es nessa ponte.
Hamilton descreveu os quaternio˜es como qua´druplos ordenados de nu´meros reais,
com um real e treˆs imagina´rios, onde a primeira componente e´ a sua parte escalar e
as treˆs componentes restantes a parte vectorial.
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Figura 1.1: Placa comemorativa da descoberta dos quaternio˜es
Os quaternio˜es constitu´ıram um passo fundamental e ousado para a e´poca, pois
implicavam o abandono da propriedade comutativa da multiplicac¸a˜o. Hamilton
sente que esta descoberta iria revolucionar a F´ısica e a Matema´tica e passa o resto
de sua vida trabalhando nos quaternio˜es. Em [27] escreve:
- “I still must assert that this discovery appears to me to be as important for the
middle of the nineteenth century as the discovery of fluxions [the calculus] was for
the close of the seventeenth.”
Publica, em 1853, o trabalho que considera incompleto, “Lectures on Quaterni-
ons”. Decidido a produzir um trabalho de qualidade, comec¸a a escrever outro livro
“Elements of Quaternions” que estimava vir a ser uma obra com 400 pa´ginas e que
esperava completar em dois anos. Na realidade a sua obra acaba por ter o dobro
das pa´ginas previstas e demora sete anos a ser escrita. De facto, o u´ltimo cap´ıtulo
estava incompleto quando ele morre, em 1865. O seu livro foi finalmente publicado,
em 1866, com um prefa´cio do seu filho William Edwin Hamilton, [19].
1.2 Definic¸o˜es e resultados ba´sicos
Um quaternia˜o pode ser definido como um qua´druplo ordenado de nu´meros reais
x = x0 + x1i + x2j + x3k ou, de forma equivalente, como um elemento de R4,
x = (x0, x1, x2, x3). Os nu´meros x0, x1, x2, x3 sa˜o chamados as componentes do
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quaternia˜o x.
Definic¸a˜o 1.1. (Igualdade de quaternio˜es)
Dois quaternio˜es x = x0 + x1i + x2j + x3k e y = y0 + y1i + y2j + y3k sa˜o iguais,
quando as suas componentes sa˜o iguais, i.e.
x = y sse xk = yk, k = 0, 1, 2, 3.
Definic¸a˜o 1.2. (Adic¸a˜o e subtracc¸a˜o de quaternio˜es)
A soma/diferenc¸a de quaternio˜es e´ definida pela soma/diferenc¸a das correspondentes
componentes.
x± y = (x0 ± y0) + (x1 ± y1)i+ (x2 ± y2)j + (x3 ± y3)k.
Definic¸a˜o 1.3. (Multiplicac¸a˜o de um nu´mero real por um quaternia˜o)
O produto de um escalar real α por um quaternia˜o e´ definido pelo produto de cada
componente por α
αx = αx0 + αx1i+ αx2j + αx3k.
Assim sendo, o conjunto dos quaternio˜es, actualmente denominado por H, em
homenagem a Hamilton, constitui um espac¸o vectorial real.
Notemos que ate´ ao momento as definic¸o˜es apresentadas para quaternio˜es na˜o
trazem qualquer novidade relativa a`s correspondentes definic¸o˜es para vectores de
R4. O conceito de quaternia˜o comec¸a exactamente com a definic¸a˜o de multiplicac¸a˜o
quaternio´nica, atrave´s das regras estabelecidas por Hamilton,
i2 = j2 = k2 = −1, (1.1)
e
ijk = −1, (1.2)
A u´ltima igualdade pode ser reescrita como
ij = −ji = k, jk = −kj = i, ki = −ik = j. (1.3)
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Definic¸a˜o 1.4. (Multiplicac¸a˜o de quaternio˜es)
As igualdades (1.1) e (1.2) (ou (1.3)) definem completamente a multiplicac¸a˜o de
quaternio˜es.
xy = (x0 + x1i+ x2j + x3k)(y0 + y1i+ y2j + y3k)
= (x0y0 − x1y1 − x2y2 − x3y3) + (x0y1 + x1y0 + x2y3 − x3y2)i+
(x0y2 − x1y3 + x2y0 + x3y1)j + (x0y3 + x1y2 − x2y1 + x3y0)k.
Exemplo 1.1. Seja x = 1 + i+ 2j + 3k e y = 2 + 2i+ j + 3k. Enta˜o
xy = (1 + i+ 2j + 3k)(2 + 2i+ j + 3k) = −11 + 7i+ 8j + 6k
e
yx = (2 + 2i+ j + 3k)(1 + i+ 2j + 3k) = −11 + i+ 2j + 12k.
Definic¸a˜o 1.5. Seja x = x0 + x1i+ x2j + x3k ∈ H.
• A parte escalar (ou real) de x e´ Sc(x) = x0.
• A parte vectorial (ou imagina´ria) de x e´ Vec(x) = x = x1i+ x2j + x3k.
Cada quaternia˜o pode enta˜o ser escrito como
x = Sc(x) + Vec(x) = x0 + x.
• Quando Sc(x) = 0, x diz-se um quaternia˜o puro ou um vector.
O conjunto de todos os vectores representa-se por VecH e o conjunto dos
escalares por ScH.
• O conjugado de x e´ x = x0 − x1i− x2j − x3k.
• A norma de x e´ |x| = √xx =
√
x20 + x
2
1 + x
2
2 + x
2
3.
Da igualdade anterior resulta a existeˆncia de inverso para cada quaternia˜o na˜o
nulo x, dado por
x−1 =
x
|x|2 .
Consequentemente, todas as leis da a´lgebra sa˜o va´lidas para quaternio˜es, excepto
a comutatividade da multiplicac¸a˜o quaternio´nica. Assim, em termos alge´bricos,
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o conjunto H constitui uma A´lgebra de Divisa˜o, embora apresente uma diferenc¸a
muito importante relativamente a` A´lgebra Real ou a` A´lgebra Complexa: existem
dois quocientes de um quaternia˜o x por um quaternia˜o y 6= 0, denominados por
quociente a` direita xy−1 e quociente a` esquerda y−1x.
Exemplo 1.2. Para os quaternio˜es x e y considerados no exemplo anterior, tem-se
xy−1 = (1 + i+ 2j + 3k)
(
1
9
− 1
9
i− 1
18
j − 1
6
k
)
=
5
6
− 1
6
i+
1
3
k
e
y−1x =
(
1
9
− 1
9
i− 1
18
j − 1
6
k
)
(1 + i+ 2j + 3k) =
5
6
+
1
6
i+
1
3
j.
Facilmente se provam agora as seguintes propriedades, usando as definic¸o˜es e
operac¸o˜es anteriormente introduzidas.
Proposic¸a˜o 1.1. Sejam x, y ∈ H. Enta˜o,
1. Sc(x) =
(x+ x)
2
e Vec(x) =
(x− x)
2
.
2. x+ y = x+ y, xy = yx e x = x.
3. (xy)−1 = y−1x−1, xy 6= 0.
4. |xy| = |x||y| e |x| = | − x| = |x|.
5. | Sc(x)| ≤ |x|, |Vec(x)| ≤ |x|.
6. |x+ y| ≤ |x|+ |y|.
7. ||x| − |y|| ≤ |x− y|.
1.3 Relac¸a˜o entre H e R4
Salientamos agora, com mais detalhe, a relac¸a˜o entre a estrutura dos quaternio˜es
e a a´lgebra cla´ssica dos vectores em R4, considerando para o efeito a base cano´nica
do espac¸o vectorial euclidiano R4:
e0 = (1, 0, 0, 0), e1 = (0, 1, 0, 0), e2 = (0, 0, 1, 0), e3 = (0, 0, 0, 1).
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Como ja´ referimos anteriormente, um quaternia˜o x = x0 + x1i + x2j + x3k
pode ser identificado com o elemento x = (x0, x1, x2, x3) de R4. O conjunto ScH
pode ser identificado com R e VecH com R3. E´ tambe´m poss´ıvel mergulhar R3 em
H, identificando os vectores x = (x0, x1, x2) ∈ R3 com os chamados quaternio˜es
reduzidos ou paravectores x = x0+x1i+x2j. Designamos por PVecH o conjunto
de todos os paravectores de H.
O matema´tico ingleˆs Arthur Cayley (1821-1895) escreveu os primeiros docu-
mentos sobre quaternio˜es, apo´s Hamilton, e desenvolveu um esquema simples para
descrever a multiplicac¸a˜o entre os elementos e0, . . . , e3. De facto, esta multiplicac¸a˜o
pode ser definida, por analogia com a multiplicac¸a˜o entre os elementos da base
{1, i, j, k} de H, como se mostra na tabela seguinte.
e0 e1 e2 e3
e0 e0 e1 e2 e3
e1 e1 −e0 e3 −e2
e2 e2 −e3 −e0 e1
e3 e3 e2 −e1 −e0
Tabela de Cayley
Actualmente e´ frequente denotar as unidades imagina´rias i, j e k por e1, e2 e e3.
Nesta notac¸a˜o, um quaternia˜o escreve-se como x = x0 + x1e1 + x2e2 + x3e3, ja´ que
e0 = 1 e as regras multiplicativas como
e21 = e
2
2 = e
2
3 = −1,
e1e2 = −e2e1 = e3.
A partir de agora adoptamos, por convenieˆncia de escrita, esta notac¸a˜o, aban-
donando a originalmente introduzida por Hamilton.
Observac¸a˜o 1.1. Naturalmente que VecH, PVecH e ScH sa˜o subespac¸os vectoriais
reais de H, mas VecH e PVecH na˜o sa˜o fechados para a multiplicac¸a˜o usual de
quaternio˜es.
De facto, se x = e1 + 2e2 + 3e3 e y = 2e1 + e2−2e3, enta˜o x ∈ VecH e y ∈ VecH.
No entanto, xy = 2− 7e1 + 8e2 − 3e3 6∈ VecH.
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Por outro lado, escolhendo agora x = 1 + 2e1 − 3e2 e y = 3 + 2e1 + e2, tem-se
que x ∈ PVecH e y ∈ PVecH, mas xy = 2 + 8e1 − 8e2 + 8e3 6∈ PVecH.
Vejamos agora como se pode reescrever o produto de quaternio˜es da forma
x = x0 + x e y = y0 + y. Da Definic¸a˜o 1.4 resulta
xy = x0y0 − (x1y1 + x2y2 + x3y3)
+x0(y1e1 + y2e2 + y3e3) + y0(x1e1 + x2e2 + x3e3)
+(x2y3 − x3y2)e1 − (x1y3 − x3y1)e2 + (x1y2 − x2y1)e3.
O produto xy pode ser obtido recorrendo ao produto interno e ao produto externo
dos vectores de R3 x e y, isto e´,
xy = x0y0− < x, y > +x0y + y0x+ x× y, (1.4)
onde
< x, y >= x1y1 + x2y2 + x3y3
e
x× y =
∣∣∣∣∣∣
e1 e2 e3
x1 x2 x3
y1 y2 y3
∣∣∣∣∣∣ ,
como habitualmente.
Como consequeˆncia imediata de (1.4), obte´m-se
Sc(xy) = x0y0− < x, y >
e
Vec(xy) = x0y + y0x+ x× y.
Como caso particular das propriedades anteriores, temos ainda
xy = − < x, y > +x× y.
Mais uma vez se pode verificar que, em geral, o produto de dois quaternio˜es puros
(ou vectores) na˜o e´ um quaternia˜o puro (ou vector) (ver Observac¸a˜o 1.1). Concre-
tamente, verifica-se que Sc(xy) = 0 sse x e y sa˜o vectores ortogonais e Vec(xy) = 0
sse x e y sa˜o vectores colineares.
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A` semelhanc¸a dos nu´meros complexos, tambe´m os quaternio˜es se podem escrever
na forma trigonome´trica. Assim,
Proposic¸a˜o 1.2. (Forma trigonome´trica ou polar de um quaternia˜o)
Todo o quaternia˜o x ∈ H, com x 6= 0 pode escrever-se na forma
x = |x|(cosϕ+ ω(x) senϕ),
onde ϕ = arccotg
x0
|x| e ω(x) :=
x
|x| e´ um vector unita´rio.
Demonstrac¸a˜o. Notemos que x pode ser escrito na forma x = x0 + ω(x)|x|.1 Logo
x = |x|
(
x0
|x| + ω(x)
|x|
|x|
)
.
Como cotgϕ = x0|x| , conclui-se que cosϕ =
x0
|x| e senϕ =
|x|
|x| e o resultado e´ agora
imediato.
Exemplo 1.3. Consideremos o quaternia˜o x = 1 + e1 + e2 + e3. Como x0 = 1,
|x| = √3 e |x| = 2 resulta
ω(x) =
e1 + e2 + e3√
3
, cosϕ =
1
2
e senϕ =
√
3
2
.
Logo, ϕ =
pi
3
e a forma trigonome´trica de x e´:
x = 2
(
cos
pi
3
+
e1 + e2 + e3√
3
sen
pi
3
)
.
Proposic¸a˜o 1.3. (Fo´rmula de Moivre para quaternio˜es)
Seja x = |x|(cosϕ+ ω(x) senϕ), a forma polar do quaternia˜o na˜o nulo x = x0 + x.
Enta˜o temos
xn = (|x|(cosϕ+ ω(x) senϕ))n = |x|n(cosnϕ+ ω(x) sennϕ), n ∈ Z.
Demonstrac¸a˜o. No caso de n = 0, o resultado e´ va´lido. Para valores de n positivos
provemos por induc¸a˜o matema´tica. Assim, e supondo que a fo´rmula e´ va´lida para
n, mostremos que ainda vale para n+ 1. Seja x ∈ H e x 6= 0. Como
ω2(x) =
(
x
|x|
)2
= −x
2
1 + x
2
2 + x
2
3
x21 + x
2
2 + x
2
3
= −1
1Esta forma e´ designada habitualmente na literatura por forma bina´ria de um quaternia˜o.
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e utilizando as fo´rmulas usuais da adic¸a˜o para o seno e cosseno obtemos
xn+1 = (|x|n(cosnϕ+ ω(x) sennϕ))(|x|(cosϕ+ ω(x) senϕ))
= |x|n+1(cosnϕ cosϕ− sennϕ senϕ+ ω(x)(cosnϕ senϕ+ sennϕ cosϕ))
= |x|n+1(cos(n+ 1)ϕ+ ω(x) sen(n+ 1)ϕ)
Para valores de expoente inteiro negativo comec¸amos por notar que
x−1 =
1
|x|2x = |x|
−1(cosϕ− ω(x) senϕ).
Enta˜o, para qualquer n ∈ N, obtemos
x−n = (x−1)n = (|x|−1(cosϕ− ω(x) senϕ))n = |x|−n(cosnϕ− ω(x) sennϕ)
Exemplo 1.4. Retomando o exemplo anterior, tem-se
x3 = (1 + e1 + e2 + e3)
3 =
(
2
(
cos pi
3
+ e1+e2+e3√
3
sen pi
3
))3
= 8
(
cospi + e1+e2+e3√
3
sen pi
)
= −8
1.4 Software para quaternio˜es
Actualmente, os quaternio˜es sa˜o reconhecidos como uma ferramenta importante
na modelac¸a˜o de problemas matema´ticos e na simplificac¸a˜o dos ca´lculos alge´bricos
associados a esses problemas.
Como aplicac¸a˜o dos quaternio˜es podemos referir, por exemplo, o tratamento de
sinal, o tratamento de imagem, a aerona´utica e a animac¸a˜o computacional. Como
consequeˆncia deste interesse e´ poss´ıvel encontrar diverso software, livre ou comercial,
nesta a´rea. Para uma descric¸a˜o detalhada deste tema, ver [28].
De entre as va´rias possibilidades de escolha, optamos pela package Quat para Ma-
ple, por nos parecer a mais apropriada ao trabalho que pretend´ıamos desenvolver.
A package Quat e´ uma ferramenta para apoiar e simplificar o trabalho com qua-
ternio˜es e suas aplicac¸o˜es e foi desenvolvida para fins pedago´gicos e de investigac¸a˜o
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na Bauhaus-University, em Weimar, por S. Bock e K. Gu¨rlebeck e recentemente
apresentada num CD-ROM inclu´ıdo no livro [15].
A package inclui treˆs grandes a´reas:
I. A´lgebra quaternio´nica
II. Ana´lise quaternio´nica e vectorial
III. Ca´lculo polinomial.
Em cada cap´ıtulo vamos ilustrar a utilizac¸a˜o de func¸o˜es relativas ao tema abor-
dado, descrevendo alguns comandos e apresentando alguns exemplos. Em anexo,
apresentamos, ainda, algumas func¸o˜es que tivemos necessidade de desenvolver para
situac¸o˜es espec´ıficas. Neste primeiro cap´ıtulo teˆm especial interesse as seguintes
func¸o˜es da a´lgebra quaternio´nica:
Qconj - conjugado de um quaternia˜o,
Qinv - inverso de um quaternia˜o,
Qmult - produto de quaternio˜es,
Qnorm - norma euclidiana de um quaternia˜o,
Qpot - poteˆncia de um quaternia˜o,
Qsc - parte escalar de um quaternia˜o,
Qvec - parte vectorial de um quaternia˜o.
Os exemplos seguintes ilustram algumas das funcionalidades da Quat, nomeada-
mente no que diz respeito a` definic¸a˜o de quaternio˜es, operac¸o˜es com quaternio˜es e
func¸o˜es ba´sicas.
Exemplo 1.5. Definic¸a˜o de quaternio˜es
Nesta package as unidades imagina´rias sa˜o designadas por qi, qj e qk. Os qua-
ternio˜es q1 = 1− e1 + e2 − 2e3 e q2 = e2 − e3 definem-se atrave´s das instruc¸o˜es:
> q1:=1-qi+qj-2*qk:
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> q2:=qj-qk:
Exemplo 1.6. Operac¸o˜es com quaternio˜es
Multiplicac¸a˜o de quaternio˜es:
> Qmult(q1,q2);
> Qmult(q2,q1); # A multiplicac¸~ao n~ao e´ comutativa
−3 + qi − 2 qk
−3− qi + 2 qj
A quinta poteˆncia de um quaternia˜o:
> Qpot(q2,5);
4 qj − 4 qk
Exemplo 1.7. Func¸o˜es ba´sicas
Para o quaternia˜o definido por q1 obtemos a sua norma, parte escalar, parte
vectorial e o seu inverso, respectivamente, atrave´s dos seguintes comandos:
> Qnorm(q1);
√
7
> Qsc(q1);
1
> Qvec(q1);
−qi + qj − 2 qk
> Qinv(q1);
1
7
+
1
7
qi − 1
7
qj +
2
7
qk
Cap´ıtulo 2
Diferenciac¸a˜o em H
Neste cap´ıtulo revisitamos a teoria das func¸o˜es holomorfas em C, segundo os
conceitos de Cauchy, Weierstrass e Riemann e consideramos a generalizac¸a˜o
desses conceitos a func¸o˜es quaternio´nicas, de modo a introduzir de forma ade-
quada a noc¸a˜o de func¸a˜o regular em H.
2.1 O caso complexo revisitado
Comec¸amos por recordar os principais resultados relativos a` diferenciac¸a˜o em
C. As demonstrac¸o˜es destes resultados podem ser encontradas em qualquer livro de
ana´lise complexa (p.e., [1, 3, 26, 29, 32]).
No que se segue, consideramos func¸o˜es complexas f definidas num subconjunto
aberto S de C.
Definic¸a˜o 2.1. (Func¸a˜o C-diferencia´vel)
Uma func¸a˜o f e´ C-diferencia´vel em z ∈ S se o limite
lim
h→0
f(z + h)− f(z)
h
,
com h ∈ C, existe. Este limite diz-se a derivada de f em z e denota-se por f ′(z).
Definic¸a˜o 2.2. (Func¸a˜o C-holomorfa)
Uma func¸a˜o f diz-se C-holomorfa em z ∈ S se e´ C-diferencia´vel numa vizinhanc¸a
desse ponto. Se f ′(z) existe para todo z ∈ S, f diz-se C-holomorfa em S.
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Definic¸a˜o 2.3. (Func¸a˜o C-anal´ıtica)
Uma func¸a˜o f diz-se C-anal´ıtica1 em S, se pode ser representada, numa vizinhanc¸a
de cada ponto z0 ∈ S, pela se´rie de poteˆncias
∑∞
n=0 cn(z − z0)n.
Em ana´lise complexa a teoria das func¸o˜es holomorfas pode desenvolver-se atrave´s
de treˆs conceitos distintos, mas equivalentes. O primeiro assenta no conceito de
derivada total, no sentido de Cauchy. A segunda abordagem, seguindo Weierstrass,
e´ baseada na teoria das se´ries de poteˆncias. Finalmente, a abordagem atribu´ıda a
Riemann envolve as bem conhecidas equac¸o˜es de Cauchy-Riemann.
Se escrevermos uma func¸a˜o complexa f em termos de duas func¸o˜es reais u e v
de duas varia´veis reais
f(z) = u(x, y) + iv(x, y),
onde z = x+iy, a equivaleˆncia dos treˆs conceitos atra´s referidos pode ser formalizada
do seguinte modo.
Teorema 2.1. Seja f ∈ C 1(S) uma func¸a˜o complexa2 e seja z0 = x0 + iy0 ∈ S. As
seguintes propriedades sa˜o equivalentes:
1. f e´ C-diferencia´vel em todos os pontos z0 ∈ S,
2. f e´ C-anal´ıtica em S,
3. f satisfaz as equac¸o˜es de Cauchy-Riemann em z0, i.e.
∂u
∂x
(x0, y0) =
∂v
∂y
(x0, y0) e
∂u
∂y
(x0, y0) = −∂v
∂x
(x0, y0). (2.1)
Resulta ainda do teorema anterior que se f e´ C-diferencia´vel em z0, enta˜o
f ′(z0) =
∂u
∂x
(x0, y0) + i
∂v
∂x
(x0, y0) =
∂v
∂y
(x0, y0)− i∂u
∂y
(x0, y0). (2.2)
1Alguns autores preferem definir func¸a˜o anal´ıtica como func¸a˜o diferencia´vel. Optamos aqui
pela definic¸a˜o de Weierstrass, identificando o conceito de analiticidade com a existeˆncia de repre-
sentac¸o˜es em se´ries de poteˆncias.
2Supomos, para simplificar a apresentac¸a˜o do resultado, que f e´ de classe C 1, isto e´, as func¸o˜es
componentes u e v sa˜o de classe C 1. Ha´ va´rios resultados relativos a hipo´teses mais fracas, mas
que saem do aˆmbito deste trabalho.
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A partir de agora e sempre que na˜o haja lugar a equ´ıvocos, usaremos a notac¸a˜o
simplificada ∂g
∂x
para designar ∂g
∂x
(x, y). Quando g e´ uma func¸a˜o complexa, g pode
ser vista como uma func¸a˜o de R2 em R2 que a cada par (x, y) faz corresponder
g(x, y), sendo por isso va´lidas as regras do ca´lculo.
Observac¸a˜o 2.1. As equac¸o˜es de Cauchy-Riemann (2.1) podem ser escritas na
forma complexa
∂f
∂x
+ i
∂f
∂y
= 0, (2.3)
uma vez que
∂f
∂x
=
∂u
∂x
+ i
∂v
∂x
e i
∂f
∂y
= i
∂u
∂y
− ∂v
∂y
.
Observac¸a˜o 2.2. Introduzindo os operadores3
∂
∂z
=
1
2
( ∂
∂x
− i ∂
∂y
)
e
∂
∂z¯
=
1
2
( ∂
∂x
+ i
∂
∂y
)
,
e usando (2.3), as equac¸o˜es de Cauchy-Riemann (2.1) podem tambe´m ser escritas
como
∂f
∂z¯
= 0 (2.4)
e a derivada (2.2) como
f ′(z0) =
∂f
∂z
(z0). (2.5)
As equac¸o˜es de Cauchy-Riemann, na forma (2.4), evidenciam o facto de que uma
func¸a˜o holomorfa f e´ independente da varia´vel z¯.
A pergunta natural que se coloca neste momento e´ a de saber se os treˆs conceitos
equivalentes apresentados no teorema anterior podem ser reformulados no contexto
quaternio´nico e, em caso afirmativo, se a equivaleˆncia de conceitos continua a ser
uma realidade.
Tentaremos ao longo das secc¸o˜es seguintes responder a estas questo˜es, conside-
rando separadamente cada uma das treˆs abordagens referidas: a de Cauchy, a de
Weierstrass e a de Cauchy-Riemann.
3Estes operadores sa˜o conhecidos como operadores ou derivadas de Wirtinger. Podem ser
obtidos considerando f como func¸a˜o de z e z¯ e notando que x = (z + z¯)/2 e y = (z − z¯)/2i.
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2.2 A abordagem de Cauchy
Iniciamos nesta secc¸a˜o o estudo das func¸o˜es quaternio´nicas, ou seja, das func¸o˜es
que assumem valores em H. Mais concretamente, consideramos ao longo deste
trabalho, func¸o˜es f definidas em domı´nios Ω de R4 da forma
f(x) = f0(x) + f1(x)e1 + f2(x)e2 + f3(x)e3, x ∈ Ω,
onde f0, f1, f2, f3 sa˜o func¸o˜es reais.
A continuidade destas func¸o˜es e´ obtida impondo, tal como no caso complexo,
a continuidade das func¸o˜es componentes reais fi. Ja´ a generalizac¸a˜o do conceito
cla´ssico de derivada e diferenciabilidade de uma func¸a˜o complexa para func¸o˜es qua-
ternio´nicas levanta uma se´rie de dificuldades que abordamos com algum pormenor
ao longo deste cap´ıtulo.
A a´lgebra dos quaternio˜es e´ uma a´lgebra de divisa˜o tal como C e R. Desta forma,
a diferenciac¸a˜o poderia tambe´m ser introduzida atrave´s dos limites
lim
h→0
[f(x+ h)− f(x)]h−1 ou lim
h→0
h−1[f(x+ h)− f(x)], (2.6)
com h ∈ H, e chamando func¸o˜es H-diferencia´veis a todas as func¸o˜es para as quais
tais limites existem e coincidem. Infelizmente (ou na˜o!), esta noc¸a˜o cla´ssica de
diferenciabilidade e´ poss´ıvel apenas em casos triviais.
Os primeiros autores que investigaram exaustivamente a existeˆncia de (2.6) para
func¸o˜es quaternio´nicas foram N. M. Krylov, em 1947, ([20]) e o seu disc´ıpulo A. S.
Mejlikhzhon, em 1948, ([25]).
Teorema 2.2. (Krylov, Mejlikzhon)
Seja f ∈ C 1(Ω) uma func¸a˜o definida em Ω com valores em H. Se o limite
lim
h→0
h−1[f(x+ h)− f(x)] (2.7)
existe para todos os pontos x ∈ Ω, enta˜o a func¸a˜o f tem a forma
f(x) = a+ xb a, b ∈ H.
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Analogamente, o limite
lim
h→0
[f(x+ h)− f(x)]h−1 (2.8)
existe para todos os pontos x ∈ Ω, para func¸o˜es f da forma
f(x) = a+ bx a, b ∈ H.
Os resultados de Krylov permaneceram desconhecidos por muito tempo. J. Buff
[5] provou, em 1973 , que func¸o˜es do tipo f(x) = a + bx, onde b ∈ R sa˜o as u´nicas
para as quais os dois limites existem.
No mesmo ano C. A. Deavours publicou um documento [8] sobre ca´lculo quater-
nio´nico onde mencionou as expresso˜es (2.6). Ele percebeu que, neste sentido, a
func¸a˜o f(z) = z2, por exemplo, na˜o e´ uma func¸a˜o quaternio´nica diferencia´vel, facto
que o motivou a analisar a abordagem de Riemann.
Sudbery’s tambe´m tratou este problema, em [33], apresentando uma demons-
trac¸a˜o elegante dos resultados de Mejlikhzhon e de J. Buff, identificando H com C2
e usando argumentos da teoria de ana´lise complexa com duas varia´veis.
2.3 A abordagem de Weierstrass
Dado que o conceito de diferenciabilidade, segundo Cauchy, na˜o e´ uma forma
apropriada de generalizar a noc¸a˜o de func¸a˜o holomorfa, vejamos agora o que se
passa com a abordagem de Weierstrass, baseada na representac¸a˜o de uma func¸a˜o
em se´rie de poteˆncias.
Comecemos, antes de mais, por clarificar o que se podera´ entender por mono´mio
quaternio´nico. Como a multiplicac¸a˜o em H na˜o e´ comutativa, a generalizac¸a˜o dos
mono´mios complexos a func¸o˜es monomiais de uma varia´vel quaternio´nica x = x0 +
x1e1 + x2e2 + x3e3 poderia ser,
x→ a0xa1x . . . an−1xan,
com a0, a1, . . . , an ∈ H.
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Notemos que as componentes reais x0, x1, x2, x3 de x podem escrever-se como
somas de mono´mios quaternio´nicos, a saber,
x0 =
1
4
(x− e1xe1 − e2xe2 − e3xe3),
x1 =
1
4e1
(x− e1xe1 + e2xe2 + e3xe3),
x2 =
1
4e2
(x+ e1xe1 − e2xe2 + e3xe3),
x3 =
1
4e3
(x+ e1xe1 + e2xe2 − e3xe3).
(2.9)
Consequentemente, toda a func¸a˜o R-anal´ıtica em x0, x1, x2, x3 poderia tornar-
-se uma func¸a˜o quaternio´nica anal´ıtica, bastando para isso substituir as poteˆncias
de z na expansa˜o em se´rie
∑∞
n=0 cn(z − a)n, directamente pelas func¸o˜es monomiais
mencionadas em (2.9). Por outras palavras, as func¸o˜es quaternio´nicas que podem
ser representadas por se´ries de poteˆncias de mono´mios quaternio´nicos, no sentido
anteriormente introduzido, sa˜o as func¸o˜es complexas que sa˜o R-anal´ıticas. Mais
uma vez, podemos concluir que esta abordagem na˜o conduz a qualquer classe nova
de func¸o˜es.
2.4 A abordagem de Cauchy-Riemann
Como acaba´mos de observar, o conceito de func¸a˜o H-diferencia´vel leva-nos a uma
classe de func¸o˜es muito restrita, uma vez que os limites (2.6) apenas existem para
func¸o˜es lineares.
A abordagem de Weirstrass, baseada em expanso˜es em se´rie de poteˆncias conduz-
-nos a uma classe demasiado ampla, onde toda a func¸a˜o real anal´ıtica se pode
escrever como uma se´rie de poteˆncias de um quaternia˜o. Logo, na˜o sera´ tambe´m
este o caminho mais indicado.
Resta verificar se a generalizac¸a˜o das equac¸o˜es de Cauchy-Riemann podera´ con-
duzir a uma teoria de func¸o˜es quaternio´nicas holomorfas interessante.
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Foi o matema´tico su´ısso Fueter quem desenvolveu uma generalizac¸a˜o apropri-
ada das equac¸o˜es de Cauchy-Riemann para o caso quaternio´nico. As actualmente
chamadas equac¸o˜es de Cauchy-Riemann-Fueter, em homenagem ao seu inventor,
foram apresentadas em 1935 ([12], [13]), quase um se´culo depois da descoberta dos
quaternio˜es de Hamilton. No Cap´ıtulo 3 deste trabalho, referimos alguns dos im-
portantes contributos de Fueter na a´rea da ana´lise quaternio´nica.
Consideremos enta˜o uma func¸a˜o quaternio´nica f de uma varia´vel quaternio´nica
x = x0 + x1e1 + x2e2 + x3e3 definida em Ω ⊂ R4.
Definic¸a˜o 2.4. (Operador de Cauchy-Riemann generalizado)
O operador quaternio´nico
∂ :=
∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
+ e3
∂
∂x3
, (2.10)
e´ designado por operador de Cauchy-Riemann generalizado, uma vez que generaliza
o operador cla´ssico de Cauchy-Riemann
∂
∂z¯
=
1
2
(
∂
∂x
+ i
∂
∂y
)
, (2.11)
z ∈ C, (ver Observac¸a˜o 2.2).
O operador conjugado de Cauchy-Riemann generalizado
∂ :=
∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
− e3 ∂
∂x3
, (2.12)
generaliza o operador
∂
∂z
=
1
2
(
∂
∂x
− i ∂
∂y
)
. (2.13)
Devido a` na˜o comutatividade de H, a acc¸a˜o dos operadores (2.10) e (2.12) sobre
func¸o˜es f ∈ C 1(Ω) deve ser considerada a` esquerda e a` direita. Mais precisamente,
tem-se
∂f =
3∑
i=0
3∑
j=0
eiej
∂fj
∂xi
e f∂ =
3∑
i=0
3∑
j=0
ejei
∂fj
∂xi
.
Podemos agora apresentar a definic¸a˜o de Fueter de func¸o˜es regulares, actualmente
designadas por func¸o˜es monoge´nicas (cf. (2.4)).
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Definic¸a˜o 2.5. (Func¸a˜o monoge´nica)
A func¸a˜o f diz-se uma func¸a˜o monoge´nica a` esquerda se e´ soluc¸a˜o da equac¸a˜o
∂f = 0. (2.14)
Analogamente, f diz-se uma func¸a˜o monoge´nica a` direita se e´ soluc¸a˜o da equac¸a˜o
f∂ = 0. (2.15)
A func¸a˜o f diz-se uma func¸a˜o monoge´nica se e´ monoge´nica a` esquerda e a` direita.
Usando a notac¸a˜o simplificada, ∂kf =
∂f
∂xk
(x), com k = 0, 1, 2, 3, podemos
escrever (2.14) como
∂0f0 + e1∂0f1 + e2∂0f2 + e3∂0f3 + e1∂1f0 − ∂1f1 + e3∂1f2 − e2∂1f3+
+e2∂2f0 − e3∂2f1 − ∂2f2 + e1∂2f3 + e3∂3f0 + e2∂3f1 − e1∂3f2 − ∂3f3 = 0.
A equac¸a˜o anterior e´ equivalente ao sistema de equac¸o˜es
∂0f0 − ∂1f1 − ∂2f2 − ∂3f3 = 0
∂0f1 + ∂1f0 + ∂2f3 − ∂3f2 = 0
∂0f2 − ∂1f3 + ∂2f0 + ∂3f1 = 0
∂0f3 + ∂1f2 − ∂2f1 + ∂3f0 = 0
(2.16)
As equac¸o˜es (2.16) sa˜o conhecidas como equac¸o˜es de Cauchy-Riemann-
Fueter a` esquerda.
Considerando agora a acc¸a˜o a` direita do operador ∂, tem-se
∂0f0 + ∂0f1e1 + ∂0f2e2 + ∂0f3e3 + ∂1f0e1 − ∂1f1 − ∂1f2e3 + ∂1f3e2+
+∂2f0e2 + ∂2f1e3 − ∂2f2 − ∂2f3e1 + ∂3f0e3 − ∂3f1e2 + ∂3f2e1 − ∂3f3 = 0.
A equac¸a˜o anterior e´ equivalente ao sistema de equac¸o˜es
∂0f0 − ∂1f1 − ∂2f2 − ∂3f3 = 0
∂0f1 + ∂1f0 − ∂2f3 + ∂3f2 = 0
∂0f2 + ∂1f3 + ∂2f0 − ∂3f1 = 0
∂0f3 − ∂1f2 + ∂2f1 + ∂3f0 = 0
(2.17)
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As equac¸o˜es (2.17) sa˜o conhecidas como equac¸o˜es de Cauchy-Riemann-
Fueter a` direita.
De (2.16) e (2.17) resulta de imediato que uma func¸a˜o e´ monoge´nica a` esquerda
e a` direita (na literatura chamada algumas vezes bi-monoge´nica) sse

∂0f0 − ∂1f1 − ∂2f2 − ∂3f3 = 0
∂0f0 + ∂1f0 = 0
∂2f3 − ∂3f2 = 0
∂0f2 + ∂2f0 = 0
∂1f3 − ∂3f1 = 0
∂0f3 + ∂3f0 = 0
∂1f2 − ∂2f1 = 0
(2.18)
Exemplo 2.1. A func¸a˜o f(z) = z na˜o e´ monoge´nica a` direita, nem a` esquerda.
De facto, escrevendo z = x0 + x1e1 + x2e2 + x3e3, obte´m-se
∂f(z) = (∂0 + e1∂1 + e2∂2 + e3∂3)(x0 + x1e1 + x2e2 + x3e3)
= ∂0(x0 + x1e1 + x2e2 + x3e3) + e1∂1(x0 + x1e1 + x2e2 + x3e3)
+e2∂2(x0 + x1e1 + x2e2 + x3e3) + e3∂3(x0 + x1e1 + x2e2 + x3e3)
= 1− 1− 1− 1 = −2 6= 0.
Analogamente,
f(z)∂ = (x0 +x1e1 +x2e2 +x3e3)(∂0 + e1∂1 + e2∂2 + e3∂3) = 1− 1− 1− 1 = −2 6= 0.
Exemplo 2.2. As func¸o˜es4 zk = xk − x0ek, k = 1, 2, 3, sa˜o monoge´nicas a` direita
e a` esquerda. Apresentamos os ca´lculos para z1, uma vez que a situac¸a˜o e´ ana´loga
nos outros casos.
∂z1 = (∂0 + e1∂1 + e2∂2 + e3∂3)(x1 − x0e1)
= ∂0(x1 − x0e1) + e1∂1(x1 − x0e1) + e2∂2(x1 − x0e1) + e3∂3(x1 − x0e1)
= −e1 + e1 = 0
e
z1∂ = (x1 − x0e1)(∂0 + e1∂1 + e2∂2 + e3∂3)
= ∂0(x1 − x0e1) + ∂1(x1 − x0e1)e1 + ∂2(x1 − x0e1)e2 + ∂3(x1 − x0e1)e3
= −e1 + e1 = 0.
4Estas func¸o˜es sa˜o conhecidas como func¸o˜es ou varia´veis de Fueter.
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Exemplo 2.3. O produto de duas varia´veis de Fueter (distintas) na˜o e´ uma func¸a˜o
monoge´nica.
Consideremos, por exemplo, a func¸a˜o f(z) = z1z2 = (x1 − x0e1)(x2 − x0e2).
Vejamos apenas o que se passa com ∂f(z).
∂f(z) = ∂(x1x2 − x1x0e2 − x0x2e1 + x20e3)
= −x1e2 − x2e1 + 2x0e3 + e1(x2 − x0e2) + e2(x1 − x0e1)
= 2x0e3
Observac¸a˜o 2.3. Os exemplos anteriores mostram que a func¸a˜o zn, mesmo para
n = 1, na˜o e´ monoge´nica. Ale´m disso, o produto de func¸o˜es monoge´nicas, como o
apresentado no exemplo anterior, pode resultar numa func¸a˜o na˜o monoge´nica.
Exemplo 2.4. O produto sime´trico5 de duas varia´veis de Fueter (distintas) e´ uma
func¸a˜o monoge´nica.
Apresentamos os ca´lculos para z1 × z2, uma vez que a situac¸a˜o e´ ana´loga nos
outros casos. Uma vez mais, consideramos apenas a acc¸a˜o do operador a` esquerda.
De
z1 × z2 = z1z2 + z2z1
2
= x1x2 − x0x2e1 − x0x1e2,
resulta
∂(z1 × z2) = (∂0 + e1∂1 + e2∂2 + e3∂3)(x1x2 − x0x2e1 − x0x1e2)
= −x2e1 − x1e2 + x2e1 − x0e3 + x1e2 + x0e3 = 0
Apresentamos agora alguns resultados que tentam caracterizar as func¸o˜es mono-
ge´nicas em R4 e R3. Recordamos, do cap´ıtulo anterior, que um quaternia˜o x = x0 +
x1e1+x2e2+x3e3 ∈ H pode ser identificado com o elemento x = (x0, x1, x2, x3) ∈ R4.
Do mesmo modo, o paravector x = x0 + x1e1 + x2e2 ∈ PVecH pode ser identificado
com o elemento x = (x0, x1, x2) ∈ R3.
Proposic¸a˜o 2.1. Seja f uma func¸a˜o da forma
f(x) = f0(x) + f1(x)e1 + f2(x)e2, (2.19)
com x ∈ PVecH, isto e´, f : R3 → R3. Enta˜o, se f for uma func¸a˜o monoge´nica a`
esquerda, f e´ tambe´m monoge´nica a` direita.
5Define-se produto sime´trico z × w como sendo z × w = zw + wz
2
.
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Demonstrac¸a˜o. Para uma func¸a˜o da forma (2.19), as equac¸o˜es de Cauchy-Riemann-
Fueter (2.16) escrevem-se como
∂0f0 − ∂1f1 − ∂2f2 = 0
∂0f1 + ∂1f0 = 0
∂0f2 + ∂2f0 = 0
∂1f2 − ∂2f1 = 0
(2.20)
e as (2.17) como 
∂0f0 − ∂1f1 − ∂2f2 = 0
∂0f1 + ∂1f0 = 0
∂0f2 + ∂2f0 = 0
−∂1f2 + ∂2f1 = 0
(2.21)
Facilmente se conclui que, se (2.20) se verifica, isto e´, se f e´ monoge´nica a`
esquerda, enta˜o (2.21) e´ va´lido e f e´ monoge´nica a` direita.
Exemplo 2.5. A func¸a˜o f(x0 + x) = x
2
0 + x0x + x
2, onde x = x1e1 + x2e2, e´
monoge´nica a` esquerda e a` direita.
Como esta func¸a˜o e´ da forma (2.19), basta, pela proposic¸a˜o anterior, verificar
que f e´ monoge´nica a` esquerda, i.e. ∂f = 0.
∂f = ∂ (x20 + x0(x1e1 + x2e2) + (x1e1 + x2e2)
2)
= ∂0 (x
2
0 + x0(x1e1 + x2e2) + (x1e1 + x2e2)
2)
+e1∂1 (x
2
0 + x0(x1e1 + x2e2) + (x1e1 + x2e2)
2)
+e2∂2 (x
2
0 + x0(x1e1 + x2e2) + (x1e1 + x2e2)
2)
= 2x0 + x1e1 + x2e2 + e1(x0e1 − x1) + e2(x0e2 − x2)
= 2x0 − 2x0 = 0.
Proposic¸a˜o 2.2. Seja f : Ω ⊂ R3 → H uma func¸a˜o da forma
f(x) = f0(x) + f1(x)e1 + f2(x)e2 + f3(x)e3. (2.22)
Se f e´ uma func¸a˜o monoge´nica a` esquerda e a` direita e ale´m disso f(a) = 0, para
algum a ∈ Ω, enta˜o f3 ≡ 0, isto e´, f : R3 → R3.
26 2. Diferenciac¸a˜o em H
Demonstrac¸a˜o. Se f e´ uma func¸a˜o da forma (2.22), enta˜o ∂3fk = 0, k = 0, . . . , 3.
Sendo f monoge´nica a` esquerda e a` direita, enta˜o de (2.18) resulta
∂0f3 = ∂1f3 = ∂2f3 = 0,
donde se conclui que f3 e´ constante em Ω. O resultado obte´m-se, de imediato, uma
vez que f(a) = 0, para algum a ∈ Ω.
Observac¸a˜o 2.4. Se, na proposic¸a˜o anterior, considerarmos x = x0 + x1e1, enta˜o
∂kf3 = ∂kf2 = 0, k = 0, . . . , 3 e {
∂1f0 = −∂0f1
∂0f0 = ∂1f1
(2.23)
isto e´, a func¸a˜o e´ uma func¸a˜o de R2 em R2 e as condic¸o˜es (2.23) sa˜o, como seria de
esperar, as condic¸o˜es de Cauchy-Riemann em C.
Em 1948, Mejlihzon [25] e mais tarde Sudbery [33], em 1979, mostram que
a abordagem de Fueter e´ precisamente aquela que fornece uma classe de func¸o˜es
que generaliza a classe das func¸o˜es complexas holomorfas. Actualmente, a teoria
das func¸o˜es quaternio´nicas regulares, na terminologia de Fueter, ou func¸o˜es mo-
noge´nicas, na terminologia actual, conte´m resultados que recuperam (quase sem
alterac¸o˜es importantes) os principais resultados relativos a` teoria das func¸o˜es holo-
morfas complexas.
Na˜o podemos deixar de referir que, embora fora do aˆmbito do presente trabalho,
existe actualmente uma teoria das func¸o˜es monoge´nicas, baseada em abordagens
na˜o cla´ssicas dos conceitos de Cauchy e Weierstrass de func¸a˜o holomorfa (ver, por
exemplo, [24] para um enquadramento histo´rico detalhado deste problema).
2.5 A derivada de uma func¸a˜o monoge´nica
A relac¸a˜o do operador diferencial de Cauchy-Riemann (2.10) com o operador
complexo (2.11) foi ja´ evidenciada.
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Procurando manter a analogia com C e recordando (2.5) usamos, seguindo o
trabalho de Malonek em [21, 22, 24],
1
2
∂f =
1
2
(
∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
− e3 ∂
∂x3
)
f, (2.24)
como derivada hipercomplexa de uma func¸a˜o monoge´nica f e adoptamos tambe´m a
notac¸a˜o f ′ =
1
2
∂f .
Escrevendo
∂ = ∂0 + ∂x e ∂ = ∂0 − ∂x, (2.25)
onde
∂0 =
∂
∂x0
e ∂x = e1
∂
∂x1
+ e2
∂
∂x2
+ e3
∂
∂x3
, (2.26)
facilmente se conclui que, se f e´ monoge´nica, enta˜o ∂f = 2∂0f , pelo que
f ′(x) = ∂0f(x),
tal como no caso complexo (cf. (2.2)).
Exemplo 2.6. A func¸a˜o f(x0 + x) = x
2
0 + x0x+ x
2, onde x = x1e1 + x2e2, e´, como
verificamos no exemplo anterior, monoge´nica a` esquerda e a` direita. Sendo assim,
f ′(x) =
1
2
∂f(x) = ∂0f(x) = 2x0 + x = 2x0 + x1e1 + x2e2.
Terminamos este cap´ıtulo com alguns resultados necessa´rios no Cap´ıtulo 3, apre-
sentando, nomeadamente, uma Regra de Leibniz para os operadores ∂x e ∂. Por
razo˜es histo´ricas, comec¸amos por considerar o operador ∂x (ver [18]).
Teorema 2.3. Regra de Leibniz para ∂x
∂x(fg) = (∂xf)g + f(∂xg) + 2 Re(f∂x)g.
Demonstrac¸a˜o. Sejam f =
3∑
i=0
fiei e g =
3∑
j=0
gjej. O produto destas duas func¸o˜es
pode escrever-se como
fg =
3∑
i=0
3∑
j=0
figjeiej.
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Ale´m disso
∂xf =
3∑
k=1
3∑
i=0
(∂kfi)ekei e f∂x =
3∑
i=0
3∑
k=1
(fi∂k)eiek,
donde se obte´m
Re(f∂x) = −
3∑
i=1
fi∂i.
Enta˜o
∂x(fg) = ∂x
(
3∑
i=0
3∑
j=0
figjeiej
)
=
(
3∑
k=1
ek∂k
)(
3∑
i=0
3∑
j=0
figjeiej
)
=
3∑
i,j=0
3∑
k=1
∂k(figj)ekeiej
=
3∑
i,j=0
3∑
k=1
(∂kfi)gjekeiej +
3∑
i,j=0
3∑
k=1
fi(∂kgj)ekeiej.
Denotando por S1 e S2 as somas
S1 =
3∑
i,j=0
3∑
k=1
(∂kfi)gjekeiej e S2 =
3∑
i,j=0
3∑
k=1
fi(∂kgj)ekeiej,
de imediato se conclui que S1 =
3∑
i=0
3∑
k=1
(∂kfi)ekei
3∑
j=0
gjej = (∂xf)g.
Para simplificar S2 precisamos de mais alguns ca´lculos:
S2 =
3∑
j=0
3∑
k=1
(
f0(∂kgj)ekej +
3∑
i=1
fi(∂kgj)ekeiej
)
=
3∑
j=0
3∑
k=1
f0(∂kgj)ekej +
3∑
j=0
(
3∑
i,k=1
fi(∂kgj)ekei
)
ej.
Denotando agora por S3 a soma S3 =
3∑
i,k=1
fi(∂kgj)ekei resulta
S3 =
3∑
i,k=1,i 6=k
fi(∂kgj)ekei +
3∑
i=1
fi(∂igj)eiei
= −
3∑
i,k=1,i 6=k
fiei(∂kgj)ek −
3∑
i=1
fi(∂igj)
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S3 = −
[
3∑
i,k=1
fiei(∂kgj)ek −
3∑
i=1
fiei(∂igj)ei
]
−
3∑
i=1
fi(∂igj)
= −
[
3∑
i,k=1
fiei(∂kgj)ek +
3∑
i=1
fi(∂igj)
]
−
3∑
i=1
fi(∂igj)
= −
3∑
i,k=1
fiei(∂kgj)ek − 2
3∑
i=1
fi(∂igj)
Substituindo esta expressa˜o na soma S2 obte´m-se
S2 =
3∑
j=0
3∑
k=1
f0(∂kgj)ekej −
3∑
i,k=1
3∑
j=0
fiei(∂kgj)ekej − 2
3∑
i=1
3∑
j=0
fi(∂igj)ej
=
3∑
k=1
f0ek∂k
3∑
j=0
gjej −
3∑
i=1
fiei
3∑
k=1
ek∂k
3∑
j=0
gjej − 2
3∑
i=1
fi∂i
3∑
j=0
gjej
=
(
3∑
k=1
(
f0 −
3∑
i=1
fiei
)
ek∂k
)
g − 2
(
3∑
i=1
fi∂i
)
g
=
(
f
3∑
k=1
ek∂k
)
g + 2 Re(f∂x)g
= f∂xg + 2 Re (f∂x) g.
O resultado e´ agora imediato somando S1 e S2.
Observac¸a˜o 2.5. Se f (ou g) for uma func¸a˜o real,
∂x(fg) = (∂xf)g + f(∂xg).
Neste caso, sa˜o va´lidas as regras de derivac¸a˜o usual para obter ∂xf .
Corola´rio 2.1. Regra de Leibniz para ∂
∂(fg) = (∂f)g − f(∂g) + 2 Re(f∂)g.
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Demonstrac¸a˜o. Recorrendo ao resultado provado no teorema anterior temos
∂(fg) = (∂0 − ∂x)(fg) = ∂0(fg)− ∂x(fg)
= (∂0f)g + f(∂0g)−
(
(∂xf)g + f∂xg + 2 Re(f∂x)g
)
= (∂0f − ∂xf)g + f∂0g − f∂xg − 2 Re(f∂x)g
= (∂f)g + f∂0g − f∂xg − 2 Re(f∂x)g.
Calculemos
f∂0g − f∂xg = (f0 + f)∂0g − (f0 − f)∂xg = f0(∂0g − ∂xg) + f(∂0g + ∂xg)
= f0(−∂0g − ∂xg + 2∂0g) + f∂g = (−f0 − f)∂g + 2f0∂0g
= −f ∂g + 2f0∂0g.
Substituindo na expressa˜o anterior obtemos
∂(fg) = (∂f)g − f∂g + 2f0∂0g − 2 Re(f∂x)g
= (∂f)g − f(∂g) + 2 Re(f∂)g.
Observac¸a˜o 2.6. Se f e g forem func¸o˜es monoge´nicas, o resultado anterior pode
escrever-se como
∂(fg) = (∂f)g + 2 Re(f∂)g.
2.6 Considerac¸o˜es computacionais
No aˆmbito deste trabalho foram desenvolvidos quatro procedimentos em Ma-
ple que correspondem a verso˜es simplificadas e ajustadas a` notac¸a˜o adoptada, dos
procedimentos QpoD_L, QpoD_R e QpoDbar_L, QpoDbar_R da package Quat.:
QopDerivbar_L e QopDerivbar_R - operador de Cauchy-Riemann em H (acc¸a˜o
a` esquerda e a` direita, respectivamente);
QopDeriv_L e QopDeriv_R - operador conjugado de Cauchy-Riemann em H
(acc¸a˜o a` esquerda e a` direita, respectivamente).
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Em anexo apresentamos o co´digo desenvolvido. Para ilustrar a aplicac¸a˜o destes
procedimentos, retomamos alguns dos exemplos apresentados na Secc¸a˜o 2.4.
Exemplo 2.7. Consideremos uma vez mais a func¸a˜o f(x0+x1e1+x2e2+x3e3) =
x0 + x1e1 + x2e2 + x3e3. Vejamos novamente que esta func¸a˜o na˜o e´ monoge´nica,
assim como qualquer sua poteˆncia.
> f := x0+x1*qi+x2*qj+x3*qk:
> QopDerivbar_L(f);
−2
> QopDerivbar_R(f);
−2
> f2 := Qpot(f, 2);
f2 := x0 2 − x1 2 − x2 2 − x3 2 + 2 x0 x1 qi + 2 x0 x2 qj + 2 x0 x3 qk
> QopDerivbar_L(f2);
−4 x0
> evalb(QopDerivbar_R(Qpot(f, 5)) = 0);
false
Exemplo 2.8. Consideremos agora as varia´veis de Fueter z1 e z2. Vejamos, nova-
mente, que sa˜o ambas monoge´nicas, mas o seu produto na˜o o e´. Em contrapartida,
tal como ja´ mencionado, o produto sime´trico z1 × z2 e´ uma func¸a˜o monoge´nica.
> z1:=x1-x0*qi:z2:=x2-x0*qj:
> QopDerivbar_L(z1);QopDerivbar_R(z1);
0
0
> QopDerivbar_L(z2);QopDerivbar_R(z2);
0
0
> produto:=Qmult(z1,z2);
produto := x1 x2 − x0 x2 qi − x1 x0 qj + x0 2qk
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> QopDerivbar_L(produto);QopDerivbar_R(produto);
2 x0 qk
2 x0 qk
> Psimetrico:= (Qmult(z1, z2)+Qmult(z2, z1))/2;
Psimetrico := x1 x2 − x0 x2 qi − x1 x0 qj
> QopDerivbar_L(Psimetrico);QopDerivbar_R(Psimetrico);
0
0
Como as func¸o˜es sa˜o monoge´nicas podemos calcular as correspondentes deriva-
das.
> z1linha := (1/2)*QopDeriv_L(z1);
z1linha := −qi
> z2linha := (1/2)*QopDeriv_L(z2);
z2linha := −qj
> z1z2 := (1/2)*QopDeriv_L(Psimetrico);
z1z2 := −x2 qi − x1 qj
Exemplo 2.9. Pretendemos agora ilustrar que a func¸a˜o
f(x0 + x) = x
2
0 +
2
3
x0x+
1
3
x2
e´ monoge´nica. No Maple representamos x = x1e1 + x2e2 + x3e3 por a. Obtemos
com a seguinte sequeˆncia de comandos o nosso objectivo.
> a:=x1*qi+x2*qj+x3*qk:
> f:=x0^2+(2/3)*x0*a+(1/3)*Qpot(a,2);
f := x0 2 +
2
3
x0 (x1 qi + x2 qj + x3 qk)− 1
3
x1 2 − 1
3
x2 2 − 1
3
x3 2
> QopDerivbar_L(f);QopDerivbar_R(f);
0
0
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Como a func¸a˜o e´ monoge´nica, calculamos tambe´m a derivada da func¸a˜o da se-
guinte forma:
> (1/2)*QopDeriv_L(f);
2 x0 +
2
3
x1 qi +
2
3
x2 qj +
2
3
x3 qk
Logo, a derivada da func¸a˜o e´ f ′(x) = 2x0 +
2
3
x1e1 +
2
3
x2e2 +
2
3
x3e3.

Cap´ıtulo 3
Construc¸a˜o de func¸o˜es
monoge´nicas em H
Neste cap´ıtulo apresentamos te´cnicas, baseadas no trabalho de R. Fueter, para
construir func¸o˜es monoge´nicas em H, partindo do conhecimento da correspon-
dente func¸a˜o complexa holomorfa. A aplicac¸a˜o destes me´todos e´ ilustrada
atrave´s de va´rios exemplos.
3.1 Rudolf Fueter
Karl Rudolf Fueter, filho de Eduard Rudolf Fu-
eter e de Ade`le Gelzer inicia os seus estudos na
sua cidade natal antes de ir para Go¨ttingen, em
1899, estudar com Hilbert. Estuda os nu´meros
quadra´ticos e faz o seu doutoramento, supervisio-
nado por Hilbert, em 1903, com uma tese intitu-
lada “Der Klassenko¨rper der quadratischen Ko¨rper
und die komplexe Multiplikation”.
Apo´s ter obtido o seu doutoramento Fueter
viaja por diversos centros europeus dedicando-se
sempre a` actividade Matema´tica.
Karl Rudolf Fueter
(Basel 1880 - Brunnen 1950)
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Enquanto prossegue com os seus estudos, passa algum tempo em Paris, Viena
e, finalmente, em Londres. E´ enta˜o, em 1907, nomeado professor na Universidade
de Marburg e na Mining Academy em Clausthal antes de ser nomeado professor de
Matema´tica em Basel, em 1908. Nesse mesmo ano casa-se com Ame´lie von Heusinger
de quem tem uma filha.
Em 1913, deixa Basel para leccionar a disciplina de Matema´tica na Universi-
dade Te´cnica de Karlsruhe, cargo onde so´ se manteve por treˆs anos mudando-se em
seguida para a Universidade de Zurique.
A sua primeira e principal publicac¸a˜o e´ “Synthetische Zahlentheori” datada de
1917. Este trabalho e´ um sucesso, tendo sido publicado uma terceira edic¸a˜o em 1950,
ano da sua morte. Fueter faz trabalhos importantes que resume numa obra em dois
volumes “Vorlesungen u¨ber die singula¨ren Moduln und die komplexe Multiplikation
der Funktionen elliptische”. O primeiro dos dois volumes e´ publicado em 1924 e o
segundo treˆs anos mais tarde. Entre estes dois volumes publica pela primeira vez, em
1926, outra grande obra, “Das mathematische Werkzeug des Chemikers, Biologen
und Statistiker”, seguindo-se-lhe mais treˆs edic¸o˜es, a u´ltima das quais em 1947.
Fueter e´ co-fundador da Swiss Mathematical Society, que surge em 1910, tornan-
do-se o seu primeiro presidente. Tambe´m assume o cargo de reitor da Universidade
de Zurique, func¸a˜o que desempenhou entre 1920 e 1922. Como membro da Swiss
Natural Science Society, trabalha como editor de um grande projecto para publicar
as obras completas de Euler. Estabelece sempre contactos com matema´ticos de
todo o mundo tendo-lhe sido prestadas va´rias homenagens. Saliente-se que e´ tambe´m
membro correspondente do Instituto de Coimbra, desde 1924. Em 1928 cria a revista
Commentarii Mathematici Helvetici.
Fueter visita a Universidade de Coimbra, em 1932, e a Revista da Faculdade
de Cieˆncias da Universidade (volume 2, n.o 4 (1932)), publica uma nota sobre essa
visita. Ele assinala a sua vinda a Coimbra, numa agrada´vel exposic¸a˜o onde apre-
senta como refereˆncias histo´ricas os trabalhos de Hamilton sobre quaternio˜es. Assim,
faz reaparecer nessa faculdade, um tema que ja´ tinha suscitado, no passado, grande
interesse. De facto, em 1884, Augusto d’Arzilla Fonseca publicou o trabalho “Princi-
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Figura 3.1: Revista da Faculdade de Cieˆncias da Universidade de Coimbra
Figura 3.2: Principios Elementares do Calculo de Quaternio˜es
pios Elementares do Calculo de Quaternio˜es”. Apo´s a sua visita a Portugal, escreve
um artigo sobre Coimbra (Figura 3.3) onde refere com dedicac¸a˜o aspectos da vida
acade´mica e menciona Costa Lobo como o famoso astro´nomo de Coimbra.
Em 1935, em conjunto com os seus alunos, Fueter desenvolve um conceito para a
criac¸a˜o de func¸o˜es holomorfas quaternio´nicas, tendo feito importantes progressos que
foram publicados. A partir de 1940, o seu grupo inicia a construc¸a˜o de uma teoria
no estudo da A´lgebra de Clifford. Nos seus trabalhos [11], [12], [13] e [14], Fueter
formula um me´todo para “transferir” func¸o˜es complexas para func¸o˜es quaternio´nicas
como estudaremos de seguida.
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Figura 3.3: Neue Zu¨rcher Zeitung; 28./29. 12, 1932
3.2 O me´todo de Fueter
O resultado seguinte, estabelecido por Fueter em 1935 e generalizado por va´rios
autores posteriormente, representa uma ferramenta poderosa e ainda actual no que
diz respeito a` construc¸a˜o de func¸o˜es monoge´nicas.
Teorema 3.1. (Teorema de Fueter)
Consideremos uma func¸a˜o complexa holomorfa
f(x0, y) = u(x0, y) + iv(x0, y),
definida num domı´nio Ω ⊆ C+ = {x + iy : y > 0}. Seja G a func¸a˜o quaternio´nica
definida por
G(x0, x) = u(x0, |x|) + ω(x)v(x0, |x|),
onde, como habitualmente, ω = ω(x) := x|x| . A func¸a˜o F := ∆G, onde ∆ = ∂∂¯ = ∂¯∂
e´ o operador de Laplace, e´ uma func¸a˜o monoge´nica, isto e´,
∂F = ∂(∂∂¯)G = 0.
Antes de iniciarmos a demonstrac¸a˜o do Teorema de Fueter, apresentamos alguns
resultados auxiliares.
Lema 3.1. Seja x = x0 + x = x0 +ω|x| ∈ H e ∂x o operador diferencial introduzido
em (2.26). Enta˜o,
1. ∂xx = −3,
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2. ∂x|x| = ω,
3. ∂xω = − 2|x| ,
4. ∂2x|x| = −
2
|x| ,
5. ∂2xω =
2
|x|2ω,
6. ∂x
(
2
|x|2
)
= − 4|x|3ω,
7. Se r = |x| e u = u(x0, r) e´ uma func¸a˜o real, enta˜o ∂xu(x0, r) = ω∂u
∂r
(x0, r).
Demonstrac¸a˜o.
1. ∂xx = (e1∂1 + e2∂2 + e3∂3)(x1e1 + x2e2 + x3e3)
= e21∂1x1 + e
2
2∂2x2 + e
2
3∂3x3
= −3.
2. ∂x|x| = (e1∂1 + e2∂2 + e3∂3)
(√
x21 + x
2
2 + x
2
3
)
=
x1√
x21 + x
2
2 + x
2
3
e1 +
x2√
x21 + x
2
2 + x
2
3
e2 +
x3√
x21 + x
2
2 + x
2
3
e3
=
x
|x| = ω.
3. Usando a Regra de Leibniz (ver tambe´m Observac¸a˜o 2.5), obte´m-se
∂xω = ∂x
x
|x| = (∂xx)
1
|x| + x∂x
1
|x|
= − 3|x| + x
(
−∂x|x||x|2
)
= − 3|x| + x
(
− x|x||x|2
)
= − 3|x| +
1
|x|
= − 2|x| .
4. ∂2x|x| = ∂xω = −
2
|x| .
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5. ∂2xω = ∂x
(
− 2|x|
)
=
2
|x|2ω.
6. ∂x
(
2
|x|2
)
= −2∂x(|x|)
2
|x|4 = −
4|x|∂x|x|
|x|4 = −
4|x|ω
|x|4 = −
4
|x|3ω.
7. Como ∂xu = (e1∂1 + e2∂2 + e3∂3)u e
∂ku =
∂u
∂xk
=
∂u
∂r
∂r
∂xk
=
∂u
∂r
xk
|x| , k = 1, 2, 3,
enta˜o
∂xu =
∂u
∂r
x1
|x|e1 +
∂u
∂r
x2
|x|e2 +
∂u
∂r
x3
|x|e3
=
∂u
∂r
(
x1e1 + x2e2 + x3e3
|x|
)
= ω
∂u
∂r
.
Demonstrac¸a˜o do Teorema de Fueter
Dada a func¸a˜o quaternio´nica
G(x0, y) = u(x0, y) + ωv(x0, y),
com y = |x|, pretende provar-se que a func¸a˜o F = ∆G = (∂20 + ∂2x)G e´ monoge´nica.
Usando a Regra de Leibniz, podemos escrever
∂xG = ∂xu+ ∂x(ωv) = ∂xu+ (∂xω)v + ω(∂xv)
e utilizando os resultados da proposic¸a˜o anterior obtemos
∂xG = ω
∂u
∂y
− 2|x|v + ω
2∂v
∂y
.
Assim,
∂xG = −
(
2
|x|v +
∂v
∂y
)
+ ω
∂u
∂y
. (3.1)
Ale´m disso,
∂2xG = ∂x
(
− 2|x|v −
∂v
∂y
+ ω
∂u
∂y
)
= ∂x
(
− 2|x|
)
v − 2|x|∂xv − ∂x
(
∂v
∂y
)
+ (∂xω)
∂u
∂y
+ ω∂x
(
∂u
∂y
)
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e finalmente,
∂2xG = −
(
2
|x|
∂u
∂y
+
∂2u
∂y2
)
+ ω
(
2
|x|2v −
2
|x|
∂v
∂y
− ∂
2v
∂y2
)
. (3.2)
Apliquemos agora o operador de Laplace a G, i.e.
∆G = ∂20G− ∂2xG =
∂2u
∂x20
+ ω
∂2v
∂x20
− ∂2xG
=
∂2u
∂x20
+
∂2u
∂y2
+
2
|x|
∂u
∂y
+ ω
(
∂2v
∂x20
+
∂2v
∂y2
− 2|x|2v +
2
|x|
∂v
∂y
)
.
Relembremos que a func¸a˜o f(x0, y) = u(x0, y) + iv(x0, y) e´ holomorfa, logo
∂u
∂x0
=
∂v
∂y
∂u
∂y
= − ∂v
∂x0
(3.3)
donde se conclui que 
∂2u
∂x20
=
∂2v
∂x0∂y
= −∂
2u
∂y2
∂2v
∂x20
= − ∂
2u
∂y∂x0
= −∂
2u
∂y2
(3.4)
isto e´, u e v sa˜o, como e´ bem sabido, func¸o˜es harmo´nicas. Enta˜o,
∆G =
2
|x|
∂u
∂y
− ω
(
2
|x|2v −
2
|x|
∂v
∂y
)
. (3.5)
Resta agora provar que ∆G e´ uma func¸a˜o monoge´nica, isto e´, ∂(∆G) = 0 ou ainda
(∂0 + ∂x)(∆G) = 0.
Comecemos por observar que
∂0(∆G) =
2
|x|
∂2u
∂x0∂y
− ω
(
2
|x|2
∂v
∂x0
− 2|x|
∂2v
∂x0∂y
)
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e
∂x(∆G) = ∂x(U + ωV ),
onde U =
2
|x|
∂u
∂y
e V = − 2|x|2v +
2
|x|
∂v
∂y
. A expressa˜o anterior e´ equivalente a
∂x(∆G) = ∂xU + (∂xω)V + ω(∂xV ) = ∂xU − 2|x|V + ω(∂xV ). (3.6)
Como
∂xU = ∂x
(
2
|x|
∂u
∂y
)
= ∂x
(
2
|x|
)
∂u
∂y
+
2
|x|∂x
∂u
∂y
= ω
(
− 2|x|2
∂u
∂y
+
2
|x|
∂2u
∂y2
)
(3.7)
e
∂xV =∂x
(
− 2|x|2v +
2
|x|
∂v
∂y
)
=∂x
(
− 2|x|2
)
v − 2|x|2∂xv + ∂x
(
2
|x|
)
∂v
∂y
+
2
|x|∂x
∂v
∂y
=ω
(
4
|x|3v −
2
|x|2
∂v
∂y
− 2|x|2
∂v
∂y
+
2
|x|
∂2v
∂2y
)
=ω
(
4
|x|3v −
4
|x|2
∂v
∂y
+
2
|x|
∂2v
∂y2
)
, (3.8)
substituindo (3.7) e (3.8) em (3.6), obte´m-se
∂x(∆G) = ω
(
− 2|x|2
∂u
∂y
+
2
|x|
∂2u
∂y2
)
− 2|x|
(
− 2|x|2v +
2
|x|
∂v
∂y
)
−
(
4
|x|3v −
4
|x|2
∂v
∂y
+
2
|x|
∂2v
∂y2
)
.
Enta˜o,
∂x(∆G) = − 2|x|
∂2v
∂y2
+ ω
(
− 2|x|2
∂u
∂y
+
2
|x|
∂2u
∂y2
)
.
Logo,
∂(∆G) = (∂0 + ∂x)(∆G) =
2
|x|
∂2u
∂x0∂y
− ω
(
2
|x|2
∂v
∂x0
− 2|x|
∂2v
∂x0∂y
)
− 2|x|
∂2v
∂y2
+ ω
(
− 2|x|2
∂u
∂y
+
2
|x|
∂2u
∂y2
)
,
donde se conclui, finalmente, ∂(∆G) =
2
|x|
(
−∂
2v
∂x20
− ∂
2v
∂y2
)
= 0. 
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3.3 Exemplos
A ideia de Fueter para gerar func¸o˜es monoge´nicas a partir de func¸o˜es complexas
holomorfas pode ser descrita atrave´s do seguinte algoritmo:
1. Escolher uma func¸a˜o complexa holomorfa
f(x0, y) = u(x0, y) + iv(x0, y).
2. Substituir a unidade imagina´ria i por ω = ω(x) = x|x| . Note-se que sendo
ω2 = −1, ω pode ser visto como uma unidade imagina´ria varia´vel, ja´ que
depende de x.
3. Substituir y por
y(x1, x2, x3) = |x| =
√
x12 + x22 + x32.
A aplicac¸a˜o dos passos 1. a 3. permite construir uma func¸a˜o quaternio´nica
G(x0 + x) = u(x0, |x|) + ωv(x0, |x|).
A func¸a˜o quaternio´nica monoge´nica F , correspondente a f , pode obter-se aplicando
a G o operador de Laplace, i.e.,
F (x) = ∆G(x),
onde, de (3.5),
∆G(x) =
2
|x|
∂u
∂y
(x0, |x|)− ω
(
2
|x|2v(x0, |x|)−
2
|x|
∂v
∂y
(x0, |x|)
)
.
De seguida iremos construir va´rias func¸o˜es quaternio´nicas monoge´nicas partindo
da correspondente func¸a˜o complexa.
Exemplo 3.1. Consideremos a func¸a˜o polinomial complexa f(z) = z3. Esta func¸a˜o
pode escrever-se como
f(z) = f(x0, y) = (x0 + iy)
3 = x30 − 3x0y2 + i(3x20y − y3),
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ou seja,
f(x0, y) = u(x0, y) + iv(x0, y),
onde
u(x0, y) = x
3
0 − 3x0y2 e v(x0, y) = 3x20y − y3.
Como
∂u
∂y
(x0, y) = −6x0y e ∂v
∂y
(x0, y) = 3x
2
0 − 3y2,
tem-se que
∆G(x0 + x) =
2
|x|(−6x0|x|)− ω
(
2
|x|2 (3x
2
0|x| − |x|3)−
2
|x|(3x
2
0 − 3|x|2)
)
= −12x0 − 4ω|x|.
A func¸a˜o quaternio´nica que se obte´m aplicando o operador de Laplace a` func¸a˜o
G e´ a seguinte func¸a˜o monoge´nica:
F (x0 + x) = ∆G(x0 + x) = −12x0 − 4x.
A generalizac¸a˜o deste procedimento para poteˆncias de grau n pode tambe´m ser
feita.
Exemplo 3.2. Consideremos a func¸a˜o polinomial f(z) = zn. Como
(x0 + iy)
n =
n∑
s=0
(
n
s
)
xn−s0 (iy)
s
=
[n
2
]∑
m=0
(
n
2m
)
xn−2m0 (iy)
2m +
[n−1
2
]∑
m=0
(
n
2m+1
)
xn−2m−10 (iy)
2m+1
=
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0 y2m + i
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 y2m+1,
as func¸o˜es u e v sa˜o, neste caso,
u(x0, y) =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0 y2m
3. Construc¸a˜o de func¸o˜es monoge´nicas em H 45
e
v(x0, y) =
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 y2m+1.
Logo,
∂u
∂y
(x0, y) =
[n
2
]∑
m=1
(
n
2m
)
(−1)mxn−2m0 2my2m−1
e
∂v
∂y
(x0, y) =
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 (2m+ 1)y2m.
Enta˜o
2
|x|
∂u
∂y
(x0, |x|) = 4
[n
2
]∑
m=1
(
n
2m
)
(−1)mmxn−2m0 |x|2m−2
e
− 2|x|2v(x0, |x|) +
2
|x|
∂v
∂y
(x0, |x|) = −2
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 |x|2m−1
+2
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 (2m+ 1)|x|2m−1
= 4
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mmxn−2m−10 |x|2m−1.
Assim, a func¸a˜o monoge´nica correspondente a`s poteˆncias complexas de ordem
n, tem como parte imagina´ria
V (x0, |x|) = 4
[n−1
2
]∑
m=1
(
n
2m+1
)
(−1)mmxn−2m−10 |x|2m−1
e como parte real
U(x0, |x|) = 4
[n
2
]∑
m=1
(
n
2m
)
(−1)mmxn−2m0 |x|2m−2.
Observac¸a˜o 3.1. Notemos que, se n = 3, enta˜o
U(x0, |x|) = 4
1∑
m=1
(
3
2m
)
(−1)mmx3−2m0 |x|2m−2 = −12x0
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e
V (x0, |x|) = 4
1∑
m=1
(
3
2m+1
)
(−1)mmx3−2m−10 |x|2m−1 = −4|x|,
obtendo-se como seria de esperar,
F := ∆G = −12x0 − 4|x|ω(x) = −12x0 − 4x,
(cf. Exemplo 3.1).
Exemplo 3.3. Consideremos a func¸a˜o complexa f(z) =
1
z
. Como
f(z) = f(x0, y) =
1
x0 + iy
=
x0
x20 + y
2
− i y
x20 + y
2
,
conclui-se que
u(x0, y) =
x0
x20 + y
2
e v(x0, y) = − y
x20 + y
2
.
Assim
∂u
∂y
(x0, y) = − 2yx0
(x20 + y
2)2
e
∂v
∂y
(x0, y) = − x
2
0 − y2
(x20 + y
2)2
.
Logo,
∆G(x0 + x) =
2
|x|
( −2|x|x0
(x20 + |x|2)2
)
− ω
(
2
|x|2
(
− |x|
x20 + |x|2
)
− 2|x|
(
− x
2
0 − |x|2
(x20 + |x|2)2
))
= − 4x0
(x20 + |x|2)2
− ω
(
− 2|x|(x20 + |x|2)
+
2x20 − 2|x|2
|x|(x20 + |x|2)2
)
= − 4x0
(x20 + |x|2)2
− ω
(−2x20 − 2|x|2 + 2x20 − 2|x|2
|x|(x20 + |x|2)2
)
= −4x0|x|2 +
x
|x|
4|x|
|x|2 = −
4
|x|2 (x0 − x) = −
4x
|x|2 .
3.4 Uma variante do me´todo de Fueter
O me´todo de Fueter para gerar func¸o˜es monoge´nicas serviu de inspirac¸a˜o a va´rios
autores que conseguiram obter variantes deste me´todo, assim como generalizac¸o˜es
3. Construc¸a˜o de func¸o˜es monoge´nicas em H 47
para dimenso˜es superiores a 4. Ainda em R4, uma ideia muito simples foi apresen-
tada em [10], a qual pode facilmente ser usada, com um menor esforc¸o computacio-
nal, para produzir func¸o˜es monoge´nicas em H.
Teorema 3.2. Seja f(x0, y) = u(x0, y) + iv(x0, y) uma func¸a˜o complexa holomorfa
definida num domı´nio G ⊆ C. Designemos por F a func¸a˜o obtida de f substituindo:
1. a unidade imagina´ria i por i = i1e1 + i2e2 + i3e3 com
i2 = −1⇔ i21 + i22 + i23 = 1
2. Substituir y por y = i1x1 + i2x2 + i3x3 + c, com c constante real, isto e´,
F (x0, y) = u(x0,y) + iv(x0,y).
Enta˜o, ∂F = F∂ = 0, ou seja, F e´ uma func¸a˜o monoge´nica.
Demonstrac¸a˜o. De definic¸a˜o de y resulta que
∂xy = (e1∂1 + e2∂2 + e3∂3)(i1x1 + i2x2 + i3x3 + c) = i1e1 + i2e2 + i3e3 = i.
Por outro lado, se f(x0, y) = u(x0, y) + iv(x0, y) e´ uma func¸a˜o holomorfa, enta˜o
∂xu(x0,y) = ∂xy
∂u
∂y
(x0,y) = i
∂u
∂y
(x0,y) = −i ∂v
∂x0
(x0,y) = −i∂0v(x0,y)
e
∂xv(x0,y) = ∂xy
∂v
∂y
(x0,y) = i
∂v
∂y
(x0,y) = i
∂u
∂x0
(x0,y) = i∂0u(x0,y).
Enta˜o
∂F = (∂0 + ∂x) (u(x0,y) + iv(x0,y))
= ∂0u(x0,y) + i∂0v(x0,y) + ∂xu(x0,y) + i∂xv(x0,y)
= ∂0u(x0,y) + i∂0v(x0,y)− i∂0v(x0,y) + i2∂0u(x0,y) = 0.
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Observac¸a˜o 3.2. Uma escolha poss´ıvel para i e y e´ fazer i1 = i2 = i3 =
1√
3
e
c = 0. Neste caso a func¸a˜o quaternio´nica monoge´nica que se obte´m e´
F (x) = u
(
x0,
x1+x2+x3√
3
)
+ e1+e2+e3√
3
v
(
x0,
x1+x2+x3√
3
)
. (3.9)
Exemplo 3.4. Consideremos a func¸a˜o polinomial complexa f(z) = z3. Aplicando
(3.9) a
f(z) = z3 = x30 − 3x0y2 + i(3x20y − y3),
obte´m-se
F (x) = x30 − 3x0
(
x1+x2+x3√
3
)2
+ e1+e2+e3√
3
(
3x20
x1+x2+x3√
3
− (x1+x2+x3)3
3
√
3
)
,
isto e´,
F (x) = x30 − x0(x1 + x2 + x3)2
+ (e1 + e2 + e3)
(
x20(x1 + x2 + x3)− 19(x1 + x2 + x3)3
)
.
Facilmente se verifica que ∂¯F = 0 logo, tal como seria de esperar, F e´ monoge´nica.
Exemplo 3.5. Consideremos a func¸a˜o polinomial complexa f(z) = zn. Recordando
o Exemplo 3.2, como
u(x0, y) =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0 y2m
e
v(x0, y) =
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 y2m+1,
obte´m-se
U(x0,y) =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0
(
x1+x2+x3√
3
)2m
e
V (x0,y) =
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10
(
x1+x2+x3√
3
)2m+1
.
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Logo
F (x) =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0
(
x1+x2+x3√
3
)2m
+ e1+e2+e3√
3
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10
(
x1+x2+x3√
3
)2m+1
,
isto e´,
F (x) =
[n
2
]∑
m=0
(
n
2m
)
(−3)−mxn−2m0 r2m
+ 1
3
(e1 + e2 + e3)
[n−1
2
]∑
m=0
(
n
2m+1
)
(−3)−mxn−2m−10 r2m+1,
onde r = x1 + x2 + x3.
3.5 Considerac¸o˜es computacionais
A aplicac¸a˜o do teorema de Fueter pode ser facilmente implementada no Ma-
ple. Os exemplos que atra´s considera´mos podem ser confirmados atrave´s de
comandos simples. Por exemplo, podemos reproduzir os resultados do Exem-
plo 3.1, comec¸ando por definir:
> x:=x0+x1*qi+x2*qj+x3*qk; a:=Qvec(x); b:=Qnorm(Qvec(x));
x := x0 + x1 qi + x2 qj + x3 qk
a := x1 qi + x2 qj + x3 qk
b :=
√
x1 2 + x2 2 + x3 2
A func¸a˜o G correspondente e´ (cf. Exemplo 3.1)
> G:=x0^3-3*x0*b^2+a*(3*x0^2-b^2):
> G:=collect(simplify(G),{qi,qj,qk});
(3 x3 x0 2 − x3 x1 2 − x3 x2 2 − x3 3) qk + (3 x2 x0 2 − x2 x1 2 − x2 3 − x2 x3 2) qj
+ (3 x1 x0 2 − x1 3 − x1 x2 2 − x1 x3 2) qi + x0 3 − 3 x0 x1 2 − 3 x0 x2 2 − 3 x0 x3 2
Aplicamos o operador e verificamos que a func¸a˜o na˜o e´ monoge´nica.
50 3. Construc¸a˜o de func¸o˜es monoge´nicas em H
> QopDerivbar_L(G);# G n~ao e´ monoge´nica
−6 x0 2 + 2 x1 2 + 2 x2 2 + 2 x3 2
A construc¸a˜o da func¸a˜o F passa pela aplicac¸a˜o do operador de Laplace a` func¸a˜o
G. Para este efeito, implementamos o procedimento Laplace que apresentamos em
anexo.
> F:=Laplace(G);
F := −12 x0 − 4 x1 qi − 4 x2 qj − 4 x3 qk
> QopDerivbar_L(F);# F e´ monoge´nica
0
Podemos deste modo concluir que a func¸a˜o e´ monoge´nica.
Numa segunda fase escrevemos um procedimento para obter de forma automa´tica
a func¸a˜o monoge´nica em H correspondente a uma dada func¸a˜o holomorfa em C. Este
procedimento tem especial utilidade no cap´ıtulo seguinte e e´ tambe´m apresentado
em anexo. Fueter tem como paraˆmetro de entrada uma func¸a˜o funcao complexa
de varia´vel complexa z.
Exemplo 3.6. Consideremos a aplicac¸a˜o do procedimento Fueter a` func¸a˜o com-
plexa f(z) = z3 (cf. Exemplo 3.1).
> Fueter(z^3);
−12 x0 − 4 x1 qi − 4 x2 qj − 4 x3 qk
Escrevemos tambe´m um procedimento para a variante do me´todo de Fueter que
tambe´m apresentamos em anexo e ilustramos com um exemplo.
Exemplo 3.7. Consideremos a func¸a˜o polinomial complexa f(z) = z. Aplicando
o procedimento varianteFueter e escolhendo i1 =
1√
3
, i2 =
1√
3
, i3 =
1√
3
e c = 0
(ver Observac¸a˜o 3.2), obtemos
> i1:=1/sqrt(3):i2:=1/sqrt(3):i3:=1/sqrt(3):
> collect(varianteFueter(z, i1, i2,i3,0), {qi, qj, qk});
(
1
3
x1 +
1
3
x2 +
1
3
x3 ) qi + (
1
3
x1 +
1
3
x2 +
1
3
x3 ) qj + (
1
3
x1 +
1
3
x2 +
1
3
x3 ) qk + x0
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Outra escolha poss´ıvel para i e´ fazer i1 =
1√
2
, i2 =
1√
3
e i3 =
1√
6
. Esta escolha
resulta na func¸a˜o:
> i1:=1/sqrt(2):i2:=1/sqrt(3):i3:=1/sqrt(6):
> collect(varianteFueter(z, i1, i2,i3,0), {qi, qj, qk});
(
1
6
√
2 x2
√
3 +
1
6
x3
√
3 +
1
2
x1 ) qi + (
1
6
√
3 x1
√
2 +
1
3
x2 +
1
6
x3
√
2) qj
+ (
1
6
x3 +
1
6
√
2 x2 +
1
6
√
3 x1 ) qk + x0
Finalmente, mostramos ainda uma terceira escolha, a qual produz uma func¸a˜o
em R3.
> i1:=1/sqrt(2):i2:=1/sqrt(2):i3:=0:
> collect(varianteFueter(z, i1, i2,i3,0), {qi, qj, qk});
(
1
2
x1 +
1
2
x2 ) qi + (
1
2
x1 +
1
2
x2 ) qj + x0

Cap´ıtulo 4
Func¸o˜es elementares em H
Neste cap´ıtulo apresentamos propostas de func¸o˜es elementares em H. Tendo
como motivac¸a˜o as propriedades das func¸o˜es elementares complexas, cons-
tru´ımos, usando diferentes te´cnicas, func¸o˜es elementares quaternio´nicas. As
func¸o˜es obtidas preservam, num certo sentido, certas propriedades das corres-
pondentes func¸o˜es complexas.
4.1 Recordando C
Como motivac¸a˜o para o estudo que vamos fazer neste cap´ıtulo, recordamos as
definic¸o˜es e principais propriedades da func¸a˜o exponencial e das func¸o˜es trigono-
me´tricas e hiperbo´licas em C.
Comec¸amos por examinar a func¸a˜o exponencial, definida pela sua se´rie de poteˆn-
cias, definindo posteriormente as outras func¸o˜es elementares em termos da func¸a˜o
exponencial. Sendo esta uma abordagem cla´ssica seguida por va´rios livros ba´sicos
de ana´lise complexa, optamos por seguir de perto o livro [15].
Definic¸a˜o 4.1. (Func¸a˜o Exponencial)
Para todo z ∈ C a func¸a˜o exponencial define-se atrave´s da se´rie de poteˆncias
ez = exp(z) :=
∞∑
n=0
zn
n!
. (4.1)
Esta se´rie tem raio de convergeˆncia R = +∞.
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Proposic¸a˜o 4.1. (Propriedades da Func¸a˜o Exponencial)
1. A func¸a˜o exponencial e´ holomorfa em C e (ez)′ = ez.
2. ∀z, ξ ∈ C, ez+ξ = ezeξ.
3. ∀z ∈ C, ez = ez.
4. ∀x, y ∈ R, |ex+iy| = ex ≤ e|x|.
5. ∀z ∈ C, ez+2pii = ez.
6. ∀z ∈ C, ez = lim
n→∞
(
1 +
z
n
)n
.
Definic¸a˜o 4.2. (Func¸o˜es Trigonome´tricas)
As func¸o˜es cosseno e seno sa˜o definidas por
cos z :=
eiz + e−iz
2
e sen z :=
eiz − e−iz
2i
.
Proposic¸a˜o 4.2. (Propriedades das Func¸o˜es Trigonome´tricas)
1. Para x ∈ R, tem-se cosx = Re eix, senx = Im eix e portanto
eix = cosx+ i senx,
(Fo´rmula de Euler).
2. As representac¸o˜es em se´rie de poteˆncias das func¸o˜es cos z e sen z sa˜o, respec-
tivamente,
cos z =
∞∑
n=0
(−1)n z
2n
(2n)!
e sen z =
∞∑
n=0
(−1)n z
2n+1
(2n+ 1)!
.
A func¸a˜o cosseno e´ par e a func¸a˜o seno e´ ı´mpar, isto e´, cos(−z) = cos z,
sen(−z) = − sen z,∀z ∈ C.
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3. Para z, z1, z2 ∈ C, sa˜o va´lidas as fo´rmulas:
cos(z1 ± z2) = cos z1 cos z2 ∓ sen z1 sen z2,
sen(z1 ± z2) = sen z1 cos z2 ± cos z1 sen z2,
cos2 z + sen2 z = 1.
4. As func¸o˜es cosseno e seno sa˜o holomorfas em C, com
cos′ z = − sen z e sen′ z = cos z.
5. Para qualquer z ∈ C, tem-se
cos(z + 2pi) = cos z e sen(z + 2pi) = sen z.
6. Os zeros de cos z sa˜o os nu´meros reais zn =
pi
2
+ npi, n ∈ Z. Os zeros de sen z
sa˜o os nu´meros reais zm = mpi,m ∈ Z.
Definic¸a˜o 4.3. (Func¸o˜es Hiperbo´licas)
As func¸o˜es cosseno hiperbo´lico e seno hiperbo´lico sa˜o definidas por
cosh z :=
ez + e−z
2
e senh z :=
ez − e−z
2
.
Proposic¸a˜o 4.3. (Propriedades das Func¸o˜es Hiperbo´licas)
1. As representac¸o˜es em se´rie de poteˆncias das func¸o˜es hiperbo´licas cosh z e
senh z sa˜o, respectivamente,
cosh z =
∞∑
n=0
z2n
(2n)!
e senh z =
∞∑
n=0
z2n+1
(2n+ 1)!
.
A func¸a˜o cosseno hiperbo´lico e´ par e func¸a˜o seno hiperbo´lico e´ ı´mpar, isto e´,
cosh(−z) = cosh z, senh(−z) = − senh z,∀z ∈ C.
2. Para z, z1, z2 ∈ C, sa˜o va´lidas as fo´rmulas:
cosh(z1 ± z2) = cosh z1 cosh z2 ± senh z1 senh z2,
senh(z1 ± z2) = senh z1 cosh z2 ± cosh z1 senh z2,
cosh2 z − senh2 z = 1.
56 4. Func¸o˜es elementares em H
3. As func¸o˜es cosseno hiperbo´lico e seno hiperbo´lico sa˜o holomorfas em C, satis-
fazendo
cosh′ z = senh z e senh′ z = cosh z.
4. O cosseno hiperbo´lico e o seno hiperbo´lico sa˜o func¸o˜es perio´dicas com per´ıodo
2pii. Ale´m disso, temos as relac¸o˜es
cos z = cosh iz, sen z = −i senh iz,
cosh z = cos iz, senh z = −i sen iz,
cos z = cosx cosh y − i senx sen y,
sen z = senx cosh y + i cosx senh y,
com x = Re z, y = Im z.
5. O cosh z tem zeros izn e o senh z anula-se em izm.
Terminamos esta secc¸a˜o salientando os aspectos geome´tricos das func¸o˜es elemen-
tares complexas. A apreensa˜o geome´trica dos efeitos de uma func¸a˜o complexa de
varia´vel complexa pode ser conseguida de diversos modos. Para visualizar o efeito de
func¸o˜es complexas podem usar-se me´todos semelhantes aos adoptados para func¸o˜es
reais de varia´veis reais, nomeadamente: imagens de curvas no domı´nio, gra´ficos
(das partes reais e imagina´rias, por exemplo), conjuntos de n´ıvel (das partes reais
e imagina´rias). Usamos aqui e no restante trabalho duas formas populares de vi-
sualizac¸a˜o de func¸o˜es complexas. A primeira consiste em considerar f como uma
transformac¸a˜o de uma regia˜o D numa regia˜o D∗. Para o efeito considera-se uma
grelha (cartesiana ou polar) em D e representa-se a imagem dessa grelha pela trans-
formac¸a˜o z 7→ f(z). Outra possibilidade que apresentamos consiste em considerar
gra´ficos R2 → R atendendo a alguma propriedade real de f , por exemplo, Re f(z),
Im f(z) ou |f(z)|.
Nas figuras seguintes apresentamos geometricamente as func¸o˜es exponencial, cos-
seno e cosseno hiperbo´lico.
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Figura 4.1: Func¸a˜o exponencial complexa - 2D
Figura 4.2: Func¸a˜o exponencial complexa - 3D
Figura 4.3: Func¸a˜o cosseno complexo - 2D
58 4. Func¸o˜es elementares em H
Figura 4.4: Func¸a˜o cosseno complexo - 3D
Figura 4.5: Func¸a˜o cosseno hiperbo´lico complexo - 2D
Figura 4.6: Func¸a˜o cosseno hiperbo´lico complexo - 3D
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4.2 Func¸o˜es elementares na˜o monoge´nicas
Neste cap´ıtulo, tal como ja´ foi referido, apresentamos propostas de func¸o˜es ele-
mentares. Usamos a designac¸a˜o de propostas, uma vez que contrariamente ao caso
real e complexo, na˜o ha´ uma u´nica definic¸a˜o, por exemplo, de func¸a˜o exponencial em
H. Parece natural e razoa´vel na˜o esperar ser poss´ıvel generalizar a func¸a˜o exponen-
cial de forma a preservar todas as propriedades da func¸a˜o exponencial complexa.
Dependendo da abordagem usada, algumas das propriedades manteˆm-se, outras
na˜o. Reciprocamente, as propriedades que pretendemos manter conduzem, ou po-
dem conduzir, a me´todos de construc¸a˜o destas func¸o˜es. Usamos notac¸o˜es diferentes
para reflectir e distinguir as diferentes definic¸o˜es usadas.
Nesta secc¸a˜o tentamos seguir uma abordagem ana´loga a` que apresentamos para
o caso complexo, propondo uma func¸a˜o exponencial quaternio´nica baseada na se´rie
de poteˆncias de um quaternia˜o da forma x = x0 + x = x0 + ω|x|, onde, como
habitualmente, ω = ω(x) = x|x| .
Definic¸a˜o 4.4. (Func¸a˜o Exponencial)
A func¸a˜o exponencial Expx define-se atrave´s da se´rie de poteˆncias
Expx :=
∞∑
k=0
xk
k!
. (4.2)
Analogamente ao caso complexo, esta se´rie converge absolutamente para todo x ∈ H.
Proposic¸a˜o 4.4. Se x e y sa˜o quaternio˜es tais que xy = yx, enta˜o
Exp(x+ y) = Exp xExp y.
Demonstrac¸a˜o. Se x e y comutam, enta˜o (x+ y)k =
∑k
l=0
(
k
l
)
xlyk−l, pelo que
∞∑
k=0
(x+ y)k
k!
=
∞∑
k=0
1
k!
k∑
l=0
(
k
l
)
xlyk−l.
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Utilizando o produto de Cauchy de duas se´ries, obte´m-se
∞∑
k=0
(x+ y)k
k!
=
∞∑
k=0
1
k!
k∑
l=0
k!xlyk−l
l!(k − l)! =
∞∑
k=0
k∑
l=0
xlyk−l
l!(k − l)!
=
∞∑
l=0
xl
l!
∞∑
m=0
ym
m!
= ExpxExp y.
Como x0x = xx0, obte´m-se imediatamente o seguinte corola´rio.
Corola´rio 4.1. Se x = x0 + x ∈ H, enta˜o,
Exp(x0 + x) = Exp x0 Expx.
Proposic¸a˜o 4.5. A func¸a˜o exponencial admite a representac¸a˜o:
Expx = ex0(cos |x|+ ω sen |x|).
Demonstrac¸a˜o. Comecemos por notar que, pelo resultado anterior, uma vez que
Exp(x0 + x) = e
x0 Expx, basta provar que
Expx = cos |x|+ ω sen |x|.
Mas
Expx =
∞∑
k=0
xk
k!
=
∞∑
k=0
1
k!
ωk|x|k.
Como ω2 = −1, obte´m-se ω2m = (−1)m e ω2m+1 = (−1)mω, para m ∈ Z. Separando
na expressa˜o anterior, as poteˆncias de expoente par das poteˆncias de expoente ı´mpar
e recordando a expansa˜o em se´rie de poteˆncias das func¸o˜es cosseno e seno reais,
obte´m-se enta˜o
Expx =
∞∑
l=0
(−1)l |x|
2l
(2l)!
+ ω
∞∑
l=0
(−1)l |x|
2l+1
(2l + 1)!
= cos |x|+ ω sen |x|.
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Observac¸a˜o 4.1. A comutatividade e´ uma condic¸a˜o suficiente mas na˜o necessa´ria
para validade da Proposic¸a˜o 4.4, como o seguinte exemplo comprova.
Se x = 3pie1 e y = 4pie2 enta˜o xy = 12pi
2e3 e yx = −12pi2e3. Como |x| = 3pi,
|y| = 4pi e |x+ y| = 5pi, enta˜o
Exp(x+ y) = cos 5pi +
3pie1 + 4pie2
5pi
sen 5pi = −1.
Por outro lado, como Expx = −1 e Exp y = 1, obtemos tambe´m
ExpxExp y = −1.
Observac¸a˜o 4.2. A exponencial quaternio´nica (4.2) pode obter-se da exponencial
complexa, substituindo em (4.1) o nu´mero complexo z pelo quaternia˜o x. Isto
corresponde, por outras palavras, a substituir a parte imagina´ria de z por |x| e a
unidade imagina´ria i por ω (cf. Proposic¸a˜o 4.2 e 4.6).
De forma ana´loga ao caso complexo, podem provar-se facilmente as seguintes
propriedades da func¸a˜o exponencial.
Proposic¸a˜o 4.6. (Propriedades da Func¸a˜o Exponencial (4.2))
Para qualquer quaternia˜o x = x0 + x, tem-se:
1. Expx 6= 0.
2. Exp(−x).Expx = 1.
3. Exp(kx) = (Exp x)k, k ∈ Z (Fo´rmula de Moivre).
4. Exp(ωpix) = −1.
5. |Expx| = ex0.
6. Expx = lim
m→∞
(1 + x
m
)m.
Naturalmente que a restric¸a˜o de (4.2) a C e´ coincidente com a func¸a˜o exponencial
complexa, como e´ deseja´vel. Infelizmente,
∂ Expx = −2ex0 sen |x||x| ,
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pelo que a func¸a˜o exponencial quaternio´nica apresentada nesta secc¸a˜o, na˜o e´ uma
func¸a˜o monoge´nica.
Com o aux´ılio da func¸a˜o exponencial, as func¸o˜es trigonome´tricas e hiperbo´licas
podem ser introduzidas, substituindo nas Definic¸o˜es 4.2 e 4.3, tal como aconteceu
para o caso da func¸a˜o exponencial, o nu´mero complexo z pelo quaternia˜o x e a
unidade imagina´ria i por ω.
Definic¸a˜o 4.5. (Func¸o˜es Trigonome´tricas)
As func¸o˜es cosseno e seno definem-se, para |x| 6= 0, por
Cosx :=
Exp(ωx) + Exp(−ωx)
2
e Senx := −Exp(ωx)− Exp(−ωx)
2
ω.
Proposic¸a˜o 4.7. As func¸o˜es cosseno e seno permitem as seguintes representac¸o˜es:
Cosx = Cos(x0 + ω|x|) = cosh |x| cosx0 − ω senh |x| senx0,
Senx = Sen(x0 + ω|x|) = cosh |x| senx0 + ω senh |x| cosx0.
Demonstrac¸a˜o. Como ωx = ωx0 + ωx = −|x|+ ωx0,
Exp(ωx) = e−|x| Exp(ωx0) = e−|x|(cosx0 + ω senx0).
Exp(−ωx) = e|x| Exp(−ωx0) = e|x|(cosx0 − ω senx0).
Logo,
Exp(ωx) + Exp(−ωx) = (e−|x| + e|x|) cosx0 + ω(−e|x| + e−|x|) senx0,
2 Cosx = 2 cosh |x| cosx0 − 2ω senh |x| senx0.
Analogamente se prova a outra fo´rmula.
De imediato se obte´m o seguinte resultado.
Proposic¸a˜o 4.8. As func¸o˜es Cosx e Senx admitem a representac¸a˜o,
Cosx =
∞∑
n=0
(−1)n x
2n
(2n)!
e Senx =
∞∑
n=0
(−1)n x
2n+1
(2n+ 1)!
.
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Definic¸a˜o 4.6. (Func¸o˜es Hiperbo´licas)
As func¸o˜es cosseno hiperbo´lico e seno hiperbo´lico definem-se como
Coshx :=
Expx+ Exp(−x)
2
e Senhx :=
Expx− Exp(−x)
2
.
Proposic¸a˜o 4.9. As func¸o˜es hiperbo´licas Coshx e Senhx permitem as seguintes
representac¸o˜es:
Coshx = coshx0 cos |x|+ ω senhx0 sen |x|,
Senhx = senhx0 cos |x|+ ω coshx0 sen |x|.
As proposic¸o˜es seguintes sa˜o tambe´m de demonstrac¸a˜o imediata.
Proposic¸a˜o 4.10. As func¸o˜es Coshx e Senhx admitem a representac¸a˜o,
Coshx =
∞∑
n=0
x2n
(2n)!
e Senhx =
∞∑
n=0
x2n+1
(2n+ 1)!
.
Proposic¸a˜o 4.11. (Propriedades das Func¸o˜es Trigonome´tricas e Hiperbo´licas)
Seja x ∈ H. Enta˜o,
1. Coshx = Cos(ωx).
2. Senhx = ω Sen(ωx).
3. Coshx = cos |x|.
4. Senhx = −ω sen |x|.
5. Sen(kpi + x) = ω(−1)k Senhx, (k ∈ N).
6. Cos(kpi + x) = (−1)k Senhx.
7. Sen2 x+ Cos2 x = 1.
8. Cosh2 x− Senh2 x = 1.
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Proposic¸a˜o 4.12. Seja f uma func¸a˜o complexa com uma expansa˜o em se´rie de
Taylor da forma
f(z) = f(x0 + iy) =
∞∑
k=0
akz
k, (4.3)
e seja F a seguinte func¸a˜o quaternio´nica
F (x) = F (x0 + ω|x|) =
∞∑
k=0
akx
k. (4.4)
Enta˜o
F (x0 + ω|x|) = Re
(
f(x0 + i|x|)
)
+ ω Im
(
f(x0 + i|x|)
)
. (4.5)
Demonstrac¸a˜o. O resultado e´ imediato se compararmos
zn = (x0 + iy)
n =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0 y2m + i
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 y2m+1,
(cf. Exemplo 3.2) com
xn = (x0+ω|x|)n =
[n
2
]∑
m=0
(
n
2m
)
(−1)mxn−2m0 |x|2m+ω
[n−1
2
]∑
m=0
(
n
2m+1
)
(−1)mxn−2m−10 |x|2m+1.
Observac¸a˜o 4.3. O resultado anterior indica uma forma imediata de obter func¸o˜es
quaternio´nicas a` custa de func¸o˜es complexas. Em particular, podem ser obtidas
muito facilmente outras func¸o˜es elementares. Basta para isso substituir na func¸a˜o
complexa, a varia´vel complexa z pela varia´vel quaternio´nica x e a unidade imagina´ria
i por ω. Infelizmente as func¸o˜es obtidas desta forma na˜o sa˜o monoge´nicas. Como
quando x ∈ C todas as func¸o˜es elementares obtidas desta coincidem com as func¸o˜es
elementares cla´ssicas, na˜o apresentamos a sua visualizac¸a˜o.
4.3 Func¸o˜es elementares de Fueter
Nesta secc¸a˜o aplicamos o Teorema de Fueter, apresentado na Secc¸a˜o 3.2, a va´rias
func¸o˜es elementares complexas. Na tentativa de obter func¸o˜es que preservam o maior
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nu´mero de propriedades poss´ıvel das func¸o˜es complexas que lhe da˜o origem, muitos
autores consideram factores de normalizac¸a˜o. Assim, seguindo [15], consideramos
a func¸a˜o −1
2
F que se obte´m da aplicac¸a˜o do Teorema de Fueter e na˜o F . As
correspondentes func¸o˜es elementares em H, monoge´nicas por construc¸a˜o, va˜o ser
designadas por func¸o˜es elementares de Fueter. Para cada caso, estudamos ainda as
propriedades que caracterizam estas novas func¸o˜es.
Func¸a˜o Exponencial
Consideremos a func¸a˜o exponencial complexa
f(z) = f(x0 + iy) = e
x0(cos y + i sen y).
Enta˜o, na notac¸a˜o do Teorema de Fueter,
u(x0, y) = e
x0 cos y e v(x0, y) = e
x0 sen y.
Logo,
∂u
∂y
(x0, |x|) = −ex0 sen |x| e ∂v
∂y
(x0, |x|) = ex0 cos |x|.
Assim, de (3.5) resulta
∆G(x0 + x) = e
x0
(
− 2|x| sen |x| − ω(x)
( 2
|x|2 sen |x| −
2
|x| cos |x|
))
= 2ex0
(
−sen |x||x| + ω(x)
|x| cos |x| − sen |x|
|x|2
)
.
Denotando por Exp
F
a func¸a˜o quaternio´nica normalizada que resulta da aplicac¸a˜o
do Teorema de Fueter a` func¸a˜o complexa ez, isto e´, definindo Exp
F
(x) := −1
2
∆G(x),
obte´m-se enta˜o a seguinte func¸a˜o exponencial em R4.
Definic¸a˜o 4.7. (Func¸a˜o Exponencial de Fueter)
A func¸a˜o exponencial de Fueter define-se, para |x| 6= 0, como
Exp
F
(x0 + x) = e
x0
(
sen |x|
|x| − ω(x)
|x| cos |x| − sen |x|
|x|2
)
. (4.6)
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Definindo sincx := senx
x
, (4.6) pode ser escrita de forma abreviada como
Exp
F
(x0 + x) = e
x0 (sinc |x| − ω(x) sinc′ |x|) .
Saliente-se, desde ja´ que a restric¸a˜o a C+ da func¸a˜o exponencial de Fueter (4.6) na˜o
coincide com a func¸a˜o exponencial complexa, ja´ que
Exp
F
(x0 + x1e1) = e
x0
(
senx1
x1
− e1x1 cosx1 − senx1
x21
)
6= ex0(cosx1 + i senx1).
Proposic¸a˜o 4.13. (Propriedades da Func¸a˜o Exponencial de Fueter)
Seja x = x0 + ω|x|, com |x| 6= 0. Enta˜o,
1. ∂ Exp
F
= Exp
F
∂ = 0, isto e´, Exp
F
e´ uma func¸a˜o monoge´nica.
2. Exp′
F
(λx) = λExp
F
(λx), λ ∈ R.
3. Exp
F
(x) 6= 0.
4. lim
|x|→0
Exp
F
(x) = ex0.
Demonstrac¸a˜o. A primeira propriedade e´ imediata, por construc¸a˜o. Uma vez que
Exp′
F
(λx) = ∂0 ExpF (λx) = λExpF (λx),
fica demonstrada a Propriedade 2. Para concluirmos que esta func¸a˜o exponencial
na˜o tem zeros, basta notar que (4.6) so´ se anula quando sen |x| e (|x| cos |x|−sen |x|)
sa˜o simultaneamente nulos, i.e., quando cos |x| = sen |x| = 0, o que e´ imposs´ıvel. A
u´ltima propriedade e´ imediata, atendendo a que
lim
t→0
sinc t = 1 e lim
t→0
sinc′ t = 0.
Observac¸a˜o 4.4. Em geral, a propriedade Exp
F
(x + y) = Exp
F
xExp
F
y na˜o se
verifica. Usamos o Maple para ilustrar, atrave´s de um exemplo, esta situac¸a˜o. Para
o efeito implementamos a func¸a˜o exponencial (4.6) atrave´s do procedimento ExpF
que incluimos em anexo. Se considerarmos x = pie1 e y = −pie2, obte´m-se
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> x:=Pi*qi:
> y:=-Pi*qj:
> evalf(Qmult(ExpF(x),ExpF(y)));
> evalf(ExpF(x+y));
−0.1013211836 qk
0.007846505458 qi − 0.007846505458 qj − 0.2169542942
donde se conclui que
Exp
F
xExp
F
y 6= Exp
F
(x+ y).
Considerando a restric¸a˜o da func¸a˜o exponencial de Fueter a C+, ilustramos na
Figura 4.7, as diferenc¸as entre esta func¸a˜o e a func¸a˜o exponencial complexa usual. A
Figura 4.8 permite a correspondente visualizac¸a˜o tridimensional. Em ambos os ca-
sos, a func¸a˜o exponencial foi estendida, por continuidade, a` recta |x| = 0, atendendo
a` propriedade 4. da proposic¸a˜o anterior.
Figura 4.7: Func¸a˜o exponencial de Fueter em C - 2D
Figura 4.8: Func¸a˜o exponencial de Fueter em C - 3D
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Func¸o˜es Trigonome´tricas
Func¸a˜o Cosseno
Consideremos a func¸a˜o cosseno complexo
f(z) = f(x0, y) = cos(x0 + iy) = cos x0 cosh y − i senx0 senh y
Enta˜o, na notac¸a˜o do Teorema de Fueter,
u(x0, y) = cos x0 cosh y e v(x0, y) = − senx0 senh y.
Logo,
∂u
∂y
(x0, |x|) = cos x0 senh |x| e ∂v
∂y
(x0, |x|) = − senx0 cosh |x|.
Assim,
∆G(x0 + x) = 2
(
cosx0 senh(|x|)
|x| − ω(x) senx0
− senh |x|+ |x| cosh |x|
|x|2
)
.
A func¸a˜o ∆G e´ a func¸a˜o monoge´nica que se obte´m, seguindo o me´todo proposto
por Fueter, a partir da func¸a˜o cosseno complexo. Por este motivo, denotamos por
Cos
F
a func¸a˜o quaternio´nica obtida apo´s normalizac¸a˜o, i.e. Cos
F
:= −1
2
∆G. Mais
precisamente, tem-se a seguinte definic¸a˜o.
Definic¸a˜o 4.8. (Func¸a˜o Cosseno de Fueter)
A func¸a˜o cosseno de Fueter define-se, para |x| 6= 0, como
Cos
F
(x0 + x) :=
− cosx0 senh |x|
|x| + ω(x) senx0
− senh |x|+ |x| cosh |x|
|x|2 (4.7)
Tambe´m a restric¸a˜o da func¸a˜o (4.7) a C+ na˜o coincide com a func¸a˜o cosseno
complexa. De facto,
Cos
F
(x0 + x1e1) =
− cosx0 senhx1
x1
+ e1 senx0
− senhx1 + x1 coshx1
x21
6= cos x0 coshx1 − i senx0 senhx1
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Figura 4.9: Func¸a˜o cosseno de Fueter em C - 2D
Figura 4.10: Func¸a˜o cosseno de Fueter em C - 3D
As Figuras 4.9 e 4.10, ilustram graficamente, as propriedades geome´tricas da
func¸a˜o cosseno obtida.
Func¸a˜o Seno
Consideremos a func¸a˜o seno complexo
f(z) = f(x0, y) = sen(x0 + iy) = senx0 cosh y + i cosx0 senh y
Enta˜o, na notac¸a˜o do Teorema de Fueter,
u(x0, y) = sen x0 cosh y e v(x0, y) = cos x0 senh y.
Logo,
∂u
∂y
(x0, |x|) = senx0 senh |x| e ∂v
∂y
(x0, |x|) = cos x0 cosh |x|.
Assim,
∆G(x0 + x) = 2
(
senx0 senh(|x|)
|x| − ω(x) cosx0
senh |x| − |x| cosh |x|
|x|2
)
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A func¸a˜o −1
2
∆G e´ a func¸a˜o monoge´nica normalizada que se obte´m, seguindo
o me´todo proposto por Fueter, a partir da func¸a˜o seno complexo, sendo por isso
denotando por Sen
F
e designada por seno de Fueter. Mais precisamente, tem-se a
seguinte definic¸a˜o.
Definic¸a˜o 4.9. (Func¸a˜o Seno de Fueter)
A func¸a˜o seno de Fueter define-se, para |x| 6= 0, como
Sen
F
(x0 + x) := −senx0 senh |x||x| + ω(x) cosx0
senh |x| − |x| cosh |x|
|x|2 . (4.8)
Tambe´m a restric¸a˜o da func¸a˜o seno de Fueter (4.8) a C+ na˜o coincide com a
func¸a˜o seno complexa. De facto,
Sen
F
(x0 + x1e1) = −senx0 senhx1
x1
+ e1 cosx0
senhx1 − x1 coshx1
x21
6= sen x0 coshx1 + i cosx0 senhx1
Proposic¸a˜o 4.14. (Propriedades das Func¸o˜es Trigonome´tricas)
Seja x = x0 + ω|x|, com |x| 6= 0. Enta˜o,
1. ∂ Cos
F
= Cos
F
∂ = 0, isto e´, Cos
F
e´ uma func¸a˜o monoge´nica.
2. ∂ Sen
F
= Sen
F
∂ = 0, isto e´, Sen
F
e´ uma func¸a˜o monoge´nica.
3. Cos′
F
(λx) = −λ Sen
F
(λx), λ ∈ R.
4. Sen′
F
(λx) = λCos
F
(λx), λ ∈ R.
5. Cos
F
(x0 + x) 6= 0.
6. Sen
F
(x0 + x) 6= 0.
7. A func¸a˜o Cos
F
e´ par, isto e´, Cos
F
(−x) = Cos
F
x.
8. A func¸a˜o Sen
F
e´ ı´mpar, isto e´, Sen
F
(−x) = − Sen
F
x.
9. lim
|x|→0
Cos
F
(x0 + x) = cos x0.
10. lim
|x|→0
Sen
F
(x0 + x) = senx0.
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Demonstrac¸a˜o. As Propriedades 1 e 2 sa˜o imediatas, por construc¸a˜o. As Propri-
edades 3 e 4 podem ser verificadas facilmente, bastando para isso usar as regras
de derivac¸a˜o das func¸o˜es seno e cosseno reais. Provemos agora a Propriedade 5 (a
demonstrac¸a˜o da Propriedade 6 e´ ana´loga).
Sendo |x| 6= 0, enta˜o senh |x| 6= 0 e, portanto, Cos
F
x = 0 se
cosx0 = 0 e senh |x| − |x| cosh |x| = 0,
i.e.
cosx0 = 0 e tgh |x| = |x|.
E´ um facto conhecido que a func¸a˜o real f(t) = tgh t − t so´ se anula em zero, pelo
que a equac¸a˜o Cos
F
x = 0 na˜o tem soluc¸a˜o, uma vez que estamos a supor |x| 6= 0.
As Propriedades de 7 e 8 resultam da paridade das func¸o˜es cosseno e seno reais,
respectivamente. Finalmente, como
lim
t→0
senh t
t
= 1 e lim
t→0
senh t− t cosh t
t2
= 0,
as Propriedades 9 e 10 ficam tambe´m provadas.
Das propriedades que acabamos de mostrar, destacamos naturalmente o facto de
estas func¸o˜es serem monoge´nicas. Este ganho e´ a compensac¸a˜o de se terem perdido
outras propriedades importantes das func¸o˜es trigonome´tricas, como ilustramos de
seguida, recorrendo aos procedimentos CosF e SenF (ver anexo).
Exemplo 4.1. Suponhamos que x =
pi
4
e1 e y =
pi
4
e2. Vejamos que:
1. Cos
F
(x+ y) 6= Cos
F
xCos
F
y − Sen
F
x Sen
F
y
> x:=Pi/4*qi:
> y:=Pi/4*qj:
> evalf(CosF(x+y));
−1.218679251
> evalf(Qmult(CosF(x),CosF(y))-Qmult(SenF(x),SenF(y)));
1.223293998− .07745553944 qk
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Figura 4.11: Func¸a˜o cosseno hiperbo´lico de Fueter em C - 2D
2. Sen
F
(x+ y) 6= Sen
F
xCos
F
y + Cos
F
x Sen
F
y
> evalf(SenF(x+y));
−.2955536473 qi − .2955536473 qj
> evalf(Qmult(SenF(x),CosF(y))+Qmult(CosF(x),SenF(y)));
.3078163357 qi + .3078163357 qj
3. Sen2
F
x+ Cos2
F
x 6= 1
> evalf(Qpot(SenF(x),2)+Qpot(CosF(x),2));
1.145838458
Func¸o˜es Hiperbo´licas
As func¸o˜es hiperbo´licas obteˆm-se de forma ana´loga a` descrita para as func¸o˜es
circulares. Apresentamos apenas as suas definic¸o˜es e listamos as principais proprie-
dades. Em anexo descrevem-se tambe´m os procedimentos CoshF e SinhF.
Definic¸a˜o 4.10. (Func¸a˜o Cosseno Hiperbo´lico de Fueter)
A func¸a˜o cosseno hiperbo´lico de Fueter define-se, para |x| 6= 0, como
Cosh
F
(x0 + x) :=
coshx0 sen |x|
|x| + ω(x) senhx0
sen |x| − |x| cos |x|
|x|2 . (4.9)
Definic¸a˜o 4.11. (Func¸a˜o Seno Hiperbo´lico de Fueter)
A func¸a˜o seno hiperbo´lico de Fueter define-se, para |x| 6= 0, como
Senh
F
(x0 + x) :=
senhx0 sen |x|
|x| + ω(x) coshx0
sen |x| − |x| cos |x|
|x|2 . (4.10)
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Figura 4.12: Func¸a˜o cosseno hiperbo´lico de Fueter em C - 3D
Proposic¸a˜o 4.15. (Propriedades das Func¸o˜es Hiperbo´licas)
Seja x = x0 + ω|x|, com |x| 6= 0. Enta˜o,
1. ∂ Senh
F
= Senh
F
∂ = 0, isto e´, Senh
F
e´ uma func¸a˜o monoge´nica.
2. ∂ Cosh
F
= Cosh
F
∂ = 0, isto e´, Cosh
F
e´ uma func¸a˜o monoge´nica.
3. Senh′
F
(λx) = λCosh
F
(λx), λ ∈ R.
4. Cosh′
F
(λx) = λ Senh
F
(λx), λ ∈ R.
5. Cosh
F
(x0 + x) 6= 0.
6. Senh
F
(x0 + x) 6= 0.
7. A func¸a˜o Cosh
F
e´ par, isto e´, Cosh
F
(−x) = Cosh
F
x.
8. A func¸a˜o Senh
F
e´ ı´mpar, isto e´, Senh
F
(−x) = − Senh
F
x.
9. lim
|x|→0
Cosh
F
(x0 + x) = cosh x0.
10. lim
|x|→0
Senh
F
(x0 + x) = senh x0.
Tambe´m aqui ilustramos o facto de algumas importantes propriedades na˜o serem
verificadas pelas func¸o˜es hiperbo´licas generalizadas.
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Exemplo 4.2. Suponhamos, novamente, x =
pi
4
e1 e y =
pi
4
e2.
1. Cosh
F
(x+ y) 6= Cosh
F
xCosh
F
y + Senhx Senh y.
> evalf(CoshF(x+y));
.8067004672
> evalf(Qmult(CoshF(x),CoshF(y))+Qmult(SenhF(x),SenhF(y)));
.8105694688 + .06051699393 qk
2. Senh
F
(x+ y) 6= Senh
F
xCosh
F
y + Cosh
F
x Senh
F
y.
> evalf(SenhF(x+y));
.2308922044 qi + .2308922044 qj
> evalf(Qmult(SenhF(x),CoshF(y))+Qmult(CoshF(x),SenhF(y)));
.2214796326 qi + .2214796326 qj
3. Cosh2
F
x− Senh2
F
x 6= 1.
> evalf(Qpot(SenhF(x),2)-Qpot(CoshF(x),2));
−.8710864627
Outras Func¸o˜es elementares
Aplicamos o Teorema de Fueter a outras func¸o˜es elementares, usando, para o
efeito, o procedimento Fueter (ver anexo).
Func¸a˜o Tangente
Tg
F
(x0 + x) :=
1
|x|2(cos2 x0 + cosh2 |x| − 1)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = 2 senx0 cosx0|x| senh |x| cosh |x|,
v(x0, |x|) = (cos2 x0 + cosh2 |x| − 1)(|x|+ senh |x| cosh |x|)+
−2|x| cosh2 |x| cos2 x0
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Func¸a˜o Cotangente
Cotg
F
(x0 + x) :=
1
|x|2(− cos2 x0 + cosh2 |x|)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = 2 senx0 cosx0|x| cosh |x| senh |x|,
v(x0, |x|) = |x|(cos2 x0 + cosh2 |x| − 2 cos2 x0 cosh2 |x|)+
− senh |x| cosh |x|(− cos2 x0 + cosh2 |x|)
Func¸a˜o Secante
Sec
F
(x0 + x) :=
1
|x|2(cos2 x0 + cosh2 |x| − 1)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = cos x0|x| senh |x|(− cos2 x0 + cosh2 |x|+ 1),
v(x0, |x|) = sen x0|x| cosh |x|(− cos2 x0 + cosh2 |x| − 1)+
senx0 senh |x|(cos2 x0 + cosh2 |x| − 1)
Func¸a˜o Cossecante
Csc
F
(x0 + x) :=
1
|x|2(− cosh2 x0 + cos2 |x|)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = |x| senx0 senh |x|(cosh2 |x|+ cos2 x0),
v(x0, |x|) = cos x0 senh |x|(cos2 x0 − cosh2 |x|)−
cosx0|x| cosh |x|(cos2 x0 + cosh2 |x| − 2)
Func¸a˜o Tangente Hiperbo´lica
Tgh
F
(x0 + x) :=
1
|x|2(cos2 x0 + cosh2 |x| − 1)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
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com
u(x0, |x|) = −2 senhx0 coshx0|x| cos |x| sen |x|,
v(x0, |x|) = −2|x| cos2 |x| cos2 x0 − (1− cos2 x0 − cos2 |x|)(|x|+ cos |x| sen |x|)
Func¸a˜o Cotangente Hiperbo´lica
Cotgh
F
(x0 + x) :=
1
|x|2(cosh2 x0 − cos2 |x|)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = 2 coshx0 senhx0|x| cos |x| sen |x|,
v(x0, |x|) = |x|(cos2 |x| − cosh2 x0 + 2 cos2(x0) cos2 |x|)−
sen |x| cos |x|(cosh2 x0 − cos2 |x|)
Func¸a˜o Secante Hiperbo´lica
Sech
F
(x0 + x) :=
1
|x|2(cosh2 x0 + cos2 |x| − 1)2
u(x0, |x|) + ω(x)v(x0, |x|),
com
u(x0, |x|) = cosh x0|x| sen |x|(cosh2 x0 − cos2 |x| − 1),
v(x0, |x|) = senhx0|x| cos |x|(1 + cosh2 x0 − cos2 |x|)+
senhx0 sen |x|(1− cosh2 x0 − cos2 |x|)
Func¸a˜o Cossecante Hiperbo´lica
Csch
F
(x0 + x) :=
1
|x|2(− cosh2 x0 + cos2 |x|)2
(u(x0, |x|) + ω(x)v(x0, |x|)),
com
u(x0, |x|) = senh x0|x| sen |x|(cosh2 x0 + cos2 |x|),
v(x0, |x|) = cosh x0|x| cos |x|(cosh2 x0 + cos |x| − 2)+
coshx0 sen |x|(− cos2 x0 + cos2 |x|)
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Func¸a˜o Logaritmo
Log
F
(x0 + x) :=
1
|x|2(x20 + |x|2)
(u(x0, |x|) + ω(x)v(x0, |x|))
com
u(x0, |x|) = −|x|2,
v(x0, |x|) = −|x|x0 + arctan(|x|, x0)(x20 + |x|2)
Na˜o apresentamos aqui as expresso˜es obtidas para as func¸o˜es trigonome´tricas
inversas e hiperbo´licas inversas, devido a` sua extensa˜o.
4.4 Func¸o˜es elementares obtidas pela variante do
me´todo de Fueter
Nesta secc¸a˜o aplicamos a variante do me´todo de Fueter, introduzida na Secc¸a˜o 3.4,
a`s mesmas func¸o˜es elementares complexas utilizadas na secc¸a˜o anterior e obtemos
assim as correspondentes func¸o˜es elementares em H, monoge´nicas por construc¸a˜o.
Fazemos tambe´m o estudo das propriedades que caracterizam estas novas func¸o˜es.
Func¸a˜o Exponencial
A aplicac¸a˜o da variante do me´todo de Fueter a` func¸a˜o exponencial complexa
f(z) = f(x0 + iy) = e
x0(cos y + i sen y),
corresponde a substituir na expressa˜o anterior a varia´vel y por y = x1+x2+x3√
3
e a
unidade imagina´ria i por i = e1+e2+e3√
3
, i.e.
F (x) = ex0(cosy + i seny),
obtendo desta forma uma nova definic¸a˜o de func¸a˜o exponencial em R4 que denotamos
por ExpV .
78 4. Func¸o˜es elementares em H
Definic¸a˜o 4.12. (Func¸a˜o Exponencial)
ExpV (x0 + x) = e
x0
(
cos(x1+x2+x3√
3
) + e1+e2+e3√
3
sen(x1+x2+x3√
3
)
)
(4.11)
Se notarmos que em (4.11) temos, de facto, apenas uma unidade imagina´ria i
fixa (situac¸a˜o diferente do que se passa em (4.6), onde a unidade imagina´ria ω e´
varia´vel), e´ fa´cil concluir que esta func¸a˜o exponencial goza de propriedades ana´logas
a`s da func¸a˜o exponencial complexa.
Proposic¸a˜o 4.16. (Propriedades da Func¸a˜o Exponencial (4.11))
Sejam x, y ∈ H. Enta˜o,
1. ExpV e´ uma func¸a˜o monoge´nica.
2. Exp′V (λx) = λExpV (λx), λ ∈ R.
3. ExpV x0 = e
x0 , x0 ∈ R.
4. ExpV x 6= 0.
5. ExpV (−x) ExpV x = 1.
6. ExpV x e´ perio´dica em x1, x2, x3 com per´ıodo 2
√
3pi.
7. ExpV (x+ y) = ExpV xExpV y
Proposic¸a˜o 4.17. Com a notac¸a˜o anteriormente introduzida, tem-se
ExpV (ix) = ExpV (xi) = e
−y(cosx0 + i senx0)
e
ExpV (−ix) = ExpV (−xi) = e−y(cosx0 − i senx0).
Demonstrac¸a˜o. Notemos que
ix = e1+e2+e3√
3
(x0 + x1e1 + x2e2 + x3e3)
= −x1+x2+x3√
3
+ x0−x2+x3√
3
e1 +
x0+x1−x3√
3
e2 +
x0−x1+x2√
3
e3,
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Figura 4.13: Exponenciais em C
ou seja
ix = −y +X1e1 +X2e2 +X3e3,
onde
X1 =
1√
3
(x0 − x2 + x3), X2 = 1√3(x0 + x1 − x3), X3 = 1√3(x0 − x1 + x2).
Como 1√
3
(X1 +X2 +X3) = x0, obte´m
ExpV (ix) = e
−y(cosx0 + i senx0).
As restantes propriedades mostram-se de forma ana´loga.
Naturalmente que geometricamente o efeito desta exponencial (considerada a sua
restric¸a˜o a C) e´ muito parecido com o da exponencial complexa. Na figura acima
comparamos a func¸a˜o exponencial com as duas func¸o˜es exponencial propostas neste
cap´ıtulo.
Func¸o˜es Trigonome´tricas
As func¸o˜es trigonome´tricas correspondentes a` variante de Fueter obteˆm-se fa-
cilmente, a partir das correspondentes func¸o˜es complexas. As suas propriedades
podem ser facilmente provadas atendendo a`s propriedades da func¸a˜o exponencial
(4.11), bem como a`s conhecidas propriedades das func¸o˜es cosseno e seno reais.
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Definic¸a˜o 4.13. (Func¸a˜o Cosseno)
CosV (x0 + x) = cos x0 cosh(
x1+x2+x3√
3
)− e1+e2+e3√
3
senx0 senh(
x1+x2+x3√
3
) (4.12)
Definic¸a˜o 4.14. (Func¸a˜o Seno)
SenV (x0 + x) = sen x0 cosh(
x1+x2+x3√
3
) + e1+e2+e3√
3
cosx0 senh(
x1+x2+x3√
3
) (4.13)
Proposic¸a˜o 4.18. (Propriedades das Func¸o˜es Trigonome´tricas)
Sejam x, y ∈ H. Enta˜o,
1. SenV x e CosV sa˜o func¸o˜es monoge´nicas.
2. Sen′V (λx) = λCosV (λx), λ ∈ R.
3. Cos′V (λx) = −λ SenV (λx), λ ∈ R.
4. A func¸a˜o CosV e´ par, isto e´, CosV (−x) = CosV x.
5. A func¸a˜o SenV e´ ı´mpar, isto e´, SenV (−x) = − SenV x.
6. SenV (x+ y) = SenV xCosV y + CosV x SenV y.
7. CosV (x+ y) = CosV xCosV y − SenV x SenV y.
8. Sen2V x+ Cos
2
V x = 1.
Func¸o˜es Hiperbo´licas
Definic¸a˜o 4.15. (Func¸a˜o Cosseno Hiperbo´lico)
CoshV (x0 + x) = cosh x0 cos(
x1+x2+x3√
3
) + e1+e2+e3√
3
senhx0 sen(
x1+x2+x3√
3
) (4.14)
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Definic¸a˜o 4.16. (Func¸a˜o Seno Hiperbo´lico)
SenhV (x0 + x) = senh x0 cos(
x1+x2+x3√
3
) + e1+e2+e3√
3
coshx0 sen(
x1+x2+x3√
3
) (4.15)
De demonstrac¸a˜o imediata sa˜o tambe´m as propriedades das func¸o˜es hiperbo´licas,
obtidas pela variante de Fueter.
Proposic¸a˜o 4.19. (Propriedades das Func¸o˜es Hiperbo´licas)
Sejam x, y ∈ H e i = e1+e2+e3√
3
. Enta˜o,
1. ∂ SenhV x = SenhV x∂ = 0, isto e´, SenhV x e´ monoge´nica.
2. ∂ CoshV x = CoshV x∂ = 0, isto e´, CoshV x e´ monoge´nica.
3. Senh′V x = CoshV x.
4. Cosh′V x = SenhV x.
5. SenhV (x+ y) = SenhV xCoshV y + CoshV x SenhV y.
6. CoshV (x+ y) = CoshV xCoshV y + SenhV x SenhV y.
7. Cosh2V x− Senh2V x = 1.
8. CosV (ix) = CoshV (x).
9. SenV (ix) = i SenhV (x).
4.5 Considerac¸o˜es finais
Em muitas aplicac¸o˜es pra´ticas a noc¸a˜o de func¸a˜o exponencial complexa e´ fun-
damental. Quando se pretendem generalizar problemas para dimenso˜es superiores1
surge naturalmente a necessidade de encontrar uma forma conveniente de definir
func¸a˜o exponencial (e consequentemente outras func¸o˜es elementares).
1Muitas das ideias apresentadas ao longo deste trabalho podem ser estendidas para dimenso˜es
superiores a 4, trabalhando com paravectores em Rn+1 e usando resultados no aˆmbito da chamada
Ana´lise de Clifford (ver p.e. [15]).
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Neste cap´ıtulo foram apresentadas treˆs definic¸o˜es diferentes de func¸a˜o exponen-
cial. Os me´todos usados para construir estas func¸o˜es baseiam-se, de alguma forma,
na analogia com a exponencial complexa cla´ssica. Naturalmente que seguindo ainda
nesta direcc¸a˜o seria poss´ıvel procurar outro tipo de caracterizac¸a˜o, sempre no pres-
suposto que pretendemos construir func¸o˜es monoge´nicas. Esta ideia afasta desde
ja´ a hipo´tese de se tentar procurar uma func¸a˜o gene´rica f que satisfac¸a a equac¸a˜o
funcional f(z + w) = f(z)f(w), uma vez que o conjunto de func¸o˜es monoge´nicas
na˜o e´ fechado para a multiplicac¸a˜o (ver Exemplo 2.3).
Uma outra abordagem poss´ıvel consiste em procurar uma func¸a˜o f que seja
soluc¸a˜o da equac¸a˜o diferencial f ′ = f , com f(0) = 1. Em [15] foi constru´ıda uma
func¸a˜o exponencial, tendo como motivac¸a˜o esta ideia. A func¸a˜o encontrada e´ a
seguinte:
Exp(x0 + x) = e
x0
[
cos x1√
3
cos x2√
3
cos x3√
3
− sen x1√
3
sen x2√
3
sen x3√
3
+
√
3
3
(
sen x1√
3
cos x2√
3
cos x3√
3
cos x1√
3
sen x2√
3
sen x3√
3
)
e1
+
√
3
3
(
cos x1√
3
sen x2√
3
cos x3√
3
sen x1√
3
cos x2√
3
sen x3√
3
)
e2
+
√
3
3
(
sen x1√
3
sen x2√
3
cos x3√
3
cos x1√
3
cos x2√
3
sen x3√
3
)
e3
]
.
Para terminar, apresentamos, por curiosidade, outras definic¸o˜es de func¸a˜o expo-
nencial em R4 que encontra´mos na literatura ([2], [31] e [30], respectivamente):
f1(x0 + x) = e
x1+x2+x3(cos
√
3x0 − 1√3(e1 + e2 + e3) sen
√
3x0),
f2(x0 + x) = e
x0(cosx1 + e1 senx1)(cosx2 + e2 senx2)(cosx3 + e3 senx3),
f3(x0 + x) = e
x0 [cosx1 cosx2 coshx3 + senx1 senx2 senhx3
+ (senx1 cosx2 coshx3 − cosx1 senx2 senhx3) e1
+ (cosx1 senx2 coshx3 − senx1 cosx2 senhx3) e2
+ (senx1 senx2 coshx3 + cosx1 cosx2 senx3) e3] .
Anexo - Procedimentos em Maple
Procedimentos do Cap´ıtulo 2
1. Operador de Cauchy Riemann a` esquerda
QopDerivbar_L := proc(pol::{anything})
local dfx0 , dfx1 , dfx2 , dfx3;
dfx0:=diff(pol,x0):
dfx1:=diff(pol,x1):
dfx2:=diff(pol,x2):
dfx3:=diff(pol,x3):
RETURN(collect(simplify(dfx0+Qmult(qi,dfx1)+Qmult(qj,dfx2)
+Qmult(qk,dfx3)),{qi,qj,qk}));
end proc:
2. Operador conjugado de Cauchy Riemann a` esquerda
QopDeriv_L := proc(pol::anything)
local dfx0 , dfx1 , dfx2 , dfx3;
dfx0:=diff(pol,x0):
dfx1:=diff(pol,x1):
dfx2:=diff(pol,x2):
dfx3:=diff(pol,x3):
RETURN(collect(simplify(dfx0-Qmult(qi,dfx1)-Qmult(qj,dfx2)
-Qmult(qk,dfx3)),{qi,qj,qk}));
end proc:
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3. Operador de Cauchy Riemann a` direita
QopDerivbar_R := proc(pol::{anything})
RETURN(collect(simplify(Qconj(QopDeriv_L(Qconj(pol)))),
{qi,qj,qk}));
end proc:
4. Operador conjugado de Cauchy Riemann a` direita
QopDeriv_R := proc(pol::anything)
RETURN(collect(simplify(Qconj(QopDerivbar_L(Qconj(pol)))),
{qi,qj,qk}));
end proc:
Procedimentos do Cap´ıtulo 3
1. Operador de Laplace
Laplace:=proc(pol::{anything})
local dfx0,dfx1,dfx2,dfx3:
dfx0:=diff(pol,x0$2):
dfx1:=diff(pol,x1$2):
dfx2:=diff(pol,x2$2):
dfx3:=diff(pol,x3$2):
RETURN(collect(simplify(dfx0+dfx1+dfx2+dfx3),{qi,qj,qk}));
end proc:
2. Me´todo de Fueter
Fueter:=proc(funcao)
local f,G,F,x,a,b,w:
x:=x0+x1*qi+x2*qj+x3*qk:
a:=Qvec(x):
b:=Qnorm(a);
w:=a/b;
f:=evalc(subs(z=x0+I*y,funcao)):
G:=simplify(subs({I=w,y=b},f)):
F:=Laplace(G);
RETURN(simplify(F));
end proc:
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3. Variante do me´todo de Fueter
varianteFueter:=proc(funcao,i1,i2,i3,c)
local ii,yy:
ii:=i1*qi+i2*qj+i3*qk:
yy:=x1*i1+x2*i2+x3*i3+c:
f:=evalc(subs(z=x0+I*y,funcao)):
F:=simplify(subs({I=ii,y=yy},f)):
RETURN(simplify(F));
end proc:
Procedimentos do Cap´ıtulo 4
1. Func¸a˜o exponencial de Fueter (4.6)
ExpF:=proc (x)
local x0, vetor, r, w, F:
x0:=Qsc(x):
vetor:=Qvec(x):
r:=Qnorm(vetor):
w:=vetor/r:
F:=e^x0*(sin(r)/r-w*(r*cos(r)-sin(r))/r^2):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
2. Func¸a˜o cosseno de Fueter (4.7)
CosF:=proc (x)
local x0, vetor, r, w, F:
x0:=Qsc(x):
vetor:=Qvec(x):
r:=Qnorm(vetor):
w:=vetor/r:
F:=-cos(x0)*sinh(r)/r+w*sin(x0)*(r*cosh(r)-sinh(r))/r^2:
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
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3. Func¸a˜o seno de Fueter (4.8)
SenF:=proc (x)
local x0, vetor, r, w, F:
x0:=Qsc(x):
vetor:=Qvec(x):
r:=Qnorm(vetor):
w:=vetor/r:
F:=-sin(x0)*sinh(r)/r+w*cos(x0)*(-r*cosh(r)+sinh(r))/r^2:
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
4. Func¸a˜o cosseno hiperbo´lico de Fueter (4.9)
CoshF:=proc (x)
local x0, vetor, r, w, F:
x0:=Qsc(x):
vetor:=Qvec(x):
r:=Qnorm(vetor):
w:=vetor/r:
F:=cosh(x0)*sin(r)/r+w*sinh(x0)*(-r*cos(r)+sin(r))/r^2:
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
5. Func¸a˜o seno hiperbo´lico de Fueter (4.10)
SenhF:=proc (x)
local x0, vetor, r, w, F:
x0:=Qsc(x):
vetor:=Qvec(x):
r:=Qnorm(vetor):
w:=vetor/r:
F:=sinh(x0)*sin(r)/r+w*cosh(x0)*(-r*cos(r)+sin(r))/r^2:
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
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6. Func¸a˜o Exponencial - variante de Fueter (4.11)
ExpVF:=proc (x)
local x0, y, w, F:
x0:=Qsc(x):
y:=coeff(x,qi)+coeff(x,qj)+coeff(x,qk):
w:=(qi+qj+qk)/sqrt(3):
F:=e^x0*(cos(y)+w*(sin(y))):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
7. Func¸a˜o Cosseno - variante de Fueter (4.12)
CosVF:=proc (x)
local x0, y, w, F:
x0:=Qsc(x):
y:=coeff(x,qi)+coeff(x,qj)+coeff(x,qk):
w:=(qi+qj+qk)/sqrt(3):
F:=cos(x0)*cosh(y)-w*sin(x0)*sinh(y)):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
8. Func¸a˜o Seno - variante de Fueter (4.13)
SenVF:=proc (x)
local x0, y, w, F:
x0:=Qsc(x):
y:=coeff(x,qi)+coeff(x,qj)+coeff(x,qk):
w:=(qi+qj+qk)/sqrt(3):
F:=sin(x0)*cosh(y)+w*cos(x0)*sinh(y)):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
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9. Func¸a˜o Cosseno Hiperbo´lico - variante de Fueter (4.14)
CoshVF:=proc (x)
local x0, y, w, F:
x0:=Qsc(x):
y:=coeff(x,qi)+coeff(x,qj)+coeff(x,qk):
w:=(qi+qj+qk)/sqrt(3):
F:=cosh(x0)*cos(y)+w*sinh(x0)*sin(y):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
10. Func¸a˜o Seno Hiperbo´lico - variante de Fueter (4.15)
SenhVF:=proc (x)
local x0, y, w, F:
x0:=Qsc(x):
y:=coeff(x,qi)+coeff(x,qj)+coeff(x,qk):
w:=(qi+qj+qk)/sqrt(3):
F:=sinh(x0)*cos(y)+w*cosh(x0)*sin(y):
RETURN(collect(simplify(F),{qi,qj,qk})):
end proc:
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