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The join of algebraic curves
Tadeusz Krasin´ski
28.04.2000
Abstract. An effective description of the join of algebraic curves in the complex
projective space Pn is given.
1 Introduction
Let Pn be the n-dimensional projective space over C. Denote by G(1,Pn)
the grassmannian of the all projective lines in Pn. By the Plu¨cker embedding
G(1,Pn) →֒ P(
n+1
2 )−1 the grassmannian is an algebraic subset of P(
n+1
2 )−1. For
any projective line L ⊂ Pn we will denote by [L] the corresponding point of
G(1,Pn) and for any P,Q ∈ Pn, P 6= Q, we will denote by PQ the unique pro-
jective line in Pn spanned by P and Q. Likewise, for any projective subspaces
L,K ⊂ Pn we will denote by Span(L,K) the unique projective subspace in Pn
spanned by L and K.
If X is an algebraic subset of Pn then Sing(X) is the set of singular points
of X . For P ∈ X − Sing(X) by TPX ⊂ Pn we denote the embedded tangent
space to X at P .
Let X,Y ⊂ Pn be two varieties in Pn i.e. irreducible algebraic subsets of
Pn. The definition of the join of X and Y is as follows (see [ H], p.88, [ Z], p.15,
[ FOV], Def. 1.3.5). Define the subsets of the grassmannian
J 0(X,Y ) := {[PQ] ∈ G(1,Pn) : P ∈ X,Q ∈ Y, P 6= Q},
J (X,Y ) := J 0(X,Y ) - the closure of J 0(X,Y ) in G(1,Pn)
and the corresponding subsets of the projective space
J0(X,Y ) :=
⋃
[L]∈J 0(X,Y )
L,
J(X,Y ) :=
⋃
[L]∈J (X,Y )
L.
J (X,Y ) and J(X,Y ) are algebraic subsets of G(1,Pn) and Pn, respectively.
J (X,Y ) is called the variety of lines joining X and Y , and J(X,Y ) - the join
of X and Y . In the case X = Y the set J(X,Y ) is called the secant variety of
X and is denoted by Sec(X) or X2.
If X ∩ Y = ∅ then we have J (X,Y ) = J 0(X,Y ). In the case X ∩ Y 6= ∅,
the inclusion J 0(X,Y ) ⊂ J (X,Y ) is, in general, strict. Harris in [ H] posed
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the question which additional projective lines besides those containing points
P ∈ X,Q ∈ Y, P 6= Q, are in J (X,Y )? In the paper we give a complete solution
of this problem in the case X,Y are arbitrary projective curves (in particular
for X = Y ).
The key notion in the solution is the relative tangent cone CP (X,Y ) to a
pair of algebraic or analytic sets X,Y in a given common point P ∈ X ∩ Y (in
[ FOV], S.2.5, it is denoted by LJoinP (X,Y )). It is a generalization of one of
the Whitney’s cones, precisely C5(V, P ) ([ W1], p.212, [ W3], p.211), to the case
of a pair of sets. The cone CP (X,Y ) was introduced by Achilles, Tworzewski
and Winiarski [ ATW] in the analytic case when X and Y meet at a point.
This notion was used in the new improper intersection theory in algebraic and
analytic geometry ( [ FOV], [ T], [ CKT], [ Cy]). It is easy to show (Proposition
4.1) that for varieties X,Y ⊂ Pn
J(X,Y ) = J0(X,Y ) ∪
⋃
P∈X∩Y
CP (X,Y ).
So, the question is reduced to the problem of describing of CP (X,Y ). If P is an
isolated point of intersection of two analytic curves X and Y Ciesielska in [ C]
proved that the cone CP (X,Y ) is a finite sum of two-dimensional hyperplanes.
The main result of the paper (Theorem 3.4) is an effective formula for the
relative tangent cone CP (X,Y ) in the general case X,Y are arbitrary analytic
curves and P ∈ X ∩ Y (even in the case X = Y ). This formula is expressed
in terms of local parametrizations of X and Y at P . The existence of local
parametrizations is the reason for which we lead considerations over C.
In the last section we summarize all results in Theorem 4.2 which gives a
detailed description of the join of algebraic curves.
2 Relative tangent cones to analytic sets
Since the relative tangent cone is a local notion we will lead considerations in
Cn and in the case X,Y are analytic sets. First we consider the case when the
point P is the origin i.e. P = 0. We start from the notion of the ordinary
tangent cone to an analytic set.
Let X be an analytic set in a neighbourhood U of 0 ∈ Cn such that 0 ∈ X .
The tangent cone C0(X) of X at 0 is defined to be the set of v ∈ Cn with the
property: there exist sequences (xν)ν∈N of points of X and (λν)ν∈N of complex
numbers such that
xν → 0 and λνxν → v when ν →∞.
One can find properties of the tangent cones to analytic sets in [ W2], [ W3],
[ Ch]. The tangent cone is an algebraic cone in Cn of dimension dim0X.
Let X,Y be analytic subsets of a neighbourhood U of 0 ∈ Cn such that
0 ∈ X ∩ Y . The relative tangent cone C0(X,Y ) of X and Y at 0 is defined to
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be the set of v ∈ Cn with the property: there exist sequences (xν)ν∈N of points
of X, (yν)ν∈N of points of Y and (λν)ν∈N of complex numbers such that
xν → 0, yν → 0, λν(yν − xν)→ v, when ν →∞.
Immediately from the definition we obtain:
1. C0(X,Y ) is a cone with vertex at 0.
2. If Y = {0}, then C0(X,Y ) = C0(X),
3. C0(X,Y ) = C0(Y,X),
4. C0(X,Y ) depends only on the germs of X and Y at 0,
5. C0(X1 ∪X2, Y ) = C0(X1, Y ) ∪C0(X2, Y ) if X1, X2 are analytic sets con-
taining 0.
Next two propositions are known. Since, in the sequel, we will use facts from
the proofs we give simple and elementary proofs of them in the analytic case.
We will assume in the sequel of this section that X,Y are analytic subsets of a
neighbourhood U of 0 ∈ Cn such that 0 ∈ X ∩ Y .
Proposition 2.1 ([ ATW], Property 2.9, in the case X ∩ Y = {0}). C0(X,Y )
is an algebraic cone in Cn.
Proof. By the Chow theorem it suffices to prove that C0(X,Y ) is an analytic
subset of Cn. We will apply the elementary Whitney method ( [ W1], Th. 5.1,
used there in the case X = Y ), altghough one can also use the method of
blowing-ups. Define the holomorphic functions
αjk : C
n × Cn × Cn → C, j, k = 1, ..., n,
αjk(x,y,v) :=
∣∣∣∣ yj − xj yk − xkvj vk
∣∣∣∣ ,
where x = (x1, ..., xn), y = (y1, ..., yn) and v = (v1, ..., vn).
The all functions αjk vanish if and only if x = y or v is a multiple of y− x.
Set
B := {(x,y,v) : x,y ∈U, αjk(x,y,v) = 0, j, k = 1, ..., n}.
This is an analytic subset of U × U × Cn and hence so is
B′ := B ∩ (X × Y × Cn).
The set ∆ := {(x,x) : x ∈ X ∩ Y } ⊂ U × U is also analytic. So,
B′′ := (B′ − (∆× Cn)) ∩ (U × U × Cn)
is an analytic set in U × U × Cn. Then
C′0(X,Y ) := B
′′ ∩ ({(0,0)} × Cn)
is analytic in U×U×Cn. Since v ∈ C0(X,Y ) if and only if (0,0,v) ∈ C
′
0(X,Y ),
then C0(X,Y ) is an analytic subset of C
n.
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Proposition 2.2 (cf. [ FOV], Prop. 2.5.5) dimC0(X,Y ) 6 dim0X + dim0 Y.
Proof. Since C0(X,Y ) depends only on the germs of X and Y at 0, we may
assume that dimX = dim0X and dimY = dim0 Y . Consider the analytic set
B′′ ⊂ U×U×Cn, defined in the proof of the previous Proposition. If we denote
by π the projection U × U ×Cn → U × U , then π(B′′) ⊂ X × Y and over each
point (x,y) ∈ (X × Y )−∆ we have (π|B′′)−1(x,y) = {(x,y,λ(y − x)) : λ ∈ C}
and hence dim(π|B′′)−1(x,y) = 1. Since
B′′ = (π|B′′)−1(X × Y −∆), (1)
then
dimB′′ = dimX + dimY + 1.
By the same equality (1) no irreducible component of B′′ is contained in ∆×Cn
and in particular in (0,0)× Cn. Hence
dimC′0(X,Y ) = dim(B
′′ ∩ ({(0,0)} × Cn)) 6 dimX + dimY.
Remark 2.3 If we do some additional assumptions on X and Y then the above
inequality becomes an equality. Namely in [ ATW] there was proved that if
X ∩ Y = {0} then dimC0(X,Y ) = dim0X + dim0 Y. Of course, it is no longer
true in the general case.
Before the next proposition we precise some notions concerning analytic
curves. By an analytic curve we mean an analytic set Γ of pure dimension 1 in
an open set U ⊂ Cn. For P ∈ Γ we denote by (Γ)P the germ of Γ at P and by
degP Γ - the degree of Γ at P. A parametrization of Γ at P is a holomorphic
homeomorphism Φ : K(r) → U (K(r) := {z ∈ C : |z| < r} is an open disc)
such that Φ(0) = P and Φ(K(r)) = Γ ∩ U ′ (U ′ ⊂ U is an open neighbourhood
of P ). Then any superposition Φ(tk), k ∈ N we will call a description of X at
P . It is known that any analytic curve Γ such that (Γ)P is irreducible has a
parametrization. If 0 6= Φ = (ϕ1, ..., ϕn), Φ(0) = 0, then we define
ordΦ := min(ordϕ1, ..., ordϕn).
If Φ is a parametrization of Γ at 0 then we have
deg0 Γ = ordΦ.
It is well known that if Γ is an analytic curve in a neighbourhood U of 0 ∈Cn
and Φ is its parametrization at 0 then C0(Γ) is a line Cv, where
v = lim
t→0
Φ(t)
tordΦ
.
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We will shortly denote this fact by
Φ(t)  
t→0
v.
or in more condensed form Φ(t)  v. Note that for any vector w ∈Cv, by a
slight change of parameter t → αt, α ∈ C, we get that Φ(αt)  w. So, Φ
gives rather the whole line Cv than the vector v alone. So, we will also use the
notation Φ(t) w for any w ∈Cv.
Proposition 2.4 Assume that dim0(X ∪ Y ) > 0. For any 0 6= v ∈C0(X,Y )
there exists an analytic curve Γ ⊂ X×Y having a parametrization Φ = (ΦX ,ΦY ) :
K(r)→ X × Y at (0,0) such that
ΦY (t)− ΦX(t) v.
Proof. Consider the analytic set B′′ ⊂ U × U × Cn defined in the proof
of Proposition 2.1. We have P := (0,0,v) ∈ B′′. Since this point lies in the
closure of B′ − (∆ × Cn) then there exists an analytic curve Γ′ ⊂ B′′ passing
through P such that Γ′ − {P} ⊂ B′ − (∆ × Cn). Take a parametrization
(ΦX(t),ΦY (t),v(t)), t ∈ K(r), at P of one irreducible component of (Γ′)P . We
have (ΦX(0),ΦY (0),v(0)) = (0,0,v). Since for any t ∈ K(r), ΦY (t)−ΦX(t) and
v(t) are linearly dependent and v(t)→ v when t→ 0 then ΦY (t)−ΦX (t) v.
Proposition 2.5 ([ ATW], Prop. 2.10 in the case X ∩ Y = {0}). C0(X) +
C0(Y ) ⊂ C0(X,Y ).
Proof. Let 0 6= v ∈C0(X), 0 6= w ∈C0(Y ). Since C0(X) is a cone then
−v ∈C0(X). Take analytic curves Γ ⊂ X and Γ′ ⊂ Y having parametrizations
Φ(t) and Ψ(t) at 0, t ∈ K(r), such that Φ(t)  −v and Ψ(t)  w. Since
Φ(tordΨ) ∈ X and Ψ(tordΦ) ∈ Y for sufficiently small t and
Ψ(tordΦ)− Φ(tordΨ) v +w
then v +w ∈C0(X,Y ).
We will need in the sequel a propositon which was proved in [ ATW], Prop.
2.10. For completness of the paper we shall give another proof of it following
easily from Proposition 2.4.
Proposition 2.6 If C0(X) ∩C0(Y ) = {0} then
C0(X,Y ) = C0(X) + C0(Y ).
Proof. It suffices to prove
C0(X,Y ) ⊂ C0(X) + C0(Y ).
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Take 0 6= w ∈C0(X,Y ). We may assume that w /∈C0(X) ∪ C0(Y ). By Propo-
sition 2.4 there exists an analytic curve Γ ⊂ X × Y having a parametrization
Φ = (ΦX ,ΦY ) : K(r)→ X × Y at (0,0) such that
ΦY (t)− ΦX(t) w.
Since w /∈C0(X) and w /∈C0(Y ) then
ordΦY = ordΦX < +∞. (2)
Let
ΦX(t) v1, 0 6= v1∈C0(X),
ΦY (t) v2, 0 6= v2∈C0(Y ).
Since C0(X)∩C0(Y ) = {0} then v1and v2 are linearly independent. Hence and
from (2)
ΦY (t)− ΦX(t) v2 − v1.
So, w = v2 − v1 ∈ C0(X) + C0(Y ).
Let now X,Y be analytic subsets of a neighbourhood U of a point P ∈ Cn
such that P ∈ X ∩ Y . We define the relative tangent cone CP (X,Y ) of X and
Y at P by
CP (X,Y ) := P + C0(X − P, Y − P )
3 Relative tangent cone to analytic curves
In the case X,Y are analytic curves we may give a more detailed description of
C0(X,Y ). The aim of this section is to give an effective formula for C0(X,Y )
in terms of local parametrizations of X and Y.
First, we formulate a useful lemma which is a a simple generalization of
Proposition 2.4.
Lemma 3.1 Let X,Y be analytic curves in a neighbourhood of 0 ∈Cn such
that 0 ∈ X ∩ Y and the germs (X)0, (Y )0 are irreducible. Let Φ(t) and Ψ(τ),
t, τ ∈ K(r), be parametrizations of X and Y at 0. Then for any v ∈C0(X,Y )
there exists an analytic curve Γ ⊂ K(r)×K(r) having a parametrization Θ(s) =
(t(s), τ(s)) : K(r′)→ K(r)×K(r) at (0,0) such that
Φ(t(s))−Ψ(τ(s)) v.
Moreover, we have the same result if Φ and Ψ are only descriptions of X and
Y at 0.
Proof. The proof follows from Proposition 2.4 and the fact that the mapping
(Φ,Ψ) is an analytic cover.
Now we prove a key proposition for a description of relative tangent cones.
This proposition was proved by Ciesielska [ C] in the caseX∩Y = {0}, although
the idea of her proof can be used in the more general case 0 ∈ X ∩ Y .
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Proposition 3.2 Let X,Y be analytic curves in a neighbourhood of 0 ∈Cn such
that 0 ∈ X ∩ Y . Then
C0(X,Y ) + C0(X) = C0(X,Y ).
Proof. We may assume that the germs (X)0, (Y )0 are irreducible. It suffices
to prove that
C0(X,Y ) + C0(X) ⊂ C0(X,Y ). (3)
Since X,Y are analytic curves and (X)0, (Y )0 are irreducible at 0 we will con-
sider two possible cases:
1◦. C0(X) ∩ C0(Y ) = {0}. Then by Proposition 2.6 C0(X,Y ) = C0(X) +
C0(Y ). Hence we get (3).
2◦. C0(X) = C0(Y ). After a linear change of coordinates in C
n we may
assume that C0(X) = Ce1, where e1 := (1, 0, ..., 0). Put k := deg0X, l :=
deg0 Y. Let Φ and Ψ be parametrizations of X and Y at 0, respectively. Since
C0(X) = C0(Y ) = Ce1, we may assume that
Φ(t) = (tk, φ2(t), ..., φn(t)), t ∈ K(r), ordφi > k, i = 2, ..., n, (4)
Ψ(τ) = (τ l, ψ2(τ), ..., ψn(τ)), τ ∈ K(r), ordψi > l, i = 2, ..., n. (5)
Consider descriptions of X and Y
Φ˜(t) := Φ(tl) = (tkl, φ2(t
l), ..., φn(t
l)), t ∈ K(r˜),
Ψ˜(τ) := Ψ(τk) = (τkl, ψ2(τ
k), ..., ψn(τ
k)), τ ∈ K(r˜),
where r˜ is a sufficiently small positive number.
Take now 0 6= v = (v1, ..., vn)∈C0(X,Y ) and w = (w,0, ..., 0)∈C0(X). From
Lemma 3.1 there is an analytic curve Γ ⊂ K(r˜)×K(r˜) having a parametrization
Θ(s) = (t(s), τ(s)) : K(r′)→ K(r˜)×K(r˜) at (0,0) such that
Φ˜(t(s))− Ψ˜(τ(s)) v.
Define
N := ord(Φ˜(t(s)) − Ψ˜(τ(s))).
Then
v = lim
s→0
Φ˜(t(s))− Ψ˜(τ(s))
sN
.
Since Θ is a parametrization of a curve we have that t(s) or τ(s) is not identically
zero. Without loss of generality, we may assume that t(s) 6≡ 0 and ord t(s) 6
ord τ(s). Put p := ord t(s). Hence N > pkl. Changing unessentially t(s) we
may assume that t(s) = sp. We define
t˜(s) := sp +
w
kl
sp+N−pkl,
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We claim that
Φ˜(t˜(s)) − Ψ˜(τ(s)) v +w.
In fact, for the first coordinate we have
lim
s→0
(t˜(s))kl − (τ(s))kl
sN
= lim
s→0
(t˜(s))kl − (t(s))kl + (t(s))kl − (τ(s))kl
sN
= w + v1
and for the next coordinates
lim
s→0
(φi(t˜(s)
l)− ψi(τ(s)k)
sN
=
lim
s→0
φi(t˜(s)
l)− φi(t(s)l) + φi(t(s)l)− ψi(τ(s)k)
sN
= vi, i = 2, ..., n.
From this proposition we obtain the first description of relative tangent cones
to analytic curves (cf. [ C], Cor. 3.2).
Corollary 3.3 Let X,Y be analytic curves in a neighbourhoodof 0 ∈Cnsuch
that 0 ∈ X ∩ Y and (X)0, (Y )0 be irreducible germs at 0. Then two cases may
occur:
1. C0(X,Y ) = C0(X) = C0(Y ).
2. C0(X,Y ) is a finite sum of two-dimensional hyperplanes.
Proof. If C0(X) ∩ C0(Y ) = {0}, then by Proposition 2.6 C0(X,Y ) =
C0(X) + C0(Y ) is a two-dimensional hyperplane. If C0(X) = C0(Y ), then
taking an (n − 1)-dimensional hyperplane H through 0, transversal to C0(X),
we easily obtain from Proposition 3.2 that
C0(X,Y ) = C0(X,Y ) ∩H + C0(X). (6)
Since by Proposition 2.2 dimC0(X,Y ) 6 2 then by (6) dimC0(X,Y ) ∩H 6 1.
But C0(X,Y ) ∩H is also an algebraic cone. Hence C0(X,Y ) ∩H is either {0}
or a finite number of lines. So, by (6), C0(X,Y ) = C0(X) in the first case or is
a finite sum of two-dimensional hyperplanes in the second one.
Now we give the main result of the paper. It is a formula for the C0(X,Y ) in
terms of parametrizations of X and Y . First we fix some notations. By e1, ..., en
we denote the versors of axes in Cn. For vectors v,w ∈ Cn by Lin(v,w) we
denote the hyperplane in Cn generated by v and w. By in(χ(s)) of a power
series χ(s) 6≡ 0 we mean its initial form i.e. if χ(s) = βpsp + ..., βp 6= 0, then
in(χ(s)) = βps
p (additionally we put in(0) := 0).
Theorem 3.4 Let X,Y be analytic curves in a neighbourhood U of the point
0 ∈ Cn such that 0 ∈ X ∩ Y and (X)0, (Y )0 are irreducible germs. Let
Φ(t) = (tk, φ2(t), ..., φn(t)), t ∈ K(r), ordφi > k, i = 2, ..., n (7)
Ψ(τ) = (τ l, ψ2(τ), ..., ψn(τ)), τ ∈ K(r), ordψi > l, i = 2, ..., n (8)
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be parametrizations of X and Y at 0. Assume that l 6 k. Let ε1, ..., εl be the all
roots of unity of degree l. For i = 1, ..., l we define
ni :=
{
ord(Φ(tl)−Ψ(εitk)) if Φ(tl)−Ψ(εitk) 6≡ 0
0 if Φ(tl)−Ψ(εitk) ≡ 0
,
vi := lim
t→0
Φ(tl)−Ψ(εitk)
tni
.
Then
C0(X,Y ) = Lin(v1, e1) ∪ ... ∪ Lin(vl, e1).
Proof. Instead of the parametrizations Φ and Ψ, we shall use descriptions
of X and Y . Define
Φ˜(t) := Φ(tl) = (tkl, φ2(t
l), ..., φn(t
l)), t ∈ K(r1/l),
Ψ˜(τ) := Ψ(τk) = (τkl, ψ2(τ
k), ..., ψn(τ
k)), τ ∈ K(r1/k).
Obviously, (Φ˜(K(r1/l))0 = (X)0, (Ψ˜(K(r
1/k))0 = (Y )0. From the form of Φ˜
and Ψ˜ we see that
C0(X) = C0(Y ) = Ce1.
Take the hyperplane
H := {(x1, ..., xn) ∈ C
n : x1 = 0},
transversal to C0(X) = C0(Y ). From Proposition 3.2 we easily obtain
C0(X,Y ) = C0(X,Y ) ∩H + C0(X).
Since C0(X,Y ) is an analytic cone in C
n of dimension 6 2, then from this
equality C0(X,Y ) ∩H is either {0} or a finite system of lines. So, it suffices to
prove that
C0(X,Y ) ∩H =
l⋃
i=1
Cvi.
By definition of vi we have obviously
l⋃
i=1
Cvi ⊂ C0(X,Y ) ∩H.
Take now any vector 0 6= w ∈ C0(X,Y ) ∩ H . By Lemma 3.1 there exists
an analytic curve Γ ⊂ K(r1/l) × K(r1/k) having a parametrization Θ(s) =
(t(s), τ(s)) : K(r′)→ K(r1/l)×K(r1/k) at (0,0) such that
(
Φ˜(t(s)) − Ψ˜(τ(s))
)
 w, when s→ 0,
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i.e.
(t(s)kl − τ(s)kl , φ2(t(s)
l)− ψ2(τ(s)
k), ..., φn(t(s)
l)− ψn(τ(s)
k)) w, when s→ 0.
Since t(s) 6≡ 0 or τ(s) 6≡ 0 we may assume that t(s) 6≡ 0. Changing unessentially
the parameter s we may assume that
t(s) = sp, p ∈ N.
Then
(spkl − τ(s)kl, φ2(s
pl)− ψ2(τ(s)
k), ..., φn(s
pl)− ψn(τ(s)
k)) w, when s→ 0.
Since w = (0, w2, ..., wn) 6= 0, then there exists j ∈ {2, ..., n} such that
ord(φj(s
pl)− ψj(τ(s)
k) < ord(spkl − τ(s)kl). (9)
Denote by J the set of j ∈ {2, ..., n} for which the above inequality holds. Since
ordφj > k and ordψj > l, then from the above inequality we obtain that τ(s)
has the form
τ(s) = αps
p + αp+1s
p+1 + ..., αklp = 1.
Hence αkp = εi0 for some i0 ∈ {1, ..., l}. We shall show that w = vi0 . Consider
the cases:
1. the coefficients αr vanish for r > p i.e. τ(s) = αps
p. Then τ(s)k =
αkps
pk = εi0s
pk. Hence we have w = vi0 ,
2. not all the coefficients αr vanish for r > p. Let m be the smallest positive
integer such that αp+m 6= 0. Then
τ(s) = αps
p + αp+ms
p+m + ....
τ(s)k = εi0s
pk + αspk+m + ...., α 6= 0, (10)
ord(spkl − τ(s)kl) = pkl +m, (11)
ord(φj(s
pl)− ψj(τ(s)
k) < pkl +m for j ∈ J (12)
ord(φj(s
pl)− ψj(τ(s)
k) > pkl +m for j /∈ J (13)
Let us first note that for j ∈ {2, ..., n} from (10) and the fact that ordψj > l we
have
ord(ψj(τ(s)
k)− ψj(εi0s
pk)) > pkl+m. (14)
Hence and from (12) for j ∈ J we have
in
(
φj(s
pl)− ψj(τ(s)
k
)
= in
(
φj(s
pl)− ψj(εi0s
pk) + ψj(εi0s
pk)− ψj(τ(s)
k
)
= in
(
φj(s
pl)− ψj(εi0s
pk)
)
, (15)
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and for j /∈ J from (13) we get
ord
(
φj(s
pl)− ψj(εi0s
pk)
)
=
ord
(
φj(s
pl)− ψj(τ(s)
k) + ψj(τ(s)
k)− ψj(εi0s
pk)
)
> pkl +m. (16)
Hence
ord
(
Φ(spl)−Ψ(τ(s)k
)
= ord
(
Φ(spl)−Ψ(εi0s
pk)
)
= pni0 . (17)
Now, we have
vi0 = lim
t→0
t−ni0
(
Φ(tl)−Ψ(εi0t
k)
)
= lim
s→0
s−pni0
(
Φ(spl)− Ψ(εi0s
pk)
)
= lim
s→0
s−pni0 (0, φ2(s
pl)− ψ2(εi0s
pk), ..., φn(s
pl)− ψn(εi0s
pk))
= lim
s→0
s−pni0
(
0, in
(
φ2(s
pl)− ψ2(εi0s
pk)
)
, ..., in
(
φn(s
pl)− ψn(εi0s
pk)
))
.
On the other hand, from definition of w and (17) we have
w = lim
s→0
(
Φ(spl)−Ψ(τ(s)k)
)
sord(Φ(spl)−Ψ(τ(s)k))
= lim
s→0
s−pni0
(
Φ(spl)−Ψ(τ(s)k)
)
= lim
s→0
s−pni0 (spkl − τ(s)k, φ2(s
pl)− ψ2(τ(s)
k), ..., φn(s
pl)− ψn(τ(s)
k))
= lim
s→0
s−pni0
(
in
(
spkl − τ(s)k
)
, in
(
φ2(s
pl)− ψ2(τ(s)
k)
)
, ..., in
(
φn(s
pl)− ψn(τ(s)
k)
))
Then from (11), (15), (13), (16) we finally obtain
vi0 = w.
This ends the proof.
Remark 3.5 From forms (7), (8) of parametrizations it follows that C0(X) =
C0(Y ) = Ce1. By Proposition 2.6 we see that only this case is interesting.Moreover,
the assumption on the form of parametrizations is not restrictive, because it
is well-known that for any analytic curve X with irreducible germ at 0 there
exists a linear change of coordinates in Cn such that in the new coordinates
C0(X) = Ce1 and there exists a parametrization of X at 0 of form (7).
Remark 3.6 It is easily seen that by an unessential change of the parameter
t→ µt, µkl = 1, for each of the vectors
vε,η := lim
t→0
Φ(ηtl)−Ψ(εtk)
tord(Φ(ηtl)−Ψ(εtk))
, εl = 1, ηk = 1
there exists i ∈ {1, ..., l} such that
Cvε,η = Cvi.
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Corollary 3.7 Let X,Y be analytic curves in a neighbourhood U of the point
0 ∈ Cn such that 0 ∈ X ∩ Y and (X)0, (Y )0 are irreducible germs. Then
1. if (X)0 = (Y )0 and this germ is nonsingular, then
C0(X,X) = C0(X) = TPX,
2. in the remaining cases C0(X,Y ) is the sum of r two-dimensional hyper-
planes, where
1 6 r 6 min(deg0X, deg0 Y )
Proof. It follows from Theorem 3.4 by considering parametrizations of X
and Y at 0 in the nonsingular case and singular one.
Example 3.8 Let
X := {(t2, t3, 0) : t ∈ C} ⊂ C3,
Y := {(τ2, 0, τ3) : τ ∈ C} ⊂ C3.
X and Y satisfy assumptions of Theorem 3.4. We have k = l = 2 and v1 =
[0, 1, 1], v2 = [0, 1,−1]. Hence
C0(X,Y ) = Lin(v1, e1) ∪ Lin(v2, e1) = {(x, y, z) ∈ C
3 : y2 − z2 = 0}.
4 Join of algebraic curves
In this section we answer the question posed in the introduction: which addi-
tional projective lines besides those containing points P ∈ X,Q ∈ Y, P 6= Q,
are in J (X,Y ) in the case X,Y are algebraic curves? First, we give a relation
between the join of arbitrary varieties and relative tangent cones.
Let X,Y be arbitrary algebraic subsets of Pn and P ∈ X∩Y . Let U ⊂ Pn be
a canonical affine part of Pn such that P ∈ U, and ϕ : U → Cn the corresponding
canonical map. Then we define relative tangent cone CP (X,Y ) to X and Y at
P by
CP (X,Y ) := ϕ−1(Cϕ(P )(ϕ(X ∩ U), ϕ(Y ∩ U)).
One can easily check that it does not depend on the choice of the canonical
affine part U of Pn (in [ FOV], Def. 4.3.6, there is another equivalent definition
of CP (X,Y ) using the affine cones Xˆ, Yˆ ⊂ Cn+1 generated by X and Y ).
Since CP (X,Y ) is a sum of projective lines passing through P we may define
CP (X,Y ) := {[L] ∈ G(1,P
n) : L ⊂ CP (X,Y ) and P ∈ L}.
Proposition 4.1 Let X,Y be arbitrary algebraic subsets of Pn. Then
J (X,Y ) = J 0(X,Y ) ∪
⋃
P∈X∩Y
CP (X,Y ),
J(X,Y ) = J0(X,Y ) ∪
⋃
P∈X∩Y
CP (X,Y ).
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Proof. Note that the topology in G(1,Pn) can be described in the following
elementary way: if [L], [Li] ∈ G(1,Pn), i = 1, 2, ..., then [Li]→ [L] when i→∞
in G(1,Pn) if and only if there exist points Pi, Qi ∈ Li, i = 1, 2, ..., Pi 6= Qi,
P,Q ∈ L, P 6= Q, and their homogeneous coordinates Pi = (xi0 : ... : x
i
n),
Qi = (y
i
0 : ... : y
i
n), P = (x0 : ... : xn), Q = (y0 : ... : yn) such that x
i
j → xj and
yij → yj when i→∞ in C for j = 0, 1, ..., n.
Take [L] ∈ J (X,Y ) − J 0(X,Y ). Then there exist [PiQi] ∈ G(1,Pn), i =
1, 2, ..., Pi ∈ X, Qi ∈ Y , Pi 6= Qi, such that [PiQi] → [L] when i → ∞. Since
X,Y are compact sets we may assume that Pi → P ∈ X and Qi → Q ∈ Y. Since
[L] /∈ J 0(X,Y ) then P = Q. Hence P ∈ X ∩ Y . Of course P ∈ L. From the
above description of topology in G(1,Pn) we easily obtain that L ⊂ CP (X,Y ).
The opposite inclusion
⋃
P∈X∩Y CP (X,Y ) ⊂ J (X,Y ) is obvious.
From the above proposition and the previous results we obtain the full de-
scription of the join of algebraic curves in Pn.
Theorem 4.2 Let X,Y be irreducible curves in Pn. Then:
1. if X = Y then
J (X,X) = J 0(X,X) ∪
⋃
P∈Sing(X)
CP (X,X) ∪
⋃
P∈X−Sing(X)
[TP (X)],
J(X,X) = J0(X,X) ∪
⋃
P∈Sing(X)
CP (X,X) ∪
⋃
P∈X−Sing(X)
TP (X),
2. if X 6= Y and X ∩ Y = {P1, ..., Pk} then
J (X,Y ) = J 0(X,Y ) ∪
k⋃
i=1
CPi(X,Y ),
J(X,Y ) = J0(X,Y ) ∪
k⋃
i=1
CPi(X,Y ).
Moreover, in both cases each CP (X,Y ) is a finite sum of projective two-
dimensional hyperplanes passing through P. They are effectively described in the
following way: for a given point P ∈ X∩Y if X 6= Y or P a singular point of X
if X = Y we decompose (X)P = (X1)P ∪ ...∪ (Xr)P , (Y )P = (Y1)P ∪ ...∪ (Ys)P
into irreducible curve-germs. Then
CP (X,Y ) =
⋃
i,j
CP (Xi, Yj).
Each CP (Xi, Yj) is described in the following way:
(i) if (Xi)P = (Yj)P and this germ is nonsingular, then
CP (Xi, Yj) = CP (Xi) = CP (Yj) = TPXi = TPYj ,
(ii) if (Xi)P 6= (Yj)P or one of these germs is singular, then
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(1) if CP (Xi) ∩ CP (Yj) = {P} then
CP (Xi, Yj) = Span(CP (Xi), CP (Yj)),
(2) if CP (Xi) = CP (Yj) then
CP (Xi, Yj) =
m⋃
l=1
Span(CP (Xi), PQl),
1 6 m 6 min(degP Xi, degP Yj)
where Ql := ϕ
−1(ϕ(P ) + vl) (ϕ : U → Cn is a canonical map of Pn such
that P ∈ U) and vl are calculated from local parametrization of the curves
ϕ(Xi)−ϕ(P ) and ϕ(Yj)−ϕ(P ) at 0, as it is described in Theorem 3.4 (after a
linear change of coordinates in Cn).
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