In real-world and online social networks, individuals receive and transmit information in real time. Cascading information transmissions -phone calls, text messages, social media posts -may be understood as a realization of a diffusion process operating on the network, and its branching path can be represented by a directed tree. One important feature of dynamic real-world diffusion processes is that the process may not traverse every edge in the network on which it operates. When the network itself is unknown, the path of the diffusion process may reveal some, but not all, of the edges connecting nodes that have received the diffusing information. The network reconstruction/inference problem is to estimate connections that are not revealed by the diffusion processes. This problem naturally arises in a many disciplines. Most of existing works on network reconstruction study this problem by deriving a likelihood function for the realized diffusion process given full knowledge of the network on which it operates, and attempting to find the network topology that maximizes this likelihood. The major challenge in this work is the intractability of the optimization problem. In this paper, we focus on the network reconstruction problem for a broad class of real-world diffusion processes, exemplified by a network diffusion scheme called respondent-driven sampling (RDS) that is widely used in epidemiology. We prove that under a reasonable model of network diffusion, the likelihood of an observed RDS realization is a Bayesian log-submodular model. We propose a novel, accurate, and computationally efficient variational inference algorithm for the network reconstruction problem under this model. In this algorithm, we allow for more flexibility for the possible deviation of the subjects' reported total degrees in the underlying graphical structure from the true ones. Experimental results show this algorithm achieves very high reconstruction accuracy.
Introduction
The network reconstruction problem, also known as the network inference problem [10, 12, 8, 13, 4, 16, 6, 17, 18, 9, 11, 20, 21, 2] , arises naturally in a variety scenarios and has been the focus of great research interest. The general setting for the network reconstruction problem is that there is an underlying unknown graph structure, which models the connections among network subjects, and we can only observe single or multiple diffusion processes over the graph. Usually propagation of the diffusion process can only occur over network edges; however, there exist many hidden ties that are not traversed or revealed by the diffusion processes, and the goal is to infer such hidden ties. This network reconstruction problem arises in several empirical topic areas:
• Blogosphere. Millions of blog authors in the worldwide blogosphere write articles every day, each triggering a diffusion process over the underlying network structure among blog sites since other blog site owners may repost this article and the reposts may also be reposted. Over the underlying network structure, the diffusion process initiated by an article can be represented by a directed tree.
The observed data consist of multiple directed trees and it is of great interest to understand the underlying structure of information flow [20] . Following inference of the network, researchers may apply community detection algorithms to, for example, aggregate and further analyze blog sites of different political views.
• Online social network. Weibo is the Twitter-like microblogging service in China [7] . Weibo users can post microblogs as well as repost those from whom they follow. The difference from Twitter is that an explicit repost chain, which indicates the sequence of users that a post passes through, is attached to each repost on Weibo, and is thus observable to researchers. Similarly, each post initiates a diffusion process. By observing several realizations of diffusion processes, researchers seek to understand the underlying social and information network structure.
• Respondent-driven sampling. Respondent-driven sampling (RDS) is a chainreferral-based peer recruitment procedure that is widely used in epidemiology for studying hidden and hard-to-reach human populations when random sampling is impossible [14] . An RDS recruitment process is also a diffusion process over an unknown social network structure, and the diffusion tree (who recruited whom) is revealed by the observation process. Understanding the underlying graphical structure is a topic of great interest to epidemiologists and sociologists who wish to study the transmission of infectious diseases, and the propagation of health-related behaviors in the networks of high-risk groups.
Before arriving at a solution of the network inference problem, there are some challenges that one has to address. For a specific diffusion model, a likelihood function can be derived that measures the probability of of a diffusion realization, given an underlying graphical structure. In this way, the network inference problem can be cast into an optimization problem, in which the researcher seeks the topology that maximizes the likelihood function. Unfortunately, the derived likelihood functions for diffusion processes on graphs are usually intractable for efficient maximization or even computationally prohibitive to evaluate. For example, Gomez-Rodriguez et al. derived a likelihood function and found that the likelihood function is intractable to compute; as a result, they derived an alternative formulation by considering only the most likely tree rather than all possible propagation trees, which, although tractable to evaluate, remains NP-hard to maximize [12] . These complexity results indicate that exact solutions to the network inference problem are intractable and the solution algorithms do not scale well. To address this challenge, approximate maximization algorithms have been proposed as an efficient alternative. In [12] , Gomez-Rodriguez et al. showed that the approximation function of the likelihood is submodular and thus can be maximized efficiently via a simple greedy algorithm [19] and with a provable theoretical guarantee with a (1 − 1/e) ≈ 63% approximation ratio. Submodular functions are a large class of set functions that satisfy the diminishing return property, which naturally arises in econometrics, operations research and wireless networks.
In this paper, we focus on the network inference problem with a log-submodular likelihood function. As a motivating empirical example, we study the network reconstruction problem for data obtained by RDS. Our major contributions are summarized as follows.
• Flexibility for possibly inexact reported degrees. Slightly different from other reconstruction problems, in addition to the observed diffusion processes, every subject in the RDS data reports its total degree in the underlying graphical structure. Previous works assume that the reported degrees are exact [3, 1] , which may not hold in practice, because the reported number of acquaintances in a certain population is usually vague and approximate. The implication of the vagueness is two-fold: firstly, the reported degrees may not be exact; secondly, they are relatively accurate, which means that the true degrees may not deviate excessively from the reported degrees. In light of this, we allow for more flexibility of the possible mismatch of the reported degrees from the true ones; we introduce an additional term that penalizes the deviation between the reported and true degrees, seeking to preserve the relative accuracy of the reported degrees.
• Proved log-submodularity and variational inference algorithm. We show that under a realistic model of RDS recruitment the likelihood function is logsubmodular. Using variational inference methods, we can approximate the submodular function from above and from below with modular functions to obtain an upper and lower bound for the partition function [5] . Via the upper and lower bound modular functions, we estimate the most probable configuration, which is the maximizer of the likelihood function, i.e., the inferred network, as well as the marginal probability of each edge.
• Removal of constraints. Previous approaches made inference by solving the maximization problem of the likelihood [3, 1] . However, this optimization problem is constrained: each observed diffusion process results in a directed subgraph over the underlying network and the inferred network must be a supergraph of all diffusion processes; and for each subject, the number of pendant edges (that connect a subject in the population and one outside) plus the number of its intrapopulation edges may not exceed its total degree, which is an inequality constraint. The first constraint is an easy issue while the second constraint precludes efficient computation of partition functions of even modular functions and makes variational methods intractable. In this paper, we address this challenge by introducing penalty terms in the objective function, which solves the problem of potential mismatch between reported and true degrees simultaneously. In this way, we turn it into an unconstrained problem and enable variational methods.
The rest of the paper is organized as follows. We present background on submodular functions, log-submodular models, and variational methods in Section 2. In Section 3, we focus on network reconstruction for RDS data. Experimental results are presented in Section 4.
Preliminaries
We first introduce the definition of a submodular function.
, where ∧ and ∨ denote entrywise logical conjunction and disjunction, respectively.
We can trivially identify the domain {0, 1} p with 2 [p] , the power set of [p] = {1, 2, 3, . . . , p}. Thus a pseudo-Boolean function f can also be viewed as a set function 2
[p] → R. We will view f from these two perspectives interchangeably throughout this paper. If we view f as a set function, it is submodular if for every subset
; this is also known as the "diminishing returns" property because the marginal gain when an element is added to a subset is no less than the marginal gain when it is added to its superset.
A pseudo-Boolean or set function f is said to be log-submodular if log(f ) is submodular; it is said to be modular if f (x) = p i=1 f i x i (if viewed as a pseudoBoolean function) or equivalently f (X) = i∈X f i (if viewed as a set function), where f i ∈ R is called the weight of the element i; it is said to be affine if f (x) = s(x) + c, where s is a modular function and c is some fixed real number.
In the network inference problem, the likelihood L(A) is derived for each problem, where A is the binary, symmetric, zero-diagonal adjacency matrix of the graph. Then L(A) can be viewed as a pseudo-Boolean function. If A is a n × n matrix, then the number of free entries in
The likelihood function defines a probability measure on the space of all feasible graphs, i.e.,
where C is the space of all feasible graphs (i.e., the set of all graphs that satisfy the constraint) and Z = A∈C L(A) is the normalizing constant. In this paper, we focus on the situation where L(A) is log-submodular; i.e., there exists a submodular function
. In other words, it defines a probability measure
where Z = A∈C exp(F (A)) is the normalizing constant, or the partition function. Djolonga et al. considered bounding F (A) from above and from below with affine functions [5] ; i.e., finding modular function s u and s l and two real numbers c u and c l such that
If this holds for all A ∈ C, then we have the inequality among log-partition functions:
We define the partition function of the affine function s(A)+c as Z (s, c) A∈C exp(s(A)+c). Using this notation,
Note that from this we may also obtain the bounds for the marginal probability for each element i ∈ [n]. To be precise, if A is sampled from the distribution Pr(A) = 1 Z exp(F (A)), then the marginal probability Pr(i ∈ A) satisfies
We may also use s u (A) + c u or s l (A) + c l as a surrogate for F and make inference via these two more tractable affine functions.
Network Reconstruction for Respondent-Driven Sampling Data
In this section, we present a network reconstruction algorithm, based on submodular variational inference, for respondent-driven sampling data. Respondent-driven sampling (RDS) is a widely used recruitment method [14] that is useful for epidemiological studies of human populations when random sampling is impossible. RDS is usually applied to scenarios where the population of interest are inaccessible in some ways, for instance, due to their tiny fraction (e.g., patients with a certain rare disease), or due to social, cultural, or economic mechanisms. RDS is commonly used in studies of men who have sex with men, homeless people, sex workers, drug users, and other groups at high risk for HIV infection [22] . RDS is a chain-referral process that operates by propagating a diffusion process on the edges of the target population social network. Researchers directly recruit some members from the population of interest, called seeds into the study. Each subject is given several coupons, which they use to recruit other members of the target population. Each coupon is marked with a unique ID that can be traced back to the recruiter. The number of coupons given to each subject may differ. Subjects are given a reward for being interviewed, and a reward for recruiting other eligible subjects. The date/time of every subject's recruitment is recorded and every subject in this study will report their total number of acquaintances (i.e. their degree) in the target population. Recruitment is competitive; any subject who has entered the study with a coupon may not re-enter the study with another coupon, and no participant may enter the study more than once. Since RDS is a network diffusion process, epidemiologists and sociologists often wish to estimate properties of the epidemiological/social network connecting participants. Crawford [3] and Chen et al. [1] model RDS as a continuous-time diffusion process. The network structure of the underlying inaccessible population is modeled as an This figure shows an example of an RDS process as well as the unobserved and observed RDS data. Node 1 is the seed node chosen by the researchers. Every subject except node 3 is given two coupons while node 3 is given only one coupon. From left to right, first row to second row: 1) G is the underlying unknown graphical structure of the population. 2) G R is the recruitment graph that indicates who recruits whom. Only white nodes are the subjects in the study, while gray nodes are not in the study.
The number in the circle shows the order that they are recruited; e.g., the node with a 5 in it is the fifth subject that participates in the study. The arrows show the direction of recruitment; e.g., node 1 recruits node 2. 3) G S is the induced subgraph G(V S ) to be inferred, where V S is the set of all subjects in the study. 4 
is the degree vector, where d i is the total degree of node i in the whole population, i.e., the total number of acquaintances of node i in the population. 5) t = (t 1 , t 2 , t 3 , . . . , t n ) is the recruitment time vector, where t i is the recruitment time of node i. 6) C is the coupon matrix, where its (i, j)-entry is one if node i has at least one coupon just before the jth recruitment event and is zero otherwise. Our goal is to infer G S and all observed data consist of Y = (C, d, t, G R ).
undirected simple graph without self-loops or parallel edges G = (V, E), where each vertex represents a member in the population and edges represent the intra-population connections. Note that this underlying graph is unknown to the researchers. The time that the first subject enteres the study is defined to be time 0. At some time t ≥ 0, any subject in the study who has at least one coupon and has at least one acquaintance not in the study is called a recruiter at time t; accordingly, any subject who is not in the study and knows at least one recruiter is called a potential recruitee or a susceptible subject at time t; and the edge between a recruiter and a potential recruitee is said to be susceptible at time t.
Crawford [3] and Chen et al. [1] made the following assumptions: Assumption 1. Upon entering the study, the subject is given the coupons and ready to recruit other members (if any) immediately.
Assumption 2. The inter-recruitment times (i.e., the difference between the recruitment times of two subjects) between any fixed recruiter and all its potential recruitees are i.i.d. random variables with cumulative distribution function (cdf) D(t; θ) that comes from a family of distributions parametrized by θ ∈ Θ.
In particular, Crawford [3] assumes that the distribution is exponential with rate λ.
If
Let n be the number of subjects in the study when the study terminates. Each subject in the study is labeled with an integer i if it is the i-th one that enters the study; and let t i be the recruitment time of subject i and d i be the total degree of subject i in the whole population (i.e., in the graph G). The recruitment time vector t = (t 1 , t 2 , . . . , t n ) and the degree vector
The set of all subjects in the study is denoted by V S = {1, 2, 3, . . . , n}. The recruitment graph G R = (V R , E R ) has the same vertex set as V S (i.e., V R = V S ) and indicates who recruits whom (i.e., (i, j) ∈ E R if subject i recruits subject j). The coupon matrix C is a n × n matrix, where C ij is 1 if subject i has at least one coupon just before the j-th recruitment event (i.e., just before time t j ), and is zero otherwise. In addition, we form another n × n matrix A R , which is the adjacency matrix of the undirected underlying graph of G R , which is obtained by replacing all directed edges with undirected edges. Our goal is to infer the induced subgraph G(V S ) and we call this graph G S = (V S , R S ), which encodes all connections among the subjects in the study. We also use A to denote the adjacency matrix of graph G S and throughout this paper A and G S are used interchangeably. Fig. 1 shows an example of an RDS process as well as the unobserved and observed RDS data.
Let R(i) and I(i) be the recruiter set and potential recruitee set just before time t i , respectively, M be the set of seeds and let τ (u; i) = t i−1 − t u . Chen et al. [1] showed that the likelihood of the recruitment time series is given by
Let m and u be column vectors of size n such that m i = 1{i / ∈ M } and u i is the number of pendant edges of subject i (i.e., the true total degree of subject i minus the number of its neighbors in G S ), and let H and S be n × n matrices, defined as H ui = H τ (u;i) (t i − t u ; θ) and S ji = log S τ (j;i) (t i − t j ; θ). Furthermore, we form matrices B = (C • H) and D = (C • S), where • denotes the Hadamard (entrywise) product. We let β = log(B u + LowerTri(AB) · 1),
where LowerTri(·) denotes the lower triangular part (diagonal elements inclusive) of a square matrix. Then the log-likelihood of the recruitment time series can be written as l(t|A, θ) = m β + 1 δ.
To adopt a fully Bayesian approach, we have
where π and φ are the prior distribution of A and θ. In this way, the network inference problem of the RDS data is reduced to the maximization problem of Pr (A, θ|t). In order to find the most likely configuration, Crawford [3] and Chen et al. [1] used a simulated-annealing-based heuristics. Our main observation in this paper is that the log-likelihood function is submodular, which opens the possibility of rigorous analysis and variational inference.
In [1] , the authors assume that the reported degree of subjects is exact; thus the vector u is set to d − A · 1 and it must be non-negative entrywise, i.e., u ≥ 0 entrywise. However, in practice, the reported degree of a subject may be an approximation. Notwithstanding, the true degree may not deviate excessively from the reported degree. To allow for vagueness of the reported degree and more flexibility, instead of setting u to d − A · 1, we allow u to be any non-negative integer-valued vector. In this case, the true degree vector will be d true = u + A · 1. We penalize it if d true deviates from d excessively. To be precise, we define the prior distribution π(A) as
where max is conducted entrywise between two vectors of the same shape and ψ is a multivariate (n-dimensional) convex function and non-decreasing in each argument whenever this argument is non-negative. Now we formulate our goal as an optimization problem.
Problem 1.
Given the observed data Y = (C, d, t, G R ), we seek an n × n adjacency matrix (symmetric, binary and zero-diagonal) and a parameter value θ ∈ Θ that maximizes L(t|A, θ)π(A)φ(θ) subject to A ≥ A R (entrywise).
This formulation makes clear that the network inference/reconstruction problem is a constrained optimization problem. However, the constraint requires some entries of A to be 1; i.e., if the (i, j)-entry of A R (denoted by A ij R ) is 1, so is A. We may represent the rest of entries of A as a binary vector α = (A ij : 1 ≤ i < j ≤ n, A ij R = 0) and view L(t|A, θ)π(A)φ(θ) as a function of α. We notice that L(t|A, θ)π(A)φ(θ) is also a function of u, which is not a binary vector yet, if we want to cast this into a pseudo-Boolean function. We observe that u is bounded entrywise; to be precise, ∀1 ≤ i ≤ n, 0 ≤ u i ≤ u max , where u max = max 1≤i≤n (d − A · 1) i . We can form an n × log 2 u max matrix µ such that the i-th row of µ is the binary representation of u i ; i.e.,
In this way, we represent L(t|A, θ)π(A)φ(θ) as a pseudo-Boolean function of α and µ. Let γ = (α, µ) and define L (γ) = L(t|A, θ)π(A)φ(θ). Therefore L is a pseudo-Boolean function of γ, whose dimension is
The likelihood function L (γ) defines a probability measure over {0, 1} N and it is unconstrained. Theorem 1 shows that L (γ) is log-submodular.
The likelihood function L (γ) is log-submodular; i.e., there exists a submodular function F (γ) such that L (γ) = exp F (γ) for every γ ∈ {0, 1} N .
All proofs throughout this paper are given in the Appendix. Ideally, we want a submodular function F to be normalized; i.e., F (0) = 0, or equivalently F (∅) = 0 if viewed as a set function. Thus we define F (γ) F (γ) − F (0); then we have F is a normalized submodular function (it is a submodular function minus some constant). In addition, we define L(γ) = exp F (γ) and we have L(γ) = exp(F (γ) − F (0)) = exp(−F (0))L (γ). Note that the probability measure is proportional to L (γ) = L(t|A, θ)π(A)φ(θ) (up a constant factor) and that L(γ) only differs from L (γ) up to a constant factor. Therefore the probability measure remains proportional to L(γ), thus L(γ) is also a likelihood function and defines the same probability measure over {0, 1}
N as L (γ) does. Suppose that we have two affine functions s u (γ) + c u and s l (γ) + c l bounding F (γ) from above and below. By Lemma 1 in [5] , the log-partition function for s(γ) + c in the unconstrained case is log Z (s, c) log γ∈{0,1} N exp(s(γ)+c) = c+ N i=1 log(1+ exp s i ), where s i is the weight of element i; i.e., s i = s({i}). Thus we have
So our goal is to find the upper-and lower-bound affine functions.
Lower-bound affine function. As in [5] , if we let For completeness, we provide the proofs of Proposition 1 and 2 in the Appendix.
Upper-bound affine function. We may find an upper-bound affine function for a submodular function via its supergradients. The set of supergradients of a submodular function F at x ∈ {0, 1} N [15, 19] is defined as
If a modular function s is a supergradient of F at x, then the affine function
As in [15] , we conside three families of supergradient, which are grow (ŝ x ), shrink (š x ) and bar (s x ) supergradients at x. Let us view F (γ) as a set function where
. These three supergradients are defined as follows.
Proposition 2. The modular functionsŝ x ,š x ands x are supergradients of the submodular function F at x.
Define the modular function [5] 
By Lemma 4 in [5] , we know that these two optimization problems are equivalent:
The right-hand side is an unconstrained submodular minimization problem, which can be solved efficiently. By solving this problem, we obtain a supergradients x at x and thus know its partition function Z x (s). Then we compute the partition function of grow and shrink supergradients at x and let s u be the one with the smallest partition function.
When we have an affine approximation for the submodular function, we may make inference via the affine function. Suppose that the affine function is s(γ) + c, which can be either an upper-bound or lower-bound approximation. Recall that γ = (α, µ) and
where
] and obtain α(θ) by thresholding,α(θ) i = 1 {s α i ≥θ} . Thus we obtain an inferred ajacency matrixÂ(θ) from α(θ).
Experiment
In this section, we evaluate the proposed variational inference algorithm via experiment results. By varying θ from min i s α i to max i s α i , we can a series of inferred adjacency matricesÂ(θ). Suppose that the true adjacency matrix of G S is A. The reconstruction performance of an inferred adjacency matrixÂ is measured by the true positive rate (TPR) and the false positive rate (FPR), which are defined as TPR(Â, A) = 1 ( n 2 ) i<j 1{Â ij = 1 and A ij = 1} and FPR(Â, A) = 1 ( n 2 ) i<j 1{Â ij = 0 and A ij = 0}, where n is the number of subjects. We plot the TPR and FPR of eachÂ(θ) on the ROC plane and obtain the ROC curve. Fig. 2a and 2b show an example of the reconstruction result. In this example, we simulated a respondent-driven sampling process over the Project 90 graph [22] , which is a real-world graph, with inter-recruitment time distribution Exp(1) (exponential distribution with rate 1). In the simulation setting, there are a total number of 50 subjects in the study and a single seed subject at the initial stage; each subject is given 3 coupons when entering the study; 1176 missing edges are to be inferred. In Fig. 2a , the blue curve is the ROC curve of the upper-bound inference. We choose ψ to be the L 2 norm. The red curve is a baseline given by G R . Recall that G R (if viewed as an undirected graph) must be a subgraph of G S ; thus the FPR of G R is zero. The red curve is obtained by connecting the point of the TPR of G R on the vertical axis and the point (1, 1). The performance is quantified by the area of the region under the ROC curve, and the larger the better. In this example, the area of the region under the blue curve is 0.92 and that of the red curve is 0.64. The region under the blue curve is 47% greater than that of the red curve. With the best thresholding, the algorithm can achieve a TPR of 90% while the FPR is only 10%.
In Fig. 2b , the blue curve is the ROC curve of the lower-bound inference. We choose ψ to be the L 2 norm. The red curve is a baseline given by G R . The area under the blue curve is 0.74, which is 18% greater than that of the red curve. Since the lowerbound approximation is obtained from the greedy algorithm while the upper-bound approximation is the result of an optimization problem, we focus on the upper-bound inference in the sequel.
Recall that in Eq. 1, ψ can be any non-decreasing convex function. We may let ψ be ω times the L p norm (ω ≥ 0, 1 ≤ p ≤ ∞), i.e., let ψ(·) = ω · p , since any norm is a non-decreasing in each argument whenever this argument is non-negative. We would like to study of influence of difference choices of ψ.
Influence of p. In this set of experiments, we fix ω = 0, let ψ be the L p norm and vary p from 1 to 5. We simulated 100 RDS processes over the Project 90 graph. For each p, we measure the area under the ROC curve of the upper-bound inference for each RDS data and illustrate their distribution with a Tukey boxplot. The result is presented in Fig. 2c . In addition, we also record the advantage of the area under the ROC curve of the upper-bound inference over that of G R . Accordingly, their boxplots are presented in Fig. 2d . From 2c and 2d, we can observe that the variational inference algorithm achieves remarkably high accuracy when p = 2, 3, 4, 5.
Infleunce of ω. In this set of experiments, we let ψ be ω · 2 and vary ω from 0.01 to 100. We simulated 100 RDS processes over the Project 90 graph. For each ω, we measure the area under the ROC curve of the upper-bound inference for each RDS data and illustrate their distribution with a Tukey boxplot. The result is presented in 2e. In addition, we also record the advantage of the area under the ROC curve of the upper-bound inference over that of G R . Accordingly, their boxplots are presented in Fig.  2f . From 2e and 2f, we can observe that the variational inference algorithm achieves higher accuracy as ω increases from 0.01 to 10 and that the increase of ω from 10 to 100 leads to lower accuracy of the variational inference.
Conclusion
In this paper, we have developed a solution to the network inference/reconstruction problem for respondent-driven sampling (RDS) data. We showed that the likelihood of the diffusion process can be formulated as a constrained optimization problem; a redefinition of the inferential target yields and equivalent unconstrained formulation. We proved that this formulation yields a log-submodular model for the Bayesian posterior distribution of the network. We proposed a variational inference algorithm for network reconstruction under this model. Experiment results show this algorithm achieves very high reconstruction accuracy.
Appendix Proof of Theorem 1
We want to show that log L (γ) is submdolar. We have
We temporarily view them as real-valued vectors and matrices rather than binary vectors and matrices. In light of Eq. 2, we know that u is a linear function of µ. Every entry of max{u+A·1−d, 0} is convex in u, thus also convex in µ. Since ψ is a convex function and non-decreasing in each argument whenever this argument is non-negative, thus
is concave in µ. The function β(u, A) is concave in u and A and the function δ(u, A) is linear in u and A. Thus β is concave in µ and α and δ is linear in µ and α. Therefore β is concave in γ and δ is linear in γ. Thus m β + 1 δ is concave in γ. Hence the whole expression is concave in γ if we view γ as a real-valued vector, which entails that if we view γ as a binary vector, log L(γ) is submodular in γ.
Proof of Proposition 1
We prove it by induction.
Suppose that γ = {v j1 , v j2 , . . . , v jq }, where j 1 < j 2 < · · · < j q and q ≤ N . If q = 1, then
since ∅ must be a subset of V j1−1 . Therefore,
since F is normalized. Suppose that the proposition holds for all q < r. When q = r, we have by the induction assumption. This completes the proof.
Proof of Proposition 2
In order to show that a modular function s is a supergradient of the submodular function F at x, we have to show that ∀y ∈ {0, 1} N , F (y) ≤ F (x) + s(y) − s(x).
Equivalent, if viewed as a set function, we have to show that
where X is the corresponding subset for x, i.e.,
Since s is a modular function, it is equivalent to show We will show that the left-hand side is less than or equal to F (X ∪ Y ) while the right-hand side is greater than or equal to F (X ∪ Y ). Suppose that Y \ X = {a 1 , a 2 , a 3 , . . . , a r }, A i = X ∪ {a 1 , a 2 , a 3 , . . . , a i } and A 0 = X. We have We will show that the left-hand side is less than or equal to F (X ∪ Y ) while the right-hand side is greater than or equal to F (X ∪ Y ).
In light of Eq. 3, we have
In light of Eq. 4, we have By Eq. 4, we know that the left-hand side is less than or equal to F (X ∪ Y ). By Eq. 5, we know that the right-hand side is greater than or equal to F (X ∪ Y ). Therefore, the left-hand side is less than or equal to the right-hand side.
