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Abstract
The next-generation electric power system, known as smart grid, relies on a robust and
reliable underlying communication infrastructure to improve the efficiency of electricity
distribution. Cellular networks, e.g., LTE/LTE-A systems, appear as a promising tech-
nology to facilitate the smart grid evolution. Their inherent performance characteristics
and well-established ecosystem could potentially unlock unprecedented use cases, enabling
real-time and autonomous distribution grid operations. However, cellular technology was
not originally intended for smart grid communication, associated with highly-reliable mes-
sage exchange and massive device connectivity requirements. The fundamental differences
between smart grid and human-type communication challenge the classical design of cel-
lular networks and introduce important research questions that have not been sufficiently
addressed so far. Motivated by these challenges, this doctoral thesis investigates novel
radio access network (RAN) design principles and performance analysis for the seamless
integration of smart grid traffic in future cellular networks. Specifically, we focus on
addressing the fundamental RAN problems of network scalability in massive smart grid
deployments and radio resource management for smart grid and human-type traffic. The
main objective of the thesis lies on the design, analysis and performance evaluation of
RAN mechanisms that would render cellular networks the key enabler for emerging smart
grid applications.
The first part of the thesis addresses the radio access limitations in LTE-based net-
works for reliable and scalable smart grid communication. We first identify the conges-
tion problem in LTE random access that arises in large-scale smart grid deployments. To
overcome this, a novel random access mechanism is proposed that can efficiently support
real-time distribution automation services with negligible impact on the background traf-
fic. Motivated by the stringent reliability requirements of various smart grid operations,
we then develop an analytical model of the LTE random access procedure that allows
us to assess the performance of event-based monitoring traffic under various load condi-
tions and network configurations. We further extend our analysis to include the relation
between the cell size and the availability of orthogonal random access resources and we
identify an additional challenge for reliable smart grid connectivity. To this end, we de-
vise an interference- and load-aware cell planning mechanism that enhances reliability in
substation automation services. Finally, we couple the problem of state estimation in
wide-area monitoring systems with the reliability challenges in information acquisition.
Using our developed analytical framework, we quantify the impact of imperfect commu-
nication reliability in the state estimation accuracy and we provide useful insights for the
design of reliability-aware state estimators.
The second part of the thesis builds on the previous one and focuses on the RAN
problem of resource scheduling and sharing for smart grid and human-type traffic. We
introduce a novel scheduler that achieves low latency for distribution automation traffic
while resource allocation is performed in a way that keeps the degradation of cellular
users at a minimum level. In addition, we investigate the benefits of Device-to-Device
(D2D) transmission mode for event-based message exchange in substation automation
scenarios. We design a joint mode selection and resource allocation mechanism which
results in higher data rates with respect to the conventional transmission mode via the
base station. An orthogonal resource partition scheme between cellular and D2D links is
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further proposed to prevent the underutilization of the scarce cellular spectrum.
The research findings of this thesis aim to deliver novel solutions to important RAN
performance issues, i.e., massive and reliable random access, efficient resource sharing and
scheduling, that arise when cellular networks support smart grid communication. With
the emergence of smart grid paradigm, the results of this thesis are expected to provide
fundamental RAN design guidelines for future cellular networks and fulfill the smart grid
potential. In addition, our research outcomes and drawn insights may also prove useful
for other applications envisioned for 5G which rely on massive and reliable information
acquisition, e.g., intelligent transportation systems, industrial automation and mobile
health-care services.
Keywords: Cellular networks, 3GPP LTE, Radio Access Network (RAN), Random Ac-
cess CHannel (RACH), Radio Resource Management (RRM), Device-to-Device (D2D),
Massive Machine-Type Communication (mMTC), Reliability, Smart grid, Distribution
automation, Substation automation, Wide-area Monitoring Systems.
Resumen
La próxima generación del sistema eléctrico de potencia, conocido como smart grid,
se basa en una infraestructura de comunicaciones robusta y fiable que permita mejorar
la eficiencia en la distribución de energía eléctrica. Las redes celulares, p.e., los sistemas
LTE/LTE-A, aparecen como una tecnología prometedora para facilitar la evolución de la
smart grid. Sus características de rendimiento inherentes y un ecosistema bien estable-
cido pueden permitir la realización de casos de uso sin precedentes, haciendo posible la
operación autónoma y en tiempo real de la red de distribución eléctrica. Sin embargo, la
tecnología celular no fue pensada originalmente para las comunicaciones en la smart grid,
asociadas con el intercambio fiable de mensajes y con requisitos de conectividad de un
número masivo de dispositivos. Las diferencias fundamentales entre las comunicaciones
en la smart grid y la comunicación de tipo humano desafían el diseño clásico de las re-
des celulares e introducen importantes cuestiones de investigación que hasta ahora no se
han abordado suficientemente. Motivada por estos retos, esta tesis doctoral investiga los
principios de diseño y analiza el rendimiento de una nueva red de acceso radio (RAN)
que permita una integración perfecta del tráfico de la smart grid en las redes celulares
futuras. En concreto, nos centramos en los problemas fundamentales de escalabilidad de
la RAN en despliegues de smart grid masivos, y en la gestión de los recursos radio para
la integración del tráfico de la smart grid con el tráfico de tipo humano. El objetivo
principal de la tesis consiste en el diseño, el análisis y la evaluación del rendimiento de los
mecanismos de las RAN que convertirán a las redes celulares en el elemento clave para
las aplicaciones emergentes de las smart grids.
La primera parte de la tesis aborda las limitaciones del acceso radio en redes LTE
para la comunicación fiable y escalable en smart grids. En primer lugar, identificamos el
problema de congestión en el acceso aleatorio de LTE que aparece en los despliegues de
smart grids a gran escala. Para superar este problema, se propone un nuevo mecanismo
de acceso aleatorio que permite soportar de forma eficiente los servicios de automatización
de la distribución eléctrica en tiempo real, con un impacto insignificante en el tráfico de
fondo. Motivados por los estrictos requisitos de fiabilidad de las diversas operaciones en
la smart grid, desarrollamos un modelo analítico del procedimiento de acceso aleatorio
de LTE que nos permite evaluar el rendimiento del tráfico de monitorización de la red
eléctrica basado en eventos bajo diversas condiciones de carga y configuraciones de red.
Además, ampliamos nuestro análisis para incluir la relación entre el tamaño de celda y
la disponibilidad de recursos de acceso aleatorio ortogonales, e identificamos un reto adi-
cional para la conectividad fiable en la smart grid. Con este fin, diseñamos un mecanismo
de planificación celular que tiene en cuenta las interferencias y la carga de la red, y que
mejora la fiabilidad en los servicios de automatización de las subestaciones eléctricas.
Finalmente, combinamos el problema de la estimación de estado en sistemas de monitor-
ización de redes eléctricas de área amplia con los retos de fiabilidad en la adquisición de
la información. Utilizando el modelo analítico desarrollado, cuantificamos el impacto de
la baja fiabilidad en las comunicaciones sobre la precisión de la estimación de estado, y
proporcionamos información útil para el diseño de estimadores de estado que tienen en
cuenta la fiabilidad en las comunicaciones.
La segunda parte de la tesis se basa en la anterior y se centra en el problema de
scheduling y compartición de recursos en la RAN para el tráfico de smart grid y el tráfico
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de tipo humano. Presentamos un nuevo scheduler que proporciona baja latencia para el
tráfico de automatización de la distribución eléctrica, mientras que la asignación de recur-
sos se realiza de un modo que mantiene la degradación de los usuarios celulares en un nivel
mínimo. Además, investigamos los beneficios del modo de transmisión Device-to-Device
(D2D) en el intercambio de mensajes basados en eventos en escenarios de automatización
de subestaciones eléctricas. Diseñamos un mecanismo conjunto de asignación de recursos
y selección de modo que da como resultado tasas de datos más elevadas con respecto al
modo de transmisión convencional a través de la estación base. Finalmente, se propone
un esquema de partición de recursos ortogonales entre enlaces celulares y D2D para evitar
la infrautilización del espectro celular escaso.
Los hallazgos de esta tesis tienen como objetivo la entrega de soluciones a importantes
problemas de rendimiento de la RAN, tales como el acceso aleatorio masivo y fiable, el
scheduling y la compartición de recursos de forma eficiente, los cuales aparecen cuando
las redes celulares deben soportar el tráfico de smart grid. Con la aparición del paradigma
de la smart grid, se espera que los resultados de esta tesis proporcionen directrices funda-
mentales para el diseño de la RAN en las redes celulares futuras y alcanzar el potencial
de la smart grid. Además, los resultados de nuestra investigación y los conocimientos
adquiridos también pueden ser útiles para otras aplicaciones previstas en 5G que se basan
en la adquisición de información masiva y fiable, por ejemplo, en sistemas de transporte
inteligentes, automatización industrial, y servicios móviles de atención médica.
Palabras clave: Cellular networks, 3GPP LTE, Radio Access Network (RAN), Random
Access CHannel (RACH), Radio Resource Management (RRM), Device-to-Device (D2D),
Massive Machine-Type Communication (mMTC), Reliability, Smart grid, Distribution
automation, Substation automation, Wide-area Monitoring Systems.
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The smart grid can be defined as an integrated, fully inter-operable and communication-
enabled electrical system which aims at revolutionizing traditional power systems through
the support of a wide range of applications including automated meter reading, demand
response, real-time monitoring, and renewable integration. This ongoing modernization of
the aging electrical system mainly relies on the evolution of the power distribution grid into
a fully automated and interconnected network at medium-voltage level. In recent years,
two key building blocks have emerged for the realization of the future distribution grid:
i) large-scale information acquisition and ii) reliable monitoring, protection and control.
The former entails the massive installation of smart metering devices, forming Advanced
Metering Infrastructure (AMI) systems that involve deployments spanning widespread
geographical areas. The latter requires the use of Intelligent Electronic Devices (IEDs)
capable of exchanging mission-critical communication for real-time situational awareness
and rapid detection of system faults. In addition, the emergence of Distributed Energy
Resources (DERs) results in larger power system dynamics and, thus, in a growing need
for real-time supervision of the grid behavior to ensure stability.
Instrumental to this power system evolution is the underlying communication tech-
nology selected to support extensive and timely information exchange in the distribution
grid. Among many existing alternatives to realize communication, cellular networks re-
lying on LTE-based standards have been identified as a promising technology to meet
the stringent requirements of emerging functionalities in the distribution grid, such as
distribution automation, inter-substation communications and outage management [1].
The evolution of cellular networks through global standardization via the 3GPP offers
a widely-deployed and future-proof technology that is provisioned to act as the catalyst
for advanced -currently unrealizable- functionalities in the power distribution grid. The
inherent technical characteristics of LTE, namely ubiquitous coverage, low end-to-end
latency, high throughput, and Quality-of-Service (QoS) differentiation, unlock novel use
cases and contribute significantly to the actual operation and management of the overall
power grid. The use of licensed bands renders LTE-based networks robust to interfer-
ence and to security threats which may compromise the quality and privacy of energy
data. Leaving technical reasons apart, the distribution system operators may benefit
1
2 Chapter 1. Introduction
from the existing public cellular infrastructure without the need to install and maintain
a proprietary communication network or have trust in uncontrolled and/or unlicensed
communications for sensitive applications.
However, cellular technology was not initially intended for distribution grid appli-
cations and the peculiar characteristics of smart grid communication are fundamentally
different from Human-Type Communication (HTC) generated by conventional LTE sub-
scribers. Instead, cellular networks were designed for human-centric broadband services
with a moderate number of users per eNodeB, i.e., the base station. Besides massive traffic
volume, smart grid messages are short with sporadic activity patterns while automation
services, e.g., fault location, isolation and service restoration (FLISR), are associated with
unprecedented stringent requirements, in terms of latency and reliability, that challenge
the classical design principles of cellular networks. Although cellular networks are consid-
ered mature for traditional HTC with well-established ecosystems, the 3GPP has already
raised the need to revisit the design of next-generation cellular networks in order to make
them capable of supporting Machine-Type Communication (MTC) [2]. Ongoing 3GPP
standardization efforts aim at making cellular networks the dominant connectivity tech-
nology for MTC. Recent standard releases (i.e., Rel-13, Rel-14 and ongoing Rel-15) aim
at providing radio interface enhancements for MTC and bring a major mentality shift
on the operation of cellular systems. Three solutions for MTC services, optimized for
lower complexity and power consumption, enhanced coverage, and higher device density,
are introduced: i) enhanced Machine-Type Communications (eMTC, often referred to
as LTE-M), ii) NarrowBand Internet of Things (NB-IoT), and iii) Extended Coverage
GSM Internet of Things (EC-GSM-IoT). However, significant improvements over 4G radio
interface, in terms of both massive connectivity provisioning and reliability/latency per-
formance, are yet needed for the efficient support of the envisioned real-time distribution
grid services in the smart grid [3].
In particular, in order to meet the stringent requirements associated with the reli-
able message exchange among numerous smart grid entities, i.e., ranging from IEDs to
Phasor Measurement Units (PMUs) and massive-scale smart meter infrastructure, radi-
cal enhancements are required for the radio access design and architecture of the current
cellular networks. In this context, 3GPP 5G standardization of the New Radio (NR)
interface, launched in Rel-13, is expected to support two new MTC services: i) massive
Machine-Type Communications (mMTC), aiming at further enhanced device connectiv-
ity with performance guarantees, and ii) Ultra-Reliable Low-Latency Communications
(URLLC), targeting at handling reliably mission-critical links. As standardization work
is underway and the transition towards 5G mobile networks is emerging, cellular tech-
nologies based on 3GPP standards are anticipated to provide a strong foundation for the
Internet-of-Things (IoT) paradigm in the short term.
Motivated by the foreseen potential of cellular networks for supporting distribution
grid applications, in this thesis we aim to address the identified cellular connectivity
limitations for massive and reliable information acquisition in the smart grid. In partic-
ular, we investigate Radio Access Network (RAN) design principles for next-generation
cellular networks supporting smart grid traffic. Our focus lies on the design and perfor-
mance analysis of random access mechanisms and Radio Resource Management (RRM)
techniques when LTE-based networks constitute the underlying communication enabler
of challenging distribution grid operations. The reliable support of the stringent smart
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grid requirements would facilitate the transformation of the aging distribution grid into
a modernized and fully automated power distribution system.
1.2 Research Challenges and Objectives
Smart grid communication poses important design challenges for the cellular network
architecture and protocols, originally designed for legacy HTC, that have not been suffi-
ciently addressed so far. The fundamentally different characteristics of MTC in the smart
grid render indispensable a major mentality shift on the way cellular systems operate
nowadays. One of the key RAN components is the Medium Access Control (MAC) layer
which is responsible for deciding who, when, and how a network device is granted access
to the wireless channel; a shared medium. The reliable support of the stringent communi-
cation requirements of distribution grid operations, such as optimized fault management
to reduce power outages, integrated distributed generation to limit voltage fluctuations,
and fast FLISR, requires a significant reconsideration of the MAC design principles of
cellular networks. A number of open issues and technical challenges need to be addressed
to overcome the connectivity limitations related to the massive channel access and en-
sure a fair coexistence of smart grid traffic in shared cellular networks with performance
guarantees.
This thesis investigates two fundamental MAC layer procedures for the seamless in-
tegration of smart grid communication in LTE-based networks: i) the initial network
association phase, where smart grid devices request transmission resources or re-establish
a connection to the eNodeB and ii) the data transmission phase, where the actual transfer
of smart grid information is performed over a communication link. The former entails a
random access procedure between each device and the eNodeB, initiated in several cases
such as device transition from idle to connected state, radio link failure, handover and
uplink synchronization. The latter requires a transmission scheduling mechanism at the
eNodeB, responsible for allocating the scarce radio resources among the various devices
present in the system.
Our main objective lies on the design of key RAN techniques explicitly tailored to
support massive and reliable smart grid communication in LTE-based networks. In par-
ticular, we focus on the performance analysis of the LTE random access procedure and
we identify its performance limitations for massive connectivity in the smart grid. In
turn, we develop radio access mechanisms that mitigate the signaling overhead related
to the initial access of numerous smart grid devices and enhance the network reliability.
To ensure an efficient resource assignment and sharing between the smart grid devices
and the conventional HTC subscribers in shared LTE networks, we propose RRM tech-
niques that guarantee the overall performance and prevent the underutilization of the
scarce resources. Resource allocation schemes are designed in a way that enable smart
grid data scheduling without jeopardizing the regular LTE traffic, especially when net-
work resources tend to become limited. We further aim to leverage the advantages of
network-assisted Device-to-Device (D2D) communication, in an effort to enable unprece-
dented decentralized smart grid functionalities that rely on distributed (peer-to-peer)
information exchange. Through direct communication links and bypassing the cellular
infrastructure, decision making could be pushed closer to the grid and response times
could be expedited yielding a near-autonomous operation of the distribution grid units.
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In overall, this thesis aims to provide novel methodologies and RAN design guide-
lines for future cellular systems towards massive and reliable information acquisition in
fundamental distribution grid operations. Our contributions lie on the interdisciplinary
area of smart grid with an ultimate goal of providing highly reliable, robust and scalable
communication solutions especially for real-time mission-critical applications.
1.3 Outline and Contributions
This thesis investigates RAN design principles and performance analysis of future
cellular networks for reliable support of smart grid communication. Specifically, our focus
lies on fundamental MAC/RRM issues related to i) massive network access due to the
large volume of smart grid devices and ii) radio resource sharing and scheduling for smart
grid and human-type traffic with performance guarantees.
The remainder of the thesis is organized as follows. Chapter 2 provides an overview of
the connection establishment and data transmission procedures in LTE-based networks. A
comprehensive review and classification of existing related works in LTE for smart grid ap-
plications is also presented, leading to the identification of research gaps for contribution.
Chapter 3 is devoted to the problem of radio access congestion in LTE-based networks and
presents our contributions on the design, analysis and performance evaluation of radio
access enhancements for massive and reliable smart grid connectivity. Chapter 4 studies
the resource scheduling and sharing problem between smart grid and human-type traffic
in shared LTE networks and investigates the benefits of direct D2D communication as a
key enabler of mission-critical smart grid operations. Finally, our concluding remarks on
the main research outcomes of the thesis are provided in Chapter 5 along with an outline
of possible directions for future work.
In the following subsections, a summary of the main contributions of the thesis (Chap-
ters 3 and 4) is provided.
1.3.1 Random Access for Smart Grid Communication
Chapter 3 focuses on the congestion problem in the radio access of LTE-based networks
due to the sheer scale of smart grid devices attempting channel access for initial network
association. The cornerstone of such study is the establishment of a mathematically
tractable yet accurate model for the contention-based LTE random access procedure which
allows for a detailed performance assessment of event-driven smart grid communication.
In the first section of Chapter 3, we identify the connectivity limitations for large-scale
smart grid deployments due to the limited capacity of the LTE Random Access CHan-
nel (RACH) compared to the increased resource demand. In particular, we first propose
a traffic model that captures the bursty behavior of monitoring traffic in event-driven
distribution grid operations. Unlike the majority of existing literature where delta traf-
fic or simple Poisson models are used to represent the aggregate smart grid traffic, our
modeling approach accounts for the frequency and duration of a burst traffic generation.
The impact of smart grid communication in real-time monitoring and wide-area metering
applications is investigated in terms of access delay and blocking probability under dif-
ferent network configurations and traffic characteristics. The performance assessment of
realistic network-overload scenarios reveals that the standard LTE random access proce-
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dure becomes highly susceptible to congestion when a high number of smart grid entities
request channel access in a highly-synchronized manner. In addition, the bursty nature
of monitoring traffic may result in severe performance degradation.
Motivated by this feasibility study, in the second section of Chapter 3, we devise
a novel random access mechanism to enable the integration of distribution automation
services in public LTE networks. The IEC-61850 standard for power utility automation
has been used for modeling the communication in the distribution grid. Based on the
continuous monitoring of the network loading state by the eNodeB, a flexible partition
of the available resources, i.e., the random access preambles, into different traffic classes
is applied. In turn, in capacity-overload conditions, a dynamic access barring scheme
for delay-tolerant smart metering traffic is employed. The RACH congestion is further
relieved by a load-shedding scheme at the eNodeB that discards unnecessary preamble
transmissions originated from neighboring IEDs. Our proposed mechanism rigorously
considers the stringent latency constraints imposed by distribution automation traffic
while guaranteeing the performance of contending network entities, i.e., cellular users and
smart meters.
The challenging communication requirements of monitoring traffic call for a rigorous
reliability analysis of the contention-based LTE random access procedure. To this end,
in the third section of Chapter 3, we leverage tools from Markov chain theory to develop
a tractable analytical framework of the LTE random access mechanism enhanced with
an access class barring (ACB) scheme for the connection establishment of a high num-
ber of monitoring devices. We derive an accurate reliability expression as a function of
the monitoring traffic characteristics and the RACH/ACB parameters. The performance
assessment clarifies the achieved reliability levels under different network and traffic con-
figurations and provides useful guidelines for the design of traffic-aware random access
protocols for the reliable support of smart grid monitoring traffic.
In the fourth section of Chapter 3, we investigate the relation between the cell size
and the number of preambles generated from a single or multiple root sequences and we
study their impact on the achieved reliability. In particular, the fact that the number of
orthogonal preambles available for contention decreases as the cell radius increases has not
been considered in the literature. This relation reveals an important limitation for cells
with large radius and imposes an additional challenge for the reliable support of wide-
area smart grid traffic due to the non-orthogonality of preambles originated from different
root sequences. To address this research gap, we introduce an interference- and load-aware
cell planning mechanism that efficiently allocates the root sequences among multiple cells
and regulates the traffic load to guarantee reliable channel access of a high density of
distribution automation devices. In addition, we extend our traffic model to accurately
capture the spatiotemporal correlation of event-driven substation automation traffic that
may result in interdependent packet interarrival times. A performance evaluation of a
power distribution automation scenario under network-overload reveals the superior per-
formance of our proposed mechanism in terms of RACH reliability against benchmarking
network deployment schemes. Our derived insights for the design of such cellular systems
can be generalized in network scenarios of industrial communication where event-driven
MTC needs to be supported with reliability guarantees.
Finally, the fifth section of Chapter 3 applies the analytical frameworks and insights
of the previous sections to investigate the impact of the LTE RACH reliability on the
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accuracy of information acquisition in smart grid monitoring systems relying on PMUs.
The deployment of the PMUs, providing linear measurement functions, can significantly
improve the state estimation performance via precise and synchronized measurements.
We consider two representative network deployment scenarios that involve acquisition of
PMU information, namely i) a shared LTE network, where PMUs contend for the random
access resources along with a high number of smart metering devices present in the system,
and ii) a dedicated LTE network, where the selected range of an LTE cell that provides
coverage solely to PMUs, determines the availability of the orthogonal random access
preambles. In both scenarios, we demonstrate that the state estimation accuracy critically
depends on the achieved RACH reliability levels for PMU communication. However, in
some cases, the additional installation of PMUs may help reduce the state estimation
uncertainty and desensitize the estimation error to the effect of a low communication
reliability. Therefore, useful design guidelines can be drawn for state estimation schemes
when the problem of estimation is coupled with the reliability limitations in information
acquisition.
Chapter 3 is based on the following published papers or manuscripts under preparation
for submission [1, 4, 5, 6, 7, 8, 9]:
[J-1] C. Kalalas, L. Thrybom and J. Alonso-Zarate, “Cellular Communications for
Smart Grid Neighborhood Area Networks: A Survey,” in IEEE Access, vol. 4, no. 1, pp.
1469–1493, March 2016.
[J-2] A. Laya, C. Kalalas, F. Vazquez-Gallego, L. Alonso and J. Alonso-Zarate,
“Goodbye, ALOHA!,” in IEEE Access, vol. 4, no. 1, pp. 2029–2044, April 2016.
[J-3] C. Kalalas, C. Stefanovic, P. Popovski and J. Alonso-Zarate, “Reliable Vehicle
Discovery based on Code-Expanded Random Access,” under preparation for submission,
2018.
[C-1] C. Kalalas, F. Vazquez-Gallego and J. Alonso-Zarate, “Handling Mission-
Critical Communication in Smart Grid Distribution Automation Services through LTE,”
in Proc. of IEEE International Conference on Smart Grid Communications 2016 (IEEE
SmartGridComm ’16), Sydney, Australia, November 2016.
[C-2] C. Kalalas, F. Vazquez-Gallego and J. Alonso-Zarate, “Performance Evaluation
of the Contention-Based Random Access of LTE under Smart Grid Traffic,” in Proc. of
EAI International Conference on Smart Grid Inspired Future Technologies 2017 (EAI
SmartGIFT ’17), London, UK, March 2017.
[C-3] C. Kalalas and J. Alonso-Zarate, “Reliability Analysis of the Random Access
Channel of LTE with Access Class Barring for Smart Grid Monitoring Traffic,” in Proc.
of IEEE International Conference on Communications, Workshop on Integrating Com-
munications, Control, and Computing Technologies for Smart Grid 2017 (IEEE ICC ’17,
ICT4SG), Paris, France, May 2017.
[C-4] C. Kalalas and J. Alonso-Zarate, “Efficient Cell Planning for Reliable Support
of Event-Driven Machine-Type Traffic in LTE,” in Proc. of IEEE Global Communications
Conference 2017 (IEEE Globecom ’17), Singapore, December 2017.
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[C-5] A. Tsitsimelis, C. Kalalas, J. Alonso-Zarate and C. Antón-Haro, “On the Im-
pact of LTE RACH Reliability on State Estimation in Wide-Area Monitoring Systems,”
in Proc. of IEEE Wireless Communications and Networking Conference 2018 (IEEE
WCNC ’18), Barcelona, Spain, April 2018.
1.3.2 Resource Scheduling for Smart Grid and Human-Type Traffic
In Chapter 4, we turn our attention to the RRM problem in shared LTE-based net-
works. RRM is generally used in wireless systems in a broad sense to cover all func-
tions that are related to the assignment and the sharing of radio resources among the
users/devices of the wireless network. Our focus lies on the design of efficient schedul-
ing and resource allocation policies for smart grid traffic while attempting to keep the
degradation of conventional HTC at a minimum level.
In the first section of Chapter 4, we focus on the design of an appropriate LTE sched-
uler to support IEC-61850 communication services. Since such time-critical applications
are not adequately supported by current LTE implementations [10], we propose a novel
LTE scheduling policy that prioritizes automation traffic with minimum impact on back-
ground traffic. We further extend existing bibliography via i) a characterization of the
performance constraints that distribution automation tasks introduce in the LTE schedul-
ing process and ii) an analysis of the impact of smart grid traffic prioritization on the
performance of the human-centric and real-time LTE services. Our extensive simulations
in a realistic radio system simulator demonstrate that properly designed LTE schedulers
can successfully meet the performance requirements of IEC-61850 services with negligible
impact on background traffic.
Motivated by the stringent requirements of substation automation, in the second sec-
tion of Chapter 4, we explore the potential of D2D technology for IED local data exchange
in an effort to achieve higher performance with respect to traditional cellular communi-
cation. In particular, we propose D2D communication over dedicated cellular resources,
i.e., D2D-overlay mode, as a key enabling technology for reliable information exchange in
power distribution grids. We jointly address two fundamental issues: i) the seamless tran-
sition from cellular (i.e., communication via the eNodeB) to D2D-overlay mode for smart
grid entities upon detection of a surge of channel access attempts and ii) the efficient
orthogonal resource partition for cellular and D2D links. An analytical framework cap-
turing the event-driven nature of substation automation traffic and both phases of uplink
communication is introduced based on the technical analyses and insights of Chapter 3.
The joint problem of mode selection and resource allocation (MSRA) is then formulated
as a sum-rate maximization problem and a dynamic heuristic mechanism is proposed to
adaptively allocate uplink resources for D2D links and prevent spectrum underutilization
while guaranteeing a minimum rate requirement for cellular users. The performance of our
proposed scheme is evaluated through extensive simulations under different performance
criteria and numerical results demonstrate the rate gains of a dynamic switch between
D2D-overlay and conventional cellular mode for substation automation traffic.
Chapter 4 is based on the following published papers [1, 11, 12]:
[J-1] C. Kalalas, L. Thrybom and J. Alonso-Zarate, “Cellular Communications for
Smart Grid Neighborhood Area Networks: A Survey,” in IEEE Access, vol. 4, no. 1, pp.
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1469–1493, March 2016.
[C-6] C. Kalalas, L. Gkatzikis, C. Fischione, P. Ljungberg and J. Alonso-Zarate,
“Enabling IEC 61850 Communication Services over Public LTE Infrastructure,” in Proc.
of IEEE International Conference on Communications 2016 (IEEE ICC ’16), Kuala
Lumpur, Malaysia, May 2016.
[C-7] C. Kalalas, J. Alonso-Zarate and G. Bag, “On the Transmission Mode Selection
for Substation Automation Traffic in Cellular Networks,” in Proc. of IEEE International
Conference on Smart Grid Communications 2017 (IEEE SmartGridComm ’17), Dresden,
Germany, October 2017.
1.3.3 Other Research Contributions
Besides the main contributions of the thesis outlined in the previous subsections, ad-
ditional research work has been carried out while this thesis was prepared. The following
publications are beyond the scope of the thesis, but contain related materials and appli-
cations [13, 14, 15]:
[J-4] F. Vazquez-Gallego, C. Kalalas, L. Alonso and J. Alonso-Zarate, “Contention
Tree-based Access for Wireless Machine-to-Machine Networks with Energy Harvesting,”
in IEEE Transactions on Green Communications and Networking, vol. 1, no. 2, pp. 1–12,
April 2017.
[C-8] A. Pouttu, J. Haapola, P. Ahokangas, Y. Xu, M. Kopsakangas-Savolainen, E.
Porras, J. Matamoros, C. Kalalas, J. Alonso-Zarate, F. D. Gallego, J. M. Martín, G.
Deconinck, H. Almasalma, S. Clayes, J. Wu, M. Cheng, F. Li, Z. Zhang, D. Rivas, S.
Casado, “P2P Model for Distributed Energy Trading, Grid Control and ICT for Local
Smart Grids,” in Proc. of European Conference on Networks and Communications (Eu-
CNC ’17), Oulu, Finland, June 2017.
[C-9] J. Haapola, S. Ali, C. Kalalas, J. Markkula, N. Rajatheva, A. Pouttu, J. M.
Martín Rapún, I. Lalaguna, F. Vazquez-Gallego, J. Alonso-Zarate, G. Deconinck, H. Al-
masalma, J. Wu, C. Zhang, E. Porras Muñoz, F. David Gallego, “Peer-to-Peer Energy
Trading and Grid Control Communications Solutions’ Feasibility Assessment based on
Key Performance Indicators,” in Proc. of IEEE Vehicular Technology Conference (VTC
2018-Spring): Workshop on Enabling Internet via Machine type Wireless Communica-
tions, Porto, Portugal, June 2018.
1.4 Methodology
In the parts of the thesis where simulations are used, realistic assumptions have been
made to choose an appropriate level of abstraction as well as the suitable simulation plat-
form for performance assessment. In cases where realistic timing of LTE standard was
needed, the discrete-event ns-3 network simulator has been used. The ns-3 simulator
constitutes an open-source platform, that currently implements a wide range of protocols
in C++, making it useful for cross-layer design and analysis. In the context of the the-
sis, the mapping of IEC-61850 communication stack with LTE radio protocol stack has
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been implemented in ns-3 along with the traffic generation of IEC-61850 communication
services. The IEC-61850 packet traces were captured and saved for post-processing using
Wireshark network protocol analyzer. These traffic traces have been further used for val-
idation (i.e., parameter estimation) of our proposed smart grid traffic models throughout
the thesis. In particular, for model fitting purposes, the expectation-maximization algo-
rithm [16, 17] has been used as an iterative method of finding the maximum-likelihood
estimates of the traffic model parameters.
In the context of the thesis, the LTE LENA software tool, initially implemented based
on 3GPP Rel-8 standard features, has been properly extended with the development
of random access modules in order to provide a widely-accepted reference evaluation
environment for our proposed analytical models [4]. The implemented random access
modules are based on the architecture and design patterns of LTE LENA and maintain
a high level of backwards compatibility with the source code. For validation purposes,
the simulation conditions of the original 3GPP Technical Report 37.868 [18] have been
replicated to guarantee a high level of accuracy. On the other hand, in cases where
functionalities of recent LTE standard releases were not implemented in ns-3 by the time
of writing this thesis (e.g., lack of a D2D communication module) or when the level of
modules’ complexity was considered too high and a less detailed model would suffice,
custom MATLAB code was used. In order to ensure statistically sound simulations
over the performance metrics of interest, the results were based on the average values
of multiple simulation iterations while the duration of simulations and the number of
simulation runs is set in a way that the 95% confidence intervals are non-overlapping




In Chapter 2, we overview the smart grid communication architecture and the essential
MAC layer procedures for connection establishment and data transmission in LTE-based
networks which constitute the main research areas of the thesis. We further provide a
comprehensive review of the most relevant architectural and protocol LTE enhancements
for smart grid communication that can be found in the literature to date. In particular,
Section 2.1 discusses the role of communications in the evolution of the power grid. Sec-
tion 2.2 provides a general description of the initial network association phase and data
transmission phase for communication in LTE/LTE-A systems. Section 2.3 provides an
in-depth and comprehensive study on the applicability of cellular technology for funda-
mental operations in the power distribution grid. The current state of the art related
to the ongoing research works on LTE-based systems for smart grid applications is thor-
oughly presented and discussed. Based on this survey of the recent works in the field and
the classification of existing approaches, Section 2.4 summarizes the identified gaps for
research contributions.
2.1 Communication in the Smart Grid
The transformation of the existing power distribution grid into an automated smart
grid would significantly benefit from a reliable and scalable communication technology
that can support advanced and autonomous grid functionalities. The smart grid paradigm
consists in building a flexible communication architecture where geographically dispersed
IEDs, as well as sensors, smart meters, protective relaying devices and circuit breakers, ex-
change their status information and control instructions in an automated and distributed
manner to efficiently operate the electrical grid [19]. By enabling direct interactions be-
tween consumers and the power distribution system operators, it would be possible to
develop new services and operations capable of efficiently satisfying the instantaneous
demand-response. In addition, the increasing penetration of DERs, photovoltaic cells,
storage batteries, and wind energy generators located in widespread areas, introduces
several challenges for achieving seamless and reliable communication within the power
grid. Therefore, distributed control and real-time bidirectional communication are nec-
essary to support fundamental grid functions which often involve the transmission of
mission-critical protection messages and/or massive amount of metering information [20].
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Figure 2.1: Hierarchical smart grid architecture. Two parallel interdependent domains,
the power system and the communication network, form the infrastructure of the smart
grid. The power distribution grid along with the corresponding NAN constitute the heart
of the new power system. In the figure, two fundamental NAN applications, the dis-
tribution automation and AMI are illustrated. Distribution automation data between
substation local area networks and aggregated metering information from spatially dis-
persed home area networks, need to be transmitted through a reliable communication
infrastructure.
Figure 2.1 depicts the common hierarchical structure of an electrical grid network.
Residing at the heart of the smart grid communication network, Neighborhood Area
Networks (NANs) constitute the communication infrastructure for the distribution of
electricity at medium voltage, between the power transmission system at high voltage
and the final residential/industrial consumers at low voltage [1]. NANs involve commu-
nication between diverse electric devices, e.g., IEDs and data aggregation points, which
are deployed in large and potentially complex geographical areas. Communication in the
power distribution grid already exists at a local level to support basic small-scale auto-
matic operations [21]. However, large-scale operations that involve deployments spanning
long distances, e.g., wide-area monitoring, protection and control systems, still rely on
extensive human intervention. This is the case, for example, of FLISR where field tech-
nicians may need to move on site and perform restoration operations. Message exchange
between substations, responsible for conducting the voltage transformation and control,
is also enabled at the distribution level.
The distinct communication segments in the smart grid employ different network
technologies and protocols to ensure service performance at each level, end-to-end inter-
operable management, and deployment/maintenance costs. Nowadays, communication in
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the transmission and distribution systems typically relies on robust wired broadband links.
Communication at the consumer side is in principle based on short-range technologies
with relaxed QoS requirements. In the smart grid paradigm, the distribution domain is
expected to be partitioned into smaller, more-manageable, and potentially autonomous
operating units that require a flexible and widely adopted communication infrastructure
[22]. If a reliable communication network is available, then advanced operations such as
distribution automation and AMI, will be efficiently supported.
Distribution automation deals with system automatic functionalities that require com-
munication interactions among IEDs, such as [22], [23]:
1. Distributed control and protection, involving the introduction of time-critical com-
munication exchanges between substation Local Area Networks (LANs) and mea-
surement equipment installed along the distribution network, e.g., PMUs. A fun-
damental protection operation is fault detection and localization, including the use
of IEDs capable of exchanging protection-relevant messages and reporting events to
control centers for rapid diagnosis of system faults and initiation of control com-
mands.
2. Wide-area monitoring systems, involving the use of combined PMU information
collected over many substation LANs to perform fast decision-making and switch-
ing/isolation actions to avoid the extensive propagation of disturbances to the entire
power system. Thus, self-healing and system reconfiguration can be achieved.
3. Monitoring of distribution equipment, including real-time situational awareness and
supervision of capacitor bank controllers, fault detectors, re-closers, switches, and
voltage regulators within substations [24].
In addition, the envisioned large-scale integration of DERs within the power grid
will result in a two way power flow in contrast to the traditional one way power flow,
thus adding more complexity to all aforementioned functionalities [20]. The conventional
centralized power delivery logic is shifted to a more distributed one and new challenges are
created for the protection, control and monitoring of the distribution grid. Distribution
automation applications are generally associated with stringent communication network
requirements in terms of network latency and reliability [25, 26].
Regarding metering data delivery, a typical AMI system uses smart meters to commu-
nicate information between consumers and power utilities for monitoring, operating, and
billing purposes [27]. Hierarchical communication network structures have been proposed
[28] to handle the data, where concentrator units aggregate consumer meter information
before forwarding them to the meter management systems at the utility end for pro-
cessing. In this case, latency requirements are more lenient compared to distribution
automation functionalities. Typically, AMI systems require infrequent uplink transmis-
sions of small-sized data packets. The bandwidth requirements for an individual user are
relatively low; however, the overall requirements in a NAN increase considerably due to
the large number of customer premises. In AMI deployments, network scalability is of
crucial importance. The challenge for the communication network is therefore to allocate
efficiently its bandwidth resources to many spatially separated nodes.
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2.2 Medium Access Control Layer Procedures
2.2.1 Random Access Mechanism
The future distribution grid is expected to be a flexible and fully dynamic environ-
ment equipped with a large number of measurement devices ranging from legacy remote
terminal units to PMUs and massive-scale smart meter infrastructure. The number of
devices joining the communication network will rapidly evolve, i.e., frequent entries/re-
entries, while the sporadic activity patterns of smart grid traffic may result in a loss of
uplink synchronization with the eNodeB during periods when no data is transferred. In
LTE/LTE-A systems, the random access procedure is used for initial network association
of uncoordinated devices in the following cases [29]:
1. Upon initial network access, i.e., device transition from idle state to connected state
for association with the base station (eNodeB).
2. Synchronization for new data transmission or reception, e.g., event-triggered mea-
surement report. An LTE device can only be scheduled for uplink data transmission
if its uplink transmission timing is synchronized.
3. Upon transmission of new data when no dedicated scheduling-request resources are
assigned.
4. In the case of handover from the current serving cell to a target cell.
5. After radio link failures, for connection re-establishment.
The physical RACH is formed by a periodic reservation of uplink time-frequency re-
source blocks, the random access slots, for the transmission of access requests. The
RACH time-frequency resources are semi-statically allocated within the physical uplink
shared region and repeat periodically. The eNodeB broadcasts the periodicity of the
random access slots by means of a variable referred to as the RACH configuration in-
dex. The random access slot periodicity is configured from once in every LTE subframe
(1ms) to once every two LTE frames (20ms) and is periodically broadcast by the eNodeB
[30]. The time-duration of the random access slots depends on the format of the access
requests, whereas in the frequency domain, each random access slot consists of 6 consecu-
tive resource blocks. The random access procedure in LTE-based networks can be either
contention-free or contention-based. In the contention-free mode, the eNodeB is able to
prevent collisions by allocating dedicated access resources for requests that require high
probability of success, e.g., handover and downlink data arrival. In this thesis, we focus
on the contention-based random access operation, where LTE devices contend for network
access by establishing a four-way message exchange with the eNodeB, as illustrated in
Figure 2.2. In particular, it involves the sequential transmission of the following messages:
• RACH preamble. According to LTE standard terminology, a preamble constitutes
a pseudo-random digital signature that a device randomly selects to transmit over the
first available random access slot of the RACH. A subset of preambles is often reserved
for contention-free access and their availability for contention-based access is periodically
broadcast by the eNodeB. A collision occurs in case more than one device attempts access
with the same preamble over the same random access slot.






















Figure 2.2: Contention-based random access procedure in LTE. Connection establishment
normally involves a four-message handshake between the device and the eNodeB. Based
on the system information broadcast by the eNodeB, random access preambles are used
by the devices to contend in the available random access slots. A channel access request
is completed if the four messages are successfully exchanged.
• Random Access Response (RAR). In turn, the eNodeB processes the preambles
received on a specific random access slot and provides feedback in a RAR message -
transmitted over the physical downlink shared channel - to all the devices with preamble
transmission on this random access slot. In case at least one device transmits a RACH
preamble, the preamble is denoted as activated. Typically, in this step the eNodeB cannot
distinguish how many devices have activated a specific preamble; if multiple devices sent
the same preamble over the same time-frequency resource, the eNodeB will provide a
RAR to every activated preamble and the same RAR information will be decoded by
more than one devices. In this case, the contention is resolved in the next step. The RAR
message includes an identifier of each successfully decoded preamble, timing information
for synchronization, a temporary device identifier and an uplink resource grant for devices
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to transmit a connection request, the next message of the handshake. The device expects
to receive the RAR within a time window, of which the start and end are configured
by the eNodeB as part of the cell-specific system information. If the device does not
receive a RAR within the configured time window, it retransmits the preamble. In case a
device receives a RAR without the identifier of the preamble it used, it is signaled, via a
backoff indicator attached to the RAR, to wait for a random time until the next preamble
transmission attempt.
• Connection request. Upon receiving the resource grant in RAR, the device trans-
mits a connection request message to the eNodeB, conveying the device identifier and the
establishment cause, e.g., scheduling resources request, Radio Resource Control (RRC)
connection request, tracking area update. The message also contains configuration in-
formation for uplink power control, radio bearer establishment and the channel quality.
A retransmission mechanism (Hybrid Automatic Repeat reQuest (HARQ)) is enabled to
protect the message delivery. In case of undetected preamble collision in the previous
step, more than one devices will transmit in the same time-frequency resource their con-
nection request message. This may result in such interference that no colliding message
can be decoded, and the devices restart the random access procedure until reaching the
maximum number of HARQ retransmissions. However, if one device is successfully de-
coded, the contention remains unresolved for the other devices. The subsequent downlink
message allows for a quick resolution of this contention.
• Connection response: In response to a successfully received connection request
message, the eNodeB transmits a connection response message as an acknowledgment for
contention resolution. The completion of this step renders the random access attempt
successful. Otherwise, if the message is not received by a device within a predefined time
window, the random access procedure is declared as failed and the device needs to restart
from the first step until the limit for its allowed preamble retransmissions is reached.
According to the LTE preamble design principles, the random access signatures are
generated by one or several Zadoff-Chu (ZC) root sequences and their cyclic shifts. A
number of 64 different preambles is available per cell and a total of 838 root sequences
are defined for LTE/LTE-A systems. Each preamble consists of a cyclic prefix (CP) and
a preamble sequence, as illustrated in Figure 2.3. The CP is identical to the end of the
sequence, and it is appended at the start of the preamble to enable a periodic correlation
at the RACH receiver. Four preamble formats are defined for LTE Frequency Division
Duplexing (FDD) operation and they differ in the length of the preamble, as specified in
[29]. The preamble length has been designed to be shorter than the random access slot
to provide a guard time and absorb the propagation delay. The length of the CP and the
guard time shall cover the maximum round trip delay. Figure 2.3 shows two preambles
at the receiver with different timings due to the variation in their propagation delay. The
relation between the cell size and the number of orthogonal preambles is investigated in
detail in Subsection 3.4.2.
One of the major limitations towards an efficient and scalable radio access for mas-
sive MTC stems from the deficiencies of the RACH procedure, a key building block of
mobile access networks. Currently, the LTE access procedure is designed to enable con-
nection establishment for a relatively low number of accessing devices. As smart grid
capabilities expand dramatically, a sheer scale of communicating devices are installed to
provide real-time measurements of the grid behavior and to perform monitoring, pro-
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Figure 2.3: Random access preamble received at the eNodeB [29].
tection and control functionalities. The integration of smart grid traffic in LTE-based
networks may result in severe scalability issues since the RACH needs to accommodate
the near-simultaneous access requests of a high density of devices. The limited random
access opportunities (64 preambles) compared to the increased resource demand render
the standard LTE access mechanism highly susceptible to congestion, due to the high
probability of collision in the transmission of the preambles. In use cases where the LTE
network is shared with regular LTE subscribers generating conventional HTC, the result-
ing harsh contention environment leads to a highly degrading network performance. To
this end, massive connectivity and channel overload control constitute topics currently
under development for standardization in future releases of LTE systems. In addition,
the scalability shortcomings of LTE random access procedure to meet the growing MTC
traffic demand has triggered intense research activities worldwide over the last years.
2.2.2 Data Transmission Scheduling
As illustrated in Figure 2.2, the data transmission phase follows after the connection
establishment phase for each device. During this stage, the data transmission scheduling
and resource allocation mechanisms constitute the key components for the achievement
of an optimal and efficient utilization of the available radio resources. In this context,
the LTE MAC scheduler is responsible for allocating the shared data resources among
the competing devices. Scheduling in LTE is performed at the eNodeB. The scheduling
policy needs to accommodate the broad range of air interface features and the wireless
channel quality whilst simultaneously optimizing the system capacity and ensuring fair-
ness/QoS among the devices. Upon performing the scheduling decisions, the eNodeB
informs users about the dedicated radio resources for their data transmission. The role
of the MAC scheduler is even more significant in situations of limited network resources
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Figure 2.4: LTE frame structure [29].
when numerous devices, associated with diverse performance requirements, are compet-
ing simultaneously for data resource scheduling. For instance, on top of the high data
rate human-based services, a shared cellular network needs to handle a wide range of
smart grid traffic characteristics, from low-rate sporadic metering data to bursty protec-
tion information exchange. Traffic prioritization is therefore an essential feature of the
MAC scheduler for resolving the contention among the smart grid and cellular entities
competing for radio resources.
In LTE uplink, the Single Carrier-Frequency Division Multiple Access (SC-FDMA)
scheme is used as multi-carrier access technique. The SC-FDMA constitutes a varia-
tion of Orthogonal Frequency Division Multiple Access (OFDMA) and incorporates the
advantages of OFDM, i.e., multiple devices can be scheduled for data transmission simul-
taneously, while achieving a low Peak-to-Average Power Ratio1(PAPR). This advantage
of low power requirement is largely realized when resource contiguity in the frequency do-
main (i.e., adjacent resource block pairs) is satisfied in the allocation of every single device
[31]. The contiguous uplink resource allocation introduces an additional constraint for the
scheduling process and has resulted in numerous enhancements proposed in subsequent
standard releases.
Both LTE/LTE-A systems support FDD and Time Division Duplexing (TDD) modes.
In FDD, different frequency bands are utilized for the downlink and uplink transmissions,
while in TDD the downlink and uplink share the same frequency bands but are separated
in time. As illustrated in Figure 2.4, all transmissions are organized into radio frames
of 10ms each, with each frame further divided into ten equally-sized subframes. In turn,
a subframe is divided into two equally sized slots of 0.5ms. In uplink, the basic LTE
radio resource is defined as a time-frequency resource block that spans 0.5ms in time and
12 contiguous SC-FDMA subcarriers with a total bandwidth of 180kHz. The resource
1The OFDMA solution leads to high PAPR requiring increased power amplifier linearity requirements
which in turn leads to reduced power efficiency on the transmitter side.
































































































Figure 2.5: LTE radio resource grid. In LTE, the available bandwidth can be seen as
a time-frequency grid of physical resource blocks. In each TTI, resource block pairs are
assigned to a number of competing users.
block would use either six or seven OFDM symbols depending on whether a normal or
extended CP is employed. As shown in Figure 2.5, two time-consecutive resource blocks
form a resource block pair, which is the minimum scheduling unit that can be allocated
to a device in every Transmission Time Interval (TTI). This granularity of scheduling
is intended to facilitate low-latency data transfer. Hence, data scheduling decisions are
periodically taken once every TTI (1ms) and resource blocks are always allocated in pairs
that form a 180kHz×1ms resource block pair.
Resource allocation needs to consider the demanding latency and throughput require-
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ments that smart grid traffic imposes, while ensuring a fair resource sharing. Based on
the adopted scheduling policy, a differentiated data handling can be achieved while guar-
anteeing the QoS of various traffic classes. The QoS framework of LTE is designed in a
way that provides an end-to-end QoS support. In particular, the class-based QoS mech-
anism for LTE relies on the concepts of data flows and bearers. LTE classifies flows into
Guaranteed Bit Rate (GBR) and non-GBR flows. Data flows are then mapped to bearers,
with three individual bearers (Radio, S1, and S5/S8) combined to provide end-to-end QoS
support via the Evolved Packet System (EPS) bearer [29]. A bearer can be considered as
a set of multiple QoS requirements which are indicated by the QoS Class Identifier (QCI).
In LTE architecture, bearers are mapped to a limited number of discrete classes. A set of
nine QoS classes has been prescribed in 3GPP specifications for LTE development, cor-
responding to an equal number of standardized QCI profiles, as illustrated in Table 2.1.
Mobile services (conversational voice and video, streaming video, gaming, IMS signaling)
are classified based on the resource type, priority order, packet delay budget and packet
loss rate characteristics [32].
Except for defining two types of scheduling (semi-persistent and non-persistent), 3GPP
does not explicitly specify how resource block pairs should be allocated, and thus the de-
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sign of the MAC scheduler is subject to vendor implementation. In general, the scheduling
policy can be designed in a way that i) maximizes the spectral efficiency, ii) maximizes
the overall network throughput, iii) minimizes the inter-cell interference or iv) ensures
fairness. LTE uplink schedulers can be thus categorized into the following main categories
[33]:
• QoS-based: A QoS-aware MAC scheduler aims to distribute the available data re-
sources to the users within the cell such that their QoS requirements are met. QoS
provisioning is mainly achieved when traffic prioritization is included in the sched-
uler’s utility function. The utility function accommodates different QoS measures,
such as maximum delay budget or minimum required data rate.
• Best-effort: In contrast to a QoS-based discipline, a best-effort scheduler aims to
optimize the utilization of the radio resources and/or the fairness among the com-
peting entities. A number of well-established approaches to fairness may be used,
including proportional fairness and max-min fairness.
• Energy-efficient: The objective in this type of schedulers is to minimize the energy
consumption of uplink data transmission. Resource allocation then aims to reduce
the transmission power of a device while satisfying the QoS constraints, e.g., keep
end-to-end latency within delay tolerance levels.
The LTE uplink scheduler design is non-trivial for smart grid communication where
most of the traffic is mainly in the uplink direction and the exchanged messages are gen-
erally short, following an event-driven (e.g., protection- and control-related) or periodic
traffic activation pattern (e.g., monitoring related, measurement reports). Besides the
contention among cellular users and smart grid devices for initial network association,
an additional contention round resides in the data transmission phase, where the MAC
scheduler needs to perform an efficient resource sharing and allocate radio resources based
on different decision criteria. Since the scheduling algorithm is left as a vendor implemen-
tation decision, i.e., it is not explicitly standardized by the 3GPP, the problem of LTE
scheduling and resource allocation constitutes an intense research area nowadays.
2.2.3 LTE-D2D Communication
LTE network-assisted D2D communication constitutes a recently introduced radio
technology that enhances standardized cellular networks to overcome some of the LTE
limitations when supporting smart grid services [34]. As an outcome of the continuous
evolution of 3GPP-based standards, D2D communication emerges as an enabler of un-
precedented decentralized functionalities in the smart grid. As illustrated in Figure 2.6,
against the traditional centralized network architecture of cellular networks, D2D com-
munication refers to the direct communication between entities in close proximity of each
other (D2D-capable), without the need to route data transmissions through a base sta-
tion. In this scheme, smart grid devices, e.g., monitoring IEDs conveying mission-critical
protection and/or control information, can exchange data utilizing licensed cellular re-
sources over a direct link, allowing for a decentralized and fully automated power system
operation.



















Figure 2.6: LTE network-assisted D2D communication. D2D refers to a radio technology
that allows smart grid devices, such as smart meters, circuit breakers and IEDs, to au-
tonomously communicate with each other in a direct manner, bypassing the transmission
via a central base station. Network control and resource management among D2D links
and cellular users remain under the responsibility of the base station.
The key benefits of LTE-D2D communication as the enabling technology for smart
grid operations can be highlighted as follows:
• Latency and reliability improvements: Bypassing the core cellular network, time-
critical distribution automation functionalities, related to the protection and control
of the smart grid, can be performed without the additional delay imposed by the
core cellular network. In addition to the immediate end-to-end delay gain achieved
by shifting from a two-hop communication model (via the eNodeB) to a single-
hop direct communication, a combination of both D2D and infrastructure-based
communications can lead to an increased reliability by means of multi-path diversity.
• Efficient RRM : The localized nature of the D2D transmissions allows for the reuse
of the radio resources while maintaining acceptable interference levels outside a
certain spatially-limited area around each transmitting node in the system. Thus,
resource sharing with conventional cellular users becomes more efficient [35].
• Network offload: By offloading traffic onto direct D2D links, base stations and other
LTE network components are relieved of the extensive infrastructure network load,
e.g., large volume of metering data in advanced metering infrastructure systems.
• Energy efficiency: The shorter communication path among devices compared to the
distance between a device and its serving base station, improves energy efficiency
and increases device lifetime [36].
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Besides the benefits in communication, LTE-D2D enhancement brings fundamental
advancements to the current aging distribution grid resulting in a dramatic improvement
of the overall power system operation. In particular, LTE-D2D networks allow for a
decentralized structure of the power grid with an automated system management that
efficiently coordinates the diversified functions, e.g., microgrid distributed management,
across the network components [20, 19]. By exchanging information in their local net-
works, control and real-time status monitoring of all IEDs in the distribution level can be
possible, leading to fast detection of faults and reduced system response times, thus, full
support of mission-critical functionalities, e.g., substation automation [37]. In addition,
bidirectional communication among smart meters and utility centers allows consumers to
become aware of the timing and quantity of their personal electricity usage and timely
respond to the delivery of electricity pricing information [38].
In the following section, we review recent studies that investigate the challenges for
smart grid communication in cellular networks and propose various architectural/protocol
improvements. A comprehensive survey of recent works in the field and a classification
of the existing approaches is presented, leading to the identification of potential gaps for
research contributions.
2.3 State of the Art - Literature Review
The foreseen potential of supporting smart grid applications with cellular technology
constitutes the main motivation behind the active research efforts currently ongoing on
this area. Technical feasibility studies have been conducted during the recent years to
determine the suitability of LTE technology and gain an understanding of the current
limitations of the standard. The performance evaluation may even involve experimental
validation through field measurement tests. On top of these assessments, architectural
and protocol enhancements have been also proposed for evolving the functionality and
capabilities of LTE standard to successfully support smart grid use cases. This section
provides a classification of the existing works according to their specific approach. Their
scope and limitations are thoroughly compared in Table 2.2.
2.3.1 Feasibility Studies
Existing feasibility studies can be classified into two main groups; those based on
studying latency2 and those based on evaluating capacity and scalability of LTE for
various smart grid applications.
The stringent latency requirements of delay-critical operations in the power distribu-
tion network is the focus in [39], [40] and [41]. Based on conducted field trials, the authors
perform a latency and reliability assessment for LTE technology when used for commu-
nication among medium-voltage grid entities under various load conditions. Using the
IEC-61850 standard as a guideline, the authors argue that LTE can support automatic
interactions with a round-trip delay budget of 100ms, achieving small latency deviations
compared with other technologies. Reliability levels remain high given that the coverage
2Latency in HTC often refers to the best or average case, whereas for the power grid it is mostly about
the worst case, since the failure to deliver a single message within its guaranteed delivery time can have
a severe impact on the process that is controlled.
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Table 2.2: Integration of smart grid communication in cellular networks: State of the art
and classification of existing works.
Study/Proposal Application Performance Metrics Validation Traffic
































































































































































analysis for remote control
operations
[39] X X X X X X
[40] X X X X X X X




[42] X X X X X X
[43] X X X X X X X
[44] X X X X X X X
Impact on HTC when
supporting grid traffic
[45] X X X X X X X X
[46] X X X X X X X X
Analytical traffic modeling
for data volume management [47] X X X X X X X X
Near-simultaneous





[49] X X X X X Non-specific
[50] X X X X X X X
Analytical traffic modeling
for data volume management
[51] X X X X X X X X X Non-specific
[47] X X X X X X X X
Random access channel
load analysis
[18] X X X X X X X X X X
[52] X X X X X X X






Dynamic group paging [54] X X X X X X
Contention-based
mechanisms
[55] X X X X X X X X
[56] X X X X X X X X X
Access load estimation [57] X X X X X X X
[58] X X X X X X
Base station assisted







[60] X X X X X X X X
[61] X X X X X X X X
Proportional-fair and
round-robin improvements [62] X X X X X
Static allocation
schemes
[63] X X X X X X
[64] X X X X X
Adaptive allocation schemes
based on queuing modeling
[65] X X X X X X X X X
[66] X X X X X
Game theory for
bandwidth sharing [67] X X X X X Non-specific
Relay-assisted scheduling [68] X X X X X
Latency distribution [69] X X X X X X X
Other
Subframe configuration [70] X X X X X
Cell coverage planning [71] X X X X X X X
Core network provisioning [72] X X X X X X
Multicast technology [73] X X X X X X X
[74] X X X X X
is adequate; however, ultra-reliable support of protection messages with virtually-zero
latency lies in future LTE developments.
Motivated by the uplink-dominant nature of metering and monitoring traffic, LTE
FDD and TDD modes are evaluated in [42] and [43] for delay-sensitive smart grid ap-
plications. Through system-level simulations, [42] describes the superiority of FDD over
TDD in terms of uplink delay, while TDD achieves a better channel utilization in case
of uplink data bursts, due to its flexible channel allocation configuration. In the case
of LTE-TDD scheme, the possible uplink/downlink configurations are assessed from la-
tency perspective in [43]. LTE-TDD is also considered in [44] for distribution automation
applications with 100ms and 10−3 latency and reliability requirements, respectively. How-
ever, the authors assume that the random access procedure has already been established;
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thus, no additional delay for connection setup is considered. The proposed bandwidth
reservation method might also be insufficient in case of intense traffic load conditions.
While the previous works did not quantify the performance degradation of human-
type traffic in shared LTE networks, the works in [45] and [46] study the impact of smart
grid integration for several application scenarios. The authors argue that, by applying
proper LTE-QoS configuration for smart grid traffic, low network latencies and high packet
delivery rates can be achieved, while the deterioration of conventional LTE services is
not proved significant. However, the smart grid traffic characteristics considered in the
simulation setup are associated with large packet interarrival times and modest data
rates. These are opposed to the burst traffic patterns of protection-related messages and
the increased aggregated data rates in large consumer conglomerations where a massive
number of grid entities is considered.
In an effort to accurately characterize the impact of smart grid communication traffic,
the authors in [47] develop analytical (periodic and event-based) traffic models based on
a queuing system analysis. The average buffer length and queuing delay expressions are
analytically derived and the accuracy of the models is validated by considering an LTE
simulation scenario. A similar analytical approach for smart grid traffic characterization
is proposed in [51]. After validating the derived models, the authors investigate the maxi-
mum number of smart grid entities that can be simultaneously supported in a single LTE
cell. The impact on conventional LTE voice and data services is also quantified in terms
of blocking service probability. In [48], the overloaded RACH performance for LTE is
studied considering a surge in initial network entries by a large number of smart meters.
In particular, an analytical Markov chain model is proposed for the evaluation of net-
work access and energy consumption, while the feasibility of overload-control mechanisms
proposed in the literature is assessed through protocol-level simulations.
Capacity analyses for LTE network dimensioning in the distribution grid are given in
[49] and [50]. Focusing on smart metering use cases, the number of supported devices with
ensured QoS is determined through simulations. In both studies, a dedicated LTE network
is considered; thus, the effect on human-type traffic is not analyzed. The congestion
issue when a massive number of smart metering devices initiates network access using
the random access procedure is studied in [52]. In particular, the authors discuss the
preamble collision problem that occurs due to the limited number of available preambles
with respect to the increased access demand. In case the number of preambles available
for channel access of metering devices increases, the impact on conventional LTE traffic is
quantified in terms of latency and throughput. A random access load analysis is performed
in [18] where a smart metering scenario is considered. To overcome network congestion in
radio access, an overview of enhanced random access mechanisms are proposed, e.g., ACB
schemes, separation/dynamic allocation of random access resources. An analysis of the
coverage and capacity of advanced metering systems over a wide area cellular network
is presented in [53]. In particular, the authors conduct a coverage analysis predicting
the maximum cell size subject to an outage criterion, as well as a capacity analysis that
predicts the maximum rate at which a smart meter can send/receive messages over the
cellular network. The tradeoff between coverage and capacity is quantified and the authors
conclude that the network is coverage-limited rather than capacity-limited for the meter
reading use case.
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2.3.2 LTE Enhancements for Smart Grid Applications
As introduced in Table 2.2, LTE enhancements can be categorized into two main
groups:
• Random access improvements.
• Enhancements in scheduling and resource allocation procedures.
Random Access Techniques
The 3GPP has already raised the need to revisit the radio access design of future cel-
lular systems in order to provide reliable connectivity in applications where the number of
devices raises up to tens of thousands per cell. Several methods have been proposed during
the recent years to improve the contention-based RACH operation. Most of the available
solutions are based on initial proposals compiled by the 3GPP, including separation of
random access resources, ACB schemes, and protocol optimizations in the MAC layer [18].
The separation of resources can be achieved either by splitting the available preambles
or by allocating different random access slots to the traffic flows [75]. Despite reducing
the resource contention among the competing entities, the performance of this mechanism
tends to be worse when the traffic load increases. Thus, the benefits of this solution can
be attained when applied in conjunction with an additional congestion-avoidance mecha-
nism and resource partition is periodically adapted to the traffic conditions of the system
[76].
In recent 3GPP standard releases, the ACB scheme is adopted as an effective overload
control mechanism to prevent access failures. Two alternative barring mechanisms have
been considered for the ACB-configured devices:
1. The first method is based on dividing the devices into 10 access classes and applying
the ON/OFF principle per access class. With this approach, all ACB-configured
devices are either barred or not barred from making RACH attempts depending
on their access class. System information update is required to end barring for the
prohibited device classes or to change the barred classes. In order to allow all ACB
devices to access the network at some point of time, the access opportunities need
to be circulated between access classes.
2. The second method is based on a probability value and a timer. In case of network
overload, the eNodeB broadcasts to the different traffic classes a set of parameters
related to ACB, as part of the system information; this includes a barring rate
factor and a barring timer for backoff. The devices are then configured to generate a
random number between 0 and 1 (Bernoulli trial) prior performing a RACH attempt.
If the random number is lower than the barring rate factor, the ACB test is passed
and devices may attempt RACH. Otherwise, they have to wait a given amount
of time indicated by the backoff timer and draw a new random number before
reattempting a new RACH access.
The ACB scheme and its subsequent amendments, e.g., dynamic ACB for adaptive
barring and extended ACB for delay prioritization, rely on the assignment of different
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barring parameters and backoff periods to disperse the simultaneous access attempts over
time and alleviate the congestion [77]. When applied as standalone RACH solutions,
they may result in increased access latency that some delay-constrained devices cannot
tolerate.
A dynamic algorithm for efficient resource utilization with QoS guarantees in the
group-paging3 mechanism is proposed in [54]. The performance evaluation illustrates
significant resource efficiency gains with respect to the static allocation of random access
opportunities. However, this work considers a relatively small number of devices with
respect to 3GPP specifications [18]. A novel contention-based access scheme based on
reduced signaling message exchange is proposed in [56]. Motivated by the characteristics
of smart metering traffic, the authors consider a data access scheme utilizing only the
shared uplink resources in contrast with the conventional LTE access schemes that utilize
the uplink control and the RACH. Their analytical and simulation results demonstrate
the improved performance in terms of latency and power consumption even for a large
population of attempting devices. A similar approach where the random access procedure
is replaced by direct data transmission through the control channel is described in [55].
Despite the improvements in terms of smart meter throughput/latency and the minimal
effect on human users, the high packet collision problem remains unsolved.
In an effort to proactively estimate the anticipated network load (alarm reports, peri-
odic measurements), the authors in [57] develop a reliable mechanism that can be easily
incorporated in the standard LTE access mechanism. Based on the load estimate, the
access opportunities for granting access are determined in a network with dedicated re-
sources for smart grid entities. In [58], a packet aggregation method that mitigates the
increased packet collisions in massive smart metering deployments is introduced. How-
ever, the reduced packet losses come at the expense of increased access latency, rendering
the method insufficient for delay-intolerant services. A mechanism involving cooperative
communication with notification messages among peer nodes is developed for a cascading
alarm scenario in [59]. The authors propose protocol enhancements in the LTE radio
resource layer for rapid fault detection and isolation, to significantly mitigate the access
latency with respect to the standard procedure.
Scheduling and Resource Allocation
In the data transmission phase, the scheduler design for efficient RRM constitutes
one of the most representative areas of research related to the integration of smart grid
use cases in LTE networks. In the literature, several spectrum sharing strategies between
smart grid and human-type flows have been proposed. A common approach identified in
most works is the traffic prioritization of smart grid services over human-type LTE data
transmissions.
A priority-weighted round-robin algorithm is discussed in [60]. Based on the consid-
eration of a queuing model with a non-preemptive discipline, the delay gain is quantified
for various types of smart grid traffic in a dedicated LTE network. A similar technique
is used in [61], where the authors examine the integration of IEC-61850 Manufacturing
3Group paging is proposed to alleviate the random access collision issue. Upon receiving a group paging
message from the base station, all devices belonging to the paging group should immediately initiate the
random access procedure during a specified time interval.
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Messaging Specification (MMS) services, such as smart metering and remote control ap-
plications, in shared LTE networks. The downlink performance in network underload
conditions is investigated, while the instantaneous communication channel conditions are
not taken into account in the scheduling decisions. Enhancements on default round-robin
and proportional-fair scheduling algorithms for smart metering use cases are proposed in
[62]. In particular, the authors argue that the accommodation of high node densities in
a limited coverage area comes at the expense of increased signaling exchange. Therefore,
in order to reduce the extensive signaling load, their proposed algorithms exploit the
cumulative metering traffic characteristics to adjust the default scheduling granularity.
The previous approaches are based on simple modifications of existing scheduling poli-
cies and do not consider the stringent requirements imposed by distribution automation
services. Novel resource management strategies based on static allocation schemes are
discussed in [63] and [64]. In particular, the authors in [63] propose spectrum reserva-
tion (i.e., two consecutive resource block pairs) for guaranteeing smart meter connectivity
while in [64], a queue-aware mechanism allocates fixed access grants to devices over pe-
riodic time-intervals. Both works aim at the minimization of the required signaling load
due to excessive number of devices while guaranteeing QoS for smart metering services;
however, they heavily rely on the assumption of periodic traffic modeling for smart grid
communication.
The maximum delay tolerance of smart grid messages constitutes the main criterion
of the adaptive allocation scheme proposed in [65]. A queuing model is developed for the
analysis and the authors illustrate through simulations the superiority of the proposed
scheme with respect to the legacy proportional fair scheduler. Similarly, in [66], an LTE
scheduler is designed with the main objective of maximizing the percentage of uplink
packets that satisfy their individual delay budgets. The authors assume that the eNodeB
makes use of the packet age information of each device’s queue to prioritize the requests
based on the remaining time for scheduling an uplink grant and the pending load in
the queue. A two-stage scheduling scheme based on cooperative game theory and multi-
criteria decision making is proposed in [67] for different smart grid traffic classes. In
particular, the authors first formulate a cooperative bargaining approach to ensure a fair
resource sharing among the traffic classes and, at a second level, the resources are allocated
according to delay, channel status, queue length, and past average throughput criteria.
An uplink scheduling mechanism based on cooperative communications is discussed in
[68] and a set of relays is considered to provide the link between the base station and
the smart meters. The authors argue that the proposed mechanism outperforms the LTE
legacy schemes after computing the percentage of served devices and mobile users with
guaranteed QoS requirements. In [69], a novel scheduler is analytically designed based on
the latency distribution of phasor measurement messages exchanged in the distribution
grid. The scheduler is aimed to maximize the achieved rate of smart grid traffic, however
without quantifying the performance degradation of human-type flows.
Other Solutions
There can be found in the literature several LTE enhancements for smart grid traf-
fic integration that cannot be clustered into any specific category since they propose
techniques that hold nothing in common with other proposals. The work in [70] pro-
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poses a novel frame structure to mitigate heavy uplink metering traffic and achieve better
spectrum utilization. The allocated subframes can be flexibly configured to adapt in dif-
ferent traffic loads. Numerical results demonstrate an improvement in terms of delay and
throughput without considering possible effects on human-based services.
A semi-analytical approach for cell coverage planning with uplink delay constraints
for smart grid applications is proposed in [71], using theoretical outputs from analytical
mathematical models combined with real measurements. The authors argue that cell-
planning algorithms for future LTE deployments need to incorporate smart grid latency
constraints for coverage range computations. Architectural enhancements in the core
domain of LTE networks for QoS provisioning of smart grid services are discussed in
[72]. Motivated by the strict requirements of distribution automation traffic, the authors
employ QoS differentiation mechanisms related with the assignment of dedicated bearers
to smart grid traffic types. The simulation results reveal a significant reduction in delay
and packet loss rate.
The authors in [73] exploit the LTE multicast technique to design an efficient commu-
nication framework between the aggregator and the consumers in demand-response use
cases. Multicast technology, already applied for content distribution related to human-
oriented services, can provide an efficient point-to-multipoint communication platform for
metering information exchange, since demand-response policies are inherently designed
for a large set of energy consumers. Through a performance analysis, the authors illus-
trate the effectiveness of different LTE multicast schemes over the LTE unicast service, in
terms of latency, throughput and packet loss. Multicast technique is also employed in [74]
where a distributed communication approach for monitoring and control is considered.
With the use of a co-simulation platform (i.e., power and communication systems analy-
sis software), the authors highlight the latency gains of a distributed fault management
scenario compared to a conventional centralized one.
2.3.3 Resource Management in LTE-D2D Networks
Before LTE-D2D networks successfully support smart grid operations in the distri-
bution grid, there are many research challenges that need to be resolved. A topic with
growing research interest nowadays, refers to the efficient RRM in LTE-D2D networks that
accommodate both cellular HTC and D2D communication among smart grid devices [78].
The scope and limitations of the existing works in the literature are thoroughly compared
in Table 2.3.
Based on the spectrum utilization, D2D can be generally classified in two categories:
in-band and out-of-band. In-band refers to D2D utilizing the same spectrum (uplink or
downlink resources) used for cellular communications while out-of-band refers to D2D
utilizing bands other than cellular band (e.g., 2.4 GHz Industrial, Scientific and Medical
(ISM) band). In in-band LTE-D2D networks, D2D links can either share data resources
with cellular links (underlay operation) or utilize mutually orthogonal parts of the cellular
spectrum (overlay operation). In D2D-underlay, the main challenge refers to the efficient
management of intra-cell interference experienced by both cellular and D2D links, whereas
in D2D-overlay the main objective resides in the efficient and fair partition of the radio
resources to achieve increased spectrum efficiency. The interference caused by D2D to
cellular links and vice versa in underlay operation, requires high-complexity resource
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Table 2.3: Comparison of proposals for resolving RRM in D2D-enabled cellular networks.
Proposal Analytical tool Performance Metrics Validation Resources




















































































































































[80] X X X X X
[81] X X X X X
[82] X X X X
[83] X X X X X X
Interference-limited
areas
[84] X X X X X X
[85] X X X X X
Power
control
[86] X X X X X X X X
[87] - X X X X
[88] - X X X X X
[89] X X X X X X X X
[90] - X X X X
[91] X X X X X Non-specific




[93] - X X X X X
[94] X X X X X
[95] X X X X X





[97] - X X X X
[98] X X X Non-specific
[99] X X X X X
[100] X X X X X
[101] X X X X X X X X
Time-frequency
hopping schemes
[102] X X X X X X X X
[103] X X X X X X X X X
Auction-based
mechanisms
[104] X X X X X
[105] X X X X X X
Power
efficiency
[106] X X X X
[107] X X X X X X X
Sum-rate
maximization [108] X X X X X Non-specific
Spectral efficiency






[110] X X X X X
[97] - X X X X
[56] X X X X X X X
[111] X X X X
[112] X X X X X
Carrier sensing [113] X X X X X X X X
Resource utilization
efficiency [114] X X X X X
Sum-rate
maximization
[103] X X X X X X X X X
[115] X X X X X X X X X
Time-frequency
hopping schemes
[102] X X X X X X X X
[116] X X X X X X X X
Out-of-band
Channel sensing [117] X X X X Non-specific
Information-theory







[119] - X X X X
[120] - X X Non-specific
[121] - X X X X
[122] - X X X X X X X
[123] X X X X Non-specific
Cluster-based
cooperative schemes [124] - X X X
Offloading
mechanisms
[125] - X X X X X
[126] - X X X X X
allocation methods, which result in increased computational overhead for the D2D-capable
devices [79]. On the other hand, D2D-overlay results in a more controlled interference
environment. Finally, the integration of LTE with short-range technologies has been also
proposed as a means for achieving enhanced reliability and availability.
Various resource allocation strategies have been proposed in the literature to deal
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with interference mitigation. Power control schemes, where D2D pairs dynamically mod-
ify their transmission power levels to minimize the interference effects to cellular users,
have been studied in [86, 87, 88, 89, 90, 91, 92]. Other works focus on the definition
of interference-limited areas for resource sharing, where D2D and cellular links cannot
exploit the same frequencies [84, 85]. Local interference-aware mechanisms, driven by the
D2D terminals to maximize their performance while guaranteeing the quality of cellular
links, have been proposed in [93, 94, 95]. In an effort to avoid the acquisition of channel
state information for every potential link and thus reduce the computational complexity
of the formulated optimization problems, the authors in [96] propose a location-based
resource sharing scheme that instead relies on network planning.
Interference coordination mechanisms with base station assistance have been also con-
sidered in the literature [97, 98, 99, 100, 101]. In particular, the works in [100, 101] employ
game-theoretic techniques for resource allocation with fictional pricing mechanisms op-
timized by the base stations and transmitted to the D2D pairs which in turn compete
to maximize their individual utility functions. Similar modeling frameworks that rely on
auction mechanisms are proposed in [104, 105]. Leveraging stochastic geometry tools, the
authors in [102] and [103] present analytical frameworks for the analysis and design of
D2D spectrum sharing and make use of time-frequency hopping schemes for interference
management and transmit power control. Resource allocation schemes with advanced op-
timization techniques for QoS provisioning of cellular and D2D links have been studied in
[80, 81, 82, 83] and the objective lies in the maximization of the total system throughput.
Heuristic power and resource allocation schemes aiming at an enhanced power efficiency
with QoS guarantees for cellular and D2D links are proposed in [106, 107], whereas the
maximization of spectral efficiency for D2D links is the objective in [109].
In a network with orthogonal spectrum allocation for D2D communication, part of the
available cellular resources is subtracted from the general pool and is exclusively used by
D2D links, instead of allocating the entire resource grid to both cellular and D2D links.
In this case, interference among cellular and D2D links is not the primal concern and the
main objective resides in the efficient and fair partition of the cellular resources to achieve
increased spectrum efficiency, while satisfying the QoS requirements and traffic demands
of the competing entities. The option for dedicated resources for D2D communication
has been introduced in [97].
Resource partitioning can be either fixed or dynamically determined. A static alloca-
tion scheme based on graph theory is presented in [112], to avoid the interference caused
among D2D pairs in a network with orthogonal resources. In [56], a contention-based
LTE mechanism is proposed where dedicated resources are utilized for direct data trans-
mission, avoiding the signaling overhead required for network access. A similar method
for improving access latency is presented in [111], where the authors propose detailed
LTE physical layer enhancements to address the occurring collisions in overload con-
ditions. In [102, 116], the authors investigate the optimal resource partitions between
D2D and cellular networks and apply time-frequency hopping schemes to achieve inter-
ference randomization. Efficient spectrum sharing strategies that allow a relatively fair
and interference-aware partition of cellular resources between cellular users and devices
have been also proposed in [103, 115]. In [113], the authors present a distributed mecha-
nism for spectrum allocation using a carrier sensing threshold for self-interference control
among D2D communication pairs.
32 Chapter 2. Background
In out-of-band LTE-D2D networks, D2D links utilize unlicensed spectrum in an effort
to eliminate interference between D2D and cellular radio connections. The use of other
frequency bands, non-overlapping with the cellular spectrum, introduces complexity in
coordinating the communication over the two different bands. Out-of-band D2D commu-
nication may also suffer from the uncontrolled nature of unlicensed spectrum. Despite
its potential gains, out-of-band D2D approaches have received less attention in the liter-
ature to date. In [117], the use of the unlicensed ISM band for communication among
D2D pairs is proposed. D2D pairs form resource-contention groups depending on their
QoS/bandwidth requirements and a group-wise channel sensing technique is then applied.
The use of cellular controlled ISM bands to mitigate intra-cell interference management
and increase the achieved cellular network capacity has been also studied in [118].
Another hybrid approach encountered in the literature, refers to the integration of LTE
with short-range radio technologies, e.g., WiFi or ZigBee, forming the so-called capillary
networks [127]. In this heterogeneous network deployment, reliability and availability
could be improved by exploiting the transmission diversity with simultaneous radios used
for the same purpose. Various seamless handover techniques for optimal network selection
among the available ones have been proposed in the literature, mainly aiming at low
handover delays [119, 120, 123], QoS preservation [121, 123] and energy efficiency [122].
The authors in [124] present a reliable multicast scheme with cooperative retransmissions
in LTE-WiFi networks for reducing both the traffic load and the energy consumption of
devices. Offloading mechanisms in LTE-WiFi networks are proposed in [125, 126], along
with a performance evaluation of energy consumption and resource utilization efficiency
respectively.
2.4 Summary
In this chapter, we provided an overview of the basic phases for uplink communication,
i.e., initial network association and actual data transmission, in LTE-based systems. A
comprehensive survey and comparison of the existing works related to feasibility studies
and LTE enhancements for smart grid services has been presented. The main strengths
and weaknesses among the proposed studies/proposals have been identified and one of
the basic conclusions that can be drawn is the necessity for radical shifts on the way
that cellular systems are currently designed. The peculiar characteristics of smart grid
communication challenge the classical design constraints, objectives, and available degrees
of freedom of cellular systems and render necessary a reconsideration of the current RAN
design principles. In addition, any proposed technical solution for smart grid traffic
integration in LTE/LTE-A systems should be evaluated by means of the key performance
metrics described in Tables 2.2 and 2.3, which have been pointed out by the different
techniques proposed in existing literature.
Some of the key open research areas for turning future cellular networks into a suitable
technology for smart grid use cases can be summarized as follows:
1. The development of a tractable analytical framework of the LTE random access
procedure to assess the reliability performance of demanding communication services
in dense distribution grid deployments.
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2. The design of resource sharing strategies for the accommodation of smart grid traffic
requirements in shared LTE-based networks without significantly degrading real-
time HTC.
3. The development of accurate traffic models that capture the peculiar traffic gener-
ation characteristics of smart grid communication.
4. The consideration of well-known industrial communication standards, e.g., IEC-
61850 standard defining communication protocols for IEDs, for modeling message
exchange in distribution grid automation services.
5. The exploration of D2D communication for the support of mission-critical and reli-
able information exchange in the smart grid.
In the following chapters, we detail the contributions of the thesis.

Chapter 3
Random Access for Smart Grid Communication
In Chapter 3, we focus on the LTE RACH congestion problem for massive smart grid
communication with reliability guarantees. In Section 3.1, a performance assessment of
real-time monitoring and metering scenarios reveals the network connectivity limitations
due to the signaling overhead. A novel random access mechanism for distribution au-
tomation traffic is proposed in Section 3.2 to address the shortcomings of existing 3GPP
random access solutions with negligible impact on the background traffic. An analytical
model of the RACH procedure is introduced in Section 3.3 which allows us to assess the
reliability performance of event-based monitoring traffic under different load conditions
and network configurations. In Section 3.4, the relation between the cell size and the
availability of orthogonal preambles is investigated. Using the analytical framework of
Section 3.3, we propose an interference- and load-aware cell planning mechanism that
guarantees reliable support of substation automation traffic. Finally, Section 3.5 is de-
voted to the study of the state estimation performance in wide-area monitoring systems
with imperfect underlying communication in terms of RACH reliability. We provide the
details in the following sections.
3.1 Connectivity Limitations for Large-scale
Smart Grid Deployments
3.1.1 Introduction
Power distribution networks are often widely distributed to accommodate electrical
power feeds to dense cities while monitoring and control systems typically require ex-
tensive information exchange among numerous IEDs. Using the existing network in-
frastructure, cellular technology appears as a key enabler for the support of large-scale
metering deployments and wide-area monitoring systems. However, as discussed in Sub-
section 2.2.1, RACH congestion constitutes a significant challenge in large-scale distribu-
tion grid deployments with a high number of communicating entities. As the traffic load
and the number of access requests increase, the standard LTE random access mechanism
suffers from congestion due to the high probability of collision in the transmission of the
available preambles.
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In this section, we aim to identify the connectivity limitations that arise when smart
grid traffic is supported by the standard LTE access mechanism. To this end, we evaluate
the performance of the contention-based random access procedure of LTE/LTE-A systems
for real-time monitoring and metering applications. In particular, the impact of smart
grid traffic is investigated in terms of access delay and blocking probability under different
network configurations and traffic characteristics. Unlike the majority of existing litera-
ture where delta traffic or simple Poisson models are used to represent the aggregate smart
grid traffic, we leverage the Markov-Modulated Poisson Process (MMPP) framework [128]
to capture the bursty behavior of monitoring traffic in event-driven distribution-grid op-
erations. In general, smart grid monitoring traffic exhibits a multimodal probability
distribution that cannot be accurately modeled with a simple Poisson process since the
exponentially distributed interarrival times may underestimate the inherent traffic bursti-
ness. Extensive simulations of realistic network-overload scenarios demonstrate that the
RACH of LTE/LTE-A systems is prone to congestion when a high number of smart grid
devices attempt for network access while the bursty nature of monitoring traffic results
in even higher performance degradation. The conducted performance assessment offers
useful insights regarding the feasibility of the LTE access procedure for distribution grid
applications and, in particular, reveals the scalability challenges of LTE when handling
massive smart grid traffic.
3.1.2 Smart Grid Communication Scenarios and Traffic Modeling
As the distribution grid evolves towards more complex loads and decentralized gener-
ation, distribution planning may need to account for more dynamic and faster changes to
the distribution grid through i) the extensive installation of IEDs for wide-area monitoring
purposes and ii) the large-scale smart-metering (i.e., AMI) deployments. In Figure 3.1,
two representative communication scenarios in cellular-enabled distribution grids are de-
picted, where the deployment of an eNodeB offers the required wide-area connectivity.
We provide the details in the following.
Wide-area Monitoring Systems
Distribution automation deals with system automatic functionalities that involve com-
munication from numerous IEDs installed along the distribution network [22]. The emer-
gence of DERs results in a growing need for real-time monitoring and quasi-real-time
analysis of the grid behavior to enhance the observability and controllability of the distri-
bution network. As illustrated in Figure 3.1, in wide-area monitoring systems spanning
long geographical distances, the IEDs -equipped with radio interfaces- transmit moni-
toring information for situational awareness and supervision of the installed distribution
equipment.
Besides the periodic transmission of monitoring information, we consider a scenario
where event-driven IED communication is required to detect out-of-step conditions (e.g.,
excessive/increasing phase angle), issue alarms and initiate control actions to rectify the
fault and/or isolate the system. In order to capture the bursty characteristics and varying
behavior of IED traffic, we may model each IED traffic generation using a two-state
MMPP [129]. The MMPP constitutes a stochastic counting process which is a special case
of the Markovian Arrival Process (MAP), initially introduced in [130] and widely used for















Figure 3.1: LTE networks as the underlying communication technology for advanced
distribution grid applications, e.g., distribution automation and advanced metering in-
frastructure.






Figure 3.2: The state diagram of an IED traffic generation modeled with an MMPP. A
two-state Markov chain describes the transition between the regular and alarm operation
of a monitoring IED.
probabilistic analysis of communication network traffic. In particular, the MMPP can be
viewed as a superposition of two Poisson processes with an underlying two-state Markov
chain modeling the transition between the processes. Thus, the overall arrival rate of an
MMPP is modulated by a continuous-time Markov chain. As illustrated in Figure 3.2,
the first state corresponds to the regular IED operation, modeled as a Poisson process
with rate λ1; the second state represents the alarm IED operation where the generation
of a traffic burst is also modeled as a Poisson process with rate λ2 > λ1, to account for
the higher arrival intensity of the alarm traffic.
Let P be the state-transition matrix that incorporates the transition probabilities
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where γ is associated with the frequency of a burst occurrence and δ is related with
the duration of each burst. Let also π = {π1, π2} be the stationary distribution vector.
Then, from the steady-state equations π = πP and π1 + π2 = 1, we derive the stationary













Advanced Metering Infrastructure Systems
In the case of metering data delivery, a typical AMI system uses smart meters to
communicate information between consumers and power utilities for operating and billing
purposes. The enhanced coverage offered by LTE/LTE-A networks allows smart-metering
deployments to span over vast areas and remote endpoints to be connected into the
same management network. As illustrated in Figure 3.1, in this communication scenario,
spatially distributed smart meters transmit consumer-meter information from a large
number of customer/industrial premises at the utility end for data processing. The AMI
systems require infrequent uplink transmissions of small-sized data packets and traffic
generation is assumed to follow a Poisson process with an aggregate arrival rate λ0.
In both communication scenarios, the channel access attempts of numerous distri-
bution grid devices, i.e., IEDs in wide-area monitoring and smart meters in dense AMI
deployments, render the standard access mechanism of LTE highly susceptible to conges-
tion due to the limited random access opportunities compared to the increased resource
demand. Therefore, RACH scalability constitutes a significant challenge especially for the
dynamic environment of the future distribution grid where the number of devices joining
the network rapidly evolves, i.e., frequent entry/re-entry [22].
In the following, we evaluate the RACH performance under different network settings
and smart grid traffic characteristics.
3.1.3 Performance Evaluation
To evaluate the performance of the LTE random access scheme for monitoring and
metering traffic, we consider realistic network-overload scenarios in ns-3 discrete-event
simulator where each traffic type is solely present in the system. The presence of a single
type of traffic in the simulation setup allows us to individually assess the random ac-
cess performance and determine the connectivity limitations for each particular scenario.
The standard RACH implementation initially developed in [131] is extended with the
traffic modules of Subsection 3.1.2 and the integration with LTE radio protocol stack is
performed as in [5, 11].
In the simulation setup, numerous IEDs or smart meters generate traffic within a
single-cell coverage area and contend for channel access. Starting from a medium-load
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Table 3.1: Simulation parameters.
Parameter Value
Preambles for contention-based access 54
RACH configuration index* {3, 9}
Backoff window size* 20ms
Preamble duration 1ms
Max. allowed preamble transmissions* 10
RAR window size* 5ms
Contention resolution timer* 24ms
Arrival rates λ0, λ1, λ2 (in attempts/ms) {10−3, 2 · 10−3, 0.5}
Traffic model transition probabilities γ, δ {0.5, 0.3}
* Standard values available in [18, 30].
scenario, new devices appear in the system according to a Poisson process with arrival
intensities based on the traffic modeling described in Subsection 3.1.2. The MMPP param-
eters are selected to closely match the traffic behavior of IEC-61850 automation services
[11]. As the simultaneous channel attempts progressively drive the system to overload,
the RACH performance is evaluated under different network configurations and traffic
characteristics when the system operates close to its capacity limits.
Two performance indicators have been used to assess the RACH performance, namely:
i) average access delay, defined as the time elapsed between the first preamble transmis-
sion until the connection response message reception from the eNodeB and ii) blocking
probability, defined as the probability that a device reaches the maximum number of trans-
mission attempts and is still unable to complete the random access process. Table 3.1
summarizes the basic parameters used in our simulations.
The impact of RACH configuration index (CI) on the average access delay and block-
ing probability is illustrated in Figure 3.3 for both monitoring (IED) and metering (SM)
traffic. In particular, as shown in Figure 3.3a, the average access delay experienced per
IED/smart meter increases with increasing monitoring/metering traffic load since con-
tention becomes heavier. A greater value of CI corresponds to a more frequent recurrence
of random access opportunities per time frame; i.e., the index CI = 3 corresponds to one
random access slot per frame whereas for CI = 9 each frame consists of three random
access slots. Thus, when CI is configured to a higher value, we observe that the average
access delay is reduced by almost 30% in the high traffic load regime. In addition, as
shown in Figure 3.3b, the blocking probability experienced per IED/smart meter also
decreases with a greater CI. In particular, we observe an approximate 40% reduction of
the blocking probability in the high traffic load regime. In both figures, the average access
delay and blocking probability are higher for monitoring traffic compared to the smart
metering traffic, due to the bursty traffic nature of IEDs and the higher intensity of the
arrival rate. It is important to highlight that the choice of CI value needs to balance the
tradeoff between the amount of access opportunities to be scheduled per frame and the
amount of resources available for data transmission.
The impact of the number of available preambles for contention-based access on the
average access delay and blocking probability is illustrated in Figure 3.4. We consider
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Figure 3.3: Impact of the RACH configuration index (CI) on (a) average access delay and
(b) blocking probability for monitoring (IED) and metering (SM) traffic with increasing











































Figure 3.4: Impact of the number of available preambles for contention-based access on
(a) average access delay and (b) blocking probability for monitoring (IED) and metering
(SM) traffic in network-overload conditions.
both types of smart grid traffic and a high total number of attempting devices. In use
cases where the RACH resources are shared with the conventional LTE users, an or-
thogonal resource partition may be implemented where a dedicated set of preambles is
exclusively allocated to smart grid traffic given the targeted performance requirements.
In particular, as depicted in Figures 3.4a and 3.4b respectively, the average access de-
lay and blocking probability experienced per IED/smart meter increase as the number
of dedicated preambles decreases due to the lack of adequate random access opportuni-
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Figure 3.5: Impact of the traffic characteristics γ and δ of the monitoring IEDs on the
(a) average access delay and (b) blocking probability in network-overload conditions.
ties. As it can be observed, the performance degradation is higher for the monitoring
traffic compared to the smart metering traffic, due to the more aggressive arrival rate of
monitoring messages.
In the case of monitoring traffic, the impact of the traffic characteristics γ and δ on
the average access delay and blocking probability is depicted in Figure 3.5 for a high
number (i.e., 1000) of attempting devices. As defined in Figure 3.2, γ is associated with
the frequency of a burst occurrence and δ is related with the burst time duration. In
Figure 3.5a, it can be observed that as the frequency of a burst increases, or equivalently
γ increases, the average access delay increases due to the higher attempt rate in the alarm
state which leads to a surge of channel access attempts. Similarly, due to the heavier
contention, the blocking probability in Figure 3.5b increases with increasing γ since it
is more possible for an IED to reach the limit of the allowed preamble retransmissions
without a successful attempt. In addition, as the length of each burst increases, or
equivalently δ decreases, the average access latency and blocking probability increase since
the IEDs remain longer in the alarm state and RACH becomes more prone to congestion.
3.1.4 Summary
Our aim in this section of the thesis was to investigate the suitability of the stan-
dard LTE/LTE-A systems when applied in large-scale distribution grid communication
scenarios and identify the connectivity limitations for the support of a high number of
contending devices. To this end, we conducted a performance evaluation of the contention-
based random access mechanism in LTE under wide-area monitoring and metering traf-
fic. We investigated the impact of different network configurations and smart grid traffic
characteristics on the standard random access procedure of LTE/LTE-A systems. Our
feasibility study of realistic network-overload simulation scenarios reveals the signaling
bottlenecks of the RACH when a high number of smart grid entities attempt for channel
access in a highly-synchronized manner. We have shown that the availability of resources
for contention and the smart grid traffic burstiness critically affect the standard LTE per-
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formance, rendering in some cases the RACH highly susceptible to congestion due to the
uncontrolled connectivity failures. In addition, we have observed that smart grid moni-
toring traffic results in even higher performance degradation compared to the metering
traffic due to its higher arrival intensity.
Radical enhancements are thus required for the efficient accommodation of a high
density of smart grid devices in future cellular networks. Motivated by this feasibility
study, in the following section, we introduce a novel random access mechanism for the
support of IEC-61850 communication services in shared LTE networks.
3.2 Integration of Wide-area IEC-61850 Communication
Services
3.2.1 Introduction
The feasibility study conducted in the previous section reveals the LTE scalability
challenges introduced by the traffic characteristics of messages exchanged for real-time
monitoring, protection and control of the distribution grid. The IEDs associated with ad-
vanced distribution automation operations, e.g., fault detection and situational awareness,
typically generate sporadic and event-driven traffic which requires time-critical delivery.
In addition, a shared LTE network deployment needs to accommodate the HTC generated
by the regular LTE subscribers and the access requests from smart grid metering devices
conveying power quality measurements. The various traffic classes present in the sys-
tem generate a harsh contention environment given the scarce radio resources for channel
access. Therefore, to achieve reliable communication within the distribution grid, LTE
needs to be enhanced with advanced radio access mechanisms adapted to a complex range
of network access requirements and smart grid traffic characteristics.
In this section, we devise a novel random access mechanism to enable the integration
of mission-critical distribution automation services in public LTE networks. The IEC-
61850 standard for power utility automation has been widely used as the state-of-the-art
standard for defining the data exchange architecture for the electrical substation automa-
tion system in the distribution grid. The standard specifies a set of object-oriented data
structures and applications for substation automation that can be mapped to existing
communication protocol stacks and services [132]. In what follows, we investigate the
performance of the LTE RACH for the support of real-time IEC-61850 automation ser-
vices in large-scale distribution grid deployments. We present the technical challenges
introduced by the data exchange among IEDs in distribution automation operations and
discuss the ability of LTE RACH to i) handle the traffic surge of simultaneous channel
access requests and ii) meet the strict latency requirements of mission-critical messages.
We focus on a representative application, namely a substation automation scenario, where
a cascading power fault affects neighboring segments in the grid and triggers the trans-
mission of notification alarm messages among geographically adjacent IEDs.
The main contribution in this section resides in the design of an efficient access mecha-
nism to ensure the seamless operation of LTE RACH in network overload conditions. We
address the shortcomings of existing 3GPP-based random access solutions by proposing
a novel mechanism, named Random Access for Distribution Automation (RADA), that
consists of an adaptive integration of three individual schemes. In particular, based on
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Figure 3.6: Network architecture for the integration of LTE technology in the distribution
grid and its system components. The support of substation automation services relies on
extensive information exchange among IEDs. Besides the IEDs, regular LTE subscribers
and metering devices contend for the shared random access resources, rendering RACH
highly prone to network congestion.
the monitoring of the network loading state by the eNodeB, a flexible partition of the
available preambles into different traffic classes is applied. In turn, in capacity-overload
conditions, a dynamic access barring scheme for delay-tolerant smart metering traffic is
employed. RACH congestion is further relieved by a load shedding scheme at the eNodeB
that discards unnecessary preamble transmissions from neighboring IEDs. The RADA
mechanism rigorously considers the stringent latency constraints imposed by distribution
automation traffic while guaranteeing the performance of the contending network entities,
e.g., cellular users and smart meters.
3.2.2 LTE for Substation Automation
We consider a substation automation scenario, where communication constitutes a
key module for the overall power system operation in the distribution grid. Substa-
tion automation systems often involve time-critical message exchange among neighbor-
ing IEDs for rapid diagnosis of system faults and initiation of control/isolation actions
[132]. Figure 3.6 illustrates the network architecture for a substation automation deploy-
ment scenario. We consider a system model that relies on peer-to-peer communications
and decision making is distributed among the substations that coordinate through direct
communications. In general, this network topology captures use cases where distributed
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Figure 3.7: GOOSE burst traffic pattern [133]. Under stable conditions, GOOSE mes-
sages follow a periodic traffic pattern, but are generated in bursts when an event occurs.
event-driven communication is required. The IEDs, equipped with LTE communication
interfaces, reside within the substation LANs and can be seen as controllers that get their
input from voltage and current transformers/sensors and provide their output (commands,
status data), e.g., to circuit breakers. Via direct control signaling among IEDs attached on
the distribution feeders and transformers, real-time situational awareness and supervision
of the power equipment is possible [1].
According to the IEC-61850-8-1 specification, Generic Object Oriented Substation
Event (GOOSE) messages can be used for fast horizontal communication between IEDs
within the same or different4 substation LANs [133]. The GOOSE messages allow for fast
transmission of substation events and, assisted by the ubiquitous LTE coverage, can sup-
port inter-substation communication to prevent the extensive propagation of disturbances
to the entire power system. As illustrated in Figure 3.7, under stable operating condi-
tions, each IED periodically reports its application states via identical5 GOOSE messages
to neighboring IEDs, as a heart-beat function. In turn, the reception of a GOOSE mes-
sage sequentially triggers the neighboring IEDs to transmit their own GOOSE messages,
conveying the same information in a cascaded and redundant manner. When an event oc-
curs and thus a status change is detected, the retransmission period of GOOSE messages
is shortened (burst traffic) to ensure the timeliness of their delivery.
The cascading effect of the fast exchange of GOOSE messages among the neighboring
IEDs results in a surge of network access attempts. The congestion problem may deteri-
orate in future distribution grids, where substation automation services require a dense
deployment of IEDs within the substation LANs to improve observability and controlla-
bility. In addition, the time-sensitive nature of GOOSE messages renders the standard
LTE random access mechanism insufficient for the reliable support of these services [1].
As shown in Figure 3.6, on top of the distribution automation traffic exchanged among
IEDs, the shared LTE infrastructure accommodates a wide range of HTC services, e.g.,
web browsing, voice and video traffic, generated by regular LTE subscribers. Since our
system model corresponds to a realistic distribution grid topology, smart metering traffic
is also present in the network. In particular, following the IEC-61850 MMS specification,
numerous smart meters periodically transmit their power quality measurements to data
management systems at the utility end. Smart metering services typically require infre-
quent uplink transmissions of small-sized data packets and their latency requirements are
relatively milder compared to distribution automation functionalities.
4The need for wide-area monitoring and control of the distribution grid extends IEC-61850 standard
to enable automation services beyond substation premises [133].
5Originally based on “best-effort” switched Ethernet in the data link layer, GOOSE reliability is en-
hanced by transmitting multiple message copies.
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Therefore, a significant challenge occurs for the shared LTE RACH on how to effi-
ciently handle the simultaneous network access requests from a high number of smart
grid entities present in the system, i.e., IEDs and smart meters, as well as from the HTC
users. Due to the cascade effects of GOOSE traffic in the case of a power fault, the high
number of neighboring IEDs attempting channel access results in an abrupt increase of
the overall traffic load and hence in congestion issues for the standard RACH mechanism.
Our objective is to address the implementation challenges so that LTE RACH can reliably
support automation services and thus ensure the seamless operation of the power grid, as
will be discussed in the following subsection.
3.2.3 Proposed Random Access Mechanism
In this subsection, we introduce RADA, our proposed LTE random access mecha-
nism that enables time-critical IEC-61850 data exchange in distribution automation ser-
vices. As discussed before, the IEC-61850 standard and its subsequent releases define the
communication between IEDs installed within a substation local area network and the
corresponding system requirements. The standard was initially defined for local intra-
substation automation services using switched Ethernet in the data link layer [25]. The
ongoing modernization of the power grid extends the scope of IEC-61850 beyond the
substation boundaries to support wide-area monitoring and control services. However,
to extend the reach of automation information beyond substation boundaries, IEC-61850
packets would have to be translated to a different wide-area protocol through supporting
routing mechanisms. Thus, the set of IEC-61850 services have to be compatible with
the LTE radio protocol architecture. Since LTE was not initially designed to support
automation tasks, adaptation protocols have to be introduced above the transport layer
in the OSI reference model, as illustrated in Figure 3.8.
In an effort to leverage the advantages of various 3GPP RACH amendments when
applied as standalone solutions, the RADA mechanism is comprised of an adaptive inte-
gration of three individual schemes:
1. A flexible partition of the random access resources by splitting the available pream-
bles in subsets, each of them corresponding to each traffic class present in the
system.
2. A dynamic access barring scheme for delaying the access to new arrivals originated
from delay-tolerant traffic classes, i.e., MMS smart metering traffic.
3. A load shedding scheme based on the power levels of the received preambles from
delay-critical GOOSE traffic generated by neighboring IEDs.
Since the shared LTE network should accommodate a wide range of human-centric
and smart grid services, we consider traffic class differentiation via appropriate QoS provi-
sioning, as an essential method for relieving the contention among the competing entities
for network access. As discussed in Subsection 2.2.2, QoS provisioning allows for differ-
entiated access handling in shared LTE networks and is achieved through the definition
of new QoS traffic classes. In particular, we propose the extension of the standardized
QoS-based LTE mechanism with the introduction of additional QoS classes for IEC-61850
GOOSE and MMS services [32]. Based on the latency and reliability requirements, the
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Figure 3.8: The MMS and GOOSE protocol stacks and their association with OSI layers
[25, 133]. Adaptation protocols are added to ensure seamless integration with LTE radio
protocol stack.
available preambles for contention-based network access are separated in three different
subsets, namely: i) regular HTC, ii) delay-tolerant MMS and iii) high priority GOOSE.
The competing entities are then restricted to exclusively use the subset of resources ac-
cording to their class.
The preamble partition is considered to be periodically broadcast by the eNodeB,
as part of the master information block message6 in the physical broadcast channel on
downlink [77]. In case of channel access overload, the eNodeB appropriately reassigns
the separation of preambles between HTC and GOOSE subsets, to cope with peak con-
gestion levels. This can be achieved via a continuous monitoring of the loading state of
the network by the eNodeB, based on a periodic calculation of the average number of
preamble retransmissions required to have a successful access request. Although the main
goal resides in the support of the stringent performance constraints imposed by GOOSE
messages, the preamble partition should be performed in a way that the performance
degradation on conventional HTC is kept at a minimum level.
Based on the separation of the random access resources among the different traffic
classes, the eNodeB is able to differentiate the origin of the received preambles and apply
additional congestion-avoidance mechanisms depending on the traffic class. In particular,
a dynamic access baring scheme is applied to MMS devices associated with delay-tolerant
smart metering services. Similar to the previous scheme, the eNodeB can determine the
congestion level of the RACH by calculating the average number of preamble retrans-
6The master information block message includes a limited number of most frequently transmitted
system information parameters [77].
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Table 3.2: Simulation parameters.
Parameter Value
Preambles for contention-based access 54
RACH configuration index* 6
Backoff window size* 20ms
Preamble duration 1ms
Maximum preamble retransmissions* 10
RAR window size* 5ms
Contention resolution timer* 48ms
Master information block periodicity* 40ms
Barring rate bth 0.4
Preamble partition {HTC,MMS,GOOSE} {13,25,16}
Traffic mix {HTC,MMS,GOOSE} {10%, 55%, 35%}
GOOSE interarrival time* T0, T1, TN , N ≥ 2 0.5s, 1ms, 2N−1ms
* Standard values available in [18, 30, 133].
missions. In case of high traffic load detection, new access requests from MMS metering
traffic are barred and MMS devices perform a random backoff time before scheduling
their next preamble transmission. Thus, their access attempts are dispersed over time
until channel contention conditions improve. The barring window size is considered to be
broadcast by the eNodeB along with the master information block message.
In an effort to alleviate the increased RACH congestion caused by neighboring IEDs
when a power fault occurs, a load shedding scheme is applied at the eNodeB based on the
power levels of the received preambles associated with GOOSE traffic. As discussed in
Subsection 3.2.2, access requests for GOOSE messages conveying identical system fault
data, are transmitted in a cascaded and redundant manner by neighboring IEDs to ensure
that messages are eventually delivered. However, in cases of RACH capacity overload, we
can exploit the spatial proximity of geographically adjacent IEDs to discard the unnec-
essary preambles with similar received power levels at the eNodeB7, without adversely
affecting the reliability of GOOSE services. Instead, RACH congestion is reduced since the
preambles are more frequently available to IEDs and access latency for delay-constrained
GOOSE traffic can be substantially improved.
The adaptive integration of the three schemes into the consolidated RADA mechanism
aims at the support of the stringent performance constraints imposed by the time-critical
GOOSE traffic while keeping the performance of the other competing entities, e.g., cellular
users and smart meters, at a guaranteed level. In the following subsection, we evaluate
the performance of the RADA mechanism.
3.2.4 Simulation Results
To evaluate the performance of the RADA mechanism, we consider realistic overload
scenarios where LTE subscribers generate background HTC within the eNodeB coverage
area and contend with the IEDs and MMS meters for the shared channel access. Such
7The spatial geographical distance in the deployment of neighboring IEDs ensures that the preambles
are not constructively received by the eNodeB [131].
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Figure 3.9: Average access delay per IED (GOOSE traffic) and HTC device for different
preamble partition subsets of RADA mechanism in traffic overload.
scenarios would arise in practice, if public LTE networks integrated smart grid services
that incorporate both distribution automation and metering traffic. Starting from a
medium-load scenario, new access requests from all traffic types appear according to a
Poisson process with arrival intensities selected so as to drive the system to overload.
The traffic mix among HTC, MMS and GOOSE classes, expressed as a percentage of
the simultaneous access attempts, is kept at the same level during the simulation runs.
The RACH performance is then evaluated when the system operates close to its capacity
limits. Table 3.2 summarizes the basic parameters used in our simulations.
Two performance indicators have been used to assess the performance, namely: i)
average access delay, defined as the time elapsed between the first preamble transmis-
sion until the connection response message reception from the eNodeB, and ii) blocking
probability, defined as the probability that a device reaches the maximum number of
transmission attempts and is still unable to complete the access process. All results
have been obtained through simulations with ns-3 discrete-event simulator. The RADA
mechanism extends the standardized RACH implementation initially developed in [131].
The IEC-61850 GOOSE and MMS traffic modules have been implemented according to
IEC-61850-8-1 specification and their integration with LTE radio protocol stack has been
performed as in [25, 133]. The existing LTE LENA modules [134] have been properly
modified/extended when necessary and the developed random access modules are publicly
available in [4].
Optimal operation parameters for RADA mechanism
As discussed in Subsection 3.2.3, the RADAmechanism relies on a dynamic integration
of three individual schemes; hence, we first need to determine the parameter values, i.e.,
preamble partition and MMS access barring rate, that result in an optimal overall system
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performance, in cases of traffic overload. To this end, Figure 3.9 illustrates the average
access delay experienced per IED and HTC device for different preamble partition subsets
{HTC,MMS,GOOSE} of the RADA mechanism when the number of simultaneous access
attempts is high. The delay for both traffic types increases with increasing traffic load
due to the heavier contention. As expected, by allocating more preambles, originally
oriented for HTC, to GOOSE traffic, the access delay for GOOSE messages decreases,
whereas the HTC access delay increases due to the lack of adequate access opportunities.
The optimal preamble partition {13, 25, 16} occurs before HTC performance starts to
significantly degrade while GOOSE access delay tends to a common value.
To identify the optimal MMS barring rate for RADA, the blocking probability expe-
rienced per MMS metering device is evaluated for different access barring rates in traffic
overload conditions. In particular, as shown in Figure 3.10a, the blocking probability
decreases with decreasing access barring rate; when the barring rate is set to a more
restrictive value, it is more likely that new MMS access requests are spread in time-
subsequent attempts due to the backoff window. Although decreasing the barring rate
may ease the congestion and improve access success probability, the average access delay
for MMS traffic is increased, especially for high number of access attempts as depicted
in Figure 3.10b. Based on this tradeoff, the optimal barring rate value bth = 0.4 is
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Figure 3.10: (a) Blocking probability and (b) average access delay per MMS metering
device for different access barring rates of RADA mechanism in traffic overload.
Comparison with other schemes
After identifying the optimal parameter values for the RADA mechanism in cases
of traffic overload, its performance is compared with existing 3GPP RACH solutions
for benchmarking purposes [18, 75, 77]. Our goal is to quantify the performance gains
yielding from a dynamic integration of congestion-avoidance techniques in a standalone
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access solution. In particular, we perform a comparative study among the following
schemes:
1. Default random access scheme based on 3GPP standard, with no special handling
for different traffic types.
2. Access class barring scheme with barring rate bth = 0.4 applied to MMS traffic.
3. Static preamble partition {13, 25, 16} for HTC, MMS and GOOSE traffic, respec-
tively.
4. Our proposed RADA mechanism.
Figure 3.11a illustrates the average access delay experienced per IED for different
random access solutions with increasing traffic load. It can be observed that the RADA
mechanism outperforms the existing RACH schemes, especially in heavy contention con-
ditions where the average access delay for mission-critical GOOSE messages remains in
lower levels. In particular, by means of simulations, a 40-45% reduction on the average
access delay can be achieved in the high traffic load regime. It is also worth noting that,
even in the case of 1000 simultaneous access attempts, GOOSE average delay remains
below 100ms, the upper delay bound for Type-1B data exchange in decentralized dis-
tribution automation protection services [135]. This is mainly due to the load shedding
scheme applied to preambles from neighboring IEDs, which remain in contention for less
time. The superior performance of the RADA is also quantified in terms of blocking prob-
ability experienced per IED in Figure 3.11b, where lower figures are attained compared
to existing RACH configurations. Even in the high traffic load regime, the largest gains
presented reach a 58% reduction on blocking probability.
Naturally, the performance improvement for delay-critical GOOSE traffic causes some
performance degradation to HTC traffic. Figure 3.12a illustrates the average access delay
experienced per HTC device for the different random access solutions with increasing
traffic load. A slight increase in the experienced HTC access delay can be observed
for the RADA mechanism. However, the HTC average delay remains less than 200ms
in heavy contention conditions; hence it might not be noticeable by end users even for
some real-time LTE services. Figure 3.12b depicts the blocking probability experienced
per MMS metering device for different random access solutions. Due to the dedicated
preambles and the dynamic adaptation of the access barring rate in RADA mechanism,
the blocking probability for MMS access requests remains in lower levels compared to
other schemes, even in high traffic load conditions.
3.2.5 Summary
The support of advanced monitoring, protection and control operations in the distri-
bution grid requires radical enhancements in the standard LTE RACH procedure to avoid
performance degradation due to a high probability of collision in the preamble transmis-
sion. The limited random access opportunities compared to the increased resource demand
render the standard access mechanism and its potential improvements highly susceptible
to congestion for the support of distribution automation services in shared LTE networks.
In this section of the thesis, we proposed a novel LTE random access mechanism, named
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Figure 3.11: (a) Average access delay and (b) blocking probability per IED (GOOSE
traffic) for different random access mechanisms with increasing traffic load.













































Figure 3.12: (a) Average access delay per HTC device and (b) blocking probability per
MMS metering device for different random access mechanisms with increasing traffic load.
RADA, to resolve the contention and efficiently support mission-critical services with
minimum impact on background traffic. The RADA mechanism is comprised of an adap-
tive integration of three congestion-avoidance schemes in an effort to achieve a smooth
coexistence of different traffic types present in the system. Our extensive simulations in
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a system-level simulator demonstrate the superiority of RADA in terms of access delay
and blocking probability compared to the existing 3GPP RACH solutions. Even in the
high traffic load regime, our proposed scheme can achieve a 40-45% reduction on the
average access delay and a 58% improvement of the blocking probability with respect to
the benchmarking schemes. In addition, our proposed scheme can be readily applied to
the current LTE-A systems without significant modifications as it is designed based on
existing 3GPP RACH amendments.
Since the emerging distribution grid operations are often associated with stringent
communication requirements in terms of reliability, in the following section of Chapter 3,
we provide a mathematically tractable framework for the reliability analysis of the LTE
RACH with smart grid monitoring traffic.
3.3 Reliability Analysis of the Random Access Channel
Procedure
3.3.1 Introduction
In this section of the thesis, a performance analysis in terms of reliability is presented
for wide-area monitoring systems with underlying cellular connectivity. The LTE random
access channel procedure enhanced with an ACB scheme is modeled via a Markov chain
taking into account a realistic model of the varying traffic behavior of monitoring devices.
Based on the proposed analytical framework, we derive the reliability expression which
depends on various RACH and ACB parameters and the monitoring traffic characteristics.
With the aid of extensive simulations, we validate the accuracy of our analytical model.
A performance evaluation in terms of reliability is also carried out under different network
and traffic configurations and several insights can be drawn for the reliable support of
monitoring traffic.
As discussed in Subsection 2.3.2, the 3GPP has already raised the need to revisit the
radio access design of future cellular networks in order to provide reliable connectivity for
massive MTC [18]. Among the various methods proposed to improve the contention-based
RACH operation, the 3GPP adopts the ACB scheme as an additional overload control
mechanism to prevent access failures [77]. In case of network overload, the eNodeB
broadcasts to the different traffic classes a set of parameters related to ACB, as part of
the system information; this includes a barring rate factor and a barring timer for backoff.
Each device then performs a Bernoulli trial to determine whether it is barred or not, based
on the barring rate value. In particular, as illustrated in Figure 3.13, each device draws
a uniform random number between 0 and 1 when initiating a connection establishment
with the eNodeB and compares it with the current barring rate8. Only if the number
is lower than the barring rate, the device is able to attempt an access. Otherwise, the
access is barred and the device performs a random backoff time uniformly selected over a
period determined by the barring timer value, before performing a new trial. The ACB
scheme and its subsequent amendments, e.g., dynamic ACB [76] for adaptive barring
and extended ACB [136] for delay prioritization, rely on backoff periods to disperse the
8The values of the RACH configuration index and the ACB parameters are broadcast by the eNodeB
as part of the system information [30].
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Figure 3.13: Contention-based LTE random access procedure enhanced with an ACB
scheme for overload control.
simultaneous access attempts over time and alleviate the network congestion.
Several simulation-based studies [52, 54, 76, 137] and analytical works [57, 138] inves-
tigate the performance of the LTE RACH procedure for smart grid traffic. The majority
of feasibility studies aim at determining the optimal values of the barring [76, 137], back-
off [52] or paging [54] RACH parameters through system-level simulations. In an effort
to proactively estimate the anticipated smart grid traffic load (i.e., alarm reports and
periodic measurements), the authors in [57] propose a mechanism that determines the
channel access opportunities for smart grid entities. A similar approach is followed in
[136], where the authors perform an analysis of the extended ACB scheme based on a
set of difference equations that characterize the interactions among the arrival process,
the backoff and the extended ACB scheme. In both works [57, 136], the 3GPP-based
models for uncoordinated and synchronous traffic are adopted. Instead, we hereby as-
sume a reactive approach in dealing with massive monitoring traffic arrivals, where the
network loading state is considered to be continuously monitored by the eNodeB with the
overload-detection mechanism proposed in Section 3.2. The authors in [138] analytically
assess the signaling limitations of the standard RACH procedure for smart grid monitor-
ing traffic. In their analysis, the RACH is not enhanced with the ACB scheme while the
adopted traffic modeling approach relies on a simple Poisson process for the aggregated
data with periodic reporting frequency. However, this MTC traffic modeling method fails
to capture the burstiness and multimodality of the real monitoring traffic distribution
[139]. To this end, unlike previous related works, our traffic modeling approach accounts
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for the frequency and duration of a burst traffic generation.
In the following, by leveraging tools fromMarkov chain theory, we introduce a tractable
analytical model of the contention-based LTE random access mechanism enhanced with
an ACB scheme for the connection establishment of a high number of IEDs. We fur-
ther use a two-state MMPP traffic model, as introduced in Section 3.1, to capture the
varying traffic behavior of monitoring IEDs in power distribution grids. Our developed
framework accounts for the features of the random access, barring state, traffic activation,
as well as preamble retransmissions, and allows us to derive the analytical expression of
the achieved reliability. The accuracy of the proposed analysis is validated with the aid
of extensive simulations in ns-3 discrete-event simulator. The performance assessment
reveals the impact of the monitoring traffic characteristics and RACH/ACB parameters
in the achieved reliability.
3.3.2 Analytical Model
We consider a cellular-enabled power distribution grid where N unsynchronized IEDs
reside within a single-cell coverage area and contend in the RACH for network access. In
what follows, we study the behavior of a single IED by using a two-dimensional Markov
chain model.
Markov Chain Model
Let α(t) and β(t) be the stochastic processes corresponding to the random access
attempt and the backoff stage at time t, respectively, experienced by an IED contending
for channel access. We assume that the stationary probability τ that an IED attempts a
random access is constant across all random access slots and independent of other IEDs.
This is considered a realistic assumption in the case of a high number of IEDs present in
the system. Then, (α(t), β(t)) constitutes a two-dimensional Markov chain. Let also L
be the maximum allowed number of random access attempts, bth be the ACB rate and
B, W , the backoff window sizes for barring and random access, respectively.
As indicated in Figure 3.14, for the finite state space of the Markov chain, the following
hold:
• The off state represents the state when the idle IED is expecting a new packet
arrival based on the considered unsaturated traffic model. Let pon denote the traffic
generation probability related to the packet activation pattern of the specific smart
grid monitoring task.
• The states (Q0, . . . , QB−1) model the barring states of the ACB scheme. The prob-
ability of entering/returning to a barring state equals to the probability q0 of the
drawn random number being higher than the barring rate bth of the ACB scheme,
normalized by the barring backoff window size, B.
• The states (i, 0), i ∈ [1, L], correspond to the random access states when the IED
attempts a preamble transmission. In our model, we assume that an unsuccessful
random access attempt may occur only due to preamble collision; thus, the proba-
bility of moving from states (i− 1, 0) to (i, j), for i ∈ [2, L], equals to the preamble
collision probability, pc, normalized by the random access backoff window size, W .
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Figure 3.14: Markov chain model for the contention-based LTE random access mechanism
enhanced with an ACB scheme.
We leave the consideration of a wireless channel error on an unsuccessful pream-
ble transmission and the capture effect of collided connection request messages for
future work.
• The states from (i, 1) to (i,W − 1), i ∈ [2, L], represent the backoff states due to
an unsuccessful (i− 1, 0) access attempt. The IED decreases its backoff index by
1 every 1ms and transits from (i, j) to state (i, j − 1). A random backoff is also
considered upon the initialization of the RACH procedure, i.e., the states (1, j),
j ∈ [1,W − 1].
• The success and fail states model the successful and failed random access attempt,
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respectively. A failed random access attempt occurs when the limit of L allowed
preamble transmissions is reached without successful attempt.
• The IED always returns to the off state after the success or fail states.
The state transition probabilities associated with the Markov chain of Figure 3.14 can be
calculated as follows:
Pr (i, j|i, j + 1) = 1, 1 ≤ i ≤ L, 0 ≤ j ≤W − 2, (3.3a)
Pr (i, j|i− 1, 0) = pc
W
, 2 ≤ i ≤ L, 0 ≤ j ≤W − 1, (3.3b)








, 0 ≤ c ≤ B − 1, (3.3e)
Pr (1, j|off) = (1− q0)
W
pon, 0 ≤ j ≤W − 1, (3.3f)
Pr (1, j|Q0) =
(1− q0)
W
, 0 ≤ j ≤W − 1, (3.3g)
Pr (fail|L, 0) = pc, (3.3h)
Pr (success|i, 0) = 1− pc, 1 ≤ i ≤ L, (3.3i)
Pr (off|success) = Pr (off|fail) = 1. (3.3j)
Eq. (3.3a) indicates the decrease of the backoff index which occurs with probability
1. Eq. (3.3b) represents the probability of collision in the random access and of selecting
a backoff state uniformly in the subsequent random access attempt. Eq. (3.3c) shows
the transition between the barring states which occurs with probability 1. Eqs. (3.3d)
and (3.3e) capture the probabilities of entering and returning to the barring states from
the off and Q0 states, respectively. Eqs. (3.3f) and (3.3g) represent the probabilities of
moving to state (1, j) from the off and Q0 states, respectively. Eqs. (3.3h) and (3.3i)
capture the probabilities of a failed and successful random access, respectively. Finally,
Eq. (3.3j) implies that the IED always returns to the off state after a successful or failed
random access.
Let (boff, bQc , bi,j , bs, bf), c ∈ [0, B − 1], i ∈ [1, L], j ∈ [0,W − 1], be the station-
ary distribution of the Markov chain, where bi,j = limt→∞ Pr (α(t) = i, β(t) = j). From
Eqs. (3.3a)–(3.3j), we derive the closed form expression for such distribution chain. In




ponboff + bQc+1 +
q0
B








3.3. Reliability Analysis of the Random Access Channel Procedure 57
For the random access and backoff states we obtain
b1,j = b1,j+1 +
(1− q0)
W




(bQ0 + ponboff) , (3.7)
bi,j = bi,j+1 + bi−1,0
pc
W




, 2 ≤ i ≤ L. (3.9)




((1− pc)bi,0) , (3.10)
bf = pcbM,0. (3.11)






bQc = (B − c)
q0
B




b1,0, 1 ≤ j ≤W − 1, (3.12c)




bi,0, 2 ≤ i ≤ L, 1 ≤ j ≤W − 1, (3.12e)






bf = pLc ponboff. (3.12h)
Note that from Eqs. (3.12a)–(3.12h), all states can be expressed as a function of boff. Thus,
by applying the expressions for the state stationary probabilities in the normalization
condition for the Markov chain,








bi,j + bs + bf, (3.13)
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as a function of the traffic generation probability, pon, the preamble collision probability,
pc, and the probability of barred access, q0.
In the following, we derive the expression for the traffic generation probability, pon,
based on a realistic traffic model selected to match the behavior of a monitoring IED.
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Traffic Model
We assume that the IEDs reside within the substation local area networks and can be
seen as controllers that get their input from voltage and current transformers/sensors and
provide their output (commands, status data), e.g., to circuit breakers, offering monitoring
functionalities in the distribution grid. Under stable operating conditions, each IED
periodically reports its application states via identical messages as a heart-beat function;
however, once an event (e.g., power failure) occurs or a status change is detected, an
IED transits from regular to alarm state while the retransmission period of messages is
shortened (burst traffic).
Based on the traffic modeling approach introduced in Subsection 3.1.2, we use a two-
state MMPP framework to model each IED traffic activation pattern and derive the
expression for the traffic generation probability. Each IED traffic generation can be rep-
resented by a two-state Markov chain; the first state models the regular IED operation
as a Poisson process with arrival rate λ1 and the second state represents the alarm IED
operation where the generation of a traffic burst is modeled as a Poisson process with
a corresponding arrival rate λ2 > λ1. The MMPP is characterized by an infinitesimal
generator matrix D0 in case of no arrivals and a diagonal rate matrix D1 in the case of
an arrival. The matrix D0 is assumed to be stable which implies that it is nonsingular
and the sojourn times are finite with probability 1. The elements in D0 correspond to the
state transitions without arrivals and each element in D1 represents a state transition in

















µi,j + λi. The definitions of D0 and D1 imply that D =
D0 +D1 is the irreducible infinitesimal generator of the underlying Markov process with
stationary probability vector π = {π1, π2}T , computed using the steady-state equation
πD = 0 at an arbitrary time instant.
After computing the stationary distribution of the two-state Markov chain, we can
derive the expression of the traffic generation probability, pon. Let
Pi,j (k, t) = Pr (Nt = k, Jt = j|N0 = 0, J0 = i) , (3.17)
be the entry of a matrix P (k, t) on the state space {(k, i, j) ; k ≥ 0, 1 ≤ i, j ≤ 2}, where
Nt denotes the number of arrivals during the time interval [0, t) and Jt the state of the




P (0, t) = P (0, t)D0, (3.18a)
d
dt
P (k, t) = P (k, t)D0 + P (k − 1, t)D1, k = 1, 2 . . . , (3.18b)
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and using the initial condition P (0, 0)=I, P (k, t) can be determined. Then, pon, defined
as the probability to have at least one packet arrival within an LTE subframe of length






Pi,j (0, t) , (3.19)
where t corresponds to the duration of the LTE subframe (1ms). Let also toff denote the
time between two consecutive arrivals in the stationary version of the MMPP. According
to the Markov chain model for the contention-based LTE random access, toff corresponds
to the duration of the off state. Based on the properties of a stationary MAP, if e
represents a unit column vector of length equal to the order of the MMPP, the mean of





In the following subsection, we derive an analytical expression for the reliability based
on the developed Markov chain model.
3.3.3 Reliability Expression
We define reliability, R, as the probability of an IED successfully completing a random
access attempt when there are L allowed preamble transmission attempts. Based on
the proposed Markov chain model developed in the previous subsection, we derive the




and using the expressions for bs and bf from Eqs. (3.12g) and (3.12h) respectively, we get
R = 1− pLc . (3.22)
For the calculation of R we first need to determine the probability τ that an IED







where T denotes the expected state holding time for all states and is equal to











bi,0 (pcT1 + (1− pc)T2) + bsTs + bfTf . (3.24)
In Eq. (3.24), the expected holding time for the off state, Toff, is given by Eq. (3.20).
The expected holding time of each barring and backoff state is assumed to be 1ms. The
expected holding time of a random access state (i, 0) is obtained as pcT1+(1−pc)T2, where
60 Chapter 3. Random Access
Algorithm 1 Iterative method to solve non-linear equations.
1: Assume L,B,W, q0, bth, pon, Toff known
2: Initialize pc ← 0.9999
3: Set allowed tolerance ε← 1e− 3
4: while pc > 0 do
5: Calculate τ from Eq. (3.23)
6: Calculate p′c from Eq. (3.25)
7: if |p′c − pc| < ε then . Convergence test
8: break
9: else
10: pc ← pc − 0.0001 . Update
11: end if
12: end while
T1 and T2 correspond to the elapsed times from the first access attempt until the end of
the contention resolution timer in case of failure, and until the reception of the connection
response message in case of success, respectively. Finally, Tf denotes the expected time
duration of the fail state and Ts corresponds to the average holding time of the success
state which depends on the adopted resource-scheduling policy of the service request and
the message payload of the monitoring IED.
Given that an IED transmits, the preamble collision probability, pc, from the perspec-
tive of the IED, is defined as the probability that at least one of the s IEDs attempting
random channel access (from the remaining N − 1 IEDs) selects the same preamble. Let
K be the number of available preambles for contention-based random access, then pc is
















as a function of τ . It can thus be observed from (3.14)–(3.19) and (3.23)–(3.25), that the
reliability expression in (3.22) depends on the monitoring traffic characteristics and the
RACH/ACB configuration parameters. Note that for known pon and q0, the expressions
of the probability τ of attempting a random access in (3.23) and the preamble collision
probability pc in (3.25) form a system of non-linear equations that can be solved via an
iterative numerical method, as shown in Algorithm 1. Therefore, by plugging the obtained
value of pc in (3.22), the value of R can be calculated.
3.3.4 Model Validation and Performance Evaluation
In this subsection, we validate and evaluate our proposed analytical framework in
terms of reliability with the aid of extensive simulations with ns-3 discrete-event simu-
lator. The simulation setup relies on the RACH implementation initially developed in
[131] and follows the 3GPP specifications [18]. The existing traffic generation and ACB
modules have been properly modified/extended when necessary and the MMPP param-
eters are selected to closely match the traffic behavior of IEC-61850 GOOSE messages
conveying synchrophasor information [11]. A performance evaluation is conducted and
we investigate the effect of the traffic characteristics, the barring rate and the number of
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Table 3.3: Simulation parameters.
Parameter Value
Preambles for contention-based access K 54
Number of monitoring IEDs N 1000
RACH configuration index 14
Barring/access backoff window sizes B, W 20ms
Barring rate bth 0.5
Preamble duration 1ms
Max. allowed preamble transmission attempts L 10
RAR window size 5ms
Contention resolution timer 24ms
Master information block periodicity 40ms
Arrival rates λ1, λ2 (in attempts/ms) {0.002, 0.5}
Time durations T1, T2, Ts, Tf (in ms) {32, 16, 20, 1}
Traffic model state transition rates µ1,2, µ2,1 {0.5, 0.3}












RACH + ACB scheme
RACH procedure
Figure 3.15: Reliability achieved per IED for different number of monitoring IEDs present
in the system when RACH procedure is enhanced with the ACB scheme and when ACB
is not applied.
available preambles on the achieved reliability. In Figures 3.15–3.18, we illustrate both
the analytical results (lines) obtained from the reliability expression in Eq. (3.22) and the
simulation results (marks) of the RACH/ACB implementation. It can be observed that
the analytical results accurately match the simulation results which validates our proposed
analytical model. Table 3.3 summarizes the basic parameters used in our simulations.
Figure 3.15 illustrates the reliability achieved per IED for a different number of mon-
itoring IEDs present in the system, when the ACB scheme is activated, i.e., (q0 6= 0), and
when ACB barring is not applied in the RACH procedure, i.e., (q0 = 0). It can be ob-
served that reliability levels decrease as the number of IEDs increases due to the heavier
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State transition rate µ2,1 = 0.7
State transition rate µ2,1 = 0.3
State transition rate µ2,1 = 0.1
Figure 3.16: Reliability achieved per IED as a function of the traffic characteristics µ1,2













Number of IEDs: 1000
Number of IEDs: 1500
Figure 3.17: Reliability achieved per IED as a function of the barring rate bth of the ACB
scheme for a different number of IEDs.
contention; however, a RACH procedure enhanced with the ACB scheme achieves higher
reliability even in high traffic regime since IED channel access attempts are dispersed over
time. Thus, IEDs remain in contention for less time and preamble collision probability is
reduced.
Figure 3.16 shows the reliability achieved per IED as a function of the traffic char-
acteristics (i.e., state transition probabilities µ1,2 and µ2,1) of the monitoring IEDs. As
defined in Subsection 3.3.2, µ1,2 represents the transition rate from regular to alarm state
and µ2,1 corresponds to the transition rate from alarm to regular state. It can be ob-















RACH + ACB scheme
RACH procedure
Figure 3.18: Reliability achieved per IED as a function of the number of available pream-
bles K for contention-based access when RACH procedure is enhanced with the ACB
scheme and when ACB is not applied.
served that as µ1,2 increases, i.e., the transition to alarm state occurs more frequently,
the reliability decreases due to the higher arrival rate in the alarm state which leads to a
surge of channel access attempts. In addition, as the length of each traffic burst increases,
or equivalently µ2,1 decreases, the reliability decreases since the IEDs remain longer in
the alarm state.
Figure 3.17 depicts the reliability achieved per IED as a function of the barring rate bth
of the ACB scheme for a different number of IEDs. In particular, the reliability increases
with a decreasing access barring rate; when the barring rate is set to a more restrictive
value, it is more likely that new IED access requests are spread in time-subsequent at-
tempts due to the barring backoff B. Although decreasing the barring rate may ease
the congestion and improve access success probability, the average access delay for IED
monitoring traffic is increased, especially for high number of access attempts. We aim to
study and quantify the latency-reliability tradeoff for the optimal choice of the barring
rate value in future work.
Figure 3.18 illustrates the reliability achieved per IED as a function of the number of
available preambles K for contention-based access of the monitoring IEDs. It can be seen
that reliability levels decrease as the number of available preambles decreases due to the
lack of adequate access opportunities; however, a RACH procedure enhanced with the
ACB scheme achieves higher reliability compared to the performance of the pure RACH
procedure. In particular, when the number of available preambles reduces from 54 to 34,
the reliability levels decrease by at least 20% for the pure RACH whereas in the case
of RACH enhanced with ACB, a maximum 9% reliability reduction can be observed.
This superior performance is important in use cases where the available preambles for
contention-based access are shared with the conventional LTE users in public cellular
networks. Similarly to Section 3.2, an interesting tradeoff analysis would determine the
optimal number of dedicated preambles for each competing traffic class, given its specific
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QoS requirements.
3.3.5 Summary
In this section of Chapter 3, we proposed an analytical framework for reliability analy-
sis of massive monitoring traffic in cellular-enabled distribution grids. Relying on Markov
chain theory principles, we modeled the contention-based LTE random access operation
enhanced with an ACB scheme for the connection establishment of a high number of IEDs.
The ACB scheme is currently adopted by 3GPP as an additional overload control mech-
anism to prevent access failures. In particular, our tractable analytical model accounts
for the features of random access, barring state, traffic activation, as well as preamble
retransmissions. In addition, based on the preliminary traffic analysis presented in Sec-
tion 3.1, we proposed a realistic traffic model that relies on the MMPP stochastic counting
process to capture the IED transition from regular to alarm state. We then derived the
expression of the traffic generation probability which is used for the calculation of the
preamble collision probability. Based on the conducted analysis, we obtained the reli-
ability expression which depends on various RACH and ACB configuration parameters
and the monitoring IED traffic characteristics. Our analytical framework was validated
through extensive simulations and the impact on the achieved reliability was evaluated
under different network and traffic configurations. Since the contention-based random ac-
cess procedure in recent 3GPP advancements tailored for the IoT, i.e., LTE-M, NB-IoT9
and NR10, follows its counterpart in LTE, the rationale of the proposed analytical model
can also be applicable for the performance analysis of smart grid monitoring traffic using
cellular IoT technologies.
In the following section of Chapter 3, we extend our reliability analysis to a multiple-
cell LTE framework where the non-orthogonality between preambles generated from dif-
ferent ZC root sequences needs to be also considered in the reliability assessment.
3.4 Efficient Cell Planning for Reliable Support of
Substation Automation Traffic
3.4.1 Introduction
In this section of the thesis, we investigate the relation between the LTE cell size and
the number of preambles generated from a single or multiple ZC root sequences and their
cyclic shifts. The fact that the number of orthogonal preambles available for contention
decreases as the cell radius increases has been rarely considered in existing literature; this
relation imposes an additional challenge for the reliable support of smart grid traffic due
to the non-orthogonality of preambles originated from different ZC root sequences. We
hereby study this impact on the achieved reliability in a substation automation scenario
which constitutes a key module for the overall power system operation in the distribution
grid, e.g., rapid diagnosis of system faults and initiation of control/isolation actions [133].
9Due to the reduced bandwidth in NB-IoT, different preamble design principles are adopted for the
NB-IoT physical RACH compared to the legacy LTE physical RACH [140].
10Apart from a beam selection process occurring before the preamble transmission, the RACH procedure
in NR systems follows almost the same principles as in LTE-based systems.
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In related literature, [141] and [142] are the only works where the relation between the
cell radius and the availability of orthogonal preambles is considered. However, the effect
of the preamble non-orthogonality in the achieved reliability is not analytically studied. In
[141], a contention-resolution access mechanism based on a tree-splitting algorithm and a
distributed queue is proposed; however, a single macro-cell deployment is considered and
the 3GPP-based model for synchronous traffic generation is adopted. A configuration of
the ZC root sequences among small cells to enhance the random access performance with
massive machine-type traffic is proposed in [142]. However, a static cell-size configuration
is considered and the traffic-load conditions are not taken into account. In addition, traffic
modeling relies on a simple Poisson arrival process; hence, the spatiotemporal correlation
of event-driven machine-type traffic is not accurately captured.
In what follows, we incorporate these considerations in our analytical framework of
the LTE RACH procedure developed in Section 3.3 and we derive the expression of the
achieved reliability per cell. We further introduce an interference- and load-aware cell
planning mechanism that i) properly allocates the root sequences among multiple cells
to minimize the inter-cell interference and ii) regulates the traffic load via a barring pa-
rameter to ensure reliable channel access of substation automation traffic. In addition,
we present a realistic traffic model that accurately captures the event-driven nature of
substation automation traffic. Finally, the performance evaluation of a distribution au-
tomation scenario in network-overload conditions reveals the superior performance of our
proposed mechanism in terms of RACH reliability against benchmarking network deploy-
ment schemes.
3.4.2 Cell Size and Availability of Orthogonal Preambles
We consider an LTE network that accommodates substation automation traffic gener-
ated by a high number of IEDs that reside in a geographical area A. We further assume a
regular deployment of CA circular cells with radius rn, n = 1, . . . , CA, providing coverage
to the IEDs. The base stations are considered to be located in the center of the cells.
A fixed number of K available preambles is prescribed for each LTE cell and the IEDs
randomly choose a preamble to contend in the RACH. The preambles are generated from
a single or multiple ZC root sequences and their cyclic shifts. The ZC root sequences
satisfy a constant-amplitude zero-autocorrelation property, that guarantees the orthogo-
nality of the preambles generated from the same root [29]. On the other hand, preambles
generated from different ZC roots are non-orthogonal inducing interference in the pream-
ble reception. Therefore, orthogonal preambles obtained by a single root sequence should
be favored over non-orthogonal preambles. However, additional ZC root sequences need
to be used when the required number of preambles cannot be generated by cyclic shifts
of a single root sequence.
Each RACH preamble consists of a cyclic prefix and a preamble sequence. The cyclic
shift dimensioning is important for the design of the preamble and its value depends on
the selected cell size. Let Tseq denote the duration of the preamble sequence and NZC be
the length of the ZC root sequence in samples. The minimum length of the cyclic shift
duration NCS in terms of number of samples is given by [29]
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Table 3.4: Preamble sequence generation parameters in LTE-based networks.
Parameter Value
Preambles K 64
Preamble sequence length Tseq 800µs
Zadoff-Chu root sequences NRS 838
Zadoff-Chu sequence length NZC 839 samples








where TRTT = 2rn/c and Tds denote the maximum round-trip time and the delay spread
in a cell of radius rn, respectively. The maximum number of orthogonal preambles con-







whereas the number of ZC root sequences required to produce the K available preambles







From Eqs. (3.26)–(3.27), it can be observed that the larger the cell radius, the larger
the cyclic shift required to generate orthogonal preambles and, consequently, the smaller
the number of orthogonal preambles constructed by a single ZC root. Table 3.4 sum-
marizes the default values of the random access parameters in LTE-based networks [29].
Based on this configuration, Figure 3.19 shows that the number of orthogonal pream-
bles Np that can be constructed from a single ZC root sequence decreases as the cell
radius becomes larger. A greater number of Ns,m is then required to generate the 64
available preambles per cell. In particular, it can be observed that when the cell radius
exceeds the 59km, each preamble sequence is generated from a different root sequence.
On the contrary, in a cell with radius shorter than 958m, all 64 preamble sequences can
be constructed by cyclic shifts of a single root sequence.
The use of different root sequences for the generation of the preambles results in higher
interference in the preamble reception due to the orthogonality loss which in turn leads to
degraded detection performance at the receiver. Therefore, RACH becomes more prone
to congestion in cases where a single macro-cell is used to cover a geographical area with
a widespread deployment of IEDs. Instead, as illustrated in Figure 3.19, the deployment
of multiple smaller cells would require fewer root sequences and thus would mitigate the
intra-cell interference in the preamble reception at the eNodeB due to the higher number
of orthogonal preambles.






















































ZC root sequences Ns,m
Figure 3.19: Relation among the cell size, the availability of orthogonal preambles per
ZC root sequence and the number of ZC root sequences required to generate 64 preambles
in a single LTE cell.
Henceforth, we focus on the RACH performance analysis in a reference cell m, where
Ns,m out of the NRS in total ZC root sequences are allocated for preamble generation
of the K preambles. Let dmax denote the maximum preamble-decoding distance which,
given Tseq, can be estimated by the minimum required preamble-signal power received at
the eNodeB to meet a target missed detection and false alarm probability of less than 1%
[29]. We define by νm the probability that a neighboring cell n resides within the dmax of
a preamble used in cell m. That is,
νm = Pr (γmn ≤ dmax + rn) , n = 1, . . . CA, n 6= m, (3.29)
where γmn denotes the distance between the base stations of the reference cell m and of
the neighboring cell n. In the default case where the NRS available ZC root sequences are
randomly allocated among the cells for their preamble generation, the probability pseq,m
that at least one of the neighboring cells selects one of the Ns,m root sequences of cell m
















The probability pseq,m can be interpreted as an indicator of the level of inter-cell in-
terference experienced in cell m related with the allocation of the NRS root sequences.
Figure 3.20 illustrates how pseq,m evolves with the cell radius in the case of a homogeneous
deployment of multiple cells with equal radius r. As the cell radius decreases, or equiv-
alently the number of required cells to cover a geographical area A increases11, the NRS
11In the case of a homogeneous deployment of cells with equal radius r, the required number of cells to























































Figure 3.20: Relation between the probability pseq,m and the cell size for a homogeneous
cell deployment. As the cell size decreases, pseq,m increases reflecting a higher inter-cell
interference.
available sequences need to be distributed among a higher density of cells. This naturally
leads to an increase in pseq,m since it becomes more possible for a neighboring cell to be
allocated the same ZC root sequence as in the reference cell m.
The discussion presented above reveals an important design tradeoff regarding the
relation between the cell radius and the reliability level achieved in each cell. If a single
macro-cell is used to cover an area A, then a higher number of ZC root sequences is
required to generate the K preambles in the cell. The non-orthogonality between the
preambles generated from different roots results in higher probability of collision due to
preamble decoding failure. On the other hand, if multiple smaller cells are deployed in A,
then less ZC root sequences are required for the generation of the K preambles. However,
this comes at the expense of additional installation of base stations and increased inter-
cell interference regarding the allocation of roots among the cells. Therefore, an efficient
cell planning mechanism is required to properly allocate the ZC root sequences among
the different cells and ensure the reliability level achieved in each particular cell.
3.4.3 Cell Planning Mechanism
Reliability Expression
The reliability in the random access procedure is defined as the probability that an
IED successfully completes a channel access attempt before exceeding the maximum al-
lowed preamble transmissions. In Section 3.3, we derived an analytical expression for the
achieved reliability per cell based on a generalized Markov chain model of the LTE ran-
dom access. An ACB scheme was further considered as an overload-control mechanism
where each IED performs a Bernoulli trial to determine whether it is barred or not, based
on a barring rate, bth. The finite state space of the Markov chain includes:
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• The idle (off) state, where an IED expects a new packet arrival. The traffic gen-
eration probability is denoted as pon and its analytical expression is derived in
Subsection 3.4.4.
• The barring states, where channel access for an IED is barred to relieve RACH
congestion. The probability of barred access and the barring backoff window size
are denoted by q0,m and B, respectively.
• The random access states, where an IED attempts a preamble transmission. The
parameter L denotes the maximum allowed number of preamble transmissions.
• The backoff states, due to an unsuccessful access attempt. The random access
backoff window size is denoted by W and a random backoff is also considered upon
the initialization of the RACH procedure.
• The success and fail states that model the successful and failed random access
attempt, respectively.
Let N be the number of IEDs in the cell m. Based on the analysis in Subsection 3.3.3,
the reliability, Rm, can be expressed as
Rm = 1− pLc,m, (3.31)
where pc,m denotes the preamble collision probability experienced by an IED in cell m.
For the calculation of Rm, we first need to determine the expression for pc,m.
Let Kz,m denote the number of orthogonal preambles generated by the ZC root se-
quence z, z = 1, . . . , Ns,m, of the reference cell m. As explained in Subsection 3.4.2, if
the required number of K preambles in the cell cannot be generated by cyclic shifts of a
single root sequence, then additional ZC root sequences should be used. Therefore,
Kz,m =
{
Np, for z = 1, . . . , Ns,m − 1,
K − (Ns,m − 1)Np, for z = Ns,m ,
(3.32)
since less than Np preambles generated by the last root sequence may be required for
the generation of the K available preambles. Given that an IED selects one of the Kz,m
preambles generated from root sequence z for network access, the pc,m is defined as the
probability that at least one of the i devices (from the remainingN−1 devices) attempting
channel access, selects the same preamble of the orthogonal Kz,m preambles or selects a
non-orthogonal preamble generated by a ZC root sequence other than z. We assume no
capture effect in the collided preambles and that the interference from non-orthogonal
preambles constructed by different ZC root sequences results in a preamble-decoding





















where τ denotes the probability that an IED is attempting a channel access. By applying
the normalization condition of the Markov chain and owing to the chain regularities, the
state stationary probabilities can be expressed as a function of the probabilities pc,m,
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Algorithm 2 Iterative method to solve non-linear equations.
1: Assume L,B,W, q0,m, bth, pon, Toff known
2: Initialize pc,m ← 0.9999
3: Set allowed tolerance ε← 1e− 3
4: while pc,m > 0 do
5: Calculate τ from Eq. (3.34)
6: Calculate p′c,m from Eq. (3.33)
7: if
∣∣p′c,m − pc,m∣∣ < ε then . Convergence test
8: break
9: else
10: pc,m ← pc,m − 0.0001 . Update
11: end if
12: end while
pon, qm and the random access/barring parameters [7]. Then, assuming that a preamble





















In Eq. (3.34), Toff denotes the average holding time of the idle state and its analytical
expression is derived in Subsection 3.4.4. The Tf and Ts represent the expected time
durations of the fail and success states, respectively. The expected time durations T1
and T2 correspond to the elapsed times from the first access attempt until the end of
the contention resolution timer in case of access failure, and until the reception of the
connection response message in case of successful access, respectively. It is worth not-
ing that for given random access/barring parameters (L,B,W, q0,m, bth) and known IED
traffic characteristics (pon, Toff), the expressions of the preamble collision probability pc,m
in Eq. (3.33) and the probability τ of attempting a random access in Eq. (3.34) form a
system of non-linear equations that can be solved via an iterative numerical method, as
shown in Algorithm 2. Therefore, by plugging the obtained value of pc,m in Eq. (3.31),
the value of Rm can be calculated.
Since the expression of Rm is not in closed-form, finding the optimal cell radius rm that
maximizes the achieved reliability is mathematically intractable. Therefore, we propose
a heuristic interference- and traffic load-aware mechanism that determines the cell sizes
in a generic heterogeneous cell deployment for the reliable support of event-driven IED.
We provide the details in the following.
Proposed Cell Planning and ZC Root Sequence Allocation
We assume that the mobile network operator is aware of the number of cells CA re-
quired to provide full coverage in a geographical area A and specifies a range of supported
radii [rmin, rmax] for a heterogeneous cell deployment. Initially, a random radius is uni-
formly selected for each cell. Our proposed cell planning mechanism employs a spatial
ZC root sequence allocation scheme where the ZC root sequences selected by each cell are
spatially-separated and can only be reused by cells located at a distance larger than the
preamble-decoding distance dmax. In this way, the allocation of the same root sequences
in neighboring cells is avoided and the resulting inter-cell interference decreases since the
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Algorithm 3 Cell planning and ZC root sequence allocation.
1: Assume L,B,W, q0,m, bth, pon, Toff, Rth known
2: Initialize l← 0 iteration index
3: Pick cell m with max. number of neighbors and set r(0)m ← rmax
4: Determine N (0)s,m from Eqs. (3.26)–(3.28)
5: Reuse N (0)s,m only beyond dmax . Interference-aware
6: Calculate p(0)c,m and τ (0) using Algorithm 2
7: Calculate R(0)m from Eq. (3.31)
8: while R(l)m < Rth do . Main iteration
9: l← l + 1
10: Decrease r(l)m
11: Repeat steps 4-7 and update N (l)s,m, p(l)c,m, τ (l), R(l)m
12: if R(l)m < R(l−1)m || r(l)m < rmin then
13: Set r(l)m ← r(l−1)m
14: Update N (l)s,m
15: do
16: Set bth ← bth − 0.01 . Traffic load-aware
17: Update p(l)c,m and τ (l) using Algorithm 2
18: Calculate R(l)m from Eq. (3.31)
19: while R(l)m < Rth
20: end if
21: end while
22: Repeat for neighboring cell with max. number of neighbors
power falloff with the distance is exploited. In addition, the mechanism dynamically mod-
ifies the ACB rate, bth, to relieve congestion and prevent access failures. The steps of the
mechanism are presented in Algorithm 3.
Starting from the cell m with the higher number of neighboring cells, the maximum
available radius rmax is selected. Using Eqs. (3.26)–(3.28), Ns,m is calculated and the
minimum reuse distance of the selected ZC root sequences is determined by dmax. Based
on the iterative method described in Algorithm 2, the preamble collision probability pc,m
is obtained and the value of Rm can thus be calculated using Eq. (3.31). The mechanism
keeps decreasing the cell radius and appropriately updates the ZC root sequence selection
until the achieved reliability surpasses a predefined threshold Rth that depends on the
particular distribution automation application. In case the updated reliability value is
lower than in the previous iteration due to increased inter-cell interference or the minimum
available radius is reached, a traffic-aware scheme is employed where the ACB rate, bth,
is set to a more restrictive value in order to disperse the access attempts in time. In
this way, the congestion is reduced and preamble collision probability decreases resulting
in an improved reliability value. The dynamic configuration of the bth ends when Rth
is satisfied. The value of bth is assumed to be periodically broadcast by the eNodeB to
the IEDs of each cell, as part of the system information block message in the physical
downlink broadcast channel. Once the cell radius and the root allocation for the cell
m is completed, all the relevant parameters are updated and the mechanism iteratively
proceeds to the neighboring cell with the higher number of neighbors until all cells are
processed.













Figure 3.21: Network model for a cellular-enabled substation automation system where
arc-fault detection is performed. Each IED is equipped with sensors for detecting possible
arc faults appearing in the busbar, circuit-breaker feeder and cable termination compart-
ments. Traffic is generated in bursts and sequentially triggers the transmission of alarm
messages in neighboring IEDs.
In the following subsection, we derive the analytical expression for the traffic genera-
tion probability, pon, based on a realistic traffic model selected to capture the spatiotem-
poral correlation of IED communication in certain substation automation scenarios. The
value of pon is required for the calculation of the reliability, as shown in Algorithms 2
and 3.
3.4.4 Traffic Model
Power grids are often vulnerable to cascade component failures which can lead to the
isolation of a large number of grid segments causing consumer interruptions or even the
collapse of the entire power system. In substation automation scenarios characterized by a
cascade of component outages, the IED communication often involves the transmission of
highly space- and time-correlated messages. The network architecture of such a substation
automation system is illustrated in Figure 3.21. As shown in the figure, in the case
of an arc-fault detection in substation automation systems [1], a cascading power fault
affects neighboring segments in the grid and triggers the transmission of notification
alarm messages among geographically-adjacent protection devices. To model this traffic
behavior, similar to the monitoring traffic analysis detailed in Subsection 3.3.2, we assume
that the arrivals in each IED are governed by two application phases; a regular phase when
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no event occurs and an event phase where the interarrival time is shortened to ensure a
timely message-delivery in case of an event (burst).
Let Si be the set of sensors that an IED i is equipped with and let Ui be the set of its
neighboring devices. Let also αi,s [t] be a binary parameter that indicates whether sensor
s of an IED i captures a local event at time t. Then, the spatiotemporal correlation in
the arrival stream of an IED i can be captured with the aid of the parameter βi [t],
βi [t] =

1, if ∑s∈Si αi,s [t] > 0 ,
1, if ∑j∈Ui∑s∈Sj αj,s [t] > 0 ,
0, otherwise,
(3.35)
where an arrival in an IED i may be triggered due to a detection of a local event either
by one of its own sensors or by one of the sensors of its neighboring IEDs.
In order to capture the interdependent and non-exponential interarrival times of an
IED, we leverage a two-state MAP framework to properly characterize the traffic stream.
The MAP constitutes a stochastic counting process that is able to represent time corre-
lation in the arrival streams and provide analytical tractability. The essential difference
with the MMPP12, which constitutes a subclass of the MAP used in Subsection 3.3.2,
is whether or not the IED application phase is potentially changed just after an arrival.
Recall that D1 in Eq. (3.16) is a diagonal matrix, i.e., all inter-state transitions are ac-
companied by no arrivals, and all arrivals are assumed to be caused only by self-state
transitions. On the other hand, MAP provides a more generic framework where an ar-
rival may result in a state change which is the case of local cascade failures in substation
automation systems.
The arrival rate of the MAP is governed by a continuous-time Markov chain [143].
The states of the Markov chain correspond to the IED application phases and a transition
between states generates an arrival with a given probability. To account for the spatial
and temporal correlation in the arrival stream of an IED i, the convex combination of the
infinitesimal generator matrices, D0 and D1, in the regular and event phase is considered






D′0 = (1− βi [t])D0, regular + βi [t]D0, event, (3.36a)
D′1 = (1− βi [t])D1, regular + βi [t]D1, event. (3.36b)
Following the same procedure as in Subsection 3.3.2, for the calculation of the traffic
generation probability, pon, let
Pi,j (k, t) = Pr (Nt = k, Jt = j|N0 = 0, J0 = i) , (3.37)
be the entry of a matrix P (k, t), where Nt denotes the number of arrivals during the time
interval [0, t) and Jt the phase of the Markov process at time t, respectively. The matrices
12Although the MMPP model allows higher precision than aggregated traffic models used in related
work, it uses a Poisson process for source modeling that significantly reduces the flexibility of the model.
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P (k, t) satisfy the forward Chapman-Kolmogorov equations [130]
d
dt
P (0, t) = P (0, t)D′0, (3.38a)
d
dt
P (k, t) = P (k, t)D′0 + P (k − 1, t)D′1, k = 1, . . . , (3.38b)







Pi,j (0, t) , (3.39)
where t corresponds to the duration of the LTE subframe (1ms). For the calculation of the
average holding time of the idle state, Toff in Eq. (3.34), we follow a similar procedure as
in Subsection 3.3.2. If π denotes the stationary probability vector, then from the analysis
of the time-stationary MAP, it holds Toff = [πD1e]−1, where e represents a unit column
vector.
In the following subsection, a performance assessment of our proposed mechanism is
presented in terms of achieved reliability.
3.4.5 Numerical Results
To evaluate the performance of our proposed cell planning and ZC root sequence al-
location mechanism, we consider a realistic scenario of power distribution automation
where a high number of IEDs are uniformly deployed within a geographical area A.
The IEDs are equipped with communication interfaces and generate event-based mul-
ticast traffic based on their input from voltage and current transformers/sensors. The
random dropping model is used for the location of the IED transmitters whereas the lo-
cation of a neighboring IED receiver is distributed according to a uniform distribution
in a circular area around its associated IED transmitter. The MAP framework is used
to capture the spatiotemporal correlation of the event-driven IED traffic and the well-
studied expectation-maximization statistical framework [130] has been used for parameter{
D′0,D′1
}
fitting, based on the arrival traces of power automation traffic captured by a
discrete-event simulator that implements the IEC-61850 GOOSE protocol [5, 133]. The
expectation-maximization algorithm constitutes an iterative method for the maximum-
likelihood estimation of the MAP parameters and is particularly useful for stochastic
models that involve many parameters [143].
Table 3.5 summarizes the basic parameters used in our simulations. A regular cell
deployment is considered to provide coverage and the unsynchronized IEDs are assumed
to contend for RACH access after a cascading power failure that affects the area A.
An ACB scheme enhances the standard RACH procedure as an additional overload-
control mechanism. Starting from a low-load scenario, new access requests generated
by IEDs affected by the cascading events, appear progressively in the system until it is
driven to overload. The contention-based RACH/ACB performance is then evaluated in
terms of reliability when the system operates close to its capacity limits. In particular,
a comparative evaluation study of the achieved reliability Rm is performed among the
following network deployment options:
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Table 3.5: Simulation parameters.
Parameter Value
Preambles for contention-based access K 64
Coverage area A 100km×100km
Range of cell radii [rmin, rmax] [100m, 100km]
Transmit power 24dBm
Thermal noise power -114dBm
Required preamble signal energy to noise ratio 18dB
Channel model Suburban
Path loss coefficient 3.5
RACH configuration index 14
Barring/access backoff window sizes B, W 20ms
Default barring rate bth 0.5
Reliability threshold Rth 0.6
Preamble duration 1ms
Max. allowed preamble transmission attempts L 10
RAR window size 5ms
Contention resolution timer 24ms
Master information block periodicity 40ms
Time durations T1, T2, Ts, Tf (in ms) {32, 16, 20, 1}
1. A single macro-cell deployment is used to provide coverage to the IEDs.
2. A default (traffic-unaware) heterogeneous deployment of multiple smaller cells with
radii uniformly selected from the range [rmin, rmax] and ZC root sequences randomly
chosen among a set of NRS available roots in total.
3. A heterogeneous cell deployment based on our proposed mechanism where each cell
radius is properly determined from [rmin, rmax] to provide reliability guarantees for
the IED traffic, according to the interference-aware ZC root sequence allocation and
the load-aware barring rate configuration, as described in Algorithm 3.
Figure 3.22 illustrates the achieved reliability Rm per IED of a random cell m with
increasing network traffic load. It can be observed that in the case of a single macro-cell
deployment, the reliability level rapidly decreases with increasing traffic load, as the intra-
cell interference becomes higher due to the orthogonality loss of the received preambles
generated by different ZC root sequences. On the other hand, for a default heterogeneous
deployment of multiple smaller cells, the intra-cell interference is reduced due to the larger
number of orthogonal preambles which leads to better preamble detection performance;
however, since no reliability provisioning is considered for the cell size and the ZC root
sequence allocation, this improvement comes at the expense of increased inter-cell inter-
ference, especially when the number of cells required to provide coverage increases, as
shown in Figure 3.22. Therefore, the reliability gains for the default approaches remain
limited. Instead, in the case when our proposed mechanism is applied, reliability remains
in higher levels even in the high traffic load regime. In particular, it can be observed
that our proposed scheme significantly outperforms the reliability attained with a single
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Figure 3.22: Reliability achieved per IED for different cell-network deployments and ZC
root sequence allocation schemes.
macro-cell, and achieves reliability gains by almost a factor of 1.5-2 with respect to the
default heterogeneous deployments. The proper selection of the cell sizes and the spatial
separation of the available ZC root sequences reduces the inter-cell interference since the
allocation of the same roots among neighboring cells becomes less probable. In addi-
tion, the dynamic configuration of the ACB rate bth provides reliability guarantees and
relieves network congestion in high traffic load conditions. It is also important to point
out that, with our proposed cell planning mechanism, a lower number of deployed cells
is required to achieve the same reliability level as in the default cell-configuration case,
which eventually leads to lower installation costs for the network operator.
3.4.6 Summary
The relation between the LTE cell radius and the number of available orthogonal
preambles reveals an important limitation for cells with large radius due to the non-
orthogonality of preambles generated by multiple ZC root sequences. On the other hand,
root sequence allocation needs to be properly performed among smaller cells to minimize
inter-cell interference in the preamble reception. According to these limitations, in this
section of the thesis, we introduced an interference- and load-aware cell planning mecha-
nism to provide reliable channel access for a high density of IEDs. Our proposed scheme
aims to minimize the inter-cell interference through a proper allocation of the ZC roots
among neighboring cells while regulating the substation automation traffic via an adaptive
ACB mechanism. In addition, a realistic traffic model was proposed to accurately capture
the spatiotemporal correlation of event-driven IED traffic in substation automation sce-
narios. The numerical evaluation of our mechanism demonstrates its superiority in terms
of reliability with respect to benchmarking deployment schemes and useful insights can
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be drawn for the network planning of such cellular systems.
In the final section of Chapter 3, we leverage the performed analysis to quantify the
impact of the LTE RACH reliability on the accuracy of the power system state estimation
in wide-area monitoring systems.
3.5 Impact of Random Access Channel Reliability
on Power System State Estimation
3.5.1 Introduction
With the envisioned large-scale integration of DERs into the power system, the de-
mand for timely and reliable network quality monitoring, control, and fault analysis is
rapidly growing. In this context, power system state estimation defined as the determi-
nation of the system state variables, i.e., voltage magnitude and angles, at all the buses
of the power network from a set of remotely-acquired measurements, becomes a corner-
stone for the monitoring of the power grid. In particular, state estimation constitutes
a key function in supervisory control and planning of power grids as it contributes to
a quasi-real-time analysis of the grid behavior [3]. The increasing use of PMUs, capa-
ble of providing synchronized measurements, is expected to enhance the state estimation
accuracy and improve the situational awareness of the power system. PMU devices are
normally installed at sensitive locations of the grid, e.g., buses and feeders, and their
main functionality is to gather data in real-time and communicate them to a local phasor
data concentrator. The PMU data consist of the local measured amplitude and phase
angles of voltage and current waveforms sampled at the same time instant using Global
Positioning System (GPS) signaling. In addition, based on the measured amplitudes and
phase angles, a PMU can estimate the frequency and its change rate and include this
information in the transmitted data.
In order to exploit the PMUs as inputs for an efficient state estimation solution, a
reliable and scalable underlying communication technology is required to support reliable
PMU data exchange in different parts of the grid in future wide-area monitoring systems.
However, the effect of communication constraints on power system state estimation has
not been thoroughly addressed in existing literature. In this section of Chapter 3, we in-
vestigate the impact of the LTE RACH reliability on the PMU information acquisition in
cellular-enabled monitoring systems and, consequently, on the state estimation accuracy.
As the emerging monitoring systems are expected to expand over large geographical areas,
a shared LTE network needs to accommodate the channel access attempts originated from
a large number of measurement devices ranging from PMUs to massive-scale smart meter
infrastructure. The concurrent transmission attempts originated from a large number of
devices results in a high probability of collision in the transmission of the preambles due
to the limited random access opportunities compared to the increased resource demand.
Besides the scalability problem, as detailed in Section 3.4, the radius of an LTE cell is
related to the number of orthogonal preambles available for contention in RACH. This
imposes an additional challenge for the reliable PMU data exchange in wide-area monitor-
ing deployments since the non-orthogonality between preambles generated from different
root sequences results in decoding failures at the base station [8].
Unlike the majority of existing literature where communication constraints are either
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absent [145], [146] or limitedly considered [147] in power system functionalities, we hereby
present a numerical study on the impact of communication reliability deficiencies on state
estimation quality. In particular, we evaluate the effect of the achieved LTE RACH relia-
bility levels on the transmitted PMU measurements and, consequently, on the accuracy of
the state estimation algorithm under different traffic and network configurations. To this
end, we consider two representative network deployment scenarios, namely i) a shared
LTE network, where PMUs contend for the shared channel access resources along with a
high number of smart metering devices present in the system, and ii) a dedicated LTE
network, where the selected range of an LTE cell that provides coverage solely to PMUs,
determines the availability of the orthogonal random access preambles. In both cases, we
demonstrate that the state estimation accuracy critically depends on the achieved RACH
reliability levels for PMU communication. Therefore, useful design insights can be drawn
for state estimation schemes when the problem of estimation is coupled with the reliability
challenges in information acquisition.
3.5.2 State Estimation System Model
We consider a power system which spans over a specific geographical area. This elec-
trical network is supervised by a control center which has the responsibility to perform
control and protection actions based on the monitoring of the network state. The lat-
ter hinges on the reliable data acquisition from remote endpoints that are assumed to
record the system footprint at a specific time instant. We assume that the power sys-
tem is composed of NB buses represented by the graph G = (VB, EB), where VB denotes
the set of buses with cardinality |VB| = NB; and EB stands for the set of edges that
describes their interconnections (branches), with cardinality |EB|. The complex current
injections at the buses, i.e., i = [I1, . . . , INB ]
T , satisfy i = Yv, where Y ∈ CNB×NB is
the nodal admittance matrix [145] and v = [V1, . . . , VNB ]T ∈ CNB stands for the com-
plex voltages of measurements at selected buses and branches. Power system state es-
timation aims to determine the complex voltages at all the buses of the system from
a number of measured variables in selected buses and branches, as illustrated in Fig-
ure 3.23. In what follows, we define the Cartesian representation of the system state, as
x = [R{V1}, I{V1}, . . . ,R{VNB}, I{VNB}]
T ∈ R2NB . Hence, the measurement model can
be defined as
z = h (x) + e , (3.40)
where z ∈ RM stands for the corresponding measurement vector, h(x) denotes a non-
linear function of z on x in compliance with the AC power flow model and e ∈ RM stands
for zero-mean Gaussian noise with known covariance matrix Re. It is worth noting that,
typically, we have M >> 2NB. According to Eq. (3.40), the conventional state estimator
is given by the solution to the following non-convex optimization problem






Traditionally, problem (3.41) is solved via gradient-based schemes [148]. Other efficient
solutions based on convex relaxations [149, 150] and graphical models have been also








































Figure 3.23: The IEEE 30 bus test case including possible measurement devices in specific
buses and branches. Cellular communication via the installation of LTE base stations is
provided where the PMUs may contend for the shared channel access resources with smart
metering devices.
proposed during the latest years [151]. As discussed before, a crucial element in order to
improve the monitoring quality of the system is the phasor technology. The deployment of
the PMUs, providing linear measurement functions, can significantly improve the accuracy
of the state estimation via precise and synchronized measurements. In this case, the
following linear model holds
z = Hx + w , (3.42)
and, hence, state estimation becomes a convex (least-squares) optimization problem






where H ∈ RM×2NB stands for the corresponding measurement matrix, and w denotes
zero-mean Gaussian noise with known covariance matrix Rw. When H is full-rank, i.e.,
observability via PMUs is achieved [148], the least-squares problem has the unique solution
x̂ = (HT H)−1HT z.
However, problem (3.43) refers to the ideal case where z includes a full measurement
set corrupted only with i.i.d. Gaussian noise with low standard deviation. In a more re-
alistic scenario, the efficient and timely PMU data transmission relies on the reliability of
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the respective communication technology that each power utility leverages. The conver-
gence to a correct state estimate highly depends on link failures commonly encountered
in communication networks. However, the time-synchronized nature of PMU access at-
tempts along with the massive presence of smart meters in a shared LTE network, renders
the LTE RACH mechanism highly susceptible to congestion and may compromise the re-
quired reliability levels for accurate state estimation. Based on the reliability framework
for the contention-based RACH procedure developed in Sections 3.3 and 3.4, we incorpo-
rate the imperfect PMU data exchange in LTE-based systems as a consideration for the
accuracy of the transmitted measurements. In particular, we use the expression of the
preamble collision probability in Eq. (3.33) to determine the achieved reliability per PMU
as a function of i) the number of contending devices in the system and ii) the number
of orthogonal preambles per ZC root sequence which in turn depends on the selected cell
coverage range.
In the following subsection, we quantify the impact of the achieved reliability levels per
contending PMU on the accuracy of a state estimation algorithm in LTE-based wide-area
monitoring systems.
3.5.3 Numerical Results
In order to study how RACH reliability affects the state estimation performance, we
consider realistic network scenarios where PMUs, equipped with LTE communication
interfaces, reside within the coverage of a single LTE cell. The PMUs provide direct
measurements of voltage and current phasors collected over multiple substation local area
networks to provide situational awareness of the power system state. A simple periodic
traffic model has been used to generate the time-synchronized RACH attempts of the
PMUs. Table 3.6 summarizes the basic network parameters used in our simulations.
The state estimation performance has been assessed via computer simulations, solving
the optimization problem in (3.43). We have considered both the IEEE 30 and 118 bus
test cases where we have guaranteed system observability with PMUs according to the
number and location of devices proposed in [152]. We conduct Monte Carlo experiments
to build some statistics of our state estimation algorithm performance. In particular, 500
random measurement sets have been generated and the values have been corrupted with
additive white Gaussian noise of standard deviation σ = 10−4. The estimation accuracy is
given in terms of normalized13 error, i.e., ‖x̂− x‖2 /2NB, where x̂ denotes the estimated
power system state and x the actual one, averaged over realizations. For power flow
simulations we have used Matpower [153].
In order to independently quantify the impact of the i) the number of contending
devices in an LTE cell and ii) the selected cell coverage range on the achieved state
estimation accuracy, we consider the following scenarios:
1. Shared LTE network, where a large number of smart metering devices generate
background traffic within the coverage area of the base station and compete with
the PMUs for the available RACH preambles. Such scenarios would arise in practice,
if public LTE infrastructure was shared by smart metering deployments and grid
13Notice that the error is normalized to the number of elements in the state vector and, hence, it is
independent of the number of buses in the electrical network.
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Table 3.6: Simulation parameters.
Parameter Value
Preambles for contention-based access K 64
Transmit power 24dBm
Thermal noise power -114dBm
Required preamble signal energy to noise ratio 18dB
Channel model Suburban
Path loss coefficient 3.5
RACH configuration index 14
Barring/access backoff window sizes B, W 20ms
Barring rate factor 0.5
Preamble duration 1ms
Max. allowed preamble transmission attempts L 10
Contention resolution timer 24ms
Time durations T1, T2, Ts, Tf (in ms) {32, 16, 20, 1}
monitoring equipment. Given a cell coverage range, we quantify the degradation of
the achieved reliability and state estimation accuracy when an increasing number
of smart meters is generating channel access requests.
2. Dedicated LTE network, where only PMU traffic is accommodated in the system.
This scenario corresponds to the use case when a utility-dedicated communications
infrastructure is deployed by the mobile network operator. In this case, our interest
is focused on how the state estimation accuracy performance evolves for different
cell coverage range. As discussed in Subsection 3.4.3 and shown in Eq. (3.31), the
cell radius is related with the number of orthogonal preambles and, in turn, affects
the achieved reliability per PMU.
In both scenarios, whenever a RACH attempt for a synchrophasor measurement fails,
after exceeding the maximum number of retransmissions, it is replaced by a pseudo-
measurement with higher standard deviation, i.e., σ = 10−1 or σ = 5 · 10−1, in the
measurement vector z.
Shared LTE network
Figure 3.24 illustrates the reliability per PMU with increasing number of smart meters
coexisting as background traffic in the shared LTE network. In particular, starting from
a medium-load scenario, new access requests from smart meters appear progressively
in the system until it is driven to overload. The contention-based RACH performance
is then evaluated in terms of reliability when the system operates close to its capacity
limits. It can be observed that as the number of contending smart meters increases, the
reliability experienced per PMU decreases due to the heavier contention in RACH. It
is also noted that reliability performance further deteriorates when a higher number of
PMUs is considered.
Based on the reliability levels attained with increasing smart metering traffic load and
PMUs, we evaluate the error performance of the state estimation algorithm in Figure 3.25.
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Figure 3.24: Reliability experienced per PMU with increasing number of smart meters
generating background traffic.
In particular, as the figure reveals, the lower PMU reliability figures achieved due to the
increasing number of smart meters, leads the state estimation algorithm to performance
degradation. However, it can be observed that the state estimation accuracy improves
when a higher number of PMU devices is considered. Although increasing the PMUs
leads to heavier contention and slightly-degraded reliability, as shown in Figure 3.24, the
benefits in estimation accuracy are higher when the number of PMUs increases. The ad-
ditional PMUs not only help reduce the state estimation uncertainty but also desensitize
the estimation error to the effect of the lower communication reliability caused by the
increased background traffic. Moreover, as expected, the choice of the standard devia-
tion value for the pseudo-measurements has significant impact on the state estimation
performance.
Dedicated LTE network
The reliability per PMU with increasing cell coverage range is illustrated in Fig-
ure 3.26. As the cell radius increases, the number of available orthogonal preambles
decreases and thus more ZC root sequences are required to generate the total number
of 64 random access preambles. In turn, this results in a degradation of the reliability
performance due to the orthogonality loss for preambles generated from different roots.
In addition, as shown in Table 3.7, when the cell coverage increases, the minimum num-
ber of PMUs required to provide full observability of each power subsystem increases,
resulting in a degradation of the achieved reliability since additional contending devices
are requesting network access.
Based on the reliability levels achieved with increasing cell coverage range, we evaluate
the error performance of the state estimation algorithm in Figure 3.26. In particular, five
different power systems have been considered for assessment where each cell coverage rage
corresponds to a respective subsystem of the IEEE 118 bus test case. For instance, as
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σ = 10−1

















Figure 3.25: Normalized error associated to the estimated state vector with respect to
reliability achieved for varying smart metering traffic load.


























Figure 3.26: Reliability experienced per PMU (y-axis on the left) and normalized error
associated to the estimated state vector (y-axis on the right) for varying cell coverage
range.
illustrated in Table 3.7, the first coverage range under concern corresponds to a 15-bus
subsystem of the original network while the last one represents the whole system. Conse-
quently, each case-subsystem includes a higher number of buses and accordingly PMUs.
The red curve in Figure 3.26 depicts that the estimation error increases with increasing
cell radius. In stark contrast with the previous scenario, it is worth noting that the re-
spective increased number of PMUs included in the larger coverage, does not improve
the state estimation accuracy. As indicated in Figure 3.26, the PMU reliability severely
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1 15 4.54 22 9 1 3.2× 10−4
2 41 9.98 11 24 0.9914 3.51× 10−4
3 72 22.99 5 30 0.8645 2× 10−3
4 98 45.51 3 39 0.4903 3.3× 10−3
5 118 59.03 2 48 0.1441 4× 10−3
degrades with the increasing cell radius, leading to a state estimation performance degra-
dation that cannot be counterbalanced by the higher number of available synchronized
measurements. It can thus be inferred that network planning and cell size dimensioning
need to be carefully configured by the operator in order to exploit the accuracy gains of
PMUs’ installation.
3.5.4 Summary
The utilization of PMUs in the monitoring, protection and control of power systems
has become increasingly important in recent years. As such, the communication reli-
ability for these critical measurements nodes becomes a significant issue. In the final
section of Chapter 3, the impact of the RACH reliability on the state estimation per-
formance in LTE-based monitoring systems was investigated. Unlike existing literature
where the reliability limitations imposed by the underlying communication technology
are decoupled from the state estimation problem, we demonstrated how the number of
contending devices and the cell coverage range critically affect the state estimation ac-
curacy in LTE-based monitoring systems. The numerical evaluation of realistic network
scenarios that involve acquisition of PMU information using LTE systems reveals that
reliability constraints introduce significant state estimation accuracy limitations. The
consideration of imperfect communication can thus provide useful insights for the design
of reliability-aware power system state estimators for wide-area monitoring systems.
Future work aims to enhance the presented study by considering the optimal PMU
placement problem under communication reliability constraints. In particular, we aim
to determine the minimum number of PMUs along with their optimal locations while
ensuring i) full observability of the power system and ii) acceptable reliability levels due
to the varying wireless channel conditions. In addition, a potential extension of the present
feasibility study would consider a multi-area state estimation scenario where a multiple-
cell LTE heterogeneous network deployment would provide the required coverage.
Chapter 4
Resource Scheduling for Smart Grid and
Human-Type Traffic
Chapter 4 deals with the RRM problem for the seamless integration of smart grid
data transmissions in shared LTE-based networks. In Section 4.1, a novel scheduler is
introduced for the support of IEC-61850 automation services with stringent communica-
tion requirements. Radio resources are allocated in a way that keeps the degradation of
cellular users at a minimum level while achieving low latency performance for real-time
distribution automation services. Section 4.2 investigates the benefits of a dynamic switch
to direct D2D transmission for event-based IED communication in substation automa-
tion scenarios. A joint mode selection and resource allocation mechanism is developed,
resulting in higher data rates with respect to the conventional cellular transmission in
overload conditions. The orthogonal resource partition between cellular and D2D links
is performed in a way that prevents the underutilization of the scarce cellular spectrum.
We provide the details in the following.
4.1 Scheduler Design for IEC-61850 Communication
Services
4.1.1 Introduction
In this section of Chapter 4, we develop an adaptive LTE data scheduling and resource
allocation scheme for the integration of IEC-61850 MMS and GOOSE communication ser-
vices associated with substation automation operations. Since standard LTE cannot meet
the stringent latency requirements of such services, a new LTE QoS class is introduced
along with a new scheduling policy that prioritizes automation traffic with respect to back-
ground human-centric traffic. We focus on two representative grid automation services,
namely i) centralized client-server scenarios, where IEDs periodically report measure-
ments to a remote controller, according to IEC-61850 MMS protocol, and ii) distributed
event-driven peer-to-peer communications among IEDs, according to IEC-61850 GOOSE
protocol. The achievable latency and throughput performance is evaluated on a radio
system simulator platform. Simulations of realistic overload scenarios demonstrate that
properly designed LTE schedulers can successfully meet the performance requirements of
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IEC-61850 services with almost negligible impact on background traffic.
A variety of communication technologies have been proposed for data transmission in
distribution automation services. In [21], the applicability of WiFi for intra-substation
communication is studied. However, its relatively short range is not adequate for inter-
substation communication between IEDs located in remote areas. Existing LTE imple-
mentations have difficulties to meet the energy automation requirements in data trans-
mission mainly due to the limited number of different services and QoS levels that they
support [31]. We address this issue by prioritizing energy data flows over conventional
LTE traffic in network-overload scenarios. In this context, the role of scheduler is signifi-
cant to resolve the contention. In static allocation schemes [110], no resource contention
is taking place; however, such schemes are rendered inefficient in terms of spectrum uti-
lization. The scheduling of the data transmission in LTE needs to dynamically consider
the demanding latency and throughput requirements that smart grid data transmission
imposes. The downlink performance of LTE round-robin scheduler in network-underload
was investigated in [61] for IEC-61850 MMS services. Instead, here we propose a channel-
aware adaptive scheduling scheme to address the most challenging uplink scenario, where
the physical resources allocated to each service class must be contiguous in frequency and
hence traffic overload naturally arises due to the scarcity of uplink resources [30]. In [69],
an LTE scheduler is analytically designed to maximize the control traffic rate. Instead,
we propose an adaptive scheduling scheme that dynamically allocates contiguous uplink
resources and prioritizes smart grid traffic to guarantee its strict latency and throughput
requirements. In addition, we quantify the minimum impact of grid traffic prioritization
on the performance of human-centric and real-time LTE services.
4.1.2 Automation Scenarios and Requirements
Two representative grid automation scenarios involving IED data exchange are de-
picted in Figure 4.1. The solid arrows correspond to a centralized architecture where MMS
traffic is exchanged between the IEDs and the control center. The IEDs are equipped with
LTE radio interfaces for communication with the eNodeB and belong to the same sub-
station LAN. A connection-oriented communication is established, where the backward-
compatible IEC-61850 methods with MMS over TCP/IP are used [133]. Focusing on
event reporting use cases, we consider a scenario where LTE RACH procedure has been
successfully completed and real-time power quality measurements are periodically sent to
a remote controller to monitor system state. In turn, this information is used to detect
out-of-step conditions (e.g., excessive/increasing phase angle), issue alarms and initiate
control actions to rectify the fault and/or isolate the system.
An envisaged architecture that could enable localized control interactions is depicted
with dashed arrows in Figure 4.1. We consider a distributed automation scenario that
relies on peer-to-peer communications. In particular, we propose a system model where
there is no centralized decision logic that coordinates the substations based on infor-
mation collected from the entire grid. Instead, the decision making is built into the
substations in a distributed way and direct communication among them is established, so
that delays can be kept to a minimum. This network topology captures use cases where
distributed event-driven communication is required. This is the case of a scheme that
coordinates the control actions of decentralized generation with distributed networked
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Figure 4.1: Centralized/distributed architecture for energy automation services in the
distribution grid. A regular LTE cellular deployment with a hexagonal grid is considered,
where smart grid communication is based on IEC-61850 MMS (solid arrows) and GOOSE
messages (dashed arrows) respectively. The Packet Data Network Gateway (PDN-GW)
acts as interconnection point between the LTE Evolved Packet Core (EPC) network and
the external IP networks [11].
controllers, such as tap changers and capacitor banks, to minimize the operational cost
of the grid. The required communication may take place either through the eNodeB, as
depicted in Figure 4.1, or via the D2D paradigm. Establishing a peer-to-peer network
over LTE facilitates time-critical GOOSE messages to be exchanged between neighboring
IEDs that belong to the same or different substation LANs. GOOSE services provide
fast transmission of substation events, such as protection commands/alarms, and enable
localized decision-making. The IEC-61850-90-5 technical report describes a standardized
mechanism to route IEC-61850-8-1 GOOSE packets over UDP/IP by forwarding them as
inter-substation traffic, exchanged among different geographic locations. Since the use of
UDP transport protocol does not guarantee message/data delivery, once an event occurs,
a specific retransmission scheme of identical GOOSE messages is applied, as detailed in
Section 3.2 (Figure 3.7). Thus, with high probability, given that the network is intact,
any GOOSE message will be eventually received by the intended IED.
Table 4.1: Performance requirements of IEC-61850 automation traffic [154].
Min throughput Max delay
Centralized automation using MMS 2 kbit/s 100 ms
Distributed automation using GOOSE 70 kbit/s 50 ms
Table 4.1 summarizes the performance requirements for centralized and distributed
grid topologies, as these have been identified by the EIT research activity LTE for Smart
Energy [154]. Our objective is to address the implementation challenges so that LTE
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meets these requirements, as discussed next.
4.1.3 LTE Scheduling for Automation Services
In this subsection, we propose a novel LTE scheduling policy that enables IEC-61850
communication services. Similar to our approach in Section 3.2, adaptation protocols have
to be introduced above the transport layer in the OSI reference model to render IEC-61850
compatible with the LTE radio protocol architecture and extend the reach of automation
information beyond substation boundaries. In addition, as shown in Table 4.2, we pro-
pose the extension of the standardized QoS-based LTE mechanism (i.e., Table 2.1) with
the introduction of an additional QoS class of highest priority for IEC-61850 MMS and
GOOSE services, based on the performance requirements mentioned in Table 4.1. QoS
provisioning is achieved through the establishment of dedicated bearers to be exclusively
used by IEC-61850 traffic. Notice that the definition of a new QCI is necessary to ensure
QoS-differentiation between automation and other types of traffic. Otherwise, automa-
tion services would have to compete with mobile applications that belong to the same
class. This QoS-differentiation mechanism ensures different packet-forwarding treatment
(i.e., scheduling and queue management, resource allocation) of grid automation and con-
ventional traffic. Based on QCI value, the LTE scheduler could schedule traffic flows so
as to achieve the corresponding QoS targets.
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Figure 4.2 illustrates the proposed uplink scheduling framework. Consider F traffic
classes, where a smaller class index i = 1, . . . , F , corresponds to higher priority traffic, as
presented in Table 2.1. We model class-i arrivals as a Poisson process of arrival rate λi and
their payload size as an exponential random variable with mean bi bytes. As discussed in
Chapter 2, the available bandwidth in LTE-based systems can be seen as a time-frequency
grid of physical resource blocks. Two time-consecutive resource blocks form an resource
block pair which constitutes the minimum scheduling unit that can be allocated to a traffic
class in every TTI. We denote by NRB the set of available resource block pairs for data
transmission in every TTI. Uplink resource allocation needs to conform to the contiguity
constraint, i.e., adjacent resource block pairs have to be allocated to each performance
class [30].
Let xni be the decision variable that indicates whether resource block pair n ∈ NRB
is assigned to class i and let xi = {xni : n ∈ NRB} denote the corresponding allocation
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Figure 4.2: Generic view of the LTE uplink scheduler. In each TTI, multiple adjacent
resource block pairs can be assigned to a number of performance classes.
where V denotes the total available system bandwidth and SINRi,n is the average signal to
interference and noise ratio for the resource block pair n for class i. The latter information
is generally available through reporting mechanisms (channel quality and traffic load
information) provided by LTE standard [30]. Based on the above, the service time of
class i, Si, follows an exponential distribution with a mean value of si = bi/Ri. Thus,
we may model the system as F M/M/1 queues, where each queue holds the traffic of the









As illustrated in Figure 4.1, the delay of the core LTE network domain, Tcore, has to
be taken into consideration; hence, the actual average end-to-end latency for message
delivery becomes
Ti,total (xi) = Tcore + Ti (xi) . (4.3)
Our objective lies on the maximization of overall system throughput subject to the re-
source contiguity, throughput and delay constraints. If nai and nbi denote the first and last
resource block allocated to user i, uplink scheduling can be formulated as the following












xni ≤ 1 , ∀n ∈ NRB , xni ∈ {0, 1} , (4.4b)
nbi∑
n=nai
xni = nbi − nai + 1 , ∀i , (4.4c)
Ri(xi) ≥ Ri,min , ∀i , (4.4d)
Ti,total(xi) ≤ τi , ∀i . (4.4e)
Constraint (4.4b) ensures that each resource block pair is allocated to at most one traffic
class. Constraint (4.4c) reflects the resource block pair contiguity constraint of LTE uplink
[31]. Constraint (4.4d) implies that the throughput lower bound, Ri,min has to be met for
each class i. Constraint (4.4e) captures the requirement that the overall transfer time for
class i should be at most τi. Solving problem (4.4) is particularly challenging. First, the
decision variables xni are binary constrained. Second, the presence of the decision variables
in the denominator of the performance constraints results in a nonlinear problem [156].
Third, the contiguous resource block pair allocation constraint renders the problem NP-
hard [31].
Due to mathematical intractability of problem (4.4), we propose an adaptive heuristic
scheduling scheme, as described in Algorithm 4. The heuristic algorithm is executed
on a per-TTI basis following a QoS-, queue- and channel-aware policy. At each TTI, the
scheduler calculates the SINR values based on the buffer status report and channel quality
information. Prioritization is performed by assigning resource block pairs in sequential
order from the higher-priority to lower-priority classes. In particular, starting from the
highest priority class, the initial number of resource block pairs to be allocated for class i is
set to 1. The proposed heuristic scheduler then estimates the achieved throughput Ri and
the response time Ti. If Ri and the overall transfer time Ti,total do not meet the respective
requirements Ri,min and τi, an additional, neighboring resource block pair is allocated.
The scheduler keeps increasing the number of allocated resource block pairs which results
in an increase of Ri and a corresponding decrease of Ti until the requirements of the
throughput and latency are both met. Iteratively, the scheduler proceeds by processing the
lower priority traffic flows. Finally, once the allocation is completed, the system updates
all the relevant parameters. Note that at each TTI, the proposed scheduler dynamically
assigns resources to meet the QoS requirements and prevent spectrum underutilization.
In the following subsection, we assess the performance of our proposed heuristic sched-
uler and quantify the impact of smart grid prioritization on the background LTE real-time
traffic.
4.1.4 Numerical Results
To evaluate the performance of the proposed LTE scheduler, we consider realistic
overload scenarios where LTE subscribers generate background traffic within the eNodeB
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Algorithm 4 LTE scheduling and resource allocation scheme.
1: NRB ← set of available resource block pairs
2: IA ← set of assigned resource block pairs
3: UA ← set of unassigned resource block pairs
4: xi ← number of resource block pair assigned to class-i data flow
5: RB← resource block pair index
6: . Initialization
7: IA ← ∅ ; UA ← NRB ; RB← 0 ; xi ← 0 ∀i
8: for n← 1 to |NRB| do
9: for i← 1 to F do
10: Calculate SINR value for each traffic class and resource block pair
11: end for
12: end for
13: . Main iteration
14: for i← 1 to F do
15: RB← 1
16: while |IA| < |NRB| do
17: Calculate Ti , Ri
18: if (Ti,total ≤ τi & & Ri ≥ Ri,min) then
19: if |IA ∪ {xi}| < |N | then
20: xi ← RB (Assign RB block pairs to class-i)
21: IA ← IA ∪ {xi}
22: UA ← UA \ {xi}
23: else
24: xi ← |UA|
25: Resume allocation in next TTI
26: end if
27: else




coverage area and compete with the IEDs for the available resources. Such scenarios
would arise in practice, if public LTE infrastructure was shared by smart grid and con-
ventional traffic. Similar to Section 3.2, we simulate the full LTE protocol stack and
we consider traffic generated by typical mobile applications, e.g., web browsing (HTTP),
Voice-over-IP (VoIP), video streaming and file transfer (FTP). Starting from a medium-
load scenario, new users appear in the system according to a Poisson process with the
arrival intensities selected so as to drive the system to overload. Network performance
is then evaluated as the system operates close to its capacity limits. Regarding MMS
and GOOSE traffic, we consider traffic patterns that follow IEC-61850 specifications, as
described in Subsection 4.1.2.
Table 4.3 summarizes the basic parameters used in our simulations. For benchmarking
purposes, each experiment is conducted both with the proposed scheme that prioritizes
smart grid control traffic and the native LTE scheduler. In particular,
• The dashed curves correspond to simulations where both background LTE and
smart grid flows are mapped to the same default bearer and resource allocation is
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Table 4.3: Simulation settings overview.
Parameter Value
System bandwidth 5MHz
Number of subcarriers per resource block 12
Resource block bandwidth 180kHz
Transmission time interval 1ms
Transmission mode MIMO 2x2
{User, eNodeB} transmission power {24, 43}dBm
{User, eNodeB} noise figure {9, 5}dB
IEDs in a substation LAN 20
Channel model Suburban
User distribution Uniform
Average {EPC, Internet} delay {10, 10}ms
Table 4.4: Simulation parameters for the centralized scenario.
Traffic Type
Web VoIP Video FTP MMS
Initial number of active users/IEDs 3 3 1 2 2
Arrival intensity 2.0 3.0 0.75 4.0 1.0
Number of active devices in overload 27 34 15 25 20
performed with the proportional-fair scheduling policy. This setting captures the
default network configuration with no special handling of smart grid with respect
to other LTE traffic.
• The solid curves depict the performance of our proposed scheme where a dedicated
bearer is established for the control traffic flow with QoS requirements specified in
Table 4.1. Smart grid control traffic is prioritized over conventional LTE which is
mapped to the default bearer.
In what follows, a comparative study of the two approaches is performed in terms of
latency and throughput, aiming to verify whether the performance requirements for each
scenario are met with the proposed QoS-differentiation scheduling scheme.
Centralized automation scenario
Table 4.4 provides the details of the simulated centralized (client-server) scenario. We
assume that remote control traffic between the IEDs and the control center follows a
periodic data transmission pattern with constant interarrival times of 6ms and a payload
of 150 bytes [154]. In overload conditions, all IEDs that belong to the same substation
LAN are considered active and send data to the control center.
Figure 4.3a presents the CDF of delay that MMS messages experience, measured at
the control center. It can be observed that the proposed scheduler outperforms the con-
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ventional LTE scheme. In particular, our scheduler guarantees that even in overload only
0.5% of the messages experience delay slightly above the maximum acceptable threshold
of 100ms whereas the corresponding percentage for the native LTE scheduler is 21.8%.
Figure 4.3b illustrates the CDF of throughput for MMS automation traffic. When the
proposed priority-scheduling approach is applied, the throughput measured at the con-
trol center satisfies the requirement of 2 kbit/s per connection. On the other hand, with
the default network configuration, 4% of the MMS traffic throughput remains below the
threshold.
Naturally, this improvement causes some performance degradation to the background
human-type traffic. Since user Quality of Experience (QoE) should not be sacrificed, we
quantify the impact of smart grid traffic prioritization on delay-sensitive applications.
Figure 4.4 depicts the CDF of the delay for real-time voice and video services in presence
of MMS traffic. As a result of MMS traffic prioritization, a slight increase in the delay
of the voice frames (up to 20ms) can be observed. However, this level of degradation
would not be noticeable by the end users. Typically, delays of up to 150ms have marginal
impact on the call quality and thus can be considered acceptable for VoIP services [157].
It can also be seen that video streaming delay increases by up to 0.5sec with respect to
the default LTE scheme. The performance degradation is higher compared to the case of
voice services; however, since 95% of video frames are delivered with a delay of less than
0.6sec, QoE can be considered acceptable.














































Figure 4.3: CDF of (a) delay and (b) throughput for MMS traffic.
Distributed automation scenario
In the peer-to-peer scenario, under stable operating conditions, each IED periodically
reports its state via GOOSE messages to other IEDs within the same or different sub-
station LANs. Once an event is detected, the retransmission period is shortened which
results to a GOOSE burst. The generation of a GOOSE traffic burst can be modeled as a
Poisson process. Table 4.5 summarizes the characteristics of GOOSE traffic in both stable
and burst operation modes, according to Figure 3.7. We assume also that in overload all
IEDs belonging to the two substation LANs identify the event and eventually switch to
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Figure 4.4: CDF of background voice and video delay in presence of MMS traffic.
Table 4.5: GOOSE traffic characteristics.
Parameter Value
Payload 250 bytes
Retransmission {T0, T1} {0.5sec, 1ms}
Retransmission TN TN = 2N−1T1 , for N ≥ 2
burst mode. The details of the simulated scenario are described in Table 4.6. Note that
due to the increased traffic load for GOOSE services, overload is reached with a lower
number of background LTE users.
Figure 4.5a depicts the CDF of delay for GOOSE messages, measured at the receiving
IED. It can be observed that the proposed priority-scheduling scheme outperforms the
default one. Despite the intense traffic conditions imposed by the GOOSE bursts, 77.6%
of the messages experience delays below the maximum allowed threshold of 50ms, whereas
less than 2% require more than 60ms. The corresponding values under the default LTE
scheme are 66.4% and 10%. Figure 4.5b shows the CDF of throughput for GOOSE
traffic for both simulation sets, measured at the receiving IED. By applying the proposed
priority-scheduling policy, the achieved throughput improves significantly. In particular,
only 4.8% of the throughput is below the threshold of 70 kbit/s whereas the corresponding
percentage in the default scheme is 18%.
Figure 4.6 illustrates the impact of GOOSE traffic prioritization on the performance
of background real-time voice and video services. Compared to the first scenario, the
impact on voice applications is higher mainly due to the stringent QoS requirements and
the bursty nature of GOOSE traffic. Voice users would experience a delay increase of up
to 30ms with respect to the default scheme. However, the resulting delay level can be
considered acceptable since it remains significantly lower than the 150ms threshold and
thus would not lead to dropped calls. For video users, the respective delay increases up
to 0.85sec. The overall delay levels are now higher with respect to Figure 4.4, reaching
up to 2.6sec. Moreover, 77% of video frames are now transmitted with less than 0.6sec
delay. Thus, the video quality can still be considered acceptable; however, the perfor-
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Table 4.6: Simulation parameters for the distributed scenario.
Traffic Type
Web VoIP Video FTP GOOSE
Initial number of active users/IEDs 3 3 1 2 2
Arrival intensity 0.75 1.0 0.75 2.0 0.8
Number of active devices in overload 25 18 29 10 40














































Figure 4.5: CDF of (a) delay and (b) throughput for GOOSE traffic.
























Figure 4.6: CDF of background voice and video delay in presence of GOOSE traffic.
mance deterioration may lead to some unsatisfied video users. Note that here all types of
background traffic are considered equivalent and hence are handled identically. However,
QoS differentiation can be extended to background traffic so as to reduce the impact of
smart grid traffic prioritization on delay-sensitive services.
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4.1.5 Summary
In this section of Chapter 4, we demonstrated how data transmission based on IEC-
61850 standard can be implemented over LTE to extend energy automation services be-
yond the substation boundaries. Since such time-critical applications are not adequately
supported by current LTE/LTE-A implementations, we devised a novel LTE scheduling
policy that prioritizes automation traffic. Resource allocation decisions take into account
the stringent latency and throughput requirements of smart grid traffic and conform to the
SC-FDMA contiguity constraint of LTE uplink. Our extensive simulations in a system-
level simulator indicate that our proposed scheduler enables public LTE infrastructure to
efficiently support automation services with minimum impact on background LTE traffic.
In particular, the performance requirements for IEC-6180 MMS services (centralized au-
tomation) can be fully satisfied whereas a significant improvement for IEC-6180 GOOSE
services (distributed automation) can be observed with respect to the default LTE sched-
uler.
In the following section of Chapter 4, we investigate the benefits of direct D2D commu-
nication among IEDs as a means of enhancing the performance of distributed automation
services in LTE-based systems.
4.2 Transmission Mode Selection for Substation
Automation Traffic
4.2.1 Introduction
In this section of Chapter 4, we propose D2D communication over dedicated cellular
resources, i.e., D2D-overlay mode, as a key enabling technology for reliable information
exchange in power distribution grids. As discussed in Subsection 2.2.3, bypassing the cel-
lular infrastructure, D2D mode can yield a dramatic latency reduction which is of utmost
importance especially for time-critical protection and control applications in the distribu-
tion grid, e.g., substation automation and outage management. In addition, D2D-overlay
transmission mode results in a more controlled interference environment since D2D and
cellular links utilize orthogonal parts of the cellular spectrum. Motivated by the stringent
requirements of substation automation traffic, we jointly address two fundamental issues:
i) the seamless transition from cellular (i.e., communication via the base station) to D2D-
overlay mode for smart grid entities upon detection of a surge of channel access attempts
and ii) the efficient orthogonal resource partition for cellular and D2D links. An analytical
framework capturing the event-driven nature of substation automation traffic and both
phases of uplink communication is introduced and the joint problem of mode selection
and resource allocation (MSRA) is formulated as a sum-rate maximization problem. A
dynamic heuristic MSRA mechanism is then proposed that adaptively allocates uplink
resources for D2D links to prevent spectrum underutilization and guarantees a minimum
rate requirement for cellular users. The performance of our proposed scheme is evaluated
through extensive simulations under different performance criteria and numerical results
demonstrate the rate gains of a dynamic switch between D2D-overlay and conventional
cellular mode for substation automation traffic.
Mode selection, i.e., the process of determining whether a D2D-capable pair should ex-
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change data in cellular or D2D mode, has recently become a topic of considerable interest.
However, the majority of the available literature is focused on distance-based mode selec-
tion schemes and the channel access loading state is not considered for switching between
direct and conventional cellular communication [79]. While in D2D-underlay several works
deal with the mode selection problem in an effort to achieve improved spectrum/power
efficiency [158, 159], the focus in D2D-overlay has been mainly in the self-interference
mitigation among D2D pairs [102, 113, 115]. Mode selection and spectrum partition tech-
niques proposed in the literature so far, do not consider the sporadic activity patterns
of mission-critical smart grid message exchange; hence, they are rendered insufficient for
event-driven distribution grid operations where congestion may arise in a short period
of time. Instead, here we propose a dynamic MSRA mechanism that adapts to the sys-
tem traffic conditions, monitored during the initial network association phase. Motivated
by the stringent requirements of mission-critical smart grid messages, we summarize our
main contributions as follows:
1. Based on a realistic traffic model that accurately captures the event-driven nature
of substation automation traffic, we present a unified analytical framework that ac-
counts for both uplink communication phases, i.e., random access and data resource
allocation, and we formulate the joint MSRA problem as a sum-rate maximization
problem with a performance constraint for protecting the cellular users.
2. We introduce a load- and interference-aware MSRA mechanism for substation au-
tomation traffic in cellular-enabled distribution grids. Our proposed scheme cap-
tures use cases where event-driven D2D communication is required to achieve high
transmission rates and relies on a dynamic orthogonal partition of the uplink spec-
trum; a part dedicated to D2D-overlay communication while the rest of the resources
are allocated to regular cellular communication. Numerical results demonstrate that
substation automation traffic can substantially benefit from a carefully-designed
MSRA mechanism.
4.2.2 Substation Automation Scenario and Traffic Model
Substation automation systems often involve message-exchange among neighboring
IEDs for real-time situational awareness and supervision of the power equipment, e.g.,
rapid diagnosis of system faults and initiation of control/isolation actions [133]. We
consider a cellular-enabled substation automation system with an underlying LTE network
providing connectivity to a number of IEDs, as illustrated in Figure 4.7. On top of a wide
range of human-oriented services generated by synchronized mobile terminals (i.e., UEs)
always connected in cellular mode, the shared cellular infrastructure accommodates the
substation automation traffic exchanged among D2D-capable14 IEDs.
As depicted in Figure 4.7, an arc-fault detection scheme is implemented in a substation
LAN. Each IED is equipped with three arc sensors and transits from idle to connected
state when a state change is captured by one of its sensors. In particular, when IED
A detects an arc in the busbar compartment via sensor 1, it transmits a substation-
event message to notify its neighboring devices within the substation, e.g., to IED B, and
14We assume that the D2D-capable pairs are already peer-discovered.
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Figure 4.7: Network model for a cellular-enabled substation automation system where
arc-fault detection is performed. The hybrid architecture in the radio access domain is
characterized by the coexistence of cellular links that communicate via the base station
and autonomous D2D-overlay links for IED mission-critical message exchange.
issues a trip command to the corresponding circuit breaker. In turn, the reception of a
substation-event message sequentially triggers the neighboring IEDs to transmit their own
substation-event messages to allow for a fast distribution of the fault information within
the substation. Due to the near-simultaneous channel access requests from neighboring
IEDs, an abrupt increase in the network load of the contention-based RACH procedure can
be detected [5]. While the channel access requests are transmitted to the base station, the
subsequent transmission of the substation-event message may now switch from cellular to
D2D-overlay mode, to ensure the timeliness of the message delivery and achieve reduced
system response times. To model this IED traffic behavior, we leverage the two-state MAP
framework that was introduced in Subsection 3.4.4 for substation automation traffic. In
particular, due to the spatiotemporal correlation in the arrival traffic stream (cascade
effect), the interdependent packet interarrival times of an IED can be accurately captured
by the MAP stochastic counting process and the traffic generation probability pon can be
calculated using Eq. (3.39).
Due to the event-driven nature of substation automation messages, the seamless trans-
mission mode selection for IEDs constitutes a significant challenge. In addition, an effi-
cient spectrum partition for cellular and D2D-overlay links is required while satisfying the
performance requirements of the coexisting cellular UEs. In the following subsection, we
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present an efficient mechanism for the MSRA problem of D2D-capable IEDs transmitting
substation-event messages in cellular-enabled power distribution grids.
4.2.3 The Mode Selection and Resource Allocation Problem
System Model and Analytical Framework
Let us consider the uplink of a single-cell cellular network with total system bandwidth
V that accommodates the traffic generated in a cellular-enabled substation automation
system, as the one described in Subsection 4.2.2. According to 3GPP, the available
bandwidth can be seen as a time-frequency grid of physical resource blocks pairs for the
initial network association and data transmission phases. The network entities present in
the system consist of cellular UEs and D2D-capable IEDs which can transmit and receive
data across a set of links, i.e., pairs of distinct nodes. Let C be the set of communication
links between cellular UEs and D the set of communication links between D2D-capable
IEDs with cardinalities C and D, respectively. We assume that the cellular UEs are
always synchronized and connected in cellular mode; thus, they are not contending in
the RACH for initial network association. On the other hand, the IEDs are triggered
to generate traffic with probability pon after an substation event and thus are considered
unsynchronized. Therefore, the IEDs need to contend in the RACH by randomly selecting
one of the available preambles for transmission over the random access resources [5].
Given that an IED of a link i ∈ D attempts channel access, the preamble collision
probability, pc, from the perspective of the IED, is defined as the probability that an
IED of at least one of the remaining j links, j ∈ D \ {i}, attempts channel access and
selects the same preamble. Let K be the number of available orthogonal preambles for
















where τ denotes the probability that an IED attempts a channel access. Based on the
generalized Markov chain model of the LTE random access procedure developed in Sec-
tion 3.3, τ can be expressed as a function of the probabilities pc, pon, and the various










+ pcT1 + (1− pc) (T2 + Ts) + W−12
]−1
. (4.6)
In Eq. (4.6), the parameter L denotes the maximum allowed preamble transmissions, W
is the random access backoff window size and Toff denotes the average holding time of the
IED in idle state. The Ts, Tf represent the expected time durations of the success and
fail states that model the successful and failed random access attempt, respectively. The
expected time durations T1 and T2 correspond to the elapsed times from the first access
attempt until the end of the contention resolution timer in case of access failure, and until
the reception of the connection response message in case of successful access, respectively
[7].
Let NRB be the set of resource block pairs available for data transmission and NRB the
corresponding cardinality. Henceforth, we focus on the performance analysis of a typical
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transmitter-receiver link i belonging to any of the UE or IED sets. We denote by xni,m
the decision variable that indicates whether resource block pair n ∈ NRB is assigned to
link i in mode m, where index m= {c, d} denotes the cellular and D2D-overlay mode,
respectively. Due to the orthogonal resource partition, the available resource block pairs
for links in cellular mode and D2D-overlay mode are Nc = (1 − θ)NRB and Nd = θNRB
respectively, where θ represents the fraction of resource block pairs allocated to D2D-
overlay transmissions. Let Nc and Nd be the corresponding resource sets for the two










Let also xi = {xni,m : n ∈ Nm, m = {c, d}} denote the corresponding allocation
vector. Then, according to the Shannon-Hartley theorem, the maximum achievable rate












where SINRni,m represents the signal to interference and noise ratio perceived at the





where Pi,m is the transmission power for link i in mode m, gnii,m =
∣∣∣hnii,m∣∣∣2 the power gain
(the channel gain h captures the effects of path loss and Rayleigh small-scale fading) from
the transmitter of link i in mode m and resource block pair n, and σ2 the noise power at






∣∣∣hnji,m∣∣∣2 denotes the power gain between the transmitter of link j and the
receiver of link i in mode m for resource block pair n. For links transmitting in cellular
mode, the Nc resource block pairs are allocated orthogonally based on the legacy uplink
SC-FDMA scheme of 3GPP-based standards; thus, Ini,c = 0, ∀i, n ∈ Nc.
As discussed in Subsection 4.2.2, in the case of a substation event, neighboring IEDs
attempt near-simultaneous channel access resulting in a traffic surge of access requests.
The limited number of random access opportunities (up to 64 preambles in LTE) compared
to the increased resource demand results in an increased probability of collision in the
transmission of the preambles. Based on a continuous monitoring of the preamble collision
probability, pc, by the base station, the D2D-capable IEDs may be signaled to switch from
cellular to D2D-overlay mode to transmit substation-event information. However, mode
selection should also consider the interference level among the D2D-overlay links due to
the resource sharing of their Nd resource block pairs. Therefore, to account for both, the
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mode selection probabilities for each link i ∈ D, are given by








and Pr(m = c) = 1−Pr(m = d), where pc,th denotes the threshold value for the preamble
collision probability and Inth is the interference tolerance level for resource block pair n.
Note that both pc,th and Inth can be optimized to maximize the overall system achievable
rate. We assume pc,th and Inth as predefined parameters that depend on the reliability of
the supported substation automation application and we leave their joint optimization
within the MSRA problem for future work. According to the adopted system model, cel-
lular UEs always transmit in cellular mode whereas D2D-capable IEDs may dynamically
switch between the cellular and D2D-overlay mode according to the mode selection policy.
Therefore, for the average achievable rate of a link i, it holds
Ri (xi) =
Ri,c (xi) , if i ∈ C ,Pr(m = c)Ri,c (xi) + Pr(m = d)Ri,d (xi) , if i ∈ D . (4.12)
Problem Formulation
Our goal is to jointly consider the mode selection of D2D-capable IEDs and the or-
thogonal resource assignment of cellular and IED links, while maximizing the achievable
sum-rate for all the links present in the system. Specifically, if nai,c and nbi,c denote the
first and last resource block pair allocated to link i in cellular mode, the MSRA problem











xni,m ≤ 1 , ∀n ∈ Nc, m = c , (4.13b)∑
m
xni,m ≤ 1 , ∀i ∈ D, ∀n ∈ NRB , (4.13c)∑
i
xni,m = 0 , ∀i ∈ C, ∀n ∈ Nc, m = d , (4.13d)
nbi,m∑
n=nai,m





xni,m ≤ NRB , m = d , (4.13f)
Ri(xi) ≥ Ri,min , ∀i ∈ C , (4.13g)
xni,m ∈ {0, 1} . (4.13h)
Constraint (4.13b) ensures that each resource block pair n ∈ Nc is allocated to at
most one link in cellular mode. Constraint (4.13c) implies that each link among IEDs can
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be either in cellular or D2D-overlay mode whereas cellular UEs operate always in cellular
mode according to constraint (4.13d). Constraint (4.13e) captures the uplink resource
contiguity constraint due to the SC-FDMA scheme for the links in cellular mode [11].
Constraint (4.13f) implies that the fraction θ of resources allocated to D2D-overlay must
be at most equal to one, according to Eq. (4.7). Performance-protection constraint (4.13g)
indicates that the minimum rate requirement, Ri,min, has to be met for each link i ∈ C
associated with a GBR of human-type services.
Due to the coupled variables pc and τ in Eqs. (4.5) and (4.6) respectively, the expres-
sion of Ri (xi) in Eq. (4.12) is not in closed-form; thus, solving problem (4.13) is mathe-
matically intractable. In addition, the decision variables xni,m are binary constrained and
their presence in the performance constraint (4.13g) results in a nonlinear problem [156].
Finally, the contiguous allocation constraint (4.13e) for links in cellular mode renders the
problem NP-hard [11]. While transmission scheduling for the links in cellular mode can be
adequately addressed using our priority-aware resource allocation algorithm proposed in
Subsection 4.1.3, the joint consideration of D2D-capable IEDs requires an efficient mech-
anism for a dynamic selection of the transmission mode and allocation of data resources
with performance guarantees. We provide the details in the following.
Solution Approach
Due to the mathematical intractability of solving efficiently problem (4.13), we propose
a dynamic heuristic MSRA scheme for the D2D-capable IEDs that employs a traffic load-
and interference-aware discipline. We assume that the base station has full knowledge of
the channel gains between all transmitters and receivers within the cell; this constitutes a
realistic assumption based on the static or slow-moving nodes in the network deployment
of Figure 4.7. Besides the known channel state information, the proposed scheme relies
on a continuous monitoring of the network loading state by the base station during the
contention-based RACH procedure of the unsynchronized IEDs. The steps of the MSRA
mechanism are presented in Algorithm 5.
Initially, we assume that all D2D-capable IEDs are in cellular mode and are sched-
uled for transmission with the cellular UEs following the contiguous resource allocation
algorithm proposed in [11]. For each link i ∈ D, the preamble collision probability is first
calculated using an iterative numerical method, since the expressions of pc in Eq. (4.5)
and τ in Eq. (4.6) form a system of non-linear equations. Then, upon detection of higher
levels of pc than the predefined threshold, pc,th, the link i is signaled to switch from cellu-
lar to D2D-overlay mode. Resource allocation for link i is then performed by adaptively
assigning adjacent resource block pairs until the interference at the receiver of link i for
each resource block pair gets lower than the allowed tolerance level, Inth. While the base
station keeps increasing the number of allocated resource block pairs for each IED link, if
the minimum rate requirement for the cellular UEs is violated, the IED link switches back
from D2D-overlay to cellular mode and is scheduled for transmission with the cellular UEs,
following the contiguous allocation Algorithm 4 proposed in Subsection 4.1.3. Iteratively,
mode selection and resource allocation proceeds by processing all the D2D-capable IEDs
and once allocation is performed, the system updates all the relevant parameters. It is
noted that, in every iteration, the proposed scheme dynamically assigns adjacent uplink
data resources aiming to allocate the minimum possible for each D2D-overlay IED link
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Algorithm 5 MSRA mechanism for D2D-capable IEDs.
1: Assume L,W, pon, Toff known
2: Sc: set of UE or IED links in cellular mode
3: Sd: set of IED links in D2D-overlay mode
4: i: index for IED links
5: k: index for UE links
6: . Initialization
7: Sc = {C,D}; Sd = ∅; n=1
8: for ∀i ∈ D do
9: Initialize pc ← 0.9999 . Calculation of pc
10: Set allowed tolerance ε← 1e− 3
11: while pc > 0 do
12: Calculate τ from Eq. (4.6)
13: Calculate p′c from Eq. (4.5)
14: if |p′c − pc| < ε then . Convergence test
15: break
16: else
17: pc ← pc − 0.0001 . Update
18: end if
19: end while
20: if pc > pc,th then . Traffic-aware
21: Sc ← Sc \ {i}










th, ∀n do . Interference-aware
25: n← n+ 1
26: xni,d ← 1
27: xnk,c ← 0, ∀k ∈ C
28: Calculate Ini,d from Eq. (4.10)
29: Update Ri, i ∈ D and Rk, k ∈ C from Eq. (4.12)
30: if Rk < Rk,min, k ∈ C then . UEs protection
31: Sc ← Sc ∪ {i}






38: Calculate θ from Eq. (4.7)
and thus minimize the impact on the background traffic generated by cellular UEs.
In the following subsection, we evaluate the performance of our proposed MSRA
scheme under various performance metrics and we quantify the throughput gains for
IEDs due to the seamless transition between cellular and D2D-overlay mode.
4.2.4 Numerical Results
Our aim in this subsection is twofold: i) to assess and evaluate the performance of our
proposed MSRA scheme through extensive simulations and ii) to derive useful insights for
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Table 4.7: Simulation parameters.
Parameter Value
System bandwidth 10MHz
Resource block bandwidth 180kHz
Cell radius 1km
IEDs in a substation LAN, cellular UEs {20, 20}
Transmit power in {cellular, D2D-overlay} mode {24, 16}dBm




Distance between D2D-capable IEDs 50m-100m
Preambles for contention-based access K 54
RACH configuration index 6
Backoff window size W 20ms
Preamble duration 1ms
Max. allowed preamble transmission attempts L 10
RAR window size 5ms
Contention resolution timer 24ms
Master information block periodicity 40ms
Payload for IED, UE {250, 500}bytes
Min. rate requirement for UEs, Ri,min 12Kbps
the transmission mode of IEDs conveying substation-event messages in cellular networks.
Simulation Setup
The numerical results are obtained by simulating the uplink of a single-cell network
where synchronized cellular UEs are randomly (uniformly) dropped within the cell cover-
age area and generate background traffic. The random dropping model is also used for the
location of the IED transmitters whereas the location of each IED receiver is distributed
according to a uniform distribution in a circular area around its associated IED trans-
mitter. We perform independent Monte Carlo experiments, each with a random network
topology, to build statistics over the performance measures of interest when employing
our MSRA mechanism. The MAP framework is used to capture the spatiotemporal cor-
relation of the event-driven IED traffic and the well-studied expectation-maximization




fitting based on the
arrival traces of substation automation traffic captured by a discrete-event simulator that
implements the IEC-61850 GOOSE protocol [5, 133].
Table 4.7 summarizes the basic parameters used in our simulations. The unsynchro-
nized IEDs are assumed to contend for RACH access after a substation event and are
dynamically signaled to transmit either in cellular or D2D-overlay mode according to the
MSRA mechanism described in Subsection 4.2.3. Starting from a medium-load scenario,
new channel access requests from IEDs appear progressively in the system until it is driven
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MSRA: IEDs - pc,th = 10−3
MSRA: IEDs - pc,th = 10−4
Default: UEs
MSRA: UEs - pc,th = 10−3
MSRA: UEs - pc,th = 10−4
Figure 4.8: Average achievable rates for cellular UEs and D2D-capable IEDs in the default
transmission case and with the proposed MSRA scheme for different preamble collision
probability thresholds given Inth = 0dB and increasing IED traffic load.
to overload. The performance of the MSRA mechanism is then evaluated in terms of the
average achievable rate when the system operates close to its capacity limits. In addition,
we conduct a comparative evaluation of the MSRA scheme with the default case where
IED transmission occurs solely in cellular mode via the base station and the priority-aware
scheduler of [11] is used as a benchmark for the allocation of resources between the UE
and IED links.
Performance Evaluation
The average achievable rates for cellular UEs and D2D-capable IEDs for different pc,th
with increasing IED traffic load are illustrated in Figure 4.8. It can be observed that,
compared to the default case when IED transmission occurs solely in cellular mode, our
proposed MSRA mechanism achieves significant rate gains for both IEDs and UEs. By
dynamically switching to D2D-overlay mode, the IEDs can exploit the shorter communi-
cation path to transmit their data in higher rates and drastically reduce the end-to-end
latency. It is worth noting that the average rate gains can be leveraged even in heavy
traffic load conditions where the IED achievable rate notably reaches approximately 1.5
times higher values. In addition, we observe that when our MSRA scheme is employed,
the average rate of cellular UEs slightly increases with increasing IED rate, since IEDs
switch to D2D-overlay mode more often, thus reducing the waiting time for the cellular
UEs in the scheduling queue for cellular mode. The average rate of IEDs initially in-
creases since the threshold pc,th gets violated and an increasing number of D2D-capable
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MSRA: IEDs - Inth = 5dB
MSRA: IEDs - Inth = 0dB
Default UEs
MSRA UEs - Inth = 5dB
MSRA: UEs - Inth = 0dB
Figure 4.9: Average achievable rates for cellular UEs and D2D-capable IEDs in the default
transmission case and with the proposed MSRA scheme for different interference tolerance
levels given pc,th = 10−3 and increasing IED traffic load.
IEDs choose the D2D-overlay mode; however, it can be seen that the rate then starts
decreasing due to the increased interference among the D2D links. This can be intuitively
justified by the fact that the average rate of D2D-capable IEDs is determined by the rates
for both cellular and D2D-overlay modes, as shown in Eq. (4.12). We further observe
that a tighter pc,th initially results in higher average rates for both network entities, since
more and more IED links switch to D2D-overlay; however, the higher D2D interference
causes a quicker performance degradation for IEDs.
The effect of Inth in the average achievable rates of cellular UEs and D2D-capable IEDs
with increasing IED traffic load is illustrated in Figure 4.9. Once again, it can be seen
that our proposed MSRA mechanism outperforms the default scheme in terms of the rate
performance of both IEDs and UEs, especially in the high traffic load regime where rate
increases by a factor of 1.5-2.5. In particular, we observe that for the MSRA scheme
the average rates are slightly affected by the different Inth in case of medium load, since
the level of interference remains low. However, as IED load increases, the accumulated
interference causes performance degradation for the D2D-capable IEDs which becomes
even more severe when Inth is set to a more restrictive value. The impact of the performance
parameters, pc,th and Inth, in the mode selection procedure is summarized in Table 4.8,
where the fraction of IED links switching to D2D-overlay mode is quantified as a function
of the IED load. It can be observed that the insights acquired from the observation of the
rate figures are reflected in the amount of IED links transmitting in D2D-overlay mode.
Regarding the orthogonal partition of uplink cellular resources for cellular and D2D-
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Table 4.8: Fraction of IED links in D2D-overlay mode with increasing IED traffic load.





200 400 600 800 1000
pc,th = 10−4, Inth = 0dB 0.41 1 0.92 0.73 0.51
pc,th = 10−3, Inth = 0dB 0.3 0.85 0.83 0.78 0.6
pc,th = 10−3, Inth = 5dB 0.28 0.91 0.86 0.82 0.69



























Ri,min = 12Kbps, i ∈ C
Ri,min = 180Kbps, i ∈ C
Figure 4.10: Fraction of resource block pairs allocated to IEDs in D2D-overlay mode for
different minimum rate requirements of cellular UEs given {pc,th, Inth} = {10−3, 0dB} and
increasing IED traffic load for the MSRA scheme.
overlay modes, Figure 4.10 illustrates the fraction, θ in Eq. (4.7), of resource block pairs
allocated to D2D-overlay mode as a function of the increasing IED load for different
minimum rate requirements of the cellular UEs. In particular, it can be seen that θ initially
increases since more and more IEDs switch to D2D-overlay mode. However, its value tends
to decrease when the performance-protection requirement of cellular UEs is violated. This
flexible resource utilization can yield improved spectral efficiency compared to traditional
cellular communication. It is also worth noting that the decrease is more rapid in the case
of demanding human-type services with higher minimum rate requirements, e.g., video
services with GBR of 180Kbps instead of voice services with GBR equal to 12Kbps.
4.2.5 Summary
D2D communication is recognized as one of the promising radio enhancements of fu-
ture cellular systems since it allows devices in physical proximity to communicate directly,
bypassing the base station as in conventional cellular networks. However, the integration
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of D2D capabilities in cellular networks poses new technical challenges and design prob-
lems. Transmission mode selection and resource allocation mechanisms are identified as
key techniques to realize the full potential of this technology in scenarios where smart
grid traffic coexists with human-type traffic. Mode selection for IEDs should be jointly
performed with resource allocation decisions and their joint optimization generally leads
to challenging problem formulations. In this section of Chapter 4, a joint MSRA mech-
anism was introduced for the support of event-driven substation automation traffic in
cellular-enabled power distribution grids. In our proposed load- and interference-aware
MSRA scheme, unsynchronized IEDs may seamlessly switch to D2D-overlay mode for
data transmission, thus achieving higher transmission rates with respect to the conven-
tional cellular mode, even in network overload conditions. In addition, the orthogonal
resource allocation between cellular and D2D-overlay links is performed in a way that
prevents the underutilization of the scarce cellular spectrum. The numerical evaluation
of our proposed scheme under different performance criteria demonstrates the significant
rate gains compared to traditional cellular communication. Useful design insights can thus
be drawn for the applicability of D2D-overlay communication in substation automation
scenarios.
Chapter 5
Conclusions and Future Work
5.1 Concluding Remarks
Cellular networks constitute a promising enabler for emerging smart grid operations
associated with demanding communication requirements. In this context, this thesis has
investigated RAN problems that arise when smart grid communication is integrated in
LTE-based networks. In particular, we have focused on MAC and RRM issues related
to random access and resource scheduling in future cellular networks. This thesis has
proposed several protocols to enable massive and reliable smart grid data exchange and
suggested fundamental RAN design guidelines for handling smart grid communication.
As 3GPP standardization work is underway towards fulfilling the stringent MTC require-
ments, the results of this thesis are expected to provide novel insights towards massive
and reliable MTC connectivity. In addition, the proposed original analysis may have
the potential to substantially steer future protocol design principles by identifying robust
techniques that lead to higher protocol performance. In what follows, we elaborate on
the main conclusions drawn.
In Chapter 3, we have studied the congestion problem in LTE random access for
massive smart grid communication with reliability guarantees. We have first identified
the connectivity limitations of the standard LTE random access procedure due to high
number of devices in large-scale smart metering and wide-area monitoring scenarios. In
the latter case, the performance degradation becomes even more severe due to the event-
based traffic activation patterns and the higher arrival intensity of monitoring messages.
These observations call for the design of an efficient access mechanism to handle the traffic
surge of simultaneous channel access requests and meet the strict latency requirements of
mission-critical messages. To this end, we have introduced an adaptive radio access mech-
anism for the seamless integration of IEC-61850 communication services. Our proposed
scheme properly modifies the network configuration parameters (i.e., preamble partition,
barring rate) in traffic-overload conditions and exploits the spatial proximity of geograph-
ically adjacent devices to shed unnecessary preamble transmissions. It is worth noting
that RACH congestion can be alleviated without significantly degrading the performance
experienced by regular LTE subscribers.
While our focus so far had been on addressing the stringent latency constraints im-
posed by automation traffic, in the next part of Chapter 3 we turn our attention on the
109
110 Chapter 5. Conclusions and Future Work
reliability analysis of the LTE random access procedure for the support of the challenging
event-based smart grid monitoring traffic. In particular, by leveraging tools from Markov
chain theory, we have introduced a tractable analytical model of the contention-based
LTE random access enhanced with a barring scheme for the connection establishment of
a high number of monitoring devices. Since the random access procedure in emerging
3GPP enhancements, i.e., LTE-M, NB-IoT and NR, follows the same principles as in
LTE-based systems, the rationale of the proposed analytical model can also be applica-
ble for the performance analysis of smart grid monitoring traffic using other cellular IoT
technologies. An accurate traffic model has been further proposed to capture the varying
traffic behavior of IEDs. The developed framework allowed us to derive the analytical
expression of the achieved reliability whose accuracy is validated with the aid of exten-
sive simulations. A performance assessment reveals the impact of the monitoring traffic
characteristics and RACH/barring parameters in the achieved reliability. The numeri-
cal results confirm that as the frequency of an IED traffic burst increases, the reliability
decreases due to the higher arrival intensity in the alarm state which leads to a surge
of channel access attempts. In addition, as the duration of each burst increases, the
reliability decreases since the IEDs remain longer in the alarm state.
We have further observed that the availability of orthogonal random access preambles
which, in turn, reflects the number of opportunities for channel access, severely affects
the RACH reliability. This motivated us investigating the relation between the cell size
and the availability of orthogonal preambles in a single LTE cell. The preambles are
generated from a single or multiple ZC root sequences and their cyclic shifts. The larger
the cell radius, the larger the cyclic shift required to generate orthogonal preambles, and
consequently, the smaller the number of orthogonal preambles constructed by a single
root sequence. Thus, as the cell radius increases, a higher number of ZC root sequences
is necessary to provide the 64 required preambles in an LTE cell. However, preambles
obtained from cyclic shifts of different root sequences are not orthogonal and induce intra-
cell interference in the preamble reception. To this end, using our analytical expression
of the RACH reliability per cell, we have introduced an interference- and load-aware cell
planning mechanism that efficiently allocates the root sequences among multiple cells and
regulates the traffic load via a barring parameter to guarantee reliable support of sub-
station automation traffic. Our proposed mechanism employs a spatial ZC root sequence
allocation scheme based on the preamble-decoding distance in an effort to mitigate the
inter-cell interference. Since substation automation communication often involves the
transmission of highly space- and time-correlated messages, we proposed a realistic traffic
model to accurately capture the interdependent and non-exponential interarrival times.
The numerical evaluation of our proposed mechanism has demonstrated its superiority in
terms of RACH reliability with respect to benchmarking network deployment schemes.
Finally, we have studied the impact of RACH reliability on the state estimation ac-
curacy performance in wide-area monitoring systems. Unlike the majority of existing
literature where imperfect underlying communication, e.g., reliability limitations, is ei-
ther neglected or limitedly considered for PMU information acquisition, we have assessed
the state estimation accuracy performance based on the achieved reliability per PMU
attained with i) increasing number of contending devices in the system and ii) vary-
ing cell coverage range. The numerical results reveal that the installation of additional
PMUs not only helped reduce the state estimation uncertainty but also desensitized the
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estimation error to the effect of the lower communication reliability caused by the in-
creased background traffic load. On the other hand, we have observed that the achieved
reliability per PMU severely degrades with the increasing cell radius, leading to a state
estimation accuracy degradation that cannot be counterbalanced by a higher number of
available synchronized measurements. The consideration of imperfect communication can
thus provide useful insights for the design of reliability-aware state estimators for wide-
area monitoring. In order to exploit the accuracy gains of PMUs’ installation, network
planning and cell size dimensioning need to be carefully configured.
Chapter 4 has been devoted to the problem of resource sharing and scheduling for
smart grid and human-type traffic in shared LTE networks. We have first introduced
an appropriate LTE scheduler for the integration of IEC-61850 data transmissions. The
scheduling scheme applies traffic prioritization on smart grid data flows over human-type
communication and rigorously considers the latency and throughput constraints in the
resource allocation process. The simulation results of network-overload scenarios showed
that our proposed scheduler can efficiently support automation services with minimum
impact on background traffic.
The integration of D2D communication into cellular networks appears as a promising
solution for enhancing the performance of next-generation networks. In an effort to exploit
the benefits of D2D communication in event-driven substation automation scenarios, we
have investigated the potential of IED direct information exchange over dedicated cellular
resources, i.e., D2D-overlay mode. The joint problem of mode selection and resource
allocation has been formulated as a sum-rate maximization problem using an analytical
framework that captures both uplink communication phases, i.e., random access and
data transmission. We have then proposed a mechanism that ensures i) seamless IED
transition from cellular (i.e., communication via the eNodeB) to D2D-overlay mode upon
detection of traffic overload and ii) efficient orthogonal resource partition for cellular and
D2D links. Resource allocation has been performed in a way that prevents spectrum
underutilization and guarantees a minimum rate requirement for the coexisting cellular
users. The numerical evaluation of our proposed scheme has demonstrated that improved
rate gains could be achieved for substation automation traffic.
Besides realizing the full potential of the smart grid paradigm, the research findings
of this thesis may also prove useful for other emerging applications envisioned for 5G
involving MTC, i.e., intelligent transportation, industrial control/automation and mobile
health-care services. These applications are often associated with demanding requirements
in terms of i) massive number of connected devices, ii) very high link reliability and iii)
real-time operation (i.e., low latency). An example use case where our proposed RAN
design solutions could be potentially applied is vehicle-to-everything (V2X) connectivity.
To achieve low-latency and high-reliability for V2X services, the widely-deployed LTE-
based systems have been considered as a promising solution to achieve ubiquitous cell
coverage, controllable latency and high data rates. To this end, some of the radio access
techniques discussed in this thesis could help mitigate RACH congestion in dense and
rapidly-changing vehicular environments whereas our proposed RRM framework could
improve the timely scheduling of mission-critical data transmissions in shared LTE-based
vehicular networks, e.g., road safety and vulnerable user protection scenarios. In addition,
vehicles could leverage the dynamic switch to direct D2D transmission mode to achieve
lower latency and higher performance gains.
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5.2 Future Work
Although many open issues and future works are suggested throughout the thesis, we
hereby provide some additional research directions in which the work presented in this
thesis can be extended:
• Extensions of the RACH analytical framework: The modeling approach for the LTE
random access procedure adopted in this thesis could be properly extended to ac-
count for the packet transmission errors that may occur due to the wireless channel.
We have further assumed that if two or more packets collide, then none of the
packets can be decoded at the eNodeB, i.e., there is no capture effect. In addition,
the failures of the connection request message due to insufficient physical downlink
control channel resources could be also considered in our modeling approach as an
additional limitation besides the contention in the uplink preamble transmission.
Therefore, the theoretical framework to compute the RACH reliability could be
extended by including also these signaling considerations.
• Tradeoffs in uplink shared resources: An interesting topic for future work is the
investigation of the resource tradeoffs in the physical uplink shared channel. In LTE-
based systems, part of the shared uplink resources are allocated for the transmission
of connection request messages in the random access procedure whereas another part
of the shared resources is devoted to the actual uplink data transmission. A resource
management scheme needs to balance this tradeoff by properly dimensioning the
resources when the number of contending devices becomes high and the available
bandwidth is constrained.
• Spectral efficiency considerations: The dynamic spectrum usage and the efficient uti-
lization of the radio resources are essential for the accommodation of dense deploy-
ments. Motivated by the emerging non-orthogonal multiple access, non-orthogonal
random access schemes should be further pursued in future research as a means
to increase system capacity and spectrum efficiency. The idea of relaxing the or-
thogonality constraint would enable a better handling of the increased smart grid
demand for the scarce resources, since the number of supported devices would be no
longer limited by the orthogonal resources. The challenge here mainly resides in the
development of efficient successive interference cancellation techniques. Similarly,
the D2D-underlay transmission mode could be investigated as an additional option
for IEDs in Section 4.2 with the development of appropriate interference mitigation
schemes with low computational overhead for the D2D-capable devices.
• Artificial intelligence and machine learning: Since massive random access problems
deal with extremely large state spaces and actions, reinforcement learning methods
could be substantially beneficial for online resource allocation decisions as they re-
quire low computation. Machine learning techniques could be used to infer smart
grid traffic activation patterns in event-triggered substation automation scenarios
and, in turn, allow the eNodeB to timely detect/predict potential network conges-
tion in the RACH.
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