Abstract
INTRODUCTION
The motivation for this work comes from the desire to apply a search for objective truth in the currently subjective task of pattern recognition in medical image interpretation [DyWB88] . The different fields of practical medical image interpretation bring as much objectivity to this task as is humanly possible. Initially important features and patterns seen in tissue pathology are discerned in a critical research setting, and presented to the professional community as a peer-reviewed publication. Having been established as "the truth" in this way, the ensuing task is for tissue pathologists around the globe, as varied as they are in training, temperament and experience, to apply these findings to the daily work load of tissue diagnosis in a reproducible manner that is faithful to the canon received from the peer-approved research process. In this entire process there are many opportunities for errors to occur that result in misdiagnosis, a deviation from the objective truth, at the bedside [BoKo93] , [BK"94] .
The idea that there are unique features in representative images of tissue diagnosis was something accidentally chanced upon by pathologists applying digital image analysis. Pixel patterns and arrangements, hence electronic features, were found to correlate with benign or malignant diagnoses [Holm78], [HGBS93] . These features are usually not discernible as anything in particular to the human eye. Such features are often called malignancy-associated changes [KlRo74], [BBGH86] .
Competitive learning, especially unsupervised competitive learning, offers a remarkable tool with which it is possible to investigate the idea that there are unique and reproducible features that can be extracted by an electronic instrument, even if these features are not appreciated by the human eye [GhPP93] . The objective discipline of mathematics can be brought to this task with minimal to no intervening prejudice on the part of a human interpreter.
The experiments described here are the first attempts to discover so-called malignancyassociated changes using a competitive neural network.
The Kohonen learning law, as implemented in an artificial neural network, although only a subset of Shannon's information theory, offers a ready-made and flexible tool with which to carry out this task [Koho84] , [Hayk94] . Essentially the investigator employing this approach must be prepared to start over when it comes to thinking about image features and their role in pattern classification. A mathematical algorithm, in the form of the learning law, must independently develop de izuvu its own diagnostic approach to the medical image. The investigator must let the neural network operate on its own terms as much as possible in order to minimize the incorporation of human subjectivity. The process is stopped periodically to assess the progress of the neural network by relating its discoveries back to the original images, and then it is allowed to continue. 
DESIGN OF EXPERIMENTS
In this section, we describe: (i) how an image of a slide is captured, (ii) how a set of input vectors is formed from the image, and (iii) neural network implementation, verification and training.
Image Acquisition
Twenty high-power microphotographs of four examples of human breast disease (infiltrating lobular carcinoma, infiltrating duct carcinoma, fibrocystic change and fibroadenoma) are taken using a Zeiss Axioskop microscope and a Pixera 1260 x 960 (or 1,209,600) pixel CCD camera with 8 bits per pixel intensity resolution. The magnification is 400x. A 500 nm low-pass filter is used to satisfy the spatial Nyquist sampling theorem. The images are then captured as gray-scale (each pixel with a range of 0 to 255) TIFF files. The illumination is by a halogen bulb with its intensity set so that the upper end of the histogram of the image is just touching 255.
Image Translation into Training Vectors
As shown in Fig. la , each 1260 x 960 pixel image is segmented into pixel blocks. The blocks are scanned from left to right and from top to bottom across the image. We have studied blocks of different sizes, ranging from 4 x 4 to 60 x 60 (the largest possible size to cover the array integer times in both dimensions, thus producing from 315 x 240 = 75,600 to 21 x 16 = 336 blocks. Two types of block displacements have been tried: (i) full block size (non-overlapping), and (ii) half block size (overlapping). As shown in Figs. l b and IC, each pixel block is then converted into a normalized one-dimensional vector, whose values range from 0 to 1.0. Each vector is one column entry in a training set for the neural networks.
Neural Networks Implemented
The training sets obtained from the different images are presented to the following different types of competitive neural networks: (i) a conventional Kohonen neural network with a conscience, (ii to iv) one-, two-, and threedimensional self-organizing feature maps (SOFM) neural network, and (v) a learned vector quantization (LVQ) neural network. In the case of the LVQ network, the network is instructed that there are four different types of breast diseases for it to discover. The neural networks are programmed using the Matlab programming language (student version 5.3 with the image processing and neural network toolboxes). The computer uses an AMD 800 MHz microprocessor and has 768-MB RAM and a 20-GB hard drive. neural networks, the training set is presented as the test set. In the case of the classical Kohonen network, no second (hierarchical) classifier is used in this experiment. The ability of this neural network to discover pixel block features is appraised. The lead author (a pathologist) judged the diagnostic usefulness of these pixel block features in each image. The ability of the competitive network to improve its performance with more training is also appraised qualitatively. 
Neural Networks Training and Verification
The weights of the trained competitive neural network, as well as the weights of the first layer of the LVQ network, form the general pixel block features that are extracted from the images by the networks. The number of features for each neural network to extract was varied between 24 and 75.
Each neural network is trained for a certain number of epochs, then stopped and tested. The number of epochs is varied from 1000 to 2,000,000. To verify the correctness of the (b) Fig . 3 . Dark thresholding.
RESULTS AND DISCUSSION
Competitive neural networks are able to extract certain types of general features from the images. With even minimal training and a relatively low setting for the number of features the SOFM and LVQ networks can be relied upon to: (i) threshold light, dark and intermediate gray-scale levels (Figs. 2 to 4, respectively) . In Fig.  2 , the neural network has identified the lumen of this benign duct. The 10 x 10 pixel areas for this feature of this network are set to zero (black). In Fig. 3 , this particular feature (dark thresholding) identifies most of the nuclei of all cell types in the tissue image. Information about the benign or malignant nature of the disease is found here. In  Fig. 4, this feature (gray thresholding) identifies the cytoplasm of many of the cells, both epithelial and stromal, in this image. With only a little more training, the networks were able to do a special type of edge detection, best called "gradient detection". Orientation was usually a property of these features. The feature may exhibit lower gray-scale values on the right (dark) and greater ones on the left (light). Thus, the feature may identify the left-hand edge of a duct lumen, or the right-hand edge of a nucleus. These features, as discovered in the experiments modeled in this tract, are general. A feature does not just identify the right-hand edge of a nucleus in one diagnostic setting; it tends to find all such edges in all images. Thus, all the right hand edges of all nuclei (benign epithelial cells from fibroadenomas, malignant epithelial cells from infiltrating duct and lobular carcinomas, myoepithelial cells, fibrocytes, lymphocytes) tend to be lumped together in one feature. Sometimes, one image of a diagnosis may seem to show more specificity. For example, in that particular image, most epithelial cells but very few fibrocytes may be identified with a particular feature, usually a darkness feature. However, this is invariably imagespecific, with a different image from the same surgical specimen not necessarily showing ability to distinguish between epithelial cells and fibrocytes.
It is not possible, at least within the limited range of these experiments, to demonstrate a feature showing a high-specificity for a specific diagnosis or for malignancyhenignancy to casual visual inspection or even close scrutiny. A specific feature that could be immediately recognized as malignancy-associated change is not demonstrated here. This is not to say that some appropriately designed classifier, looking at the features as a pattern rather than individually, could not find some degree of diagnostic specificity .
CONCLUSIONS
It has been demonstrated that competitive neural networks can extract features that are important and have a recognizable significance to the unaided eye. The process emulates how the human inspection might come to analyze a scene or region of interest, looking for simple and general features first. The next step, finding features that carry clinical significance, will require further experimentation.
The objective of this work is the development of a new approach to digital image analysis. Artificial intelligence is called upon to discover important visual features in tissue sections in its own way. Guidance from the human expert should be minimal to absent, and should lean towards input of clinical information rather than the observer's subjective opinion of a significant feature.
