





Created: 25 August 1998
Last modified: 25 August 1998
Prepared By: ATLAS/Trigger Performance Group
ATLAS Status Report
Trigger Performance 25 August 1998All trademarks, copyright names and products referred to in this document are acknowledged as such.ii
ATLAS Status Report
Trigger Performance 25 August 1998ATLAS Collaboration
Armenia
Yerevan Physics Institute, Yerevan
Australia
Research Centre for High Energy Physics, Melbourne University, Melbourne
University of Sydney, Sydney
Austria
Institut für Experimentalphysik der Leopold-Franzens-Universität Innsbruck, Innsbruck
Azerbaijan Republic
Institute of Physics, Azerbaijan Academy of Science, Baku
Republic of Belarus
Institute of Physics of the Academy of Science of Belarus, Minsk
National Centre of Particle and High Energy Physics, Minsk
Brazil
Universidade Federal do Rio de Janeiro, COPPE/EE/IF, Rio de Janeiro
Canada
University of Alberta, Edmonton
Department of Physics, University of British Columbia, Vancouver
University of Carleton/C.R.P.P., Carleton
Group of Particle Physics, University of Montreal, Montreal
Department of Physics, University of Toronto, Toronto
TRIUMF, Vancouver
University of Victoria, Victoria
CERN
European Laboratory for Particle Physics (CERN), Geneva
Czech Republic
Academy of Sciences of the Czech Republic, Institute of Physics and Institute of
Computer Science, Prague
Charles University, Faculty of Mathematics and Physics, Prague
Czech Technical University in Prague, Faculty of Nuclear Sciences and
Physical Engineering, Faculty of Mechanical Engineering, Prague
Denmark
Niels Bohr Institute, University of Copenhagen, Copenhagen
Finland
Helsinki Institute of Physics, Helsinki
France
Laboratoire d’Annecy-le-Vieux de Physique des Particules (LAPP), IN2P3-CNRS, Annecy-le-Vieux
Université Blaise Pascal, IN2P3-CNRS, Clermont-Ferrand
Institut des Sciences Nucléaires de Grenoble, IN2P3-CNRS-Université Joseph Fourier, Grenoble
Centre de Physique des Particules de Marseille, IN2P3-CNRS, Marseille
Laboratoire de l’Accélérateur Linéaire, IN2P3-CNRS, Orsay
LPNHE, Universités de Paris VI et VII, IN2P3-CNRS, Paris
CEA, DSM/DAPNIA, Centre d’Etudes de Saclay, Gif-sur-Yvette
Republic of Georgia
Institute of Physics of the Georgian Academy of Sciences and Tbilisi State University, Tbilisi  ATLAS Collaboration iii
ATLAS Status Report
Trigger Performance 25 August 1998Germany
Physikalisches Institut, Universität Bonn, Bonn
Institut für Physik, Universität Dortmund, Dortmund
Fakultät für Physik, Albert-Ludwigs-Universität, Freiburg
Institut für Hochenergiephysik der Universität Heidelberg, Heidelberg
Institut für Physik, Johannes-Gutenberg Universität Mainz, Mainz
Lehrstuhl für Informatik V, Universität Mannheim, Mannheim
Sektion Physik, Ludwig-Maximilian-Universität München, München
Max-Planck-Institut für Physik, München
Fachbereich Physik, Universität Siegen, Siegen
Fachbereich Physik, Bergische Universität, Wuppertal
Greece
Athens National Technical University, Athens
Athens University, Athens
High Energy Physics Department and Department of Mechanical Engineering, Aristotle University of
Thessaloniki, Thessaloniki
Israel
Department of Physics, Technion, Haifa
Raymond and Beverly Sackler Faculty of Exact Sciences, School of Physics and Astronomy, Tel-Aviv
University, Tel-Aviv
Department of Particle Physics, The Weizmann Institute of Science, Rehovot
Italy
Dipartimento di Fisica dell’ Università della Calabria e I.N.F.N., Cosenza
Laboratori Nazionali di Frascati dell’ I.N.F.N., Frascati
Dipartimento di Fisica dell’ Università di Genova e I.N.F.N., Genova
Dipartimento di Fisica dell’ Università di Lecce e I.N.F.N., Lecce
Dipartimento di Fisica dell’ Università di Milano e I.N.F.N., Milano
Dipartimento di Scienze Fisiche, Università di Napoli ‘Federico II’ e I.N.F.N., Napoli
Dipartimento di Fisica Nucleare e Teorica dell’ Università di Pavia e I.N.F.N., Pavia
Dipartimento di Fisica dell’ Università di Pisa e I.N.F.N., Pisa
Dipartimento di Fisica dell’ Università di Roma ‘La Sapienza’ e I.N.F.N., Roma
Dipartimento di Fisica dell’ Università di Roma ‘Tor Vergata’ e I.N.F.N., Roma
Dipartimento di Fisica dell’ Università di Roma ‘Roma Tre’ e I.N.F.N., Roma
Dipartimento di Fisica dell’ Università di Udine, Gruppo collegato di Udine I.N.F.N. Trieste, Udine
Japan
Department of Information Science, Fukui University, Fukui
Hiroshima Institute of Technology, Hiroshima
Department of Physics, Hiroshima University, Higashi-Hiroshima
KEK, High Energy Accelerator Research Organisation, Tsukuba
Department of Physics, Faculty of Science, Kobe University, Kobe
Department of Physics, Kyoto University, Kyoto
Kyoto University of Education, Kyoto-shi
Department of Electrical Engineering, Nagasaki Institute of Applied Science, Nagasaki
Naruto University of Education, Naruto-shi
Department of Physics, Faculty of Science, Shinshu University, Matsumoto
International Center for Elementary Particle Physics, University of Tokyo, Tokyo
Physics Department, Tokyo Metropolitan University, Tokyo
Department of Applied Physics, Tokyo University of Agriculture and Technology, Tokyo
Morocco
Faculté des Sciences Aïn Chock, Université Hassan II, Casablanca, and Université Mohamed V, Rabativ   ATLAS Collaboration
ATLAS Status Report
Trigger Performance 25 August 1998Netherlands
FOM - Institute SAF NIKHEF and University of Amsterdam/NIKHEF, Amsterdam
University of Nijmegen/NIKHEF, Nijmegen
Norway
University of Bergen, Bergen
University of Oslo, Oslo
Poland
Henryk Niewodniczanski Institute of Nuclear Physics, Cracow
Faculty of Physics and Nuclear Techniques of the University of Mining and Metallurgy, Cracow
Portugal
Laboratorio de Instrumentação e Física Experimental de Partículas (University of Lisboa, University of
Coimbra, University Católica-Figueira da Foz and University Nova de Lisboa), Lisbon
Romania
Institute of Atomic Physics, Bucharest
Russia
Institute for Theoretical and Experimental Physics (ITEP), Moscow
P.N. Lebedev Institute of Physics, Moscow
Moscow Engineering and Physics Institute (MEPhI), Moscow
Moscow State University, Institute of Nuclear Physics, Moscow
Budker Institute of Nuclear Physics (BINP), Novosibirsk
Institute for High Energy Physics (IHEP), Protvino
Petersburg Nuclear Physics Institute (PNPI), Gatchina, St. Petersburg
JINR
Joint Institute for Nuclear Research, Dubna
Slovak Republic
Bratislava University, Bratislava, and Institute of Experimental Physics of the Slovak Academy of
Sciences, Kosice
Slovenia
Jozef Stefan Institute and Department of Physics, University of Ljubljana, Ljubljana
Spain
Institut de Física d’Altes Energies (IFAE), Universidad Autónoma de Barcelona, Bellaterra, Barcelona
Physics Department, Universidad Autónoma de Madrid, Madrid
Instituto de Física Corpuscular (IFIC), Centro Mixto Universidad de Valencia - CSIC, Valencia
Sweden
Fysiska institutionen, Lunds universitet, Lund
Royal Institute of Technology (KTH), Stockholm
University of Stockholm, Stockholm
Uppsala University, Department of Radiation Sciences, Uppsala
Switzerland
Laboratory for High Energy Physics, University of Bern, Bern
Section de Physique, Université de Genève, Geneva
Turkey
Department of Physics, Ankara University, Ankara
Department of Physics, Bogaziçi University, Istanbul
United Kingdom
School of Physics and Astronomy, The University of Birmingham, Birmingham  ATLAS Collaboration v
ATLAS Status Report
Trigger Performance 25 August 1998Cavendish Laboratory, Cambridge University, Cambridge
Department of Physics and Astronomy, University of Edinburgh, Edinburgh
Department of Physics and Astronomy, University of Glasgow, Glasgow
Department of Physics, Lancaster University, Lancaster
Department of Physics, Oliver Lodge Laboratory, University of Liverpool, Liverpool
Department of Physics, Queen Mary and Westfield College, University of London, London
Department of Physics, Royal Holloway and Bedford New College, University of London, Egham
Department of Physics and Astronomy, University College London, London
Department of Physics and Astronomy, University of Manchester, Manchester
Department of Physics, Oxford University, Oxford
Rutherford Appleton Laboratory, Chilton, Didcot
Department of Physics, University of Sheffield, Sheffield
United States of America
State University of New York at Albany, New York
Argonne National Laboratory, Argonne, Illinois
University of Arizona, Tucson, Arizona
Department of Physics, The University of Texas at Arlington, Arlington, Texas
Lawrence Berkeley Laboratory and University of California, Berkeley, California
Department of Physics, Boston University, Boston, Massachusetts
Brandeis University, Department of Physics, Waltham, Massachusetts
Brookhaven National Laboratory (BNL), Upton, New York
University of Chicago, Enrico Fermi Institute, Chicago, Illinois
Nevis Laboratory, Columbia University, Irvington, New York
Department of Physics, Duke University, Durham, North Carolina
Department of Physics, Hampton University, Virginia
Department of Physics, Harvard University, Cambridge, Massachusetts
Indiana University, Bloomington, Indiana
University of California, Irvine, California
Massachusetts Institute of Technology, Department of Physics, Cambridge, Massachusetts
University of Michigan, Department of Physics, Ann Arbor, Michigan
Michigan State University, Department of Physics and Astronomy, East Lansing, Michigan
University of New Mexico, New Mexico Center for Particle Physics, Albuquerque
Physics Department, Northern Illinois University, DeKalb, Illinois
Department of Physics and Astronomy, University of Oklahoma
Department of Physics, University of Pennsylvania, Philadelphia, Pennsylvania
University of Pittsburgh, Pittsburgh, Pennsylvania
Department of Physics and Astronomy, University of Rochester, Rochester, New York
Institute for Particle Physics, University of California, Santa Cruz, California
Department of Physics, Southern Methodist University, Dallas, Texas
State University of New York at Stony Brook, Stony Brook, New York
Tufts University, Medford, Massachusetts
High Energy Physics, University of Illinois, Urbana, Illinois
Department of Physics, Department of Mechanical Engineering, University of Washington, Seattle,
Washington
Department of Physics, University of Wisconsin, Madison, Wisconsinvi   ATLAS Collaboration
ATLAS Status Report
Trigger Performance 25 August 1998Acknowledgements
The Editors would like to thank Mario Ruggier for preparing the FrameMaker template upon
which this document is based. The Editors also warmly thank Richard Cook and Michele Jouhet
for copy-editing the document, as well as the CERN Print-shop staff for the helpful, friendly
and efficient service.  Acknowledgements vii
ATLAS Status Report
Trigger Performance 25 August 1998viii   Acknowledgements
ATLAS Status Report
Trigger Performance 25 August 1998Table Of Contents
ATLAS Collaboration    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . iii
Acknowledgements   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . vii
1 Purpose and scope of the document    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 1
1.1 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 1
2 Trigger performance requirements and constraints  .    .    .    .    .    .    .    .    .    . 3
2.1 Physics requirements.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 3
2.2 LHC parameters    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 4
2.3 Rate environment  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 6
2.3.1 Overview   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 6
2.3.2 Inclusive muon cross section     .    .    .    .    .    .    .    .    .    .    .    .    . 7
2.3.3 Inclusive e/g cross-section   .    .    .    .    .    .    .    .    .    .    .    .    .    . 9
2.3.4 Jet cross-sections .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 9
2.3.5 Missing transverse energy    .    .    .    .    .    .    .    .    .    .    .    .    .    . 11
2.4 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 13
3 Overview of ATLAS trigger strategy   .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 15
3.1 Introduction .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 15
3.2 LVL1 trigger and regions of interest     .    .    .    .    .    .    .    .    .    .    .    .    . 16
3.3 LVL2 data collection and feature extraction  .    .    .    .    .    .    .    .    .    .    . 17
3.4 Event filter    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 18
3.5 Trigger objects and the trigger decision chain    .    .    .    .    .    .    .    .    .    . 18
3.5.1 Trigger objects    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 18
3.5.1.1 LVL1 objects   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 19
3.5.1.2 LVL2 objects   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 19
3.5.2 Global LVL1 and LVL2 decision    .    .    .    .    .    .    .    .    .    .    .    . 20
3.6 Trigger categories .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 21
3.7 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 21
4 Trigger simulation tools     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 23
4.1 Simulation of physics processes  .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 23
4.2 Detector simulation   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 24
4.2.1 Detailed geometry and detector response   .    .    .    .    .    .    .    .    . 24
4.2.2 Averaged detector geometry and parametrized detector response 25
4.3 Trigger simulation.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 25
4.3.1 Standard simulation (ATRIG)   .    .    .    .    .    .    .    .    .    .    .    .    . 25
4.3.2 Fast simulations of LVL1 calorimeter trigger  .    .    .    .    .    .    .    . 27
4.4 Data sets  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 28
4.4.1 Event samples     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 28
4.4.2 Simulation of pile-up   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 29
4.5 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 30
5 LVL1 muon trigger algorithms and performance .    .    .    .    .    .    .    .    .    .    . 31
5.1 Introduction .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 31  Table Of Contents ix
ATLAS Status Report
Trigger Performance 25 August 19985.2 Simulation of the muon trigger   .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 31
5.2.1 Material of the detector and magnetic field    .    .    .    .    .    .    .    . 31
5.2.2 The trigger chambers  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 32
5.2.3 Simulation of the trigger logic  .    .    .    .    .    .    .    .    .    .    .    .    . 33
5.3 Muon–trigger system acceptance    .    .    .    .    .    .    .    .    .    .    .    .    .    . 34
5.3.1 Introduction  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 34
5.3.2 Trigger chambers    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 34
5.3.3 Transition region    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 35
5.3.4 Higgs to four muons: studies of the detector acceptance  .    .    .    . 36
5.4 Track finding algorithms   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 36
5.4.1 Overview  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 36
5.4.2 The end-cap trigger logic.    .    .    .    .    .    .    .    .    .    .    .    .    .    . 38
5.4.2.1 Trigger segmentation  .    .    .    .    .    .    .    .    .    .    .    .    . 38
5.4.2.2 Low-pT trigger logic   .    .    .    .    .    .    .    .    .    .    .    .    . 39
5.4.2.3 High-pT trigger logic  .    .    .    .    .    .    .    .    .    .    .    .    . 39
5.4.2.4 r-φ coincidence in sector logic  .    .    .    .    .    .    .    .    .    . 41
5.4.2.5 Treatment of overlap of neighbouring chambers     .    .    . 41
5.4.3 Declustering algorithms  .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 41
5.4.4 Simulation of the trigger logic  .    .    .    .    .    .    .    .    .    .    .    .    . 42
5.5 Trigger coincidence windows and efficiency     .    .    .    .    .    .    .    .    .    . 43
5.5.1 Transverse-momentum resolution    .    .    .    .    .    .    .    .    .    .    . 43
5.5.2 Coincidence windows.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 46
5.5.3 Trigger efficiency and masking     .    .    .    .    .    .    .    .    .    .    .    . 50
5.5.4 Threshold flexibility    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 54
5.6 Trigger rates: prompt and secondary muons     .    .    .    .    .    .    .    .    .    . 57
5.6.1 Acceptance to muons from interaction products.    .    .    .    .    .    . 57
5.6.1.1 Cross-sections of prompt processes and meson decays in flight
57
5.6.1.2 Rates from prompt muons and meson decays in flight    . 58
5.6.2 Trigger rate from non-proton-proton muons  .    .    .    .    .    .    .    . 60
5.6.2.1 Cosmic muons (barrel system) .    .    .    .    .    .    .    .    .    . 60
5.6.2.2 Beam halo muons (end-cap system)  .    .    .    .    .    .    .    . 61
5.6.3 Dimuon trigger rate    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 62
5.6.3.1 Two-muon physics reactions    .    .    .    .    .    .    .    .    .    . 62
5.6.3.2 Trigger rate from double-counted single muons   .    .    . 63
5.7 Fake trigger rate    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 64
5.7.1 Trigger rate from background hits in a single trigger station    .    . 65
5.7.2  Trigger rate from hard background particles.    .    .    .    .    .    .    . 66
5.8 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 69
6 LVL1 calorimeter trigger algorithms and performance .    .    .    .    .    .    .    .    . 71
6.1 Introduction.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 71
6.2 Electron/photon trigger     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 71
6.2.1 Granularity and algorithm   .    .    .    .    .    .    .    .    .    .    .    .    .    . 71
6.2.2 Declustering and regions of interest  .    .    .    .    .    .    .    .    .    .    . 74
6.2.3 Choice of trigger cluster size    .    .    .    .    .    .    .    .    .    .    .    .    . 76x   Table Of Contents
ATLAS Status Report
Trigger Performance 25 August 19986.2.4 Choice of isolation regions   .    .    .    .    .    .    .    .    .    .    .    .    .    . 78
6.2.5 Overall trigger performance .    .    .    .    .    .    .    .    .    .    .    .    .    . 83
6.3 Hadron/tau trigger   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 87
6.3.1 Motivation .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 87
6.3.2 Algorithms considered     .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 87
6.3.3 Evaluation of candidate algorithms   .    .    .    .    .    .    .    .    .    .    . 88
6.3.3.1  Core algorithm  .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 89
6.3.3.2 Isolation     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 91
6.3.3.3 Absolute trigger rate    .    .    .    .    .    .    .    .    .    .    .    .    . 92
6.3.4 Conclusion.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 93
6.4 Jet trigger .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 96
6.4.1 Granularity and algorithm   .    .    .    .    .    .    .    .    .    .    .    .    .    . 96
6.4.2 Choice of algorithm options .    .    .    .    .    .    .    .    .    .    .    .    .    . 98
6.4.3 Inclusive trigger performance   .    .    .    .    .    .    .    .    .    .    .    .    . 99
6.4.4 Spatial resolution and jet separation  .    .    .    .    .    .    .    .    .    .    . 100
6.4.5 Multijet trigger performance     .    .    .    .    .    .    .    .    .    .    .    .    . 101
6.4.6 Low-ET RoI reconstruction   .    .    .    .    .    .    .    .    .    .    .    .    .    . 102
6.4.7 Overall performance    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 104
6.5 Missing transverse energy and total transverse energy triggers   .    .    .    . 108
6.5.1 Description of the simulation    .    .    .    .    .    .    .    .    .    .    .    .    . 108
6.5.2 Results of the simulation  .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 109
6.5.2.1 Missing-ET resolution  .    .    .    .    .    .    .    .    .    .    .    .    . 109
6.5.2.2 Number of bits used for signal transmission   .    .    .    .    . 110
6.5.2.3 Adder tree .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 111
6.5.2.4 Rapidity coverage of missing-ET trigger     .    .    .    .    .    . 111
6.5.3 Trigger rates at LVL1   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 112
6.5.3.1 Rates in different processes  .    .    .    .    .    .    .    .    .    .    . 113
6.5.3.2 Contributions to missing-ET from QCD jet events   .    .    . 113
6.6 Other trigger possibilities   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 117
6.6.1 Localized energy in the forward calorimeter   .    .    .    .    .    .    .    . 117
6.6.2 Total jet transverse energy    .    .    .    .    .    .    .    .    .    .    .    .    .    . 117
6.6.2.1 Introduction   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 117
6.6.2.2 Multiplicity-based estimator     .    .    .    .    .    .    .    .    .    . 117
6.6.2.3 Performance of the estimator    .    .    .    .    .    .    .    .    .    . 118
6.6.2.4 Conclusions and preferred solution   .    .    .    .    .    .    .    . 122
6.7 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 122
7 Data collection and preprocessing at LVL2  .    .    .    .    .    .    .    .    .    .    .    .    . 123
7.1 Introduction .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 123
7.2 Raw data description .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 123
7.3 Preprocessing   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 124
7.4 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 125
8 Algorithms per detector system  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 127
8.1 LVL2 muon trigger    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 127
8.1.1 Barrel     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 128  Table Of Contents xi
ATLAS Status Report
Trigger Performance 25 August 19988.1.2 End–cap    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 133
8.1.2.1 Sagitta method   .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 133
8.1.2.2 The circle-fit method   .    .    .    .    .    .    .    .    .    .    .    .    . 134
8.1.3 Producing the lookup tables     .    .    .    .    .    .    .    .    .    .    .    .    . 137
8.2 LVL2 calorimeter trigger    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 139
8.2.1 Geometry  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 140
8.2.2 LVL2 e/γ cluster trigger  .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 141
8.2.2.1 Introduction  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 141
8.2.2.2 Data sets    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 141
8.2.2.3 LVL1 verification and refinement .    .    .    .    .    .    .    .    . 142
8.2.2.4 LVL2 e/γ trigger quantities .    .    .    .    .    .    .    .    .    .    . 142
8.2.2.5 LVL2 e/γ trigger performance .    .    .    .    .    .    .    .    .    . 144
8.2.2.6 Summary and outlook     .    .    .    .    .    .    .    .    .    .    .    . 148
8.2.3 Tau/hadron   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 149
8.2.3.1 Introduction  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 149
8.2.3.2 Data sets    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 149
8.2.3.3 LVL2 tau algorithm     .    .    .    .    .    .    .    .    .    .    .    .    . 150
8.2.4 Jets    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 156
8.2.4.1 Motivation     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 156
8.2.4.2 Data sets    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 157
8.2.4.3 Definition of the reference jets .    .    .    .    .    .    .    .    .    . 157
8.2.4.4 Description of the LVL1 algorithm    .    .    .    .    .    .    .    . 158
8.2.4.5 Description of the LVL2 jet algorithm   .    .    .    .    .    .    . 158
8.2.4.6 Jet reconstruction quality     .    .    .    .    .    .    .    .    .    .    . 158
8.2.4.7 Jet reconstruction efficiency .    .    .    .    .    .    .    .    .    .    . 160
8.2.4.8 Comparison of jet rates at LVL1 and LVL2     .    .    .    .    . 160
8.2.4.9 Summary and outlook     .    .    .    .    .    .    .    .    .    .    .    . 162
8.3 LVL2 tracking trigger    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 163
8.3.1 Geometry  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 164
8.3.2 Common features of tracking algorithms   .    .    .    .    .    .    .    .    . 166
8.3.3 Precision tracker.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 167
8.3.3.1 Performance  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 169
8.3.4 TRT high-pT feature extraction.    .    .    .    .    .    .    .    .    .    .    .    . 171
8.3.4.1 ATRIG implementation  .    .    .    .    .    .    .    .    .    .    .    . 172
8.3.4.2 LUT implementation  .    .    .    .    .    .    .    .    .    .    .    .    . 174
8.3.4.3 Performance of TRT high–pT feature extraction .    .    .    . 176
8.3.5 TRT full scan .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 176
8.3.5.1 Algorithm performance  .    .    .    .    .    .    .    .    .    .    .    . 178
8.3.6 Standalone pixel feature extraction   .    .    .    .    .    .    .    .    .    .    . 179
8.3.6.1 Performance  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 180
8.3.6.2 Track reconstruction for B-physics    .    .    .    .    .    .    .    . 180
8.3.6.3 Primary vertex reconstruction  .    .    .    .    .    .    .    .    .    . 181
8.3.7 Effect of the inhomogeneous magnetic field   .    .    .    .    .    .    .    . 183
8.4 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 185
9 Algorithms for identification of trigger objects    .    .    .    .    .    .    .    .    .    .    . 187xii   Table Of Contents
ATLAS Status Report
Trigger Performance 25 August 19989.1 Muons including isolation  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 187
9.1.1 Introduction   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 187
9.1.2 Volume of calorimeter data required .    .    .    .    .    .    .    .    .    .    . 188
9.1.3 Isolation discriminants     .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 188
9.1.4 Muon pT dependence  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 188
9.1.5 Addition of noise and pile-up   .    .    .    .    .    .    .    .    .    .    .    .    . 188
9.1.6 Results   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 189
9.2 Photons    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 191
9.2.1 LVL2 photon trigger    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 191
9.2.2 LVL2 photon trigger performance.    .    .    .    .    .    .    .    .    .    .    . 192
9.2.3 Performance for H → γγ   .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 193
9.3 Electrons  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 196
9.4 Taus     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 202
9.5 Missing ET and total scalar ET .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 205
9.6 b-jet tags  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 205
9.6.1 Introduction   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 205
9.6.2 Tagging of b-jets at LVL2 .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 206
9.7 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 208
10 Triggers for B-physics channels  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 209
10.1 B-physics in ATLAS and trigger requirements  .    .    .    .    .    .    .    .    .    . 209
10.2 Tools and algorithms for B-physics trigger studies     .    .    .    .    .    .    .    . 211
10.2.1 Data files    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 211
10.2.2 Tracking in the inner detector   .    .    .    .    .    .    .    .    .    .    .    .    . 212
10.2.2.1 xKalman    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 213
10.2.2.2 TRT full–scan algorithm  .    .    .    .    .    .    .    .    .    .    .    . 213
10.2.3 Electron identification using electromagnetic calorimetry     .    .    . 217
10.2.4 Low-pT muon identification .    .    .    .    .    .    .    .    .    .    .    .    .    . 220
10.2.4.1 Muon identification using the muon-spectrometer system220
10.2.4.2 Muon identification using the tile calorimeter     .    .    .    . 220
10.3 B-physics channel selections   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 222
10.3.1 Muon confirmation at LVL2 .    .    .    .    .    .    .    .    .    .    .    .    .    . 223
10.3.2 Track reconstruction and selection in the inner detector   .    .    .    . 224
10.3.3 Trigger selection after inner detector reconstruction    .    .    .    .    . 226
10.4 Summary of the B-physics rates and conclusions   .    .    .    .    .    .    .    .    . 233
10.5 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 234
11 LVL1 and LVL2 global decision .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 237
11.1 Introduction .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 237
11.1.1 Rates .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 238
11.1.2 Regions of Interest  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 238
11.1.3 Key to the menus    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 239
11.2 Physics menus  .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 240
11.2.1 LVL1 low luminosity   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 240
11.2.2 LVL1 high luminosity .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 240
11.2.3 LVL2 low luminosity   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 242  Table Of Contents xiii
ATLAS Status Report
Trigger Performance 25 August 199811.2.4 LVL2 low luminosity B-Physics    .    .    .    .    .    .    .    .    .    .    .    . 243
11.2.5 LVL2 high luminosity .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 244
11.3 Menus for specialized triggers    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 245
11.3.1 Additional inclusive triggers with high thresholds and low rates . 245
11.3.2 Prescaled triggers with a range of thresholds .    .    .    .    .    .    .    . 245
11.3.3 Other specialized triggers    .    .    .    .    .    .    .    .    .    .    .    .    .    . 246
11.4 Physics coverage of the trigger menus .    .    .    .    .    .    .    .    .    .    .    .    . 246
11.5 Event filter   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 248
11.6 Conclusions and workplan     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 250
11.7 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 250
12 Workplan and conclusions     .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 251
12.1 Trigger simulation software   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 251
12.2 Evaluation and optimization of key items from the trigger menus  .    .    . 252
12.3 Optimization of algorithm execution speed  .    .    .    .    .    .    .    .    .    .    . 252
12.4 Overall optimization of algorithms and selections.    .    .    .    .    .    .    .    . 252
12.5 Measurement of the trigger efficiency in real trigger environment  .    .    . 253
12.6 Documentation.    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 253
12.7 Development of new trigger strategies and algorithms  .    .    .    .    .    .    . 253
12.8 Milestones    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 253
12.9 Deliverables .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 254
12.10 References    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 254
A Appendix Glossary   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 255
B Definitions and nomenclature   .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    .    . 257
C List of additional ATLAS trigger notes   .    .    .    .    .    .    .    .    .    .    .    .    .    . 259xiv   Table Of Contents
ATLAS Status Report
Trigger Performance 25 August 19981 Purpose and scope of the document
The purpose of this report is to document the present status of the studies of the performance of
the ATLAS trigger. The studies are driven by the physics goals that have to be achieved in the
high-rate environment of the LHC. They cover the level-1 trigger (LVL1), the level-2 trigger
(LVL2) and the event filter (EF), aiming at an overall optimization of the decision chain. For
LVL1 the technical design report, covering both the muon and the calorimeter systems, has been
submitted [1-1], and final hardware decisions are imminent. For LVL2 and the EF a progress re-
port and workplan are presented in [1-2]; this will be followed by a technical proposal at the
end of 1999. Consequently the results presented in this report are most advanced for LVL1. For
LVL2, possible algorithms and tentative selection criteria are presented in the context of a de-
tailed discussion on trigger objects and rates, to guide the choice of architecture and help clarify
the role of LVL2 with respect to the EF. For the EF itself, which is expected to use offline-like re-
construction algorithms, the discussion is largely limited to functional requirements.
This report is organized as follows. Chapter 2 summarizes the physics requirements and dis-
cusses the challenges of triggering in the high-rate environment of the LHC. Chapter 3 then
presents an overview of the ATLAS trigger strategy and summarizes the functionality and
aimed-at rate-reduction factors at each trigger level. The simulation tools that are used for trig-
ger performance studies are briefly described in Chapter 4.
The next chapters explain in detail the trigger algorithms and justify the proposed selection cri-
teria. Chapters 5 and 6 are devoted, respectively, to the LVL1 muon and calorimeter triggers.
The trigger objects selected there constitute the input to the higher-level algorithms carried out
in the LVL2 and EF processors and described in Chapters 7–10:
• collection and preparation of data (Chapter 7);
• trigger algorithms per detector system (Chapter 8);
• combination of the results across detector systems for optimal identification of trigger ob-
jects such as electrons, photons, jets. (Chapter 9);
• selection of interesting B-physics events (Chapter 10).
The discussion of the above-listed topics focuses mainly on LVL2, though essential EF issues are
touched upon as well; wherever appropriate, the performance of the trigger selection procedure
is illustrated using a number of benchmark physics channels.
The resulting set of trigger objects is finally input to the global LVL2 decision, which is driven
by lists of hypotheses derived from the list of physics signatures of interest (Chapter 11).
The present report addresses only some of the issues associated with trigger performance. Not
only do the studies presented here need to be extended and consolidated; the overall optimiza-
tion of the trigger implementation, taking into account processing power, data bandwidth and
cost requirements, will be a joint task of the LVL2, EF and Trigger Performance groups during
the coming years. The task of the trigger performance study group in this context is laid out in
the final chapter.
1.1 References
1-1 ATLAS first-level trigger technical design report, CERN/LHCC/98–14, June 1998.1   Purpose and scope of the document 1
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2.1 Physics requirements
The ATLAS physics programme has been outlined in the technical proposal [2-1]. The variety of
signatures translates into the requirement to be able to trigger on final states involving one or
more of the following objects [2-2]:
• charged leptons, both at low transverse momentum (pT) for B-physics, and at high pT for
detecting decays of heavy objects;
• high-pT quark and gluon jets;
• electroweak gauge bosons (W, Z0, γ);
• missing transverse energy carried off by weakly interacting neutral particles such as neu-
trinos.
The feasibility and merits of selecting jets enriched in b-quarks at the trigger level are under
study.
The performance of the trigger systems using data from the various ATLAS detectors (inner de-
tector, calorimeters, muon spectrometer) can be quantified as follows:
• Rapidity acceptance. In the inner detector and the calorimeters, the trigger capability ex-
tends over the same range as the measurement capability (|η| < 2.5 for tracking and elec-
tron identification, |η| < 3.2 for jets, hermetic calorimeter coverage up to |η| ~ 4.9 for
missing-energy measurement). In the muon spectrometer, the trigger chambers cover the
range |η| < 2.4; muon-identification and momentum-measurement capabilities extend
out to |η| < 2.7.
• Transverse-momentum range. The main ‘high-pT’ physics programme requires the ability
to trigger on single leptons with relatively high thresholds of order mW/2, and with
somewhat lower thresholds for multi-lepton triggers. Lepton isolation provides an addi-
tional handle to simultaneously keep trigger thresholds moderate and reject backgrounds
effectively. In the initial physics programme at low luminosity, B-physics studies require
the ability to trigger on low-pT muons with thresholds down to pT ~ 6 GeV. A two-photon
trigger is required for the H → γγ search with a pT threshold ~ 20 GeV, allowing the back-
ground shape and normalization to be understood with high statistics below the mass
peak for a Higgs boson of mass mH > 60 GeV. For jets, much higher ET thresholds must
generally be used given the large cross-section for high-pT QCD processes at LHC, al-
though the possibility of using b-jet tagging at the trigger level might allow somewhat
lower thresholds to be used for multi-b-jet signatures.
• Resolution. The resolution in pT (or ET) determines the sharpness of trigger thresholds.
Because the trigger rate is dominated by processes that exhibit steeply falling pT distribu-
tions, threshold sharpness is essential to limit feed-down of low-pT signals into the pT
range accepted by the trigger.
• Efficiency. Trigger thresholds must be somewhat lower than those applied at the da-
ta-analysis stage, both to ensure high efficiency for the signal and to allow study of the
shape, normalization and composition of backgrounds. In this document, unless stated
otherwise, the threshold values that are quoted correspond to an efficiency of 95% after2   Trigger performance requirements and constraints 3
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in the geometrical acceptance covered by the trigger. It should be noted that for high-pT
objects, the efficiency will be even higher than these values.
• Rates. The trigger rates must be within the limits that can be handled by the trigger,
DAQ/EF and readout systems, as well as the offline reconstruction and analysis system.
• Bunch crossing identification (BCID). The level-1 (LVL1) trigger must identify the bunch
crossing that gave rise to the trigger without ambiguity.
The physics input to the trigger requirements is reviewed in Chapter 11, where physics process-
es of interest are discussed in the context of trigger menus. Detailed technical requirements on
the trigger systems are documented in Refs. [2-3] and [2-4] for the LVL1 muon and calorimeter
triggers respectively; those for higher-level triggers can be found in Refs. [2-5] (LVL2), [2-6]
(Event Filter) and [2-7].
2.2 LHC parameters
Some LHC parameters [2-8], [2-9], [2-10] relevant to the design and performance of the ATLAS
trigger are summarized in Table 2-1.
The time structure of the beams is of importance to the hardware implementation of the LVL1
trigger. Each beam consists of a train of bunches following each other at 25 ns intervals. Proton
injection and extraction require gaps in the bunch structure, resulting in about 20% of the
bunches being left empty.
The design luminosity, 1034 cm-2s-1 quoted in
Table 2-1 implies a total of about 23 events per
bunch crossing.
As illustrated in Figure 2-1 the luminosity will
decay during a fill. The LHC could be filled
several times per day in normal operation, the
filling taking about two hours and the ramp-
ing twenty minutes. The integrated luminosity
delivered to the experiments will therefore re-
sult from a balance between keeping beams
stable in collision with slowly degrading lumi-
nosity and accepting the interruption needed
for a new fill.
The trigger should be able to follow the chang-
ing beam conditions to make optimum use of
the available luminosity, for example by
changing prescale factors during the fill. The
optimization of many trigger selections is de-
pendent upon the amount of pile-up present,
and hence on the luminosity. Issues of pile-up dependence are discussed in Chapters 6 for the
LVL1 calorimeter trigger and Chapter 8 for the LVL2 trigger. A possible change of selection cri-
teria during a fill therefore has to be considered at the LHC.
Figure 2-1 Expected decrease of luminosity of the
LHC beams during one proton fill. The luminosity life-
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centroid should be reproducible within a few millimetres. The design value of the transverse
beam size is 16 µm, but its precise value depends on operating conditions. In the early days of
LHC operation, the beam size may change somewhat from fill to fill; within a fill however, it is
expected to remain constant within a few µm. Once stable operation has been established, the
transverse beam size should be reproducible to better than 50% — much larger variations
would already reflect very poor machine conditions requiring operator intervention (for in-
stance, a 10% increase in both horizontal and vertical beam sizes, at given beam currents, im-
plies a 20% drop in luminosity).
Steering corrector magnets allow the adjustment of the relative transverse position of the beams
to within a small fraction of the beam size. From fill to fill and within a fill, one cannot exclude
that the transverse position of the collision point will fluctuate by up to ±50 µm with respect to
the low-beta quadrupoles (whose magnetic centres define the nominal beam trajectory). For
tracking algorithms it may therefore be necessary to determine at the start of each fill the trans-
verse beam position (in a coordinate system linked to ATLAS detector components), and to up-
date the corresponding parameters of the trigger algorithms. (Only triggers using track impact
parameters would be affected by such changes.)
Table 2-1 Design parameters and performance of the LHC.
Parameters Value





Number of all/full bunches 3564/2835
Design luminosity La 1034 cm-2s-1
Luminosity lifetime 10 h
Number of interactions / beam crossings 23 b
Bunch radius σx = σy 16 µm
RMS length of luminous region 56 mm
Total crossing angle 300 µrad
Stability of beam size during fill few µm
Stability of beam size from fill to fill < 50% change
Stability of transverse beam position during fill < 50 µm
Stability of transverse beam position from fill to fill < 50 µm
a. Assuming beams collide in the ATLAS and CMS interaction regions only.
b. Assuming 70 mb for the inelastic,non-diffractive
proton–proton cross-section.2   Trigger performance requirements and constraints 5
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2.3.1 Overview
ATLAS requires a highly selective trigger — the total inelastic, non-diffractive proton–proton
cross-section of 70 mb corresponds to an interaction rate of 109 Hz at a luminosity of 1034
cm-2s-1. The physics processes of interest have cross-sections that are many orders of magnitude
smaller (see Figure 2-2). Higgs production occurs for mH = 500 GeV (100 GeV) at 10-2 Hz
(10-1 Hz), top production at 10 Hz and W production at ~ 2 kHz. These rates are further reduced
by the small branching ratios to final states for which one can extract the signal from the fierce
background, giving for example for H → γγ (mH = 100 GeV) ~5 × 10-4 Hz.
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decays. Contributions to the muon, e/γ, jet and missing energy trigger rates are discussed in
Sections 2.3.2 to 2.3.5 below.
A background not directly related to the primary collisions may arise from the interactions of
the tails of the proton beams with machine elements (’beam-halo’ background). This back-
ground, which is correlated in time with the beam, has been simulated and its impact on the
LVL1 muon trigger evaluated (see Chapter 5).
A large flux of very low-energy secondaries is produced by interactions of proton–proton
collision debris, especially with forward detector and machine elements, followed by
rescattering throughout the detector and the experimental hall. Thermal neutrons thus
produced are absorbed by nuclei which emit low-energy photons; hadrons and muons are also
produced in some of these cascade processes. All these particles have lost any temporal
memory of a specific collision. Their impact on the LVL1 muon trigger is discussed in
Chapter 5.
2.3.2 Inclusive muon cross section
The rate of muons in the muon spectrometer has major consequences for the performance of the
precision and trigger muon chambers and for the design of the muon trigger system, in particu-
lar with respect to the selection of inclusive low-pT muons at low luminosity. The particle flux in
the spectrometer consists of muons from several sources: semileptonic decays of heavy particles
(b, c, t, W, Z), Drell-Yan and J/ψ production, hadron decays (pi, K), and punch-through particles
from hadrons.
Figure 2-3 [2-13] shows the inclusive muon pT spectrum. Hadron punch-through and shower
leakage are negligible for pT above 3 GeV. The rate is dominated by pi/K decays up to
pT = 10 GeV, and by b and c decays from 10 GeV to 30 GeV. At LHC energies the majority of
b-quark and c-quark production originates from higher-order processes: gluon splitting and fla-
vour excitation. At large values of pT, W and Z decays give sizeable contributions. Muon pro-
duction from direct J/ψ is not included in Figure 2-3; the contribution is roughly two orders of
magnitude less than that from b and c decays.
In Figure 2-4 the pseudorapidity distribution is shown for muons with pT > 5 GeV. The distribu-
tions are flat in pseudorapidity with the exception of muons from top decay (heavy-mass parti-
cles are produced centrally), and muons from pi/K decay. Note that, at fixed pT, the probability
for pi/K decay in the volume up to the calorimeters is constant over the barrel region, where the
path-length increase with increasing η is compensated by the increase in γcτ; however, in the
end-cap region, the ratio of path length to γcτ decreases with increasing η).
Figure 2-5 shows the integrated cross-section. The trigger rate can be adjusted, without loss of
efficiency for heavier objects, by moving the threshold over a wide range of low pT values.
Di-muon rates have been estimated in ATLAS through simulations of K/pi, and spectra.
For direct J/ψ production a colour octet model was used, which is implemented in PYTHIA.
K/pi spectra were calculated from minimum bias events assuming a decay volume of length
±340 cm along z and of radius 150 cm, which corresponds to the radius of the inner detector
plus one additional interaction length. Estimated integrated rates are shown in Figure 2-6. For
the first muon (µ1) in the event, the rates have been integrated over pT > 6 GeV. For the second
bb cc2   Trigger performance requirements and constraints 7
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Trigger Performance 25 August 1998Figure 2-3 Differential cross-section dσ/dpT for inclu-
sive muon production at the LHC. The pseudorapidity
range is |η| < 2.7.
Figure 2-4 Differential cross-section dσ/dη for inclu-
sive muon production at the LHC. The transverse
momentum for the muons is greater than 5 GeV.
Figure 2-5 Integrated cross-section for inclusive muon production at the LHC as a function of the pT threshold.
The pseudorapidity range of the muons is |η| < 2.4.8 2   Trigger performance requirements and constraints
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Trigger Performance 25 August 1998muon (µ2), the rates have been integrated over pT > , and are shown as a function of this
threshold.
2.3.3 Inclusive e/γ cross-section
Figure 2-7 shows the differential cross-section for sources of electromagnetic clusters in the calo-
rimeter; the corresponding integrated distributions are shown in Figure 2-8. The most signifi-
cant source of background for electron and photon triggers is pi0 production in jets. The
requirement of isolation in the LVL1 trigger reduces this background by an order of magnitude.
Further rejection at LVL2 comes from more refined isolation criteria and the use of fine-grained
information from the calorimeter for pi0 rejection (separated em showers from the two photons).
For electrons, additional rejection comes from requiring a high-pT track in the inner detector
matched to the calorimeter cluster.
2.3.4 Jet cross-sections
QCD jets are the main source of triggers, either contributing directly to the trigger rate or indi-
rectly as background to e/γ or τ triggers. The predicted rate suffers from the cumulative uncer-
tainties associated with the following:
• The theoretical prediction of the hard-scattering process cross-section (unknown to with-
in a factor of two), and of the underlying event. The uncertainty is even larger for mul-
Figure 2-6 Di-muon rates in ATLAS for 1033 cm-2s-1. Dashed line: Contributions from K/pi decays where µ1
originates from K/pi, b or c decays and µ2 originates from a K/pi decay. Solid line: decays, including cascade
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Trigger Performance 25 August 1998Figure 2-7 Differential pT distribution predicted for a sample of QCD jets generated with pT > 17 GeV and|η|<2.7. Shown from top to bottom: 1) reconstructed jets (solid) 2) reconstructed b-jets (solid) 3) all electrons
from heavy-flavour semi-leptonic decays (solid), from W decay (dashed), from Z0 decay (dotted) and from tt
(dot-dashed). All the above plots were obtained from fast simulations.
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Trigger Performance 25 August 1998ti-jet events. For example, the Monte Carlo generator NJET predicts, for three-jet events, a
rate about three times higher than the one from PYTHIA 5.7 [2-14].
• The simulation of the parton cascade and of the subsequent hadronization process, that
map parton-level cross-sections onto detectable hadron spectra.
• Issues of jet definition such as choice of jet algorithm, cone size, etc.
• Practical limitations of Monte Carlo techniques; the lower the minimum pT of the gener-
ated partons, the more CPU-intensive the simulation for a given trigger threshold.
• The calibration of jet energies, and the normalization of trigger thresholds with respect to
jets reconstructed at different levels of simulation, using particle-level information or
measured quantities.
Figure 2-9 shows the inclusive differential jet
cross-sections at the LHC and at the Tevatron.
For ET ~ 200 GeV and 400 GeV, the single-jet
rates are 500 and 2000 times larger, respective-
ly, at the LHC than at the Tevatron.
Examples of multi-jet rates at LVL1 are shown
in Figure 2-10 and Figure 2-11 for low and
high luminosity, respectively [2-15]. At the
trigger level the jet rate will be controlled ei-
ther by adjusting the ET threshold, or by ap-
plying prescale factors.
2.3.5 Missing transverse energy
Missing transverse energy may be produced by standard processes such as W→ eν, or may be a
signature of physics beyond the standard model, such as supersymmetric particle production,
in which the lightest supersymmetric particle escapes detection. The measured missing ET is
significantly affected by the calorimeter acceptance and resolution. A missing-ET signature may
be faked by particles traversing insensitive regions of the detector, and/or by statistical varia-
tions in the shower development, detector noise and the effect of pile-up. This will be discussed
in detail in Chapter 6.
Figure 2-9 Inclusive jet cross section at the LHC and
the Tevatron as a function of pT [2-11].
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Trigger Performance 25 August 1998Figure 2-10 Jet rates for jet windows of size ∆η × ∆φ = 0.8 × 0.8 at a luminosity of 1033 cm-2s-1. The left figure
shows the range ET < 200 GeV only, the right figure shows the range ET < 800 GeV.
Figure 2-11 Jet rates for jet windows ∆η × ∆φ = 0.8 × 0.8 at luminosity 1034 cm-2s-1. The left Figure shows the
range ET < 200 GeV only, the right figure shows the same Jet rates up to 800 GeV.12 2   Trigger performance requirements and constraints
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Trigger Performance 25 August 1998Figure 2-12 shows at low luminosity the contributions to from QCD events
(pTparton > 20 GeV), W → eν and W → τν events. It also illustrates the effect of including
(|η| < 5) or of excluding (|η| < 3.2) the forward calorimeter in the case of QCD di-jet events.
Without the forward calorimeter the rate is significantly higher in the interesting region
ETmiss > 50 GeV. Figure 2-13 shows in addition to jets, expected to be the dominant source of
background, the signature of SUSY channels for three representative points in parameter
space.
The inclusive missing-ET trigger requires high thresholds to maintain tolerable rates and is sus-
ceptible to beam-related backgrounds. For the selection of SUSY events the missing-ET signa-
ture will be combined with other signatures, such as those of jets and leptons, allowing lower
thresholds on ETmiss. The menus discussed in Chapter 11 therefore list only the triggers for
which the  signature has been combined with that of other trigger objects.
2.4 References
2-1 ATLAS technical proposal, CERN/LHCC 94–43, December 1994.
2-2 S. George and T. Hansl-Kozanecka (eds.), ATLAS trigger menus, ATLAS note DAQ–NO–121,
June 1998.
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document ATL-DA-ES-0002, March 1998.
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Figure 2-12 Rate versus missing-ET threshold for
W → eν, W → τν and for QCD events including pile-up
for a luminosity of 1033 cm-2s-1; QCD events are
shown for two ranges in η.
Figure 2-13 Rate versus missing-ET threshold for
three different SUSY masses and for QCD events
including pile-up for a luminosity of 1034 cm-2s-1; QCD
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3.1 Introduction
The main challenges at the LHC that have an impact on the experiment’s trigger system are an
unprecedented interaction rate of 109 interactions per second, the need to select rare predicted
physics processes with high efficiency while rejecting much higher-rate background processes,
and large and complex detectors with huge numbers of channels O(107). Decisions must be tak-
en every 25 ns, at the bunch-crossing rate of 40 MHz; at design luminosity, each bunch crossing
contains about 23 interactions. At the end of the decision chain the event storage rate is limited
to approximately 100 Hz, by practical limitations in the offline computing power and storage
capabilities. The average event size is 1 Mbyte [3-1].
The ATLAS trigger strategy foresees a reduction of the event rate at three physical levels: LVL1,
LVL2 and event filter (EF) [3-1]. The accepted rates at each level are given in Figure 3-1. The
LVL1 trigger receives data at the full LHC bunch–crossing rate of 40 MHz. The output rate is
limited by the capabilities of the front-end systems to 75 kHz (upgradable to 100 kHz). The
present estimate of rates, as given in Chapter 11, allows for a safety margin of about a factor of
two on the output rate from LVL1. Furthermore, thresholds are deliberately chosen to be lower
than strictly necessary for the success of the ATLAS physics programme. For example, an in-
crease of 5 GeV in ET threshold for the single, isolated electromagnetic (e.m.) cluster trigger at
high luminosity (from 30 GeV to 35 GeV) would result in a rate reduction of about a factor of
two for that trigger without serious impact on the physics performance of the experiment. Sim-
ilarly, a 2 GeV increase in the pT threshold, from 6 GeV to 8 GeV, for the single-muon trigger at
low luminosity would reduce the rate by a factor of about four for that trigger.
LVL2 and the EF combined will give a reduction factor of order 103, where LVL2 is expected to
provide a reduction of a factor of about 100 resulting in an input rate to the EF of the order of
1 kHz. The optimum sharing of the selection task between LVL2 and the EF remains to be opti-
mized, so the output rate out of the LVL2 trigger should not be seen as frozen as discussed be-
low. Similarly, there is some flexibility on the output rate from the EF.
The following sections describe the essential steps in the trigger decision chain and the trigger
‘objects’ that are used in the selection process. Details of the algorithms and selections are pre-
sented in the following chapters. Technical details of the LVL1 muon and calorimeter trigger im-
plementation are documented in Ref. [3-2]. The status and workplan of the LVL2, DAQ/EF and
DCS projects are described in Ref. [3-3].
The trigger algorithms at LVL1 must be relatively simple in order to be implemented in very
fast custom hardware processors based on ASICs and FPGAs. Much more freedom for algo-
rithm complexity and programmability is available at LVL2 and in the EF. Indeed, both of these
high-level triggers may well be implemented using very similar, or even the same, communica-
tion and computing structures. They are then distinguished only by the way of accessing detec-
tor data and by the framework of software and database access. Simple and fast algorithms are
foreseen for LVL2, whereas more offline-like algorithms are applied in the EF. Technology evo-
lution indicates an increase in CPU processing power by an order of magnitude over the next
five years and an increase in memory density by a factor of four every two years. A firm divi-
sion between LVL2 and the EF is therefore premature and even not desirable. The tasks have to
be specified, but their physical location, where they are executed, may shift with time. The allo-3   Overview of ATLAS trigger strategy 15
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process of adaptation will continue to evolve when the experiment is confronted with real data.
3.2 LVL1 trigger and regions of interest
The LVL1 trigger [3-2] identifies the basic signatures of ‘interesting’ physics with high efficiency.
It forms its decision on the basis of multiplicities for the following local trigger objects for vari-
ous pT thresholds:
• muon,
• e.m. clusters, where isolation can be required,
• narrow jets (isolated hadronic tau decays or isolated single hadrons),
• jets,
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• missing transverse energy,
• total scalar transverse energy.
The muon and calorimeter LVL1 trigger systems are built using simple algorithms to make fast
decisions. Local pattern recognition and transverse-energy evaluation is performed on prompt,
coarse-grained information, which is provided by the fast muon trigger chambers or the tower
summing electronics of the e.m. and hadronic calorimeters.
The LVL1 algorithms are executed by custom electronics, programmable at the level of parame-
ters. The decision time of ~2 µs includes the transmission of signal between the detector and the
trigger electronics. During the LVL1 trigger processing, the data from all detector systems are
held in pipeline memories. When LVL1 has accepted an event, the data are read out, formatted
and initial preprocessing may be applied (e.g. calibration) before they are stored in readout
buffers (ROBs) for use by the LVL2 trigger and the EF.
The LVL2 trigger is largely based on the use of regions of interest (RoIs). With each LVL1 accept
a small amount of information is passed to LVL2 for each object identified at LVL1. For local ob-
jects, such as muons and e.m. clusters, the information provided is position (η,φ) and pT thresh-
old range. These RoIs flag the regions that need to be further analysed by higher–level triggers.
Also provided by LVL1 are the components of the missing-ET vector and the total scalar ET val-
ue, and information on the criteria that led to the event being selected.
LVL2 processors perform local evaluation of the objects identified at LVL1 using the
fine-grained detector data in a window around the position indicated by the RoI. Thus, usually
only a small fraction of the event data needs to be moved from the ROBs to the designated proc-
essor, thereby reducing the required bandwidth and processing power at LVL2.
3.3 LVL2 data collection and feature extraction
At LVL2 each RoI is examined in the detector system from which it originated, i.e. in the muon
or calorimeter system, to see if it is confirmed as a valid object. In parallel or after the confirma-
tion of the LVL1 RoI, additional features may be searched for in other detectors, such as the
SCT/Pixel and TRT. This is the case for muon, e.m. cluster and tau RoIs. Jet RoIs are only proc-
essed in the calorimeters, with the possible exception of b-jet tagging, which requires tracking
detectors to evaluate the impact parameters of tracks. (The feasibility and physics potential of
b-jet tagging is under study.)
The information from all systems is then combined to form more specialized global trigger ob-
jects, which become candidates for muons, electrons, photons, taus, and jets, as well as general-
ized missing–ET and B–physics objects. These LVL2 global objects form the input to the LVL2
global decision. An average processing time of 10 ms per event is currently assumed for the
LVL2 trigger.
B-physics processing is different from standard RoI processing. ATLAS B-physics studies are
based on a low-pT single muon trigger at LVL1. This muon may then be confirmed at LVL2 in
the muon spectrometer system and the inner detector systems. For events retained after this in-
itial selection, a full track search must then be performed to allow decisions based on semi-ex-
clusive B-physics hypotheses. The present strategy is to search for tracks in the TRT with very3   Overview of ATLAS trigger strategy 17
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RoIs) that guide further track searches in the SCT. The reconstructed SCT tracks, giving infor-
mation in three dimensions, allow for the calculation of invariant masses, or they may be ex-
trapolated into the calorimeter or muon systems to confirm low-pT lepton candidates, in
conjunction with the transition-radiation signature from the TRT in the case of electrons.
The RoI information from LVL1 gives the position of the object with a typical resolution ranging
from about 0.2 × 0.2 (leptons and photons) to about 0.4 × 0.4 (jets) in pseudorapidity–azimuth
space. The area over which the LVL2 algorithms require data may be larger than this and has to
be adapted to the detector system in question. For example, for validation of e.m. clusters in the
calorimeters a relatively large region of about 0.5 × 0.5 would be needed in order to repeat the
LVL1 isolation algorithms, taking into account the position resolution from LVL1 and the size of
the window used in the LVL1 algorithm.
In order to minimize processing time at LVL2, the readout format and ordering of data should
be optimized. Studies for calorimeter and tracking systems have shown that preparation of the
data for the algorithms may dominate the processing time, see Chapter 7. An important issue is
the organization of data into ROBs, with the aim of minimizing the average number of ROBs
that have to be addressed per RoI and of making sure that the rate at which any ROB is accessed
is not prohibitive for implementations.
3.4 Event filter
The final online selection step is performed by the EF. Here the full event is collected from the
different data sources (ROBs) and the EF operates on the complete event using full-granularity
data. The processing time available is of the order of seconds. A refined construction is possible
using offline algorithms, though calibration and alignment constants are not yet final ones. Ver-
tex reconstruction and track fitting, including bremsstrahlung recovery for electrons, are exam-
ples of algorithms that could be executed at this level. Other examples are operations that
require larger RoIs than those used at LVL2, such as γ conversion searches or calculations re-
quiring the complete event data; this may be the case for missing ET. The LVL1 and LVL2 results
will guide the EF processing chain, in a mode that is similar to the guidance of LVL2 by LVL1
RoIs. The EF completes the classification of the events, establishes a catalogue of discovery-type
events (‘express line’), and stores accepted events in the database. Events may be directed to
separate output streams, for example if they are needed for calibration or alignment only. De-
tails of the EF are described in [3-3].
3.5 Trigger objects and the trigger decision chain
3.5.1 Trigger objects
Through the selection chain from LVL1 to the EF, the trigger objects are progressively refined
and made more specific. New trigger objects may be added at LVL2 and in the EF. Trigger ob-
jects are combined in ‘physics menus’: lists of selection criteria which will be described in more
detail in Section 3.5.2. The following sections introduce the essential features of the objects and
describe the global decisions at LVL1 and LVL2. Detailed selection criteria at the level of indi-18 3   Overview of ATLAS trigger strategy
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the LVL2 triggers. The trigger menus are discussed in Chapter 11.
3.5.1.1 LVL1 objects
LVL1 objects are inclusive, with a small number of attributes and a set of discrete threshold val-
ues. They are listed in Table 3-1 together with the corresponding η coverage. The number of
thresholds is six for the muon trigger and eight for each of the calorimeter triggers (except for
the total scalar ET trigger for which there are only four thresholds). More precisely, the 'thresh-
olds' of the e.m. cluster trigger and the tau/hadron trigger each consist of a triplet of thresholds
— cluster ET threshold, and two isolation thresholds for e.m. and hadronic ET depositions. The
isolation requirement is relaxed with increasing ET or for two-cluster triggers; no isolation re-
quirement is made for the highest e.m. threshold.
LVL1 trigger selections are normally independent of the pseudorapidity, η, though simple topo-
logical requirements can be imposed. For example, jets that pass a given threshold may be re-
quired to be produced at central pseudorapidities. A trigger selecting large energy deposition in
the forward region (η < -3.2 or η > 3.2) is under consideration.
The LVL1 trigger ensures that trigger objects of the same type are not double counted. However,
overlaps between different trigger categories are not resolved at LVL1. For example, an energet-
ic electron may pass simultaneously as an e.m. cluster, a tau and a jet trigger. Two muons, if un-
balanced in ET, may give a missing–ET trigger. Such redundancies are useful for monitoring the
trigger. The overlaps are taken into account in the global decision at LVL2. No communication
between the systems is available at LVL1. Thus for example, isolation cannot be required for
muons.
In addition to the trigger RoIs, LVL1 may indicate other RoIs, typically at lower thresholds.
These so-called secondary RoIs do not contribute to the trigger decision at LVL1. They are ana-
lysed at LVL2 or in the EF and may contribute to the classification of an event.
3.5.1.2 LVL2 objects
Table 3-2 lists the trigger objects at LVL2. Their principal attributes are, as at LVL1, threshold
and isolation. The complete list of attributes attached to each trigger object is, however, much
richer than at LVL1. For example, the e.m. cluster is described by its transverse energy in several
windows, by its lateral and longitudinal shape and by several parameters that characterize the
Table 3-1 LVL1 Objects and their attributes in addition to ET.
Object
Number of
thresholds Isolation | η | range description
MU 6 no 2.4 muon
EM 8 yes 2.5 e.m. cluster
T 8 yes 2.5 τ → hadrons or single hadron
J 8 no 3.2 jet
XE 8 – 4.9 missing-ET
SE 4 – 4.9 total scalar ET3   Overview of ATLAS trigger strategy 19
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form global objects, e.g. the calorimeter information is combined with the information from the
inner detector and the quantities that characterize the quality of matching between track and
cluster.
The selection criteria may depend on parameters like pseudorapidity. Hence the fine adjust-
ment of parameters in a multi-dimensional space is necessary to achieve optimal background
rejection for the highest signal efficiency. Several varieties of electron candidates may be de-
fined, as motivated by the class of physics processes1. In practice, simplicity and ease of moni-
toring are important criteria, which will limit the choice of algorithms, parameters and selection
cuts. In Chapters 8, 9 and 10 the trigger algorithms are discussed together with the set of key se-
lection criteria associated with each of these algorithms.
3.5.2 Global LVL1 and LVL2 decision
Trigger menus have been derived from the ATLAS physics requirements. They classify the
physics signatures such that a combination of trigger objects is sufficient to select events.
Thresholds and attributes for the trigger objects are optimized to meet the requirement of high
efficiencies and acceptable rates. An initial set of trigger menus for low– and high–luminosity
running is presented in Chapter 11. Despite the large variety of physics subjects at the LHC, a
short list of inclusive single and multi-object triggers, as well as a small number of combined
triggers, are sufficient to cover the present ATLAS physics programme. These menus will
evolve during the lifetime of the experiment, with improved understanding of the detector, de-
velopment of technology and shifting physics interest.
The global decision at LVL1 and LVL2 is made by comparing the list of accepted trigger objects
to the trigger menus.
At LVL1, where the decision must be taken at a rate of 40 MHz, only small amounts of informa-
tion can be transmitted to the central trigger processor (CTP), which combines the information
from the muon and calorimeter triggers. A total of up to 96 menu items are currently foreseen
for the CTP. The triggers are inclusive, and cover physics and detector monitoring, which must
run continuously during physics data–taking.
Table 3-2 LVL2 objects and attributes in addition to ET. Additional attributes are discussed in Chapter 8 and
Chapter 9.
Object Attribute | η | range Candidate for
µ isolation 2.4 muon
e isolation 2.5 electron
γ isolation 2.5 photon
τ isolation 2.5 τ → hadrons
h isolation 2.5 single hadron
j b-tag (|η|<2.5) 3.2 jet
xE – 4.9 missing-ET
1. This is similar to the choice of looser criteria for two-object triggers at LVL1.20 3   Overview of ATLAS trigger strategy
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the development of algorithms and selection criteria to define trigger objects. Once these are de-
fined, the final global decision is straightforward (except for processing of secondary RoIs,
which is discussed below). At LVL2, in addition to requiring combinations of trigger objects, the
menus may include functional decisions like invariant–mass cuts, sum-pT cuts, etc. At present,
mass cuts are only used for B-physics objects, but they could be applied wherever objects of
known masses are part of the hypothesis, e.g. for leptonic decays of the Z0.
Two different trigger objects may originate from the same physical object. For example, if a
menu item requires an electron and a tau candidate, then both of these trigger objects could
originate from the same high-pT electron. The menus of Chapter 11 are sufficiently simple to en-
sure that such cases do not occur. For future extensions of the menus it will be necessary to en-
sure that such cases either add negligible rates or are correctly resolved. This means that prior to
the comparison to the menus, a list of physical objects has to be established. Algorithms will be
needed to compare categories of objects and decide whether they have the same physical origin.
The use of secondary RoIs complicates the LVL2 decision logic. These RoIs may require a sec-
ond loop in the decision after the trigger RoIs have been confirmed. More studies are needed on
the use of secondary RoIs at LVL2. This issue is linked to the overall optimization of LVL2 and
the EF.
3.6 Trigger categories
This status report concentrates on the triggers that are motivated by the ATLAS physics pro-
gramme. The same or additional triggers at lower thresholds are needed to measure the trigger
efficiency for physics processes, and to monitor the detector and trigger performance. This in-
cludes triggers for alignment and calibration. The detector interface group (DIG) is in charge of
collecting the requirements of the detector systems for such triggers.
3.7 References
3-1 ATLAS technical proposal, CERN/LHCC/94–43, December 1994.
3-2 ATLAS first-level trigger technical design report, CERN/LHCC/98–14, June 1998.
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The trigger performance studies reported in the present document rely on a computational
chain that includes the following:
• Event generation, i.e. the simulation of physics processes at the four-vector level using the
standard packages available for ATLAS physics studies (Section 4.1).
• Detector simulation, i.e. the simulation of the detector response to particles. Where possi-
ble, this is carried out in the context of a full GEANT [4-1] simulation (Section 4.2.1).
However, in some cases, a simplified parametrization of detector performance
(Section 4.2.2) is used, for example where a full simulation would require massive use of
computer time and results are not expected to be sensitive to the fine details of the detec-
tor simulation.
• Emulation of the functionality of the trigger decision logic at both level-1 (LVL1) and lev-
el-2 (LVL2) (Section 4.3).
This chapter gives a short overview of the program packages that are used for the trigger per-
formance studies.
4.1 Simulation of physics processes
The PYTHIA simulation package [4-2] has become the default event generator in ATLAS, wide-
ly agreed to be the best-understood and most versatile tool for describing generic hadron colli-
sions. The input parameters reflect the latest measurements from the Tevatron, LEP and HERA.
The parton distribution functions used for the simulations are the present PYTHIA defaults
(CTEQ2L, leading order). For heavy quarks the Peterson fragmentation function is applied,
with εb = -0.006 and εc = -0.07.
Most of the results presented in this document are based on simulations with the PYTHIA gen-
erator. However, for a few studies or for comparison with the PYTHIA results, other generators
have been used. For example, minimum-bias events used to simulate pile-up are generated us-
ing PYTHIA or ISAJET [4-3]. The DPMJET package [4-4], which has been carefully tuned on ex-
perimental data to reproduce the particle content and momentum distributions of hadron
collisions, is used as well as PYTHIA to study charged pi → µν and K → µν decays which dom-
inate the low-pT muon trigger rate.
Production cross-sections for both signal and background processes are estimated using pertur-
bative QCD as implemented in the event generators. The predicted cross sections are sensitive
to:
• the structure functions used,
• the Q2 scales used in the evaluation of the QCD coupling constant αs and of the structure
functions,
• the order in QCD perturbation theory that is used in parton-level calculations and ap-
proximations made in the event-generator programs (parton-shower approximation),
• particle masses (in particular the c- and b-quark masses).4   Trigger simulation tools 23
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tation in Monte Carlo generators, has been assessed in the 1998 LHC Theory Workshop1. Scale-
and structure-function uncertainties are at the 20% level, except in cases involving the produc-
tion of light states. Higher-order corrections are usually larger and are not known for all proc-
esses. In most cases they are known for rare signal processes but not for the background
processes, which generally dominate the trigger rates. Even when the corrections are known,
they are most often not incorporated in existing event generators.
The approach adopted by ATLAS is to use lowest-order calculations for the hard-scattering
process. Some higher-order contributions are taken into account within the parton-shower ap-
proximation. For example, the rates for b- and c-quark production include contributions from
gluon splitting and flavour excitation, which are of the same order as flavour creation in the
hard scattering process.
Almost all higher-order corrections increase rates; this could be taken into account by multiply-
ing the lowest-order prediction by a so-called K factor, typically of the order of 1.5 but in some
cases as large as 2. However, such corrections may be kinematics- and cut-dependent, so this
procedure is at best a rough approximation. The rates presented in this report are not corrected
by a K factor and are therefore likely to be underestimated. In any case, as indicated above,
there are large uncertainties on the cross-section predictions.
The uncertainties on the predicted trigger rates are discussed further in Chapter 11. For the
LVL1 trigger there is about a factor of two safety margin between the predicted rate and the one
that can be accepted by the readout and the LVL2 trigger system, using event selection criteria
that comfortably meet the ATLAS physics requirements. Should the actual rate exceed the pre-
dictions by a larger factor, thresholds for inclusive triggers can be raised slightly, reducing the
rate by a factor of two or more with very little impact on the ATLAS physics program.
4.2 Detector simulation
As discussed above, where possible, the trigger performance studies have been carried out us-
ing a detailed simulation of the detector. The tools used for such simulations are discussed
briefly in Section 4.2.1. In some cases it is not practical nor necessary to simulate the detector in
such detail. For initial studies, much can be learned from using fast simulations in which the de-
tector performance is parametrized. The tools used for simulation with a parametrized detector
response are described briefly in Section 4.2.2.
4.2.1 Detailed geometry and detector response
The full simulation of the ATLAS detector is based on the GEANT package. A standard ATLAS
interface to GEANT, the so-called DICE package, is used. The simulation starts, for example
from events generated using PYTHIA. All simulated stable particles, including those created in
the detector simulation program by secondary interactions or from decays of long-lived parti-
cles, are registered in a data structure, the so-called KINE banks. In the detector simulation, the
information from the sensitive detector volumes is recorded in so-called HITS banks. A final
stage in the simulation converts the information from the HITS banks into data similar to those
1. http://wwwth.cern.ch/lhcworkshop98/ps/program.html24 4   Trigger simulation tools
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banks. This gives a realistic description of the information that will be available from the exper-
iment. However, the order and format of the data in the DIGI banks does not correspond to
those expected in the experiment.
Detailed simulation of the ATLAS detector is very slow in terms of computer time needed per
event simulated. Such simulations are therefore restricted wherever possible to the interesting
part of the event. The time to simulate fully a di-jet event, even when restricted to the pseudora-
pidity range |η| < 2.7, is 1000 s, with tails of up to 4000 s on an HP 735 computer [4-5]. An
event simulated in this range and including the pile-up expected at design luminosity has a size
of 14 MBytes when stored in the format used by the detector simulation package.
4.2.2 Averaged detector geometry and parametrized detector response
The package ATLFAST [4-6] performs fast simulations, which take into account the detector res-
olution in a parametric way. Generated particle quantities are smeared according to the expect-
ed experimental resolutions to simulate quantities such as measured energy or reconstructed
track momentum. This approach has been shown to accurately simulate the distributions of re-
constructed quantities and resolution functions in comparison with those extracted from the
full simulation, provided the transverse momentum of the corresponding particle or jet exceeds
20 GeV [4-7].
Such fast simulations are commonly used in ATLAS for physics performance studies. Here,
they are used for some trigger performance studies for the LVL1 calorimeter trigger (with an
improved simulation of the calorimeter response as discussed in Section 4.3.2), or when large-
statistics event samples are needed.
4.3 Trigger simulation
4.3.1 Standard simulation (ATRIG)
ATRIG (ATLAS Trigger Simulation) is the standard package for trigger simulation studies. It
uses the detailed data generated by the DICE+GEANT package and simulates the functionality
of the trigger. The results are stored in banks of the ATLAS database (ZEBRA) and in addition in
PAW Ntuples that allow interactive analysis.
The package is organized in a modular way to allow easy replacement of algorithms. Software
switches control the program flow and allow the selection of small subsets of modules for pro-
totyping. Major program phases are job initialization, event initialization, event processing and
corresponding process, event and job terminations. The aim is to provide a toolbox of algo-
rithms and a solid but simple framework for prototyping, development and production.
It is essential that the internal interfaces of ATRIG reflect the data exchange expected for the real
trigger processing. Additional information has been added for diagnostic purposes. Examples
are the 'truth' information, such as the KINE origin of a hit in the inner detector, or the isolation
variables of the LVL1 calorimeter trigger, which are not available directly from the real LVL1
calorimeter trigger.4   Trigger simulation tools 25
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execution is available in the present software environment. The major steps in order of execu-
tion are:
• the LVL1 calorimeter and muon trigger simulation,
• the LVL1 global decision,
• the LVL2 simulation, which is controlled by a supervisor routine,
• the final LVL2 global decision.
The LVL1 muon and calorimeter trigger simulations were extensively used to develop and opti-
mize the algorithms that are now proposed for hardware implementation [4-8]. The code was
written by the groups that built the hardware.
The LVL1 muon trigger forms, within predefined windows, coincidences of hits from the fast
RPC or TGC chambers. The fine-tuning of the window size requires full simulation, which takes
into account the details of the chamber layout, the material traversed and the detailed map of
the toroid field. The trigger coincidence logic is simulated in the same way as it will be used in
hardware (Chapter 5).
To simulate the LVL1 calorimeter trigger, the cell transverse energies are summed up in trigger
towers separately for electromagnetic (e.m.) and hadronic calorimeters. The algorithms operate
on the resulting matrices of e.m. and hadronic transverse energies in (η, φ) space. Algorithms
are implemented for the following triggers: e.m. cluster, jet, τ/hadron, and ETmiss/sum(ET).
These are discussed in Chapter 6.
The LVL1 calorimeter and muon triggers provide, respectively, eight and six transverse-mo-
mentum thresholds per trigger object. The LVL1 results are the multiplicity of trigger objects per
threshold. These multiplicities form the input to the global LVL1 decision. When a global LVL1
accept occurs, region-of-interest (RoI) information is stored for use by higher-level triggers. The
minimum information transmitted per RoI is the position in (η, φ) and the threshold range.
The detector systems used by the LVL2 trigger are the muon trigger and precision chambers, the
calorimetry, and the inner detector. The TRT and the SCT/Pixel detectors are treated as inde-
pendent systems. The LVL2 supervisor routine derives generalized RoIs from the LVL1 RoIs
and distributes these to the code for the LVL2 systems for processing by the corresponding algo-
rithms (feature extraction). Each algorithm chooses the RoI size that is appropriate for collecting
the raw data and performs its operations on these data. These algorithms are described in detail
in Chapter 8. The results are so-called ‘features’, e.g. e.m. cluster candidates or track candidates,
which are stored in feature banks.
These features are then input to algorithms that combine the information from different detec-
tor systems, e.g. track candidates from the TRT and SCT are combined, or track candidates are
matched to calorimeter clusters, or the isolation of muons is evaluated in the calorimeters
(Chapter 9). The results are global trigger objects like electrons, photons, taus, and corrected
missing ET. Each of these objects is characterized by a list of attributes that describe its essential
features (e.g. ET and position for a cluster), its quality (e.g. isolation, shape factors, number of
hits on a track) and its relationship to LVL1 and LVL2 objects (e.g. LVL1 RoI of origin).
The simulation of the B-physics trigger is not yet part of ATRIG. It is being studied in several
standalone packages, as described in Chapter 10. A design for implementation in ATRIG exists.
The B-physics processing is a package in itself with its own supervisor routine and decision log-26 4   Trigger simulation tools
ATLAS Status Report
Trigger Performance 25 August 1998ic, but using existing tools in ATRIG. The processing is started following the confirmation of the
muon at LVL2. A full scan of all TRT data is first performed to identify track candidates. From
these, RoI information is calculated and the track search is extended to the SCT/Pixel detectors.
This results in three-dimensional track candidates. These may be further scrutinized in the calo-
rimeter or muon systems to find muon and electron candidates. A list of semi-inclusive hypoth-
eses is checked, and the decision is returned to the LVL2 supervisor routine.
The global LVL2 trigger decision takes as input the global objects and the list of selection criteria
(so-called trigger menu) described in Chapter 11. The trigger performance studies have concen-
trated on the development and evaluation of the algorithms and their selection criteria. Sets of
such criteria are chosen so that signal efficiency and background rejection are optimized.
The performance of the LVL2 trigger algorithms has been evaluated in the ATRIG framework,
or using parts of ATRIG in a standalone mode, or using other stand-alone packages. To facilitate
these 'benchmarking' studies and prototyping of LVL2 algorithms in stand-alone mode, the
data collected within RoIs can be written to ASCII files. A set of detectors of interest can be se-
lected. The geometry and readout information, needed by the algorithms, is included in these
files, as well as KINE information for diagnostic purposes. The feature information from ATRIG
is added to allow comparison of results. Providing these ASCII data files frees the developer
from the overhead of using the full ATLAS offline software and allows more compact and faster
executables.
For several reasons it is sometimes necessary to generate so-called 'fake' trigger information,
when the required 'raw data' information is not available. For example, when calorimeter infor-
mation is missing from simulated event samples, the electromagnetic and hadronic matrices
used by the LVL1 calorimeter algorithms can be derived from the KINE particle information, in
a similar fashion to the simplified treatment in ATLFAST. After this the LVL1 algorithms can
run normally. ATRIG allows the insertion of such 'fake' information into the data structure at a
small number of well-defined interface positions. The 'fake' information is normally derived
from the KINE information and is flagged as such. It is needed for the following cases:
• The events were not fully simulated, e.g. event files were generated for the study of the
inner detector, without simulating the calorimeter information.
• The trigger code is not yet available.
• The probability for finding a ghost trigger object has to be evaluated. For example, to de-
termine the probability of finding a ghost track, the track search has to work within a
'fake' LVL1 e.m. RoI that does not correspond to a true e/γ trigger.
4.3.2 Fast simulations of LVL1 calorimeter trigger
When large numbers of events are needed or full simulation is too CPU-intensive, a particle-lev-
el simulation with parametrized detector response is used. These simulations are adequate for
the study of calorimeter objects like jets, ETmiss and sum(ET) where details of the shower shape
are not of critical importance. They were extensively used for the comparison of alternative
LVL1 calorimeter algorithms. They include, in addition to a fast simulation of the calorimeter
response, a detailed simulation of the LVL1 calorimeter trigger. Also implemented is the simula-
tion of the full pulse history of up to 25 preceding bunch crossings for studies of the effect of
pile-up and the simulation of the bunch-crossing identification (BCID) logic, which is crucial to
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been used:
• Simplified detector description and use of parametrizations of the hadron and e.m. show-
er shapes. Both the longitudinal and lateral shower shape are simulated [4-9]. For the cal-
orimeter resolutions the values for the expected performance are used.
• Parametrization of the longitudinal energy sharing between the e.m. and hadronic calo-
rimeters. The calorimeter response and resolution functions have been determined from a
full DICE/GEANT simulation for single charged pions and photons [4-9].
Results from both these simulation programs are presented in this report.
4.4 Data sets
All datasets are generated assuming perfect detector alignment. Noise, misalignment and ineffi-
ciencies can be introduced before the trigger-simulation stage. The event samples are generated
without pile-up, which is added in a second step. The most frequently used event samples were
also written to tape with pile-up added corresponding to a luminosity of 1034 cm-2s-1.
To save computer time, only parts of the events or parts of the detector were simulated. For
studies of inner detector algorithms or of e/γ identification, the detector simulation is per-
formed for particles within |η| < 2.7 only. Events for B-physics studies or studies of the inner
detector are typically simulated within the inner-detector volume only.
For efficient generation of QCD events, the threshold and η range of the initial partons are cho-
sen close to the jet ET of interest and the η range covered by measurement or by the trigger. The
correction factors for trigger rates, necessitated by this procedure, depend on the jet ET and on
the trigger type. They are determined from smaller event samples or fast simulations. In the
case of the e/γ trigger they are about a factor of 1.5 and known to ~15%. Further unbiased prese-
lections are made at the particle (KINE) level before submitting the events for full simulation.
4.4.1 Event samples
Samples of single electrons, photons, pi0s, charged pions and muons are extensively used to de-
velop, test and tune the algorithms. They are generated uniformly over η and for a fixed pT or
uniformly over a pT range. These events allow a detailed scan of the detector, and are easier to
interpret than physics events.
Specific physics channels, such as H → γγ or A → ττ, are used in addition for tuning the algo-
rithms. The event samples are described together with the corresponding algorithm studies in
Chapters 8 and 9. Large event samples were generated for studying B-physics performance and
B-physics triggers, as discussed in Chapter 10.
The LVL1 e/γ and τ/h triggers are dominated by background from high-ET jets. The LVL1 e/γ
trigger is expected to operate with ET thresholds in the range 20–30 GeV, which indicates the
range of jet transverse energy relevant for background calculations. Rates and background-re-
jection factors are calculated using high-statistics sets of QCD jet events with pT > 17 GeV for
the hard scattering process. The selections applied to this event sample were tailored to offline
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jets). These QCD jet samples are listed in Table 4-1.
4.4.2 Simulation of pile-up
Minimum-bias events, used for simulating pile-up, are described in [4-10] and [4-11]. The aver-
age charged-particle multiplicity per unit of η, dN/dη, for a single minimum-bias event is 7.5
(no pT cut), falling to 0.64 for pT > 1 GeV and 0.006 for pT > 5 GeV. The average number of min-
imum bias events per bunch crossing is 23 at high luminosity (1034 cm-2s-1). In each bunch
crossing about 1600 neutral and 1900 charged particles are produced over |η| < 5. The total en-
ergy deposited over |η| < 2.5 is about 200 GeV.
In addition to the pile-up of the trigger bunch crossing, slow detectors see the signal of preced-
ing or subsequent bunch crossings. For the liquid-argon calorimeter 25 bunch crossings must be
considered, which corresponds to about 700 minimum-bias events at high luminosity.
Several methods are used to simulate pile-up.
1. The approach taken for most of the full simulations is the addition of an effective number
of minimum-bias events, taken from a Poisson distribution with mean of 48, 32 and 24 for
the calorimeters, TRT and SCT/Pixel, respectively. The signals are added to the signal
event (at the GEANT HIT level), without accounting for the difference in time. This meth-
od is simple but approximate and has been checked in most instances to reproduce the re-
sults obtained from more accurate methods. It overestimates the pile-up noise for the
TILECAL and forward calorimeters, which are faster than the electromagnetic calorime-
ters. The most serious drawback of this method is that it does not provide direct estimates
of the pile-up from neighbouring bunch crossings and can therefore not be used to simu-
late BCID algorithms.
2. A more correct, but more complicated and time consuming, approach is to consider the
time history of pulses over many bunch crossings. A package has recently been included
in the ATLAS offline software, which does this for the calorimeters, taking into account
the pulse shape as described in [4-11], and preserving the correlations between the inner
detector and the calorimetry for bunch crossings [4-12]. Five consecutive bunch crossings
are calculated and stored, thus allowing a realistic simulation of the BCID logic. Such sim-
ulations were also performed for the LVL1 calorimeter trigger within a number of stand-
alone programs developed before time history information was available in the standard
ATLAS software.
Table 4-1 QCD event samples for the study of jet rates and e/γ and τ/h trigger rates.
Selection of initial partons Particle level selection
∆η × ∆φ and ΕΤ threshold
event sample |η| pT e.m. cluster jets
Standard di-jets < 2.7 > 17 GeV 0.12 × 0.12
> 17 GeV
10 × 1.0
2 × 40 GeV




LVL1 low ΕΤ di-jets < 7.0 > 10 GeV 0.20 × 0.20
> 10 GeV
1.0 × 1.0
2 × 35GeV4   Trigger simulation tools 29
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5.1 Introduction
In this chapter we present the main results on the expected physics performance of the muon
trigger system. A detailed simulation of the relevant detector components as well as the logic of
the trigger was made and is used to both optimize the system and confirm that the appropriate
performance requirements, as outlined in Ref. [5-1], have been met.
The muon trigger simulation is discussed (Section 5.2), and the analysis of the geometrical
acceptance using this simulation reported (Section 5.3). The algorithms used by the trigger
system are introduced (Section 5.4) and the performance of the trigger analysed (Section 5.5).
The trigger rates arising from known processes producing muons have been calculated
(Section 5.6), as well as those from other particle fluxes present in the experimental hall
(Section 5.7). The discussion in this Chapter closely follows that of [5-2], Chapter 14.
5.2 Simulation of the muon trigger
In order to understand the performance of the ATLAS LVL1 muon trigger, detailed simulations
of both the ATLAS detector and trigger have been made. These include modelling of the passive
material of the detector, of the active volumes and detector response of the muon trigger
counters, and detailed simulation of the hardware and logic of the muon trigger itself. This was
done in the framework of the standard ATLAS simulation packages, using GEANT 321 [5-3] to
describe the detector geometry in the DICE [5-4] program, and the ATRIG [5-5] package to
simulate the trigger response.
5.2.1 Material of the detector and magnetic field
The material through which muons pass prior to traversing the trigger counters plays an
important part in determining the acceptance of the trigger coincidence windows through the
contribution of multiple scattering to the measured residual in the trigger chambers. The
material in front of the trigger chambers are: the inner detector, the calorimeters, both hadronic
and electromagnetic, and the end-cap and barrel toroids. In both the barrel and the end-cap this
material is dominated by the tile and liquid–argon calorimeters, as shown in Figure 5-1. The
total material between the interaction point and the muon system constitutes between 10 and 15
absorption lengths, with somewhat more material in the region of the barrel–end-cap interface
at |η|~1.15. For lower momentum particles this material serves as a barrier between the
interaction point and the trigger chamber planes; in the barrel, muons with pT below 3 GeV are
absorbed. All this material is included in the DICE simulation package. Material arising from
cables, cooling components and other elements of the detectors that have yet to be finalized are
not included in the simulation. They can be neglected relative to the material of the
calorimeters.
A precise map is made of the three–dimensional magnetic field arising from the barrel and end-
cap toroids as well as the field of the central solenoid and hadron calorimeter which acts as the5   LVL1 muon trigger algorithms and performance 31
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tracked. The magnetic configuration used to calculate the field map is described in [5-6].
5.2.2 The trigger chambers
In the ATLAS detector simulation particular care was taken in describing the different
technologies of the muon spectrometer: monitored drift tubes (MDT), constituting the precision
chamber system1, and resistive plate chambers (RPC) and thin gap chambers (TGC), forming
the trigger system, are all simulated in detail with regard to the geometry and material
composition. Layers of sensitive regions are interleaved with layers of passive material. The
basic parameters and complete layout of all muon detectors are described in the ATLAS muon
database [5-7]. A three–dimensional view of the simulated trigger system is shown in Figure 5-2
and in Figure 5-3.
Trigger signals for the LVL1 muon–trigger are provided by the trigger chambers: RPCs in the
barrel and TGCs in the end-cap. In order to understand the many triggering issues raised by the
performance of the trigger chambers these chambers have been modelled in detail within the
Figure 5-1 Contributions of the various ATLAS detectors to the absorptive thickness shielding the muon system
from primary collision products.
1. Cathode strip chambers (CSCs) provide the precision measurement of muon position and momentum
for η > 2, in the first muon station. The CSCs are not modelled in the present simulation; MDT chambers
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a single wire. In the RPC, cluster size is modelled with an upper limit of two strips hit per track.
Full hit efficiency for charged particles traversing active volumes is assumed in both
subsystems. Within the active volumes spacers within the gas gaps are modelled. Effects that
cause the chambers to deviate from their nominal geometry, such as temperature related effects
and chamber displacement or deformation are not simulated.
This simulation was used to optimize the design of the chamber geometry and the read out
segmentation. It reproduces exactly the currently envisaged configuration of the chamber
layout. This precise modelling allows the investigation of geometrical issues such as overlaps
and acceptance holes which are crucial to the understanding of the trigger performance. For
each subdetector in the simulation one layer of strips or one layer of wires is defined as a
sensitive plane and digitization is modelled using the GEANT tracking of particles through the
simulated detector volumes to determine the hit position.
5.2.3 Simulation of the trigger logic
The digits from the simulation of the trigger chambers are passed to a detailed simulation of the
hardware trigger logic. The full logic of the trigger, as well as the coincidence matrices are
modelled. The details of the trigger electronics are discussed in Chapters 11 and 12 of Ref. [5-2],
and the simulation of the logic is presented in Section 5.4.4.
The only significant aspects of the trigger that are not included in the simulation used for the
performance studies are the timing information and the simulation of expected noise.
Dedicated GEANT simulations and numerical calculations have been performed to evaluate the
effect of these phenomena on trigger rates and performance [5-8], [5-9].
Figure 5-2 Three–dimensional view of the simulated
trigger system: resistive plate chambers (RPCs) in the
barrel region, thin gap chambers (TGCs) in the end-
cap region.
Figure 5-3 Transverse view of the simulated trigger
system with a longitudinal cut at φ=0°.5   LVL1 muon trigger algorithms and performance 33
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5.3.1 Introduction
It is important to evaluate the effect of the geometrical acceptance on the trigger performance
[5-10]. The analysis of the geometrical acceptance of the trigger system is based on the layout
description available in the ATLAS muon database [5-7]. The layout of the trigger system, RPCs
in the barrel and TGCs in the end-cap, are shown in Figures 5-2 and 5-3.
5.3.2 Trigger chambers
The trigger system in ATLAS is composed of the RPC (|η|< 1.05) and the TGC (1.05 < |η| < 2.4)
subsystems ([5-2]). The acceptance of the low–pT trigger in the barrel system is defined by
tracks producing hits in at least three of the four inner trigger planes. The acceptance of the
high–pT trigger is defined by tracks within the low–pT acceptance and additional hits in at least
one of the two planes of the outer station. For the TGCs the low–pT acceptance is defined by
tracks with three out of four possible hits in the outer two trigger stations (two doublet units);
the high–pT trigger acceptance is defined by tracks within the low–pT acceptance and at least
two hits in the three planes of the inner trigger station (triplet unit).
In Figure 5-4, the geometrical acceptance for
very high–pT muons as a function of η,
integrated over the azimuthal angle φ, is
shown for both the low– and the high–pT
configurations. This calculation considers only
the geometry of the trigger system, and all
generated tracks traversing the appropriate
sensitive regions are considered to lie within
the acceptance. No treatment of trigger
coincidence windows is included in the
analysis. The acceptance is limited by losses
due to the presence of magnet and support
structures (support feet of the inner detector
and calorimeter and coil support ribs), and the
space allowed for services.
The acceptance as a function of φ, averaged
over η and in the range |η|< 2.4, is shown in
Figure 5-5. The loss in acceptance due to the
feet is seen in the two regions around 270
degrees, as well as the eight–fold modularity
due to detector and magnet structure.
Tracking very high–pT muons through the
trigger system, the total acceptance loss in the
region |η|< 2.4 and integrated in azimuth is ~6% for the low–pT coincidence, whilst for the
high–pT coincidence the acceptance loss is ~6.5%. The average acceptance of the muon–trigger
system in the region (|η|< 2.4) is shown in Table 5-1, normalized to the system coverage
(|η|< 2.4). These calculations neglect the loss of acceptance due to alignment corridors (which
require holes in the trigger counters) and due to holes in the TGCs for the displacement cables
Figure 5-4 Trigger acceptance integrated over φ as a
function of pseudorapidity for low-pT (dashed line) and
high-pT (solid line) trigger settings. The acceptance
loss at η=0 can be seen as well as that due to support
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geometrical overlap between the barrel and end-cap systems in the transition region, is ~0.77%
and ~0.15% for the low– and high–pT coincidences respectively, within the trigger acceptance
(|η| < 2.4). It should be emphasized that logic exists in the MUCTPI [5-2] to ensure that only a
single LVL1 trigger is given for such triggers; this calculation excludes the effect of such logic.
5.3.3 Transition region
At the transition between the barrel and the
end-cap subsystems (|η| ~1.05), a non-
pointing gap along the z–axis was left
unequipped, as can be seen in Figure 5-3. This
allows permanent access to the barrel volume
and the passage of services.
The trigger acceptance and the probability
that single muons are identified in both
subsystems in this region have been
investigated in the region 0.8 < η < 1.2
accounting for magnetic field and the material
of the inner detector. This is shown in Table 5-2 for various pT values.
In the present layout an additional layer of RPCs was added at the end of the barrel in the
sectors covered by large chambers in such a way as to make the system as projective as possible
in the bending plane. The additional chambers substantially increase the trigger acceptance in
the region 1.0 < |η| < 1.1, relative to the layout described in [5-6].
Figure 5-5 Trigger acceptance as a function of φ, averaged over η, in the range |η|<2.4. The structures around
270° arise from the support feet, whilst the periodic acceptance loss is due to the coil support ribs.
Table 5-1 Average acceptance of the Level-1 muon
trigger system, normalized to the region |η|< 2.4
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around the coil support ribs. A modified layout was investigated where very small chambers
are added at either side of each rib at η = 0.3, 0.7 and 1.0 in all six small standard sectors. The di-
mension of these new chambers is about 760 × 300 mm2 (active area) and their addition would
result in an increase in acceptance of about 4%, normalized to the barrel region |η| < 1.05.
5.3.4 Higgs to four muons: studies of the detector acceptance
Higgs boson decays to four muons are a
benchmark process for muon detectors at the
LHC. In order to evaluate the effects of the
muon–trigger acceptance on the Higgs
detection capabilities, a sample of Standard
Model Higgs decays to four muons (H → ZZ∗
→ 4µ) was submitted to the trigger detector
simulation, for several values of the Higgs
boson mass in the range 120−180 GeV. We
estimate that a dimuon–trigger will accept
more than 99% of the Higgs events. The single
muon–trigger has an efficiency close to 1 for
triggering such events. Details of the
acceptance of three or four detected muons are
shown for a 140 GeV mass Higgs boson in
Table 5-3.
5.4 Track finding algorithms
5.4.1 Overview
The LVL1 muon trigger is based on the measurement of muon trajectories in two or three
different planes (called stations). Muons are bent by the magnetic field generated by the toroids
and their angle of deflection depends on their momentum, the field integral along their
Table 5-2 Double counting of muons in the region 0.8 < η <1.2, for muons of pT = 500, 20, 6 GeV. The
acceptance shown is for µ+, with the results for µ− in parenthesis. (The acceptance for µ+ and µ− is reversed for
η < 0).
(0.8< η<1.2) Double-counting rate Acceptance

























Table 5-3 Geometrical acceptance of the LVL1 muon
trigger for the process H → ZZ∗ → 4µ, for a 140 GeV
mass Higgs boson. Acceptance is shown as a function
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energy loss fluctuation is also important for low-pT triggers.
The differences from the infinite momentum track are measured using three trigger stations,
Figure 5-6. The trigger plane farthest from the interaction point, in the end-cap, and nearest to
the interaction point in the barrel, is called the pivot plane. The two different lever arms from
the pivot to the other two trigger planes provide two different measurements of the residuals.
The two different lever arms allow trigger thresholds to cover a wide range of momenta: the
shorter lever arm (the pivot and station 2) covers a lower-momentum region and the longer one
(the pivot and station 1 for the end-cap, the pivot and station 3 for the barrel), a higher-
momentum region.
The residual distribution in a region (r, φ) on the pivot plane reflects the momentum spectrum of
muons passing through that region. The LVL1 muon trigger uses the residual distribution in
order to discriminate muons with transverse momentum above some threshold from those
below that threshold.
Each hit found in station RPC1 (TGC3) is extrapolated to station RPC2 (TGC2) along a straight
line through the interaction point. A coincidence window is then defined around this point,
where the window’s size depends upon the required pT threshold. The low-pT trigger condition
is then satisfied if, for both projections
• there is at least one hit within the coincidence window
• at least one of the two low-pT stations has hits in both trigger planes, to satisfy the three-
out-of-four majority logic.
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the window the lower the threshold.
A similar procedure is performed for the high-pT trigger, where the planes of RPC3 (TGC1)
together with the pivot plane are used. The high-pT trigger is satisfied if
• the track passes the low-pT criteria, and
• in the barrel at least one hit in the two trigger planes of RPC3 are in coincidence, and in
the end-cap if at least two of the three planes of TGC1 in the η view, and one of the two
planes of TGC1 in the r−φ view, are within the appropriate coincidence window.
In the end-cap, read out segments (wire groups and strips) in the three trigger stations are
aligned projectively so as to point to the nominal primary vertex position. Wire groups in the
three successive active layers of a triplet unit in station 1 are staggered by one third of their
width relative to one another. Those in the two active layers of the doublet units of TGC2 and
TGC3, and the strips in all stations, are staggered by half their width. This staggering makes the
effective position resolution one third or one half of the width of the actual read out segment.
In the barrel, strip segments are similarly projective. Staggering is by approximately half a strip
width in the central region of the detector (η < 0.6) and by somewhat less in the higher η
regions.
The muon trigger is divided into regions in (η, φ) where independent thresholds can be set, i.e.
where independent trigger windows can be used. This segmentation is discussed in [5-2].
A time coincidence among hits is also required, to
• identify the bunch crossing,
• reduce the trigger rate from accidental coincidences induced by the cavern background.
The timing procedure of each of the two subsystems is described in Ref. [5-2] (Chapters 11 and
12); the proposed procedure is equivalent to the setting of a time gate of 22 ns in the barrel and
31 ns in the end-cap, where logic exists to ensure that the appropriate bunch crossing is
triggered.
5.4.2 The end-cap trigger logic
The trigger logic of both end-cap and barrel subsystems is described in more detail in [5-2].
Here the end-cap trigger logic is only briefly sketched.
5.4.2.1 Trigger segmentation
The segmentation of the end−cap trigger is shown in Figure 5-7. This figure shows a single
octant in each of the two end-caps with the segmentation into trigger towers. A trigger tower is
the smallest unit in which a trigger decision is made. The numbering scheme shown is the one
used in the simulation.38 5   LVL1 muon trigger algorithms and performance
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The low-pT trigger uses station 2 and station 3 (the pivot plane — see Figure 5-6). As show in
Figure 5-8, the low-pT coincidence matrix receives input signals from 32 channels from each
TGC counter as well as from neighbouring channels in adjacent counters to account for
boundaries. The low-pT trigger requires a 3-out-of-4 coincidence in the layers of stations 2 and
3. In the coincidence matrix, the local coincidence ensures that two hits in two sensitive layers in
a chamber are produced by a single charged track. To reject background hits from soft particles.
The coincidence logic outputs δr and δφ in the bending and non-bending directions for each
coincidence and the hit positions in the pivot station. The results are sent to the high-pT trigger
logic, where the coincidence between hits in the pivot and station 1 is processed.
5.4.2.3 High-pT trigger logic
The high-pT trigger demands the low-pT trigger criteria and additionally a 2-out-of-3 majority
coincidence in the layers of station 1. The results are encoded and sent to the high-pT
coincidence matrix where the results of the low-pT coincidence and hits satisfying the high-pT
criteria in station 1 are fed into a matrix where a two-fold coincidence is performed (see
Figure 5-9). When the high-pT demands are met, δr or δφ and the track position in the pivot
station are encoded. The coincidence matrix for the high-pT trigger has larger dimensions than
that for the low-pt trigger: −15 to +15 units of the effective segmentation in δr and -7 to +7 in δφ,
in order to accommodate a larger range of window sizes. If a trigger candidate does not satisfy
the high-pT trigger criteria with any hits in station 1, the candidate is tagged as a low-pT trigger
candidate. The results of the high-pT trigger coincidence are sent to the sector logic.
Figure 5-7 The trigger segmentation of the end-cap muon trigger. A single octant in each end-cap is shown













































YH51V025   LVL1 muon trigger algorithms and performance 39
ATLAS Status Report
Trigger Performance 25 August 1998Figure 5-8 The three-out-of-four coincidence matrix of the end-cap low-pT trigger.
Figure 5-9 The two-fold coincidence matrix of the end-cap high-pT trigger.
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In the sector logic, trigger candidates in both
the bending and non-bending directions are
merged by the r-φ coincidence matrix. Data
from the high-pT matrices together with δr
and δφ are fed into an r-φ matrix according to
the position on the pivot plane of the trigger
candidate and the flag indicating a low or
high-pT trigger. The r-φ coincidence matrix is a
bitmap of dimension of n × m : n and m bits for
the bending and non-bending direction
respectively, which correspond to the size of
the low and high-pT coincidence matrices.
(For low-pT this is 15 × 7 and for the high-pT
31 × 15.) Six 2-dimensional windows
correspond to the six different pT thresholds
encoded in the bitmaps. A schematic drawing
of the r−φ coincidence matrices is shown in
Figure 5-10. In the simulation program
window sizes are stored in bitmaps to allow
an exact duplication of the true logic of the
trigger.
5.4.2.5 Treatment of overlap of neighbouring chambers
In order to prevent inefficiency, neighbouring TGC units are overlapped in both the r and φ
directions. This allows the possibility that a single muon passing through the overlap region
gives two triggers. In the r direction fake double triggers are prevented using logic in the Patch-
Panel, where an OR is made of the channels of wire groups of the counters in the overlap
region. As a result, the four (station 1) or five (station 2) counters at a single r and the
corresponding end-cap counter, appear to be a single large chamber. In φ, the physical overlap
exists, but those strips in the overlap region from the pivot plane are not read out, as shown in
Figure 5-11. In the other station, all strips are read out. The actual overlap between the strips
which are read out is only half of their width, so that both inefficiency and fake double triggers
are minimized.
5.4.3 Declustering algorithms
Due to charge spread, cross talk or background, it is possible that a few neighbouring read out
segments (wire groups or strips) may fire. Such hits can potentially produce multiple triggers.
To reduce the combinatorial effect on the number of triggers, a declustering procedure is
applied in both the barrel and end-cap trigger logic. In the barrel only the central hit (or two
hits, in the case of an even number) is allowed to participate in the formation of trigger
coincidences. The maximum multiplicity that can be handled is a system parameter; above that,
a certain number of hits will survive, depending on the reduction rules. In the end-cap, centre
finding logic is implemented which selects only the second channel of sequential hits. This is
implemented after the coincidence matrix on the Slave Board and High-pt Board. Figure 5-12
shows the logic of the centre finding.
Figure 5-10 A schematic drawing of the r−φ coinci-
dence matrices in the sector logic of the end-cap trig-
ger. The bit content of the input δr and δφ is shown,
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The purpose of the trigger simulation is not only to evaluate the performance of the system, but
also to optimize the trigger logic design. The trigger simulation should be flexible and duplicate
in detail the hardware of the trigger logic in order to optimize parameters such as read out
segmentation and the size of the coincidence matrices, as well as to debug the logic itself. This
optimization is fed back to the design of the logic.
All the logic of the hardware of the trigger system is duplicated in the simulation of the trigger
logic used for the performance studies of this document. The simulation of the end-cap trigger
is discussed in detail in [5-11]. All coincidences are performed using the appropriate granularity
of the relevant trigger matrix and the rules and constraints on the allowed multiplicity in the
logic at any single point are followed within the simulation. In the barrel, the staggering of the
RPC strips and the declustering algorithm are not yet included in the simulation used here. No
timing information is currently included in the simulation of either subsystem; this is not likely
to impact significantly on the trigger performance since the timing was optimized to include all
hits from true prompt muon. Dedicated studies have been made to investigate this in both the
barrel and the end-cap systems [5-8], [5-9].
Figure 5-11 The overlapped region of neighbouring
counters of the end-cap detector in φ are shown. In the
overlapping region in the pivot station the strips are
not read: in all other stations, all strips are read. The
number of strips removed from the read-out was
optimized to minimize the trigger inefficiency and
number of double triggers from a single track. The
active regions overlap by half a strip width.
Figure 5-12 The centre finding logic in the end-cap
system. In the event that more than two channels are
firing continuously due to cross-talk or charge
spreading in the cathode plane of a chamber, this logic
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5.5.1 Transverse-momentum resolution
The coincidence windows of the LVL1 muon trigger are designed to offer momentum
discrimination by including muons above threshold and excluding those below threshold
which will be bent beyond the coincidence window. The pT resolution at threshold in turn is a
function of the trigger detector geometry (in particular the lever arm between stations 1 and 2,
and station 3 − see Figure 5-6), the magnetic field intensity and its inhomogeneities, the multiple
Coulomb scattering in the central calorimeter and the width of the interaction region. Whilst
this is mostly relevant to the primary bending direction (r or η) there is also some bending in the
orthogonal φ-plane.
The trigger scheme is shown in Figure 5-6. In the barrel, where a muon is seen to leave a hit in
both of the low-pT stations, the projective extrapolation of the hit in station 1 (assuming the
origin at the nominal p−p interaction point) to station 2 can be made assuming the muon path to
be a straight line (i.e. the infinite momentum approximation). The distance between the
extrapolated point in station 2 and the actual hit detected is defined as the separation
parameter, d. In the end-cap system the low-pT trigger coincidence is made using station 3 (the
pivot plane) and station 2.5   LVL1 muon trigger algorithms and performance 43
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example the value of the signed separation
parameter d, for pT = 6GeV muons, in a sector
of the end-cap trigger chambers at η = 1.5. The
two peaks shown in the histogram correspond
to positive and negative muons. In the ideal
case two narrow peaks are expected,
approximately equidistant from either side of
d = 0, one for each muon charge. In reality, the
physics effects mentioned above introduce a
significant smearing of these distributions and
as a consequence the two peaks are
broadened. This coincidence plot is a useful
estimator of the pT resolution at any trigger
threshold relative to the bending seen in the
trigger counters. The method followed
consists of fitting each peak with a Gaussian
function with parameters σ and µ; the
parameter µ is the average value of d (for a
given muon charge) and is proportional to
1/(pT−pT0) (where pT0 is the average pT lost
in traversing the calorimeter), while σ, the
width of the Gaussian, represents the physics
limitations on the measurement of d.
Therefore the ratio σ/µ is a measure of the
transverse-momentum resolution, whilst µ
quantifies the amount of bending. In order to
evaluate the contribution of each source of
smearing, the parameter d was plotted with
the relevant physics effects introduced into the
simulation one at a time.
Throughout the barrel detector, multiple
scattering is the most important effect limiting
the precision of the pT measurement for low-
pT, although its effects are somewhat η− and
φ-dependent. The typical resolution is 30%,
and about uniform throughout the (η, φ) space
covered.
Figures 5-13 and 5-14 show the coincidence plot for 6 GeV pT muons in the end-cap system; the
typical momentum-resolution is about 10% where this is mainly limited by the Coulomb
scattering in the calorimeter. However, there are φ regions in the η interval 1.0 < |η|< 1.8 where
this resolution is significantly worse. This effect is due to the combination of the magnetic fields
produced by the barrel and end-cap toroid coils. Since in these regions the field integral is low,
the associated d parameter is low, and the resulting muon momentum resolution δpT/pT = σ/µ
is worse than elsewhere.
Figure 5-13 Coincidence plot for 6GeV pT muons,
both charges, generated in the end-cap close to
η = 1.5, φ = 0.0−2.0°. Several histograms are shown in
the same picture, representing: a) magnetic field only,
(no vertex spread, Coulomb scattering, energy losses
or detector response); b) as a) + energy loss without
fluctuations; c) as a)+ energy loss with fluctuations; d)
as c) + vertex spread; e) as d) + Coulomb scattering.
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the region η = 1.3, φ = 0.0°–2.0°) where the two
opposite-sign muon peaks almost overlap.
The result of this is that almost all pT
discrimination in such regions is lost.
As shown in Figure 5-16 these poor-resolution
regions are located along the barrel and end-
cap coils, with η values of ~1.3 (φ coordinates
of the end-cap coils) and ~1.6 (φ coordinates of
the barrel coils). Figure 5-14 shows the pT
resolution in the end-cap as a function of η
and φ, for three different φ regions across the
whole η range of the end-cap acceptance. In
the barrel there are no such overlapping fields,
and as such the resolution is rather constant
across both η and φ.
For the high-pT trigger, the pT estimation is
made using hits in station 1 (station 3) and
station 3 (station 1) in the barrel (end-cap)
system. The trigger scheme adopted also uses
the coincidence in station 2 for track
confirmation. This is to reduce the trigger rate from fake muons, rather than to offer any
improvement in the momentum discrimination of the trigger. Here the resolution is limited
mainly by the Coulomb scattering and the width of the interaction region (σvtx ~ 5.5cm). At pT
= 20 GeV the transverse-momentum resolution is dpT/pT ~ 0.40 in the barrel and dpT/pT ~ 0.15
in the end-cap. The higher performance of the end-cap system is largely due to the higher field
integral provided by the forward toroids [5-6] and the different trigger counter layout that
allows the end-cap trigger system to make full use of the available field integral. Indeed, the
barrel trigger counters are placed inside the magnet, while the end-cap trigger system is located
Figure 5-14 Transverse-momentum resolution, δpT/pT, of the end-cap system for 6GeV pT muons as a function
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Figure 5-15 Coincidence plot for 6 GeV pT muons,
for both charges, generated at η =1.3, φ = 0.0−2.0°.
The two charged-muon peaks are overlapping each
other almost completely, demonstrating the loss of
















YH02V025   LVL1 muon trigger algorithms and performance 45
ATLAS Status Report
Trigger Performance 25 August 1998beyond the toroids. The high-pT trigger in the end-cap system shows the presence of the same
low field-integral regions as seen for low-pT muons.
Plots of the d parameter are used to determine the coincidence windows for high- and low-pT
trigger thresholds. The resolution plot is used to identify regions where the pT discrimination of
the trigger system is poor.
5.5.2 Coincidence windows
The sizes of the trigger windows that determine the pT threshold have been computed for the
proposed trigger system by tracking single muons through the ATLAS detector using Monte
Carlo simulation techniques (see Section 5.2). The size of a coincidence window is defined such
that 90% of the muons of each charge within the detector acceptance, generated with transverse
momentum equal to the threshold, are accepted. The absolute normalization is determined by
the trigger efficiency for muons with momentum far above the threshold, and corresponds to
the geometrical acceptance of the trigger detector.
The coincidence windows of the trigger will ultimately be defined as areas in two dimensions
on the surface defined by inputs to the coincidence matrix in the two projections η and φ. The
boundaries of the window for any one trigger threshold will be determined using simulated
muons, and using true muons once data have been collected in ATLAS. The studies made here
have approximated the two-dimensional trigger window to a simple rectangle. This model
reproduces exactly the barrel coincidence logic and represents a good approximation to the end-
cap trigger coincidence logic.
Figure 5-16 Position of the regions in the end-cap system where momentum resolution is poor. A single octant
is shown where the subdivisions represent trigger sub-sectors, and the dark lines show the position of the barrel
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magnetic-field intensity, the Coulomb scattering and the energy-loss fluctuation in the central
calorimeter, and the width of the interaction region (σvtx~5.5 cm). The detector granularity also
contributes to the momentum resolution; it was designed by optimizing the opposing
requirements of trigger performance and number of trigger channels. Since the geometry and
the large variations in both granularity and field strength in the end-cap make this region more
complex, these studies have concentrated on that subsystem.
The sizes of coincidence windows for the 6 GeV low-pT threshold in the barrel are shown in
Figure 5-17 for standard sectors. Since the position of trigger stations of the special small
chamber sectors is the same as the standard small sectors (they differ only in that the coverage
along the beam-line direction is reduced), the coincidence-window size is the same so long as
muons cross both trigger stations of the low-pT system.
In the end-cap low-pT system, the coincidence windows show a pronounced φ-dependence.
This is due to the complex magnetic fields produced by the combination of the barrel and end-
cap toroid coils. Neighbouring (η, φ) regions are seen with significantly different field integrals,
and this has a direct impact on the size of the coincidence windows.
Figure 5-18 shows the size of the coincidence window, in the η projection, in the end-cap as a
function of η and φ, for a threshold of 6 GeV pT in the low-pT trigger system. These are optimal
window sizes calculated independently of the actual detector granularity. The η and φ values
are those of the track position on the pivot plane.
Figure 5-17 Window size in the barrel as a function of
η in both the small and large chambers, for 6 GeV
muons in the bending plane of the low-pT system.
Figure 5-18 Window size in the end-cap as a function
of η and φ for 6 GeV muons in the bending plane of
the low-pT system. Three φ intervals are considered:
the end-cap toroid region (0° to 5.5°), the barrel toroid
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around the extrapolated point of the infinite
momentum path: Muons of a given charge,
bending towards high |z| regions (in the
barrel) or high r regions (end-cap), cross
station 2 at a distance from the extrapolated
point larger than that for muons of opposite
charge. This effect increases with |η| in the
barrel and with r in the end-cap. This leads to
asymmetric coincidence windows, formed by
independent left and right half-windows. The
difference between the right and left half-
window is 7/10 cm in the large/small
chambers at |η|~0.9 in the barrel and 3.5 cm
at |η| close to 1 in the end-cap. The size of
each half-window is evaluated accounting for
the relative trigger efficiency of positive and
negative muons independently, to minimize
possible effects on charge-asymmetry
measurements.
The coincidence window for 6 GeV
transverse-momentum thresholds in the r−φ
projection is shown in Figure 5-19 for the end-cap; in this case the window is defined such that
more than 99% of the muons within the geometrical acceptance are accepted. The coincidence in
the r−φ plane serves to reduce the fake muon trigger rate induced by the cavern background. In
Figure 5-20 Window size in the barrel system as a
function η in both the small and large chambers, for
20 GeV muons in the η projection.
Figure 5-21 Window size as a function of η and φ for
20 GeV pT muons in the η projection end-cap high-pT
system. Three φ intervals are considered: the end-cap
coil region (0° to 5.5°), the barrel coil region (17° to
22.5°) and the region between the two (5.5° to 17°).
Figure 5-19 Window size in the end-cap for 6GeV
muons in the low-pT system, r−φ projection as a
function of η and φ. Three φ intervals are considered:
the end-cap coil region (0° to 5.5°), the barrel coil
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two-dimensional window. In Figure 5-19 it is possible to see the effect of the non-toroidal field
in the transition region: In this region, muons also bend in the r−φ view, whereas, in an ideal
toroidal system, only the Coulomb scattering in the calorimeter and the field in the central
solenoid would be expected to produce deviation from the original muon trajectory.
A similar analysis was performed for the nominal high-pT threshold, pTth = 20 GeV. Figure 5-20
shows the size of this coincidence window, in the η projection, for the barrel, and Figure 5-21
shows the same projection for the end-cap. The same coincidence in the other projection is
shown in Figure 5-22 for the end-cap. Here also the φ-dependence of the trigger window size in
the end-cap system is visible. For the r−φ view, the coincidence window is again defined such
that more than 99% of the muons with pT > pTth are accepted.
Figure 5-23 shows the size of the window in the η projection for pT = 20 GeV muons in the low-
pT end-cap system. The window is approximately a factor of five smaller than that for 6 GeV
muons, therefore reducing significantly the random trigger rate. The evaluation of the
coincidence window size and the intrinsic momentum resolution has a direct impact on the
optimization of the trigger detector granularity, largely with regard to the primary bending
projection. The detector pitch should be fine enough so that no significant deterioration of the
intrinsic resolution is introduced by the system, and yet cost constraints favour a coarser pitch
and fewer channels. In the barrel, the typical window size is around 35 cm, both for low and
high-pT threshold, with an intrinsic momentum resolution of about 40% at low-pT threshold
and about 15% for the high-pT threshold. A read out pitch of the order of 3−4 cm, as proposed
in this document, is adequate to maintain the physics performance of the system. Conversely,
for the end-cap system the coincidence window can be as small as 6cm, with an intrinsic
resolution of 10% at low-pT threshold and about 15% for the high-pT threshold. A wire-group
size of about 14 (21) mm for the doublet (triplet) TGC stations, corresponding to an effective
Figure 5-22 Window size in the end-cap as a function
of η and φ for 20 GeV muons in the high-pT system, r−
φ projection. Three φ intervals are considered: the
end-cap coil region (0° to 5.5°), the barrel coil region
(17° to 22.5°) and the region between the two (5.5° to
17°).
Figure 5-23 Window size in the end-cap as a function
of η and φ for 20 GeV muons in the low-pT system,
bending projection. Three φ intervals are considered:
the end-cap coil region (0° to 5.5°), the barrel coil
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introduces an additional small smearing effect, reducing the resolution slightly, but still quite
adequate for the trigger.
The detector granularity in the other projection is less crucial for the trigger performance and it
was optimized to provide an accurate second coordinate measurement for muon
reconstruction.
5.5.3 Trigger efficiency and masking
In order to evaluate the level of rejection of muons below any one trigger threshold by the
trigger system, single muons over a wide range of momenta have been generated and passed
through the ATLAS detector and trigger simulation. The barrel and end-cap systems have been
studied independently, and the trigger efficiency evaluated as a function of pT. In the end-cap
where the window size and the trigger efficiency have a strong η dependence, the efficiency
was evaluated as a function of η. These calculations are performed in a fiducial rapidity range
within the geometrical acceptance of each system.
The trigger efficiency was evaluated by simulating the trigger logic using coincidence windows
defined as explained in the previous section. The efficiency is given simply by the ratio of the
number of triggered muons to the number generated within the η fiducial interval, including
also geometrical acceptance effects. The trigger efficiency is plotted in Figures 5-24 and 5-25 for
the 6GeV pT threshold in the low-pT system, for both muon charges, as a function of pT, for the
barrel and end-cap.
Figure 5-24 Trigger efficiency for the barrel for the 6
GeV threshold in the low-pT system.
Figure 5-25 Trigger efficiency for the end-cap for the
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for η around 1.3 in the low-pT end-cap system
as a function of φ. It can be seen that the
discrimination of the trigger in the φ interval
with poor resolution is weaker than for other φ
values. This is the consequence of the regions
with low field integral, as discussed in
Section 5.5.1.
The trigger efficiency for low-pT (<6GeV)
muons in the barrel is lower than in the end-
cap since in the barrel the central calorimeter
acts as a barrier to muons with pT < 3.0 GeV;
this threshold corresponds to the average
energy loss for a muon that traverses the
calorimeter at normal incidence. In the end-
cap the calorimeter geometry differs and the
energy absorption sets a limit on p rather than
pT: pT > Eloss × sinθ, where Eloss is about
4GeV and sinθ can be as small as 0.17, thus
bringing the calorimeter threshold below
1 GeV.
The level of precision of the calculation of trigger efficiency at very low pT (pT < 2 GeV) is of
particular importance for the estimation of the trigger rate induced by muons from in-flight
decays of light mesons. The cross-section for this process is large and very steeply rising with
decreasing pT around pT = 2 GeV (see Section 5.6.1.1). This aspect is of particular importance for
the end-cap system, where low-pT muons are not naturally removed by the material of the
central calorimeter. The present statistical error on the efficiency at low-pT is about 15%. Efforts
have been made to cross-check both the simulation of the trigger and the efficiency calculation.
An entirely independent implementation of the simulation of the end-cap trigger chamber
geometry and trigger logic was made and the efficiency calculations presented here duplicated.
It is seen that the independent calculation reproduces overall efficiencies presented here,
including those regions where most rate is seen (pT < 2 GeV), at the 10% level. This suggests that
systematic errors on the efficiencies arising from coding and simulation uncertainties are at or
below this level.
Efficiency curves as a function of pT are shown in Figures 5-27 and 5-28 for pTth =20 GeV in the
high-pT system for the barrel and end-cap.
For both low- and high-pT trigger thresholds, triggered muons with generated momentum
below threshold have been studied in detail in order to verify the performance of the simulated
trigger logic. These studies have focused on the end-cap system since here the trigger
performance is more sensitive to the complex magnetic field in the forward region than to the
more uniform field in the barrel.
Figure 5-29 shows hit positions in the pivot plane of the low-pT end-cap trigger system
(station 3) for triggered muons with pT in the range 1 to 5 GeV where the threshold value was
6 GeV. A significant fraction of triggered muons below threshold are concentrated in those η−φ
regions where the pT resolution is poor, see Figure 5-16. However these regions get more diffuse
for lower-pT muons.
Figure 5-26 Trigger-efficiency curve for 6 GeV thresh-
old in the end-cap low-pT system, for muons gener-
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Trigger Performance 25 August 1998Figure 5-27 Trigger efficiency for the barrel system as
a function of pT and η, for the 20 GeV high-pT
threshold
Figure 5-28 Trigger efficiency for the end-cap system
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muons below threshold triggered by the low-pT system with pTth= 6 GeV are shown. The generated pT was: a)












































(d) 4 < pT < 5GeV
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low-pT muons is to ‘mask’, or remove from
input to the coincidence logic regions known
to have poor momentum resolution. However
it should be noted that a significant fraction of
these triggers lie outside the poor resolution
regions. Figure 5-30 shows the trigger
efficiency for 2GeV muons in the low-pT
system plotted versus the trigger acceptance
for 10 GeV muons, when η−φ regions with
poor momentum resolution are masked. It can
be seen that the rejection of low-pT muons is
weakly increased when the masking
procedure is used, at the price of a visible
efficiency loss for higher-pT muons.
The situation is similar for the high-pT trigger
threshold. The lower-pT muons triggered with
high threshold are more focused in the regions
with poor momentum resolution than in the
low-pT case, as shown in Figure 5-31.
However, randomly distributed triggered
muons in the pivot plane are seen, particularly in the forward regions. An analysis of these
triggers indicates that these are made by an accidental coincidence of the muon track and
accompanying soft electrons.
Figure 5-32 shows the 5 GeV muon trigger
efficiency plotted against the trigger
acceptance for high-pT muons in the high-pT
end-cap system with 20 GeV threshold, when
η−φ regions with poor momentum resolution
are masked in the high-pT system. In this case
the masking of bad regions is moderately
successful in reducing further the trigger rate
from lower-pT muons poorly measured by the
system.
5.5.4 Threshold flexibility
An important requirement of the muon trigger
system is that it possesses the flexibility to
vary in small steps the trigger threshold across
the range of pT from 6 to 30 GeV; this allows
the trigger rate to be reduced according to the
background conditions and to produce RoIs
for the LVL2 trigger with the lowest threshold
possible. Whilst the 6 and 20 GeV thresholds
are those for which the trigger system was optimized it is important to demonstrate the
flexibility of the trigger to set thresholds other than these. This performance is illustrated here
by the threshold flexibility of the end-cap system.
Figure 5-30 The effect of masking on the low-pT
trigger in the end-cap system. Trigger efficiency for
muons with pT < 2 GeV is shown versus that for
10 GeV pT muons, for various masking schemes. The
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Figure 5-32 The effect of masking on the high-pT
trigger in the end-cap system. Trigger efficiency for
muons with pT< 5 GeV is shown versus the trigger
efficiency for 40 GeV pT muons for various masking
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• the consequence, for the full system, of setting a threshold as high as 30 GeV;
• the ‘cross-over’ transverse-momentum threshold from the low-pT system to the high-pT
system.
The physical quantities to be analysed are the coincidence window size and the discrimination
power to reject muons with pT below threshold.
Figures 5-33 and 5-34 show the range of coincidence-window sizes for the end-cap low and
high-pT systems, respectively, as a function of pT threshold. The trigger-efficiency curves for
each of these thresholds are shown in Figure 5-35.
Figure 5-31 Source of efficiency below threshold for the high-pT end-cap system. Hit position of muons
triggered by the high-pT system with pTth = 20 GeV is shown. The generated pT was: a) < 4 GeV; b) 4−6 GeV; c)












































(d) 10 < pT < 15GeV/c
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• The low-pT system can be used to set a threshold as high as 10 GeV in the end-cap system.
The main limitation arises from the trigger-detector granularity.
• The high-pT system can be used to set a threshold at 10 GeV with efficiency close to 1.
Thus we have a significant overlap in the threshold potential between the high and low-
pT systems in the end-cap. Being able to use the high-pT logic at such low thresholds
allows the possibility of an extremely robust trigger for b physics in the event that
background conditions prevent the low-pT logic from being usable.
Figure 5-33 Coincidence window size in the main
bending direction averaged over φ, as a function of pT
threshold, for the end-cap low-pT system.
Figure 5-34 Coincidence window size in the main
bending direction averaged over φ, as a function of pT
threshold, for the end-cap high-pT system.
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system, i.e. by using the high-pT plane additionally. The consequence of this is a
coincidence window size almost twice as large as that at 20 GeV.
The detector and trigger simulation was used to optimize the granularity of the end-cap trigger
counters and to determine the dimension of coincidence matrices. This was done using the
single muon data generated for the above studies and producing a read out segmentation
scheme (in terms of a wire grouping in the r/η direction) that optimizes the performance
requirements of the trigger (as set out in [5-1]) with the constraint on the total number of
channels arising from cost limits. The final segmentation contains 220,000 wire channels and
95,000 strip channels. The inputs to the coincidence matrices from the wire groups consist of 31
δr inputs (in the range −15 to +15) and 15 from δφ inputs (−7 to +7). Details of the coincidence
matrices and their inputs can be found in [5-2].
5.6 Trigger rates: prompt and secondary muons
The rates that will be seen in the ATLAS LVL1 muon trigger have been calculated by
performing a full Monte Carlo simulation of the response of the ATLAS detector and LVL1
muon trigger to single muons to extract trigger efficiencies as a function of muon pT and η.
These efficiencies have then been convoluted with cross-sections extracted from Monte Carlo
simulation of the physics processes that give rise to muons in the detector. This procedure was
performed for prompt single-muon production, from b and c hadrons and from W and Z
decays, and for decays in flight to muons of pi and K mesons.
The response of the detector and trigger ensemble to muons produced by the interaction of the
beam and the LHC machine components (beam halo), as well as to cosmic muons, was
investigated through dedicated Monte Carlo studies.
5.6.1 Acceptance to muons from interaction products
5.6.1.1 Cross-sections of prompt processes and meson decays in flight
Inclusive muon cross-sections at LHC arising from decays of b and c hadrons, of top quarks and
of W and Z decays have been calculated using the Monte Carlo program Pythia, version 5.7
[5-12]. These cross-sections, integrated in the kinematic region |η|< 2.7 and pT > 3 GeV, are
shown as a function of pT in Figure 5-36. The cross-sections are dominated by semileptonic
decays of b and c hadrons for pT > 8 GeV.
Light hadrons emerging from p−p collisions contribute charged-particle background via two
mechanisms:
• decays in flight (hadron → µX) in the inner tracker cavity,
• hadronic debris produced in calorimeter showers and in other interaction between
hadrons and detector components.
Here we consider the consequence on the trigger rate of the secondary muons originating from
the pi/K decays. The cross-sections of such muons have been calculated using the DPMJET
Monte Carlo program [5-13], and the results are shown in Figure 5-36. In the calculation the5   LVL1 muon trigger algorithms and performance 57
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check of this cross-section. At lower transverse momenta (pT < 8 GeV) in-flight decays of pi and
K mesons are the dominant source of muons and thus of trigger rate in the LVL1 muon system.
5.6.1.2 Rates from prompt muons and meson decays in flight
The calculated trigger efficiencies for single muons have been convolved with the cross-sections
plotted in Figure 5-36 to yield the total expected trigger rate from each production process in the
barrel, end-cap and the sum of the two systems. In the end-cap this convolution was performed
in three bins of η to account for the significant dependence on η of both the cross-section and
the efficiency of the LVL1 trigger in the end-cap. In the barrel such a treatment is not necessary.
The estimated rates are shown in Table 5-4.
The source of this rate varies in each of the two subsystems and for the process involved,
although in almost all regions of the detector the rate arises largely from muons from in-flight
decays of pi and K mesons. This rate derives almost exclusively from lower-pT (less than a few
GeV) muons seen in the trigger detectors in the region 1.5 <|η|< 2. Such muons are not seen in
the barrel due to the shielding effect of the calorimeter material.
Uncertainties in trigger rates
Uncertainties in the trigger rate arise from several sources:
The prompt rate is a small fraction of the total rate seen by the LVL1 muon trigger at low-pT and
less than half at high-pT, and so its uncertainty does not dominate the errors on the total-rate
estimate. There are however significant uncertainties in the prompt muon cross-sections
estimated by Pythia at LHC energies. The most important of these originate from the unknown
factorization and renormalization scales in the structure functions and the running coupling
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Additional uncertainties arise from the unknown quark mass, yielding a factor of 1.5 on the
total uncertainty. The accuracy with which cross-sections measured at the Tevatron are
reproduced by the simulation used here gives an indication of the total size of such
uncertainties. The model used here is consistent with inclusive b-production rates measured by
the CDF experiment [5-14]. The extrapolation of cross-sections at Tevatron energies to those at
the LHC introduces uncertainties less than a factor of two [5-15]. However all of these
quantifications of uncertainties in the cross-section apply to the region pT > 6GeV. The
uncertainties in cross-sections at pT values far below this (such as pT~ 2 GeV, where the majority
of the LVL1 muon trigger rate originates) are likely to be greater and no estimates are available.
Uncertainties in the modelled muon rate from decays in flight of light mesons are dominated by
model dependence and the parameters governing the parton showering and hadronization. An
indication of the uncertainties in the cross-section estimation was obtained by comparing two
independent Monte Carlo programs. All rate calculations have been performed using DPMJET,
giving the rates discussed above, and with Pythia as a cross-check. The two programs have
been optimized independently and so can be expected to reflect the divergence of the different
approaches to modelling of the cross-section. Whilst Pythia has the possibility to describe soft
processes, DPMJET is a dedicated simulation of inelastic hadron collisions tuned to existing
data. (Both programs here are normalized to a total inelastic cross-section of 80mb.) Whilst the
differential cross-sections dσ/dpT and dσ/dη modelled by the two programs are of rather
similar shape, Pythia consistently produces a somewhat lower cross-section than DPMJET. The
rate estimate obtained using the Pythia cross-section is typically 35% lower than that from
DPMJET. This discrepancy is considered to be an indication of the systematic uncertainties on
this cross-section, particularly with regard to the modelling of the pT distribution. Uncertainties
on the total inelastic cross-section are likely to be smaller than 30%.
The limited statistics of the efficiency calculation results in significant uncertainties on the total
accepted rate. This is particularly evident in the pi/K decays where the accepted rate is a result
Table 5-4 Trigger rates, in kHz, expected in the barrel, end-cap and combined muon system arising from
various physics processes. These rates are calculated by convolving the single muon cross-section from each
process with the efficiency of the LVL1 trigger to single muons. The low-pT rates assume a luminosity of




Low-pT (6 GeV) pi / K decays 7.0 9.8 16.8
 b 1.9 2.1 4.0
 c 1.1 1.3 2.4
 W 0.004 0.005 0.009
Total 10.0 13.2 23.2
High-pT (20 GeV) pi / K decays 0.3 1.8 2.1
 b 0.4 0.7 1.1
 c 0.2 0.3 0.5
 W 0.035 0.041 0.076
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uncertainties on the accepted rate are of the order 10−15%, and are thus generally small in
comparison with the expected model uncertainties on the input physics processes.
In principle the rate can depend upon the accuracy of the modelling of the detector response
and the ongoing optimization of the detectors themselves. (In the end-cap for example the rate
studies were performed using a read out segmentation that is slightly different from that which
the current optimization yields.) In general however the effect the detector response will have
on the final rate is small because of the declustering algorithms which ensure that at various
stages in the trigger chain the multiplicity of hits is highly controlled. Whilst the details of the
detector response and the interaction with the declustering algorithms do introduce
uncertainties on the above rates they are expected to be small. During studies of the efficiency of
the LVL1 trigger the effect of substantial changes in the amount of passive material in the
ATLAS detector was investigated; these changes have been found to significantly affect rates,
since these are dominated by rather soft muons. The material modelled by the ATLAS detector
simulation is a rather accurate representation of the currently envisaged design and future
developments are likely to involve the addition of material (such as cables, cooling structures,
etc) rather than its removal, and these in turn are likely to suppress rather than enhance the total
trigger rate from prompt and secondary muons.
Similarly the optimization of the read out segmentation of the trigger detectors, particularly in
the case of the wire grouping of the TGC chambers in the end-cap, will affect the sharpness of
the threshold that can be set in the trigger. However the optimal segmentation, given the cost
constraints on the number of channels in the total system, is rather close to that in the trigger
simulation used here, and it is expected that this uncertainty will change total rates rather
marginally.
Masking of low-resolution regions in the detector, again most relevant in the end-cap (see
Figure 5-16), is foreseen. This will serve to reduce rates at the expense of acceptance. Such
possibilities are currently under study, and it is expected that the rate in the end-cap can be
reduced slightly. The analysis of real ATLAS data will allow an optimal masking scheme to be
implemented.
5.6.2 Trigger rate from non-proton-proton muons
5.6.2.1 Cosmic muons (barrel system)
Despite the significant depth at which the ATLAS experiment is situated, cosmic rays contribute
to the trigger rate in the muon system. This rate arises largely from the access shafts located
above the experimental hall. The ATLAS cavern is located about 75 m underground and access
is made possible by two parallel shafts (9 m and 12.6 m in diameter) about 60 m deep. The axes
of both shafts are centred on the beam line and they are separated by a distance of 25 m.
Cosmic muons [5-16] have been simulated at ground level above the experimental area and
propagated through the shafts and the rock using Monte Carlo techniques. Muons reaching the
experimental hall have then been tracked through the ATLAS detector and trigger simulation.
The first 14 m of material below ground level has a density of 1.6 g/cm3; the remaining material
down to the experimental hall was simulated as rock with 2.5 g/cm3 density. To reach the
ATLAS detector, a perpendicular muon traversing the full depth of rock must have an energy
above 20 GeV.60 5   LVL1 muon trigger algorithms and performance
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the detector position with a side of length that was varied from 80 m to 150 m. Hits recorded by
the RPC system have been passed through the trigger simulation; the ratio of the number of
triggered muons to the number generated at the surface gives the trigger probability per
incident muon for the given area of cosmic production. The trigger rate from cosmic muons is
given by the rate of muons incident on the generation area multiplied by the calculated trigger
probability. The trigger rate was studied as a function of the area dimension in order to evaluate
the edge effects due to the limited size of the production surface.
By normalizing the incident cosmic rate to 100 Hz/m2 (the approximate rate of the muon
component at sea level), we found a trigger rate in the low-pT system (for a 6 GeV pT threshold)
below 150 Hz. The corresponding rate for the high-pT system (for a 20 GeV threshold) is much
lower (below 10 Hz). This rate is more than one order of magnitude lower than the rate from pp
interaction muons, but still sufficient to offer the potential for their use in the calibration of the
muon trigger in the barrel region.
Figure 5-37 shows the η−φ scatter of cosmic
muons that give a trigger in the barrel low-pT
system. Most of the triggered muons are in the
central region of the detector, in the top and
the bottom of the muon trigger system, as
might be expected. It is expected that cosmic
muons, given the estimated rate calculated
here, can be used to calibrate the muon trigger
in the barrel region, potentially for both
geometrical alignment and timing studies.
This valuable data can be exploited far in
advance of the first beams in LHC.
5.6.2.2 Beam halo muons (end-cap system)
It has long been known at hadron colliders
that very substantial muon fluxes can be seen,
particularly in the more forward regions,
arising from muons produced through the
interaction of the proton beam with residual
beam gas in the beam pipe, and with the
limiting apertures of the machine such as collimators. The muons are produced largely at a
small angle relative to the beam direction and at low radius, and can have potentially
catastrophic implications for the rate of muon triggers seen in these regions. In this respect the
experience of previous detectors was valuable, and the projective geometry of the end-cap
muon trigger chambers serves to control this problem.
A comprehensive study of muons produced in interactions between the LHC beam and the
machine components was performed for the CMS experiment using a detailed simulation of
such processes [5-17], considering the latest information on the design of the LHC machine. The
differences between the beam conditions in ATLAS and CMS are slight enough that this
simulation is also entirely relevant for ATLAS. The interactions modelled are those of a beam of
530 mA at 7 TeV with luminosity 1 × 1034 cm-2s-1, with all machine components within 1000m
of the interaction point simulated. The muons produced in such interactions have an energy
distribution very sharply peaked at energies of a few GeV and with a tail extending to 500 GeV.
Figure 5-37 Cosmic muons in the barrel system. η−φ
coordinates of cosmic muons triggering the low-pT
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line, well below the geometrical acceptance of the end-cap muon trigger chamber, but
extending to the limit of the wheel of TGC chambers in the pivot plane. The mean angle of these
muons to the beam-line is 60 mrad. The flux of muons from the simulation at the entrance to the
ATLAS cavern (|z|~26.5 m) and in the pivot plane of the end-cap trigger counters (|z|~14m)
is shown in Figure 5-38.The counting rate per detector plane in each end-cap from such muons
is ~60 kHz.
These simulated muons from beam-loss processes have been passed through the full ATLAS
detector and trigger simulation to estimate the rate in the end-cap LVL1 muon trigger.
The estimated rates arising from the halo muon flux are 250 and 16 Hz for the 6 GeV and
20 GeV low- and high-pT triggers, respectively. These rates are negligible in comparison with
the rates from interaction products, and can contribute significantly to the trigger rate only if
the halo rate is underestimated by a factor ten or more; in this case the rate would still be
tolerable. The halo rates are however sufficient to allow the use of beam-halo muons for
calibration purposes. It is expected that they are extremely useful for timing studies.
5.6.3 Dimuon trigger rate
5.6.3.1 Two-muon physics reactions
The rate of dimuons from the process bb → µµX was extracted using the Pythia Monte Carlo.
This process dominates all other sources of dimuon production where both muons have
pT < 20 GeV. For pT ~ 20 GeV Z decays have a similar dimuon production cross-section and
above this point Z products dominate. For the purposes of providing a b-physics trigger,
demanding two muons that both pass the nominal low-pT threshold (6 GeV) yields genuine
Figure 5-38 The flux of muons at (a) |z|~26.5 m, the entrance to the experimental hall, and (b) |z|~14m, the
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bb → µµ in the region |η|< 3, where both muons have pT > 6GeV, is 0.03 µb, in reasonable
agreement with previous calculations made using ISAJET [5-18]. The total rate from genuine
high-pT dimuon b-events is thus very small compared with the single-muon rate for the same
pT.
5.6.3.2 Trigger rate from double-counted single muons
In the end-cap
When a muon traverses the overlapping edges
of neighbouring trigger sectors, it can produce
a trigger in each of the trigger sectors. In the
end-cap trigger system, efforts to both
minimize such double triggers and avoid
inefficiency in the overlap regions have been
made as described in Section 5.4. Despite this,
small overlap regions remain. Figure 5-39
shows, as an example, the position in station 3
of 6GeV single muons which are doubly
triggered by the end-cap low-pT trigger
system.
The vertical bands in the figure are due to the
overlap of neighbouring trigger sectors by half
a strip width. The horizontal band located
around a radius of 437 cm is also due to the
overlap of the trigger sectors in which the
patch-panel logic can not be applied owing to
the different chamber layout between the end-
cap and forward regions. The current design
has at most 3.5cm of overlap between
neighbouring sectors, which has yet to be
optimized by using specially modified strips
in this region; such an optimization will
reduce double triggers.
The fraction of the double-triggered muons to
muons generated in an |η| region of 1.2−2.35
is summarized in Table 5-5. These fractions
imply a rate at nominal LHC luminosity ~4 kHz.
Efforts are being made to find strategies to
reduce the double-counting rate further.
The fraction of the geometrical overlap to the
total area of the end-cap trigger counters is
estimated to be about 2.5%. The difference between the estimate and the results of the
simulation is due to the incident angle of muons to the counters. The double triggers in the
transition region between the barrel and end-cap are not shown in Figure 5-39, but are solved
by logic in the muon central trigger processor interface, MUCTPI (see Ref. [5-2], Chapter 13).
Figure 5-39 Hit positions of doubly triggered muons
in the end-cap pivot station for 20GeV pT muons. The














Table 5-5 The fraction of doubly triggered muons in
the low-pT system, as a fraction of muons generated in
the region 1.2 < |η| < 2.35 in the end-cap muon trigger.
6GeV 20GeV
µ+ 1.6 ±0.1% 2.2±0.1%
µ- 1.9±0.1% 2.4±0.1%5   LVL1 muon trigger algorithms and performance 63
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In the barrel the major source of double-counted single muons is the overlap in the r−φ
projection of the large and small sectors. This overlap is necessary to provide a LVL1 muon
trigger for tracks crossing both large and small chambers, which are used for the calibration of
the alignment system of the muon spectrometer. During normal operation of the experiment an
appropriate masking of the φ strips located in the overlap regions will be applied. The
optimization study of the single-muon trigger acceptance against the rejection of double-
counted single muons is in progress.
5.7 Fake trigger rate
A large background flux is expected at LHC due to the interaction of hadrons arising from the
proton−proton interactions with the forward elements of the ATLAS detector, the shielding
system and machine elements such as the beam pipe and collimators to produce neutrons in the
experimental hall. Thermal neutrons thus produced are absorbed by nuclei and emit photons of
an energy 10–1000 keV. Hadrons and muons are also produced in cascade processes. The
particles thus produced can induce high counting rates in the muon trigger chambers. Here we
estimate the rate induced in the ATLAS LVL1 trigger from such backgrounds.
The background flux and rate seen in the LVL1 trigger have been evaluated using the FLUKA
Monte Carlo program [5-19]. This Monte Carlo program is not that used for the standard
simulation of high-energy physics processes; it can track particles at very low kinetic energies.
In particular, neutrons are propagated down to thermal energies. The shielding layout of the
ATLAS detector used here is version ‘TP32‘. The shielding layout envisaged by the TP32
scheme has changed significantly in the current design; however the study and optimization of
the new shielding scheme compatible with the most recent changes to the muon system layout
has shown neutron and photon fluxes very close to those seen with TP32. The statistics
accumulated with charged particles is, however, still insufficient. For this reason we have used
the higher statistics results available from TP32 for the study of the accidental trigger rate.
Background can be classified into three classes:
• Background particles that produce a hit in a single trigger counter.
Background originating from soft Compton electrons (E < 2 MeV) and neutron-induced
soft protons is produced in the chamber wall or the gas of the detector and absorbed by
the material of the same detection unit. This does not introduce correlations between hits
detected in different muon trigger counters. The counting rate from this background at
nominal LHC luminosity is 5.2 Hz/cm2 in the barrel and 4.5 Hz/cm2 in the end-cap.
Figure 5-40 shows typical fluxes in the second station of the precision muon system.
• Background particles that can produce hits in two adjacent trigger counters.
Hard Compton electrons with energy above 2 MeV and soft protons: These particles are
absorbed in ~3g/cm2 of the typical material of the trigger counters. This background
produces correlated hit patterns in trigger counters belonging to the same trigger station.
Counting rates from this background at nominal LHC luminosity are 2.0 Hz/cm2 in the
barrel and 3.1Hz/cm2 in the end-cap.64 5   LVL1 muon trigger algorithms and performance
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station.
Hard protons, pions and muons having momentum ~100 MeV, sufficient to cross not only
neighbouring trigger planes within a station, but traverse closely spaced planes of a
trigger station, such as the two planes of the low-pT system. Such a particle can produce a
correlated hit pattern simulating a true muon trigger. Detector simulation by FLUKA
predicts a substantial rate for these relatively energetic particles: ~1.9Hz/cm2 and
3.0 Hz/cm2 in the barrel and end-cap, respectively, where approximately 60% of the rate
comes from muons.
The following section will present a study of the first two types of background, i.e. those that
produce hits in at most one trigger station. Section 5.7.2 will discuss fake trigger rate produced
by penetrating particles.
5.7.1 Trigger rate from background hits in a single trigger station
A simplified version of the trigger-counter geometry and the trigger logic was used to
investigate the rate arising from soft (E < 2MeV) background particles. Each of the trigger
subsystems (barrel and end-cap) was divided into projective towers. The tower dimension is
given by the counter size in the pivot plane. The size of a tower in the second and third trigger
planes was determined by projecting from the nominal interaction point to the pivot plane
counter.
Figure 5-40 Charged-particle background fluxes, for muons, charged hadrons and electrons, as a function of
rapidity at the second station of the MDT chambers, close to the muon trigger counters. This data is from the
FLUKA simulation.5   LVL1 muon trigger algorithms and performance 65
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background hits was considered, accounting for the appropriate majority logic. It is seen that
the rate due to this is much larger than that due to accidental coincidence of uncorrelated hits.
However, only correlations in one trigger station are included and not the rate due to tracks that
leave correlated hits in more than a single trigger station (see Section 5.7.2).
The rate calculation in the barrel system was performed considering six counter planes (three
doublets). It assumes two different scenarios for the majority logic in the outermost doublet:
both one-out-of-two and two-out-of-two. Whilst the two-out-of-two coincidence provides a
more robust logic and thus better rate performance, the one-out-of-two logic was considered for
the study because of its greater efficiency.
In the end-cap system seven planes of trigger counters are considered with the innermost
station consisting of a triplet unit. This innermost station is used in the high-pT trigger where
the majority logic used is two-out-of-three in the r-plane, and one-out-of-two in φ. The low-pT
trigger logic is the same as in the barrel and the calculation proceeds in the same way.
In the calculation of the rate expected in the high-pT systems (for both barrel and end-cap) the
coincidences of prompt muons with background hits are also taken into account. This effect
introduces a linear dependence of the fake trigger rate on the background flux and a quadratic
dependence on the luminosity.
Figure 5-41 compares the fake trigger rate (for both the nominal background flux and the flux
multiplied by a factor of five and ten, for the low luminosity, and ten, for the high luminosity)
with the rate expected from prompt muons and in-flight decays of pi and K mesons as a function
of luminosity. The result is presented for the low- and high-pT triggers (at nominal thresholds)
for the barrel and the end-cap.
The dominant contribution to the fake low-pT trigger rate in both barrel and end-cap is due to
the coincidence of a pair of hits from a penetrating particle in one of the low-pT stations, with
one or more hits deposited by any other particle. The fake high-pT trigger rate is dominated by
a low-pT trigger in coincidence with any other hit (or track) in the high-pT station of the barrel
or end-cap.
5.7.2  Trigger rate from hard background particles
Monte Carlo studies of hard (E > 10 MeV) charged particles in the ATLAS cavern predict that
whilst the rate of electrons with energy large enough to cross two muon stations is very small,
there is a substantial flux of muons, charged pions, protons and charged kaons. The expected
flux at nominal LHC luminosity of muons and pions is 1.1 Hz/cm2 and 0.5 Hz/cm2,
respectively, in the barrel and 2.1 Hz/cm2 and 0.6 Hz/cm2 in the end-cap. This flux leads to a
significant background rate in the LVL1 muon trigger system. The momentum of these particles
is in the range 50 to 200MeV, see Figure 5-42. Such background particles can penetrate trigger-
detector components and produce a trigger coincidence consistent with that from a prompt
muon, in particular in the low-pT system, where only a two-plane coincidence is required.
The processes in the Monte Carlo program that yield this particle flux as well as their angular
distribution are not yet known and a dedicated analysis is ongoing. In the absence of detailed
information about these particles a few possible scenarios as to their origin and angular
distribution were assumed in a simulation study that was performed to assess possible trigger
rates due to this flux.66 5   LVL1 muon trigger algorithms and performance
ATLAS Status Report
Trigger Performance 25 August 1998Figure 5-41 The accidental trigger rate from soft background particles compared with the rate expected from
prompt muons (b, c, h) as a function of luminosity, for a) barrel trigger, low-pT 6 GeV threshold; b) barrel trigger,
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indicate that the LVL1 trigger rate from this
background is potentially problematic. This
study is preliminary and it will be repeated
when more information is available about the
origin and nature of this background. In
parallel to this study, the muon trigger group
is contemplating scenarios to make the trigger
more robust against such backgrounds.
Several solutions are being considered:
• For the single low-pT muon trigger (at
low luminosity), add a loose
coincidence with the plane used in the
high-pT trigger to confirm the origin of
the muon track from the vertex. This can
be implemented in the “non-bending”
projection for the barrel and in both
projections for the end-cap with no
change in the electronics design of the
muon trigger. The consequence (to be verified) is a possible increase of the lowest pT
threshold that can be set. Initial studies of this solution have given encouraging results.
• Demand an additional coincidence of the muon in the LVL1 muon system with associated
calorimeter cells. The tile calorimeter [5-20] has demonstrated good separation of the
muon signal from the electronic and physics noise of the detector, and this could be used
in conjunction with the LVL1 muon system in the barrel. In particular, the third sampling
appears very attractive for this purpose, although the modifications to the design of the
front-end electronics that would be required to make available the additional signals have
not yet been studied in detail. However, the tile calorimeter only extends to |η|~1.5.
• Utilizing the end-cap calorimeter for muon confirmation in the LVL1 trigger, although not
impossible, appears quite difficult and would imply a considerable redesign of the end-
cap calorimeter electronics.
• For the LVL1 trigger in the end-cap muon system, another possibility is to demand the
additional coincidence of the innermost TGC station, situated between the forward
calorimeter and the end-cap toroid. This inner station is not nominally used in the trigger,
being foreseen only to measure the second coordinate of muon tracks with |η|> 1. This
solution implies a significant extension to the present design of the forward trigger
electronics, and can be considered only after a detailed and complete study of the hard
charged-particle background. The study must consider the trigger rate for the present
forward trigger design and for that including the innermost TGC station, to evaluate the
overall benefit of this approach.
However, by far the most important step to be performed by the ATLAS community is a very
detailed analysis of the physics processes which lead to the production of such high-
momentum background particles, in conjunction with the identification of the regions where
these processes mostly occur. Further optimization of the shielding system of the ATLAS muon
system must take place to identify solutions that reduce the hard charged-particle rate. Finally,
experimental checks of the background rate in the LHC-like environmental conditions can help
to quantify the reliability of the radiation-level estimates in the ATLAS hall.
Figure 5-42 The momentum spectrum of the
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6.1 Introduction
In this chapter we will present the algorithms chosen for triggering, and for delivering
regions-of-interest to the LVL2 trigger. The simulation results on which the choices were based
will be discussed, and some results on the performance of the trigger will be shown. We begin
with the electron/photon trigger, and then the hadron/tau trigger and jet triggers are
described. Finally, the missing-ET and total-ET triggers are discussed together since much of the
work was done in common. The material presented in this chapter is also presented, in a
slightly less detailed form, in Ref. [6-1].
6.2 Electron/photon trigger
The tasks of the electron/photon trigger are:
• to identify electron and photon candidates using the calorimeter data;
• to classify these according to ET and isolation;
• to provide multiplicities of candidates passing each classification to the CTP;
• to provide the coordinates of candidates and their classification to the LVL2 trigger
(electron/photon regions of interest or RoIs).
The main requirements are then:
• good discrimination between isolated electromagnetic (e.m.) showers and QCD jets (the
dominant high-ET process and the main background for the e.m. cluster trigger);
• high efficiency for electrons and photons of pT > 10 GeV, even in events with complex
topologies (multiple electrons/photons plus jets);
• accurate location of candidates within the calorimeters, to minimize the size of the RoI the
LVL2 trigger needs to read out;
• unambiguous classification of candidates found, and accurate count of their multiplicity.
The choice of the granularity of input data, and of the algorithm used, are determined by these
requirements, and also by technical and financial constraints.
6.2.1 Granularity and algorithm
The inputs to the algorithm are a set of ‘trigger towers’, of granularity 0.1 × 0.1 in ∆η × ∆φ.
These are formed by analogue summation of calorimeter cells [6-2]. There are separate sets of
trigger towers from the (e.m.) and hadronic calorimeters. The electromagnetic cluster trigger
uses data from the region |η| < 2.5, which is the limit of inner detector coverage and of6   LVL1 calorimeter trigger algorithms and performance 71
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ends of this region.
The trigger-tower granularity was determined by a balance between rejection of jet background
and the cost and complexity of the trigger processor. In Figure 6-1 we show the variation in the
rate of an inclusive electron trigger with the granularity of the trigger towers. A 40 GeV
threshold was applied to a cluster of two trigger towers (adjacent in either η or φ), and no
isolation requirements were imposed. As can be seen, the rate varies approximately linearly
with the trigger tower dimension, i.e. as the square root of the cluster area. Conversely, the
number of trigger towers, and hence the cost and complexity of the trigger system, varies
quadratically with the tower dimension. In fact, Figure 6-1 overstates the gains to be had from a
very fine trigger-tower granularity; for towers much finer than 0.1 × 0.1 the two-tower cluster
used would give an unacceptably soft trigger threshold. This would then require that a larger
cluster be used, which would give a higher rate. A trigger-tower granularity of 0.1 × 0.1 was
therefore chosen as giving a good compromise between performance, and the cost and
complexity of the trigger. This decision was made before the ATLAS Letter of Intent of 1992
[6-3], and is essentially ‘frozen’ into the design of the calorimeter granularity and readout.
The proposed electron/photon trigger algorithm is illustrated in Figure 6-2. It is based on a
window of 4 × 4 towers in the electromagnetic and hadronic calorimeters, and consists of four
elements:
• A 2 × 2-tower electromagnetic cluster, used to identify candidate RoIs.
• A 2-tower electromagnetic cluster, used to measure the ET of electromagnetic showers.
There are four such clusters within the RoI cluster, and the most energetic of these is used.
• A ring of 12 electromagnetic towers surrounding the clusters, which is used for isolation
tests in the electromagnetic calorimeters.
• The 16 hadronic towers behind the electromagnetic clusters and isolation ring, which are
used for isolation tests in the hadronic calorimeters.
The window slides in steps of one trigger tower in both the η and φ directions, and so there is
one window for each tower within the acceptance of the electron/photon trigger. The overlap of
the windows has a major impact on the trigger processor design — since the windows overlap,
elements of the processor (chips, boards or crates) processing neighbouring windows need to
share many of the same inputs, and hence fan-out of trigger tower signals to multiple
destinations is required. For the preferred algorithm, any element of the trigger processing
n × m windows needs data from (n + 3) × (m + 3) × 2 trigger towers (the factor 2 is for e.m. and
Figure 6-1 Inclusive electron/photon trigger rate vs trigger-tower granularity, for a threshold of 40 GeV and
luminosity of 1034 cm-2s-1. A two-tower electromagnetic cluster was used and no isolation requirement made.
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and the rest are shared with one or more other processing elements. A larger window would
result in a greater degree of overlap and signal sharing, and so the preference is to use an
algorithm which can be executed in as small a window as possible without compromising
performance.
The requirements for a trigger object to be found within the window are:
• the RoI cluster must be a local ET maximum (see below);
• the most energetic of the four trigger clusters must pass the electromagnetic cluster
threshold;
• the total ET in the electromagnetic isolation region must be less than the e.m. isolation
threshold;
• the total ET in the hadronic isolation region must be less than the hadronic isolation
threshold.
If all of these conditions are met, then the window is considered to contain an electron/photon
candidate (no distinction can be made here between electrons and photons). Eight sets of trigger
ET thresholds (combinations of cluster, e.m. isolation and hadronic isolation) are foreseen, and
the candidate is classified according to which sets it passes.
For each of the eight sets of thresholds, the multiplicity of candidates passing that selection is
counted and passed to the CTP, as an input to its decision. Three bits are used to indicate the
multiplicity for any selection, and so for each set of thresholds the multiplicity can range
between 0 and 7 (multiplicities higher than 7 must be counted as 7). This restriction on the
multiplicity passed to the CTP does not affect the number of RoIs which may be indicated to the
LVL2 trigger.
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will now be described. In all of these studies, the full GEANT-based simulation of the ATLAS
detector was used. For high-luminosity studies, the effects of pile-up were simulated for a
sequence of bunch-crossings, with the contributions from bunch-crossings other than the one of
interest weighted according to the pulse shapes expected from the ATLAS calorimeters.
6.2.2 Declustering and regions of interest
An RoI is generated for each electron/photon candidate. The RoI information consists of the
location of the RoI, in the form of the η, φ indices, plus bits indicating which sets of thresholds it
has passed. The RoI coordinate is therefore indicated at the granularity of the trigger towers.
Because each set of thresholds tests three variables (electromagnetic cluster ET, electromagnetic
isolation, and hadronic isolation) there is no unambiguous ‘ranking’ of the different sets, and so
the classification word indicates all sets of thresholds passed by the RoI.
What are needed for the CTP and RoI information are, respectively, the multiplicity and
location of objects passing the different trigger selections. However, because the algorithm
windows (Figure 6-2) overlap, it is insufficient to simply count the number of windows within
which the cluster and isolation criteria are met. For example, a high-ET deposit in a single e.m.
trigger tower (with no significant ET deposits nearby) will pass the cluster and isolation criteria
in four overlapping algorithm windows. In order to avoid multiple-counting of
electron/photon candidates, and in order to provide an unambiguous coordinate for RoIs, some
additional logic is required. This process is often referred to as ‘declustering’, in that it resolves
clusters of hits which naturally arise in overlapping-window algorithms.
A declustering scheme based on sharing of results between neighbouring algorithm windows
runs into problems where neighbouring windows are evaluated in different chips, modules, or
even crates. One solution is to transfer the results from all algorithm windows to another
processor, where they may be compared and ambiguities resolved. This, however, is only
practical if a reduced granularity is used for this comparison (as was proposed earlier in [6-2]),
since otherwise this ‘compare and resolve’ logic will be as complex as the one executing the
original algorithm. This then limits the ability to separately count nearby candidates, and does
not solve the problem of producing an unambiguous, high-precision RoI coordinate. The
preferred solution is then to add an extra element to the processing within the algorithm
window (in addition to the trigger cluster and isolation tests) which removes this possibility of
multiple-counting. The method adopted is to use an algorithm which unambiguously defines
an RoI coordinate, and then to count as trigger objects only those RoI candidates which are
associated with valid trigger cluster and isolation sums. This same approach is also used for the
hadron/tau and jet triggers.
The obvious criterion for finding an unambiguous RoI coordinate is to choose the 4 × 4 window
whose central cluster, used to define the RoI ET, best contains the shower, i.e. within which the
RoI cluster ET is a maximum when compared with neighbouring RoI clusters. The question
then is: what cluster should be used to define the RoI? The preferred solution is to use a cluster
of 2 × 2 electromagnetic trigger towers for this purpose (Figure 6-2). Requiring that such a
cluster be an ET maximum, i.e. selecting the RoI cluster which best contains an electromagnetic
shower, should also minimize leakage of that shower into the electromagnetic isolation region
around it (Figure 6-3). The 4 × 4-tower algorithm window is large enough to contain all of the
neighbouring 2 × 2 clusters, and hence we can determine whether the RoI cluster for a given
window is an ET maximum without needing to enlarge the window (which would have74 6   LVL1 calorimeter trigger algorithms and performance
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one or two towers will result in neighbouring RoI clusters of exactly equal ET, the requirement
that the RoI cluster must be more energetic than its overlapping neighbours is relaxed slightly
— instead we require that the RoI cluster be more energetic than its neighbours along two
connected edges, and at least as energetic as its neighbours along the opposite two edges
(Figure 6-4). This ensures that for any isolated shower a valid RoI will be found.
Whenever we say that some object is required to be a ‘local ET maximum’, it is this type of
condition which is meant.
If one algorithm window contains an RoI cluster which is a local ET maximum, then by
definition the neighbouring windows (i.e. those whose trigger clusters potentially overlap) do
not, and hence there can be no ambiguity about RoI coordinate. The electron/photon candidate
multiplicity is simply the number of algorithm windows passing both RoI and trigger
conditions.
An alternative definition of the RoI coordinate would have been to require that a single e.m.
trigger tower were a local ET maximum. This was used in the ATLAS Technical Proposal [6-2] to
provide RoI coordinates. This might appear to give better RoI coordinate precision since it is
based on a smaller object. However, the coordinate resolution is determined primarily by the
size of the step by which the RoI cluster slides, rather than by the size of the RoI cluster, and so
the two algorithms in fact give comparable RoI precision. The single-tower RoI is not suitable
for declustering in the preferred algorithm. The reason is that, in contrast to a 2 × 2 cluster
which uniquely identifies a single 4 × 4 algorithm window, a single e.m. tower is part of the
trigger clusters in four such algorithm windows. Thus, with a single-tower RoI, the trigger logic
must evaluate all four algorithm windows, which requires data from a larger environment
(5 × 5), and hence a big increase in the signal fan-out. The single-tower RoI would instead be a
natural solution for algorithms based on a 3 × 3 window, which is disfavoured due to weaker
isolation performance.
The above algorithm will efficiently resolve pairs of electrons or photons separated by > 0.3 in
either η or φ. As the separation falls below that, the RoI clusters for the two showers will tend to
overlap, and so only the most energetic cluster will be found, while pairs separated by less than
Figure 6-3 Relative position of RoI cluster and
shower centroid, (a) for showers shared between four
0.1 × 0.1 towers, (b) for showers shared between two
towers, and (c) for showers contained within a single
tower. The types of the inequalities in the ‘local
maximum’ test (Figure 6-4) bias well-contained
showers into a particular corner of the RoI cluster.
Figure 6-4 ‘Local ET maximum’ test for an RoI
candidate. The 0.2 × 0.2 RoI cluster ‘R’ is accepted if it
is more energetic than the neighbouring clusters
marked ‘>’ and at least as energetic as those marked
‘≥’. The use of the two types of inequalities in this way
ensures that where a shower generates two equal RoI
clusters, one and only one of these will always be
selected.
b)a) c)
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Figure 6-5, for pairs of electrons in H → ZZ → e+e–e+e– events. In most cases the
electromagnetic isolation veto will be more important in limiting the minimum separation
between pairs of electromagnetic showers than the decluster/RoI algorithm itself.
This property does not affect the efficiency for reconstructing pairs of electrons or photons from
the decays of objects of M ≥ MW, such as Z → e+e- or H → γγ decays, though it would affect the
efficiency for flagging pairs from light decays such as J/ψ → e+e–. Other factors (the low ET of
the electrons and their proximity to hadronic jets) also limit acceptance in such events, and the
muon trigger will be the main B-physics trigger at LVL1. Pairs of showers with small
separations can occur by chance in more complex events, where the two electrons or photons
originate from the decays of different objects, but this would result in only a small reduction in
acceptance and should not systematically affect any particular mass regions. Studies using the
ATLFAST Monte Carlo show no trigger inefficiency in those H → ZZ → e+e–e+e– events where
all four electrons are reconstructed.
6.2.3 Choice of trigger cluster size
There are two main requirements on the trigger cluster:
• it should be large enough to contain electromagnetic showers sufficiently well so as to
give a sharp trigger threshold;
• it should be small enough to provide good discrimination between electrons or photons
and QCD jets.
The ultimate criterion is the trigger rate due to QCD jets for a threshold meeting the physics
efficiency requirement. Three different trigger clusters have been compared, each of which is
completely contained within the 2 × 2 tower RoI cluster. These are
Figure 6-5 Separation ∆η between a reconstructed electron and the nearest trigger RoI versus the separation
(∆R) between that electron and its nearest neighbour. Difficulties in resolving both electrons become apparent
when ∆R < 0.3. In this plot, the neighbouring electron was required to be the more energetic of the pair. The
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• 3-tower clusters, where the three towers form an ‘L’ shape (with any orientation);
• 4-tower clusters, which are the same as the RoI cluster itself.
Figure 6-6 compares the efficiencies of these clusters as a function of threshold for electrons of
ET = 20 and 40 GeV. There is very little difference in threshold sharpness between the
three-tower and four-tower clusters, with the two-tower cluster giving a slightly softer
threshold. Figure 6-7 compares the thresholds for converted photons and electrons with
bremsstrahlung for the different algorithms. It can be seen that for all three algorithms these
distributions differ little from those of Figure 6-6 (which included the mixture of
bremsstrahlung and non-bremsstrahlung events expected from the distribution of material in
the ATLAS detector). Figure 6-8 shows the trigger cluster ET as a function of rapidity, showing a
similar degradation of performance for all algorithms in the calorimeter barrel/endcap
transition, due to the extra material in this region.
The larger three- and four-tower clusters also contain a greater fraction of jet ET, resulting in a
higher rate for the same threshold. Figure 6-9 shows the rate due to QCD jets vs. the efficiency
for 20 GeV electrons for the three algorithms, at a luminosity of 1033 cm-2s-1. As can be seen, the
smaller two-tower cluster gives a significantly lower rate. The differences are summarized in
Table 6-1, requiring 95% efficiency for electrons of ET = 20 GeV and 40 GeV. Even at low
luminosity and relatively high cluster threshold, the smaller cluster would still be favoured.
At the higher luminosity of 1034 cm-2s-1, we again show the trigger rate vs. the efficiency, for
30 GeV electrons, in Figure 6-10. The smaller cluster is also favoured at high luminosity, as
might be expected from the effect of pile-up. Figure 6-11 compares the threshold sharpness of
the algorithms. Here a greater separation of the curves can be seen, due to the additional pile-up
ET, though the effect is again small.
The two-tower trigger cluster is preferred, since it offers superior performance in terms of rate
vs. efficiency, and gives a trigger threshold behaviour that is acceptably sharp. The lower
Figure 6-6 Cluster threshold efficiency curves for the three different cluster options, for electron ET of 40 and
20 GeV. The solid line shows the performance of the two-tower cluster, the dashed line the three-tower cluster,
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trigger performance.
6.2.4 Choice of isolation regions
The cluster threshold alone does not provide sufficient jet rejection to meet the ATLAS physics
efficiency requirements with a sustainable trigger rate. Thus isolation is used to obtain greater
rejection. The sizes and shapes of the isolation regions are restricted by the allowable sizes of the
algorithm window itself. With a two-tower electromagnetic trigger cluster the smallest possible
algorithm window is 3 × 3 towers (i.e. the environment needed for declustering by requiring
that a single e.m. trigger tower be a ‘local ET maximum’ as defined above). Equally, the increase
in signal fan-out (and hence cost, complexity and/or technical risk) with environment size
makes an algorithm window larger than 4 × 4 trigger towers problematic. Hence the studies
were restricted to these two possible algorithm windows.
Within a 4 × 4 algorithm window there are ‘obvious’ choices:
• electromagnetic isolation based on a ring of 12 towers surrounding the RoI and trigger
clusters;
• hadronic isolation based on the sum of hadronic ET in the entire 4 × 4 window.
Another possibility would be a smaller hadronic isolation region, consisting of the 2 × 2
hadronic towers directly behind the RoI. This might allow triggering on electrons closer to jets
than the larger windows would. This was therefore also studied.
Within a 3 × 3 algorithm window there is an ‘obvious’ choice for hadronic isolation, namely the
sum of all hadronic ET in the window. Electromagnetic isolation is more problematic. One
possibility would be to use the sum of the 3 × 3 e.m. towers minus the most energetic two-tower
trigger cluster. However, since the two-tower cluster does not completely contain all showers
(as can be seen from the threshold curves), such an algorithm would suffer from relatively long
tails in the isolation ET for true electrons and photons, limiting the usefulness of
Figure 6-7 Cluster threshold efficiency curves for electrons with bremsstrahlung (40 GeV) and converted
photons (50 GeV). The solid line shows the performance of the two-tower cluster, the dashed line the
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2 × 2 e.m. cluster was used, an algorithm which should be no more vulnerable to e.m. shower
leakage than that used for the 4 × 4 window. Such an algorithm has also been studied by the
CMS Collaboration [6-4].
Figure 6-12 shows the ET distributions in these different isolation regions for electrons and for
jets, both passing an appropriate cluster-ET cut, without pile-up. In Figure 6-13 the same
distributions are shown for events with minimum bias added to simulate a luminosity of 1034
cm-2s-1. In both figures the effects of the signal preprocessing (bunch-crossing identification and
Figure 6-8 Rapidity-variation of cluster ET for 40 GeV electrons, for two-tower and four-tower clusters. The
area of degraded resolution is the transition between the barrel and endcap electromagnetic calorimeters. The
calibration was optimized for a two-tower cluster.
Table 6-1 Comparison of thresholds and rates for three cluster algorithms at two values of electron ET, for
luminosity 1033 cm-2s-1 and requiring 95% efficiency.
ET = 20 GeV ET = 40 GeV
Cluster size 2-tower 3-tower 4-tower 2-tower 3-tower 4-tower
Threshold 16 GeV 17 GeV 17 GeV 35 GeV 36 GeV 37 GeV
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between electrons and jets can be made, and that the isolation distributions, especially hadronic
isolation, are relatively insensitive to pile-up.
Table 6-2 summarizes the additional background rejection which may be obtained using
isolation at low luminosity. The isolation cuts (which were in the region 1–3 GeV in all cases)
were always chosen to be at least 95% efficient for the electron sample. Table 6-3 shows similar
results for a luminosity of 1034 cm-2s-1. Electromagnetic and hadronic isolation are combined by
applying separate thresholds to both, rather than by adding them and applying a threshold to
the sum. This is done for reasons of flexibility, and also because of the different sensitivities of
the electromagnetic and hadronic isolation sums to pile-up and to cluster ET (see below).
Figure 6-9 QCD background rate vs. efficiency for
20 GeV electrons, for luminosity 1033 cm-2s-1.
Figure 6-10 QCD background rate vs. efficiency for
40 GeV electrons, for luminosity 1034 cm-2s-1.
Figure 6-11 Threshold curves for electrons of ET = 20 and 40 GeV, for luminosity 1034 cm-2s-1. The solid line
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• larger isolation regions give better jet rejection;
• there are gains to be made from using both electromagnetic and hadronic isolation in
combination;
• the rejection obtainable from isolation increases with increasing cluster ET.
In particular, the greater rejection obtainable in a 4 × 4 environment if only one or other of
electromagnetic or hadronic isolation is used is advantageous, since this provides extra
flexibility should there be problems with one of the calorimeters, or offers the possibility of
relaxing isolation (e.g. by removing the electromagnetic isolation requirement) at a lower
cluster ET.
In the above discussion, the isolation requirement was imposed by requiring that isolation ET be
less than a fixed (though programmable) threshold. Another possibility would be to require that
the isolation ET be less than some fraction of the cluster ET. This would be more complex to
implement (requiring a division or multiplication as well as a threshold), but would be a
reasonable approach if the isolation ET for genuine electrons and photons were dominated by
shower leakage into the isolation sums. The e.m. isolation distributions for electrons of different
ET are shown in Figure 6-14. As would be expected, the hadronic isolation sums are quite
insensitive to electron ET. There is some dependence of electromagnetic isolation ET on electron
ET, but this is a relatively small effect for electrons of ET < 50 GeV. Other noise sources also
contribute to the electromagnetic isolation sums, and so there is not a simple scaling with ET.
These plots are for low luminosity. At high luminosity, pile-up makes additional contributions
Figure 6-12 Isolation ET distributions in different regions, for electrons (left) and jets (right). A cluster
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therefore felt that applying fixed thresholds (which may be different in different ranges of
trigger cluster ET) is a more appropriate approach than requiring isolation to be less than some
fraction of cluster ET.
Figure 6-13 Isolation ET distributions for electrons (left) and jets (right), as Figure 6-12 but with pile-up added to
simulate design luminosity.
Table 6-2 Additional rejection factors obtainable against jets passing three different cluster-ET thresholds for
the different isolation algorithms at low luminosity. Isolation is chosen such that electron trigger efficiency is at
least 95% in each case.
Isolation algorithm ET > 16 GeV ET > 27 GeV ET > 37 GeV
E.M. 3 × 3 window 1.8 2.4 3.5
E.M. 4 × 4 window 2.7 4.1 4.8
Hadronic 2 × 2 window 1.9 2.4 3.3
Hadronic 3 × 3 window 2.1 2.6 3.7
Hadronic 4 × 4 window 2.3 3.0 4.2
E.M. 3 × 3 + hadronic 3 × 3 3.1 4.5 6.6
E.M. 4 × 4 + hadronic 2 × 2 3.9 5.4 7.3
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It is foreseen that electron/photon candidates may contribute to the LVL1 trigger decision in
three ways:
• as inclusive triggers, where at least one signal above a given threshold is sufficient to
cause an event to be accepted;
• in electron/photon multiplicity triggers, e.g. dielectron/diphoton triggers;
• in combination with other trigger inputs, e.g. electron and missing-ET or electron and
muon.
Figures 6-15 and 6-16 show the estimated inclusive trigger rates as a function of electron pT (for
95% electron efficiency), for luminosities of 1033 cm-2s-1 and 1034 cm-2s-1. Each plot shows the
rate without isolation, using only hadronic isolation, and using both electromagnetic and
Table 6-3 Additional rejection factors obtainable against jets passing three different cluster-ET thresholds for
the different isolation algorithms at a luminosity of 1034 cm-2s-1. Isolation is chosen such that electron trigger
efficiency is at least 95% in each case.
Isolation algorithm ET > 16 GeV ET > 27 GeV ET > 37 GeV
E.M. 3 × 3 window 1.7 2.2 2.6
E.M. 4 × 4 window 2.2 3.7 3.6
Hadronic 2 × 2 window 1.9 3.1 3.4
Hadronic 3 × 3 window 2.1 3.4 4.5
Hadronic 4 × 4 window 2.3 3.8 4.5
E.M. 3 × 3 + hadronic 3 × 3 3.0 5.5 7.8
E.M. 4 × 4 + hadronic 2 × 2 3.0 6.0 7.8
E.M. 4 × 4 + hadronic 4 × 4 3.5 6.4 8.6
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trigger. In these, the isolation cuts were chosen to give 95% efficiency for triggering on the pair,
rather than a single electron or photon. As can be seen, by requiring both electromagnetic and
hadronic isolation the trigger efficiency and rate requirements can be comfortably met at both
low and high luminosity.
As shown above, there is a dependence of isolation ET on electron/photon ET, and so one
would not require the same isolation thresholds irrespective of cluster ET. Also, since the trigger
Figure 6-15 Inclusive electron trigger rate for
luminosity 1033 cm-2s-1, without isolation (solid),
requiring only hadronic isolation (dotted) and requiring
both electromagnetic and hadronic isolation (dashed).
Figure 6-16 Inclusive electron trigger rate for
luminosity 1034 cm-2s-1, without isolation (solid),
requiring only hadronic isolation (dotted) and requiring
both electromagnetic and hadronic isolation (dashed).
Figure 6-17 Electron/photon pair trigger rate for
luminosity 1033 cm-2s-1, without isolation (solid),
requiring only hadronic isolation (dotted) and requiring
both electromagnetic and hadronic isolation (dashed).
Figure 6-18 Electron/photon pair trigger rate for
luminosity 1034 cm-2s-1, without isolation (solid),
requiring only hadronic isolation (dotted) and requiring
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isolation for higher-ET clusters, as the effect on trigger rate is negligible. It is therefore
anticipated that the isolation conditions will be progressively loosened with increasing cluster
ET. An example of how this could work is shown in Table 6-4 for low luminosity, and Table 6-5
for high luminosity.
LVL2 trigger selections may use information about lower-ET electrons or photons than those
which contribute to the LVL1 decision, as low as ET = 10 GeV even at high luminosity. Thus a
low-ET ‘secondary RoI’ selection is needed in order to produce RoI flags for such objects. In
order to maximize efficiency, these are assumed to be non-isolated. The number of such RoIs in
a typical triggered event will have a major impact on the data transfer needed for the LVL2
trigger. The average RoI multiplicities in events passing the trigger selections of Table 6-4 and
Table 6-5 are shown in Figure 6-19. As can be seen, the average RoI multiplicities are reasonably
low. If needed, one could also require isolation for such secondary RoIs, reducing the average
multiplicity further.
Table 6-4 An example of how isolation criteria might be progressively loosened with increasing ET for luminosity
1033 cm-2s-1. The total rate is less than the sum of the parts due to overlaps between the different selections.
Trigger selection Threshold Isolation Rate
≥ 1 electron/photon ET > 17 GeV E.M. + hadronic 11  kHz
≥1 electron/photon ET > 35 GeV Hadronic 1.2 kHz
≥1 electron/photon ET > 60 GeV None 0.6 kHz
≥ 2 electron/photons ET > 12 GeV E.M. + hadronic 1.4 kHz
≥ 2 electron/photons ET > 20 GeV Hadronic 0.1 kHz
≥ 2 electron/photons ET > 35 GeV None 0.3 kHz
Total trigger rate 13  kHz
Table 6-5 An example of how isolation criteria might be progressively loosened with increasing ET for luminosity
1034 cm-2s-1. The total rate is less than the sum of the parts due to overlaps between the different selections.
Trigger selection Threshold Isolation Rate
≥ 1 electron/photon ET > 26 GeV E.M. + hadronic 21.5 kHz
≥1 electron/photon ET > 45 GeV Hadronic 2.6 kHz
≥1 electron/photon ET > 75 GeV None 3.0 kHz
≥2 electron/photons ET > 15 GeV E.M. + hadronic 5.2 kHz
≥2 electron/photons ET > 25 GeV Hadronic 0.4 kHz
≥2 electron/photons ET > 45 GeV None 1.5 kHz
Total trigger rate 29.2 kHz6   LVL1 calorimeter trigger algorithms and performance 85
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6.3.1 Motivation
There could be several purposes for a hadron/tau trigger, implemented in the LVL1 calorimeter
trigger:
1. In coincidence with a muon trigger or an electron trigger, it could improve the efficiency
for triggering on Z → τ+ τ– decays or on low-mass A → τ+ τ– decays.
2. In coincidence with missing-ET, it could provide a trigger on W → τ ν and Z → τ+ τ–
hadronic decays (at low luminosity).
3. It could select high-ET hadron decays for calibration of the hadron calorimeter, through
the measured momentum from the tracking system.
Item 3 requires the trigger to be used stand-alone, where it would be prescaled and/or used at
low luminosities, in order not to saturate the trigger rate. An isolation requirement in the
calorimeter would be desirable for items 1 and 2, since the tau decays will give rise to narrow
energy depositions. Isolation might be undesirable for item 3, since it would bias the shower
shape.
While this trigger might be considered a relatively low priority for physics, it can be
implemented relatively easily and cheaply at LVL1, using the same inputs and much of the
same logic used for the electron/photon trigger.
6.3.2 Algorithms considered
Several algorithms have been considered, subject to the constraint that the minimum
granularity in η and φ be 0.1. All algorithms have a core energy which is a sum of energy in the
electromagnetic and hadronic layers, covering a certain number of 0.1 × 0.1 trigger towers that
is not necessarily the same in the two layers. The algorithms then require this core energy to
exceed some threshold. Five different core definitions were considered (see Figure 6-20):
1. A 2 × 1 or 1 × 2 trigger-tower group (two neighbouring towers at the same η or φ) in the
electromagnetic layer, together with the same towers (i.e. the towers directly behind) in
the hadronic layer.
2. A 2 × 1 or 1 × 2 trigger-tower group in the electromagnetic layer together with a 2 × 2
tower group in the hadronic layer.
3. A 2 × 2 trigger-tower group in both electromagnetic and hadronic layers.
4. A 2 × 2 trigger-tower group in the electromagnetic layer together with a 4 × 4 tower group
in the hadronic layer (centred on the same point).
5. A 4 × 4 trigger-tower group in both electromagnetic and hadronic layers.
In all these algorithms, the central 2 × 2 trigger-tower block, summing over electromagnetic and
hadronic layers, is required to contain more energy than any of the other eight possible 2 × 2
tower blocks that can be defined in the same 4 × 4 window. In practice, the block is required to
contain more energy than its neighbours along two edges (top and right), and at least as much
energy as its neighbours along the other two edges (they can be equal since the energy is6   LVL1 calorimeter trigger algorithms and performance 87
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trigger. This condition ensures that towers are not used twice — i.e. a high energy hadron will
give a single RoI. Note that for the 2 × 1 core definitions, the trigger condition is satisfied if any
of the four possibilities (2 × 1 or 1 × 2) in the 2 × 2 block passes the cluster-energy threshold. An
alternative ‘declustering’ algorithm was studied (see Section 6.2.2) but gave very similar results.
The declustering scheme described above has already been chosen for the electron/photon
trigger, and so is the natural choice for the hadron/tau trigger.
For the isolation definition, the most obvious choice is to use the 12 trigger towers surrounding
the 2 × 2 core, as shown in Figure 6-20, summing the towers in the two layers separately. An
alternative is to use a 14-tower isolation definition (in the case of a 2 × 1 core), including all
towers in the 4 × 4 block except the 2 × 1 core. Finally, in the case of a 4 × 4 core definition,
isolation was defined in an 8 × 8 window. This could be the same algorithm as the first, but
using an element size of 0.2 × 0.2 rather than 0.1 × 0.1. If this latter algorithm were favoured,
then the trigger might be more naturally implemented in the Jet/Energy-sum Processor.
6.3.3 Evaluation of candidate algorithms
The evaluation of the different algorithms was performed using two types of data-sets: signal
events from A → τ+ τ– decays with mA in the range 150 GeV to 450 GeV, and background events
containing QCD jets. These events were run through the full GEANT simulation.
For the tau sample, only events where a tau was found close to the highest-ET particle were
selected. In order to evaluate the efficiency as a function of ET, the summed ET of the hadronic
daughters of the tau was used rather than the ET of the tau itself. One-prong tau decays were
compared to three-prong decays, but no difference was observed. For the rest of the analysis, no
distinction was made between the different hadronic tau decay modes.
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In order to make a fair comparison of the efficiencies for the tau selection, ET thresholds were
defined for the different core algorithms such that all selected similar numbers of jet events, i.e.
would lead to the same trigger rate. Two sets of thresholds were defined, and are shown in
Table 6-6.
The efficiency curves for the tau events vs. the tau hadronic ET are shown for these algorithms
and thresholds in Figures 6-21 for the lower thresholds in the table, and 6-22 for the higher
thresholds. The tau closest to the highest-ET particle in the event was used.
Table 6-6 Thresholds (in GeV) and numbers of jet and tau events selected by the different core algorithms. Also
indicated is the ratio of tau to jet events selected.
Algorithm Threshold No. jets Ntau tau/jets Threshold No. jets Ntau tau/jets
2 × 1 40 GeV 1829 1810 0.99 ± 0.03 60 GeV 588 1235 2.10 ± 0.11
2 × 1 + 2 × 2 43 GeV 1834 1802 0.98 ± 0.03 65 GeV 579 1213 2.09 ± 0.11
2 × 2 49 GeV 1788 1715 0.96 ± 0.03 72 GeV 594 1158 1.95 ± 0.10
2 × 2 + 4 × 4 52 GeV 1865 1700 0.91 ± 0.03 78 GeV 585 1104 1.89 ± 0.10
4 × 4 62 GeV 1804 1505 0.83 ± 0.03 88 GeV 576 1022 1.77 ± 0.09
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best one. From these results, algorithms 1 and 2 are judged to be superior to the others, with
algorithm 1 giving higher efficiency in the low-ET range and algorithm 2 giving higher
efficiency in the high-ET range. This sharper turn-on would make algorithm 2 preferable for
calibration purposes, where it would be desirable to restrict to a region of high trigger efficiency
to reduce trigger bias. (N.B. For the tau trigger in coincidence with a lepton trigger, an improved
efficiency at low energy might perhaps be useful, since the LVL2 trigger may be able to accept
such events, by reducing the lepton background and applying more sophisticated isolation
criteria.)
The total efficiency for the tau events depends on the ET spectrum. For the ET spectrum
corresponding to the data samples analysed here, the acceptance for the tau events is compared
in Table 6-6, including the ratio of tau events relative to jet events accepted. This ratio is a
measure of the algorithm performance. At face value the errors look too large to draw firm
conclusions, but there are large correlations between the numbers of events accepted by the
different algorithms. For example, 98% (93%) of the tau (jet) events accepted by algorithm 1
(threshold = 40 GeV) are also accepted by algorithm 2 (threshold 43 GeV). This means that,
when comparing the performance of the different algorithms, the errors should be reduced by a
factor of about five. One may then conclude that, for this distribution of taus, algorithms 1 and 2
are superior to the others for both sets of thresholds, but the difference between them is not
significant.
One may also study the ability to trigger on hadrons in an inclusive way. For this purpose, the
jet events were used, but only events where the highest-ET particle was hadronic were retained.
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efficiency spectra as a function of the hadron’s ET (using the highest-ET particle in the event) are
shown in Figure 6-23. The differences between the various algorithms are not very significant,
but algorithms 1 and 2 still have relatively good performance.
6.3.3.2 Isolation
The isolation in the tau events, summed over electromagnetic and hadronic layers, is compared
to that in the jet events in Figure 6-24 for the first three core algorithms, for events passing the
lower set of thresholds defined above. In each case, the default 12-tower isolation definition was
used. A clear distinction is seen between the tau and jet events, but this distinction does not
seem to depend on the core algorithm in a significant way. Also shown in Figure 6-24 is the
result using a 14-tower isolation definition, which can only be used for the 2 × 1 core definition.
The distinction between the tau and jet events is reduced with this definition compared to the
12-tower case.
Restricting ourselves to core algorithm 2 (2 × 1 e.m. + 2 × 2 hadronic), the isolation in tau events
is compared in Figure 6-25 to that in jet events separately for the electromagnetic and hadronic
layers. The electromagnetic isolation is seen to be much more powerful than the hadronic, and
therefore should be treated separately. The correlation between the isolation ET values seen in
the two layers is shown in Figure 6-26 for the two classes of events. From this plot, it is not clear
that the hadronic isolation is a very powerful tool.
The other isolation option studied, which would apply only for the 4 × 4 core (algorithm 5), is to
define it in an 8 × 8 window. (Effectively, it is a 12-tower isolation with 0.2 × 0.2 towers.) Using
the lower core threshold defined above, the isolation defined in this way is compared between






Hadronic transverse energy of tau (GeV)6   LVL1 calorimeter trigger algorithms and performance 91
ATLAS Status Report
Trigger Performance 25 August 1998the two data samples in the two layers in Figure 6-27. Compared to the default isolation
definition, the electromagnetic separation is worse, and the hadronic is slightly better. Thus, use
of the 4 × 4 core with this isolation definition would result in an inferior performance relative to
algorithm 2 with the standard definition. (In fact, the 8 × 8 window isolation is largely
uncorrelated with the default isolation, so combining the two would improve the performance,
but the implementation of such an algorithm would be impractical at LVL1.)
6.3.3.3 Absolute trigger rate
Selecting core algorithm 2, Figure 6-28 shows the absolute trigger rate that would result from
using the hadron/tau trigger in a stand-alone way as a function of core-ET threshold, assuming
a luminosity of 1033 cm-2s-1. The effect of pile-up has been neglected. The figure shows the rate
with and without an electromagnetic isolation cut, where two possibilities are indicated for the
dependence of such an isolation cut on the core threshold. The first possibility is no dependence
— i.e. a fixed cut, while the second possibility is a direct proportionality with the core threshold.
The optimal choice most probably lies somewhere in between these extremes.
The expected trigger rates for a few specific core thresholds are also indicated in Table 6-7.
Figure 6-24 Isolation ET for tau and jet events, summed over electromagnetic and hadronic layers, for core
algorithms 1, 2 and 3. The bottom two plots show the same quantity for algorithm 1, but using a 14-tower
isolation definition.
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Several possibilities have been studied for the hadron/tau calorimeter trigger at LVL1. From
studies of the tau efficiency curves at a fixed rate of jet events, two algorithms are preferred for
Figure 6-25 The isolation ET (12-tower), shown separately for the electromagnetic and hadronic layers for tau
and jet events, using core algorithm 2.
Figure 6-26 The hadronic isolation ET vs. the electromagnetic isolation ET (12-tower) for tau and jet events,
using core algorithm 2.
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algorithm 2 has the faster turn-on in efficiency and so is preferred.
An isolation requirement may also be made, and the most suitable definition was found to be
that which sums the ET in the electromagnetic layer in the 12 trigger towers surrounding the
2 × 2 core (which acts as a declustering object). The corresponding isolation sum in the hadronic
layer may also be used, but its discrimination power is not very large.
Figure 6-27 The isolation ET defined in the 8 × 8 window, using a 4 × 4 core, separately for the electromagnetic
and hadronic layers, for the tau and jet events.
Table 6-7 Trigger rates for a stand-alone tau trigger for a few different core-ET thresholds and the isolation
requirements indicated.
Core-ET threshold E.M. isolation threshold Rate at 1033 cm-2s-1
20 GeV 7 GeV 16.3 ± 0.4 kHz
40 GeV 10 GeV 2.1 ± 0.2 kHz
60 GeV 12 GeV 0.6 ± 0.1 kHz
EM layer Hadronic layerτ events
Jets
Isolation ET/GeV Isolation ET/GeV94 6   LVL1 calorimeter trigger algorithms and performance
ATLAS Status Report
Trigger Performance 25 August 1998Figure 6-28 Trigger rate vs core-ET threshold for an inclusive tau trigger, assuming a luminosity of 1033 cm-2s-1
without pile-up. The effect of using an electromagnetic isolation requirement is indicated.
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Jet production is expected to be the dominant hard process at the LHC. Unlike the
electron/photon and hadron/tau triggers, the main requirement on the jet trigger is therefore
not that it should discriminate between two different types of object, but rather that it should
discriminate on the basis of the ET and multiplicity of jets. Only when trying to flag the
lowest-ET jets (20–40 GeV) as secondary RoIs for LVL2 is the question of background from other
sources (noise and pile-up) expected to be a problem.
The tasks of the jet trigger are:
• to identify hadronic jets using calorimeter data;
• to classify these according to ET;
• to provide multiplicities of jets passing each classification to the CTP;
• to provide the coordinates of candidates and their classification to the LVL2 trigger (jet
RoIs).
In order to achieve the physics goals, the jet trigger should:
• have as good an energy resolution as possible for both high-ET (100–200 GeV) jets and
low-ET (< 50 GeV) jets, at both low and high luminosity;
• provide an accurate count of jet multiplicity above the required thresholds, even in
complex multijet events;
• provide accurate coordinates for jets within the calorimeters, to minimize the size of the
RoIs which LVL2 needs to read out.
The choice of the granularity of input data, and the algorithms used, are determined by these
requirements, and also by technical and financial constraints.
For most of the studies described below, a ‘fast’ simulation was used. This included a realistic
model of the electronics effects, preprocessing, and trigger algorithms, but lacked the detailed
simulation of the detector and material. This model allowed large, high-ET datasets to be
produced easily. Cross-checks were performed using the full GEANT-based simulation,
particularly in the delicate area of low-ET jet performance.
6.4.1 Granularity and algorithm
The proposed jet trigger algorithm is illustrated in Figure 6-29. It is based on a window of 4 × 4
‘jet elements’, which have a granularity of 0.2 × 0.2 in ∆η × ∆φ and are summed in depth
between the electromagnetic and hadronic calorimeters. The algorithm has two components:
• A 2 × 2-element cluster (0.4 × 0.4), used to identify candidate jet RoIs.
• A trigger cluster, used to measure the jet ET. This cluster can be 2 × 2, 3 × 3 or 4 × 4 jet
elements (0.4 × 0.4, 0.6 × 0.6 or 0.8 × 0.8 in ∆η  ×  ∆φ).
The window slides in steps of one element in both the η and φ directions, and so there is one
window for each jet element within the acceptance of the jet trigger, |η| < 3.2, which is the limit
of the endcap calorimeter coverage. As in the electron/photon and hadron/tau algorithms, the
overlap of the windows requires fan-out of the input data between different processing units of96 6   LVL1 calorimeter trigger algorithms and performance
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electromagnetic and hadronic triggers (except that there is now only one sample in depth), and
so results in a similar level of signal fan-out within the jet system.
The two requirements for a trigger object to be found within the window are:
• the RoI cluster is a local ET maximum;
• the trigger cluster ET passes the jet cluster threshold.
The optimum size of the jet cluster will depend on both the jet ET and the luminosity. The
resolution for high-ET jets at low luminosity will be dominated by the containment of the jet ET
within the cluster, favouring a larger cluster. Conversely, when flagging low-ET jets, especially
at high luminosity, the amount of electronic and pile-up noise within the jet cone will be the
limiting factor in jet trigger performance. For this reason, a flexible system is foreseen, in which
different jet cluster sizes may be used simultaneously at different ET thresholds, allowing
optimization of different jet selections for different purposes. The choice of which cluster size
can be used with which threshold will be programmable.
Because of the overlap of algorithm windows there is, just as for the electron/photon and
hadron/tau triggers, the possibility of multiple-counting of overlapping clusters due to a single
jet. This is especially true for the 0.8 × 0.8 cluster, where the degree of overlap is particularly
large. This problem is resolved in the same way as for the other local-object triggers: rather than
count trigger clusters above threshold, we instead count RoI clusters which are identified as
local ET maxima (Section 6.2) and which are part of a trigger cluster passing one or more trigger
thresholds. The local ET maximum condition ensures that the RoI clusters are distinct
(non-overlapping) objects, and so eliminates the problem of multiple counting.
An RoI is generated for each jet candidate passing the above conditions. The RoI information
consists of the location of the RoI, in the form of the η, φ indices of the window, plus bits
indicating which jet cluster thresholds it has passed. The RoI coordinate is therefore the centre
of the RoI cluster (which is the centre of the algorithm window). Because it is possible for
different trigger cluster sizes to be used for different trigger thresholds, the ‘threshold
classification’ word for each RoI should indicate the complete set of thresholds passed by the
RoI, rather than merely the most energetic.
As with the electron/photon and hadron/tau triggers, eight jet trigger thresholds are foreseen.
The multiplicity of candidates passing each threshold is counted and passed to the CTP as a
Figure 6-29 Jet trigger algorithms based on a step of 0.2 × 0.2. In the 0.6 × 0.6 algorithm, the RoI (shaded)
may occupy any corner of the cluster.
Window 0.6 x 0.6
Jet element/Slide 0.2 x 0.2
De-cluster/RoI 0.4 x 0.4, overlapping
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Jet element/Slide 0.2 x 0.2
De-cluster/RoI 0.4 x 0.4, overlapping
De-cluster/RoI can be
in 4 possible positions De-cluster/RoI must
be in centre position
(to avoid 6x6, and 2 jets/window)
Window 0.4 x 0.4
Jet element/Slide 0.2 x 0.2
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the number of RoIs which may be indicated to LVL2.
6.4.2 Choice of algorithm options
The trigger architecture essentially forces the jet algorithm to be based upon a fixed-size sliding
window. There are three basic elements to the actual algorithms studied:
• the size of the trigger cluster;
• the size of the step by which it slides;
• the algorithm used for declustering and RoI generation.
There is a strong coupling between the step size, which is equal to the size of the jet elements,
and the trigger and RoI cluster options, since both must be an integer multiple of the jet element
size. We compare below algorithms based on elements of 0.2 × 0.2 and 0.4 × 0.4. The latter are
illustrated in Figure 6-30. For a jet element of 0.4 × 0.4, a trigger cluster of 0.8 × 0.8 was used, i.e.
a 2 × 2 elements. Two decluster/RoI algorithms were considered. In one, the entire 0.8 × 0.8
cluster was required to be a local ET maximum. In the other, one of the four jet elements making
up the cluster was required to be a local ET maximum. In the latter case, the RoI element could
occupy any corner of the cluster.
Only algorithms based on overlapping clusters are considered here. Non-overlapping clusters
could also be used, and are in principle simpler to implement as they would not require fan-out
of input data. However, such algorithms have a fundamental problem: jets falling near the edge
of such a cluster have their energy split between two or more clusters. This has three adverse
consequences:
• It causes tails in the jet resolution curve, and hence a softened jet efficiency threshold. This
results in degraded inclusive jet trigger performance.
• Single high-ET jets may be reconstructed as two or more lower-ET clusters. This degrades
the ability to classify events according to jet multiplicity.
• Since a single jet may be reconstructed as two or more adjacent clusters, additional
processing is required to provide reliable RoI coordinates for LVL2. This then eliminates
the advantage of simplicity of implementation of such triggers.
Figure 6-30 Alternative jet trigger algorithms based on a step of 0.4 × 0.4. In the left-hand figure, the RoI is a
single jet element, which may occupy any corner of the cluster. In the right-hand figure the cluster itself is also
the RoI, and so is required to be a local ET maximum.
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ATLAS, and so they are not considered further here.
6.4.3 Inclusive trigger performance
One problem with studies of jet triggers is there is no unique definition of what constitutes a
‘jet’. Hence one must use a particular jet-finder as a ‘reference’ against which the trigger
algorithms are compared. Fixed-cone algorithms are widely used within ATLAS, but relying on
one of these as a reference carries the risk that it would bias studies of the optimum cluster size.
For this reason both a fixed cone algorithm (with ∆R = 0.4) and a kT algorithm [6-5] were used as
references for comparison with the trigger algorithms. The plots shown are mostly for the kT
algorithm, but the results did not significantly depend on which reference algorithm was used.
Figure 6-31 shows the threshold efficiency curves for 100 GeV ET jets for different cluster sizes,
at a luminosity of 1033 cm-2s-1. Such jets are of interest for the inclusive jet trigger at this
luminosity. As can be seen, the threshold sharpness for jets of 0.6 × 0.6 and 0.8 × 0.8 is very
similar, while the smaller 0.4 × 0.4 cluster produces a much softer threshold. Figure 6-32 shows
the correlation between efficiency for these jets and the inclusive trigger rate for the same
algorithms. From this we see that the larger clusters produce a lower rate when high efficiency
is required. The same quantities are shown in Figures 6-33 and 6-34 for 200 GeV ET jets at the
design luminosity of 1034 cm-2s-1. Again, a larger cluster size is favoured.
Table 6-8 compares the inclusive jet rates for different cluster and step sizes, for thresholds
chosen to be 95% efficient for jets of 100 GeV and 200 GeV ET at luminosities of 1033 cm-2s-1 and
1034 cm-2s-1, respectively. As can be seen, there is a strong preference for a larger jet cluster size
for such trigger selections. There is also a small gain from using a step of 0.4 × 0.4. This is
understood to be due to the requirement that the RoI cluster for the algorithm based on a step of
0.2 × 0.2 be at the centre of the 0.8 × 0.8 jet cluster. Relaxing this requirement would however
require an algorithm window of 6 × 6 jet elements, and an unacceptable increase in signal
fan-out.
Figure 6-31 Jet trigger efficiency curves for 100 GeV
ET jets, for different cluster sizes, at luminosity 1033
cm-2s-1.
Figure 6-32 Trigger rate vs. efficiency for 100 GeV ET
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While the resolution for inclusive high-ET jets depends primarily on the trigger cluster size, the
RoI coordinate resolution and the ability to resolve nearby jets depend on the step size and RoI
definition.
Figure 6-35 shows the coordinate resolution of the three RoI definitions considered. All
algorithms based on a step of 0.2 × 0.2 use a cluster of 0.4 × 0.4 as the RoI. For a step of 0.4 × 0.4,
two RoI definitions are compared: requiring that an individual jet element be a local ET
maximum, or requiring that the 0.8 × 0.8 cluster be an ET maximum. The quantity plotted is the
distance ∆R = (∆η2 + ∆φ2)1/2 between the RoI centre and the axis of the reference jet. As can be
seen, better resolution is obtained from both a smaller RoI cluster and a smaller step size.
Figure 6-36 illustrates the different abilities of the algorithms to resolve nearby jets. It shows the
efficiency for the trigger to identify a reference jet as a function of its separation ∆R from a more
energetic neighbour. As expected, the smaller RoI clusters and steps result in a higher efficiency
to resolve nearby jets. This affects the acceptance of a multijet trigger, and the ability to count
jets in events with complex topologies.
Figure 6-33 Trigger efficiency curves for 200 GeV ET
jets, for different cluster sizes, at luminosity 1034
cm-2s-1.
Figure 6-34 Trigger rate vs. efficiency for 200 GeV ET
jets, for different cluster sizes, at luminosity 1034
cm-2s-1.
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Multijet trigger performance depends on both the resolution for isolated jets and the resolution
for separating nearby jets. As an example, Figure 6-37 shows the efficiency of a 4-jet trigger to
select top events versus the resulting trigger rate for different algorithms. It can be seen that
algorithms with a poorer two-jet separation produce a lower efficiency for a given trigger rate,
even when such algorithms give slightly better inclusive jet trigger performance. Top
production is used here as an example only — other triggers, such as inclusive leptons, are
expected to be more important in top physics. Other multijet processes show these same effects
to differing degrees.
The relative performance of the single-jet and four-jet triggers for a few physics processes are
compared in Table 6-9. We see that the inclusive jet trigger performance is similar for algorithms
based on steps of 0.4 × 0.4 and 0.2 × 0.2, but both a finer step and a smaller cluster size offer
somewhat better multijet performance. While it is unclear whether any physics would
necessarily be lost if the coarser step were used, the superior multijet performance of the
finer-grained algorithms offers a more flexible set of trigger selections, and so is preferred.
Figure 6-35 RoI coordinate precision for the three RoI
algorithms, for jets of ET > 100 GeV. Reference jets
were required to be separated from their nearest
neighbours by ∆R > 1.0, to avoid confusion due to
differing abilities of the trigger algorithms to resolve
nearby jets.
Figure 6-36 Efficiency to recognise two separate jets
as a function of their separation, for the three
RoI/decluster algorithms considered. In each case,
the trigger was required to find distinct jets matching
the two reference jets, with a separation between
trigger and reference jet of ∆R < 0.6.
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In addition to providing signals for use in inclusive jet triggers, multijet triggers, and combined
triggers (such as jet and missing-ET), the jet trigger system should flag ‘secondary jet RoIs’
which might be useful for more refined event selections at LVL2. These would correspond to
jets of lower ET than those used in the LVL1 event selections. For some processes, the offline
analysis suggests that jets of 40 GeV ET are of interest at LHC design luminosity, and as low as
15 GeV at lower luminosities. However, it has not been established at all yet that such jets
would be needed at LVL2. With the ET of such jets being shared between many trigger towers
(even the smallest jet cluster studied contains 32 towers), each of which has an r.m.s. noise level
of several hundred MeV, it is clear that such low-ET jets would present a formidable challenge
to the LVL1 calorimeter trigger. It is important though to understand what algorithm choices
and parameters might optimize the ability to flag very low-ET jets, and how low a jet ET might
still be separable from the noise in the LVL1 trigger.
The problem of tagging low-ET jet RoIs is illustrated in Figure 6-38. This shows an estimate of
the mean RoI multiplicity as a function of jet cluster threshold, in a sample of events accepted
Figure 6-37 Efficiency vs. 4-jet trigger rate for top events at low luminosity, for three algorithms based on a
cluster of 0.8 × 0.8. The differences are understood to be due to the different abilities of the algorithms to
resolve nearby jets.
Table 6-9 One- and four-jet efficiencies and rates for some example physics processes, for different jet trigger
algorithms. Thresholds are chosen to give a trigger rate of ~1.5 kHz at luminosity 1033 cm-2s-1. For the algorithm
based on a step of 0.4, the RoI was a single 0.4 × 0.4 jet element, and thus the same size as the RoI used in the
other algorithms. For 0.8 × 0.8 jets the thresholds were 99 GeV for one-jet and 34 GeV for 4-jet triggers, and for
0.4 × 0.4 jets they were 87 GeV and 22 GeV, respectively.
Top Low-mass SUSY hh —> bbbb
Jet cluster size Step size 1 jet 4 jets 1 jet 4 jets 1 jet 4 jets
0.8 × 0.8 0.4 61% 68% 75% 52% 60% 51%
0.8 × 0.8 0.2 58% 73% 72% 59% 58% 56%
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with decreasing threshold until the point is reached where noise fluctuations begin to become
significant compared with the threshold, after which there is a catastrophic increase in RoI
multiplicity. To optimize efficiency for low-ET jets, the secondary RoI threshold should be set
above this point, and the algorithm (as well as any other relevant parameters, e.g. thresholds on
the ET of trigger towers or jet elements) should be chosen to maximize efficiency for low-ET jets
while remaining above the catastrophe. Clearly, however, such a study is very sensitive to
details of the detector response, namely the behaviour of small signals, the noise simulation and
the processing of calorimeter signals, which are amongst the most difficult parts of the trigger
chain to model accurately.
Using a ‘fast’ simulation, the ideal RoI performance of the different algorithms has been
investigated for inclusive jet triggers. Table 6-10 shows the mean RoI multiplicities for different
algorithms, for thresholds chosen to give 95% efficiency for the jet ET values shown. These show
that a smaller jet cluster results in a lower RoI multiplicity. This is understood to be due to the
smaller area of the cluster resulting in a lower average noise ET summed in each jet window.
This is qualitatively different from the situation for high-ET inclusive jet triggers, where
resolution is dominated by jet containment rather than noise. In such an idealized detector
model, even the lowest-ET jets can be efficiently flagged with a reasonable RoI multiplicity.
These results favour a system which allows the option of using a small jet cluster for RoI
flagging.
Figure 6-38 Mean RoI multiplicity vs. cluster threshold, for different algorithms. The events were selected by a
100 GeV inclusive jet trigger.
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Figure 6-39 compares trigger and reference jets in full and fast simulations. The two are in
reasonable agreement. However, the trigger jet ET in the full simulation is systematically
slightly lower than in the fast simulation, and this effect becomes significant for low-ET jets.
This is shown in Figure 6-40. Here we see that for jets of less than 30 GeV (as found by the
reference jet-finder), the trigger sees only a very low-ET cluster, which is difficult to separate
from the noise. The consequence is shown in Figure 6-41, which plots the efficiency for the
trigger to find an RoI matched to a reference jet as a function of jet ET, for a trigger threshold
chosen to give an average RoI multiplicity in electron/photon-triggered events (assumed to
dominate over jet triggers) of about three RoIs/event for a luminosity of 1033 cm-2s-1. This
suggests that efficient identification of 20 GeV jet RoIs might be possible at low luminosity, but
lower-ET jets would be problematic. Figure 6-42 shows similar plots at 1034 cm-2s-1. Here we
compare the use of a smaller cluster (0.4 × 0.4), or applying a threshold to the jet-element ET,
both done in order to suppress the contribution from pile-up. It can be seen that if a low RoI
multiplicity is required these techniques can improve the RoI efficiency, but the advantage is
lost if a higher RoI multiplicity is tolerable.
6.4.7 Overall performance
From the above, it was felt that a jet trigger system with a fine step size and the option of using
different jet cluster sizes for different conditions or (if felt desirable) different applications
provided the most flexible solution for ATLAS. The overall performance of the jet trigger is now
considered.
Figure 6-43 shows the estimated inclusive jet trigger rates as a function of trigger threshold for
the preferred algorithm, for luminosities of 1033 cm-2s-1. Similarly, the estimated three-jet trigger
rates are shown in Figure 6-44, and four-jet rate in Figure 6-45. From these figures (and similar
ones for the case of high luminosity) one can see that trigger rates of around 1 kHz can be
Figure 6-39 Trigger-jet ET vs. reference jet ET, for GEANT and fast simulations. The reference jet-finder used
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luminosity.
The interpretation of these thresholds in terms of physics quantities is ambiguous, in that what
‘true’ jet ET these trigger thresholds correspond to depends on what definition of a jet is used
(which in reality will also depend on the particular analysis being performed). For the
performance estimates in this report, the trigger jets are compared with jets found by a cone
algorithm (with ∆R = 0.4) taking the unsmeared KINE tracks as input. The ET thresholds quoted
below are the ET of the jet for which the actual trigger threshold used would give 95% efficiency.
Figure 6-40 ET of a reference jet compared with that
reconstructed by the trigger. Jets were required to be
well separated from their neighbours for this study.
Figure 6-41 Efficiency to flag a jet RoI as a function of
jet ET. The trigger threshold was chosen to give an
average RoI multiplicity in electron/photon-triggered
events of about three per event. The algorithm used
was a cluster of 0.8 × 0.8, sliding by 0.2.
Figure 6-42 Efficiency to flag a jet RoI as a function of jet ET, at luminosity 1034 cm-2s-1, for two different
average RoI multiplicities.The plots compare a jet of 0.8 × 0.8 with no threshold on jet-element ET (solid), the
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and between studies using different detector models. It might be expected that normalising to
unsmeared KINE data should be more demanding than normalising to reconstructed jets, and
so in that sense this is a conservative choice. In terms of this definition, a 1 kHz trigger rate
would be obtained for an inclusive trigger on jets of ET > 125 GeV at low luminosity and
ET > 200 GeV at high luminosity.
In fact, rates substantially lower than this will probably be required from the LVL1 jet trigger.
This is because LVL2 can provide only a modest rejection against LVL1 jets, and so a few kHz
Figure 6-43 Inclusive jet trigger rates versus trigger
ET threshold at L = 1033 cm-2s-1. Curves are shown for
three different cluster sizes available to the trigger.
Figure 6-44 Three-jet trigger rates versus trigger ET
threshold at L = 1033 cm-2s-1.
Figure 6-45 Four-jet trigger rates versus trigger ET
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verification of the jets and their ET, could be applied to reject events. For the purposes of this
report, it is assumed that the LVL1 jet trigger rates will be capped at a sustainable level for the
LVL2 trigger. Allocating 200 Hz rate for each of the inclusive, three-jet and four-jet triggers, the
resulting trigger thresholds at low and high luminosity are shown in Table 6-11. It is possible to
adopt this approach because the physics studies do not suggest strong requirements on the
thresholds for pure jet triggers.
It is also foreseen that lower-ET jets will be used in combination with missing-ET as an
important physics trigger. This is discussed in Section 6.4. Should it be desired, the trigger
system also allows combination of jets, singly or in multiples, with other LVL1 trigger signals,
or the possibility of setting triggers on higher multiplicities of jets than those considered here.
Finally it is noted that it is possible to use lower thresholds for multijet triggers if these are
combined with a higher-threshold inclusive or dijet trigger, e.g. 4 jets ET > 30 GeV and 1 jet
ET > 90 GeV. The physics processes which use low-ET multijet signatures typically include one
or more jets of relatively high ET (plus, in many cases, other signatures such as leptons or
missing ET), and so such combinations might allow an increased acceptance of the multijet
trigger for these processes while retaining an acceptable jet trigger rate.
Table 6-11 Jet ET thresholds for 200 Hz LVL1 trigger rate, for single, three- and four-jet triggers, at low and high
luminosity. The ET threshold is the ET of the jet for which the trigger would be 95% efficient, with a ‘jet’ being
defined as described in the text above.
Trigger type Low Luminosity (1033 cm-2s-1) High luminosity (1034 cm-2s-1)
Single jet ET > 180 GeV ET > 290 GeV
Three jets ET > 75 GeV ET > 130 GeV
Four jets ET > 55 GeV ET > 90 GeV6   LVL1 calorimeter trigger algorithms and performance 107
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Missing transverse energy will be one of the distinct signatures on which to select interesting
physics processes at the LHC. Many extensions of the Standard Model include
weakly-interacting particles which, if produced at the LHC, will escape detection. Their
presence will, however, be signalled by an imbalance of transverse momentum.
Among the basic building blocks of the LVL1 calorimeter trigger is the summation of the
transverse energy deposited in the calorimeters. The total scalar ET, as well as the components
Ex and Ey in the plane transverse to the beam axis, are computed in the Jet/Energy-sum
Processor of the calorimeter trigger. Although the missing-ET trigger itself is not included in the
basic LVL1 inclusive triggers, its combination with the single jet, electron/photon, and
hadron/tau triggers is important to allow triggering on interesting events with low jet or tau
transverse-energy thresholds.
A total transverse energy trigger may serve firstly as a kind of low-bias trigger, and secondly in
order to be prepared to trigger on unexpected event shapes.
These two ‘energy-sum’ triggers are discussed together because many similar issues occur in
both, and the simulations were done together.
6.5.1 Description of the simulation
The simulation results described below are based on the fast simulation program ATLFAST
[6-6]. The physics events are generated by ISAJET and PYTHIA [6-7]. Most of the results
obtained so far are based on the following processes:
• W → eν;
• SUSY events with squark/gluino masses of 200 GeV, 400 GeV and 1000 GeV;
• QCD events, mainly with ET(jet) > 20 GeV, but some sub-samples at other thresholds
were also used;
• fully simulated minimum-bias events.
Compared to the standard version, some important modifications have recently been made to
ATLFAST, mainly concerning the response and the resolution of the calorimeters together with
a correct description of the longitudinal energy-sharing between the electromagnetic and the
hadronic calorimeters. The calorimeter response and resolution functions have been
determined from a full ATLAS GEANT simulation for both single charged pions and photons in
the full energy range of interest, from 200 MeV up to 100 GeV. In the same simulation the
energy-dependent longitudinal energy sharing in the calorimeters was determined. It should be
noted that all effects of energy losses in the tracking detectors and in the insensitive material are
taken into account in the response and resolution functions. The deposited energies in the
calorimeters are summed into trigger towers with granularities in ∆η × ∆φ according to the
proposed scheme over the full range of pseudorapidity (i.e. mostly 0.1 × 0.1, except in the
endcap regions). Electronic noise is added for each trigger tower, assuming Gaussian
distributions with standard deviations as given in the ATLAS Calorimeter TDRs [6-8], [6-9]. For
the high-luminosity studies, minimum-bias pile-up events are added.
After adding up the energy of the trigger towers in the event, including the contribution of
pile-up, shaping is applied with a characteristic shaping function (as determined from beam108 6   LVL1 calorimeter trigger algorithms and performance
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bunch-crossings means that the contributions of energy depositions from previous events to the
event of interest must be taken into account. In the simulation, this was done by tracing back the
single-cell energies 25 bunch-crossings. The positive part of the signal extends over a few
bunch-crossings, followed in the liquid-argon calorimeters by a negative undershoot which
extends over 20 bunch-crossings. The contributions of events earlier in time were then added to
the energy deposited in the event of interest.
Effects from the electronics chain of the calorimeter trigger Preprocessor are simulated. These
include the upper limit on the dynamic range of the FADC, which is 255 GeV, bunch-crossing
identification (BCID), and lookup tables which among other things apply noise thresholds.
Although the ADC uses 10 bits, after BCID the signals are truncated to 8 bits with a step size of
about 1 GeV. Finally, the calorimeter energies are summed into a map with a granularity of ∆η
× ∆φ = 0.2 × 0.2, which contains the basic energy information that has been used for studies of
the performance of the Jet/Energy-sum Processor.
6.5.2 Results of the simulation
6.5.2.1 Missing-ET resolution
The performance of the missing-ET trigger can best be parametrized by its resolution function,
i.e. in a way independent of special event types and physics processes considered. This
resolution function is generally found to depend on the total transverse energy deposited in the
calorimeters. Of particular importance to the LVL1 trigger is the question of how much the
missing-ET resolution is degraded by the trigger hardware implementation, including
digitization, threshold setting, signal transmission with a limited number of bits, and the adder
tree in the summation chain.
The missing-ET resolution as a function of the total transverse energy in the event was therefore
determined at the various stages of the LVL1 trigger hardware. Using QCD jet events, which
should have little intrinsic missing ET, the r.m.s. width of the distribution of the components Ex
and Ey of the total energy sum is used as a measure of the resolution. As an example, the
distribution of Ex for QCD events with a total transverse energy in the range between 300 GeV
and 350 GeV at the various steps of the simulation was considered. The missing-ET resolution is
dominated by the calorimeter resolution and response, and by the addition of electronic noise in
the tower-builder electronics. The numbers are summarized in Table 6-12. Truncating the
digitized values for the tower energies to eight bits effectively applies a 1 GeV threshold to each
trigger tower, which reduces the noise contribution to the resolution. All results given here are
for low-luminosity running.
For the ET range considered, no degradation in resolution is seen in the subsequent summation
steps if the summing into ∆η  ×  ∆φ = 0.2 × 0.2 is performed using at least nine bits.
The dependence of the resolution, represented by the r.m.s. in Ex, on the value of total ET is
shown in Figure 6-46. It should be noted that the r.m.s. values are computed including non-
Gaussian tails. Therefore they do not exactly follow the expected scaling with total ET. The
resolution obtained at the calorimeter level can almost be maintained at the trigger level up to
very high values of total ET. For total ET below ~1000 GeV, which corresponds to a typical
two-jet event with ET values of ~500 GeV, no losses due to the ADC cutoff at 256 GeV are6   LVL1 calorimeter trigger algorithms and performance 109
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sufficiently high that the overall performance of the LVL1 trigger is not affected.
The degradation in resolution observed at high total ET has no impact on the physics.
Figure 6-47 shows an extreme case of top events with top pT > 500 GeV, where a dynamic range
of 1 TeV instead of 256 GeV would be beneficial. In these events we observed that the standard
deviation of the difference between generated and trigger values increases from 36 GeV, which
is the best we would expect for a dynamic range of 1 TeV, to 44 GeV, which is thus a reference
for any further reduction of the dynamic range.
6.5.2.2 Number of bits used for signal transmission
Figure 6-46b shows the dependence of the resolution on the number of bits used for signal
transmission from the Preprocessor to the Jet/Energy-sum Processor. For the proposed 9-bit
transmission no significant degradation is seen up to very high transverse energies.
Table 6-12 Values for the r.m.s. resolution of total Ex at various stages of the missing-ET determination, for jets
with transverse energy in the range 300–350 GeV.
Summation step Resolution (r.m.s.)
Particle level, after fragmentation 3.8 GeV
Particle level, with cut |η| < 5.0 5.8 GeV
Calorimeter response and resolution 11.9 GeV
Non-compensating calorimeter 13.0 GeV
Addition of trigger tower noise 18.4 GeV
Digitized trigger towers, 8 bits, 1 GeV steps 14.7 GeV
Figure 6-46 Dependence of the resolution of the Ex, Ey components of the total transverse momentum on
total ET. (a) after the trigger Preprocessor, in comparison to the resolution obtained at the calorimeter level,
using the trigger tower granularity for the ET calculation; (b) after the transmission of the summed 0.2 × 0.2
element energies to the Jet/Energy-sum Processor, using 8, 9 (default), or 10 bits; (c) after various summation






0 500 1000 1500 2000












0 500 1000 1500 2000












0 500 1000 1500 2000






) (c)110 6   LVL1 calorimeter trigger algorithms and performance
ATLAS Status Report
Trigger Performance 25 August 19986.5.2.3 Adder tree
Effects from the hardware summation tree are shown in Figure 6-46 for the various summation
steps, which consist of:
• summation of the electromagnetic and the hadronic calorimeter energies with a
granularity of ∆η  ×  ∆φ = 0.2 × 0.2 (dynamic range 10 bits);
• summation of two cells in η to ∆η  ×  ∆φ = 0.4 × 0.2 (dynamic range 11 bits);
• transformation to Ex and Ey using 12-bit lookup tables;
• summation over φ on one module (see [6-1], Section 6.4.2), i.e. ∆η  ×  ∆φ = 0.4 × 1.6;
• summation over the full range in η (12 bits);
• summation over the four quadrants in φ (12 bits), applying the appropriate signs.
As can be seen from the figure, the resolution is not further degraded by any of the summation
steps, so the proposed hardware design for the missing-ET summation is adequate.
6.5.2.4 Rapidity coverage of missing-ET trigger
The performance of the missing-ET trigger depends critically on the rapidity coverage. In
Figure 6-48 the dependence on η coverage is shown for QCD events, which are expected to give
the largest contribution to fake missing-ET triggers. The η coverage was varied from 3 to 5,
which requires use of signals from the forward calorimeters (FCAL). From these plots it is clear
that the largest possible η coverage is needed in order to maintain a good correlation between
generated missing energy and the missing ET as seen in the trigger (Figure 6-48a). With the
FCAL included, the background due to QCD events will be low enough to allow use of low
missing-ET trigger thresholds. In Table 6-13 the mean value of missing ET in QCD events is
given as a function of the η range.
Figure 6-47 High-ET top events (parton ET > 500 GeV): missing ET in trigger logic vs. generated. (a) dynamic
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The calculation of the inclusive missing-ET spectrum is a difficult task, because contributions
from instrumental effects are important in addition to the contributions from physics channels.
Among the effects which cannot be simulated reliably at present are machine-induced
Figure 6-48 Missing-ET distributions for four rapidity ranges. (a) generated, (b) |η| < 5, (c) |η| < 4, (d) |η| < 3.
Table 6-13 Mean value of missing ET as a function of rapidity coverage.
Rapidity coverage Mean value of missing-ET
All 0.9 GeV
|η| < 5 5.6 GeV
|η| < 4 8.8 GeV




0 10 20 30 40 50









0 10 20 30 40 50








0 10 20 30 40 50








0 10 20 30 40 50
ETmiss (GeV),  |eta|<3
Ev
en
ts (d)112 6   LVL1 calorimeter trigger algorithms and performance
ATLAS Status Report
Trigger Performance 25 August 1998backgrounds, beam–gas interactions, as well as contributions resulting from extreme tails in the
detector performance.
6.5.3.1 Rates in different processes
The relative rates for minimum-bias events and W decays as a function of total ET are compared
in Figure 6-49. The signals before digitization are shown in (a), and in (b) we show the effect of
the LVL1 trigger logic. After BCID the contribution of minimum-bias events to the rates of both
the missing-ET trigger and the total ET triggers are expected to be negligible when reasonable
thresholds are applied. One can conclude that the contribution to the total ET of the
minimum-bias events, which is of the order of 250 GeV before signal handling, is expected to be
only 20–30 GeV after including the effects of the signal treatment in the trigger logic mentioned
above. For the missing-ET trigger the signals before digitization show significant tails, which
extend to missing-ET = 100 GeV. On the other hand, the signals used to form a LVL1 trigger
decision (i.e. signals after BCID) show significantly-reduced tails, hopefully allowing a
threshold setting much below 100 GeV. We claim that the reduction of background
contributions and the much sharper thresholds after BCID are due to the long negative
undershoot of the signals, which provides a very effective filter of pile-up noise from previous
events. In the event of interest the BCID removes out-of-time energy deposits, and the noise cut
within the lookup table, set to 1 GeV in the current simulations, also removes much of the
problem.
6.5.3.2 Contributions to missing-ET from QCD jet events
The same comparison as in Section 6.5.3.1 has been made for a sample of two-jet events, where
each jet was required to have an ET larger than 100 Gev at the generator level. When looking at
the input signals before digitization, the total ET in these events extends to 1 TeV, while after
BCID the mean value of the total ET is of the order of 300 GeV. A threshold giving a total rate for
these events below 1 kHz would be of the order of 600 GeV. It was found that the contribution
to missing ET from QCD events is expected to extend to 50–150 GeV after BCID. If a rate of
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would allow a missing-ET trigger on W → eν.
Minimum-bias and QCD jet events will contribute significantly to the missing-ET due to their
high rate. For the absolute rate computation, the total inelastic proton–proton cross-section of
~70 mb is simulated by applying a very low-pT cutoff (~ 4 GeV) in the PYTHIA simulation of
two-jet events.
The rate estimates start from the missing-ET spectrum reconstructed at trigger level. These are
shown as a function of the threshold applied on missing-ET in Figure 6-50. A combination of the
missing-ET trigger with the single-jet trigger is among the basic LVL1 triggers of ATLAS. The
trigger rates obtained for this combination are also shown in Figure 6-50.
In addition to the combination with jets, it is also planned to combine the trigger with the
tau trigger at LVL1. This allows, for example, to trigger on W → τν decays with lower
thresholds compared to the individual tau or triggers. In this case the trigger rate is also
dominated by QCD jet events, which give both, a fake missing energy signature in association
with jets that pass the tau criteria at LVL1.
In order to evaluate the rates for such a trigger, the rejection factors of the tau selection against
QCD jets have been evaluated from a full GEANT Monte Carlo simulation for various
thresholds of the ET of the tau. The trigger rates have then been determined from the previous
jet + sample by applying the efficiency to pass the tau criteria for each trigger cluster. The
results at low luminosity are shown in Figure 6-51 for three thresholds of the tau ET as a
Figure 6-50 Inclusive missing-ET trigger rates from QCD jet events at low luminosity as a function of the
missing-ET threshold. The rates shown are for the missing-ET trigger used stand-alone or in combination with
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in the kHz range. Also the high luminosity case has been studied and is shown in Figure 6-52.
In this case the trigger rate can be kept at the level of 1 kHz provided that the thresholds on the
ET of the tau and the  are raised to ~ 60 GeV.
Figure 6-51 Inclusive missing-ET trigger rates from QCD jet events at low luminosity as a function of the
missing-ET threshold. The rates shown are for the missing-ET trigger used stand-alone or in combination with
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Trigger Performance 25 August 1998Figure 6-52 Inclusive missing-ET trigger rates from QCD jet events at high luminosity as a function of the
missing-ET threshold. The rates shown are for the missing-ET trigger used stand-alone or in combination with
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In addition to the triggers discussed above, a number of other possibilities have been proposed
and are being investigated. Two candidates that may be regarded as realistic options will be
mentioned below. These are triggers on localized energy in the forward calorimeters, and a
trigger on total jet ET.
6.6.1 Localized energy in the forward calorimeter
A suggestion to trigger on energy deposition in the FCAL has been made. One of the main goals
would be to study diffractive physics at low luminosity. This is not difficult to implement,
provided the ET summing logic is organized in a convenient manner. A clear physics case for
this trigger has yet to be made, and at present it is being kept in mind for the hardware design.
6.6.2 Total jet transverse energy
6.6.2.1 Introduction
Total scalar ET, particularly under LHC conditions with many interactions per bunch-crossing,
is very likely to be a trigger that selects noisy and problematic events as well as machine
background. A trigger on the total transverse energy in jets is more likely to be of use.
Furthermore, many ATLAS physics analyses, particularly in the SUSY field, use the total ET of
reconstructed jets and leptons as an event-selection variable rather than the total scalar ET in the
calorimeters. The sum of the transverse energy of all jets found by the LVL1 calorimeter trigger
would be a reasonable analogue to this quantity, since the jet trigger will also be sensitive to
electrons and taus (though not muons), provided these are energetic enough to pass one or
more jet-trigger thresholds. A trigger based on such a variable would be complementary to the
total scalar-ET trigger described above.
The ‘obvious’ way to construct such a trigger would be to output the ET of each accepted jet
candidate, and to sum these over the entire acceptance of the jet trigger, or some region within
it. This would incur the overheads of outputting the jet ET values from the processors, some
additional data transfers, and a summing tree to add them. This ‘full’ algorithm does not fit in
very well with the current design for the calorimeter trigger. However, a simple algorithm
which approximates such a trigger seems to work surprisingly well in simulations, and can be
very easily implemented. It is currently proposed to do this in the Central Trigger
Processor [6-1].
6.6.2.2 Multiplicity-based estimator
The simple approximation algorithm uses the multiplicities of jets passing the different jet-ET
thresholds to estimate the total ET of the jet system. To see how this works, consider an event
containing n jets with ET > x GeV and m jets with ET > y GeV, with n > m and y > x. There are
then n – m jets in the ET range x GeV ≤ ET ≤ y GeV. These jets then have a total ET of at least
(n – m)x GeV and at most (n – m)y GeV. A number of possible estimators of the total jet ET can
be constructed in this way, such as lower limits on jet ET (assuming each jet lies exactly at the6   LVL1 calorimeter trigger algorithms and performance 117
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total jet-ET algorithm, the following estimator was used:
This variable treats any jets between ET(j – 1) and ET(j) as lying half-way between the two
thresholds, while any jet passing the highest threshold is assumed to have ET equal to that
threshold. For events with no jets passing the highest threshold, this is the average of the ‘lower
limit’ and ‘upper limit’ approaches
The first term, before the summation, illustrates a limitation of this method: for jets passing this
highest threshold, all we know about their ET is a lower limit, and hence this approach must
underestimate the ET of events containing such jets, whatever estimator is actually used. In
practice this does not affect trigger efficiency, since any event with a jet passing the highest jet
threshold will be accepted. Nor is this necessarily a problem for the LVL2 trigger, since the LVL2
processors would know that the events contained such a jet and hence that the total jet- ET
estimator was unreliable.
6.6.2.3 Performance of the estimator
For both the ‘full’ and the simple ‘multiplicity-based’ total jet-ET algorithms, the following
questions must be addressed:
1. How sensitive is the trigger to the jet cluster size used?
2. How sensitive is the trigger to the lowest jet-ET threshold used?
The multiplicity-based estimator might in addition be sensitive to the actual values of the jet-ET
thresholds. If this sensitivity were too strong, we might require additional jet thresholds purely
for the operation of this trigger, which would be a significant overhead.
The basic properties of the two algorithms, and their potential advantages and disadvantages,
are illustrated in Figures 6-53 and 6-54. These plot the ‘true’ total ET in the event (sum of
final-state 4-vectors, excluding muons, neutrinos and pile-up) against the different total jet-ET
estimators, at low and high luminosity. A ‘fast’ simulation of the ATLAS detector was used in
these studies. The most significant observations are:
• The total jet ET has a larger dynamic range than the multiplicity-based estimator; as noted
above, this has no effect on trigger efficiency.
• The total jet ET is less sensitive to pile-up if a smaller jet cluster is used.
• The multiplicity-based estimator is comparatively insensitive to pile-up.
These plots are only for one set of parameters, though. In order to make a well-founded
decision, the sensitivities to different parameters must be investigated.
In Figures 6-53 and 6-54, we see that the total jet ET is potentially very sensitive to pile-up,
especially if a large jet cluster is used. However, this sensitivity is, as would be expected, easily
controlled by adjusting the threshold for the lowest-ET jets contributing to this trigger. This is
illustrated in Figure 6-55.
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purposes in the trigger, as discussed in Section 6.4.1. The sensitivity of the total jet-ET trigger to
cluster size is illustrated in Figure 6-56, for both low and high luminosity. While there is some
sensitivity to luminosity (and to a lesser extent to cluster size), it can be seen from these figures
that this is much less strong than for the ‘full’ total jet-ET algorithm. Thus a multiplicity-based
total jet-ET trigger should not impose any significant constraints on the choice of cluster sizes
for the jet trigger. In both cases, jet thresholds of 150, 100, 75, 50, 30, 20, 10, and 5 GeV were used,
though the trigger does not appear to be very sensitive to the precise values of the jet
thresholds.
The relative insensitivity of the multiplicity-based estimator to pile-up is understandable in
that, while the full total jet-ET trigger sees every fluctuation in pile-up noise within a cluster
Figure 6-53 Total event ET vs. different trigger estimators, for low luminosity. All ET sums are within |η| < 3.2.
The minimum jet-ET threshold was 5 GeV in all cases. For the simple multiplicity-based estimator the maximum
jet-ET threshold was set at 250 GeV.



































































r6   LVL1 calorimeter trigger algorithms and performance 119
ATLAS Status Report
Trigger Performance 25 August 1998passing the lowest jet-ET threshold, the multiplicity-based estimator is sensitive only if those
fluctuations change the highest threshold that a given jet passes. In a similar manner, the
multiplicity-based estimator is found to be less strongly sensitive to the lowest jet-ET threshold
used.
The above plots are a qualitative guide to the eye, but are not easy to base quantitative
judgements on. What really matters for the trigger is the trigger efficiency for a given rate. This
is illustrated in Table 6-14 for low-luminosity top and SUSY selections. The SUSY data were for
SUGRA Point 4 of the LHCC SUSY workshop [6-10], which gives an LSP mass of 80 GeV and
squark/gluino/slepton masses in the range 600–900 GeV. Here, little difference is seen between
the different approaches, though if anything the multiplicity-based approach might offer better
rate vs. efficiency in some cases (especially when a lower rate is required).
For high luminosity the story is similar: in all cases a multiplicity-based estimator is either
better, or at least no worse, than a full total jet ET (Table 6-15). This remains true for other sets of
jet-ET thresholds considered for the multiplicity-based algorithm. Further study is needed,
Figure 6-55 Total event ET vs ‘true’ jet ET at high luminosity, for a minimum jet ET of 5 GeV (upper plots) and
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the jet trigger without requiring the addition of extra jet thresholds.
Figure 6-56 Multiplicity-based total jet-ET trigger vs. total event ET, for jets of 0.4 × 0.4 and 0.8 × 0.8, at low
luminosity (top) and high luminosity (bottom).
Table 6-14 Physics efficiencies of ‘full’ and multiplicity-based total jet-ET triggers for different trigger rates, at
low luminosity. The lowest jet-ET threshold was 5 GeV in all cases.














1 kHz 70% 68% 66% 89% 88% 87%
500 Hz 48% 48% 51% 86% 86% 86%
250 Hz 31% 31% 38% 85% 85% 85%
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Other studies (see Section 6.5) indicate that good performance can be obtained from a
conventional total-ET trigger, even at LHC design luminosity. Nonetheless, a total jet-ET trigger
has different sensitivities, and is a sensible complementary trigger if costs of implementation
are not excessive. From the studies to date, it would seem that a solution based on the
multiplicities of jets passing different thresholds can provide as good a physics performance as
a full total jet-ET sum without significantly constraining the operation of the jet trigger, and thus
with a very low impact and cost of implementation. This then seems an attractive solution for
such a trigger.
6.7 References
6-1 ATLAS first-level trigger technical design report, CERN/LHCC/98–14, June 1998.
6-2 ATLAS technical proposal, CERN/LHCC/94–43 LHCC/P2, December 1994.
6-3 ATLAS letter of intent, CERN/LHCC/92–4, 1992.
6-4 CMS technical proposal, CERN/LHCC/94–38, 1994.
6-5 S.Catani et al., Nucl. Phys. B406 (1993) 187.
6-6 E. Richter-Was et al., ATLFAST: a package for particle-level analysis, ATLAS note
PHYS–NO–79 (March 1996).
6-7 T. Sjöstrand, PYTHIA 5.7 and JETSET 7.4 physics and manual, CERN–TH.7112/93, 1993.
6-8 ATLAS liquid argon calorimeter technical design report, CERN/LHCC/96–41,
December 1996.
6-9 ATLAS tile calorimeter technical design report, CERN/LHCC/96–42, December 1996.
6-10 F. Gianotti, Precision SUSY measurements with ATLAS: SUGRA “point 4”, ATLAS note,
PHYS–NO–110 (October 1997).
Table 6-15 Physics efficiencies of ‘full’ and multiplicity-based total jet-ET triggers for different trigger rates, at
high luminosity. The lowest jet-ET threshold was 10 GeV in all cases.














1 kHz 19% 19% 21% 81% 82% 80%
500 Hz 11% 11% 15% 74% 75% 75%
250 Hz 7% 6% 9% 66% 67% 67%
100 Hz 3% 3% 4% 54% 57% 55%122 6   LVL1 calorimeter trigger algorithms and performance
ATLAS Status Report
Trigger Performance 25 August 19987 Data collection and preprocessing at LVL2
7.1 Introduction
The LVL2 trigger requires data processing at a number of functional stages — data collection
and preprocessing described in this chapter, feature extraction using data from a single detector
system (Chapter 8), object building that combines information across detectors (Chapter 9) and
the global-decision algorithm (Chapter 11). The triggers for B-physics require specialized algo-
rithms which are discussed in Chapter 10.
Data collection involves obtaining the data selectively from the ROBs, using the RoI concept,
and transmitting these data to LVL2 processors. Preprocessing may be performed prior to trans-
mission of the data. Possible preprocessing functions are zero-suppression or data compression
to reduce the required network bandwidth, data reordering or reformatting to simplify the sub-
sequent feature-extraction processing, and more complicated local processing. The algorithms
that can be implemented at this level have to be local to a single ROB or a group of ROBs. An ex-
ample of the sort of algorithm that could be performed is combination of information from with
single detector elements, such as combining stereo information to determine space points.
Data collection and preprocessing operations may contribute significantly to the total required
computation power of the trigger system, so it is important to understand them. As discussed
in Section 7.2, work has started to understand the way the detectors map onto ROBs. By opti-
mizing the data organization at this level, one will be able to minimize the amount of comput-
ing power required for data collection and preprocessing. Further details can be found in Ref.
[7-1].
7.2 Raw data description
An attempt to define a working hypothesis for the grouping of data into ROBs, for all ATLAS
detector parts, was made in 1996 as discussed in Ref. [7-2]. This note is now under revision for
future work. Some partial information from the original note is given for illustration in
Table 7-1.
Table 7-1 ROB/RoI characteristics for a typical electron/photon trigger RoI.
Number of ROBs ROBs/RoI (av) ROBs/RoI (max) RoI data (kbit)
SCT 194 3.3 8 13
TRT 256 5.2 6 31
ECAL 208 4.4 6 46
HCAL 24 2.0 4 147   Data collection and preprocessing at LVL2 123
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We give here a brief description of the preprocessing functions, the algorithms being quite dif-
ferent for each detector type. Where reference is made to timings, they exclude the time spent in
data collection which is also strongly detector-dependent. They do, however, include the time
spent in extracting from ROBs that part of the information that is indeed part of the RoI, assum-
ing that transfers of information use the full ROB as smallest unit.
Precision tracking
For the precision-tracking detectors (SCT and pixels), multiple wafers are grouped together into
a ROB. Their arrangement into something resembling towers, covering the full depth of a small
region in η and φ, is difficult to achieve due to the different angular coverage of same-size wa-
fers at different radii. An assumption, probably optimistic, has been made for the grouping of
wafers, which no longer reflects all constraints upon the detector at the time of writing. Even for
this assumption, the extraction of RoI-associated hits from the ROBs is a non-negligible contri-
bution to the preprocessing time.
Even more time consuming is the clustering of adjacent strips or pixels into ‘hits’ corresponding
to a single track. This is particularly true for the clustering of the barrel pixels. A final contribu-
tion to the preprocessing time is the determination of space points from the two corresponding
wafers (‘normal’ and ‘stereo’ views), and the conversion of local coordinates (strip/pixel num-
bers) to global coordinates (η/φ/R). An average execution time for the full preprocessing as de-
scribed here is 482 µs on a 400 MHz Pentium processor. This should be compared to a
feature-extraction time at least four times longer (no serious optimization has yet been attempt-
ed).
Transition radiation tracker
For the transition radiation tracker (TRT), the ROBs have been arranged so that very little
non-RoI information is transmitted when taking the necessary ROBs. This is due to the fact that
no subdivision in η is offered by the detector (strictly true for the barrel part, largely correct for
the end-cap). On the other hand, the readout drivers of the front-end electronics transmit the
data in a compacted format. This, however, does not truly suppress the information from wires
without a hit. Depending upon the hit patterns over several bunch crossings, a variable amount
of information is transmitted per wire. It is thus mandatory to scan through all wires, even
when the occupancy is low. It is this format changing, a compaction to only wires with a hit, the
adding of a wire address, and the simplification to a single hit per wire, which are the time-con-
suming parts. For a detailed example, see Ref. [7-3]. The time used for preprocessing is given
there as 84 µs for each ROB (on a 300 MHz DEC-Alpha processor), assuming a 30% detector oc-
cupancy (high luminosity). Note that two and six ROBs constitute an RoI in the barrel and end-
cap, respectively. The corresponding feature-extraction time is typically larger than this by a
factor of two.
Calorimeter
A study has been made in which it is assumed that the calorimeter information is formatted for
the finest-grain level, and grouped such that trigger towers (of 0.1 × 0.1 in η × φ) remain together
in the same ROB (recent discussions have questioned this assumption). Hadronic and electro-
magnetic cells, however, are not collected in the same ROBs. Preprocessing consists of no more
than the collection of all cells that belong to an RoI. Changes in detector modularity and granu-
larity require that seven different cases have to be distinguished, between RoIs from |η| = 0 to
|η| = 2.5, and from 3 to 10 individual ROBs have to be addressed. An optimized implementa-
tion (using LUTs extensively) produced timings between 110 and 125 µs for preprocessing alone124 7   Data collection and preprocessing at LVL2
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60–80 µs.
Summary of preprocessing
For representative examples of data readout, preprocessing algorithms have been defined, and
time (namely, the CPU time spent before any algorithm with processing content can start run-
ning) has been determined. These algorithms require a processing time of a few hundred micro-
seconds per RoI on modern processors, which is far from negligible compared to the
feature-extraction time. Preprocessing may also result in a reduction of the amount of transmit-
ted data, but this effect has not been described in detail.
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This chapter presents the status of work in progress to develop feature-extraction (FEX) algo-
rithms for the LVL2 trigger. Such algorithms analyse data within regions of interest (RoIs) de-
fined by the LVL1 trigger using data from a single detector system. Examples of the resulting
‘features’ are cluster parameters in the calorimeters, and tracks (or track segments) in the inner
detector and in the muon spectrometer. The FEX algorithms are at the heart of the LVL2 trigger
processing. The performance obtained here in terms of efficiency and background-rejection
power determines the overall performance of the LVL2 trigger. The preceding data-collection
and preprocessing step (Chapter 7) is important and may be time consuming, but the bulk of
the algorithmic complexity lies in the feature extraction. The following object-building step (see
Chapter 9), as well as the global-decision algorithm (see Chapter 11), is comparatively simple.
The special case of B-physics triggers is discussed separately in Chapter 10.
The algorithms presented should be seen as prototypes for the ones that will be used finally.
They demonstrate the feasibility of obtaining the required trigger performance in terms of sig-
nal efficiency and background rejection, while using algorithms simple enough to be imple-
mented in the LVL2 trigger. Based on initial timing studies with these algorithms, one can be
confident that they will be fast enough when used in the trigger. However, more work is re-
quired to obtain realistic ‘benchmark’ figures (in the present software environment there are
many unnecessary overheads, related to diagnostic facilities for example).
Future work in this area (see Chapter 12) will include optimization of the algorithms for online
implementation; this will be done in close collaboration with the LVL2 trigger community.
In the following sections, we present examples of FEX algorithms and the performance ob-
tained with them. In Section 8.1 we present prototype algorithms for the LVL2 muon trigger, us-
ing information from the barrel and end–cap parts of the muon spectrometer. Fast and relatively
simple algorithms yield a performance close to that obtained offline in the pT range relevant for
the trigger (6–20 GeV). The resolution for the pT at the primary vertex is limited by energy-loss
fluctuations in the calorimeters.
In Section 8.2, studies are presented for the LVL2 calorimeter trigger covering algorithms for
e.m. clusters (electrons and photons), hadronic tau decays (narrow jets covering also isolated
hadrons) and jets. This is followed in Section 8.3 by a description of inner-tracker algorithms us-
ing data from the precision tracker and from the TRT. This includes a discussion of possible al-
gorithm impact-parameter measurements using the pixel detector that could form the basis for
a b–jet trigger.
8.1 LVL2 muon trigger
The purpose of the LVL2 muon trigger, using the muon spectrometer, is the identification of the
muon tracks, the accurate calculation of the transverse momentum and the extrapolation to the
inner tracker and calorimeter.
The muon chamber layout consists of sets of chambers, which are arranged in superlayers (in-
ner, middle, outer). Each chamber has two groups of layer packages, built from three to four
layers of MDT tubes each. The LVL1 trigger function is provided by three layers of RPCs or
TGCs. In the barrel the first two trigger layers are located around the MDT chambers in the mid-
dle station and the third layer is located above or below the outer MDT station, see Figure 8-1.8   Algorithms per detector system 127
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ble–gap TGCs are placed behind them, see Figure 5-6 in Chapter 5.
The high background environment in MDT chambers requires algorithms with high capability
of rejecting background hits due to the activity accompanying the muon track and the soft back-
ground in the cavern. Hits from the fast detectors of the LVL1 muon trigger (RPC and TCG),
which have very low occupancy, are used to initiate the algorithm. Within each RoI provided by
the LVL1 trigger, the algorithm performs the following steps:
• pattern recognition of muon tracks in MDT chambers using tube positions and informa-
tion from the trigger chambers;
• fit of tracks using drift–time;
• transverse–momentum fit.
The following subsections describe studies that have been performed for the muon trigger in
the barrel and in the end–cap.
8.1.1 Barrel
The method used for the pattern recognition
in the barrel defines ‘muon roads’ based on
simple geometrical models, and does not rely
on the magnetic–field map. It is fast since the
road parameters are obtained through a
non-recursive calculation. The pattern recog-
nition uses only the centres of the tubes with
hits and not the drift–time. The pattern recog-
nition is performed in two phases: calculation
of roads, followed by a contiguity algorithm
within the roads. The aim is to collect a large
fraction of the hits from muon tracks while in-
cluding as few background hits as possible.
Muon roads
The calculation of the muon roads uses a very
simple geometrical model through three
points. The three points are the superpoints
(SP1, SP2, SP3) obtained from the RPC hits, in
the case of a high-pT LVL1 trigger. In the case
of a low-pT trigger, where SP3 is not available,
the third point is the proton–proton interaction vertex O (see Figure 8-1). The trajectory is a cir-
cle (through SP1, SP2 and SP3) in the case of a high-pT trigger (where all the points are in the
magnetic–field region), or a circle in the spectrometer region, plus a straight–line tangent to the
circle (in the region R < 450 cm) in the case of a low-pT trigger.
Table 8-1 gives the muon road sizes for the different muon chambers, calculated so as to include
90% of the muon hits. The ranges given in this table refer to the minimum and maximum values
of the road sizes at each chamber. The shape of the road depends on the muon chamber. The
road size is roughly independent of the layer in the middle chambers, whereas it increases to-
wards large and small R.
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Subsequently the algorithm proceeds to the identification of muon hits within the muon roads,
taking into account the ‘contiguity’ of the hit pattern to eliminate uncorrelated background. The
method proceeds through the following two steps:
• Removal of spread–out hits with respect to contiguous ones. In each muon chamber the
mean value 〈∆res〉 is computed, averaging the residuals, ∆res, of the hits (distances of the
hits from the road axis) within the muon road, and the hit with the highest value of
|∆res– 〈∆res〉| is dropped. A new 〈∆res〉 is then obtained. The procedure is re-iterated if the
new 〈∆res〉 is improved, with respect to the previous one, by more than a preset value and
if the remaining number of hits is greater than one per layer.
• Selection, in each muon chamber layer, of the hit with ∆res closest to 〈∆res〉.
At the end of the pattern recognition, a clean muon track is defined with at most one hit per lay-
er in the muon chamber.
The main feature characterizing the effectiveness of the pattern–recognition algorithm is the rel-
ative number of background hits with respect to the number of muon hits on the track. In order
to gain a better understanding of the performance of the algorithm we present the results after
each of the two pattern–recognition stages.
Table 8-2 shows the occupancy, defined as the number of hits per layer. The pattern recognition
preserves on average 90% of the true muon hits. Tables 8-3 and 8-4 give the number of back-
ground hits per muon hit, for the physical and the uncorrelated background (assuming a rate of
100 Hz/cm2), respectively. Here, ‘physical’ background refers to processes such as delta rays
and e.m. showers associated with the muon.
After the first phase the content of extra hits is small only in the middle chamber (where the
RPC hits strongly constrain the muon roads), but is still sizeable in the outer chamber and can
be of the same order as the number of muon hits in the inner chambers. This fact gives a strong
motivation for the subsequent phase, which searches for contiguous hits. After this second
phase the number of extra hits is strongly reduced, down to the level of a few per cent.
Averaging over the different muon chambers, the pattern–recognition algorithm accepts ~ 90%
of muon hits, with a contamination of 5% from background hits.
Table 8-1 Half width (in cm) of muon roads in the three muon stations and for low and high–pT muons..
Station Small chambers Large chambers
high pT
Outer 1.7 – 3.4 1.8 – 3.1
Middle 1.8 – 2.1 1.9 – 2.2
Inner 21 – 25 14 – 18
low pT
Outer 42 – 45 20 – 25
Middle 1.7 – 1.9 1.8 – 1.9
Inner 12 – 13 6.0 – 7.18   Algorithms per detector system 129
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After phase 1 After phase 2
Station small chambers large chambers small chambers large chambers
high pT
Outer 0.91 0.91 0.89 0.89
Middle 0.93 0.93 0.92 0.91
Inner 0.93 0.93 0.90 0.89
low pT
Outer 0.94 0.90 0.89 0.81
Middle 0.93 0.92 0.92 0.91
Inner 0.94 0.93 0.92 0.91
Table 8-3 Number of physical background hits for each muon hit.
After phase 1 After phase 2
Station small chambers large chambers small chambers large chambers
high pT
Outer 0.050 0.047 0.006 0.005
Middle 0.050 0.054 0.005 0.007
Inner 0.302 0.197 0.015 0.011
low pT
Outer 0.125 0.076 0.009 0.007
Middle 0.051 0.045 0.006 0.005
Inner 0.153 0.094 0.005 0.005
Table 8-4 Number of uncorrelated background hits for each muon hit.
After phase 1 After phase 2
Station small chambers large chambers small chambers large chambers
high pT
Outer 0.100 0.203 0.017 0.029
Middle 0.043 0.106 0.007 0.014
Inner 0.387 0.602 0.052 0.051
low pT
Outer 1.574 1.879 0.109 0.151
Middle 0.044 0.106 0.007 0.016
Inner 0.192 0.249 0.020 0.030130 8   Algorithms per detector system
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After the pattern recognition, the next step is to use drift-time information. First, a check is
made to ensure that the selected set of tubes is compatible with a straight track-segment; given
the multiplane geometry and the allowed track–angle range, only a limited number of possible
configurations correspond to a physical track. A set of bit-masks (templates) is used to verify
that the set of hit tubes is consistent with a valid pattern.
All hits in the time window are selected and the drift–time–position (r, t) relation is applied. In
the plane orthogonal to the wires, each hit gives rise to a circle, centred at the wire position and
with a radius determined by the drift–time. The position error corresponding to the drift–time
error is also determined. The algorithm then attempts to find a unique solution for a
straight–line segment which is tangent to all circles, and to select the best solution if multiple so-
lutions are compatible within uncertainties.
Several different techniques have been tested for this last part of the algorithm. The reliability of
the different approaches depends heavily on the precision of the circle radii, and hence on the
TDC least count and precision of the tube calibration constants. This step is fast, since the for-
mulas used are simple (no best-fit-like procedure is proposed) and involve repeated use of the
same expressions and nothing more complicated than square-root operators. An additional al-
gorithm for the pattern recognition and the track–parameter fit has been developed in the
framework of the H8 test beam of the MDT chambers [8-1]).
A first approximation of the particle trajectory is computed, choosing few (three or four) hits.
First, a straight line through the wire centres is derived, then each circle is replaced by the two
points defined by the diameter, orthogonal to the direction of this line. All the possible (23 or 24)
lines through these points, taking into account the left–right ambiguity, are computed, with the
standard χ2 minimization algorithm, using the proper space errors. The fit iterates, recomputing
the space points along the circles, for each new determination of the line direction. The itera-
tions are terminated when the variation of the track parameters is smaller than a predetermined
amount. Usually only one combination produces a reasonable χ2 probability. The line with the
best χ2 probability is retained as a first approximation.
Sagitta determination
As a first approximation we fit a straight line to the eight (six, six) tubes of the inner (middle,
outer) chambers. We then compute a reference point for every chamber and finally we get the
sagitta of the circle passing through the three points. It is worth noting that the algorithm re-
turns also the slope of the straight line in every chamber. By comparing two local slopes it could
be possible to obtain an estimation of the track momentum; the precision of this method is un-
der evaluation.
Starting from the straight line approximation, all the hits in all chambers are considered. For
each hit, the dtrift-time circle is again replaced by the points orthogonal to the direction of the
first approximation, but only the closest of the two possibilities is retained. A line is computed
with the same algorithm as described before. If the χ2 probability of the fit is smaller than a pre-
determined quantity (usually 0.01), the point which gives the highest contribution to the χ2 is
rejected and the fit is repeated.8   Algorithms per detector system 131
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Finally we proceed to the computation of the muon transverse momentum. The algorithm uses
the muon tracks previously reconstructed by the pattern–recognition algorithm. The momen-
tum is determined by a sagitta measurement in the barrel magnetic region (Figure 8-1). The
method is based on the use of look–up tables (LUTs) which define the relationship between the
measured sagitta sM and the pT (at the primary interaction vertex) for each (η, φ) position of the
muon. The steps for the LVL2–trigger pT calculation are as follows:
• The calculation starts from the results of the fast pattern recognition, which are for each
muon track, a set of ‘superhits’ in the MDT stations. The superhit, computed from up to
eight hits of the MDT layers, is the average point of the measured hits in the bending
plane.
• Using three such superhits from the three MDT stations, an effective sagitta of the muon
track is determined together with the (η, φ) position of the muon.
• For each (η, φ) position, this sagitta is related to the pT by a function that has been evaluat-
ed using a detailed Monte Carlo simulation and is represented as a table.
The table is a ‘sagitta map’ where, for a defined set of pT values (from 6 GeV to 50 GeV), aver-
aged sagitta values are stored for each (η, φ) position in the barrel magnetic region. The granu-
larity in (η, φ) depends on the accuracy required for the φ and η measurement. The step–size is
3 cm for the large chambers and 1 cm in the small chambers. The size of the pT interval has been
chosen taking into account the relationship between the sagitta and the pT in the three-dimen-
sional field map of the air-core toroidal magnet. We scanned, using 1 GeV steps from 6 GeV to
10 GeV, 2 GeV steps from 10 GeV to 20 GeV and 5 GeV steps from 20 GeV to 50 GeV. Details of
the sagitta–map computation are given in Section 8.1.3.
From the measured sagitta sM and the (η, φ) position, the interval (s1,s2) / (pT1,pT2) is deter-
mined by looking it up in the appropriate sagitta table. There are in total four tables which dis-
tinguish the large chamber region from the small chamber region, and the muon charge
(two chamber types × two muon charges = four LUTs). The total size of the tables is about
4 Mbyte.
The pT is computed by linear interpolation between pT1 and pT2. The measured value is
where
For pT values greater than 50 GeV the calculation uses instead of interpolation the simple for-
mula valid for ahomogeneous magnetic field which is a good approximation to the real case at
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s50 being the sagitta value at 50 GeV. It should be noted that such high-pT muons should in any
case be retained by the trigger.
The sagitta distribution for a fixed pT is affected by energy–loss fluctuations and multiple scat-
tering. The muon pT resolution is mainly limited by energy-loss fluctuations and multiple scat-
tering, and is not affected by the method based on the LUT representation (for pT < 50 GeV). In
Figures 8-2, 8-3, and 8-4 the momentum resolution for pT = 6 GeV, 20 GeV and 100 GeV is
shown. Figure 8-5 shows the threshold curves relative to LVL1 obtained at LVL2.
The ‘sagitta method’ described here is effective down to 6 GeV muon transverse momentum
where the resolution is about 7%. For lower momenta, we are studying the possibility of apply-
ing the same method with a new definition of the sagitta.
8.1.2 End–cap
As in the barrel, the muon-trigger algorithm proceeds in two phases: pattern recognition fol-
lowed by pT determination. Two different algorithms are being investigated. The first is similar
to the barrel one and is described briefly in Section 8.1.2.1. The second, so-called ‘circle fitting’
method, which could also be applied in the barrel, is described in Section 8.1.2.2.
8.1.2.1 Sagitta method
In the so-called sagitta method, pattern recognition is initiated by the TGC information. The
MDT hits are selected using an iterative histogramming procedure. This method allows the
handling of the end–cap and transition regions at the same time. The algorithm works as fol-
Figure 8-2 Momentum resolution of muons with
pT = 6 GeV in the barrel rapidity region (|η| < 1).
Figure 8-3 Momentum resolution of muons with
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MDTs in that tower in the inner, middle and outer stations. This has the advantage that it allows
the search for additional muons in the same tower.
In each station we perform a scan from 1 to 2.4 in |η| in steps of 0.1/2 j - 1, where j is the
number of passes, and we select a set (or sets) of hits which is above a prefixed threshold (seven
hits in the inner, five hits in the middle and outer stations). The step sizes and the number of
passes are optimized according to the noise level in the MDT tubes. Once the list of hits which
passes the prefixed thresholds is found, a cleaning procedure similar to the one applied in the
barrel is performed.
The hits selected by this pattern–recognition process are then used to form super-points in each
chamber layer. These super-points are used to calculate a sagitta which is then used, together
with the η, φ values of the super-point near the trigger plane, to obtain the pT from an LUT.
8.1.2.2 The circle-fit method
In the circle-fit trigger algorithm, which can be used in the barrel as well as the end–caps, pat-
tern recognition and local track reconstruction are used to determine a ‘superhit’ in a given mul-
tilayer. These superhits are linked within the LVL1 trigger road and are employed to determine
the radius of curvature of the candidate track. The momentum is found by matching the recon-
structed track with ‘calibration’ tracks stored in a fine-grained LUT, and scaling the measured
track radius with a set of close calibration–track radii. By scaling the track radius rather than the
sagitta or point–line measure, the measured momentum is more independent of the particular
hit pattern of the track. Many tracks, especially in the barrel–end–cap transition region, follow
quite complicated trajectories and the chamber hit pattern can change quite rapidly as a func-
tion of momentum, η or φ. The radius method is a means to use all hit chamber information in a
manner roughly independent of where the super points are actually located.
Figure 8-4 Momentum resolution of muons with
pT = 100 GeV in the barrel rapidity region (|η| < 1).
Figure 8-5 LVL2 trigger algorithm efficiency versus
muon pT in the barrel. The curves are shown for trig-
ger thresholds of 6 GeV and 20 GeV.




= 2.4 x 1 0t
0.2 0.4 0.60





















50 10 15 20 25 30 35 40 45
P (GeV/c)t134 8   Algorithms per detector system
ATLAS Status Report
Trigger Performance 25 August 1998Similar ideas have been employed with success to develop a LVL2 trigger in the barrel region
[8-2] and have been used in a standalone Monte Carlo study of the performance of the ATLAS
muon system [8-3].
Pattern recognition
The first stage of the trigger formation involves the recognition of tracks in a given MDT multi-
layer within the road defined by the LVL1 trigger. This is accomplished by means of an ad hoc
quality factor developed from an adjacency test (a type of Hough transform) and a χ2 consisten-
cy test on all tangent lines of all pairs of hit tubes consistent with broad limits of extrapolation
back to the interaction point.
For this simulation, the LVL1–trigger road was taken as 11 tubes wide (33 cm) for the inner and
outer MDT superlayers. For the middle superlayer the road was specified to be three tubes
(9 cm) wide. The trigger road widths are adjustable and, for our simulation, only affect the
quantity of random noise added. There are no cuts on hits simulated in GEANT from processes
such as wide-angle bremsstrahlung or radiative pairs.
The non-drift coordinate (s-coordinate) was determined by the trigger chamber system. In this
reconstruction, it was assumed that each trigger hit effectively furnished a space point, i.e. that
the two planar coordinates are correctly associated at the raw–data level. Each space point was
converted to the polar angle φ, which was fitted in the end–caps as a function of z (along the
beam), or, in the case of the barrel, as a function of x (local coordinate perpendicular to barrel
chamber planes). Knowledge of the φ-dependence allows the s-coordinate to be estimated by
extrapolating to the MDT plane.
Space points are reconstructed from the MDT and trigger planes, although only the MDT infor-
mation is used to determine the muon trajectory in the bending plane. Given that the trigger
planes have a rather coarse segmentation, only MDT hits for the same chamber central angle φ0
are used in most cases. However, all the MDT chamber planes are employed for tracks with
fewer than four MDT planes at the same φ0.
Circle fitting
The basic information needed for momentum determination is the curvature of the track and
the magnetic–field integral. We fit each track to a circle and scale the radius of curvature in or-
der to obtain the track momentum.
The radius of curvature is calculated in one of three ways depending on the configuration of hit
chambers. The cases are:
1. All hits are within the magnetic field, for example tracks in the barrel or transition re-
gions. In this case the radius of curvature is determined using a linearized least–squares
circle fit. All fits are performed in the ‘chamber space’ where the local x–coordinate is
aligned with the bisector of the chamber axis and z is along the beam direction. The
least–squares fit is linear in the circle centre coordinates x0, z0 and in the expression
x02 + z02 – r02, where r0 is the circle radius.
2. High |η| region in the end–caps with hits in superlayers forward of the toroid. In this case
the radius of curvature of the track is computed analytically using the slope and intercept
of the trajectory following the end–cap toroid and the hit positions in the first superlayer.
3. High |η| region in the end–caps with missing inner superlayer, which is a variant on case
(2) described above. Here the interaction point is used to constrain the track and a conver-8   Algorithms per detector system 135
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gions where the first superlayer chamber is missing.
Track matching with calibration file
The momentum is determined by scaling the reconstructed track radius to the radius of the four
nearest calibration tracks which are averaged by linear weighting of the three-dimensional dis-
tances to the superhit 'match point'. The average radius is then used to determine the trigger
momentum by
where r is the track radius of curvature, and pc is the calibration momentum of radius rc.
In order to reduce the dependence on the finite strip size and attendant extrapolation errors, the
match point is chosen to be the super point in the MDT chamber plane closest to the last trigger
chamber plane. For a typical calibration file of some 8 000 points in the grid 1 < |η|< 2,
0 < φ < pi/2 the proximity of the nearest calibration point is better than 5 cm r.m.s. in x
(drift-time coordinate), 25 cm in y (s-coordinate) and 3 cm in z (along beam) for pT = 20 GeV
tracks. The charge of the muon is determined by comparison of the sign of the circle centre pa-
rameters x0, z0 with those of the calibration file.
Momentum resolution
The trigger quality is determined by the momentum resolution achieved. In Figures 8-6 and 8-7
we show the resolution for pT = 20 GeV with all associated noise hits simulated for the barrel
and end–caps, respectively. We note that the resolution is in the range 0.87 GeV to 1.0 GeV by
Gaussian measure, but there are significant low and high tails which will affect the sharpness of
the trigger threshold.
Figure 8-6 Reconstructed pT for muons generated
with a pT = 20 GeV in the barrel region 0 < |η| < 1.
Figure 8-7 Reconstructed pT for muons generated
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end–cap regions, respectively.
As expected, the resolution performance at 6 GeV is degraded from 20 GeV by the energy–loss
fluctuation and multiple–scattering effects. At pT = 6 GeV the resolution is typically about 10%
by Gaussian measure; here the non–Gaussian tail is mostly on the high side of the peak. In all
these plots, no regions were masked so the resolution is an indicator of the average performance
over 0 < φ < pi/2, 0 < η < 1 for the barrel and 0 < φ < pi/2, 1 < η < 2 for the end–cap.
Table 8-5 gives a summary of the performance at pT = 20 GeV and 6 GeV. In the table the effi-
ciency is computed for any reconstruction of the trigger momentum independent of the result-
ant value and the r.m.s.; resolutions are computed within the limits of the plots (Figures 8-6, 8-7,
8-8 and 8-9).
8.1.3 Producing the lookup tables
The LVL2 algorithms in the barrel, end–cap and transition regions all require an LUT that re-
lates the spatial pattern of hits to the transverse momentum. This table is produced by Monte
Carlo simulation of single–muon tracks through the ATLAS detector. The tables produced so far
have been made using the ATLSIM program with the most complete description of the material
Figure 8-8 Reconstructed pT for muons generated
with a pT = 6 GeV in the barrel region 0 < |η| < 1.
Figure 8-9 Reconstructed pT for muons generated
with a pT = 6 GeV in the end–cap region 1 < |η| < 2.
Table 8-5 Summary of reconstruction efficiency and resolution performance.
pT (GeV) Detector region Efficiency r.m.s. resolution (GeV) Gaussian resolution (GeV)
20 barrel 99.4 ± 0.1 2.1 0.87
20 end–cap 99.1 ± 0.2 2.0 1.0
6 barrel 99.0 ± 0.4 1.1 0.53




0 5 10 15 20
  88.63    /    40
Constant   88.90






0 5 10 15 20
  84.01    /    40
Constant   70.83
Mean   5.505
Sigma  0.5339
Pt (GeV)8   Algorithms per detector system 137
ATLAS Status Report
Trigger Performance 25 August 1998in the detector — DICE version 320 plus a description of the forward toroids and shielding ma-
terial. Single muons were shot through the detector, uniformly spaced in (η, φ), with secondary
particles not tracked. The muons were reconstructed in the muon chambers and an Ntuple with
the super-points was written. The actual LUT, specific to the algorithm, is produced from this
Ntuple.
Figure 8-10 shows a map of the sagitta as a function of (η, φ) for the barrel region. The affect of
the non-uniform field is apparent. The bands of high sagitta at constant φ correspond to the re-
gion of the barrel toroid coils. The small white areas, indicating a sagitta of zero, are locations
where there are only two chamber planes and thus no sagitta can be calculated. In these regions,
for the sagitta lookup method, we plan to use an angle–angle match with an LUT to determine
pT. The circle fitting method can still be used in this case — the fit just uses the super points that
are available.
Figure 8-10 Sagitta as a function of η for
pT = 20 GeV muons in the barrel region.
Figure 8-11 Sagitta as a function of η for
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Trigger Performance 25 August 1998A similar plot for the end–cap region is shown
in Figure 8-11. This plot shows the further
magnetic–field complications due to the inter-
action of the barrel and end–cap toroids. There
are regions, near η = 1.6, φ = 0.5, for example,
where the field from the barrel toroid cancels
that of the end–cap toroid and the sagitta goes
through zero and changes sign. These are re-
gions which may have to be masked in the
LVL1 trigger.
Further complications exist in the transition
region due to changing MDT chamber layout.
This is illustrated in Figure 8-12, which shows
the value of the sagitta as a function of eta for
a fixed φ value of 0.14 and for pT values near
the low-pT threshold. The discontinuities are
due to the muon track entering a new set of
MDT chambers. This necessitates a fine bin-
ning in η–φ space.
These geometric problems are one of the motivations for the circle fitting method. We can still
get a radius of curvature which is roughly free of the chamber geometry.
8.2 LVL2 calorimeter trigger
The LVL1 calorimeter algorithms are described in Chapter 6; more details and a discussion of
their implementation can be found in [8-4].
For each LVL1 trigger, RoI information is transmitted to LVL2 giving the (η, φ) position and pT
range of identified objects. The vector ( , ) and the total scalar ET are also avail-
able. For the e.m. cluster and hadron/tau objects, the RoI position is provided with a resolution
∆η × ∆φ ∼ 0.1 × 0.1; for jets the resolution is ∆η × ∆φ ∼ 0.2 × 0.2.
The LVL1 algorithms work on matrices in η × φ, which store the ET per trigger tower separately
for e.m. and hadronic calorimeters with a typical granularity ∆η × ∆φ = 0.1 × 0.1. LVL2 refines
the LVL1 information using full-granularity, full-precision information from the calorimeters.
The data are collected from the ROBs in ∆η × ∆φ regions of a size that is determined by the pre-
cision of the LVL1 object position and the type of LVL2 algorithm to be executed. At LVL2, the
LVL1 decision is verified by recalculating the ET and, for the e.m. cluster and hadron/tau trig-
gers, isolation parameters. The cluster position in η and φ is also improved, and all further anal-
ysis is then performed in windows centred at this position. The improved measurement of ET
results in sharper thresholds and allows tighter ET cuts. Because of the steeply falling ET spec-
trum of the background, the ET selection is one of the main handles to control the LVL2 output
rate.
LVL2 profits from improved, though not final, calibrations, and thresholds that can be opti-
mized for each kind of trigger object and adapted to the luminosity conditions. For e.m. objects
the e.m. calibration is applied. The total energy in a cluster is given by Etot = wgl (wps Eps +
E1 + E2 + E3), where wgl is the global calibration factor, wps is the presampler weight, which ac-
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Trigger Performance 25 August 1998counts for the loss of energy in front of the calorimeter, and Eps, E1, E2 and E3 are the energies
measured in a given cell in the presampler, in the first, second, and third sampling of the e.m.
calorimeter, respectively. Once clusters are found, their ET is corrected for the energy outside the
cluster window. For jets, taus and the global calorimeter quantities, the jet calibration is applied,
with optimized weighting factors for the different calorimeter regions.
8.2.1 Geometry
The detector layout used for this study corresponds to the final detector design [8-5].
The hadronic calorimeters cover |η| < 4.9 and consist of the barrel tile calorimeter (|η| < 1.0), ex-
tended barrel Tile calorimeter (0.8 < |η| < 1.7), liquid-argon end–cap calorimeter (1.5 < |η| < 3.2),
and the forward calorimeters (3.1 < |η| < 4.9). The e.m. calorimeters consist of a barrel part
(|η| < 1.475) and two end-caps (1.375 < |η| < 3.2). The end-caps are subdivided into the outer
wheel (1.375 < |η| < 2.5) and the inner wheel (2.5 < |η| < 3.2). For |η| < 1.8, a presampler will
be mounted in front of the calorimeter to correct for the energy loss in the material of the inner
detector and the magnet coil. The design of the presampler at 1.5 < |η| < 1.8 is not yet fixed
and consequently not implemented in this simulation. Scintillators will be installed between
Table 8-6 Rapidity coverage, granularity and longitudinal segmentation of the ATLAS calorimeters at |η| < 3.2.
Hadronic calorimeter
Barrel Tile Extended barrel tile LAr end-cap
Coverage |η| < 1.0 0.8 < |η| < 1.7 1.5 < |η| < 3.2
Longitudinal
segmentation
3 samplings 3 samplings 3 samplings
Granularity
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gion. Table 8-6 summarizes the granularities and longitudinal segmentation of the calorimeters
used for e/γ identification (|η| < 2.45).
8.2.2 LVL2 e/γ cluster trigger
8.2.2.1 Introduction
The LVL2 e/γ trigger1 is the starting point for the formation of LVL2 electron and photon trigger
objects. This calorimeter-only trigger takes as an input the RoIs selected by the LVL1 e/γ trigger
[8-4] and refines their energy and position by using the full calorimeter granularity. It then uses
this information to build shower shape variables, which together with the transverse energy,
discriminate e.m. clusters from jets. The LVL2 trigger then makes a decision based on how com-
patible the RoI is with an e/γ cluster.
The events selected by the LVL1 e/γ trigger are dominated by photons from pi0s and narrow
hadronic showers. It is the task of the LVL2 trigger to reduce the LVL1 rate by using the full cal-
orimeter segmentation to reject events with hadronic showers having a large e.m. component.
The strategy for the LVL2 e/γ algorithm is to provide a common rejection (with respect to LVL1)
before the evaluation of the photon and electron triggers. This task is achieved by the study of
the leakage of e.m. showers into the hadronic calorimeter, the study of the shower shape in the
second calorimeter sampling, and the study of the energy depositions in the fine-grained first
sampling of the calorimeter.
8.2.2.2 Data sets
The Monte Carlo data sets used for the studies in this section include full simulations of single
photons, single electrons, and jets. Efficiency studies were carried out on samples of single–par-
ticle events generated at a fixed ET and over various ranges of η. Background rates were evalu-
ated with a sample of 106 di-jet events [8-6], kinematically preselected in order to eliminate
events that would normally not pass the LVL1 trigger. The di-jet sample consisted of jets from
QCD processes and a few signal processes (mainly t’s, Z’s, W’s, and prompt photons). This
preselection included requirements on the hard-scattered partons of pT > 17 GeV and |η| < 2.7.
In order to study the effect of pile-up at high luminosity, both signal and jet data samples had
minimum–bias events added. Two different methods for simulation of pile-up were used. In the
first method, minimum–bias events were simply added to both the tracker and calorimeter. The
second method used the peaking time structure [8-5] of the calorimeter response to correctly ac-
count for the time dependence of the pile-up contributions. At the time this document was writ-
ten the last method was only working at the calorimeter level, so that the correlations between
the calorimeter system and the tracker system could not be studied. Unless otherwise noted, all
evaluations of trigger performance presented in this section were carried out with the first
method.
More details on the data sets and the tools used in this study can be found in Chapter 4.
1. In this section, the term e/γ refers to an electron- or photon-induced e.m. cluster.8   Algorithms per detector system 141
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The first step for the LVL2 trigger algorithm is the refinement of the calorimeter information
contained in the LVL1 RoI. By using the full calorimeter granularity and a LVL2-specific energy
calibration, the LVL1 decision is first confirmed and the quantities used in the LVL2 decision are
then calculated. The second sampling of the e.m. calorimeter is used as the reference point of
the RoI cluster in the refinement procedure since photons and electrons deposit most of their
energy in this layer.
The algorithm for e/γ identification calculates the energies contained in 3 × 3, 3 × 7, 7 × 7, and
7 × 9 cell clusters, where a standard cell corresponds to the segmentation in the second sam-
pling of the e.m. calorimeter (∆η × ∆φ = 0.025 × 0.025). The total cluster transverse energy, ET, is
calculated by using the e.m. calorimeter layers and the pre-sampler contained in a window of
3 × 7 cells. Windows corresponding to approximately the same total η × φ area in the second
sampling are used in the other layers. The ET is then corrected for lost energy due to the finite
cell cluster size by using the expected lateral energy deposition for an e.m. shower.
After the energy correction, the η and φ energy-weighted cluster centre, (ηc,φc), is calculated us-
ing the second sampling of the calorimeter. No further position corrections are applied. The en-
ergy that leaks into the hadron calorimeter, , is then calculated in a window of size
∆η × ∆φ = 0.2 × 0.2, centred on (ηc,φc).
The energy deposits in the η-strips of the first calorimeter sampling are used to extract informa-
tion about the early shower development. All strips within a window of ∆η × ∆φ = 0.125 × 0.2 at
(ηc,φc) are associated to the e/γ cluster. The energies of the two strips in φ are summed into a sin-
gle strip.
8.2.2.4 LVL2 e/γ trigger quantities
After the LVL2-refined full–granularity information is available, the FEX stage can proceed. In
this stage, trigger quantities sensitive to lateral and longitudinal shower shapes are built. To-
gether with the transverse energy ET they form the basis for the LVL2 e/γ trigger.
The input to the LVL2 e/γ trigger is the RoI information passed on to the LVL2 trigger when the
LVL1 e/γ trigger accepts an event. In the results that follow the LVL1 e/γ trigger has been ap-
plied and the trigger thresholds have been set such that the LVL1 e/γ trigger rates are 25 kHz
and 7 kHz at high and low luminosity, respectively, and thus compatible with the expected
LVL1 e/γ trigger performance (see Chapter 6). In what follows, a description of each of the
LVL2 trigger quantities will be given.
Transverse energy in the e.m. calorimeter
Owing to the energy dependence of the QCD background, a cut on ET provides the best rejec-
tion against jets for a given high–pT signal process. The transverse energy ET is calculated by us-
ing the e.m. calorimeter and the presampler over 3 × 7 cells in η and φ. The larger acceptance in
φ reduces the low–energy tails due to photon conversion and electron bremsstrahlung. The ET
distribution is shown in Figure 8-13 for ET = 30 GeV electrons and jets at high luminosity after
the LVL1 trigger and before any other cuts. In the figure, the number of background events is
much reduced at lower ET because the jet sample was generated with pT > 17 GeV and because
the LVL1 energy thresholds reject low–energy jets.
ET
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Photons and electrons typically deposit very little of their energy in the hadronic calorimeter.
Since jets, especially at high–pT, can deposit a large fraction of their energy in the hadronic calo-
rimeter, this hadronic energy can be used to tag such jets. The e.m. energy that leaks into the
hadronic calorimeter increases with the incident e/γ energy and for low energy is not significant
when compared with the contributions from noise and pile-up. In practice, and in order to be
efficient for e/γ clusters at high ET, any hadronic isolation requirement must take this energy
dependence into account. In the LVL2 trigger algorithm discussed here, this energy dependence
has been implemented as a series of ET thresholds (see Table 8-7).
Lateral shape in the second sampling
Photon and electron showers are on average much smaller laterally than showers initiated by
jets. Most of the energy of e.m. showers (typically more than 70%) is deposited in the second
sampling of the e.m. calorimeters. Since most of the shower energy is in this sampling, this layer
is relatively less affected by noise and pile-up effects. Thus in order to distinguish between e/γ
clusters and jets the quantity is calculated for the second calorimeter sam-
pling. As for ET, a wider window in ∆φ allows for photon conversions and electron radiation so
that most of the photon and electron energy is well-contained. This ratio is typically larger than
0.9 for electrons, as shown for 30 GeV electrons and jets at high luminosity in Figure 8-14 .
Lateral shape in the first sampling
After applying the cuts in the hadronic calorimeter and the second sampling of the e.m. calo-
rimeter, only jets with very little hadronic activity and narrow showers in the calorimeter re-
main. These ‘electromagnetic’ jets frequently consist of single or multiple pi0s or ηs decaying to
two photons. In order to reject these jets the very fine granularity of the first sampling of the
e.m. calorimeter can be exploited by looking for substructures within one shower in the η–di-
rection and by analysing the shower shape. This analysis can only be done if enough energy is
Figure 8-13 The upper plot shows the ET distribution
for jets and for 30 GeV single electrons. The lower plot
shows the signal and background efficiency for a par-
ticular cut in ET.
Figure 8-14 Distribution of for ET = 30 GeV
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Trigger Performance 25 August 1998deposited in the first sampling. Thus, in the following, it is required that at least 0.5% of the total
energy is deposited in the first sampling. In Figure 8-16 some examples are shown of how jet
and photon showers look in the first sampling. In the case of jets one might find two maxima,
e.g. from the two photons of a pi0 decay. Sometimes more than two maxima are found (e.g. in jets
containing several pi0s). In order to reject these events, an algorithm which searches for second-
ary maxima is applied.
In this algorithm, the energy deposited in a window of ∆η × ∆φ = 0.125 × 0.2 in the first calorim-
eter sampling is examined on a strip–by–strip basis. Two φ-bins are summed and the shower in
the η-direction is scanned for a first and a second local maximum. Here a local maximum is de-
fined as a single strip with energy greater than its two adjacent strips. In case more than two
maxima are found the second highest maximum is considered. After the first two maxima are
found, the ratio is formed, where E1st refers to the energy of
the highest–energy strip maximum and E2nd is the energy of the second–highest–energy strip
maximum. This ratio is found to be stable against fluctuations and no improvement is obtained
if two or even three strips are considered to characterize the second maximum. Furthermore,
since the strips are parallel to the φ–direction, this quantity is not affected by photon conver-
sions or radiation off electrons. Figure 8-15 shows this quantity for 30 GeV electrons at high lu-
minosity after the LVL1 trigger.
8.2.2.5 LVL2 e/γ trigger performance
After defining the four LVL2 trigger quantities, the next step is evaluating the trigger perform-
ance in terms of overall efficiency (LVL1 × LVL2) and background rate. In terms of implementa-
tion, the LVL2 e/γ trigger consists of a series of trigger ET thresholds with at least a one or two
object (i.e., RoI) per event requirement. Most results presented here are for the single-object trig-
gers.
In what follows the efficiency is evaluated for 20 GeV and 30 GeV electrons at low and high lu-
minosity, respectively, in accordance with the standard electron trigger–menu thresholds (see
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Trigger Performance 25 August 1998Chapter 11). The background rates are calculated from simulated jet events at low and high lu-
minosity and the rates shown here are corrected for kinematic acceptance effects [8-6].
The strategy followed in optimizing the LVL2 e/γ trigger cuts was to obtain high efficiency
while keeping the cuts simple. This allows further refinement in the electron and photon trigger
stage (e.g. η-dependent cuts) while maintaining a common set of easily–scalable cuts. Also for
this reason cuts are chosen such that unconverted and converted photons are affected in the
same way.
Optimization of cuts
The optimal cut values for the four LVL2 trigger quantities are found by a procedure which
scans the allowed four-dimensional cut space and finds, for each efficiency, the set of cut values
Figure 8-16 Lateral shower distribution with respect to the centre of gravity of the shower in the first sampling of








































































c d8   Algorithms per detector system 145
ATLAS Status Report
Trigger Performance 25 August 1998that give the lowest background rate. This procedure takes into account all possible correlations
between the trigger quantities and determines the cuts that would give, for a given efficiency or
rate, the best performance scenario. Figure 8-17 and Figure 8-18 show the resultant efficiency
versus rate curve of this optimization procedure for pT = 20 GeV and 30 GeV electrons at low
and high luminosity, respectively. Each point on the curve represents a set of cuts that give a
particular optimal efficiency and rate combination. As an example, Table 8-7 shows a set of cuts
that give efficiencies above 90% and reduction factors with respect to the LVL1 trigger of about
seven. These sample cuts are used, unless otherwise noted, in the following e/γ trigger results.
Overall performance
After defining a set of LVL2 trigger cuts, the overall performance of the e/γ trigger can be eval-
uated. For 20 GeV electrons at low luminosity, the LVL2 e/γ trigger gives an efficiency of
90.8 ± 0.3% with a background rate of 1.04 ± 0.03 kHz for an input LVL1 efficiency of 94.5% . For
30 GeV electrons at high luminosity, the LVL2 e/γ trigger gives an efficiency of 92.3 ± 0.4% with
Figure 8-17 Optimization curve for 20 GeV electrons
at low luminosity. The dashed line is the input LVL1
efficiency and is thus the maximum achievable LVL2
efficiency.
Figure 8-18 Optimization curve for 30 GeV electrons
at high luminosity.
Table 8-7 A set of cuts optimized for 20 GeV and 30 GeV electrons at low and high luminosity, respectively, for
the LVL2 e/γ single-object trigger. The efficiencies and rates corresponding to these cuts are given in the text.
Luminosity ET (GeV) Rηshape Rηstrip EThad (GeV)
High 25.5 0.88 0.70 2.2
60.0 0.88 0.70 4.0
120.0 0.88 0.70 999.0
Low 17.0 0.92 0.75 0.49
25.0 0.92 0.75 0.49
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Trigger Performance 25 August 1998a background rate of 3.91 ± 0.17 kHz for an input LVL1 efficiency of 95.2%. This translates into
LVL2/LVL1 rejection factors of 7.5 and 6.3 at low and high luminosity, respectively. The efficien-
cy for 20 GeV photons at low luminosity, using the cuts optimized with 20 GeV electrons, is
88.9 ± 0.3%.
Since the lateral and longitudinal extent of both e.m. and hadronic showers depends on the inci-
dent energy, the shape-dependent trigger quantities in principle depend on the ET. For example,
as showers become more energetic, they deposit more energy in the hadronic calorimeter and in
the last sampling of the e.m. calorimeter. This ET dependence of the hadronic energy deposited
is already taken into account in the trigger algorithm in the form of trigger thresholds (see
Table 8-7). Figure 8-19 shows this dependence for 20 GeV electrons at low luminosity. No resid-
ual dependence can be seen in the range pT < 80 GeV. Figure 8-20 shows the trigger efficiency
for 30 GeV electrons at high luminosity. Although the pT range shown is very limited (data sam-
ples at higher pT were not available), there is no significant pT dependence (above threshold) in
the range shown.
The detector acceptance also has a significant role in the LVL2 trigger performance. In particu-
lar, in the barrel/end–cap transition region (see Table 8-6) where a large fraction of an electron’s
energy can be lost. This region is included in calculating the efficiencies given here. Figure 8-21
shows the LVL2 trigger efficiency as a function of η for 80 GeV photons at low luminosity. This
η-dependence of the trigger can in principle be taken into account by optimizing the trigger
quantities in different η bins. This is particularly important in the case that a set of strict trigger
cuts is chosen. As can be seen in the figure, a large fraction of the inefficiency in the LVL2 e/γ
trigger originates from the barrel/end–cap transition region.
The rates presented here have generally large uncertainties that are hard to estimate. A particu-
lar concern in the design of any trigger system is that the actual trigger rate, due to some un-
foreseen circumstance, might be much higher than the specifications of the system. In
particular, there are very large uncertainties in the γ/jet and jet/jet cross–sections [8-7]. In such a
case, it is good to have a way of controlling the trigger rate in a simple and predictable manner.
Figure 8-19 LVL2 efficiency as a function of the elec-
tron pT for low luminosity.
Figure 8-20 LVL2 e/γ trigger efficiency as a function
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Trigger Performance 25 August 1998The LVL2 e/γ trigger provides such a handle in the ET cut. Figure 8-22 shows the trigger rate as
a function of the cut in ET for jets at high luminosity. The figure also shows the effect of the
shape cuts applied sequentially. It can be seen that the shape cuts alone provide a reduction fac-
tor of five to eight overall in addition to the reduction due to the ET cut. However, the ET cut
provides the best handle since very large reductions can be achieved while maintaining a good
efficiency for very high-pT physics.
The three trigger quantities sensitive to shower shapes are to some extent correlated. Even
though each quantity is derived from a different part of the calorimeter, they probe the same
e.m. shower properties but at different stages of development. However, since hadronic show-
ers take longer to develop in the calorimeter, their trigger quantities have different correlations
from real e/γ clusters. This is confirmed by studying the rejection power of each trigger quanti-
ty after the trigger cuts have been applied to the other quantities.
Two-object triggers
The background rates for two-object triggers have also been evaluated. Since there is an object
multiplicity requirement of two, the ET thresholds can be set lower than for the single-object
triggers. However, since the generated jet samples have pT > 17 GeV and the trigger ET thresh-
olds used are at or below this level, the rates presented here are a lower estimate only. A LVL1
and LVL2 energy threshold of ET > 16 GeV yields a LVL2 rate for two–object triggers of
15 ± 11 Hz at high luminosity.
Differences in pile-up methods
The two pile-up methods outlined in Section 8.2.2.2 yield different rate estimates for equivalent
e/γ efficiencies. For example, after optimizing the cuts for 90% efficiency, the pile-up method
which takes into account the time structure of the calorimeter signals yields a 10% lower rate
than the method used here. At a trigger rate of 5 kHz, the method used here gives an efficiency
1.5% lower than the other method.
8.2.2.6 Summary and outlook
The function of the LVL2 e/γ trigger, the preselection of trigger objects to be processed by the
photon and electron trigger, is achieved with a relatively simple set of cuts for both low and
high luminosity. After optimizing the cuts at fixed energies, it is found that the electron efficien-
cies do not suffer significantly from pT dependence effects.
There are various ways in which the e/γ trigger can be improved. There is additional energy in-
formation in the scintillators that cover the barrel/end–cap transition region. In principle, in-
cluding this extra energy could improve the overall trigger efficiency.
Different trigger algorithms could also be implemented in separate η regions to take into ac-
count geometry and acceptance differences (e.g. barrel/end–cap transition region).
Since e.m. showers leak very little energy into the hadronic calorimeter, only the first sampling
of the hadronic calorimeter should be used to extract EThad. This will reduce noise and pile-up
contributions.
A detailed study of the e/γ trigger performance should be done in a real physics environment in
order to evaluate the effect of the presence of other particles from the signal event on the trigger
efficiency.148 8   Algorithms per detector system
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As mentioned above, the estimation of rates presented here may be pessimistic due to the meth-




Tau identification relies on the selection of narrow, isolated jets associated with few tracks in the
tracking system. The shower shape and isolation are calculated for both the e.m. and hadronic
calorimeters separately. The fraction of energy deposited by a tau–jet in the e.m. calorimeter is
on average 60%; the hadronic shower is narrower in the e.m. calorimeter than in the hadronic
calorimeter. For these reasons information extracted from the e.m. calorimeter is more selective
than the information from the hadronic calorimeter.
The following sections describe the two steps of the calorimeter tau algorithm: verification of
the LVL1 decision, and tau identification using parameters that describe the shower shape and
the isolation of the narrow jet. Simple quantities are used which can be calculated quickly. The
cluster information from the calorimeter is finally combined with track information from the in-
ner detector to identify the tau candidate, see Section 9.4.
8.2.3.2 Data sets
The signal selection is tuned using events of the type A0 → ττ and the rejection of background
from jets is optimized using QCD jet samples. The signal sample consists of 2500 fully simulat-
ed events of tau–jets from two samples of A0 → ττ events: associated bbA0 production, and sin-
Figure 8-21 LVL2 efficiency as a function of η for
80 GeV photons at low luminosity.
Figure 8-22 LVL2 e/γ trigger rate as a function of ET
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Trigger Performance 25 August 1998gle A0 production (mA = 150, 300 and 450 GeV). One of the taus is forced to decay leptonically
via τ → µνν. More details on this event sample can be found in [8-8].
For background evaluation fully simulated di-jet candidates from the standard jet production
were used [8-6]. These events were preselected at particle level by requiring at least two regions
of size dη × dφ = 1.0 × 1.0 with transverse energy exceeding 40 GeV. The event sample allows
relative comparison of different algorithms, but can not be used for extracting trigger rates. The
trigger rates were calculated using the LVL1 jet production, see Chapter 4, where the event se-
lection is unbiased for tau studies.
8.2.3.3 LVL2 tau algorithm
The LVL2 tau algorithm is applied to LVL1 tau RoIs. Loose LVL1 cuts are chosen for the study
presented here: A cluster ET in excess of 30 GeV is required, and e.m. and hadronic isolation
thresholds are set to 10 GeV (Section 6.3).
Jet calibration factors (see Table 8-8) are applied to the cells within the LVL1 RoI window of
= 0.4 × 0.4. The factors are averaged over the values given in [8-5]. The scintillator in the
barrel/end-cap overlap region is not used; future versions of the algorithm will use the scintilla-
tor and apply more refined calibrations. The energy–weighted position of the tau-jet
candidate is computed from all calorimeter cells within the LVL1 window.
Labelling of tau-jets
To determine the efficiency for selecting taus, it is necessary to define the transverse energy and
position of the ‘true’ tau. For this, the hadronic–decay part of the tau is used (‘hadronic tau' for
short) to compute at particle level (KINE) the transverse energy and the energy–weighted posi-
tion . A LVL1 RoI is labelled as ‘tau–jet’ if and . The
widths of the corresponding distributions are 0.026 and 0.010, indicating that the LVL1 RoI co-
ordinates are good approximations of the hadronic–tau coordinates. The tau labelling efficiency
is 96.3%, slightly lower than the efficiency of 98% achieved with full event reconstruction [8-8].
Verification of LVL1
The first step of the LVL2 algorithm is the confirmation of the LVL1 decision. The same algo-
rithm as at LVL1 is executed, except that the fine-grained cell information is used and no thresh-
old is applied to trigger towers. At LVL1 this threshold is 1 GeV. The windows for ET and
isolation measurement are the same as those used by the LVL1 algorithm. Figure 8-23 shows the
comparison of the quantities calculated at LVL1 and LVL2 and their and dependence. The
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Trigger Performance 25 August 1998relative resolution, for the trigger cluster and the transverse isola-
tion energy are shown.
The threshold applied at LVL1 affects both the cluster and the isolation ET. Slightly higher clus-
ter energies (5%) are reconstructed at LVL2. The effect is more significant for the isolation ener-
gies, for which twelve trigger towers with low energy are summed. The loss of energy in the
crack region is due to the fact that the scintillator energy is not used. Despite this loss, the effi-
ciency for labelling taus is only 0.3% lower for LVL2 than for LVL1. At LVL1 the calibration
compensates partly for the loss of energy in the transition region.
Figure 8-23 Comparison of LVL1 RoI quantities (ET1, η1) and quantities calculated by a LVL1-like algorithm
applied at LVL2 (ET2,η2): where , for trigger cluster (top) and isolation window
(bottom) versus  and .
Table 8-9 Comparison of several tau core algorithms for LVL2. Thresholds, in GeV, and associated tau efficien-
cies are given for three sets of fixed jet efficiencies. For combined algorithms the hadronic size is always
= 0.20 × 0.20.
EM + Had pure EM
0.10 × 0.10 0.15 × 0.15 0.20 × 0.20 0.25 × 0.25 0.10 × 0.10 0.15 × 0.15
Jet Eff
 Thr ετ  Thr ετ  Thr ετ  Thr ετ  Thr ετ  Thr ετ
40% 45.0     82.0% 50.0     79.0% 53.0     77.0% 55.0     76.0% 31.5     72.0% 38.0     68.0%
30% 49.0     76.0% 55.0     73.0% 58.0     71.0% 60.0     69.5% 35.5     66.0% 41.5     62.0%
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For further analysis the core window is centred at the energy–weighted position . The
performance of the algorithm is studied for several choices of the size of the e.m. core:
= 0.10 × 0.10, 0.15 × 0.15, 0.20 × 0.20 and 0.25 × 0.25. The hadronic–core size is chosen to
be the same as for LVL1, 0.20 × 0.20. Isolation windows are defined separately for the e.m. or
hadronic parts as the complement of the respective core and the 0.40 × 0.40 RoI region. Isolation
thresholds are defined for e.m. and hadronic contributions separately.
The performance as a function of the core size is studied for three values of the integrated effi-
ciency for jets: 20%, 30% and 40%. Efficiencies are normalized relative to the events accepted by
LVL1. The tau efficiencies and thresholds are listed in Table 8-9. For the first four columns the
Figure 8-24 Tau efficiency versus hadronic tau energy for several core sizes and for fixed values of jet effi-
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Trigger Performance 25 August 1998threshold is applied to the sum of the transverse energies in the e.m. and hadronic core, the last
two columns show results for the case when only the e.m. core is used. In order to keep the
same jet efficiency with increasing core size, the threshold has to increase. The efficiency as a
function of the hadronic part of the tau energy is shown in Figure 8-24. For the small-sized core
combined with the hadronic core an efficiency exceeding 80% can be reached for ET > 75, 65 and
60 GeV, and jet efficiencies of 20%, 30% and 40%, respectively. The last two columns in Table 8-9
correspond to the use of the e.m. core only and small core sizes. In this case no sharp threshold
can be achieved, see Figure 8-24.
To optimize the isolation criteria only the core types with best performance are retained:
0.10 × 0.10 or 0.15 × 0.15 e.m. core plus 0.2 × 0.2 hadronic core. The dependence of the efficiency
on the e.m. isolation ET is shown in Figure 8-25. The case of the 0.15 × 0.15 core exhibits a sharp-
Figure 8-25 Tau and jet efficiencies versus maximum e.m. (up) or hadronic (down) energy allowed in isolation
windows for two core sizes: 0.10 × 0.10 (left) and 0.15 × 0.15 (right). Core thresholds have been selected to
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Trigger Performance 25 August 1998er rise and longer plateau. For an isolation threshold of 10 GeV the jet rate is reduced by a factor
of two, while keeping the tau efficiency at 73%. Hadronic isolation has less rejection power.
This is also illustrated in Figure 8-26, where tau efficiency is shown as a function of the jet effi-
ciency. The parameter varied is the e.m. or hadronic isolation threshold. To optimize signal se-
lection and background rejection, a 0.15 × 0.15 core algorithm with e.m. isolation is preferred.
Tau efficiency versus tau hadronic energy is shown in Figure 8-27, after applying core and e.m.
or hadronic isolation thresholds. Points are shown for the three different threshold values ap-
plied to the core, see Table 8-9. The isolation cut affects only the high–energy taus.
Figure 8-26 Tau versus jet efficiency for core sizes with best performance. The points correspond to different
e.m. (left) or hadronic (right) isolation thresholds, varying from 0 to 20 GeV.
Figure 8-27 Tau efficiency versus hadronic tau energy for the 0.15 × 0.15 algorithm with isolation thresholds of
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computed. This avoids a loss of high–energy taus. The following quantities were considered:
the fraction of total energy in the isolation windows and the fraction of e.m. energy in the core.
Both quantities have a similar rejection power for the same signal efficiency, see Figure 8-28. The
latter was also used in [8-8]. The distribution is shown in Figure 8-28. The value indicated by the
arrow, ETcore (em) / ET(em) > 0.85, gives a jet rejection of about a factor of two, while keeping
the tau efficiency at 70% .
Finally the energy–weighted radius was considered. It is calculated using all cells in the 0.4 × 0.4
window. Distributions of the energy–weighted radius are shown in Figure 8-29. While tau/jet
separation is difficult using hadronic information only, the e.m. radius provides better discrimi-
nation, particularly when only calorimeter sampling 2 is used. However, as the energy–weight-
ed radius and the energy fractions are strongly correlated, the use of fractions, which are faster
to compute, is preferred.
Summary
Tau and ‘jet efficiencies’ versus measured energy in the 0.4 × 0.4 window are shown in
Figure 8-30. The latter refers to the efficiency for jets already selected by LVL1 as tau candidates.
The selected cuts were sequentially applied: first, the minimum energy in the core was set to
50 GeV in order to have 40% jet efficiency; second, the fraction of e.m. energy in the core was re-
quired to be in excess of 85%. The second cut reduces the jet efficiency by a factor of two, while
keeping efficiencies in excess of 75% for taus. Tau efficiencies exceed 90% for transverse energies
higher than 60 GeV. Further rejection can be achieved by using tracking information as dis-
cussed in Section 9.4.
Figure 8-28 Left: Tau versus jet efficiency obtained varying the cuts on the fraction of total energy in the isola-
tion window ETisol (em+h)/ET (em+h) and the fraction of e.m. energy in the core ETcore (em) /ET (em). Right:
Fraction of e.m. energy in the core. Core sizes are 0.15 × 0.15 (e.m.) and 0.2 × 0.2 (hadronic); isolation windows
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8.2.4.1 Motivation
The aim of treating jets at LVL2 is to reduce the rate of events containing jets by improving the
measurement of energy and position of the jets. The gain in rate reduction and selectivity has to
be balanced against the increase in data transfer from the read-out buffers (ROBs) to the LVL2
system. It is important to keep in mind that in contrast to e.m. clusters, jets cannot be flagged as
background. This would require a reconstruction of exclusive final states which is not foreseen
at LVL2.
Figure 8-29 Energy–weighted radius calculated from cells in the LVL1 window, 0.4 x 0.4. (a) e.m. cells from
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jet definition and threshold adjustments. At the same time the data transfer from the ROBs to
the LVL2 system has to be minimized. This could be achieved by projecting all calorimeter cells,
before transferring the data, into trigger towers (e.g. of size 0.1 × 0.1 in η × φ). Details of the
study summarized here can be found in [8-9].
8.2.4.2 Data sets
The results presented in this section were obtained using di-jet events generated by PYTHIA
[8-10], where all hard scattering processes within the Standard Model were taken into account.
The events were generated with cuts on the hard scattering of pT > 17 GeV and a maximal pseu-
dorapidity of |η|< 7, corresponding to a total cross section of 1.07 mb. As described in
Section 4.2, a filter for di-jet candidates (each with an ET above 40 GeV) was applied. This filter
leads to a bias of the inclusive single jet rate. Events with a single jet signature (within the AT-
LAS trigger acceptance of |η|< 3.2) are not selected.
The selected events (about 10 k events out of 400 k generated PYTHIA events) were then passed
through a full simulation of the ATLAS detector, details can be found in Section 4.2. After the
simulation and digitization of the detector signals, electronic noise was added to each calorime-
ter cell, according to the expected values as described in [8-5]. Only the case of low luminosity
was studied and no multiple interactions per bunch crossing were taken into account.
8.2.4.3 Definition of the reference jets
The reference jets used for comparison were obtained from the list of particles generated by PY-
THIA (excluding neutrinos and muons and using only particles with |η| < 3.2). Two jet algo-
rithms were studied: (a) a CONE algorithm, starting from a seed particle with energy above the
seed threshold (ET > 1 GeV) and defining the jet energy as the sum of all particle energies inside
a cone of radius 0.4 around the seed–particle direction and (b) a kT algorithm [8-11], which clus-
ters all particles into jets based on a resolution parameter set to R = 1.35 × 0.4. Especially at
Figure 8-30 Tau (left) and jet (right) efficiencies versus measured ET in the 0.4 x 0.4 window for cuts applied
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Trigger Performance 25 August 1998small energies, the two jet algorithms lead to different definitions of jets. The energy of the refer-
ence jet will be also referred to as the nominal energy. An isolated reference jet has to have no
further jets within a distance of ∆R ≤ 1, where ∆R = (∆η2 + ∆φ2)1/2.
8.2.4.4 Description of the LVL1 algorithm
The LVL1 algorithm used in this study for comparison and for the generation of the RoIs is
based on a window size of 0.8 × 0.8, sliding by 0.4 in η and φ. The threshold for the LVL1 jets has
been set deliberately low to ensure a 100% efficient algorithm for jets with energies above
40 GeV. Not included in the version of the LVL1 algorithm used is the bunch–crossing identifi-
cation which, however, is not expected to lead to large differences, since the effect of pile-up has
been neglected in this study.
8.2.4.5 Description of the LVL2 jet algorithm
The calorimeter cells (|η| < 3.2) obtained from the full simulation were summed onto a matrix
of trigger towers of size 0.1 × 0.1. Only those calorimeter cells have been used which pass an en-
ergy cut corresponding to twice the sigma of the expected electronic–noise contribution. In the
case of jets, which are defined by larger windows than e.g. in the case of e.m. clusters, the noise
cut is of great importance due to the large number of cells (especially for the e.m. calorimeters)
involved. The projection includes a weighting procedure to optimise the response to jets, given
the non-compensating ATLAS calorimetry. Details on this procedure can be found in
Section 8.2.3.
For a given LVL1 RoI, a window around the RoI direction with a size of 1.0 × 1.0 was selected
and a CONE algorithm (with radius R = 0.4 and seed threshold of 1 GeV) was run on the trigger
towers inside this window.
8.2.4.6 Jet reconstruction quality
The reconstruction quality of the LVL2 algorithm was studied by selecting an isolated reference
jet with the CONE algorithm. Next a matching LVL2 jet, initiated from a LVL1 RoI, was
searched within a distance of 0.2 from the reference jet direction. The value of 0.2 for the match-
ing distance was obtained by studying the efficiency for finding any LVL2 jet for a given refer-
ence jet. This efficiency (as a function of ∆R) reaches 100% for ∆R > 0.2. The η and φ coordinates
of a LVL2 jet found were then used to determine the accuracy of the position reconstruction.158 8   Algorithms per detector system
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es between the position of the reference jet and
the LVL2 jet. The first figure (Figure 8-31)
shows the deviation ∆η = η(jet) - η(ref) in η of
the reconstructed jet to the reference jet. A fit
of a Gaussian to the distribution gives a reso-
lution of ση = 0.030. Figure 8-32 shows the dif-
ference ∆φ = φ(jet) - φ(ref) between the LVL2 jet
and the reference jet, where the resolution is
σφ = 0.025. Tails are more pronounced in the
case of ∆φ. They are due to the effect of the
magnetic field. The distance ∆R = (∆η2 +
∆φ2)1/2 between the reconstructed and the ref-
erence jet in the (η, φ) plane is shown in
Figure 8-33. The mean of the distribution is
about 0.036, which is an improvement com-
pared to the LVL1 resolution of about 0.2 × 0.2
as given in [8-4]. This improvement in spatial
resolution is important for the separation of
nearby jets and the possible calculation of in-
variant masses of jets. The resolution obtained
is close to the expectation for the offline recon-
struction.
Figure 8-31 Resolution in η of the LVL2 jet algorithm.
Shown is the difference between the η position of the
reconstructed LVL2 jet, η(jet), and the reference jet,
η(ref.), as obtained from the CONE algorithm. The
function fitted to the data points is a Gaussian.
Figure 8-32 Resolution in φ of the LVL2 jet algorithm.
Shown is the difference between the φ position of the
reconstructed LVL2 jet, φ(jet), and the reference jet,
φ(ref.), as obtained from the CONE algorithm. The























Figure 8-33 Resolution in ∆R of the LVL2 jet algo-
rithm. Shown is the difference in the η-φ plane (∆R =
(∆η2 + ∆φ2)1/2 between the position of the recon-
structed LVL2 jet and the position of the reference jet
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To study the efficiency of the LVL2 jet algorithm and its dependence on the energy threshold,
events containing isolated (as defined above) reference jets with a fixed value of ET were select-
ed. Figure 8-34 shows the efficiency for finding jets at LVL2 which have a nominal energy of 50,
100 and 150 GeV as a function of the threshold to be applied to the transverse energy of the re-
constructed jet. The threshold behaviour shows a sharp rise towards a plateau of 100% efficien-
cy. Values of 95% and 90% for the efficiency are reached for thresholds being about 10 and
3 GeV, respectively, smaller than the nominal ET of the jet.
In Figure 8-35 the corresponding efficiency is shown for jets of 50, 100 and 150 GeV nominal en-
ergy; this time, however, the reference jets are defined using the kT algorithm on particle level.
Clear differences are observed with respect to Figure 8-34: the threshold behaviour is less sharp
and values of 95% and 90% for the efficiency are reached only for thresholds on the LVL2 jet en-
ergy of 30 and 18 GeV less than the nominal jet energy, respectively. This difference in the
threshold behaviour is due to the difference in the jet definition between a CONE and a kT algo-
rithm. In the following, the CONE algorithm will be used as reference.
8.2.4.8 Comparison of jet rates at LVL1 and LVL2
A relation between the ET of the reference jet and the threshold to be applied on the reconstruct-
ed transverse energy for the LVL2 algorithm is obtained for nominal jet energies between 50
and 200 GeV. The efficiency of the LVL2 algorithm with respect to the reference algorithm was
required to be 90%. A similar procedure was performed for LVL11, where the thresholds for the
Figure 8-34 Efficiency for the LVL2 jet algorithm for
reference jets defined by a CONE algorithm (CONE
radius = 0.4) of 50, 100 and 150 GeV as a function of
the threshold on the reconstructed LVL2 jet transverse
energy.
Figure 8-35 Efficiency for the LVL2 jet algorithm for
reference jets defined by a kT algorithm (resolution
parameter = 1.35 × 0.4) of 50, 100 and 150 GeV as a
function of the threshold on the reconstructed LVL2 jet
transverse energy.
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Trigger Performance 25 August 1998algorithm were chosen to be 95% efficient with respect to the same reference algorithm. This
gives a relative efficiency for LVL2 of 95% with respect to LVL1.
Using these relations, jet rates at LVL1 and at LVL2 are obtained. Figure 8-36 shows for the case
of low luminosity (1033 cm-2s-1) the rates for events at LVL2 with at least n jets, where n = 1 to 4.
As mentioned in the beginning, due to the particle–level filter, it has to be kept in mind that the
rate for single inclusive jets is biased. The rate shown can only be taken as a lower limit.
The evaluation of the rates obtained in this study is shown in Table 8-10 for the case of LVL1
and in Table 8-11 for LVL2. The rates shown for LVL2 are larger (by about a factor of 2) than the
ones appearing in the trigger menu for low luminosity (see Chapter 11) since in this study LVL2
was required to be 90% efficient with respect to KINE particles. This leads to a threshold at
LVL2 which is smaller than the nominal jet energy. In contrast, the rates shown in the menu
were obtained by setting the threshold to the nominal jet energy. For the LVL1 rates (which are
defined to be 95% efficient as in the trigger menu) the discrepancy is larger (up to a factor of
3.5). This increase is due to differences in the LVL1 jet algorithm used. The LVL1 algorithm used
in this study does not contain an optimal energy calibration for jets. A comparison with the val-
ues for the LVL2 rates shown in Table 11-3 can be done using the values given in Table 8-12. In
this table, the rates indicated are obtained by using the nominal jet energy as the threshold for
the reconstructed LVL2 jet energy. The rates shown are lower than the ones when 90% efficiency
with respect to KINE particles is required, indicating a smaller efficiency in the former case.
Figure 8-36 Rates for inclusive jet and multi-jet pro-
duction at low luminosity (1033 cm-2s-1) without taking
into account the effect of pile-up. The rates shown are
given for 90% efficiency of the LVL2 algorithm (defined
with respect to the CONE algorithm on KINE tracks as
reference). Due to the particle level filter applied to the
simulation used, the inclusive jet rate represents a
lower bound of the actual rate.
Figure 8-37 Ratio of the rates for inclusive jet and
multi-jet production at LVL1 with respect to LVL2,
shown for low luminosity (1033 cm-2s-1) without taking
into account the effect of pile-up. The ratios shown
correspond to 90% efficiency for LVL2 and 95% effi-
ciency for LVL1 (defined with respect to the CONE
algorithm on KINE tracks as reference). For each ratio
an offset of (4 − n) × 10 for ≥ n jets is added. The
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Trigger Performance 25 August 1998The ratio of the LVL1 and LVL2 rates is dis-
played in Figure 8-37 as a function of the nom-
inal jet ET for events with ≥ 1 to ≥ 4jets. One
observes a decrease of the ratio with increas-
ing jet energy, indicating that the effect of the
1 GeV threshold per trigger tower at LVL1 be-
comes less important at larger jet energies. For
events with ≥ 1 to ≥ 4 jets the ratio has a value
of about two at a nominal jet energy of 80 GeV.
At larger nominal energies, the factor slowly
approaches a value close to one. For smaller
energies down to 50 GeV the ratio is larger,
giving factors between four and six at 50 GeV. Given the differences in the LVL1 trigger rate
compared to the algorithm presented in [8-4] it is expected that the actual ratio will be smaller
than the values shown here.
No studies were performed to investigate the efficiency per event for multi-jet events, since this
is much more model dependent than the results shown here, which are based on single–jet effi-
ciencies.
8.2.4.9 Summary and outlook
In this section a first study of jet reconstruction at LVL2 using fully simulated data has been
presented for the low luminosity scenario. The results show the improvement in the position
resolution and indicate that the processing of jets at LVL2 can lead to a rate reduction. The
values obtained for the ratio of the LVL1 jet rate to the LVL2 jet rate are significantly larger than
one only for low nominal jet energies (< 100 GeV), where the largest part of the jet rate is
located. For nominal jet energies between 50 and 80 GeV, ratios between six and two have been
obtained.
The results presented did not yet include an optimizsation of parameters. This will be the
subject of further studies. The parameters to be investigated comprise the size of the trigger
towers for the presummation (which is directly related to the amount of data transfer needed),
the various thresholds available (noise cut on cell energies, cut on trigger–tower energies, the
value of the transverse energy for the seed of the CONE algorithm) and the choice of jet
algorithm. Other parameters are the CONE radius (which might depend on the amount of
pile-up present) and the size of the RoI window, inside which the jet algorithm is run. A further
Jet rate (kHz) CONE kT Jet rate (kHz) CONE kT
J180 0.228 0.360 J180 0.20 0.264
3J75 0.415 1.03 3J75 0.217 0.520
4J50 0.72 — 4J50 0.115 0.522
Table 8-10 Shown are the jet rates at LVL1 (95%
efficient with respect to KINE) found using as refer-
ence for the efficiency determination on KINE parti-
cles either a CONE or a kT algorithm. Due to the
particle–level filter, the inclusive jet rate J180 is
biased towards smaller values.
Table 8-11 Shown are the jet rates at LVL2 (90%
efficient with respect to KINE) found using as refer-
ence for the efficiency determination on KINE parti-
cles either a CONE or a kT algorithm. Due to the
particle–evel filter, the inclusive jet rate J180 is
biased towards smaller values
Table 8-12 The jet rates at LVL2 obtained by taking
the nominal jet energy as the threshold for the recon-
structed LVL2 jet energy. Due to the particle–level fil-
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higher energy. A consistent comparison between LVL1 and LVL2 for jets needs the
implementation of the LVL1 jet algorithm [8-4] in the ATRIG framework.
8.3 LVL2 tracking trigger
The ATLAS inner detector consists of three distinct parts; pixel detectors on the inside, silicon
microstrip detectors of the semiconductor tracker (SCT) at intermediate radius and straw detec-
tors of the transition radiation tracker (TRT) at the outer radius, see Figure 8-38. The inner de-
tector is contained inside a magnet providing a 2 T solenoidal field. The pixel and SCT detectors
together make up the precision tracker which provides at least seven three-dimensional meas-
urements over the pseudorapidity range |η| < 2.5 with a spatial resolution of ~15 µm in the (R, φ)
direction. The TRT provides ~40 measurements at a lower precision of ~170 µm. More details of
the geometrical layout and the data samples used to measure performance are given in
Section 8.3.1.
The information from the ATLAS inner detector regarding the presence or absence of a high–pT
track is an important component in the reduction of the LVL1 e.m. cluster trigger rate from
di-jet events. The algorithms used to search for track candidates are presented here together
with results on efficiencies for high-pT isolated electrons with and without pile–up.
Owing to the differences in the information provided by the precision tracker and TRT, one ap-
proach to providing a simple, fast and robust trigger is to search for track segments separately
in each of the two systems. This is the technique that will be described for the isolated high pT
trigger. The algorithms used to search for tracks in the TRT and precision tracker use the same
basic method. The common elements are outlined in Section 8.3.2. The specific details of the im-
plementation for the SCT and TRT are given in Sections 8.3.3 and 8.3.4 respectively. In
Section 9.3 the performance of the inner–detector trigger in combination with the calorimeter
will be presented.
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pointers to RoIs at LVL2, hence a scan of the entire TRT volume is necessary. TRT LVL2 RoIs are
identified which are then extended into the precision tracker. These algorithms must have good
efficiency down to low pT (~0.5 GeV) and so differ significantly from the high–pT ones. The TRT
full–scan algorithm is presented in Section 8.3.5 and the single–track performance shown for
the track momentum range of interest for B–physics. The combined performance of the various
components of the B–physics trigger when applied to B–physics events will be discussed in
Chapter 10.
For studies of the isolated high–pT and B–physics triggers, the combined information from the
SCT and pixel detectors is input to a single feature extractor (FEX). However results are also
presented for a standalone pixel trigger. This is intended to be a fast algorithm that will give
sufficiently good impact–parameter resolution to possibly provide a b–jet trigger, which can be
used at low and intermediate luminosities. The algorithm is described in Section 8.3.6 and the
single–track performance presented. Its use in a b–jet trigger is described in Section 9.6.
The algorithms described here have been implemented assuming a uniform field within the
tracking volume. In ATLAS there will be significant deviations from a uniform field. The correc-
tions that will be applied and the implications for trigger performance will be addressed in
Section 8.3.7.
8.3.1 Geometry
The data sets used for these studies are for the most part those generated for the ID TDR [8-12].
The corresponding geometrical layout used in this simulation will be described here. There
have been a few changes in the detailed design of the inner detector since these data sets were
generated and the major changes will be listed at the end. More details can be found in the pixel
TDR [8-13].
The pixel detector provides three to four measurements along a track, and the silicon microstrip
detectors four to five measurements (three in a small transition region from barrel to end-cap
geometry). Individual pixel detectors are arranged in concentric cylinders in the barrel, and in
disks in the end-cap regions, see Figure 8-38. There are overlaps in z (barrel) or R (end–cap) and
in (R, φ). It is therefore possible for a single track to give two hits in a single plane in small re-
gions of the detector.
The inner ‘B-layer’ of the pixel detector is at a
radius of 4 cm and provides coverage over the
entire pseudorapidity range |η| < 2.5. At least
two additional measurements on a track are
provided by barrel layers at radii of 11 cm and
14.2 cm and by disks, of which there are four
in each end-cap. The individual sensitive ele-
ment is a pixel 50 µm in (R, φ) and 300 µm in
z (R). The positional resolutions are given in
Table 8-13. The efficiency and noise occupancy
used for the simulation are given in Table 8-14.
The SCT is composed of four layers of mod-
ules in the barrel and nine wheels in each end-cap. The transition region from barrel to end-cap
geometry occurs in the pseudorapidity range 1.16 < |η| < 1.64. An SCT module consists of two
Table 8-13 Expected resolutions for the three
inner–detector subsystems. The values given for the
SCT are for a module. The values for the TRT are for
when the drift-time information is used. The range
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end-caps, the other with strips rotated by ±40 mrad to give a stereo measurement.
The TRT consists of a barrel with a half-length of 74 cm and end-caps in the region
83 cm < |z| < 335 cm. The sensitive element is a straw of internal diameter 4 mm with a single
sense wire running down the centre. In the barrel the straws run in a direction parallel to the
beam pipe and are 0.68 cm apart. In the end-caps the straws are orientated radially with 600 to
800 straws per layer, giving a straw spacing of 1.1 cm at the outer radius. The barrel has an inner
radius of 56 cm and outer radius of 107 cm. However, for the inner layers up to a radius of
62 cm, the active part of the straw is limited to |z| > 40 cm. Outside this radius, the straws are ac-
tive over the entire length of the barrel, but have an electrical break at z = 0. Each half of the bar-
rel is read out separately.
The transition from barrel to end-cap geometry occurs in the TRT in the region 0.66 < |η| < 1.08.
Each end-cap consists of 14 ‘short’ wheels (64 cm < R < 103 cm) in the region
83 cm < |z| < 278 cm and, at the highest |z|, four ‘long’ wheels with the same outer radius but an
inner radius of 48 cm. The long wheels extend the coverage to |η| ≈ 2.5, but due to their reduced
inner radius the occupancy is significantly increased in these straws.
The TRT straws provide a one-dimensional
position measurement. However, in the
end-caps information on the azimuthal angle,
θ, is obtained from the position of the first and
last straw on a track. This technique can be
used in the range 0.73 < |η| < 2.17. At higher
pseudorapidities (2.17 < |η| < 2.5) no end-point
information is available.
In addition to the presence or absence of a hit,
the TRT provides drift-time information. Using this information the position resolution ob-
tained from a TRT straw is 170 µm at low luminosity. Due to the overlap of electronic signals
from the trigger bunch crossing and from earlier bunch crossings, not all hits will have an asso-
ciated drift-time measurement. The efficiency for a drift-time measurement and the drift-time
resolution, and hence position resolution, are dependent on occupancy. At high luminosity
(1034 cm-2s-1) there is only a slight degradation in the outer barrel layers and short end-cap
wheels. However the degradation is more marked in the inner four barrel layers and for the
long end-cap wheels, where the resolution is 200 µm at high luminosity [8-12].
Two electronic thresholds are applied to signals from the TRT straws. Signals passing the higher
threshold are more likely to have been caused by transition radiation (TR) and can therefore be
used to identify electron tracks.
There have been two sets of changes to the details of the detector design since the data sets were
generated for the ID TDR. The first set of changes has been used for the B–physics studies re-
ported in Chapter 10. The main changes are as follows (further details can be found in [8-14]):
• The sign of the tilt angle has changed for the pixel barrel modules. This has the effect of
reducing the width of the cluster in (R, φ) and reducing the occupancy. Due to an increase
in the signal to noise ratio the (R, φ) position resolution is also improved.
• The average material in a layer of the pixel barrel (disks) was increased from 1.39%
(0.94%) X0 to 1.63% (1.63%) X0, respectively.
Table 8-14 The detector efficiencies and noise occu-
pancies used in the simulation.
Detector Efficiency (%) Noise (%)
Pixel 97 0.001
SCT 97 0.01
TRT 97 −8   Algorithms per detector system 165
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and the routing of the services from the B-layer has been changed.
• There is an additional 5% X0 of material at the outer radius of the end-cap TRT straws.
There have been some design changes in the pixel detector as a result of the work for the pixel
TDR [8-13]. These changes have not been included in the simulation used for any of the results
presented here. The main changes are as follows:
• The pixel–detector thickness has been increased from 150 µm to 250 µm (200 µm for the B-
layer). The material has increased to 1.76% X0 per layer in the barrel and to 1.65% X0 in
the end-caps.
• There are five single rings of detectors in each end-cap compared to the arrangement of
two double rings and one single ring in the ID TDR.
• The radii of the barrel pixel layers have been reduced slightly. All layers are now the same
length.
The overall effect is that the total material in the barrel has increased by 1% X0 with respect to
the DICE 97_6 description and the material in the end-caps has increased by about 2.4% X0. Fi-
nally, there have been some updates, mainly in the description of the services, which are report-
ed in [8-15].
The overall effect on performance of the changes in the geometrical layout are small. The
change of sign of the tilt angle for the pixel barrel layers will result in smaller clusters which will
reduce the time taken for the pixel clustering step (see Section 8.3.3). The changes in the amount
of material represent a small fraction of the total material inside the radius of the calorimeter
and hence the impact on performance is minor.
8.3.2 Common features of tracking algorithms
The search for track candidates is performed using the same basic method applied to both the
TRT and precision tracker. This consists of an initial search using a histogramming method fol-
lowed by a fit. The initial search looks for hits on a straight line in the appropriate projection.
The trajectory of a charged particle is linear in the (z, φ) plane and approximates to a straight
line in the (R, φ) plane for particles with high pT produced close to the origin. The trajectory can
thus be described as:
φ ≈ φ0 + Ct R (barrel)
φ = + Cz z (end-cap)
where = φ0 − z0 Cz , Ct ≈ 0.003 Bq / 2 pT , Cz = Ct tanθ and θ is the polar angle of the track.
Thus all points on a track lie on a line characterized by a slope C and intercept φ0. This is the
principle of the Hough transform by which each hit is transformed to a series of entries in a his-
togram constructed in (φ0, C) space. For each hit in a detector, within the RoI, the value of φ0 is
calculated for each value of slope between −Cmax and +Cmax. The value of Cmax is determined
by the lowest pT track that is to be sought. Each hit will populate many cells of the histogram,
but for each track in the RoI there will be a bin where all hits on the track have an entry (provid-
ed an appropriate bin size has been chosen). Thus the track candidates can be identified from
peaks in the histogram. If the number of entries is above some predefined threshold, the points
φ'0
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passed on to the next stage.
Since the procedure involves a loop over the hits in an RoI and, for each hit, a loop over the
slopes between −Cmax and +Cmax, the execution time scales linearly with the number of hits and
number of slope bins. The memory required for the histogram scales with the number of slope
and φ0 bins.
8.3.3 Precision tracker
The precision–tracker FEX algorithm starts by using the histogramming method described
above to find groups of points that might lie on a track. This is followed by a track fitting stage
to find the best combination of points and to calculate the parameters of the track candidate.
The details of the method differ slightly depending on the application of the algorithm. When
searching for an isolated high–pT track a simple linear fit can be used in both the barrel and
end-cap regions and only a single–track candidate is returned. For B-physics triggers, the track
search must be extended to lower pT (down to ~0.5 GeV) and multiple–track candidates re-
turned.
The processing of the raw data in order to find track candidates consists of the following stages,
the first three can be considered as ‘data preparation’ whilst the last two constitute the track
search itself:
• Clustering: a track can produce ‘hits’ on more than one pixel or strip. The clustering stage
combines the hits on adjacent strips/pixels into a single cluster.
• Association of φ and stereo information (silicon microstrips) in order to obtain a 2D
point in the local coordinate system of the detector module.
• Space-point formation: Transformation from the local coordinate system of the module
to a 3D point in the global coordinate system.
• Point selection: Points are selected using the histogramming method described in
Section 8.3.2. This gives one or more sets of points to be used in a subsequent fit.
• Fit: For each set of points selected by the histogramming stage, a fit is made to a combina-
tion of one hit per detector plane.
These stages are described in more detail below. In addition there is a step in which the hit in-
formation from modules within the RoI is selected. This is described in Chapter 7. The details of
the implementation of these steps are yet to be finalized. It is possible that one or more steps
might be performed before the data is transferred to the processor performing the FEX.
The implementation of the algorithm differs slightly between the code used for trigger perform-
ance measurements and the implementation used for the timing measurements. The difference
is almost entirely a restructuring of the code to be more efficient. The physics performance of
the two implementations is almost identical.
Clustering
Clustering consists in associating hits on adjacent pixels or silicon microstrips. This is a 1D proc-
ess in the silicon microstrips, 2D in the pixel detector.8   Algorithms per detector system 167
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each new pixel added to the cluster, until there are no pixels with hits immediately surrounding
the cluster. The cluster is allowed to extend without limit in φ, but is limited to three pixels in z
(barrel) or R (end-caps). The latter restriction results in an artificial splitting of clusters near the
ends of the inner barrel pixel layer (| η | > 2). This degrades slightly the z position resolution of
this layer in this η region, but is expected to have a negligible effect on the average efficiency
measurements. The information for the cluster consists of the position of the centre and width
in the two perpendicular directions. The work on the optimization of the pixel clustering algo-
rithm is in its early stages and is an area of continuing study.
For the silicon microstrip detectors, adjacent strips containing hits are associated as a cluster. A
strip without a hit terminates the cluster. The cluster information consists of the mid-point of
the cluster and the width.
Associating stereo information for the silicon microstrips
The φ clusters and stereo clusters in the silicon modules are associated before the histogram-
ming and track–fitting stages. This contrasts with offline pattern recognition where the φ and
stereo hits are treated as independent hits throughout the pattern recognition process. The ad-
vantage of forming an association at the initial stage is that points from the pixels, barrel and
end-cap SCT can be treated in the same way in the subsequent stages. In particular this means
that the transition from the barrel to end-cap geometry is treated automatically. A disadvantage
is that in regions of high hit occupancy, in addition to the correctly reconstructed space points,
there will be points from ghosts. The ghosts arise from the incorrect association of a hit on a
φ-strip with a hit on a stereo strip caused by another track. The effect of the ghost points will be
discussed below.
The association of φ and stereo strips is performed within a module. If a track passing near the
edge of a module produces a φ measurement in that module with the stereo measurement in an
adjacent module, this pair of hits will not be associated. Since, in the current implementation,
only stereo pairs are used in the track–fitting stage, this leads to a small region of inefficiency at
the edges of the module. The process of associating stereo pairs consists of a loop over the φ
clusters and for each φ cluster a loop over the stereo clusters. The local longitudinal coordinate
is calculated from the strip number at the centre of each cluster. Whilst the local z–coordinate
within a barrel module is calculated without knowledge of the position of the module, the radi-
al (‘keystone’) geometry of the end-cap strips means that end-cap modules differ in construc-
tion according to radius and thus the radial position of the module enters the calculation.
Space-point formation
The local (2D) positions within the pixel or SCT module are converted to 3D coordinates in the
ATLAS coordinate system using the constants in a geometry table.
Point selection
The selection of points on a track candidate to be used in the fit is achieved via a histogramming
method as described in Section 8.3.2. A 2D histogram is constructed in terms of slope C and in-
tercept φ0. A value of 5 GeV is used as the minimum pT for the track search. The range of the az-
imuthal angle of the direction vector at the origin, φ0, also depends on this minimum pT value.
For a 5 GeV track the value of φ0 differs from the value of φ at the calorimeter by 0.1 rad. The ap-
propriate choice of the number of steps in slope and bins in φ0 is important in the optimization
of performance. Using bigger steps in slope speeds up the histogramming stage, but requires
the use of a coarser binning in φ0 in order to ensure that there is a bin in which all hits on the
track have an entry. This results in more points per layer falling within a bin and hence more168 8   Algorithms per detector system
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cution time for the fit and an increased probability of a hit being incorrectly assigned to the
track. For the results presented here the histogram size was C × φ0 = 100 × 100.
For each point in turn and for each slope, the value of φ0 is calculated and the appropriate bin in
the histogram incremented. Only one entry per detector plane is allowed in any single bin.
Therefore the maximum possible number of entries in any bin is seven for the barrel region of
the precision tracker. However in the forward region there can be as many entries as there are
detector planes contained within the RoI, thus up to 10 entries are possible at large |η|. The
largest number of hits will only occur in an RoI containing several tracks. These hits will not all
be from the same track but are indistinguishable from a single candidate in the 2D projection
used for the track search. A further level of hit selection is possible at the track-fitting stage.
Track fitting
The histogram bins with at least five entries are sorted by decreasing number of planes hit and
then by decreasing pT. The fitting procedure starts with the bin with the most planes and high-
est pT. The points in this bin are reselected, this time without the restriction to a single point per
plane. Fits are performed with all combinations of one point per layer independently in the
(R, z) and (R, φ) projections for the barrel, and in the (R, z) and (z, φ) projection for the end-cap.
Optionally, after the (R, z) fit, points lying outside a road of width ±0.9 cm about the fitted direc-
tion may be rejected. The point furthest outside the road is rejected first and the track refitted.
The process is repeated until there are no points outside the road. A combination of points is re-
tained if it has at least five points, a mean squared residual in the (R, φ) or (z, φ) projection of
< 1.5 mrad2 and a mean squared residual in (R, z) of < 15 cm2. From all surviving combinations,
the track candidate with the lowest mean residual in (R, φ) for the barrel or (R, z) for the end-cap
is selected. Once a track candidate has been found, the fitting procedure stops and this track is
output to the next trigger level. However, if no track candidate is found, fitting continues with
the next highest pT bin. If no candidates fulfilling the requirements are found with the highest
number of planes hit, fitting proceeds with the highest pT bin with the next highest number of
planes hit.
8.3.3.1 Performance
The efficiency of the precision tracker FEX is shown as a function of |η| in Figure 8-39 for single
particles without the addition of pile-up. A threshold of 10 GeV has been applied to the pT of
the reconstructed track. The efficiency for muons is close to 100% except for the region |η| ≈ 0
where there is a 4% loss of efficiency. This is due to a loss of points in an inactive region where
the silicon wafers are bonded end to end. The efficiency for electrons is lower than that for
muons due to bremsstrahlung energy loss by the electrons in the material of the beam pipe and
in the precision tracker itself. The effect of this loss is more significant for pT = 20 GeV electrons
than for pT = 30 GeV electrons since they have initial energies nearer the threshold.8   Algorithms per detector system 169
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of pile-up, see Figure 8-40. However, the occu-
pancy of the SCT for events at high luminosity
is 0.3% to 0.6% (corresponding to between
three and five points per module), which leads
to the possibility of points being incorrectly
assigned to tracks. Histograms of the number
of space-points on a track are shown in
Figure 8-41 for single electrons of pT = 30 GeV
with pile-up and for fake RoIs containing only
hits from minimum–bias pile-up. The distri-
butions of the number of space-points on a
track that are due to a single particle are
shown superimposed. Whilst the majority of
track candidates in fake RoIs contain points
from several different particles, track candi-
dates from single electrons contain only a
small proportion of incorrectly assigned
points. Of the tracks reconstructed in this case,
6% have one and 3.4% have two or more in-
correctly assigned points. The efficiency for
tracks with less than two wrong points is
show superimposed on Figure 8-40. It can be
seen that the effect of the confusion from other
tracks is greatest in the end-caps.
In addition to maximizing the efficiency for isolated high–pT tracks, it is important to be able to
discriminate against ‘fake’ track candidates caused by noise points and points from one or more
Figure 8-39 Efficiency of the precision tracker FEX as
a function of |η| for single particles without the addition
of pile-up.
Figure 8-40 Efficiency as a function of | η | for single
particles of pT = 30 GeV with and without pile-up at
high luminosity. Also shown is the efficiency for recon-
structing a track with < 2 ‘wrong’ hits (hits from the
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Figure 8-41 The number of space-points on a track
(solid/open) and the number of space-points on the
track due to a single particle (dashed/hatched) for sin-
gle electrons of pT = 30 GeV with pile-up (top) and for


















ks Fake ROI170 8   Algorithms per detector system
ATLAS Status Report
Trigger Performance 25 August 1998low-pT minimum–bias tracks. This is important for reducing the rate of triggers from jet events.
A measure of the discrimination power of the precision tracker FEX against fake tracks is the
rate at which tracks are found in random regions of an event containing only pile-up of mini-
mum bias events. The fraction of these RoIs for which a reconstructed track candidate is found
is shown in Figure 8-42. The average fake probability is 0.8% when at least five points are re-
quired on a track and the points are required to lie within a ±0.9 cm road in the (R, z) projection.
The probability of finding a fake track increases with |η| up to a maximum of 1.5% at |η| ≈ 1.8.
This is due to the larger number of detector planes that can contribute to a track in the
end–caps, which increases the probability that a combination of points can fake a track. This is
illustrated by the increase in the number of reconstructed tracks when the restriction to a road
in the (R, z) projection is removed. The imposition of the (R, z) road has little effect on efficiency,
as shown in Figure 8-43. The fake probability can also be reduced by increasing the number of
points required on a track, but this leads to a significant loss of efficiency. Fake candidates can
also be removed by requiring a match between the track parameters as measured by the preci-
sion tracker and the shower parameters as measured by the e.m. calorimeter. This is discussed
in Section 9.3.
8.3.4 TRT high-pT feature extraction
Two different implementations of the TRT high–pT FEX will be described: The first is written in
FORTRAN and is part of ATRIG, the second is written in C and has been implemented in a stan-
dalone program which uses as input ASCII data files prepared by ATRIG. The ATRIG imple-
mentation is based on the TBTREC program [8-16]. In this version the calculation of the roads
used for the histogramming stage is performed at run time. In the second implementation de-
Figure 8-42 The probability of reconstructing a “fake”
track in a region ∆φ × ∆η = 0.2 × 0.2 of an event con-
taining only piled-up minimum–bias events shown for
a threshold of ≥ 5 space-points, with and without the
restriction to a ±0.9 cm road in the (R, z) plane. The
“fake” probability is also shown for a threshold of ≥ 6
space-points.
Figure 8-43 The efficiency for reconstructing a track
in events with a single pT = 30 GeV electron plus
pile-up at high luminosity for the same set of cuts as
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and stored in an LUT. The latter method offers a potential saving of execution time.
8.3.4.1 ATRIG implementation
The algorithm consists of four stages:
• initial track search using a histogramming method,
• fine tuning,
• track fitting,
• track candidate selection.
The initial track search is based on the histogramming method described in Section 8.3.2. If the
RoI contains more than one part of the TRT (−z end-cap, −z barrel, +z barrel and +z end–cap),
the initial search is performed independently in the two parts. The bin size in φ0 is not fixed but
is determined dynamically for each RoI by the straws with hits. The low-φ and high-φ bounda-
ries of all the straws with hits in the RoI, sorted in order of increasing φ, determine the divisions
of the histogram. The histogramming procedure consists of the following steps performed for
each value of curvature from −Cmax to + Cmax:
• For each straw with a hit in turn, calculate the φ0 values corresponding to the straw
boundaries. Associate a weight of +1 with the low-φ edge and −1 with the high-φ bounda-
ry.
• Order the boundaries by ascending value of φ0. The sorted values constitute the edges of
the φ0 histogram bins (which are therefore of unequal width).
• Scan through the sorted boundaries forming a running sum of the associated weights. For
each φ0 bin, enter the current value of the sum in the histogram. The value of this sum
gives the number of straws that lie on the trajectory described by (C, φ0). In general, for a
given value of curvature, a single straw will populate several consecutive φ0 bins, the
range of φ0 being determined by the low-φ and high-φ boundaries of the straw.
For speed, some quantities are calculated in an initialization phase and stored in LUTs. The
number of steps in slope is from 24 to 50 depending on the minimum pT of the search and the
size of the step in slope (24 is for a minimum pT of 5 GeV and a step size in slope of
0.001 GeV-1). The execution time of this algorithm scales with the number of hits, N, as
N log( N).
For each bin with more than eight hits (out of a maximum of typically 40 straws), the procedure
continues to the fine–tuning stage. The values φ and Ct (Cz) characterizing the bin are used as
the initial values for a set of successive rotations and displacements of the track direction. These
transformations are applied in the (φ, R) plane for the barrel and the (φ, R) and (φ, z) planes for
the end-cap. The latter enables an η value to be determined from the first and last straw with a
hit. At each step a road of width ±0.16 cm is defined. The number of straws lying within the
road without a hit, Nhole, and the number of straws with hits, Nhit, are calculated. The track pa-
rameters which maximize the difference (Nhit − Nhole) are used for the final fit. Optionally the
additional information from the drift-time measurement may be taken into account at this
stage. The positional resolution of a hit with drift–time information is ~170 µm. A final selection
of hits is made using a ±600 µm road. The information from a single straw yields two possible
positions (ambiguities) for the track. The ambiguity lying closest to the centre of the road is se-
lected.172 8   Algorithms per detector system
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one part of the TRT to another. For trajectories that contain no hit straws in the inner or outer
3 cm of the active volume, the track parameters are used to define a search road extended into
the adjacent TRT part. Any hits found are added to the track candidate and the fine-tuning
process is repeated.
Once the final selection of hits has been made, a track is fitted to the points. The result of this se-
lection process is a list of track candidates characterized by the parameters φ0, pT, η (end-cap
only) and z0 with the associated covariance matrix. In addition, associated with the track are the
following quantities:
Figure 8-44 Distributions of L, Nhit, Ntime and NTR for four | η | regions. In each histogram the distribution peak-
ing to the right is for track candidates from single electrons of pT = 30 GeV with pile-up, and the distribution
peaking to the left is for track candidates in fake RoIs containing only hits from minimum-bias pile-up. The
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• Ns: the number of straws lying on the track trajectory,
• Ntime: the number of straws containing hits with drift–time measurements,
• NTR: the number of hits passing the higher (TR) threshold.
At high luminosity, the occupancy of the TRT is between 10% and 40%, the higher values are for
the inner layer of the barrel and the long straws in the end-caps. The large number of straws
with hits means that there is a significant probability that a ‘fake’ track candidate can be formed
from a combination of hits from tracks in the minimum–bias events. The separation of correctly
reconstructed ‘real’ tracks from fakes is based on a calculation of the ratio, Lt /Lb, of likelihoods
for the observed combination of (Nhit, Ns) for the hypothesis of a real track
(Lt = NsCNhit PNhit (1 − P)(Ns − Nhit)) with that for the hypothesis that the hits are from minimum
bias or noise (Lb = NsCNhit P Nhit (1 − Pb)(Ns − Nhit)) where P ( = Pb + Pt (1 − Pb)) is the probability
of a hit on a track, Pt is the probability of a hit caused by the track itself (≈ 0.95) and Pb is the
probability of a hit from minimum bias or noise (0.15 − 0.5) depending on straw length and po-
sition. The best fit is that which maximizes the quantity, L, defined as:
L (Nhit, Nhole) = log(Lt / Lb) = w1 Nhit + w2 (Ns − Nhit)
where the weights, w1 = log(P / Pb) and w2 = log((1 − P) / (1 − Pb)), can either be estimated
from Monte Carlo simulation or, in the final experiment, from the data. Similar quantities can be
calculated for the likelihood of (Ntime, Ns) and, in the case of tracks due to electrons, (NTR, Ns).
The best discriminator for electron tracks is thus:
L (Ns, Nhit, Ntime, NTR) = wh Nhit +  ws Ns +  wt Ntime + wTR NTR.
The weights are calculated in four separate regions of | η | to allow for the variation in occu-
pancy and hence of the probabilities, Pt and Pb. Figure 8-44 shows the distribution of
L(Ns, Nhit, Ntime, NTR) in these | η | regions for track candidates in single 30 GeV electron events
with pile-up at high luminosity and for track candidates in RoIs in events containing only
pile-up. The hatched area is for the tracks surviving a cut on L. The distributions of the quanti-
ties used to calculate L (Nhit, Ntime, NTR) are also shown. It can clearly be seen that the discrim-
ination power of L is greater than that of any one of the component quantities alone. From the
track candidates with a value of L above a minimum value, the one with the most hits is select-
ed and is passed on to the next stage of the trigger selection.
8.3.4.2 LUT implementation
In this implementation, patterns, composed of the lists of straws on a track trajectory are calcu-
lated and stored in an LUT prior to running. Patterns are calculated for all possible trajectories
described by φ0, η, and pT for particles with a pT above some minimum value. The number of
straws with hits in a pattern is thus equivalent to the number of entries in a bin of a histogram
in the Hough transform space, see Section 8.3.2.
The LUT is generated by calculating the trajectories of particles stepped through the active vol-
ume of the TRT for discrete starting values of φ0, η, and pT. The particle trajectory is calculated
at each step, taking into account the magnetic field. Each straw that lies within a road of prede-
fined width is registered as a member of this pattern and this information is stored in the LUT.
Typically 3000 patterns in φ0, 10 in η and 10 in pT are required to ensure good track–finding effi-
ciency. Owing to the φ modularity of the TRT, the LUT need only contain the patterns for two174 8   Algorithms per detector system
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try. However, the data sets currently available were generated with a detector description which
does not have this φ modularity for the TRT barrel, and so an LUT covering the full φ range was
required. Use is, however, made of the symmetry about z = 0, so that the LUT table need only
describe one half of the detector. When the LUTs are constructed one half of the TRT is consid-
ered in its entirety. When a trajectory crosses from the barrel to the end-cap, the pattern will con-
tain both barrel and end-cap straws. However, a consequence of utilizing the symmetry about
z = 0 to halve the LUT size is that the search for tracks is performed independently in the two
halves leading to a loss of efficiency for tracks with η ≈ 0.
Each pattern is associated with a bin of a histogram which records the number of hit straws in
the pattern. The search for track candidates in an RoI proceeds by incrementing the counter as-
sociated with each pattern that contains the straw. Subsequently track candidates are identified
as local maxima in the histogram. The quantities Nhit, Ns, Ntime and NTR can then be used to se-
lect the best candidate as described in Section 8.3.4.1. If required, a fit can be made to the hits on
the pattern. The drift time may be taken into account at this stage, leading to a significant im-
provement in momentum resolution.
Figure 8-45 Efficiency as a function of pseudora-
pidity for single 20 GeV pT muons and electrons
and for 30 GeV pT electrons.
Figure 8-46 Efficiency as a function of pseudora-
pidity for single 30 GeV pT electrons with and
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The efficiency of the algorithm implemented
in ATRIG for finding a track is shown as a
function of |η| in Figure 8-45 for single muons
and electrons of pT = 20 GeV and electrons of
pT = 30 GeV. The efficiency for reconstructing
muon tracks is close to 100% over the whole |η|
range apart from at η ∼ 0. The loss of efficiency
in this region is due to the fact that there is a
break in the TRT straws at z = 0. The initial
track search is performed separately in the
two parts of the barrel. A search for tracks
crossing from one part to the other is made at
the fine–tuning stage of the algorithm. Whilst
this procedure works for most of the tracks
crossing the break, there is still a loss of effi-
ciency of about 5% in this region.
The effect of the addition of pile-up corre-
sponding to the high luminosity is shown in
Figure 8-46 for single 30 GeV pT electrons. The
efficiency is unchanged over most of the | η |
range, but there is a small drop in efficiency in
the transition region from barrel to end-cap
(0.66 < |η| < 1.08).
The probability of finding fake tracks has been
estimated from a sample of regions of size ∆φ × ∆η = 0.2 × 0.2 in events containing only pile-up
at the high luminosity. Regions containing a minimum bias track with pT > 5 GeV (the threshold
used in the FEX algorithm) were excluded. The probability of reconstructing a track is shown in
Figure 8-47. This definition of fake is somewhat arbitrary. A proportion of reconstructed tracks
will be due to a real track with pT below 5 GeV. However it does indicate an upper limit for the
probability of a track being reconstructed from fragments of several low–pT tracks. The highest
rates (2% – 2.5%) are found in two limited regions of |η|: firstly, in the transition region from bar-
rel to end-cap, where there are a reduced number of straws on the trajectory of a track and
hence the discrimination power between real and fake candidates is reduced; secondly, at high
|η| where the occupancy is greater due to the longer straw length and reduced inner radius. In
this region the straws extend over an interval of pseudorapidity of ≈0.4.
8.3.5 TRT full scan
A non–RoI guided, LUT–based, track–reconstruction algorithm has been developed to search
the full volume of the TRT for track candidates [8-17]. This algorithm is an essential component
of the B-physics trigger, described in Chapter 10. The algorithm and its performance for single
tracks is presented in this section. The performance for B-physics events is described in
Section 10.2.2.2. This is the most challenging of all LVL2 algorithms in terms of CPU and band-
width requirements. A scan of the full volume requires the reconstruction of large numbers of
tracks. Furthermore, extending the pT range of the track search down to 0.5 GeV requires an ad-
ditional factor of 12 in CPU time in comparison with the TRT high–pT FEX described in
Figure 8-47 The probability of finding a fake track in
a ∆φ × ∆η = 0.2 × 0.2 region of pile-up at high luminos-
ity. The dashed line represents the rate of real tracks
with pT > 5 GeV. The straws in the barrel (long straws
in the end-caps) extend over a rapidity range of ≈ 0.6
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this minimum value. This LUT–based method is suitable for implementation on field program-
mable gate arrays (FPGAs) [8-18]. The same algorithm has also been implemented in C, where
truth information has been added to the simulated data in order to measure the performance.
In this implementation, the initial track search is performed separately in the barrel and
end-caps. In the barrel, the first step is an LUT–based Hough Transform from (R, φ) space to
(φ, 1/pT) space. The LUT consists of 96 000 (φ × 1/pT = 1200 x 80) predefined roads. The roads
overlap in φ and 1/pT, and increase in width with radius. For each straw with a hit in the event,
counters are incremented for each road containing that straw. Each counter corresponds to a bin
in a histogram in (φ, 1/pT) space. Bins having >15 straws with hits are identified as potential
track candidates. In addition, this bin must be a local maximum with respect to the eight neigh-
bouring bins in φ and 1/pT.
If potential track candidates contain more than eight consecutive layers without a hit, the track
is split into two separate track candidates. This removes hits incorrectly assigned and splits
tracks that have been erroneously merged. The separate track segments are retained if they have
more than 15 hits. These differ from other track candidates in that they consist of only part of a
pattern with a defined start and end.
In the final stage of selection track candidates are classified according to the layer number
(counting from the inside) of the innermost straw with a hit. This classification makes use of the
fact that in the region of the barrel at | z | < 40 cm, layer 10 is the first active layer. The layer
number of the first hit, therefore, provides some information on the position of the track candi-
date in z. The final selection is as follows:
• If the first hit is in layers 1 to 9, the track is considered to be traversing the barrel/end-cap
transition region. All such track candidates are accepted.
• If the first hit is in layers 10 to 25, the track is assumed to be traversing the region of the
barrel at |z| < 40 cm. Such a candidate must exceed a threshold of 20 active straws to be ac-
cepted.
• If the first hit is in a layer > 25 the track is rejected. Such candidates are mainly back-
ground due to fake tracks or decays, but in a small fraction of cases are real tracks travers-
ing the divide at z = 0.
For candidates passing the selection, a fit is performed in the (R, φ) plane using a third–order
polynomial.
In the end-caps the Hough Transform is from (z, φ) space to (φ, 1/pL) space. The histogram has
dimensions φ × 1/pL = 1152 × 80, but the 192–fold symmetry of the TRT end-cap geometry is
utilized to reduce the size of the LUT. After the histogramming process, patterns with more
than 20 hits form potential track candidates.
Track candidates that appear continuous in the (φ, z) projection may in fact be due to two track
segments that are separated in space along z but are at the same φ. The next stage of candidate
selection makes use of the z coordinate of the straws with hits, in order to split track segments
that have been erroneously merged. A track candidate is divided in two if it contains 12 consec-
utive layers without hits. If the resulting track segments have more than 20 hits they are re-
tained.
In the final stage of selection, the number of hits on the candidate track is required to be a local
maximum with respect to the neighbouring bins in φ, η and pT. For track candidates passing the8   Algorithms per detector system 177
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both the barrel and end-caps, the drift–time information is neglected.
In order to maintain efficiency in the transition region from barrel to end-cap, the threshold on
the number of hits on a candidate track must be lowered. However, this leads to an increase in
the number of fake candidates. Optimization in this region is an area of ongoing study.
8.3.5.1 Algorithm performance
The reconstruction efficiencies for single 6.0 GeV muons, 1.5 GeV pions and 1.0 GeV electrons
are shown in Figure 8-48 for the barrel part of the TRT. The efficiency for muons is close to 100%
except in the region η ≈ 0 where there is a loss of efficiency of ~10%. This is due to the fact that
the track search is performed separately in the −z and +z halves of the barrel. The efficiency
could be improved in this region by lowering the threshold on the number of hits, but at the
cost of an increase in fake rate.
The efficiencies for reconstructing single tracks in the barrel are shown in Figure 8-49 as a func-
tion of the pT threshold applied. For pions and muons there is relatively sharp threshold rise.
For 1.5 GeV pions an overall efficiency of 94% can be obtained with a 1.35 GeV pT cut. The
threshold is less sharp for electrons due to the effects of bremsstrahlung energy loss. In order to
obtain an efficiency of 80% for 1.0 GeV electrons a 0.7 GeV threshold must be applied. This effi-
ciency rises to 87 % if the threshold is reduced to 0.5 GeV.
Figure 8-48 Track–finding efficiency of the TRT full
scan shown as a function of |η| for single e, µ and pi
in events without pile-up.
Figure 8-49 The track reconstruction efficiency of the
TRT full scan as a function of the pT threshold applied
for single particles without the addition of pile-up (for
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The feasibility of a track search based solely on the information from the pixel detector has been
studied. Such an algorithm might be used in a b–jet trigger (Section 9.6). The aim is to provide a
fast algorithm which could be used up to intermediate luminosity and which provides suffi-
cient impact–parameter resolution to allow efficient b–jet separation. In addition such an algo-
rithm might find application as a complement to the TRT full scan to identify roads for a
complete reconstruction extrapolated to the SCT. Other possible applications are as a validation
of a high–pT LVL1 muon and in the reconstruction of the z–coordinate of the primary vertex at
high luminosity.
The standalone pixel algorithm has been implemented so far only for the barrel part of the de-
tector which consists of three cylindrical layers located at radii of 4, 11 and 14 cm from the inter-
action point (see Figure 8-50). The algorithm has the following steps:
• Hits on adjacent pixels are associated in clusters and the cluster position is transformed to
the ATLAS coordinate system.
• Lines are constructed through all possible combinations of two points (one in each of the
inner two layers) and extrapolated to the interaction point. If the closest approach to the
interaction point in the (R, φ) plane is >1 cm, the combination is rejected.
• For each surviving combination the line is extrapolated to the third layer. The three points
are considered as a track candidate if the distances in the (R, z) and (R, φ) projections be-
tween the extrapolation and the point in the third layer are less than predefined values.
The values of the cuts applied in the third step must account for extrapolation errors (including
multiple scattering), hit resolution and, in the (R, φ) plane, for deflection in the magnetic field.
For tracks with pT > 1 GeV, a cut on the residual in the (R, z) plane of ∆z < 300 µm is appropri-
ate; this corresponds to the average detector resolution in the z–direction. In the (R, φ) plane, a
cut of ∆φR < 1000 µm is required in order to efficiently reconstruct tracks with pT > 1 GeV. If a
pT threshold of 4 GeV is acceptable, this cut may be tightened to 300 µm.
After this procedure, a track candidate consists of a set of three points which may share one or
more clusters. In order to chose between overlapping combinations, the one with the minimum
space distance between the third–layer cluster and the extrapolated track is retained.
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The algorithm described in the previous section has been applied to simulated b–jets from the
process H → bb (mH = 400 GeV), where the Higgs is produced in association with a W which is
forced to decay to a muon. This physics process has been used to illustrate the possibility of
triggering on b–jets using the impact parameters of tracks, in order to study the most difficult
case of very high-pT jets.
A summary of the results for low and high luminosity (1034 cm-2s-1) is given in Table 8-15. To
measure the algorithm efficiency, only tracks producing ≥ 3 hits in the detector have been con-
sidered. To obtain the overall efficiency, the values in the table should be multiplied by the de-
tector efficiency of ≈91% (assuming a plane efficiency of 97%). The track candidate is considered
to be a correct association if the three points were produced by the same particle. As a result the
fraction of fake tracks includes associations in which one cluster is shared among two tracks.
These results were obtained using a cut |∆R| < 1000 µm and using an RoI of width ∆φ = 0.8 cen-
tred on the b–jet direction and extending the complete length of the pixel barrel length. Above
pT = 1 GeV, the efficiencies as a function of pT are flat.
The table gives the total number of combinations of three points which have been tested during
the jet reconstruction. This number gives an indication of the complexity of the reconstruction
procedure. However, it is not directly proportional to the processing time, since most of the cal-
culation is performed in the first two steps of the algorithm. It can be seen that the presence of
pile-up increases the fraction of reconstructed fake tracks along with the number of tracks
which do not come from the b–jet, but does not significantly reduce the reconstruction efficien-
cy. The processing time needed to reconstruct a b–jet increases by a factor of five, due to the
large increase of the number of space-point combinations to test. The seven extra tracks recon-
structed at high luminosity are not only in the jet region, but spread in η over the φ-sector of the
barrel detector used as the RoI for the reconstruction.
Once the three points have been associated, it is possible to reconstruct the track parameters.
Figures 8-51 and 8-52 show the reconstructed track parameters in the x-y plane compared with
the generated values.The performance of the algorithm as a b–jet trigger will be discussed in
Section 9.6.
8.3.6.2 Track reconstruction for B-physics
In addition to a possible stand-alone capability to tag b-jets, the pixel detector may provide
information which is useful for other LVL2 algorithms. For example, the coarse reconstruction
Table 8-15 Performance of the standalone pixel algorithm applied to b–jets.
Low luminosity High luminosity (1034 cm-2s-1)
Tracks per jet (pT > 1 GeV) 8.0 15.0
Efficiency (pT > 1 GeV) 87.8% 87.8%
Fake fractions 9.9% 16.4%
Fake fractions (z vertex known)a
a. See Section 9.6.
7.9% 9.0%
Number of combinations 2,000 100,000180 8   Algorithms per detector system
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reconstruction in the inner detector. The pixel system alone could define three–dimensional
RoIs and provide track impact–parameter measurements; this would simplify the subsequent
steps of the reconstruction. Moreover, the pixel detector may allow the validation of high-pT
muons found in the muon system at LVL1 and LVL2 and the reconstruction of the z-coordinate
of the primary vertex at both low and high luminosity, with very high efficiency at low
luminosity but significantly reduced efficiency at high luminosity. These capabilities could be of
interest in several physics situations, such as B-physics events, triggered at LVL1 by a muon.
The reconstruction of the primary vertex at low luminosity would facilitate the complete
reconstruction of candidate B-physics events where there will be a few minimum–bias events
superimposed on the trigger event. In this situation, a z-cut would prove valuable in removing
tracks not originating from the primary vertex corresponding to the trigger event.
8.3.6.3 Primary vertex reconstruction
To reduce the computing time, it would be useful to have the z-position of the vertex (zvertex) at
the beginning of the track finding algorithms. In this way, a cut could be made on zext when
selecting combinations of hits in layers 1 and 2, reducing the total number of combinations to
test.
At the beginning of LVL2 processing, the tracks in the RoI defined by the LVL1 muon system (in
∆η × ∆φ ~ 0.1 × 0.1) can be reconstructed and the track with the largest pT chosen as the muon
candidate — zvertex will be approximated by the z0 of this track. The performance of the
algorithm depends on the track density in the RoI. Table 8-16 summarizes the results for
isolated muons and (as an extreme case) for muons inside very high–pT b–jets (from the decays
of 400 GeV Higgs with pile-up at high luminosity). The table contains the fraction of RoIs with
0 or 1 reconstructed tracks, the fraction of events (with at least one reconstructed track) in which
the true muon is correctly associated with the reconstructed candidate, and the resolutions on
zvertex for events with at least one reconstructed track. For both classes of muon, good vertex
resolution is achievable. This is the case even for muons in a jet since, even if the wrong track in
Figure 8-51 Reconstructed momentum as a function
of true momentum.
Figure 8-52 Difference between reconstructed and






























)8   Algorithms per detector system 181
ATLAS Status Report
Trigger Performance 25 August 1998the jet is taken as the muon candidate, there is a good chance that the chosen track comes from
the primary vertex or a nearby secondary vertex; however, as a consequence, the distribution of
zvertex displays significant tails in this case.
The knowledge of zvertex is important since it allows a reduction in the computing time for track
reconstruction by a factor of four, making this reconstruction algorithm useful even at high
luminosity. Moreover, this determination can be performed in a very short time at the beginning
of the LVL2 processing, and hence it may be of value to other components of the LVL2 trigger.
For events without a LVL1 muon trigger or events for which the validation of the method based
on the muon is required, it is possible to obtain an estimate of zvertex, using the impact
parameter in the R–z plane (z0). Figure 8-53 shows the distribution of the distance between the
reconstructed track z0 and the z-position of the primary vertex. The r.m.s. is 220 µm and is
dominated by tracks coming from secondary vertices. The situation is worse in the presence of
pile-up, since it is not possible, a priori, to know which are the tracks which come from the
primary vertex associated with the hard scatter. However, since the b-jets produce more tracks
in the RoI than pile-up events, the z0 distribution is still peaked around the primary vertex
position. Hence, the position of this peak (zpeak) evaluated for each event can be used as an
estimate of the vertex position as shown in Figure 8-54. Of course, this evaluation of the method
is extremely dependent on the model for pile-up and the physics process. In particular, it could
well fail to yield reasonable efficiencies in cases when b–jets have low charged multiplicity or
are soft, as in the B-physics programme. Tests have been made with 400 GeV and 100 GeV mass
Table 8-16 Determination of z-position of primary vertex from a LVL1 muon trigger, see text for explanation.
Muon 0 tracks 1 track Correct muon σ(zvtx) (µm) rms(zvtx) (µm)
Isolated 9% 87% 99% 110 110
In b-jet 6% 35% 55% 130 1400
Figure 8-53 Difference between the longitudinal
impact parameter (z0) and the z-position of the
primary vertex for tracks from b-jets at low luminosity.
Figure 8-54 Difference between the position of the
peak in the z0 distribution for tracks reconstructed in
the RoI of a b-jet and the z-position of the primary
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on an event–by–event basis, it is possible to obtain an acceptable measurement (≤ 250 µm) of the
primary vertex in 82% of the events. This information comes only at the end of the processing so
it does not help to speed up the algorithm. However, it could be used to reject tracks not coming
from the primary vertex, hence reducing the number of ghosts. Moreover, it could allow a
significant improvement of the b-tagging performance at high luminosity.
8.3.7 Effect of the inhomogeneous magnetic field
The solenoid dimensions are constrained by the length of the e.m. calorimeter cryostat with the
result that the full length of the coil is only 5.3 m compared to the length of the inner detector of
6.8 m. This causes the field to deviate from uniformity in the region of the ID. The z-component
of the field falls from its value of 2 T at the centre of the detector to less than a quarter of this val-
ue at either end of the inner detector, see Figure 8-55. In addition the radial field component in-
creases with R and z reaching a maximum of 0.6 T at the outside edge of the TRT at the highest
|z|.
The effect of the non-uniform field is that particle trajectories deviate significantly from those
they would follow in an ideal field. In the (φ, z) projection the trajectories would be straight
lines in a constant field, however in the true ATLAS field the trajectories are curved, see
Figure 8-56.
The deviation from the straight–line trajectory in (φ, z) is proportional to the ratio of the respec-
tive field integrals. The dependence of the z-component of the field on the radius is small. The
difference in path length is negligible. The change in azimuth angle in the true solenoid field,
Figure 8-55 The magnetic–field strength in the beam direction, z, (left) and the radial component of the field
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Trigger Performance 25 August 1998Figure 8-56 The trajectories of pT = 5 GeV muons in
the φ-z plane shown for constant field (light lines) and
for the true field (heavy lines).
Figure 8-57 Ratio of the bending angles for the true
and the constant field. Each line segment corresponds
to a rapidity range of dη = 0.2 and high or low momen-
tum respectively.
Figure 8-58 Number of TRT hits on reconstructed
muon tracks for the case of the constant field
(crosses), and the true field, without correction of hit
position (solid circles), and with correction (open cir-
cles).
Figure 8-59 Trigger efficiency of the TRT for constant
field and for the true field with and without application
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mately on z only,
Figure 8-57 illustrates the precision to which these assumptions are valid. The function shown
describes the difference between the straight–line trajectories and the trajectories in the inho-
mogenous field. It provides also the correction that is needed to translate the slope measured in
the (φ, z) projection, to a value of the longitudinal momentum.
There are two consequences of applying a track search based on the assumption of a uniform
magnetic field in ATLAS. Firstly, in the initial track search, some points will be lost from the
track as they lie outside the search road. This loss is particularly severe for tracks with pT below
5 GeV. Secondly, the pT calculated from a track fit will be incorrect. If the search roads are pre-
calculated before the run, as is the case for the LUT methods, the true field can be taken into ac-
count at this stage without penalty in terms of execution time. However, a correction must still
be applied at run time for the track fit and this correction depends on the average z of the track
segment. Figure 8-58 shows the mean number of hits for track searches with and without the
application of this correction. The improvement in pT resolution obtained with the correction is
demonstrated in Figure 8-59, which shows the efficiency as a function of the pT threshold value
for muons and electrons before and after the application of the correction. More studies are nec-
essare to fully evaluate the impact of the nonuniform field on track finding and momentum res-
olution, especially for low momentum tracks.
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This chapter presents the status of work in progress to develop algorithms for the LVL2 trigger
that combine the feature information from different detectors to form objects. Much work still
remains to be done in this area for the trigger and also in the offline reconstruction software.
More results will be presented in the ATLAS Physics TDR.
Considering first the muon trigger, various techniques can be used to reduce the rate compared
to that from the LVL1 trigger. The algorithms described in Chapter 8 using data from the muon
spectrometer will remove fake LVL1 triggers resulting from noise hits due to radiation in the
cavern and will reduce the rate by making a sharper pT cut. Further rate reduction can be
expected from using the inner detector to remove some of the background from decays in flight
of pions and kaons. They are characterised by a kink in the track and/or the trajectory is poorly
described by a single helix. These studies are at an early stage and are not presented here. A
larger rejection factor is expected from requiring isolation of the muon using information from
the calorimeters as discussed in some detail in Section 9.1.
The photon trigger (Section 9.2) uses calorimeter features to reduce the background from jets
and demonstrates high efficiency for H → γγ events. For the electron trigger, a large
background-rejection factor can be obtained by combining the features from the calorimeter and
the inner detector as discussed in Section 9.3. Similarly, background to the tau trigger can be
reduced by requiring the presence of a track matched to the calorimeter cluster (Section 9.4). In
the case of photons, it is not foreseen to use a track veto in the LVL2 trigger in view of the
significant probability for photons to convert.
Finally, in Section 9.6, a preliminary study of a b-jet tag trigger, based on impact-parameter
measurements, is presented.
9.1 Muons including isolation
9.1.1 Introduction
The LVL2 muon trigger must confirm and reduce the rate of LVL1 muon candidates by a factor
of about 100. For high-pT muons this can be achieved in two ways; either by increasing the
muon pT threshold, or by using information from detector subsystems besides the muon
spectrometer. These studies use the latter approach. Electromagnetic and hadronic calorimeter
(ECAL and HCAL) information is used to determine whether or not a muon candidate is
isolated.
The largest background to isolated high-pT muons comes from b-decays, see Section 2.3.2. The
aim of this section is therefore to show that a rejection factor of 10 can be achieved against these
events whilst retaining a high efficiency for muons from W and Z decays. A sample of about
1200 W → µν signal events (muon pT > 24 GeV), and 1100 bb → µX background events (muon
pT > 20 GeV) were used for these studies. Both samples use full simulation of the ATLAS
detector. Simulated electronic readout noise and pile-up have been included. Note that only the
barrel region has been studied so far for the electromagnetic calorimeter (the hadronic
calorimeter has been studied to |η| < 2.5); it is planned to extend the work to the end-cap in the
future.9   Algorithms for identification of trigger objects 187
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The first step is to determine the volume of calorimeter information that is required (a) to
contain the energy deposition of the muon, (b) to demonstrate that the muon is isolated in η−φ
space. Figure 9-1 shows the summed transverse energy contained within a cone of increasing
radius about the muon track, for signal and background in both calorimeters. Readout cells are
measured by their midpoint, such that an increased cone radius contains information from a
readout cell only if its midpoint is contained. Note that neither electronic readout noise nor
pile-up have been included for this figure.
It can be seen that a cone of radius of 0.07 (0.1) is sufficient to contain the muon energy
deposition in the ECAL (HCAL). The larger cone needed for the HCAL is due to the coarser
readout granularity (see Table 8-6). An isolation annulus around this is chosen to extend to 0.3.
Discrimination between signal and background is decreased at larger outer radii when
electronic noise and pile-up are included.
9.1.3 Isolation discriminants
Having determined the radii of the inner cone and outer annulus, there are several variables
that can be used to provide discrimination between isolated muons and muons in jets:
• number of calorimetry cells in inner cone, outer annulus (multiplicity);
• summed transverse energy in inner cone, outer annulus (deposition);
• summed transverse energy by depth in inner cone, outer annulus (profile);
• thresholds on cell energy (can be applied to provide robustness against noise).
Figure 9-2 shows those variables which were found to give the best discrimination. Note that
neither electronic noise nor pile-up were included for these plots; the separation of the
distributions and their means changes when these are added. When electronic readout noise
was added, it was found that maximal separation was achieved if a 3σ cut on the expected
calorimeter readout noise was applied to the calorimeter cell energy.
9.1.4 Muon pT dependence
The isolation of muons in bb → µX decays is dependent on muon pT. As the boost of the
background b-hadrons increases, so too does the average transverse momentum of the muon.
The isolation of muons in W decay is approximately constant with increasing muon pT.
Therefore, to optimize performance, isolation criteria are developed in bins of muon transverse
momentum. Overall selection efficiencies for particular event samples can then be found by
weighing these results by the particular muon pT spectrum. Note that due to the limited
statistics of the event samples, only four bins are used. It is hoped to extend this in the future.
9.1.5 Addition of noise and pile-up
Electronic readout noise for both low and high luminosities is included in the simulation. The
r.m.s. values for noise are taken from testbeam data. Pile-up is simulated by adding 2.3 (23)
minimum–bias events to each signal or background event for low (high) luminosity, using the188 9   Algorithms for identification of trigger objects
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only to the calorimetry. The effect of including both noise and pile-up in the simulation is to
decrease the difference in deposited energy in the inner cone and outer annulus between signal
and background. In Ref. [9-2] it is shown how the separating power is degraded. Separation
between isolation discriminants is also decreased. For these reasons the studies must be
performed separately at low and high luminosity, and different (optimized) selection criteria
chosen.
9.1.6 Results
The best results were obtained at both low and high luminosity using information from only the
electromagnetic calorimeter. Efficiencies are summarized in Table 9-1 and Table 9-2. Selection
criteria can be found in Ref. [9-2]. As an example of the selection efficiencies that one might
Figure 9-1 The total transverse energy contained within a cone of ever-increasing radius about the muon
candidate track: (top left) signal events in the hadron calorimeter; (top right) background events in the hadron
calorimeter; (bottom left) signal events in the electromagnetic calorimeter; (bottom right) background events in
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Trigger Performance 25 August 1998Figure 9-2 Selection variables which use information from the electromagnetic calorimeter: (top left) number of
electromagnetic cells with energy deposited inside the inner cone; (top right) the total summed transverse
energy in the inner cone; (bottom left) the difference in summed transverse energy contained in the outer
annulus and the inner cone, for the innermost sampling; (bottom right) the total summed transverse energy in
the outer annulus. The points are background events, and the solid histogram the signal. Both histograms are
normalized to the same number of events. The full event samples mentioned in the introduction are used.
Table 9-1 Signal and background efficiencies, in bins of muon transverse momentum, for a selection based on
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pT > 24 GeV. Results are given in Table 9-3. Note that only the error arising from the statistical
uncertainty on the efficiencies is quoted.
9.2 Photons
9.2.1 LVL2 photon trigger
The trigger quantities used for photon identification are based on those used for the LVL2 e/γ
cluster trigger. As discussed in Section 8.2.2, the following variables are used for electron and
photon identification:
• transverse energy in the electromagnetic calorimeters;
• transverse energy in the hadronic calorimeters;
• lateral shape in the second sampling of the electromagnetic calorimeter ( );
• search for substructures within one shower in the first sampling of the electromagnetic
calorimeters.
Also calculated are the following variables, which can be used to reject jets:
Table 9-2 Signal and background efficiencies, in bins of muon transverse momentum, for a selection based on






24–30 67.9 ± 4.4 9.7 ± 2.1
30–40 94.1 ± 1.8 10.8 ± 2.0
40–50 96.3 ± 1.6 4.5 ± 2.6
> 50 98.2 ± 0.9 9.4 ± 3.2
Table 9-3 Example selection efficiencies for muonic W and bb decay, for transverse momenta greater than
24 GeV. Errors arise from the statistical uncertainty on the selection efficiencies.
Process Low luminosity eff. (%) High luminosity eff. (%)
W →  µ ν 97.8 ± 1.1 91.4 ± 1.9
bb → µ X 9.6 ± 2.3 9.6 ± 2.2
Rη
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second sampling of the electromagnetic calorimeter, using the energy–weighted sum over
all cells.
This width depends on the particle impact point inside the cell and is corrected for this
effect. The distributions of the corrected width are shown in Figure 9-3. The width is
typically smaller for photons than for jets.
• Shower shape in η, (1st sampling): Adding two φ-bins in the first sampling, the
ratio of the difference between the energy deposited in ±3 and ±1 strips around the strip
with the highest energy, to the energy deposited in ±1 strips is calculated
(E7strips – E3strips)/E3strips, see Figure 9-4. This quantity measures the fraction of the
energy outside the shower core. In ±1 strip around the maximum, typically more than
75% of the total energy deposited for photons in the first sampling is measured. Jets
generally produce broader showers, and the fraction of energy outside of the shower core
is larger than for photons.
9.2.2 LVL2 photon trigger performance
For photons, the LVL2 trigger menus include γ40i and γ20 × i2 at low luminosity, and γ60i and
γ20i × 2 at high luminosity, see Chapter 11. The quantities used for photon identification, as
discussed in Section 8.2.2 and Section 9.2.1, are rapidity dependent and are optimized in several
η-regions:
• |η| ≤ 0.8,
Figure 9-3 Shower width in the η direction calculated
in 3 × 5 cells using the energy–weighted sum over all
cells for jets and photons with ET = 20 GeV at high
luminosity.
Figure 9-4 Fraction of energy in 7 strips minus the
energy deposited in 3 strips divided by the energy in 7
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• 1.52 < |η| ≤ 1.8,
• 1.8 < |η| ≤ 2.0,
• 2.0 < |η| ≤ 2.47.
The first two bins cover the barrel electromagnetic calorimeter. The subdivision is motivated by
the increase in the amount of material in front of the calorimeter. The subdivisons in the end-cap
correspond to the different η-regions with constant granularity in the first sampling. For
optimization, the transition region between the barrel and electromagnetic end-cap calorimeter
(1.37 < |η| < 1.52) is not considered. In this region the material distribution in front of the
calorimeter reaches a maximum, and the γ/jet separation power is degraded. This region will
not be used for precision physics and no attempt was made to do any special tuning. In
addition, the rapidity range is reduced to |η| < 2.47. Owing to the change in granularity at
|η| = 2.5, the variables used for γ/jet separation, as well as η, cannot be precisely calculated. The
quantities calculated using the first sampling are considered in |η| < 1.37 and 1.52 < |η| < 2.37.
There are no strips in 1.4 < |η| < 1.5 nor beyond |η| > 2.4. The cuts are optimized such that
unconverted and converted photons are affected in the same way. With this choice, no clusters
are rejected at LVL2 which could be more efficiently rejected by a more sophisticated analysis
using calorimeter and inner detector information, as can be done at the event filter level or in
the offline analysis. For high luminosity, minimum–bias events were added.
The γ/jet separation was tuned to achieve a 90% photon efficiency after LVL1 and LVL2 for
photons of ET = 20 GeV at high and low luminosity. Table 9-4 summarizes the photon
efficiencies at various transverse energies and the background rates for low and high
luminosity. The rates from jets as a function of the different LVL2 trigger cuts are shown in
Figures 9-5 and 9-6. At low luminosity, the rate of the two-object trigger is very low. Raising the
ET threshold cut for the one-object trigger by 9 GeV reduces the background rate by an
additional factor of two. At high luminosity, the trigger threshold for the γ60i trigger has to be
raised by 15 GeV to reduce the rate by a factor of two. In case the background is too high for the
double-object trigger, the rate can be adjusted by raising the ET threshold of the second object.
For example, choosing ET > 20 GeV and ET > 40 GeV reduces the background by a factor of 4.5,
without losing efficiency for H → γγ events (see Section 9.2.3).
The efficiency as a function of rapidity at low and high luminosity for photons with
ET = 20 GeV is shown in Figures 9-7 and 9-8. The drop in efficiency in the barrel/end-cap
transition region and in the crack at η = 0 is visible. The efficiency for converted photons is
slightly worse than that for unconverted photons.
9.2.3 Performance for H → γγ
The most important physics process requiring photon identification is the Higgs search in the
mass region from 80–130 GeV. The main decay mode is H → but this channel is difficult to
reconstruct on account of the large backgrounds. The most promising decay channel is the rare
decay H → γγ which has a low cross–section of approximately σ = 50 fb, but provides a clean
signal. The signal has to be observed above a background which lies around eight orders of
magnitude higher. The main backgrounds are the irreducible QCD γγ continuum
(σ/∆mγγ ≈ 1 pb/GeV in 80 GeV < mH < 130 GeV), and the reducible γ/jet (σ ≈ 8 × 102 σγγ) and
jet/jet production (σ ≈ 2 × 106 σγγ), in which one or both of the jets are misidentified as photons.
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applied for the Higgs search analysis:
• At least two electromagnetic clusters are found. One cluster must have ET > 40 GeV, the
other ET > 25 GeV.
• Both clusters are within |η| < 2.5.
In addition, the following fiducial area cuts are applied:
• Events with one of the two highest ET electromagnetic showers in the transition region
between the barrel and electromagnetic end-cap calorimeter (1.37 < |η| < 1.52) are
rejected.
Table 9-4 Expected photon efficiencies and background rates for the triggers at low and high luminosity. The
efficiencies were calculated using photons produced at the trigger threshold pT value.
Low luminosity
Trigger εγ (%)  LVL2 rate (Hz)
γ40i 96.3 ± 0.3 107 ± 10
γ20i × 2 82.6 ± 0.4 3 ± 1
γ40i OR γ20i × 2 108 ± 10
High luminosity
γ60i 96.1 ± 0.3 365 ± 53
γ20i × 2 82.2 ± 0.4 174 ± 36
γ60i OR γ20i × 2 524 ± 63
Figure 9-5 Rates from jets at low luminosity for the
different LVL2 trigger menus as a function of the LVL2
trigger cuts in the different regions of the calorimeter.
Figure 9-6 Rates from jets at high luminosity for the
different LVL2 trigger menus as a function of the LVL2
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variables used for γ/jet separation as well as η cannot be precisely calculated close to
|η| = 2.5.
For the H → γγ search analysis, two electromagnetic clusters with high transverse energy are
required (ET1 > 40 GeV, ET2 > 25 GeV). This requirement is already more strict than the trigger
threshold of 2 × 20 (20) GeV or 1 × 40 (60) GeV at low (high) luminosity. Higgs events generated
with a Higgs mass of 100 GeV, are accepted by the trigger with a very high efficiency of
96.7% ± 0.2% (88.9% ± 0.3%) at low (high) luminosity, where the errors are statistical. The
efficiencies for the different triggers are summarized in Table 9-5. As shown, H → γγ events are
accepted by LVL1 and LVL2 with a high efficiency. In case the jet background rates are too high
and LVL2 has to be adapted, no loss in the Higgs efficiencies are expected (see Section 9.2.2).
Figure 9-7 Efficiencies for photons of ET = 20 GeV as
a function of rapidity at low luminosity. The
distributions are shown separately for unconverted
and converted photons.
Figure 9-8 Efficiencies for photons of ET = 20 GeV as
a function of rapidity at high luminosity. The
distributions are shown separately for unconverted
and converted photons.
Table 9-5 Expected efficiencies for H → γγ (m(H) = 100 GeV) events for the trigger menu at low and high
luminosity.
Low luminosity High luminosity
Trigger εHiggs (%) Trigger εHiggs (%)
γ40i 96.7 ± 0.2 γ60i 53.6 ± 0.5
γ20i × 2 81.4 ± 0.4 γ20i × 2 83.6 ± 0.4
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The efficiency of the LVL2 electron trigger has been studied at low luminosity using a sample of
pT = 20 GeV electron events without pile-up, and at high luminosity using single pT = 30 GeV
electron events with pile-up. The corresponding trigger rates have been determined from
samples of jet events with and without pile-up for high and low luminosity respectively. When
calculating the rates, a correction was applied for the bias introduced by the kinematic cuts
applied when the event sample was generated [9-3].
The first stages of selection are common for the photon and electron triggers and are described
in Section 8.2.2. After the LVL1 and LVL2 calorimeter selections, summarized in Table 8-7, the
trigger rate is 1 kHz at low luminosity and 3.9 kHz at high luminosity. The overall combined
efficiency of the LVL1 and LVL2 calorimeter selections for single isolated high pT electrons is
91% (92%) at low (high) luminosity, see Table 9-6.
For ~90% of events passing the calorimeter selection, the highest ET particle in the event is a
photon from a pi0 decay, as shown in Figure 9-9. Although ~20% of these photons subsequently
undergo a conversion, searching for a track associated with the calorimeter cluster provides a
means of significantly reducing the trigger rate due to jets. This is important as it allows a lower
calorimeter ET threshold to be used for the electron trigger than for the photon trigger. Even in
the cases where a conversion has occurred, a significant rejection is still obtained by requiring
an inner detector track.
Table 9-6 Overall combined efficiencies of LVL1 and LVL2 for single pT = 20 GeV electrons without pile-up, and
for single pT = 30 GeV electrons with pile-up at high luminosity, and the trigger rates at low and high luminosity
determined from samples of jet events with and without pile-up. The LVL2 calorimeter cuts are listed in
Section 8.2.2. The cuts for the inner detector track selection are given in Table 9-7. Efficiencies are also given
relative to events passing both the LVL2 calorimeter and offline selections. The offline selection cuts were
pT > 5 GeV (a bremsstrahlung correction using the calorimeter cluster was not applied), number of TRT
hits > 25 (15) outside (inside) the transition region (0.7 < | η | < 1.1), and number of precision tracker hits > 7 (the
trigger applies a cut to the number of space-points which is equivalent to a cut of > 7 to 9 hits depending on the
numbers of Pixel and SCT points).
















LVL2 CALO 91 1.0 − 92 3.9 −
Precision track 87 0.20 98 89 1.4 98
TRT track 83 0.39 97 86 1.9 97
Precision and TRT tracks 82 0.19 96 85 1.1 96
Precision track matched to CALO 87 0.14 98 88 0.7 97
TRT track matched to CALO 83 0.31 96 85 1.5 96
Precision and TRT tracks both
matched to CALO
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Trigger Performance 25 August 1998Figure 9-9 The highest pT particle in events passing the LVL1 and LVL2 calorimeter selections (open
histogram) and for those events containing, in addition, tracks in the TRT and precision tracker matched to the
calorimeter cluster (hatched). The distributions are shown for jet events without pile-up (left) and with pile-up at
high luminosity (right).
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two components of the inner detector, the
precision tracker and TRT, have been
described in Section 8.3. The TRT and
precision tracker each return the parameters of
a single track candidate. The first step in the
electron trigger is to apply a pT cut to these
candidates. The efficiency as a function of pT
cut is shown in Figure 9-10 for track
candidates in the precision tracker. The
efficiency is given relative to the number of
events passing the LVL2 calorimeter selection.
The cut on pT of the precision track was set to
7 GeV and 10 GeV for low and high
luminosity, respectively, so as to give an
efficiency of 96% for events passing the LVL2
calorimeter selection.
Figure 9-11 Efficiency of the TRT algorithm as a function of pT cut value for single pT = 20 GeV electron and
muon events without pile-up (left) and for single pT = 30 GeV electron events with and without pile-up (right).
The efficiency is shown relative to events passing the LVL1 and LVL2 calorimeter selections. In the right-hand
plot the efficiency is also shown relative to those events passing the LVL2 calorimeter selection and additionally
containing a track found by the offline pattern recognition software.
Figure 9-10 Efficiency of the precision tracker as a
function of the pT cut value for single electron events
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Trigger Performance 25 August 1998The corresponding distributions of efficiency as a function of pT cut are shown for the TRT in
Figure 9-11. Since a significant proportion of electrons loose a large fraction of their energy via
bremsstrahlung before entering the TRT, the efficiency for reconstructing a track in the TRT rises
slowly with decreasing value of the pT cut. Comparison with the threshold curve for single
pT = 20 GeV muon events (Figure 9-11) demonstrates that the slow threshold rise is due to
bremsstrahlung.
By requiring a track in both the precision tracker and the TRT, the rate for jet events at low
(high) luminosity is reduced by a factor of 5.3 (3.6) with respect to the rate after the LVL2
calorimeter selection. There is an accompanying loss of efficiency of 9% (7%). In a significant
fraction of cases the electrons rejected have lost a significant amount of pT via bremsstrahlung.
These tracks are also likely to fail an offline selection. A fairly loose set of offline cuts1 has been
defined, in order to measure the trigger efficiency for the sub-set of events that would pass an
offline physics selection, see Table 9-6. Of the events at low (or high) luminosity passing both
the LVL2 calorimeter and the offline selections, 96% have tracks found by the trigger algorithms
in the TRT and precision tracker.
1. This set of offline cuts is not complete; for example, additional cuts could be applied to the ratio ET/pT
of the transverse energy of the calorimeter cluster to the transverse momentum of the ID track.
Figure 9-12 Distribution of ∆φ between the
extrapolated precision track and the calorimeter
cluster position for pT = 30 GeV electron events with
and without pile-up and for jet events with pile-up.
Figure 9-13 Distribution of ∆φ between the
extrapolated TRT track and the calorimeter cluster
position for pT = 30 GeV electron events with and
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calorimeter cluster is due to the energy
deposition from several low pT particles and
hence does not match well in position or
energy with the track parameters measured in
the inner detector. A cut on the separation in
azimuthal angle |∆φ| between the extrapolated
track and the cluster position provides
additional discrimination against jet events.
The distributions of ∆φ are shown for the
precision tracker and for the TRT in
Figures 9-12 and 9-13 respectively for single
pT = 30 GeV electron events with and without
pile-up and for jet events with pile-up. The ∆φ
distribution is significantly narrower for
electrons than for tracks in jet events. The
difference is more pronounced for the
extrapolated precision track than is the case for
the TRT.
In addition a cut may be made on the
difference, |∆η|, in pseudorapidity between the
cluster position and the position of the
extrapolated precision track. The distribution
of ∆η is shown in Figure 9-14. The discrimination power of this cut is better at low luminosity.
In the presence of pile–up there is a significant proportion of track candidates containing one or
more points incorrectly assigned to the track. The inclusion of these points affects the resolution
of the measurement of the track direction in the R-z plane and hence the extrapolated η. The
selection of points to be used in the fit is an area of continuing study.
Figure 9-15 The ratio of ET of the calorimeter cluster to the pT measured in the precession tracker shown for
single pT = 20 GeV electrons and for jet events without pile-up (left) and for single pT = 30 GeV electrons with
and without pile-up and for jet events with pile-up (right).
Figure 9-14 The distribution of ∆η between the
cluster position and the extrapolated precision track
for pT = 30 GeV electrons with and with out pile-up
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Trigger Performance 25 August 1998The momentum spectrum for tracks in jet events is peaked towards low values. In these events
the cluster energy is likely to be much larger than the momentum of any single track. The ratio
ET/pT therefore provides an additional selection parameter to discriminate against jet events.
The distributions of the ratio ET/pT are shown in Figure 9-15 for single electron events and jet
events with and without pile-up. For electrons, the effect of bremsstrahlung is to reduce the pT
measured by the precision tracker. Since the electron and bremsstrahlung photons frequently
contribute to the energy of a single cluster, the distribution of ET/pT has a tail towards high
values. The extent of the tail of the distribution is limited by the pT cut imposed on the
reconstructed track. For jet events the tail extends to higher values and thus a cut to reject high
values of the ratio ET/pT provides some discrimination against jets. The distribution of ET/pT
also extends down to low values. This is due to mismeasurement of the track. The effect is more
significant in jets and for electron events at high luminosity because of points incorrectly
assigned to the track candidate. Thus, at low luminosity, a cut to reject small values of ET/pT
provides a discrimination against jets. In order to maximize efficiency, this cut has not been
used at high luminosity.
The LVL2 electron trigger selection cuts are summarized in Table 8-7 for the calorimeter
selection, and in Table 9-7 for the inner detector cuts. The inner detector selection gives a
reduction in the electron trigger rate by a factor of 8.2 (6.2) with respect to the rate after the LVL2
calorimeter selection at low (high) luminosity. The efficiency of the inner detector trigger is 95%
(94%) for events passing both the LVL2 calorimeter and offline selections. The cuts values
applied have been deliberately chosen to be loose and, therefore, to give high efficiency. Lower
trigger rates could be achieved with tighter cuts, but with some loss of efficiency. For example,
by tightening the cut values with respect to those listed in Table 9-7, the trigger rate at high
luminosity could be reduced by a factor of two for a 4% loss of efficiency for tracks passing the
offline selection.
The overall performance of the LVL1 and LVL2 trigger selections is given in Table 9-6. The rate
for the electron trigger is 0.1 kHz (0.6 kHz) at low (high) luminosity with an overall efficiency of
82% (83%) for single pT = 20 GeV (30 GeV) electron events without (with) pile-up. The
distributions of efficiency and rate are shown as a function of |η| in Figure 9-16. There is a drop
in efficiency at |η| ≈ 1.5 due to the reduced calorimeter efficiency in the service crack between
barrel and end-caps.
These results indicate that the required trigger rates can be achieved at low and high
luminosities with an efficiency of better than 90% for events that would pass an offline selection.
These studies are ongoing. The work on optimizing the association of the information from the
Pixels, SCT, TRT and calorimeter in terms of efficiency for electrons and rejection of jet events is
still at an early stage. Various improvements in the way that track candidates are selected and
matched to the calorimeter clusters are being investigated.
In the current implementation, the track searches are performed independently in the TRT and
precision tracker within the LVL1 RoIs, and a single track candidate is returned by each.
Another option would be for the independent searches in each of the two systems to return
more than one track segment. A single track candidate would then be chosen on the basis of the
best match between the track segments from the two systems. Alternatively, it might be possible
to initiate the search in one system and, for any track candidates found, extend the search into
well–defined regions in the other detector, as is done in offline analyses and for the B-physics
trigger, as described in Chapter 10. Additional information, currently not used in forming a
trigger decision, could be exploited to improve the selection. For example, currently no
distinction is made between the SCT and pixel points when applying a cut on the number of
points on a track. A separate requirement on the number of hits in the Pixel detector might9   Algorithms for identification of trigger objects 201
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layers of the precision tracker. Such a cut has been found to provide significant rejection when
applied offline. These options and others will be studied with a view to improving the selection
capability and robustness of the trigger with respect to increased luminosity and possible
detector failure.
9.4 Taus
The LVL2 calorimeter algorithm for the selection of taus was presented for low luminosity (1033
cm-2s-1) in Section 8.2.3. Additional rejection of background jets can be achieved by using the
information from tracks associated to the tau RoI. The results presented here were obtained
using the generated charged tracks. Some degradation in performance is expected in a more
Figure 9-16 The overall trigger efficiency for single electrons including LVL1 and LVL2 selections (left) and
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track finding at LVL2 is taken into account.
The calorimeter selections used at LVL1 and LVL2 are the same as those developed in
Section 8.2.3. The resulting efficiencies for taus and jets are summarized in Table 9-8. Tracks are
selected within a window of ∆η × ∆φ = 0.4 × 0.4 centred at the tau cluster. Only tracks above a
pT threshold (2 GeV or 5 GeV) are used and track efficiencies of 90% or 100% are assumed. We
require either exactly one track, or one to three tracks within the window. The results are
presented for LVL1 RoIs and LVL2 RoIs, respectively.
The requirement on the number of tracks results in similar jet efficiencies for LVL1 and LVL2
RoIs, indicating that correlations between calorimeter and tracking selections are small.
Assuming 100% track efficiency, and requiring pT > 2 GeV and 1 ≤ Ntrk ≤ 3, the jet rate is
reduced by approximately a factor of two, while keeping the tau efficiency close to 85%. The
reduction of jets can reach about a factor of ten when exactly one charged track is required, but
in this case the tau efficiency is reduced to less than 50%. In a more realistic simulation, where
tracks due to photon conversions are present, both efficiencies could be lower.
Inefficiency in track finding reduces the jet rejection power as well as the tau efficiency.
However, the effect is small for realistic values of the track efficiency (90%): about 7% increase in
jet rate and 3% decrease in efficiency for taus. Finally, if a higher pT cut is chosen, pT > 5 GeV,
then the rejection power for jets is significantly diminished, with little effect on the tau
efficiency. Thus, the capability of the ATLAS tracking system to measure low-pT tracks at LVL2
will be important for tau/jet separation.
Summary
Tau/jet separation at LVL2 is based on calorimeter and tracking information. The calorimeter
selection is done in two steps. The e.m. plus hadronic transverse energy contained in a small
core is required to be above threshold, e.g.
• ET core(em+h) > 50 GeV.
The fraction of e.m. energy in the core is required to be greater than 85%,
• fcore = ETcore(em)/ETRoI(em) > 0.85.
Figure 9-17 shows the evolution of the tau efficiencies and the rates from jets, when these
selections are applied. The ET cut reduces the LVL1 tau trigger rates by a factor of three, and the
Table 9-8 Tau and jet efficiencies after a cut on the number of generated charged tracks. The results are shown
when applied to LVL1 tau RoIs, and after the LVL2 tau selection in the calorimeter.





Tau eff. Jet eff.
(%)
1 ≤ Ntrk ≤ 3
Tau eff. Jet eff.
(%)
Ntrk = 1
Tau eff. Jet eff.
(%)
1 ≤ Ntrk ≤ 3
Tau eff. Jet eff.
(%)
100 > 2 47.5             5.9 89.5           33.7 48.3             6.1 85.0            45.6
  90 > 2 45.2            8.0 82.5           41.9 45.8            11.4 81.7            52.3
100 > 5 48.8           21.4 88.1           69.2 49.1            23.7 87.3            65.8
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keeping the tau efficiency close to 70%.
Additional rejection is obtained by restricting the number Ntrk of charged tracks associated to
the tau RoI, e.g. for a threshold of pT > 2 GeV:
• 1 ≤ Ntrk ≤ 3.
The resulting trigger rate is 160 Hz, and the tau efficiency is close to 60%. Further jet rejection
could be obtained by requiring exactly one track; in this case the tau efficiency is reduced to
~30%. Other values for the selections and the corresponding rates and efficiencies are listed in
Figure 9-17 Evolution of the tau efficiency and of the rate from jets (luminosity 1033 cm-2s-1), when the LVL2
tau selection criteria are applied sequentially. The different symbols correspond to different initial cuts on
ETCore(em+h). The tau efficiencies are quoted with respect to LVL1. The selections are explained in the text.
Table 9-9 Rates from jets and tau efficiencies for LVL2 tau selections applied sequentially. The columns
correspond to different cuts on the LVL2 core ET. For the first column only the LVL1 cut (ET > 30 GeV) is applied,
for the remaining columns increasing cuts in core ET are applied. The selections are explained in the text.
 LVL1
Effj = 100%
ET > 50 GeV
Effj = 40%
ET > 55 GeV
Effj = 30%
ET > 63 GeV
Effj = 20%
Selection Rate           Effτ
Hz              %
Rate           Effτ
Hz              %
Rate           Effτ
Hz              %
Rate           Effτ
Hz              %
ETcore 3105         100.0  966          78.0  719          71.8  418          62.2
+ f core (em) > 0.85 1086          87.0  316          70.6  245         65.2  158          57.0
+ 1 ≤ N trk ≤ 3  668          75.2  158          59.7  110          54.7   63          47.3
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Trigger Performance 25 August 1998Table 9-9. This study was done using generated tracks. For a more realistic situation, converted
photons and inefficiency of tracking must be considered.
9.5 Missing ET and total scalar ET
The physics trigger will be used together with other signatures, such as leptons and jets.
The inclusive trigger, possibly prescaled, is a useful monitor of the correct functioning of
the calorimeters. Data traffic is of concern for recalculating and total scalar ET at LVL2.
However, improvements of are possible without recalculation: the LVL1 vector can
be corrected for the pT missed due to energetic muons and for LVL1 ADC saturation. If the
vector points in the direction of a high–ET jet it may be due to large fluctuations in jet
energy. If large energies are deposited in the barrel/end-cap regions, imperfections of the
detector may cause the trigger. Such regions can be identified from the LVL1 jet RoIs. These
cases can be flagged and may be taken into account in the LVL2 decision.
The total scalar ET trigger has been studied only for LVL1. No need to include this signature in
any physics trigger has been identified; the physics can be covered by other triggers, such as a
high multiplicity jet trigger. It is at present considered as a monitoring trigger which may be
operated at high threshold or/and prescaled at LVL1.
More studies are necessary to understand possible improvements of and total scalar ET at
LVL2. Fast simulations have demonstrated the importance of the choice of cell thresholds.
Offline studies have shown that the resolution can be improved by applying different
calibrations to jet/clusters and regions outside clusters. To evaluate the need of such
improvements, full simulation of the complete detector and more realistic pile-up simulations
are needed. Both are becoming available only now. Such simulations are also necessary to
evaluate tails in the ET distribution that may significantly influence the trigger rate.
9.6 b-jet tags
9.6.1 Introduction
The use of the pixel detector as a basis for track reconstruction at LVL2 could provide additional
flexibility and thus possibly better performance with respect to the present general strategy. The
discussion given here follows closely that given in Ref. [9-4].
This has been studied, using for the moment only the information of the pixel detector itself, for
two of the most challenging cases, namely tagging of b-jets using vertexing (see Section 9.6.2)
and B-physics or other processes with similar requirements (see Section 8.3.6).
The need for a LVL2 b-jet trigger in ATLAS is still subject to discussion [9-5]. In particular, for
topologies containing four b-jets (e.g. H→hh→bbbb), the ability to separate, at LVL2, b-jets from
jets generated by gluons and light quarks could allow a relaxation of the jet trigger thresholds,
and hence lead to an increase of the acceptance. However, the feasibility and need to use this
signature in the trigger requires further study. Issues which remain open include beam-position
stability and the correlation between the inefficiency in the trigger and offline algorithms















miss9   Algorithms for identification of trigger objects 205
ATLAS Status Report
Trigger Performance 25 August 1998which this trigger selects extra events, not selected by other signatures, needs further evaluation
taking into consideration analysis-level cuts which will be needed to extract signal from
background.
The reconstruction of the impact parameter in the transverse plane (d0) is a crucial component
for a b-jet trigger. The best way to obtain this information is through a complete track search
and track fit using the whole of the inner detector. However, this approach may prove difficult
on account of the computing power needed and volume of data accessed. There may be
significant advantages in algorithms based solely on the pixel system, which can take
advantage of three–dimensional space–points.
In this section, the feasibility of a b-jet trigger based uniquely on the pixel information is
examined. The aim is to provide a fast algorithm which is able to survive even at intermediate
luminosities and which will give sufficiently good impact–parameter resolution to allow
efficient b–jet separation.
9.6.2 Tagging of b-jets at LVL2
The algorithm for finding tracks in the pixel detector is presented in Section 8.3.6.
The reconstructed transverse impact parameters (d0) for b- and u-jets are shown in Figures 9-18
and 9-19. There is a clear distinction between the two, arising from the b-quark lifetime. A
simple b-tagging algorithm using a likelihood method has been used to distinguish between the
different jet types.
The method is similar to that used for offline analysis (see Section 6.7.1 of Ref. [9-6]), except that
instead of using the signed transverse impact parameter normalized by the estimated
uncertainty, the modulus of the impact parameter is used directly. For each track, the ratio of the
probability densities for the track to come from a b-jet or a u-jet is calculated: fb(|d0|)/fu(|d0|);
and the tagging variable (the jet weight) is formed from the product over all reconstructed
tracks in the jet.
Figure 9-18 Transverse impact parameter for tracks
in b-jets.
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Trigger Performance 25 August 1998The performance of this algorithm is shown in Figures 9-20 and 9-21. Figure 9-20 shows the
u-jet rejection as a function of the b-tagging efficiency for simulated WH events without pile-up
for Higgs masses of 100 and 400 GeV. For mH = 400 GeV, a rejection factor of 20 can be achieved
for a b-tagging efficiency of 50%. Figure 9-21 shows the results for a 400 GeV Higgs in the
presence of pile-up at high luminosity.
The trigger and one of the offline b-tagging algorithms (using the xKalman reconstruction
program with standard analysis cuts — see Ref. [9-6]) have been compared in order to check
their correlation. The two methods have been applied to the same sample of 400 GeV Higgs
events without any sort of relative optimization. It was found that the correlation between the
weights generated by the two methods is sufficient to avoid an excessive degradation of the
pure offline performance.
As a first step to study this, a trigger selection corresponding to Ru = 10 (20) and εb = 60% (50%)
has been applied. To this LVL2 trigger selection, offline cuts (corresponding to different εb) were
applied in order to see if and how quickly the pure offline performance could be restored. The
results are shown in Figure 9-22. The offline performance is recovered after an offline cut
corresponding to a final b-tagging efficiency of around εb = 45% (40%). Further, it can be seen
that the same rejection (Ru ≈ 90) as that which would be achieved in the absence of any trigger
cuts and with εb = 50% can be obtained with a corresponding loss of b-tagging efficiency of
about 2% (5%). If the trigger performance is degraded, then to maintain the same rejection at the
trigger level, additional losses of efficiency will occur.
Figure 9-20 u-jet rejection as a function of b-jet
efficiency for different Higgs masses at low luminosity
in the barrel.
Figure 9-21 u-jet rejection as a function of b-jet
efficiency for 400 GeV Higgs at high luminosity
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offline cuts applied after the LVL2 selection
can be looser than those which would have
been applied to get the same performance
with just the pure offline method alone. This is
because the trigger algorithm removes from
the sample u- and b-jets which would have
been kept by the offline analysis. Hence,
applying a fixed offline cut on the preselected
sample results in a lower b-tagging efficiency
but a higher u-jet rejection compared to the
pure offline case. The fact that, asymptotically
(i.e. at high purities), the pure offline
performance is restored indicates that the two
algorithms tend to classify the same jets as
good b-jet candidates.
Although, as shown above, there will
inevitably be some degradation with respect
to the optimal offline performance, the
possibility of using a LVL2 b-jet trigger to
improve the acceptance for processes
otherwise limited by the LVL2 output rate
could prove to be a useful addition to the ATLAS triggering capabilities. It remains to be
studied, on one hand, whether improvements in the trigger performance and increased overlap
with the offline algorithms can be achieved by attempting to sign the impact parameter
(requires the jet direction) and weighting the impact parameter by the estimated error, and on
the other hand, whether more realistic conditions (misalignments, uncertainties in the
beam-spot position, degradations in silicon efficiency) would significantly degrade the
performance quoted here.
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Figure 9-22 u-jet rejection as a function of b-jet
efficiency for 400 GeV Higgs at low luminosity in the
barrel for the trigger and offline algorithms. The lines
show the offline performance starting from different
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10.1 B-physics in ATLAS and trigger requirements
This chapter discusses the B-physics trigger. The first section provides an overview of the AT-
LAS B-physics programme and explanes the trigger requirements. Section 10.2 describes the
tools for B-physics trigger studies. The studies use partly algorithms that are designed for of-
fline reconstruction, but their performance was analysed in detail and improved for application
at the trigger level. As shown in Section 10.3, signal efficiencies, rates and the composition of the
background indicate that the performance of the used detectors can fulfil the LVL2 trigger re-
quirements. In Section 10.4 the expected rates are summarized.
At the LHC the b-quark production cross-section is many orders of magnitude higher than at
e+e− machines and their dedicated B-physics experiments. However, the ratio of the b-quark
cross-section to the total inelastic cross-section is ~1/140 at the LHC, compared to ~1/4 at the
Υ(4s). Hence the trigger for B-physics at LHC experiments must be very selective and must
strongly reject background. The high multiplicity in b-quark events, combined with a typical
pile-up of two minimum–bias events per bunch crossing at the LHC, even at low luminosity of
1033 cm-2s-1, give rise to a large combinatorial background which must be rejected at the trigger
level.
ATLAS will detect centrally-produced b-quarks with pT greater than about 10 GeV. For such
events, QCD–based models (for instance MNR [10-1], PYTHIA [10-2]) predict that the azimuth-
al angle between the produced b-quark and anti-b-quark will extend over the full range of 0–2pi
[10-3]. This has to be taken into consideration when designing the trigger strategy.
B-physics investigations at the LHC will take advantage of the large cross-section, which will al-
low the study of processes with small probabilities, including certain exclusive rare decays
which experiments prior to the LHC will not be able to observe if the rates are as predicted by
the Standard Model. High precision can be achieved in some CP-violation measurements. AT-
LAS will be able to measure rapid B0s oscillations using several exclusive channels. Here, the
sensitivity will be sufficient to observe oscillation frequencies well in excess of the upper range
of estimates from the Standard Model.
The ATLAS B-physics programme also includes measurements which will allow the investiga-
tion of heavy-flavour production and hadronization mechanisms. The important measurements
in this case will include those of the correlations between the b-quark and anti–b-quark, the pro-
duction of doubly-heavy-flavoured hadrons and polarization of beauty baryons.
An overview of the ATLAS B-physics programme, together with the principal offline analysis
cuts, is summarized in Table 10-1. All the studies, except those of correlations, are based on the
reconstruction of exclusive B-hadron decays, and in many cases also on the partial identification
of the associated (anti-) B-hadron (mainly by leptons from semileptonic decays) in order to tag
the flavour of the B-hadron at production.
An important issue for trigger studies is the event rates, which are based on predicted cross-sec-
tions. For central production and for the ATLAS pT acceptance, QCD-based models are rele-
vant. The PYTHIA model, with the set of parameters used by ATLAS, gives a satisfactory
description of CDF data, which was measured under conditions similar to those expected for
ATLAS, ([10-4], [10-3]). The largest uncertainties originate from the unknown factorization and10   Triggers for B-physics channels 209
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result in a factor of two uncertainty in the total production rates. Uncertainties due to unknown
quark masses yield an additional factor of 1.5 [10-3].
Table 10-1 Overview of current B-physics channels studied offline and associated selections. For all channels
a muon is required with pT > 6 GeV, |η| < 2.4.
Generic event type Specific channels Physics motivations Main offline selections
Hadron channels
requiring tagging:








3 hadrons pT>1.5 GeV,




Bs mass cut of 2σ;
Bs proper time cut




2 hadrons pT>5 GeV,
pT(B)>15 GeV;






decay b→e, or b→µ
− B-pi correlation






ment of angle β;
K± and K*0 channels for
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chambers or Tile calo ;
tagging e: pT>5 GeV,
|η|<2.5;
J/ψ mass cuts of 3σ;











pT(B)>5 GeV, mass cut




Λb → Λ0 J/ψ(µ µ),








ID in muon chambers &
Tile calo. + matching
with inner detector;
J/ψ mass cuts of 3σ





B→ ρ0 µ µ,






ID in muon chambers +
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ly one in 60 bunch crossings will give rise to an event containing b-quarks. The b-quarks have a
harder pT spectrum than that of lighter quarks, but the use of this feature alone does not allow a
sufficient reduction of the LVL1 rate. A muon trigger is therefore used. Requiring at least one
muon with pT > 6 GeV, the b-event fraction will be ~30%, with an additional ~16% due to charm
and the rest due to K/pi → µν decays. There is also a minor contribution from direct J/ψ produc-
tion [10-5], W decays and Drell-Yan production, which together comprise less than < 0.6% of the
event rate.
The LVL1 trigger selects b-events inclusively through the semileptonic muon decay of one of
the B-particles. Higher level triggers address specific channels. The inclusive, semi-inclusive
and exclusive triggers presented in this document fully cover the B-physics programme pres-
ently studied by ATLAS. The muon from the decay of a B-particle does not indicate the location
of the other B-hadron. For further selections, an unguided track search is necessary; this can be
achieved by a full scan of the TRT.
Inclusive LVL2 selections of soft leptons (muon or electron), select J/ψ and rare two-muon
channels, and allow electron tagging and b-quark/anti b-quark correlation studies. The
two-muon rate is dominated by muons from decays of B-hadrons and from decays in flight of
charged pions and kaons. The contributions from charm and direct J/ψ production are minor,
see Section 10.3.
In contrast to the case of di-muon triggers, the signal is only a small fraction of the accepted rate
for the semi-inclusive triggers for J/ψ → e+e− and Ds→φpi, and the exclusive trigger for
B → pi+pi−. In J/ψ → e+e− the rate is dominated by misidentified hadrons and conversion elec-
trons. Similarly, the Ds and B → pi+pi− triggers are dominated by combinatorial backgrounds,
which may impose a limit on the number of additional hadron channels that may be selected at
LVL2 in view of the allowed maximum output rate of ~1–2 kHz [10-6]. Secondary-vertex find-
ing can subsequently reduce the backgrounds in the offline analysis.
10.2 Tools and algorithms for B-physics trigger studies
This section describes the tools used for the study of B-physics triggers. First a brief description
of the simulated event samples is given (Section 10.2.1). In Section 10.2.2 the tracking algo-
rithms are discussed, i.e. the offline algorithm xKalman and a trigger tracking algorithm, which
was optimized for the full scan of the TRT. In Section 10.2.3 the identification of soft electrons is
discussed, using information from the electromagnetic (e.m.) calorimeter as well as the transi-
tion radiation hits in the TRT. Finally, Section 10.2.4 describes the identification of low-pT
muons using both the muon spectrometer and the tile hadronic calorimeter.
10.2.1 Data files
Most of the studies have been done with B-physics events simulated in either the inner detector
only or in the inner detector and electromagnetic calorimeter using the GEANT-based program
DICE. Hits from minimum–bias events were added to the signal events with only inner detector
simulation (corresponding to 3.2 minimum–bias events per signal event in the TRT, and 2.4
minimum–bias events per signal event in the SCT). Other physics processes contributing to the
trigger rate have been simulated only at particle level. They are: charm production; samples of
minimum–bias events with at least one K/pi with pT > 6 GeV; direct J/ψ production; and10   Triggers for B-physics channels 211
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used a colour-octet model implemented in the PYTHIA event generator [10-2]. A summary of
all data samples simulated for B-physics trigger studies is given in Table 10-2 .
10.2.2 Tracking in the inner detector
Many of the studies presented in this chapter are based on the offline inner detector reconstruc-
tion code, xKalman. The actual code that will be used in the LVL2 trigger depends in part upon
hardware developments and in part upon the success of dedicated trigger algorithms designed
to run on special-purpose or general-purpose processors. The use of the offline xKalman code
may be seen as either a realistic example assuming rapid growth in computing speed or as an
optimistic limit in comparison with other trigger algorithms. A dedicated fast trigger algorithm
has also been studied; the performance achieved in terms of efficiency and rejection power is
similar to that of xKalman, suggesting that the conclusions of studies using xKalman are not
over–optimistic.
Table 10-2 Summary of data samples simulated for B-physics trigger studies. All data samples, except the
minimum–bias sample, require a muon with pT > 6 GeV within |η| < 2.4.
Process Selections
Number of
events Simulation Purpose Comment









pT > 1 GeV




bb→µ Bs(Ds pi) Ds→ φ(K+K-)pi,
3 hadrons
pT > 1.5 GeV
1 400 efficiency of
inclusive Ds
trigger
bb → µ Bd(pi+pi-) 2 × pi:
pT > 6 GeV
1 000 efficiency of
inclusive h+h−
trigger




bb→ µ e X e:
pT > 5 GeV,|η| < 2.5
4 000 efficiency of
µ6e5 trigger




cc→ µ X 20 000
pp→ J/ψ(µµ) X 100 000
min. bias no selections 300 000 particle level rate of events
with leptons
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The principal code used for these trigger studies is a slightly modified version of the offline
code xKalman [10-7]. xKalman is a package for global pattern recognition and track finding for
charged particle tracks with pT > 0.5 GeV in the inner detector. It makes use of a histogramming
method in the TRT and the Kalman algorithm [10-8] in the SCT. There are three main stages in
the xKalman algorithm.
The first stage is a track search in the TRT. The drift time information from the straws is not
used in this stage. The track segments found in the TRT constitute a set of possible candidate
track trajectories. Each of these trajectories is defined by an initial set of helix track parameters
and an associated covariance matrix. In order to decrease the overall reconstruction time, the
number of track candidates after the pre-search in the TRT must be kept to a minimum. To this
end, a fit is performed to the track candidates, yielding additional information on the pT of the
track and allowing a further rejection of non-interesting track candidates.
In the second stage, the surviving track candidates from the TRT pre-search are extrapolated
into the SCT defining the track roads. xKalman is used to find all possible trajectories within the
initial road in the SCT that may contain a sufficient number of hits.
In the last stage, xKalman extrapolates the helix trajectories, accepted in the SCT, back into the
TRT. Final track–finding and fitting is then performed using the drift–time information. To be
accepted, a track must satisfy the following requirements:
• number of TRT hits ≥ 20 in |η| < 0.7,
• number of TRT hits ≥ 8 in 0.7 < |η| < 1.3,
• number of TRT hits ≥ 25 in |η|> 1.3,
• number of SCT hits ≥ 7,
• number of SCT hits not shared with another track ≥ 6,
• reconstructed pT > 0.5 GeV,
• fraction of straws crossed registering a hit > 0.7.
10.2.2.2 TRT full–scan algorithm
The development of the TRT full-scan algorithm was motivated by the high demand on com-
puting power required by pattern recognition in the whole volume of the TRT, when searching
for tracks with pT > 0.5 GeV. The full–scan TRT algorithm described here uses a look–up table
(LUT)-based Hough transform [10-9]. It was implemented on field programmable gate arrays
(FPGAs) and hardware tests using simulated bBX→J/ψ(e+e-) K0X’ events were successfully ac-
complished [10-10], [10-11], [10-12]. A version in C of the same algorithm was implemented on a
general-purpose processor to confirm the correct behaviour of the hardware. The same data set
was used as for sudies with the offline-like xKalman code for comparison.
The so-called LUT algorithm presented here (LUT for Look Up Table based Hough Transform)
has the following features:
• It is a fast algorithm for the full scan of the TRT.
• Most of the algorithm steps were implemented on FPGAs, which resulted in an approxi-
mately 100-fold speed-up in execution time.10   Triggers for B-physics channels 213
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extrapolated to the SCT.
The LUT algorithm is different for the barrel and the end–cap. A description of the algorithm
steps is given in Section 8.3.5, together with the resolutions achieved for mono-energetic sin-
gle–particles. For further details see Ref. [10-13]. For the measurement of execution times, effi-
ciency, fake-track rate, and electron-identification, fully simulated bBX→J/ψ(e+e-) K0X’ with
pile-up were used.
The algorithm, implemented in C on a 400 MHz Alpha Workstation, performs in 160 ms a full
scan of the TRT for a simulated B-physics event plus pile-up. Hardware tests with the FPGA
processor Enable++ [10-14] performed for the TRT barrel, using B-physics events without
pile-up, demonstrated a possible factor of 100 increase in execution speed for one FPGA proces-
sor board relative to one standard processor [10-10]. The execution times are listed in Table 10-3.
Figure 10-1 Track reconstruction efficiency for all par-
ticle types, integrated over |η| < 0.7, versus generated
pT. The inlay shows the pT spectrum of all generated
tracks in this η range.
Figure 10-2 Track reconstruction efficiency for all par-
ticle types integrated over generated pT > 0.5 GeV
versus generated |η|. The inlay shows the |η| distribu-
tion of all generated tracks in this range.
Table 10-3 Processing times for different algorithms and processors. The times were measured using B-phys-
ics events.
Code Event type Execution time (ms)
xKalman (400 MHz) B-physics event + min. bias 900
LUT algorithm in C (400 MHz) B-physics event + min. bias 160
LUT algorithm in C (400 MHz) B-physics event, barrel only,
without min. bias
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verse distance of 1 cm from the interaction point were considered. This is justified because the
majority of B-hadrons decays at a radius < 1 cm and no trigger on K0 or Λ0 is needed.
Figures 10-1 and 10-2 show the track finding efficiency for the LUT algorithm in the barrel as a
function of the generated pT and η.
The reconstructed track candidate is associated with the generated particle with which it shares
the largest number of active straws. The track reconstruction efficiency is more than 90% for
tracks with pT > 1 GeV. A fraction of the tracks is multiple reconstructed with slightly different
hit combinations. The multiplicity of reconstructed tracks per generated charged particle with
pT > 0.5 GeV is shown for the barrel region as a function of pT and |η| in Figures 10-3 and 10-4.
The LUT method reconstructs 18% more tracks than have been simulated. 18% of the recon-
structed tracks come from particles with a true pT < 0.5 GeV. The reconstructed pT distribution
of these tracks is shown in Figure 10-5.
The capability of finding low–pT electrons is important for the selection of J/ψ → ee. It depends
on the hit occupancy; therefore the evaluation is done with bBX→J/ψ(e+e−) K0X’ events plus
pile-up. Figure 10-6 shows the electron-identification performance, employing the ratio R1 of
the number of transition radiation hits to the number of all hits on a track. The identification
probability for electrons with R1 > 0.1 is 90%, with a rejection factor against hadrons of 6.7. This
result is comparable with that obtained using xKalman.
The 1/pT distribution and φ resolutions were analysed for single tracks without pile-up. Both
the 1/pT distribution and the φ resolution influence the computing requirements, since they de-
termine the number of RoIs for tracks, which have to be supplemented with SCT information.
Figure 10-7 shows the 1/pT distribution for 1.5 GeV pions. The distribution is approximated by
a Gaussian curve with σ(1/pT) = 0.012 GeV−1. The mean is shifted by few MeV due to ener-
gy–loss in the material of the SCT and pixel layers. Figure 10-8 shows the φ resolution for
1.5 GeV pions, which roughly corresponds to the value expected from multiple scattering.
Figure 10-3 Multiplicity of reconstructed tracks for all
particle types integrated over |η| < 0.7 versus gener-
ated pT.
Figure 10-4 Multiplicity of reconstructed tracks for all
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Trigger Performance 25 August 1998Figure 10-5 Number of reconstructed tracks (arbi-
trary scale) with true pT < 0.5 GeV versus recon-
structed pT. These tracks should not have been
reconstructed. Close to 0.5 GeV there are tracks
which are reconstructed with an overestimated pT.
Figure 10-6 Histograms showing the ratio of transi-
tion radiation hits to TRT hits for reconstructed pions
and electrons.
Figure 10-7 Distribution of pions with generated
pT = 1.5 GeV integrated over |η| < 0.7. Single track
simulation, no pile-up
Figure 10-8 Difference between the reconstructed
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The efficient and clean identification of low-pT electrons is an important element for B-physics
triggers in ATLAS. This can be achieved using the combination of the inner detector, including
the transition-radiation signature in the TRT, and the fine-grained e.m. calorimeters. As dis-
cussed in the following, hadron-rejection factors of several hundred can be achieved for an effi-
ciency of ~70% depending on the choice of cuts.
The offline reconstruction tools have been used to evaluate the combined performance of the in-
ner detector and of the e.m. calorimeter for identification of electrons from B decays at LVL2.
Samples of approximately 5000 fully-simulated bb → µ6e5X events in which one of the
b-quarks was forced to decay to an electron with pT > 5 GeV (representing signal), and of ap-
proximately 6000 bb → µ6X events (representing background) have been analysed.
The method of electron/hadron separation was as follows. In the first stage, information from
the inner detector alone was used. The tracks were reconstructed using xKalman and electron
candidates were required to pass a subset of the following selections:
• number of SCT hits;
• number of TRT hits;
• fraction of transition-radiation hits;
• number of pixel hits, one of which must be the innermost pixel layer to remove conver-
sions.
Some typical sets of cut values, along with the corresponding acceptances for various event
classes, are given in Table 10-5. The efficiency as a function of pT for electron reconstruction in
the inner detector with these cuts and requiring pT > 4 GeV for the reconstructed track is shown
in Figure 10-9. A histogram of the number of the electron candidates is shown in Figure 10-10
for bb → µ6X background events which passed the inner detector selection criteria.
At the second stage, electron-candidate tracks are extrapolated to the different longitudinal
samplings of the e.m. calorimeter. A cluster of calorimeter cells is formed (see the cluster defini-
tion below) around each impact point and this is used to measure the cluster energy, Ecore, as
well as the energy deposited in the front longitudinal sampling, E1, and the ratio of the energies
in the third and first samplings, E3/E1. The narrow η-strips (0.003 in η) in the front sampling of
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ATLAS Status Report
Trigger Performance 25 August 1998At this stage, the cuts applied to the calorime-
ter information are:
• E1 is required to be above a given
threshold,
• E3/E1 is required to be smaller than a
given threshold,
• the shower is required to have a mini-
mal width.
Requirements are also made on the match be-
tween the following quantities provided by
the inner detector and the e.m. calorimeter:
• the ratio Ecore/P, where P is the mo-
mentum of the track measured in the
inner detector,
• ∆η, the difference between the impact
point predicted by the inner detector
and the shower position measured in
the e.m. calorimeter.
The acceptance of the signal and rejection of
the background are summarized in
Tables 10-4 and 10-5 for various sets of cuts.
The efficiency of the combined inner detector and e.m. calorimeter electron–identification algo-
rithms is shown as a function of pT in Figure 10-11 for bb→µ6e5X events.
Figure 10-9 Efficiency of the electron reconstruction
in the inner detector (bb->mu6e5X events) as a func-
tion of pT; pT > 4 GeV is required for reconstructed
tracks.
Figure 10-10 Number of electron candidates per
event (bb->mu6X) passing inner detector selection cri-
teria. The histogram is restricted to events containing
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Figure 10-11 Efficiency of the combined inner detec-
tor and e.m. calorimeter electron identification as a
function of η (bb->mu6e5X events); pT > 4 GeV is
required for tracks reconstructed in the inner detector.
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Trigger Performance 25 August 1998Table 10-4 Efficiency of electron identification (%) in b-events as function of the fraction of TR hits; pT > 4 GeV;|η| < 2.4. Standard track cuts: number of SCT hits > 8, number of TRT hits ≥ 19, number of pixel hits ≥ 2, with
one hit in the innermost pixel layer.
Acceptance (%) for Fraction of transition–radiation hits
process or particle  > 0.1  > 0.14  > 0.17  > 0.20  > 0.25




















bb→ µ6X events, excluding events

































Table 10-5 Efficiency of electron identification in b-events as function of the calorimeter selections and the
ID/calorimeter matching; pT > 4 GeV; |η| < 2.4. The fraction of TR hits is required to be > 0.14. Standard track
cuts as for Table 10-4.
Selections
E/p 0.3-1.7 0.3-1.7 0.5-1.5 0.5-1.5 0.7-1.3
Position match (in strip units) − − ±2.3 ±2.3 ± 1.0
E1 (GeV)  > 0.3  >0.3  > 0.5  > 0.7  >0.7
E1/(E1+E2) − −  >0.07  >0.07  >0.07
E3/E1 − < 0.8  < 0.4  < 0.3  < 0.3
Width of Shower (in strip units) − − 0.4 − 1.0  0.4 − 1.0 0.4 − 0.9
E3x3/E7x3  > 0.4  > 0.4  >0.55  >0.55  >0.55
Process or particle Acceptance (%) when above selections are applied
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The LVL2 trigger for B-physics includes a selection on di-muons, with pT > 6 GeV for the first
muon, and a lower threshold for the second one. Various methods have been considered for
identifying the lower-pT muons. As discussed in Section 10.2.4.1, the muon spectrometer may
be used if the muon has sufficient momentum to reach it; this is the case for pT > 5 GeV muons
in the barrel, and in the end–caps. To identify muons of lower pT in the barrel, the Tile calorime-
ter may be used, as discussed in Section 10.2.4.2.
10.2.4.1 Muon identification using the muon-spectrometer system
The first muon, identified at LVL1, is reconstructed at LVL2 using the muon tracking chambers
and the inner detector. The best pT measurement comes from the inner detector for such muons
(energy-loss fluctuations and multiple scattering limit the precision from the muon spectrome-
ter). The sharper pT cut that is possible at LVL2 rejects much of the background from muons
with true pT below the 6 GeV threshold, mostly due to decays in flight of pions and kaons.
Some additional rejection for the pion and kaon decay background is expected on account of the
poor track fit if there is a kink and/or change of curvature at the decay point on the particle tra-
jectory.
In the barrel, the identification and reconstruction of the second muon can be performed using
the muon spectrometer for pT > 5 GeV; for this, inner detector tracks are matched with a track
or track segment reconstructed in the muon system. In the end–cap region, identification in the
muon spectrometer should be possible down to pT ~ 3 GeV, given the relatively high momen-
tum of such forward-going particles.
10.2.4.2 Muon identification using the tile calorimeter
The identification and reconstruction of the second muon, in the pT range 3–5 GeV, cannot be
performed in the barrel muon-spectrometer system because of the very low energy remaining
after crossing the calorimeter. In this case, low-pT central detector tracks (pT > 3 GeV) are
matched with the Tile hadron calorimeter cells in the last sampling to verify that the energy
deposition is compatible with a minimum–ionizing particle. Test-beam measurements per-
formed with a prototype of a module of the barrel hadron calorimeter showed good muon iden-
tification efficiency and rejection of pions.
The ability to identify a second muon with pT lower than 5 GeV increases the signal event statis-
tics for many channels; for instance, lowering the pT threshold for triggering on a second muon
from 5 GeV to 3 GeV increases the number of triggered B →  J/ψ(µµ) φ by a factor two.
Figure 10-12 shows the efficiency for single muons as a function of η for two values of the ener-
gy deposition threshold in the last depth compartment of the Tile calorimeter. The threshold is
expressed in terms of the number of photoelectrons. The top figure corresponds to a threshold
of 10 photoelectrons (roughly the expected standard value) and the bottom figure corresponds
to a very low threshold (5 photo–electrons).
Figure 10-13 shows the corresponding single-pion rejection factors as functions of η, for three
values of pion pT and the two values of the energy deposition threshold (10 and 5 photoelec-
trons). The upper two plots are for the barrel calorimeter; the lower two are for the so-called ex-
tended barrel. The results were obtained with Monte Carlo data and do not take into account220 10   Triggers for B-physics channels
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mum–ionizing particles and the energy deposition is very localized. For the pion, there are only
preliminary studies of pion rejection degradation and fake muon rates due to pile-up, but a first
evaluation of the energy in the barrel cells due to pile-up indicates that this will be a small ef-
fect.
Analysis simulating full events is not available, but the single-particle results for the algorithm
were used to estimate the two-muon rates for all event types passing the LVL1 selection.
Figure 10-12 Muon identification efficiency as a function of |η| for four values of muon pT and two thresholds of
the energy deposition in the last Tile calorimeter section. The top figure corresponds to a threshold of 10 photo-
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The selection of B-physics events in the LVL2 trigger proceeds in three phases. In the first phase
(Section 10.3.1) the LVL1 muon trigger is examined; the subsequent steps will only be per-
formed if it is confirmed as a valid pT > 6 GeV muon.
In the second phase (Section 10.3.2), track reconstruction is performed in the inner detector.
Here, an initial track search is performed in the TRT using a ‘full-scan’ algorithm. A selection is
then made, retaining all tracks with pT > 1 GeV and electron-candidate (based on a transi-
tion-radiation signature) tracks with pT > 0.4 GeV. Finally, in the second phase, the selected TRT
tracks are used to define roads in the SCT, and three-dimensional track information is obtained.
Figure 10-13 Single–pion rejection factor in the last Tile calorimeter section as a function of |η| for three values
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on the information obtained in the second phase, where necessary extrapolating the tracks to
the calorimeter and/or the muon system to identify electrons and muons.
10.3.1 Muon confirmation at LVL2
Most of the muons accepted by the LVL1 trigger system have true pT below the nominal 6 GeV
threshold. LVL2 will confirm the LVL1 muon decision with improved pT resolution and reject
LVL1 muon candidates with pT below the 6 GeV cut. In doing this it is foreseen to combine de-
tailed information from both the muon-spectrometer system and inner detector. However, so
far, only initial studies have been made of the rejection that can be obtained.
Some rejection can be obtained by simply making a sharp pT cut using the inner detector meas-
urement. A study of this was made using offline code for reconstruction in the inner detector;
detailed matching to the muon chambers was not performed. The LVL1 output rate was ob-
tained using PYTHIA simulation to calculate muon spectra from K/pi, b and c decays [10-4],
[10-15], direct J/ψ, W decays and Drell–Yan. These spectra were convolved with LVL1 efficiency
curves [10-15], giving the pT spectra for events selected by the LVL1 trigger. The resulting spec-
tra were then convolved with an inner detector pT efficiency curve, requiring reconstructed
pT > 5.9 GeV in xKalman to obtain 97% efficiency for muons with pT > 6 GeV. The resulting rate
and its composition (see Table 10-6) are used as input to subsequent steps of the B-trigger
studies.
A preliminary study of the rejection of muons from K/pi decays has been made using track find-
ing in the inner detector and a comparison of the reconstructed pT in the inner detector with
that in the muon spectrometer. The energy loss between these two detectors has been simulated
and the corrections taken into account. Preliminary results indicate that possibly 79% and 65%
of muons from K and pi decays respectively can be recognized and that the efficiency for prompt
muons is 89% in the pT range 6–19 GeV. Since these results are very preliminary we do not in-
clude them in the trigger rate calculations. The results given in this chapter can therefore be con-
sidered as conservative estimates.
Table 10-6 Event rates after reconstruction of a LVL1 muon in the inner detector and requiring a reconstructed












All after LVL2 3.9 5.1
All after LVL2
Barrel + End-cap
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the number of times a full scan of the TRT must be made in the next stage.
10.3.2 Track reconstruction and selection in the inner detector
The first muon in an event, coming from the decay of a B-hadron, does not indicate the location
of the other B-particle. A search through the full volume of the TRT for tracks with reconstruct-
ed pT > 0.5 GeV is therefore necessary. To reduce the number of track candidates to be extrapo-
lated into the SCT, simple cuts, based upon signatures of specific B-physics channels, can be
made using information from the TRT track search and fit. Any such cuts must preserve the
track reconstruction efficiency.
In order to study the reconstruction efficiency as a function of pT cut after the TRT fit, samples
of single pions and electrons with pT = 1 GeV were used. These studies have been made using
only the results obtained after the first step of xKalman, as described in Ref. [10-7]. The results
are compared with full xKalman results in Figures 10-14 and 10-15. It can be seen that as the cut
on pT in the TRT approaches the threshold, the results begin to diverge strongly due to expo-
nential tails in the pT resolution obtained after the TRT fit only. The TRT pT cut is normally cho-
sen to be 1 GeV in order to trigger efficiently on 1.5 GeV hadrons. Lower-pT tracks, with pT in
the range 0.4–1 GeV, are accepted only if they are electron candidates based on the transition-ra-
diation signature. More precisely, tracks in this pT range are retained if the ratio of the number
of transition radiation hits to the total number of hits on the track R1 is greater than 0.1. These
cuts reduce the average number of TRT track candidates per event to 84, including both the
hadron and electron candidates. In addition, all track candidates are required to satisfy the fol-
lowing cuts:
• the number of TRT hits NTRT per track should be ≥20 in the barrel; NTRT ≥ 25 in the
end–cap, and   NTRT ≥ 8 in the overlap region;
• all standard xKalman cuts; the fraction of empty straws should be < 30% per track.
The average number of TRT track candidates, NseedTRT, is shown in Table 10-7, for the barrel
and end–cap regions separately, in comparison with the number of generated tracks, Ngen, with
pT > 0.5 GeV. There is a good agreement between NseedTRT and Ngen, both without applying
cuts, and after applying the B-cuts discussed in the previous paragraph. It was assumed that the
generated electrons with pT > 0.5 GeV and all charged particles with pT >1 GeV satisfy the
B-cuts. On average, 29 seeds are expected to be extrapolated from the fiducial parts of the TRT
into the SCT. It is expected that in future versions of the code, the large number of TRT track
candidates (~55) from the overlap regions can be significantly reduced using the combined fit
between the barrel and end–cap of the TRT.
Table 10-7 Average number of tracks (generated and reconstructed) with and without B–cuts in the barrel and
end–cap regions.
Barrel End-cap
Ngen NseedTRT Ngen NseedTRT
No cuts 34 39 48 55
B-cuts 11 11 15 18224 10   Triggers for B-physics channels
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while Figure 10-17 shows the distribution of the number of tracks with R1 > 0.1 as a function of
pT, where R1 is the ratio of the number transition radiation hits to the number of TRT hits on the
track.
Figure 10-14 Efficiency for reconstructing single
pions with pT = 1 GeV as a function of pT threshold
after TRT preselection and fit, and after full xKalman
reconstruction.
Figure 10-15 Efficiency for reconstructing single elec-
trons with pT = 1 GeV as a function of pT threshold
after TRT preselection and fit, and after full xKalman
reconstruction.
Figure 10-16 Average number of electron candidates
in TRT per event as a function of R1 threshold after
applying B-cuts.
Figure 10-17 Average number of electron candidates
in TRT per event as a function of pT threshold after
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Trigger Performance 25 August 1998The efficiency for the signal process B0d → J/ψ(ee)K0 decreases to 77% after the B-cuts have
been applied; this compares with 81% efficiency after full offline reconstruction.
Further selection of B-physics channels and substantial background rejection require full
three-dimensional track information. The selected track candidates are therefore extrapolated
into the SCT where their helix parameters define tracking roads. The modified xKalman algo-
rithm is used for the present study with the track selection criteria optimized for B-physics trig-
ger studies, as described in Chapter 4.
10.3.3 Trigger selection after inner detector reconstruction
The final stage of the B-physics selection, after the LVL1 trigger muon has been confirmed and
the inner detector tracks have been found and selected, is to search for various signatures. If any
of the event–selection criteria are satisfied, the event will be accepted by the LVL2 trigger.
The signatures can be divided into two broad classes — those that relate to exclusive or semi-ex-
clusive final states, and more inclusive triggers on lepton pairs.
The triggers on J/ψ → e+e−, Ds → φpi, B0d→ pi+pi− use only inner-detector information; no parti-
cle identification using calorimetry is performed for the very low-pT electrons from the J/ψ de-
cay. The optimization of the selection criteria was performed on three signal-event samples, all
containing a LVL1 trigger muon in addition to the indicated B-hadron decay:
• B0d → J/ψK0S;
• B0d → pi+pi−;
• Bs → Ds pi.
The sample with B0d → J/ψK0S decays contains J/ψ particles which have decayed into electrons
with pT > 1 GeV. The B0d→pi+pi- signal events contain pions with pT > 6 GeV. For the Bs→ Dspi
case, the Ds → φpi → KKpi final decay products are required to have pT > 1.5 GeV.
Background events to these channels contain a muon with pT > 6 GeV, originating mainly from
K/pi, b- or c-quark decays. For the present study, the full LVL1 output rate is considered as be-
ing made up of only b-quark events, with a muon from a semi-leptonic B-hadron decay. An av-
erage of 2.4 minimum–bias events in the SCT and 3.2 minimum–bias events in the TRT are
superimposed on these events, as expected for a luminosity of 1033 cm-2s-1. Using only B-events
for the background sample is a pessimistic assumption since the other backgrounds are expect-
ed to be rejected more strongly.
Inclusive J/ψ(ee) trigger
The key requirement for the trigger for J/ψ → e+e− is the ability to reconstruct and identify elec-
trons with transverse momentum down to ~0.5 GeV, following the offline B-physics selection
cuts. The efficiency for reconstructing electrons from J/ψ is shown in Figures 10-18 and 10-19 as
functions of pT and |η), with the corresponding electron spectrum. Most of the losses are at
low–pT.
Electron identification is crucial for the extraction of the J/ψ → e+e− signal and relies on using
the transition-radiation signature from the TRT. The electron/pion separation in the TRT de-
pends on particle momentum and on |η| (because there is less radiator in the barrel TRT than in226 10   Triggers for B-physics channels
ATLAS Status Report
Trigger Performance 25 August 1998the end–caps). For single particles, the TRT performance has been investigated for momenta be-
tween 2 GeV and 20 GeV (see Ref. [10-16], p.120, Figure 4-34).
The electron/pion separation performance can be summarized in four |η| ranges as listed in
Table 10-8. For |η| < 0.8, the pion efficiency is approximately constant at about 0.05 for 90% elec-
tron efficiency. In the region 0.8 < |η| < 1.4, the pion efficiency decreases by almost two orders of
magnitude before flattening for |η| values between 1.4 and 2. For |η| > 2 the pion efficiency in-
creases due to a decrease in the amount of radiator traversed.
For these four |η| intervals, the optimal cuts on the transition-radiation hit ratio R1 have been
chosen in order to preserve a high efficiency for electrons from J/ψ decays, yet maintain a low
overall rate. The efficiency for tracks is defined as the number of reconstructed tracks after the
cut on R1 in each |η| interval, divided by the total number of generated tracks in this |η| interval
(for signal efficiency, only electrons from J/ψ decays are considered). The chosen cut values on
R1 are shown in Table 10-8 along with corresponding efficiencies for signal and background. It
should be noted that the true η value of the particle has been used, rather than the reconstructed
value.
Figure 10-18 Efficiency for reconstructing electrons
from J/ψ decays as a function of pT. The electron pT
spectrum is shown by a dashed line (arbitrary scale).
Figure 10-19 Efficiency for reconstructing electrons
from J/ψ decays as a function of |η|. The electron |η|
distribution is shown by a dashed line (arbitrary scale).
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one or both of the tracks is not an electron. R12 is defined as the sum of the number of transition
radiation hits divided by the sum of the total number of TRT hits for a given pair. The optimal
cuts on R12 in the |η| regions considered are shown in Table 10-9.
The quantities R1 and R12 can be used together to significantly reduce the background due to
fake pairs, which include at least one hadron. Two–dimensional distributions in R1 and R12 for
tracks with pT > 0.5 GeV are shown in Figures 10-20 and 10-21 for J/ψ(ee) signal and back-
ground events respectively.
The signal efficiency is defined as the number of J/ψ particles reconstructed within the mass
window 2.7–3.3 GeV, which pass the cuts listed in Table 10-8, divided by the total number of
J/ψ particles reconstructed within the same mass window. Applying the cuts on R1 and R12
with the additional requirement of a hit in the innermost pixel layer leads to a 72% signal effi-
ciency and passes about 47% of the initial LVL2 background event rate. This corresponds to
about 4.2 kHz.
In view of the high rate after the initial cuts (requiring at least one e+e− pair combination with
pT > 0.5 GeV for each electron), additional cuts are obviously required. Table 10-10 shows how
the rate can be reduced to an acceptable level by successive cuts. Applying a cut on the differ-
ence in the pseudorapidities of the electrons, |∆η| < 1.5, reduces the rate by a factor of two, then
Table 10-9  Minimum fraction of TR hits, R12, which is required for e+e− pair identification.
|η1|<0.8 0.8<|η1|<1.4 1.4<|η1|<2.0 |η1|>2.0
|η2| < 0.8 0.15
0.8 < |η2| < 1.4 0.18 0.18
1.4 < |η2| < 2.0 0.20 0.20 0.20
|η2| > 2.0 0.20 0.20 0.22 0.22
Figure 10-20 R1 versus R12 for e+e− pairs from J/ψ
decays in the barrel region, |η| < 0.7.
Figure 10-21 R1 versus R12 for all pairs of particles
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made on |∆z|, the difference between the intersection points of the two electrons with the z ax-
is. The efficiencies for the signal and rates of background events passing these cuts are present-
ed in Table 10-10
In summary, for the J/ψ(ee) channel, the selection criteria shown in Table 10-10 give a rate of
about 300 Hz (3.4% of the initial trigger rate) and retain 67% of the signal. It should be noted
that all these calculations have been made with bremsstrahlung corrections. Excluding the
bremsstrahlung fit decreases the reconstruction efficiency by 12%. If one includes the efficiency
of reconstruction (with bremsstrahlung corrections) of J/ψ within a mass window between
2.7 GeV and 3.3 GeV of 61.1% (which corresponds to the number reconstructed J/ψs within
mass window divided by the total number of events used in analysis), then the total trigger effi-
ciency for signal is estimated to be 40%.
Inclusive Ds → φ pi trigger
The selection for the Ds→ φpi channel relies on the reconstruction of the invariant mass of the φ
from combinations of track pairs using a kaon hypothesis, and subsequently the Ds from the
combination of the φ candidate and another track. The effective mass resolutions for the φ and
Ds were obtained without applying any fit procedure. They were found to be σφ = 4.6 MeV and
σDs = 15 MeV.
Mass windows corresponding to ∼3σφ for the φ, and ∼4σDs, for the Ds were used. These mass
windows are wider than those which would be used in an offline analysis. The invariant mass
constraints were applied to tracks with reconstructed pT > 1.5 GeV (to suppress the large back-
ground rate due to pile-up, which was included in the simulation for a luminosity of 1033
cm-2s-1).
Table 10-10 Efficiency for selecting the signal J/ψ → e e, and the trigger rate as function of selection criteria
Cut Signal eff (%) Trigger rate BG composition (% of total background)
(relative)
(% of initial BG




100 100 97 3 0
ee-id, pT > 0.5,
hit in B-layer,
7 SCT hits
72 47 42 50 8
Previous +
|∆ η|<1.5
70 27 52 41 7
All previous +
sum of
pT’s > 3 GeV
68 10 48 44 8
All previous
+|∆z| < 2 cm
67 6.4 53 41 6
All previous +
2< m < 3.8 GeV
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the trigger rate; for hadronic modes the number of SCT hits is required to be ≥9. Also, in order
to suppress particles originating from interactions with the material, all three tracks are re-
quired to have a hit in the innermost pixel layer. This set of selection cuts leads to a reduction in
the trigger rate to 2.1% of the initial value. The reconstruction efficiency for the Ds channel is
63%, resulting in a total trigger efficiency for this channel of only 55%. The trigger rate is expect-
ed to be 190 Hz.
B0d→ pi pi
The B0d→ pi+pi− channel can be selected by applying a cut of pT > 5.5 GeV on the pion track can-
didates from the B0d. Additional background rejection is achieved by requiring that the sum of
the pT of the pions exceeds 12 GeV. A mass window 4.5 GeV < mpipi < 6.5 GeV was used to esti-
mate the trigger rate. Using these selection criteria, the initial trigger rate can be reduced from
100% to 0.7%, retaining 94% of the signal events. (Note that this 94% signal efficiency does not
include the 86% reconstruction efficiency; xKalman would predict an overall trigger efficiency
of 80.8%.) The trigger rate is expected to be 60 Hz.
Inclusive two-muon trigger
A number of B-physics channels rely on the selection of events with two or more muons. The
first muon, providing the LVL1 trigger, has pT > 6 GeV, but the second one may be of lower pT.
The second muon can be identified at LVL2 in the muon chambers and/or in the last compart-
ments of the hadron calorimeter. The muon search at LVL2 will be restricted to a limited volume
of these detectors, within RoIs defined by the inner detector following the full scan in the TRT.
All tracks reconstructed in the inner detector with pT > 2.9 GeV will be extrapolated, thus
achieving 97% efficiency for 3 GeV muons.
The two-muon inclusive trigger will cover inclusive J/ψ(µµ) production, rare decays of B parti-
cles to two muons, and events to study b-quark–anti-b-quark correlations. At present, no selec-
tion criteria based on additional event characteristics are foreseen at LVL2. To obtain the
structure of the background and signal, all contributing processes after LVL1 were simulated at
particle level: minimum–bias, and beauty and charm events with one muon with pT > 6 GeV. A
further two minimum–bias events were added at particle level to simulate pile–up. The contri-
bution from K/pi decays to muons was estimated based on the lifetimes and a maximum decay
radius limited to 150 cm (which is the outer radius of the inner detector, plus one extra interac-
tion length to include possible decays at the beginning of the material following the inner detec-
tor). The background due to hadron misidentification in the Tile calorimeter was estimated
using the results of the single–pion study presented in Chapter 4.
Background to the two-muon trigger is dominated by muons from beauty and charm decays, as
well as from K/pi decays (see Table 10-11). Hadron misidentification is a less important source
of background. (Furthermore, there may be scope to improve the hadron misidentification since
the present study did not make use of the full potential for hadron rejection, which includes the
second depth of the Tile calorimeter and the first parts of muon detector.)
Partial rejection of K/pi muons can substantially reduce the rate for both the first and second
muon candidates, possibly allowing the pT threshold for the second muon in the event to be re-
duced to 3 GeV. In the present study, such a reduction results in a rate of 600 Hz which may be
unacceptably high. As shown in Table 10-12, a more conservative trigger, µ6µ5, gives only
170 Hz without K/pi muon rejection.230 10   Triggers for B-physics channels
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In addition to the low-pT electron pair trigger for inclusive J/ψ selection, individual electrons
with pT > 5 GeV will also be triggered on. This inclusive trigger mainly addresses B-decay chan-
nels containing one high-pT muon and requiring an electron tag. The 5 GeV limit is given by the
quality of the lepton-tag; extending to lower pT leads to increased mis-tagging. In this inclusive
trigger, no additional event selection features are required, hence there is scope to strongly re-
duce the output trigger rate. The search will start in the inner detector and be extended to cer-
tain regions of the e.m. calorimeter. The optimal combination of electron-identification criteria
was found simultaneously in the inner detector and e.m. calorimeter to get an acceptably high
background rejection factor, for a signal efficiency corresponding to the B-physics requirements.
The signal events considered were bb → µ6e5X and background bb → µ6X.
Table 10-11 Two-muon event rates with muon pT thresholds 6 GeV and 3 GeV. Rates include the LVL1 effi-
ciency, inner detector reconstruction efficiencies, muon identification efficiency and hadron rejection in the Tile
calorimeter. The values in brackets relate the two-muon rates to LVL1 output rates for all types of processes













bb+min. bias 2300 170 (7.4%) 76 (3.3%) 28 (1.2%)
cc+min. bias 1100 32 (2.9%) 36 (3.3%) 13 (1.2%)
min. bias with
µ6+min. bias
5400 – 173 (3.2%) 59 (1.1%)
Direct J/ψ 49 10 – –
Drell–Yan 2.4 1.6 – –
All µ6µ3 600
Table 10-12 Two-muon event rates with muon pT thresholds 6 GeV and 5 GeV. The rates include the LVL1 effi-
ciency, inner detector reconstruction efficiencies, muon identification efficiency and hadron rejection in Tile calo-















bb+min. bias 2300 64 (2.8%) 23 (1%) –
cc+min. bias 1100 15 (1.4%) 11 (1%) –
min. bias with
µ6+min. bias
5400 – 54 (1%) –
Direct J/ψ 49 3 – –
Drell-Yan 2.4 1.3 – –
All µ6µ5 17010   Triggers for B-physics channels 231
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inner detector and e.m. calorimeter information. To be accepted, a track must satisfy the follow-
ing requirements:
Cuts applied to the inner detector track:
• number of SCT hits ≥ 8,
• number of TRT hits ≥ 9,
• number of pixel hits ≥ 2,
• one hit is require in the innermost pixel layer,
• fraction of transition radiation hits ≥ 0.14,
• reconstructed pT > 4 GeV.
Cuts applied to the calorimeter information (see Section 10.2.3):
• E1 > 0.7,
• E1/(E1 + E2) > 0.07,
• E3/E1 < 0.3,
• Shower width 0.4–1.
Matching requirements between the track and the cluster:
• Ecore/P in the range 0.5–1,
• Position match in strip units in the range 0.4 to 1.
The number of RoIs to be followed into the e.m. calorimeter is 1.9 for candidates with recon-
structed pT > 4 GeV. The acceptance and rejection for optimal parameters are given in
Table 10-13.
Minimum–bias events were not added in this study. The additional rate from hadron misidenti-
fication was estimated at particle level from the rejection factor obtained for individual hadrons
in bb → µ6X events. Similarly, the rates for charm events and K/pi decay muon induced events
were estimated at particle level.
Table 10-13 Acceptance and rejection of signal bb→µ6e5X and background bb→µ6Xevents using the optimal
cuts in the combined inner detector and e.m. calorimeter electron identification.
Acceptance of signal events ~ 70%
Rejection factor of background events using only
inner detector cuts
~ 7
Mean number of electron candidates after inner
detector selections in accepted background event
~ 1.9
Combined (inner detector + e.m. calorimeter)
rejection factor of hadrons
~ 570
Combined (inner detector + e.m. calorimeter)
acceptance of background events
~ 2.3%232 10   Triggers for B-physics channels
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owing to the high hadron rejection by the combined inner detector and e.m. calorimeter cuts.
10.4 Summary of the B-physics rates and conclusions
The rates for B-physics channels expected after the LVL1 and LVL2 triggers are summarized in
Tables 10-15 and 10-16. Most of the events accepted by LVL1 have a muon with true pT lower
then the 6 GeV nominal threshold. This contribution can be rejected almost completely in the
first stages of the LVL2 trigger. The rate is reduced to 9000 Hz by requiring that the muon is re-
constructed in the inner detector with pT > 5.9 GeV. Further rate reduction may be achieved by
rejecting some of the K/pi decay muons after combined reconstruction in the inner detector and
muon spectrometer, as indicated in Section 10.3.1.
The studies presented in this chapter for the various B-physics trigger channels demonstrate
that the total B-physics rate from LVL2 can be reduced to ~800 Hz (Table 10-16); this is accepta-
ble for input to the event filter. The uncertainties in the rates are due mainly to model–depend-
ence in the prediction of cross-sections. The acceptance at LVL1 is also important, as is the
confirmation of a muon with pT >6 GeV early in the LVL2 trigger.
Table 10-14 Rate of events with confirmed muon at LVL2 and an electron with pT > 5 GeV identified in the










bb+min.bias 2300 41 (1.8%) 11 (0.5%)
cc+min. bias 1100 10 (0.9%) 6 (0.5%)
min. bias with
µ6+min bias
5400 – 25 (0.5%)
All µ6e5 93
Table 10-15 Summary of B-physics trigger: rate of events with one muon with pT threshold 6 GeV after LVL1
and after confirmation at LVL2, represented here by inner detector reconstruction only.
 Trigger requirement  B-channel  Rate (Hz)
LVL1 µ, (pT > 6 GeV, |η| < 2.4) indicated by trigger
muon system
bb→ µX  23000
LVL2 LVL1 output spectra convolved with reconstruc-
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11.1 Introduction
This chapter presents a set of trigger menus that has been produced as a joint effort of the
Trigger Performance and Physics working groups of ATLAS. As in the ATLAS Technical
Proposal (TP) [11-1], it has been possible to write down a very simple set of menus that covers
the vast majority of main stream ‘discovery’ physics [11-2].
The main changes with respect to the menus presented in the ATLAS TP are:
• It has been recognized that there is no specific physics requirement for an inclusive
missing ET trigger. Instead, is used as an additional trigger with leptons or jets.
Inclusive  is retained as a specialized trigger.
• A tau/hadron trigger has been added for use in coincidence with other signatures.
• Most trigger rates have changed in the light of more recent studies. It should be
understood that all the rates are still under review.
• The menus are split into two groups:
a. Basic physics-motivated menus — a very simple set of menus covering the majority
of main stream ‘discovery’ physics.
b. Specialized triggers — those that are not needed directly for the main stream
physics, but are needed to cover standard physics such as jet cross-section
measurements, other QCD studies and background studies. They also include
monitoring and calibration triggers to read out data relating to the trigger and
detector subsystems for technical studies.
Much of the content of the second group was not explicitly listed in the menus in the ATLAS TP
although it was foreseen.
The first set of menus is an update of those published in the ATLAS TP. The vast majority of
main stream physics is covered by a very simple list of triggers. The trigger menus eventually
used by ATLAS will be far more complex than those presented here and will include triggers
that are not required for any specific physics analysis. Some of these are covered in the second
set of menus. The specialized triggers are those that are needed to understand thresholds,
pile-up and to take data for the standard physics studies. They will make use of a range of
prescale factors to limit the rate, because the results they provide are likely to be limited by
systematic rather than statistical errors. The Detector Interface and Event Filter groups are
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The physics-oriented trigger menus are determined by the best compromize between efficiency
for physics channels and affordable trigger rate. The LVL1 trigger rate is dominated by
background physics processes:
• jet events faking isolated e/γ/τ;
• muons from b/c → µX, pi/K → µν.
The rate target for LVL1 is ~40 kHz. This allows a safety factor of almost two, compared to the
initial design capability of 75 kHz. The estimated uncertainty on the pp inelastic cross-section is
about 30%.The total uncertainty on the main background processes could be as large as a factor
of two (inclusive jet production at low pT) to five (b, c → µ events). Rate calculations have been
made with PYTHIA; the rate predicted for multi-jet events by the NJETS model is a factor of
about three higher at low pT [11-4]. No K-factor correction has been used. Corrections for biases
resulting from the η and pT (hard scatter) cuts applied to the production at particle level in
many cases are also only approximate. More details on the cross-sections and simulation tools
can be found in Chapter 2 and Chapter 4 respectively.
The rate target for LVL2 is around 1 to 2 kHz, but it depends on the optimum separation
between LVL2 and the Event Filter, which will not be determined for some time. The majority of
LVL2 muon triggers will be genuine prompt muons, whereas the LVL2 isolated e/γ rate is still
dominated by jet events. The expected rates for inclusive W → eν and Z → ee with
pT(e) > 30 GeV are about 50 Hz and 5 Hz respectively at design luminosity (1034 cm-2s-1).
11.1.2 Regions of Interest
Information on each LVL1 object in an event is communicated to LVL2 as a Region of Interest
(RoI). Normally only the data in these regions of the detector are analysed by LVL2, except in
the case of candidate B-physics triggers.
There are two types of RoI:
• Primary or ‘trigger’ RoIs are any objects found at LVL1 that have been used in accepting
the event.
• Secondary or 'non trigger' RoIs are objects from LVL1 with transverse energies too low for
them to have contributed to the trigger. They are passed to LVL2 purely as additional
information about the event.
Secondary RoIs do not contribute to the LVL1 accept/reject decision in any way. The lowest
possible thresholds for the trigger objects will generally be used for secondary RoIs, for example
J15 or J40, and EM7I. Secondary RoIs are expected to increase the flexibility and rejection
capability of LVL2, but further studies are required to quantify the benefit. The efficiency for
triggering on secondary RoIs at very low thresholds while limiting the number of fake
secondary RoIs to a minimum has not yet been estimated reliably. This applies particularly to
J15, but this does not appear to be required by the physics even at LVL2.
The LVL1 trigger also provides LVL2 with the values calculated for the missing ET vector and
the total scalar ET (summed over jets or over the whole calorimeter).238 11   LVL1 and LVL2 global decision
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The notation used in the menus is described in this section. Figures 11-1 and 11-2 summarize the
notation used to formulate the trigger menus and define the trigger objects at the various levels.
LVL1 trigger objects are shown in capital letters. The ET threshold and the requirement of
isolation are indicated after the object code. The thresholds are generally given at the point
where the LVL1 (LVL2) algorithms are 95% (90%) efficient. Exceptions include the trigger,
where the actual cut is given, and the muon triggers which are given at ~90% efficiency for
LVL1. The muon triggers have an additional inefficiency due to the geometric detector
acceptance, which is approximately 90%, averaged over the fiducial η coverage. Full details of
the efficiencies can be found in the relevant sections of this document.
The isolation thresholds will change with the pT of the trigger object, becoming more loose for
higher pT candidates and being completely removed at very high pT. At LVL2 the trigger
objects may be constrained by additional requirements, like mass cuts. As shown in Figure 11-2,
more complex objects are used at LVL2 for B-physics triggers. The exact definition of the low pT
electron and muon trigger objects is still under study. Typically, an electron is identified using
the TRT and the EM calorimeter, whereas a muon is identified in the muon system for
pT > 5 GeV and possibly in the Inner Detector and Hadron Calorimeter for 3 GeV < pT < 5 GeV.
Figure 11-1 Notation used in the menus.
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The first set of menus covers the majority of LHC physics studies. They are intended to provide
a common focus for physics studies and trigger performance studies. The menus in this section
have been derived from the requirements of simulated physics analyses. They are designed to
be simple, inclusive and to satisfy the physics requirements with as short a list of trigger items
as possible. The one exception to this is B-physics, where selection of particular decay modes
must be done in the LVL2 trigger.
Where isolation of objects is indicated, it should be understood that the isolation criteria are
relaxed as object ET increases. For very high ET, isolation is not required.
11.2.1 LVL1 low luminosity
The LVL1 menu for low luminosity is shown in Table 11-1. The MU6 trigger selects events for
B-physics studies; clearly, higher-pT muons relevant for other physics studies are included in
this.
The threshold for the two EM object trigger is set as low as possible to maximize the efficiency
for H → γγ and Z → ee decays. If possible the threshold will be lowered further to give some
acceptance for J/ψ and Υ decays to e+e-. This will be the subject of some future trigger
performance studies.
The inclusive-jet threshold has been raised compared to the one given in the ATLAS TP to
reduce the rate and make more room for other triggers. This is because the additional jet
rejection available at LVL2 is small, so the useful LVL1 threshold is effectively limited by LVL2
rate requirements. Multi-jet and jet + are given priority when sharing out the rate budget
for these types of triggers. The thresholds of the multi-jet triggers are also chosen to give
acceptable rates for LVL2. No specific requirements from the physics have been stated which
would dictate specific values for these thresholds. The rate for the low pT jets cannot be
predicted reliably due to large theoretical uncertainties.
Studies of the J50 + XE50 and T20 + XE30 triggers are preliminary so the thresholds and rates
given should only be taken as indicative of what may be possible. These triggers are intended to
provide efficient inclusive triggers for SUSY production, and also for calibration via
W → τν / Z → ττ. The additional requirement of missing energy allows lower thresholds than
are possible with the jet and tau/hadron inclusive triggers. The aim for these triggers is a
missing energy threshold of around 30–50 GeV and the lowest possible jet and tau thresholds
that give an acceptable rate at both LVL1 and LVL2. It should be noted that there is no direct
physics need for the LVL1 tau trigger.
The table entry ‘Other triggers’ indicates the rate budget which is reserved for specialized,
monitoring and calibration triggers that are described later in this document.
11.2.2 LVL1 high luminosity
The LVL1 high-luminosity menu in Table 11-2 contains mostly the same objects as the low
luminosity menu, but with higher thresholds and/or rates. An additional trigger at high
luminosity is MU10 + EM15I. Another extra trigger EM20I + XE is being studied. The
additional physics that might be caught by these triggers at high luminosity (e.g. W → eν and
ET
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triggers at low luminosity. The rate given for MU10 + EM15I is based on a preliminary study of
b → µX events with pile-up added, so the rate and thresholds should only be taken as indicative
of what may be possible.
Table 11-1 LVL1 low luminosity menu.
Trigger Rate (kHz) Reference
MU6 23 Chapter 5
EM20I 11 Chapter 6
EM15I × 2 2 Chapter 6
J180 0.2 Chapter 6
J75 × 3 0.2 Chapter 6
J55 × 4 0.2 Chapter 6
J50 + XE50 0.4 Chapter 6
T20 + XE30 2 Chapter 6
Other triggers 5 Section 11.3
Total 44
Table 11-2 LVL1 high luminosity menu.
Trigger Rate (kHz) Reference
MU20 3.9 Chapter 5
MU6 × 2 1 ATLAS TP
EM30I 22 Chapter 6
EM20I × 2 5 Chapter 6
J290 0.2 Chapter 6
J130 × 3 0.2 Chapter 6
J90 × 4 0.2 Chapter 6
J100 + XE100 0.5 Chapter 6
T60 + XE60 1 Chapter 6
MU10 + EM15I 0.4 see text
Other triggers 5 Section 11.3
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Most of the menu items in the low-luminosity LVL2 trigger menu, Table 11-3, follow directly
from the LVL1 items in Table 11-1. EM triggers can be refined at LVL2 into candidates for
electrons and/or photons. It is possible to apply isolation criteria to the muon triggers to help
reduce the rate. The inclusive, non-isolated µ6 trigger is not preserved at LVL2 (the threshold
for the inclusive muon trigger is raised to 20 GeV at LVL2). Events that satisfy the MU6 LVL1
trigger and the LVL2 µ6 preselection are passed to the B-physics menu, described in the next
section. The rate of events passing the inclusive LVL2 µ6 pre-selection is estimated to be 9 kHz
(Chapter 10). The inclusive single-muon trigger µ20 does not require isolation. An additional
single muon trigger with a lower pT threshold may be possible with isolation; this is being
studied. An inclusive di-muon trigger µ6 + µ5 can be found in the B-physics menu (Table 11-4).
The trigger µ6i + e15i gives lower thresholds than are possible for the inclusive single-object
triggers; it is an example of the use of a secondary RoI (in this case EM15I) which would not in
itself constitute a LVL1 trigger. The rate given here is based on a preliminary study of b → µX
events, so the rate and thresholds should only be taken as indicative of what may be possible.
Muon isolation, which would further reduce the rate, has not yet been taken into account.
The thresholds of the jet triggers in the table are the actual thresholds applied. As discussed in
Section 8.2.4, the corresponding nominal threshold for 90% efficiency could vary slightly,
depending on the choice of reference jet. The rate for the trigger τ20 + xE30 is estimated by
taking a rejection factor of 5 with respect to the LVL1 tau trigger. This reduction has been shown
to be feasible in Section 9.4.
Table 11-3 LVL2 low luminosity menu.
Trigger Rate (Hz) Reference
µ20 200 ATLAS TP [11-1]
e20i 100 Sections 8.2.2 and 9.3
e15i × 2      ~few Hz see text
γ40i 100 Sections 8.2.2 and 9.2
γ20i × 2 5 Sections 8.2.2 and 9.2
j180 100 Section 8.2.4 and see text
j75 × 3 80 Section 8.2.4 and see text
j55 × 4 40 Section 8.2.4 and see text
j50 + xE50 250 see text
τ20 + xE30 400 see text
µ6i + e15i 15 see text
B-physics 1130 Table 11-4
Other triggers 100 Section 11.3
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(j50 + xE50, τ20 + xE30), allows lower thresholds than for the inclusive triggers. It is not
necessarily expected that xE will be recalculated at LVL2, but the LVL1 value could be
refined, for example by including muon ET and correcting for LVL1 ADC saturation. For the
rates given here, no LVL2 refinement has been taken into account.
Some rates presented in the table are limited by statistics, due to the size of data sets that are
currently available. For example the rate given for the trigger γ20i × 2 is the 90% upper
confidence limit based on 2 events. No events survive the cuts for the trigger e15i × 2, and the
data sets available are biased by a 17 GeV cut in ET (see Section 4.4). However, from
consideration of the other e/γ triggers it can be concluded that the rate will be of the order of a
few Hz, which is a negligible contribution to the total LVL2 rate.
11.2.4 LVL2 low luminosity B-Physics
The low-luminosity B-physics trigger menu will only be used in the following case:
• the LVL1 trigger includes a MU6;
• the LVL2 trigger confirms a µ6 trigger.
The precision muon detector and the inner detector are used to confirm the muon RoI at LVL2.
If these conditions are true, an unguided track search will be performed in the inner detector.
Without the constraints of RoI guidance, tracks can be found down to very low pT. These tracks
are the objects required in addition to µ6, in Table 11-4. It is assumed that the LVL2 muon RoI
confirmation will reduce the muon rate from the 23 kHz provided by LVL1 to 9 kHz. The rates
in the table depend on this assumption and include the effect of pile-up at low luminosity.
The rates after the LVL2 selection are given in Table 11-4. They are all taken from Chapter 10.
There is little overlap between the trigger items so the total rate is approximately equal to the
sum of the rates for the individual triggers.
Regarding the first three items in Table 11-4, channels with a J/ψ include the decays
Bd → J/ψ ΚS, Bs → J/ψ φ, B → J/ψ K, Bd → J/ψ K*0, which are important for CP violation
studies, as well as Λb → Λ J/ψ and Bc → J/ψ X. The first item also covers rare decays such as
B → µµ and B → µµK0*.
Table 11-4 Example of B-physics trigger menu.
Trigger Signature Rate (Hz) Example Channel
µ6 + additional µ5 170 Inclusive J/ψ → µ+µ−
µ6 + e0.5 × 2 + mee 310 b → µX, B → J/ψ X → ee
µ6 + e5 100 b → eX, B → J/ψ X → µµ
(second µ not required in trigger)
µ6 + h5 × 2 + mB 60 b → µX, Bd → pi+pi-
µ6 + h1.5 × 3 + mφ + mDs 190 b → µX, Bs → Ds(φ0(K+K-)pi)X
µ6 + ... 300 reserved for additional B channels
Total 1130
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cut on the Bd → pi+pi- trigger to 3 GeV by using a tighter mass cut to maintain the rate; this is
currently being investigated. Soft muons with pT < 6 GeV are identified by matching inner
detector tracks to the calorimeter and/or muon detector. Lowering the threshold for the soft
muon from 5 GeV to 3 GeV increases the rate of the di-muon channel to 600 Hz. Electrons with
pT > 5 GeV, as used in the B → eX trigger, can be identified using the ECAL in addition to the
TRT signature.
11.2.5 LVL2 high luminosity
Most menu items in the LVL2 high-luminosity menu, Table 11-5, follow directly from the LVL1
items of Table 11-2. Compared to low luminosity, thresholds have generally been raised and the
requirement of isolation has been added to the inclusive muon trigger. The di-muon triggers
without isolation requirements are mainly for B-physics. In addition to the di-muon trigger
µ10 × 2, a lower threshold dimuon trigger with isolation is under study as a possible additional
trigger. The rate of the di-lepton trigger µ10i + e15i is estimated from a preliminary study of
b → µX events, with the same caveats as at low luminosity.
The rate for the di-electron trigger e20i × 2 is calculated using the same cuts as the single e30i
trigger (Section 9.3). The rate is estimated from the one event that survives these cuts. Anyway,
this trigger is almost a complete subset of γ20i × 2, so the rate is not included in the total.
Table 11-5 LVL2 high luminosity menu.
Trigger Rate (Hz) Reference
µ20i 200 ATLAS TP and Section 9.1
µ6 × 2 + mB 10 ATLAS TP
µ10 × 2 80 ATLAS TP
e30i 600 Sections 8.2.2 and 9.3
e20i × 2 20 see text
γ60i 400 Sections 8.2.2 and 9.2
γ20i × 2 200 Sections 8.2.2 and 9.2
j290 120 Section 8.2.4 and see text
j130 × 3 80 Section 8.2.4 and see text
j90 × 4 80 Section 8.2.4 and see text
j100 + xE100 ~few 100 see text
τ60 + xE60 ~few 100 see text
µ10i + e15i 20 see text
Other triggers 100 Section 11.3
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apply here too. The rates of j100 + xE100 and τ60 + xE60 are estimated from the rate reductions
expected of LVL2 at low luminosity. Hence only an approximate indication of the rate is given.
As at LVL1, a trigger on an isolated electron plus missing energy is also under study.
11.3 Menus for specialized triggers
The main stream physics programme does not have a direct requirement for the specialized
trigger items that are discussed in this section. Physics topics covered here include QCD studies
and Standard Model cross section measurements. There are also redundant triggers for cross
checks. Inclusive triggers are prescaled with lower thresholds to understand thresholds, collect
background samples, and to take low pT data. The rate will be controlled by choice of threshold
and prescale factors. We allow rate budgets of 5 kHz at LVL1 and 100 Hz at LVL2 for these
triggers. At this stage, the most important aspect is to know the number of thresholds required
as this has implications for the design of the LVL1 trigger.
The possibility of implementing at LVL2 a b-jet tag trigger based on impact-parameter
information is under study (Section 9.6). Issues to be addressed include the feasibility
(beam-position stability, alignment, etc.) and comparing the merits of making the selection at
LVL2 or in the Event Filter, where more complex algorithms and better alignment constants
might be available. No strong physics case for this trigger has been established [11-4], but it
would add to the flexibility of the trigger. For example, if a factor of 10 rejection were to be
available at LVL2 with high enough efficiency with respect to the offline algorithms, the
multi-jet thresholds of Tables 11-1 and 11-2 could be lowered at LVL1 and thus provide possibly
better acceptance for multi-jet final states containing b-jets.
11.3.1 Additional inclusive triggers with high thresholds and low rates
A number of additional inclusive trigger, with high thresholds and low rates without prescaling




4. Sum Jet ET
A localized forward energy trigger is also under consideration.
11.3.2 Prescaled triggers with a range of thresholds
Prescaled triggers are foreseen with a range of thresholds. Typically, these would have four–six
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10. Sum Jet ET
11. Forward energy (under consideration)
11.3.3 Other specialized triggers
In addition to the specialized physics triggers listed above, some more technical triggers are
foreseen. These include a random trigger and triggers on empty bunch crossings, as well as
detector calibration triggers (approximately one per detector subsystem).
11.4 Physics coverage of the trigger menus
It is believed that the set of triggers proposed in Tables 11-1 – 11-5 covers most of the physics
goals of the ATLAS experiment very well. This conclusion follows several dedicated meetings
between the Trigger Performance group and the Physics groups. It is also based on detailed
feedback requested by the Trigger Performance group from the Physics groups concerning the
cuts used for physics analysis.
In fact, many processes will be selected through multiple trigger signatures, thus providing
optimal efficiency and several means of controlling the crucial aspects of the trigger efficiency.
This trigger strategy remains basically the same as at the time of the ATLAS Technical Proposal,
but the physics studies performed since (most prominently in the areas of B-physics, MSSM
Higgs physics and supersymmetry) warrant a justification of the statement that the ATLAS
trigger strategy still covers most of the physics goals.
Inclusive lepton and di-lepton triggers provide W → lν and Z → l+l- selections, where l
designates an electron or a muon. They therefore give an unbiased trigger for many Standard
Model physics processes and also for many searches for physics beyond the Standard Model. At
low luminosity, W → lν decays are selected by the MU6/EM20I LVL1 triggers and the µ20/e20i
LVL2 triggers; Z → l+l- decays are selected by the MU6/EM15I × 2 LVL1 triggers and the
µ6 + µ5 / e15i × 2 LVL2 triggers.
At high luminosity, the W → lν decays can still be selected by inclusive lepton triggers,
although with a somewhat high threshold in the case of electrons (MU20/EM30I at LVL1 and
µ20i/e30i at LVL2). As stated in Sections 11.2.2 and 11.2.5, a trigger on an isolated electron with
a lower threshold and an additional requirement is being studied at high luminosity in
LVL1 and LVL2 in order to recover the inclusive W → lν selection. In contrast the thresholds for
the inclusive Z → l+l- decays remain comfortably low (MU6 × 2 / EM20I × 2 at LVL1 and
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lepton/di-lepton triggers:
• Gauge-boson pair production, for the study of anomalous couplings and to investigate
the behaviour of the production cross-section at high mass.
• Top-quark production (single top or pairs), for all cases except production with
fully-hadronic top decays.
• Direct production of SM or MSSM Higgs bosons with H → ZZ(*), WW(*) decays, over the
full Higgs mass range of interest. Associated production of SM Higgs bosons through
WH/ZH/ H processes, with H →  or H → γγ, and W → lν or Z → l+l-.
• Decays of MSSM Higgs bosons, such as A → Zh, H/A → µµ, H/A → , and also
H/A → ττ with one leptonic τ decay. Production of with one top decay to bH, where
the other top-quark decay provides the inclusive W trigger.
• Production of new vector gauge bosons (W’/Z’), with W’/Z’ decays to leptons. Also,
resonance production at the TeV scale (strongly interacting Higgs sector), with resonance
decays into gauge-boson pairs.
• Production of supersymmetric particles with final states containing:
• at least one high-pT lepton and large  in the case of R-parity conservation;
• at least one high-pT lepton (e.g. from → ll  decay) with or without
large in the case of R-parity violation with → 3 jets, → lνν, or
→ ll’ν.
• Searches for leptoquarks decaying into electrons or muons; searches for compositeness in
the lepton sector through Drell-Yan production.
The remaining physics channels not covered by the inclusive lepton/di-lepton (and electron +
) triggers discussed above are:
• B-physics, which is covered in a separate menu in Table 11-4. In this particular case, each
class of exclusive channel of interest needs its own dedicated trigger study at LVL2, given
the very high rate of inclusive B-hadron events containing a high-pT muon used to trigger
at LVL1. A certain budget has been foreseen at LVL2 for B decay channels that are not yet
part of the studies. Under study at present, in case it should be necessary, is whether
modest impact-parameter cuts could be used to reduce the trigger rate per individual
channel and thereby further increase the flexibility of the trigger at LVL2.
• H → γγ decays from direct Higgs production, which are covered by EM15I × 2 (resp.
EM20I × 2) for LVL1 and by γ20i × 2 (resp. γ20i × 2) for LVL2 at low (resp. high)
luminosity. These triggers also cover possible MSSM Higgs boson decays such as
H → hh → γγ.
• Searches for supersymmetry involving high-pT jets with or without . At low
luminosity the combination of J50 + xE50, J180, and J75 × 3/J55 × 4 triggers provides
excellent coverage for all exclusive final states of interest not containing leptons.
In the case of R-parity conservation, final states containing at least two high-pT jets and
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in the framework of gauge-mediated SUSY-breaking models.
In the case of R-parity violation, with decaying predominantly to three jets, the
final-state jet multiplicities range from 8 to 16, which completely suppresses the
characteristic signature of SUSY events. Here the multi-jet triggers will cover most
of the exclusive final states of interest. It is important to note that to date the only
exclusive final states which have been proven to be observable above the huge potential
QCD background are final states containing one or preferably two isolated high-pT
leptons.
At high luminosity, the higher thresholds applied to the various jet triggers and to the jet
+ trigger will be well suited to searches for higher-mass SUSY particles. Further
study would be needed to optimize the triggers for systematic studies of lower-mass
SUSY particles, should they be discovered in the initial years of operation.
• Searches for leptoquarks decaying into jet and neutrino that rely on the jet + trigger.
• Searches for resonances decaying into jets and for compositeness in the quark structure.
These rely largely on the inclusive single-jet trigger (e.g. additional vector bosons or
technicolour resonances decaying to two jets) or on multi-jet triggers (e.g. purely
hadronic decays of pairs), both at low and high luminosity. The thresholds quoted for
this trigger at low and high luminosity will provide good coverage of these physics
channels, given the expected reach of the TeVatron experiments in this field before the
LHC starts operation.
As shown in the physics menus, a τ + trigger is foreseen at LVL1 and LVL2 to extract as
large a fraction as possible of W → τν and Z → ττ in view of detector calibration and
monitoring. This trigger may increase the sensitivity to specific SUSY signatures for high values
of tan β.
It is also hoped that the large variety of fairly inclusive triggers presented here would be
sensitive to unexpected new physics.
Finally, it is important to emphasize, as stated in the Section 11.3 on specialized triggers, that
much of the early large cross-section physics (e.g. QCD jets, direct photons, etc.) will be studied
using more inclusive triggers than the ones quoted explicitly in the menus of Tables 11-1–11-5.
11.5 Event filter
In contrast to the case of LVL1 and LVL2, a detailed set of selection criteria for the Event Filter
has not yet been studied, as the rejection power is based on the detailed performance of the
reconstruction programs which will be used. It is planned to tune this rejection power on real
data in the early part of LHC data-taking.
The main elements of the trigger strategy have however been addressed, allowing one to
highlight the physics processes which pose the greatest challenges to the trigger performance.
In general, the ‘discovery’ physics channels do not pose a big problem. Many channels have
been considered in detail, especially in the area of searches for the Standard Model Higgs
boson, and for SUSY particles. In all the cases considered, the basic trigger objects coming from
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multiple trigger signatures. Selection cuts looser than the ones used for the final offline analysis
reach EF output rates which are in most cases well below one Hz, and never more than a few
Hz. It should be stressed that estimates based on simulated physics analysis are relevant here,
as offline code will be used for the selection, albeit with preliminary alignment and calibration
constants.
The main areas of concern are Standard Model channels for which the production rate of the
interesting events is in the range 50 – 100 Hz, namely inclusive W → eν production and
B-physics.
The inclusive LVL2 isolated electron trigger has an expected output rate from LVL2 of 600 Hz at
design luminosity for pT > 30 GeV, and is dominated by background from conversions and
misidentified hadrons. The actual physics W → eν rate is of order 50 Hz, when requiring an
electron pT > 30 GeV and > 25 GeV. The task of the EF will therefore be to reduce the LVL2
output rate to one which is very close to the physics rate by applying a combination of tighter
electron identification cuts, and loose cuts. Whether this trigger rate would be acceptable
or not, will be the subject of more detailed studies.
It should however be noted that rare processes involving a W → eν decay in the final state will
not present a big problem, as additional requirements will easily reduce the rate to the order of
a Hz. We can quote as examples:
• processes of the type WH/ZH/ttH, with H → bb, and the W/Z’s decaying to leptons, for
which the additional requirement of two central jets with ET > 30 GeV will reduce the rate
to a few Hz;
• Top quark production with at least one high pT lepton in the final state will have a rate of
order 1 Hz at design luminosity, and the events can be selected in the EF in a very
inclusive way.
B physics presents a much harder challenge, both from the point of view of the reduction
needed and of the processing power required, for the following reasons:
• the expected output rate from LVL2 is of order 1000 Hz for B-physics alone at low
luminosity;
• most of the candidate events are genuine B-events, for which a complete and accurate
reconstruction of the inner detector information is necessary in order to further reduce the
rate. For example, vertexing cuts can be used to reduce the rate for hadronic final states.
The largest rate from physics events in this area arises from inclusive J/ψ → µ+µ− decays with
> 6 GeV and > 5 GeV. The total expected rate for signal events is about 5 Hz from direct
J/ψ production and about 3 Hz from inclusive B → J/ψ production. These events are expected
to be heavily used in CP-violation studies with jet charge and B-pi tagging methods applied in
addition to the more traditional lepton tagging. They are also expected to be used as calibration
events to study in particular the systematic uncertainties in the knowledge of the absolute
mass-scale in the experiment. Di-muon mass cuts will allow the selection of J/ψ → µ+µ− events
with little background. The more exclusive B-decays are expected to contribute at much lower
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The menus presented here have been used as a basis for all trigger menus and rates presented in
the various Trigger and DAQ reports submitted to the LHCC in June 1998. They will also be
used as a common focus for continuing Trigger Performance studies, offline physics analysis
studies, and as a basis for more detailed studies of the LVL2 trigger and the Event Filter. These
studies include both performance and implementation, for example the test beds mentioned in
the LVL2 Pilot Project [11-5]. An initial evaluation has been made of the detailed trigger menus
needed for LVL2 implementation studies [11-6]. Work is in progress to prepare updated detailed
menus consistent with the menus presented in this document.
Those trigger items that are considered particularly challenging or critical will continue to be
the subject of detailed trigger performance studies using fully simulated data as input and
offline reconstruction code as a reference. Wherever possible, the trigger performance results
will be parametrized for use in fast simulations (such as ATLFAST [11-7]) with high-statistics
background samples. A complete set of rates for the trigger menu tables can only be obtained
through a combination of the above full-simulation studies and fast-simulation
parametrizations.
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As stated in Chapter 1, this document describes work in progress on trigger performance
studies. Further work is required in many areas, and new and updated results will be presented
in the ATLAS physics technical design report, which will be submitted in 1999. In this chapter
we outline some of the work that remains to be done in the near future; clearly trigger
performance studies will continue up to the start of operation of the LHC and beyond. Many of
the tasks listed below could be carried out in parallel.
12.1 Trigger simulation software
The detailed simulation of the trigger, as implemented in the ATRIG software package, needs to
be consolidated. Work to be done in this area includes the following:
• addition of missing parts (e.g. B-physics algorithms, global decision processing);
• enhancements to existing code (e.g. use of outer calorimeter layer by muon LVL1);
• complete transition to ATLAS software repository and development environment
(CVS/SRT).
It should be noted that much of the missing code already exists in standalone form, and has
been used for studies presented in this document. In addition to the detailed simulation
software, various routines exist for fast simulation. These need to be consolidated and
documented.
The existing trigger simulation software is implemented in FORTRAN and C. Following the
submission of this document, it is planned to start work on a new simulation package following
the ATLAS software process (ASP) [12-1]. This will require support from outside the
trigger–performance community for the implementation of ASP and also for training. The new
design will benefit from experience and existing algorithms. An evaluation will be made of C++
as the language to use for trigger code.
In this next phase of the trigger–performance work, active involvement of people from all
related parts of ATLAS will be sought. In particular, for LVL2 algorithm development, close
collaboration with the detector and combined performance groups is expected. The project will
have close links with the LVL2, DAQ and event–filter communities, as well as with the offline
software group. For example, user requirements will be drawn up in consultation with these
groups.
Offline trigger simulation and online implementation of code in trigger processors will be kept
as similar as possible, and close collaboration between people working in these areas will be
required. Hopefully much of the code can be kept in common.
When considering online implementations of the algorithms, it is important to consider the raw
data format and organization. In collaboration with the detector interface group, and the LVL2,
DAQ, event-filter and offline communities, the following will be addressed:
• Formulate requirements and preferences as a result of LVL2 algorithms. For example, the
data ordering and data format can have important consequences for the LVL2–trigger
implementation as discussed in [12-2].12   Workplan and conclusions 251
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• Identify additional information needed for diagnostic purposes in algorithm studies,
such as Monte Carlo ‘truth’ information. Add this additional information as an extension
to the raw data format.
In parallel with the development of the new trigger simulation software, it will be necessary to
maintain a working version of ATRIG at least until the submission of the physics TDR.
12.2 Evaluation and optimization of key items from the trigger menus
Further work is required to optimize some of the key trigger selections and to evaluate the rates
in more detail. This will be done with full simulation where possible, supplemented by fast
simulation. This will require a large amount of full simulation data from the physics and offline
computing groups, particularly in the context of background samples for rate estimations.
Work to be done in this area includes:
• parametrization of trigger efficiency and rejection for use in physics performance studies;
• study dependence on luminosity;
• understand dependence on alignment and calibration–data precision;
• investigate dependence on detector performance (noise, dead channels);
• perform further studies on the effect of a realistic magnetic–field map in the inner
detector;
• study performance at the low-ET limit of acceptance (low-ET e.m. clusters and jets,
missing ET, low-pT tracks);
• complete the study of the existing B-physics trigger strategy with online-style algorithms.
12.3 Optimization of algorithm execution speed
It is important that LVL2 trigger algorithms execute quickly when implemented in the online
environment. This requirement constrains the choice of algorithms and must be taken into
account in trigger performance studies of signal efficiency and background rejection. In the next
phase of work, it is expected that the trigger–performance group will work closely with the
LVL2 implementation community. Algorithm benchmarking measurements (execution time
and data throughput–rate studies) will be analysed to understand where algorithm
improvements are required. The algorithms may be simplified, if and where necessary, after
which the trigger performance will be re-evaluated.
12.4 Overall optimization of algorithms and selections
The algorithms and menus presented in this document are not final. They represent an existence
proof that the physics requirements of ATLAS can be met while maintaining acceptably small
rates in the trigger/DAQ system. Further studies of trigger menus will be performed in close252 12   Workplan and conclusions
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optimization will be carried out in collaboration with the LVL2 and event–filter implementation
groups, as well as with the detector and combined performance communities.
As part of the overall optimization, the dependence of the rates on the key selection parameters
for each menu item will also be studied. The aim of these studies is to provide an optimal
trigger strategy while maintaining an affordable trigger rate. This strategy may involve the
adjustment of these selection parameters in accordance with the observed trigger rates.
12.5 Measurement of the trigger efficiency in real trigger environment
More detailed studies are needed of how the LVL1– and LVL2–trigger efficiencies can be
measured in a real trigger environment, as required for physics analysis.
12.6 Documentation
More detailed documentation is required in a number of areas, including the tools that have
been developed and the data samples that have been produced, as well as the results of the
studies that have been performed.
12.7 Development of new trigger strategies and algorithms
Alternative LVL2 trigger strategies, which have varying degrees of parallel processing and
sequential selection, are under discussion within ATLAS. An example of an area where
alternative approaches can be considered is the B-physics trigger. Most of the studies performed
so far rely on a full scan of the TRT detector after the LVL1–trigger muon has been validated.
Alternatives would be to use the pixel detector to ‘seed’ a full scan in the precision tracker, or to
perform a Kalman filter algorithm in the full inner detector.
Another area under study is the possible use of a b-jet tag trigger. This could be performed
either at LVL2 or in the event filter, and the relative merits need to be understood. Investigations
of the viability of an impact parameter trigger for b-jets, will continue.
12.8 Milestones
The submission of future documents to the LHCC sets natural milestones for the trigger
performance work:
• physics technical design report (April 1999);
• technical proposal on DAQ and high-level triggers (December 1999).12   Workplan and conclusions 253
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One can list deliverables that are expected from the trigger–performance work:
• consolidated, documented trigger simulation (ATRIG) for physics TDR studies;
• consolidated, documented package for fast trigger simulation;
• trigger performance parametrizations for use in physics studies;
• program package that allows the production of data sets in a suitable format for LVL2
implementation studies;
• ASP deliverables for new software.
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ASIC Application Specific Integrated Circuit
ATM Asynchronous Transfer Mode
ATRIG ATLAS Trigger Simulation
BCID Beam Crossing Identification
CTP Central Trigger Processor
DAQ Data Aquisition
DCS Detector Control System




FPGA Field Programmable Gate Array
HCAL Hadronic Calorimeter
ID Inner Detector




MDT Monitored Drift Tube




RoI Region of Interest
RPC Resistive Plate Chamber
SCT Semiconducting Tracker
TDC Time to Digital Converter
TDR Technical Design Report
TGC Thin Gap Chamber
TP Technical Proposal
TRT Transition Radiation Tracker
URD User Requirements DocumentA   Appendix Glossary 255
ATLAS Status Report
Trigger Performance 25 August 1998256 A   Appendix Glossary
ATLAS Status Report
Trigger Performance 25 August 1998B Definitions and nomenclature
This report uses the same definitions as laid out in the Inner Detector, Calorimeter and Muon
TDRs. For convenience the definitions are collected below.
Coordinate system
Both Cartesian coordinates (x,y,z) and cylindrical coordinates ( , θ and φ) are used.
Also used is the dip-angle as defined by λ ≡ 90°-θ.
Helix fit parameters in the inner detector
All quantities are measured at the point of closest approach to x=0, y=0.
In the x-y plane, the fitted parameters are:
• 1/pT - the reciprocal of the transverse momentum with respect to the beam axis,
• φ - given by tanφ ≡ py/px ,
• d0 - the transverse distance to the z- axis at x=0, y=0; signed according to the reconstruct-
ed angular momentum of the track about the axis.
In the R-z plane, the fitted parameters are:
• cotθ = tanλ ≡ pz/pT ,
• z0 - the z position of the track at closest approach to the beam axis.
Particle separation
Angular separations in three dimensions are expressed in terms of , where ∆η
is the separation in pseudorapidity.
R x2 y2+≡
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C List of additional ATLAS trigger notes
These notes became available after the first release of the present document.
C-1 R. Dubitzki et al., Level-1 Rates for Triggers using the ETmiss–signature, ATLAS note
ATL-COM-DAQ-98-011, August 1998.
C-2 B. Gonzalez-Pineiro, Tau identification at LVL2, ATLAS note ATLAS-COM-DAQ-98-013,
August 1998.
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