A Banach space operator T ∈ B(X ) is hereditarily polaroid, T ∈ HP, if every part of T is polaroid. HP operators have SVEP. It is proved that if T ∈ B(X ) has SVEP and R ∈ B(X ) is a Riesz operator which commutes with T , then T + R satisfies generalized a-Browder's theorem. If, in particular, R is a quasi-nilpotent operator Q, then both T + Q and T * + Q * satisfy generalized a-Browder's theorem; furthermore, if Q is injective, then also T + Q satisfies Weyl's theorem. If A ∈ B(X ) is an algebraic operator which commutes with the polynomially HP operator T , then T + N is polaroid and has SVEP, f (T + N) satisfies generalized Weyl's theorem for every function f which is analytic on a neighbourhood of σ (T + N), and f (T + N) * satisfies generalized a-Weyl's theorem for every function f which is analytic on, and constant on no component of, a neighbourhood of σ (T + N).
HP HP HP-operators
The class of HP operators is substantial. We start below by listing some examples of HP operators and a few of their elementary properties. The quasi-nilpotent part H 0 (T ) and the analytic core K(T ) of an operator T ∈ B(X ) are defined, respectively, by 
i.e., λ is a pole of the resolvent of T − λ| M . Finally, since there exist HP operators which are not H (p) operators, for example "quasihyponormal operators" [3] , H (p) ⊂ HP.
The class H (p) is large [2, pp. 170-176] . It contains, amongst other classes, the classes consisting of p-hyponormal operators (T ∈ B(H): |T * | 2p |T | 2p for some 0 < p 1), M-hyponormal operators (T ∈ B(H):
(T − λ) 2 x for every unit vector x ∈ H and all λ ∈ C), totally paranormal operators (T ∈ B(X ): (T − λ)x 2 (T − λ) 2 x for every unit vector x ∈ H and all λ ∈ C), transaloid operators (T ∈ B(X ): T − λ equals the spectral radius r(T − λ) for all λ ∈ C), generalized scalar and subscalar operators, and multipliers of commutative semi-simple Banach algebras. (Here, and in the sequel, H denotes a Hilbert space.) Example 2.2. T ∈ B(X ) is totally hereditarily normaloid, T ∈ T HN , if every part, and T −1 p for every invertible part T p , of T is normaloid (i.e., the norm of the part equals its spectral radius); T is completely hereditarily normaloid, T ∈ CHN , if either T ∈ T HN or T − λ is normaloid for every λ ∈ C. CHN operators are simply hereditarily polaroid, i.e., the poles of every part of the operator are simple (or order one) [ [16] . The restriction of a (p, k) − Q operator to an invariant subspace is again (p, k) − Q [16] . Since (p, k) − Q operators are polaroid [9] , (p, k) − Q operators are HP.
Example 2.4. T ∈ B(H)
is a 2-isometry (or, a 2-isometric operator) if T * 2 T 2 − 2T * T + I = 0. Every 2-isometric operator is left invertible; if T is not invertible, then σ (T ) is the closed unit disc (iso σ (T ) = ∅), and if T is invertible, then it is a unitary [1] . Evidently, the restriction of a 2-isometry to an invariant subspace is a 2-isometry. Hence, 2-isometric operators are HP. 
for some scalars c 0 and λ i (1 i s), and positive integers s and t, it follows that [2, p. 68] . Let m ∈ N. We say that T ∈ B(X ) satisfies a local growth condition of order m, T ∈ loc(G m ), if for every closed set F ⊂ C and every x ∈ X T (F ) there exists an analytic function f : 
, where (as before) U is the forward unilateral shift and Q is a (non-nilpotent) quasi-nilpotent operator. Then T ∈ loc(G 1 ) is polaroid (iso σ (T ) = ∅); however, T / ∈ HP since Q is not polaroid.
It is easily seen that the HP property is similarity invariant. However, HP property is not preserved by quasiaffinities. Thus, let T ∈ 2 (N) be the forward unilateral shift, let S ∈ 2 (N) be the weighted forward unilateral shift with the weight sequence { Proof. Let T ∈ HP. For distinct eigenvalues α, β of T , let M denote the subspace generated by (T − α) −1 (0) and
Then A is polaroid and σ (A) = {α, β}. If we let P β denote the projection corresponding to the spectral set {β} of A, then
. Let P β = a; then a 1, and
Suppose to the contrary that T does not have SVEP at a point λ ∈ C. Then there exists a disc D λ centered at λ, and a non-trivial analytic function f :
Let α ∈ D λ and β ∈ D λ be two distinct complex numbers such that both f (α) and f (β) are non-zero.
. But then f is not continuous at β, a contradiction. Hence T has SVEP. 2
Browder, Weyl theorems
We start by explaining some relevant terminology. An operator T ∈ B(X ) is Weyl (respectively Browder) if it is Fredholm of index 0 (respectively Fredholm of finite ascent and descent). The Weyl spectrum σ W (T ) (respectively Browder spectrum σ B (T )) of T is the set λ ∈ C such that T − λI is not Weyl (respectively λ ∈ C such that T − λI is not Browder). Let iso σ (T ), σ a (T ) and iso σ a (T ) denote, respectively, the set of isolated points of σ (T ), the approximate point spectrum of T and the set of isolated points of σ a (T ). 
(T ) \ σ W (T ) = E 0 (T ); T satisfies a-Weyl's theorem, or satisfies a − Wt, if σ a (T ) \ σ W a (T ) = E a 0 (T ); and T satisfies Browder's theorem, or satisfies Bt, if σ B (T ) = σ W (T ). More generally, T satisfies generalized Weyl's theorem, or satisfies gWt (respectively satisfies generalized Browder's theorem, or satisfies gBt), if σ (T ) \ σ BW (T ) = E(T ) (respectively σ (T ) \ σ BW (T ) = Π(T ))
, where σ BW (T ) is the set of λ ∈ C for which T − λ fails to be 'B-Weyl.' Here an operator T ∈ B(X ) is "B-Fredholm," T ∈ Φ BF (X ), if there exists a natural number n, n ∈ N, for which T n X is closed and the induced operator T n : T n X → T n X is Fredholm in the usual sense, and 'B-Weyl,' T ∈ Φ BW (X ), if in addition T n has index 0. The implications gWt ⇒ Wt and gWt ⇒ gBt hold, but the reverse implications (in general) fail [6] .
T ∈ B(X ) is semi B-Fredholm, T ∈ Φ SBF (X ), if T n X is closed for some n ∈ N and the induced operator T n is either upper semi-Fredholm or lower semi-Fredholm (in the usual sense) [6]. For T ∈ Φ SBF (X ), the index of T is defined by ind(T ) = ind(T d ), where d ∈ N is the degree of stable iteration of T (see [6, Definition 2.2]). Let

Φ SBF − + (T ) = T ∈ Φ SBF (X ): T is upper B-Fredholm with ind(T ) 0 ,
and let
We say that a point λ ∈ σ a (T ) is a left pole (respectively left pole of finite rank) of T , denoted λ ∈ Π a (T ) (respectively λ ∈ Π a 0 (T )), if d = asc(T − λ) < ∞ and T d+1 (X ) is closed (respectively λ ∈ Π a (T ) and α(T − λ) < ∞). Following [6] we say that T satisfies generalized a-Weyl's theorem, or a − gWt (respectively generalized a-Browder's theorem, or
The following implications hold (see [6] and [4] 
An operator R ∈ B(X ) is a Riesz operator if R − λ is Fredholm for every non-zero λ ∈ C; equivalently, R is Riesz if and only if the essential spectral radius r e (R) = lim n→∞ π(R n )
where π : B(X ) → B(X )/K(X ) is the Calkin map and K(X ) ⊂ B(X ) is the ideal of compact operators. Let H (σ (T )) (respectively H c (σ (T )) denote the class of functions f which are (defined and) analytic on an open neighbourhood U of σ (T ) (respectively f ∈ H (σ (T ))
such that f is non-constant on each connected component of U ). 
Proposition 3.1. If T ∈ B(X ) has SVEP and R ∈ B(X ) is a Riesz operator which commutes with T , then f (T + R) satisfies a − gBt for every f ∈ H c (σ (T + R)).
Proof. The quotient algebra B(X )/K(X ) is a Banach algebra under the quotient norm. Set π(T + R) = A and π(T )
=
39] it follows that f (T + R), f ∈ H c (σ (T + R)), has SVEP at every
Recall from [11, Theorem 3.1(ii)] that a Banach space operator S satisfies a − gBt if and only if S has SVEP at points λ /
More can be said in the case in which the Riesz operator R is a quasi-nilpotent.
Proposition 3.2. If an operator T ∈ B(X ) has SVEP and commutes with a quasi-nilpotent Q ∈ B(X ), then f (T + Q) satisfies a − gBt for all f ∈ H (σ (T + Q)) and f (T
Proof. Evidently, T + Q and T are quasi-nilpotent equivalent. Since T has SVEP, T + Q has SVEP [17, Proposition 3.4.11]. This implies that f (T +Q) has SVEP for all f ∈ H (σ (T +Q)) [2, Theorem 2.40]; hence f (T +Q) satisfies a −gBt for all f ∈ H (σ (T +Q)). Observe that T +Q has SVEP implies σ (
Propositions 3.1 and 3.2 hold for operators T ∈ HP. Notice however that T + Q may fail to satisfy a − gWt, or, even gWt: consider, for example, the operator which is the sum of the trivial operator 0 with a quasi-nilpotent. If we restrict ourselves to injective quasi-nilpotent operators in Proposition 3.2, then T + Q satisfies Wt. 
Proof. T and T
Then the injectivity of Q implies that c n = 0; hence, by a finite induction argument, c i = 0 for all 0 i n. Since this implies that {Q n x} is a linearly independent set of vectors in
Assume now that T is finitely isoloid. Then it follows from the above that iso σ (T ) = iso σ (T + Q) = ∅. As earlier noted, T + Q satisfies a − gBt; hence T + Q satisfies gBt, i.e., σ (
T + Q may fail to satisfy gWt, and T * + Q * may fail to satisfy a − gWt, in the absence of the hypothesis that T is finitely isoloid. An operator A ∈ B(X ) is an algebraic operator if there exists a non-trivial polynomial q(.) such that q(A) = 0. Operators F ∈ B(X ) such that F n is finite dimensional for some n ∈ N are algebraic. A more satisfactory version of Proposition 3.3 holds for algebraic operators A which commute with an HP operator. But before proving this, we introduce some (further) terminology. An operator S ∈ B(X ) is isoloid (respectively a-isoloid) if {λ ∈ iso σ (S)} ⊆ E(S) (respectively {λ ∈ iso σ a (S)} ⊆ E a (S)). Evidently, polaroid operators are isoloid and left polaroid operators are a-isoloid. Recall from [11, Theorem 3.8 ] that a (necessary and) sufficient condition for S to satisfy gWt is that S satisfies gBt and H 0 (S − λ) = (S − λ) −n (0), for some n ∈ N, at points λ ∈ E(S), and that if S is a-isoloid and satisfies a − gW T , then f (S) satisfies a − gWt for every f ∈ H c (σ (S)) [11, Theorem 3.14] . + A) ).
