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Abstract
This paper focuses on the degree sequence of a random graph process with copying and vertex deletion.
A phase transition is revealed as the following: when copying strictly dominates deletion, the model
possesses a power law degree sequence; and when deletion strictly dominates copying, it possesses an
exponential one; otherwise, the model possesses an intermediate degree distribution which decays as e−c
√
k .
Note that, due to copying, the edge number of the model may grow super-linearly and the model may exhibit
a power law with any exponent greater than 1.
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1. Introduction and statement of the results
Power law degree sequence is one of the most important features of real world networks
[2,11]. (Note that in graph theory, the degree sequence of a graph is a monotonic non-increasing
sequence of its vertex degrees. The degree sequence is a graph invariant so isomorphic graphs
have the same degree sequence [10].) In the last decade, the underlying causes for the emergence
of power law degree distributions has become an important topic in random networks research,
see [3,14]. Relative investigation revealed that preferential attachment (also called “BA mech-
anism”) and copying may be the most important mechanisms which lead to power law degree
sequences, see [1,2,4,5,8,13,18] etc.
In order to model real networks more precisely, general models with edge and vertex dele-
tion are introduced and studied, see [7,9] etc. In [7,9], it was proved that, with disturbance of
deletions, the model may possess a power law degree distribution. Recently, Wu et al. [18] had
studied a model with preferential attachment and edge deletion and showed that, with distur-
bance of deletions, the model possesses a more complicated degree sequence. In fact, the degree
sequence of the model exhibits a critical phenomenon.
In the present paper, we will study a new model with copying and vertex deletion. In general, in
order to characterize the degree sequence of a given model, an appropriate estimate for the edge
number of the model is necessary. As discussed in [9], vertex deletion will make this estimation
“surprisingly difficult”: if a high degree vertex is deleted, the edge number may change by a
large amount in one step, and the use of standard concentration inequalities is prohibited. For
the model studied in this paper, due to copying, any estimate for edge number is avoided. Note
that copying comes from the basic idea that a new web page is often made by copying an old
one and then changing some of the links [13]. One will see latter that, in the copying step of our
model, the degree increasing rate of a vertex is just proportional to the degree of the vertex, and
this coincides with that of models with preferential attachment mechanism.
Now, we begin to introduce our model and then state our main results. Consider the following
process which generates a sequence of random graphs G t = (Vt , Et ), t ≥ 1. Write vt = |Vt |
and et = |Et |.
Time-Step 1. Let G1 consist of an isolated vertex x1.
Time-Step t ≥ 2.
In the case of vt−1 = 0, let G t consist of an isolated vertex xt . Otherwise, we do the following:
1. With probability α > 0, we add a vertex xt to G t−1. Then, for each vertex x ∈ Vt−1,
independently, we add the edge between x and xt with probability min{µ/vt−1, 1}, where
µ > 0 is a given constant. Write at as the number of all added edges in this case.
2. With probability 0 ≤ β ≤ 1 − α, we generate vertex xt by copying an existing vertex x from
Vt−1 uniformly at random. Note that in this case, all neighbors of xt are those of the copied
vertex x .
3. With probability γ := 1 − α − β, we delete a randomly chosen vertex x from Vt−1. So, all
edges concerning x are deleted.
Remark 1.1. By a suitable choice of parameters, the edge number et of the model can grow
super-linearly. For example, in the simple case of γ = 0, as calculated in [15] (see page 5), we
have
E(et ) = µt +Θ(t2(1−α)). (1.1)
This makes our model different from the models introduced in [1,2,4,5,8,13,18] etc.
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In Eq. (1.1) we have used the notation Θ(·). Note that in this paper the equation g(·) =
Θ( f (·)) means that the ratio g(·)/ f (·) is bounded from both above and below by positive
constants. It is denoted by g(·) = O( f (·)) if the ratio g(·)/ f (·) is only emphasized to be bounded
from above by a positive constant.
We assume
0 < α < 1, α + β > 1/2 (1.2)
and
µ ≥ min{β, γ }
α
− 1. (1.3)
Now, let Dk(t) be the number of vertices with degree k ≥ 0 in G t and let Dk(t) be the
expectation of Dk(t). Given α, β, γ , let
ξ = α
β − γ and ζ =
β
γ
. (1.4)
The main results of this paper follow as
Theorem 1.1. Assume that (1.2) and (1.3) hold. Then
1. if β > γ , then there exists a constant C1 = C1(α, β, µ) such that, for any ϵ ∈

0, 12

,Dk(t)t − C1k−1−ξ
 = O(t−ϵ)+ O(k−2−ξ ); (1.5)
2. if β < γ and
µ <
β
α
+ β
γ − β , (1.6)
then there exists a constant C2 = C2(α, β, µ) such that, for any ϵ ∈ (0, 12 ),Dk(t)t − C2ζ kk−1+ξ
 = O(t−ϵ)+ O ζ kk−2+ξ ; (1.7)
3. if β = γ , then there exists a constant Cc = Cc(α, µ) such that, for any ϵ ∈

0, 12

,Dk(t)t − Ccuc(k)
 = O(t−ϵ)+ O

µk
k!

, (1.8)
where uc(k) =
 1
0 gk(t)dt and gk(t) = tk+
αµ
β
−1
(1− t) αµβ exp
 −α
β(1−t)

.
Note that all hidden constants in the O-terms of (1.5), (1.7) and (1.8) are independent of both t
and k.
Remark 1.2. For uc(k), we have the following two estimations:
lim
k→∞ uc(k)e
√
αk/β = 0 (1.9)
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and
lim
k→∞ uc(k)e
h¯
√
k = ∞ (1.10)
for any h¯ > 2
√
α/β. This indicates that uc(k) decays in an intermediate speed as e−Θ(
√
k).
In order to obtain (1.9) and (1.10), we decompose f (h¯, k) := uc(k + 1)eh¯
√
k into two parts as∫ t0
0
gk+1(t)eh¯
√
kdt +
∫ 1
t0
gk+1(t)eh¯
√
kdt =: I+ II,
where t0 = e−h¯/
√
k is the root of the equation eh¯
√
k tk = 1. Firstly, by the dominated convergence
theorem, one always has limk→∞ I = 0. Secondly, if h¯ = √α/β, then
II ≤ (1− t0)
αµ
β
+1 exp

h¯
√
k − α
β
1
1− t0

= (1− t0)
αµ
β
+1 exp{Θ(1)} → 0, as k →∞.
If h¯ > 2
√
α/β, then
II ≥
∫ 1+t0
2
√
t0
gk+1(t)eh¯
√
kdt
≥

1+ t0
2
−√t0
√
t0(1− t0)
2
 αµ
β
exp

h¯
√
k
2
− α
β
2
1− t0

=

1+ t0
2
−√t0
√
t0(1− t0)
2
 αµ
β
exp{Θ(√k)}
→ +∞, as k →∞.
Remark 1.3. In the case of β > γ , by a suitable choice of α and β, ξ can take any value greater
than 0, and thus the model exhibits a power law with exponent 1 + ξ > 1. Note that the power
law distribution with exponent lies in (1, 2) is super heavy-tailed, for its expectation does not
exist.
Remark 1.4. By inequalities (1.3) and (1.6), the feasible set of µ is non-empty. Furthermore, the
condition (1.3) can be relaxed to what is stated in Remark 3.1.
The methodology of our proof follows the standard procedure which can be found in [8,9].
Precisely, our proof will be divided into three parts. In the first part (see Section 2), we establish
the recurrence for Dk(t) and then concern limt→∞ Dk (t)t to the solution of a difference equation,
see (2.13). In the second part (see Section 3), we solve (2.13) and then finish the proof in the last
part (see Section 4).
We note here that (2.13) is a complete linear second-ordered difference equation with variable
coefficients, and solving such an equation has independent research interest on its own. As a
byproduct, we obtain some sufficient conditions for solving Eq. (2.13); see Remark 3.2.
2. Establishing a recurrence for Dk(t)
Let η = 2(α + β)− 1. The same argument as [9] (see Eq. (2.1) in Section 2) shows that
P(vt = 0) ≤ 2e−η2t/2 (2.1)
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and
|vt − ηt | ≤ ct1/2 log t, quite surely (2.2)
for any c > 0. We say that an event happens quite surely (qs) if the probability of the compli-
mentary set of the event is O(t−K ) for any K > 0.
By a well-known result in the theory of large deviation (see [16]), we have that for any ϵ > 0,
there exists c1, c2 > 0 such that
P(|vt − ηt | ≥ ϵt) ≤ c1 exp{−c2t} (2.3)
for all t ≥ 1.
Now we follow the basic procedures in [9] to establish the recurrence for Dk(t). Put D−1(t) =
0 for all t ≥ 1. For k ≥ 0, we have
Dk(t + 1) = Dk(t)+ αµE
[
Dk−1(t)
vt
− Dk(t)
vt
 vt > µ]P(vt > µ)+ β(k − 1)E
×
[
Dk−1(t)
vt
− Dk(t)
vt
 vt > 0]P(vt > 0)
+ γ (k + 1)E
[
Dk+1(t)
vt
− Dk(t)
vt
 vt > 0]
×P(vt > 0)+ αP(at+1 = k | vt > 0)P(vt > 0)+ O(P(vt ≤ µ)). (2.4)
For any k ≥ 1,
kDk(t)
vt
≤ 2et
vt
≤ vt (vt − 1)
vt
≤ t, (2.5)
then, by (2.1), (2.2) and (2.5),
E
[
kDk(t)
vt
 vt > 0] = kDk(t)ηt + O(t−1/2 log t), (2.6)
for all k ≥ 1. Thus, using (2.6), (2.4) can be rewritten as follows: D−1(t) = 0 for all t > 0 and
for k ≥ 0
Dk(t + 1) = Dk(t)+ γ (k + 1)
η
Dk+1(t)
t
− αµ+ β(k − 1)+ γ (k + 1)
η
Dk(t)
t
+ αµ+ β(k − 1)
η
Dk−1(t)
t
+ αP(at+1 = k, vt > 0)+ O(t−1/2 log t). (2.7)
To solve the recurrence (2.7), we need an appropriate estimate for the term P(at+1 = k, vt >
0), this should be a uniform bound for the convergence rate of the so-called law of small numbers.
Now, let Yt = B(t, ν/t) be the binomial random variable with parameter (t, ν/t), where ν > 0
is a constant. It follows from the main theorem of [6] that
sup
k≥1
P(Yt = k)− νkk! e−ν
 = O(t−1). (2.8)
By (2.1) and (2.2), we have
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P(at+1 = k, vt > 0) = P(at+1 = k, vt > 0, |vt − ηt | ≤ ct1/2 log t)+ O(t−10)
= P(at+1 = k | |vt − ηt | ≤ ct1/2 log t, vt > 0)

1− O(t−10)

+ O(t−10). (2.9)
Now, by (2.8), for any positive integer n satisfying ηt − ct1/2 log t ≤ n ≤ ηt + ct1/2 log t ,
P(at+1 = k | vt = n) = P(B(n, µ/n) = k) = µ
k
k! e
−µ + O(n−1)
= µ
k
k! e
−µ + O(t−1). (2.10)
Then, by (2.9) and (2.10), we have
P(at+1 = k, vt > 0) = µ
k
k! e
−µ + O(t−1). (2.11)
Using (2.11) and (2.7), we derive the final version of the recurrence for Dk(t) as follows:
D−1(t) = 0 for all t > 0 and for k ≥ 0
Dk(t + 1) = Dk(t)+ (A2(k + 1)+ B2) Dk+1(t)t + (A1k + B1 + 1)
Dk(t)
t
+ (A0(k − 1)+ B0)Dk−1(t)t + bk + O(t
−1/2 log t), (2.12)
where bk = αµkk! e−µ and
A2 = γ
η
, A1 = −β + γ
η
, A0 = β
η
,
B2 = 0, B1 = −1− αµ− β + γ
η
, B0 = αµ
η
.
Note that the hidden constant in O(t−1/2 log t) is chosen uniformly in k.
Recurrence (2.12) corresponds the following recurrence in k: d−1 = 0 and for k ≥ −1,
(A2(k + 2)+ B2)dk+2 + (A1(k + 1)+ B1)dk+1 + (A0k + B0)dk = −bk+1. (2.13)
The following lemma shows that (2.13) is a good approximation to (2.12).
Lemma 2.1. Let dk be a solution for (2.13) such that |dk | ≤ C/k for k > 0 and a constant C.
Then, for any ϵ ∈ (0, 1/2), there exists M > 0 such that
|Dk(t)− tdk | ≤ Mt1/2+ϵ
for all t ≥ 1 and k ≥ −1.
To prove Lemma 2.1, we need an estimate for vertex degree. Given times s and t with 1 ≤ s ≤ t ,
let d(s, t) be the degree of vertex xs in G t ; if xs is not created in Time-Step s, i.e., at time-step s,
one randomly chosen vertex is deleted, put d(s, t) = 0. Then, we have
Lemma 2.2. There exists a ρ ∈ (0, 1) such that
d(s, t) ≤ (t/s)ρ, qs. (2.14)
Proof. Fix s ≤ t , suppose that xs is added in Time-Step s. Let Xτ = d(s, τ ) for τ = s,
s + 1, . . . , t and Y be the {1, 2, 3}-valued random variable with
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P(Y = 1) = α, P(Y = 2) = β, P(Y = 3) = γ.
Conditional on Xτ = x and vτ > µ, we have
Xτ+1 ≤ x + 1{Y=1}B(1, µ/vτ )+ 1{Y=2}B(1, x/vτ ), (2.15)
where B(1, p) is the {0, 1}-valued random variable with P(B(1, p) = 1) = p.
If vτ in Eq. (2.15) is substituted by ητ , then, (2.14) can be derived by a standard argument
which can be found in the proof of Lemma 3.1 in [9]. Actually, with the estimate (2.3) of vt , the
lemma follows from a random modification of such standard argument. For details, please refer
to Lemma 2.1 in [17]. 
Proof of Lemma 2.1. With the degree bound (2.14), it suffices to follow the methodology of
Cooper et al. [9]; for details, one may refer to [9,17]. We have to point out that, the existence of
such an M depends on the uniform (in k) hidden constant in term O(t−1/2 log t) of (2.12). 
In order to prove Theorem 1.1, it suffices to solve the recurrence (2.13) and then verify that
the resulting solution satisfies the requirements of Lemma 2.1.
3. Solving the recurrence (2.13)
In this section, we try to solve (2.13) in three steps: the first two steps are standard, see [9]; the
third step is developed in the present paper and plays a key role in solving (2.13). Note that [9]
only deals with recurrences like (3.7).
Step 1. Using the Laplace method (see page 579 of [12]), we solve the following homogeneous
equation
(A2(k + 2)+ B2) fk+2 + (A1(k + 1)+ B1) fk+1 + (A0k + B0) fk = 0, k ≥ 1. (3.1)
Let
φ1(t) = A2t2 + A1t + A0; φ0(t) = B2t2 + B1t + B0.
It follows from the Laplace method that, for constants a, b and function v(t), if
[tkφ1(t)v(t)]ba = 0 and
v′(t)
v(t)
= φ0(t)
tφ1(t)
(3.2)
then
fk =
∫ b
a
tk−1v(t)dt, k ≥ 1
is the solution of (3.1).
In the case of β > γ , it is straightforward to check that, a = 0, b = 1 and
v(t) = v1(t) =

t
ζ − t
αµ/β 1− t
ζ − t
ξ
, 0 ≤ t ≤ 1
are suitable choices and
u1(k) =
∫ 1
0
tk−1v1(t)dt, k ≥ 1 (3.3)
solves (3.1). Where ξ and ζ are given in (1.4).
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In case of β < γ , we can take a = 0, b = ζ and
v(t) = v2(t) =

t
ζ − t
αµ/β 
ζ − t
1− t
−ξ
, 0 ≤ t ≤ ζ
and then obtain the solution
u2(k) =
∫ ζ
0
tk−1v2(t)dt, k ≥ 1. (3.4)
Note that in this case, we need the condition (1.6) to guarantee both φ1(b)v2(b) = 0 and the
convergence of the integral in (3.4).
In the critical case of β = γ , we take a = 0, b = 1 and
v(t) = vc(t) = [t (1− t)]
αµ
β exp
 −α
β(1− t)

, 0 ≤ t ≤ 1
and then obtain the solution
uc(k) =
∫ 1
0
tk−1vc(t)dt, k ≥ 1. (3.5)
By (3.2), we have
2A2ui (2)+ (A1 + B1 − A2B0/B1)ui (1) = B0
∫ b
a
[
γ
(1+ µ)α −
1
t
]
vi (t)dt (3.6)
for i = 1, 2 and c.
Step 2. For any given integer m ≥ 0, we solve the following non-homogeneous equation:
f−1 = 0 and for k ≥ −1
(A2(k + 2)+ B2) fk+2 + (A1(k + 1)+ B1) fk+1 + (A0k + B0) fk = −1{k=m−1}. (3.7)
In case of m > 1, define hmk = 0 for k ≥ m, hmm−1 = −1(m−1)A0+B0 and for j = m − 2,
m − 3, . . . , 1, let hmj be such that
A2( j + 2)hmj+2 + (A1( j + 1)+ B1)hmj+1 + (A0 j + B0)hmj = 0. (3.8)
Then, for any constant C,Cu(k) + hmk , k ≥ 1 is a solution of Eq. (3.7) for k ≥ 1, where u(k)
denotes the solution of (3.1).
Now, take
Cm = − 2A2h
m
2 + (A1 + B1 − A2B0/B1)hm1
2A2u(2)+ (A1 + B1 − A2B0/B1)u(1) ,
and
Dm = − A2(C
mu(1)+ hm1 )
B1
.
By (3.6) and (1.3),
2A2u(2)+ (A1 + B1 − A2B0/B1)u(1) ≠ 0 (3.9)
and Cm is well defined.
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It is straightforward to check that
f mk :=
0, if k = −1Dm, if k = 0Cmu(k)+ hmk , otherwise. (3.10)
is a solution of Eq. (3.7).
In case of m = 1, take C1 = − 12A2u(2)+(A1+B1−A2B0/B1)u(1) , D1 = −
C1A2u(1)
B1
and define
f 1k :=

0, if k = −1
D1, if k = 0
C1u(k), otherwise.
(3.11)
In case of m = 0, take C0 = B0/B12A2u(2)+(A1+B1−A2B0/B1)u(1) , D0 = −
1+C0A2u(1)
B1
and define
f 0k :=

0, if k = −1
D0, if k = 0
C0u(k), otherwise.
(3.12)
It is straightforward to check that (3.11) and (3.12) are all solutions of (3.7).
Remark 3.1. (1.3) is a simple sufficient condition for (3.9), in fact, for given α, β and γ , (1.3)
can be relaxed as∫ b
a
[
γ
(1+ µ)α −
1
t
]
vi (t)dt ≠ 0, i = 1, 2, c. (3.13)
Step 3. In this step, we finish constructing the solution of the general non-homogeneous equa-
tion (2.13). First of all, we have the following lemma
Lemma 3.1. Let {hmk : k ≥ 1,m > 1} be given in step 2, then, there exists a constant L > 0
such that
|hmm−k | ≤ Lk
for all m > 1 and k ≥ 1.
Proof. From Eq. (3.8), we have
|hmm−k | ≤
A2(m − k + 2)+ B2
A0(m − k)+ B0 |h
m
m−(k−2)| +
|A1(m − k + 1)+ B1|
A0(m − k)+ B0 |h
m
m−(k−1)|.
Take
L = max

sup
j≥1
2(A2( j + 2)+ B2)
A0 j + B0 , supj≥1
2|A1( j + 1)+ B1|
A0 j + B0 ,
1
A0 + B0 , 1

then, the lemma follows immediately by induction. 
Next, by step 2, we know that {bm f mk : k ≥ −1} is the solution of the equation derived from
(3.7) with −1{k=m−1} substituted by −bm1{k=m−1}.
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Now, if we define
dk :=
∞−
m=0
bm f
m
k =
0, if k = −1D, if k = 0Cu(k)+ Hk, otherwise, (3.14)
where
D =
∞−
m=0
bmD
m, C =
∞−
m=0
bmC
m and Hk =
∞−
m=2
bmh
m
k . (3.15)
Then, by Lemma 3.1, the above summations converge and, clearly, {dk : k ≥ −1} is a solution
of Eq. (2.13).
Remark 3.2. For the general difference equation with the form (2.13), if bk decays properly such
that the summations in (3.15) converge, then, it is solved by {dk} given in (3.14).
4. Proof of Theorem 1.1
Firstly, for u1(k) given in (3.3), calculating as Lemma 6.1 in [9], we have
u1(k) = θ ξ+
αµ
β
∫ 1
0
tk−1

t
1− θ t
 αµ
β

1− t
1− θ t
ξ
dt
= (1+ O(k−1))D1k−(1+ξ), (4.1)
where θ = γ /β = ζ−1 and D1 = D1(α, β, µ) > 0 is a constant. Similarly, for u2(k) given in
(3.4), there exists some constant D2 = D2(α, β, µ) > 0 such that
u2(k) = ζ k+
α
γ−β
∫ 1
0
tk−1

t
1− t
 αµ
β

1− t
1− ζ t
−ξ
dt
= (1+ O(k−1))D2ζ kk−(1−ξ). (4.2)
Secondly, using Lemma 3.1 again, we have
Hk =
∞−
m=2
bmh
m
k =
∞−
m=k+1
bmh
m
k ≤
∞−
m=k+1
αe−µµ
m
m! L
m−k = O

µk
k!

. (4.3)
By (4.1)–(4.3), it is straightforward to check that {dk} defined in (3.14) satisfies the require-
ments of Lemma 2.1. Then, by Lemma 2.1, the constant C given in (3.15) is positive and
Theorem 1.1 follows. 
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