





















































ayuda en esta tesina en  toda  la parte relativa a  la puesta a punto del modelo Simulink y del 
Algoritmo Genético. 
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los  avances  técnicos  más  remarcable  y  que  más  ha  perdurado  en  el  tiempo  ha  sido 
probablemente  la  estrategia  de  "stop  and  go".  Esta  estrategia  consiste  en  apagar  el motor 
cuando no es necesario aplicar  la  fuerza motriz al vehículo, por ejemplo cuando va andando 
cuesta abajo, y encenderlo cuando su uso es más eficiente por ejemplo durante las pendientes 
de  subida. Nuestro  vehículo al poseer motor de  combustión  interna, utiliza  la estrategia de 
carrera  antes  citada  de  “stop  and  go”.  Cuando  hay  que  utilizar  esta  estrategia  en  la 
competición,  la primera pregunta que  se nos viene a  la  cabeza es: ¿cuáles  serán  los puntos 
óptimos de arrancada y parada de motor?   
Esta  pregunta  a  priori  tiene  difícil  respuesta,  ya  que  son  prácticamente  infinitas  las 
combinaciones que  se pueden hacer de arrancada  y parada del motor  con  la  restricción de 
acabar la manga de la carrera a una velocidad superior a 30km/h: ¿sería mejor hacer un mayor 
número  de  arrancadas más  cortas?,  ¿será  aconsejable  hacer menos  arrancadas  pero más 
largas?, ¿hasta qué velocidad mínima  será bueno dejar descender el vehículo?, ¿a partir de 
qué valor de velocidad máxima será aconsejable parar el motor para no disparar el consumo? 
De  todas  estas  preguntas  y  muchas  más,  nace  la  idea  principal  de  esta  tesina: 








El  propósito  general  de  esta  tesis  de  máster,  llevada  a  cabo  en  la  Universidad 
Politécnica de Valencia,  trata  sobre  la generación de un  simulador en Matlab‐Simulink para 




























Este  trabajo debido al  tiempo y a  los medios de que  se dispone para  realizarlo  será 
estrictamente teórico. Quedarán por tanto para futuras mejoras el contrastar  los valores que 
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optimización  inspirada en  la  teoría de  la evolución de  las especies y selección natural. Estos 
algoritmos  reúnen  características  de  búsqueda  aleatoria  con  características  de  búsqueda 
dirigida que provienen del mecanismo de selección de los individuos más adaptados. La unión 
de ambas características  les permite abordar  los problemas de una  forma muy particular, ya 
que tienen capacidad para acceder a cualquier región del espacio de búsqueda, capacidad de 
la que  carecen otros métodos de búsqueda exhaustiva. A  la vez que exploran el espacio de 
soluciones de una  forma mucho más  eficiente  que  los métodos puramente  aleatorios.  [Gil, 
2006]. 
 
Están  basados  en  el  proceso  genético  de  los  organismos  vivos.  A  lo  largo  de  las 




recursos  tales  como  comida,  agua  y  refugio.  Incluso  los miembros  de  una misma  especie 
compiten a menudo en  la búsqueda de un  compañero. Aquellos  individuos que  tienen más 
éxito  en  sobrevivir  y  en  atraer  compañeros,  tienen mayor probabilidad de  generar un  gran 
número  de  descendientes.  Por  el  contrario  individuos  poco  dotados  producirán  un menor 
número de descendientes. Esto significa que  los genes de  los  individuos mejor adaptados se 
propagaran  en  sucesivas  generaciones  hacia  un  número  de  individuos  creciente.  La 
combinación de buenas  características provenientes de diferentes ancestros, puede a  veces 
producir  descendientes  "superindividuos",  cuya  adaptación  es  mucho  mayor  que  la  de 
cualquiera  de  sus  ancestros.  De  esta  manera,  las  especies  evolucionan  logrando  unas 
características cada vez mejor adaptadas al entorno en el que viven. 
 
Por  imitación  de  este  proceso,  los  AG  son  capaces  de  ir  creando  soluciones  para 
problemas del mundo real. Dado un problema específico a resolver,  la entrada del AG es un 






de  candidatas  generadas  aleatoriamente,  por  supuesto,  la  mayoría  no  funcionarán  en 










de  evaluación  de  aptitud.  Las  candidatas  que  han  empeorado  o  no  han mejorado  con  los 
cambios en su código son eliminadas de nuevo; pero, de nuevo, por puro azar, las variaciones 
aleatorias  introducidas  en  la  población  pueden  haber  mejorado  a  algunos  individuos, 
convirtiéndolos  en mejores  soluciones  del  problema, más  completas  o más  eficientes.  De 
nuevo, se selecionan y copian estos  individuos vencedores hacia  la siguiente generación con 





estrategia  enormemente  poderosa  y  exitosa  para  resolver  problemas,  demostrando  de 
manera  espectacular  el poder de  los principios  evolutivos.  El poder de  los AG proviene del 
hecho de que se trata de una técnica robusta, y pueden tratar con éxito una gran variedad de 
problemas provenientes de diferentes  áreas,  incluyendo aquellos en  los que otros métodos 




En  el  caso  de  que  existan  técnicas  especializadas  para  resolver  un  determinado 
problema,  lo más probable es que superen al AG, tanto en rapidez como en eficacia. El gran 
campo de aplicación de los AG se relaciona con aquellos problemas para los cuales no existen 










equilibrio  alcanzado  entre  la  eficiencia  y  eficacia  para  resolver  diferentes  y muy  complejos 
problemas  de  grandes  dimensiones.  Lo  que  aventaja  a  los  AG  frente  a  otros  algoritmos 
tradicionales de búsqueda es que se diferencian de estos en los siguientes aspectos: 
 































● El primer y más  importante punto es que  los AG son  intrínsecamente paralelos. La 
mayoría de  los otros algoritmos son en serie y sólo pueden explorar el espacio de soluciones 
hacia una solución en una dirección al mismo tiempo, y si la solución que descubren resulta no 






●  Sin  embargo,  la  ventaja  del  paralelismo  va  más  allá  de  esto.  Consideramos  lo 
siguiente: todas las cadenas binarias (cadenas de ceros y unos) de 8 dígitos forman un espacio 
de  búsqueda,  que  puede  representarse  como  ********  (donde  *  significa  “o  0  o  1”).  La 
cadena 01101010 es un miembro de este espacio. Sin embargo, también es un miembro del 
espacio  0*******,  del  espacio  01******,  del  espacio  0******0,  del  espacio  0*1*1*1*,  del 
espacio  10*01**0,  etc.  Evaluando  la  aptitud  de  esta  cadena  particular,  un  AG  estaría 
sondeando  cada  uno  de  los  espacios  a  los  que  pertenece.  Tras muchas  evaluaciones,  iría 
obteniendo un valor cada vez más preciso de la aptitud media de cada uno de estos espacios, 







Afortunadamente, el paralelismo  implícito de  los AG  les permite superar  incluso este 
enorme número de posibilidades, y encontrar con éxito resultados óptimos o muy buenos en 
un corto periodo de  tiempo,  tras muestrear directamente  sólo  regiones pequeñas del vasto 
paisaje adaptativo.   
 
Al principio, el AG genera una población  inicial diversa,  lanzando una “red”  sobre el 
paisaje adaptativo. [Koza, 2003] compara esto con un ejército de paracaidistas cayendo sobre 
el paisaje del espacio de búsqueda de un problema, cada uno de ellos con órdenes de buscar el 
pico más  alto). Pequeñas mutaciones permiten  a  cada  individuo explorar  sus proximidades, 
mientras que la selección enfoca el progreso, guiando a la descendencia del algoritmo cuesta 
arriba  hacia  zonas  más  prometedoras  del  espacio  de  soluciones,  permitiendo  escapar  de 
mínimos locales. 
 




cruce  en  juego,  hay  una  transferencia  de  información  entre  los  candidatos  prósperos  los 






●  Otra  área  en  el  que  destacan  los  AG  es  su  habilidad  para  manipular  muchos 
parámetros  simultáneamente.  Muchos  problemas  de  la  vida  real  no  pueden  definirse  en 
términos de un único valor que hay que minimizar o maximizar, sino que deben expresarse en 
términos  de  múltiples  objetivos,  a  menudo  involucrando  contrapartidas:  uno  sólo  puede 
mejorar  a  expensas  de  otro.  Los  AG  son  muy  buenos  resolviendo  estos  problemas:  en 
particular,  su  uso  del  paralelismo  les  permite  producir  múltiples  soluciones,  igualmente 
buenas,  al  mismo  problema,  donde  posiblemente  una  solución  candidata  optimiza  un 
parámetro  y  otra  candidata  optimiza  uno  distinto  y  luego  un  supervisor  humano  puede 
seleccionar una de esas candidatas para su utilización. Si una solución particular a un problema 
con múltiples objetivos optimiza un parámetro hasta  el punto  en  el que  ese parámetro no 





deben  resolver. En  lugar de utilizar  información específica  conocida a priori para guiar  cada 
paso y  realizar cambios con un ojo puesto en el mejoramiento, como hacen  los diseñadores 




así  decirlo.  Como  sus  decisiones  están  basadas  en  la  aleatoriedad,  todos  los  caminos  de 
búsqueda posibles están abiertos teóricamente a un AG; en contraste, cualquier estrategia de 
resolución  de  problemas  que  dependa  de  un  conocimiento  previo,  debe  inevitablemente 
comenzar descartando muchos  caminos  a priori, perdiendo  así  cualquier  solución novedosa 
que pueda existir. Los AG, al carecer de ideas preconcebidas basadas en creencias establecidas 
sobre “cómo deben hacerse las cosas” o sobre lo que “de ninguna manera podría funcionar”, 
los  AG  no  tienen  este  problema.  De  manera  similar,  cualquier  técnica  que  dependa  de 
conocimiento previo fracasará cuando no esté disponible tal conocimiento, pero, de nuevo, los 
AG  no  se  ven  afectados  negativamente  por  la  ignorancia. Mediante  sus  componentes  de 
paralelismo,  cruce  y  mutación,  pueden  viajar  extensamente  por  el  paisaje  adaptativo, 
explorando  regiones que algoritmos producidos con  inteligencia podrían no haber  tenido en 













●  La  primera  y  más  importante  consideración  al  crear  un  AG  es  definir  una 
representación del problema. El lenguaje utilizado para especificar soluciones candidatas debe 






para  que  se  pueda  alcanzar  una mayor  aptitud  y  verdaderamente  signifique  una  solución 













●  Un  problema  muy  conocido  que  puede  surgir  con  un  AG  se  conoce  como 
convergencia prematura. Si un individuo que es más apto que la mayoría de sus competidores 
su  valor  emerge  rápidamente  muy  por  encima  del  resto,  lo  que  conlleva  que  se  puede 
reproducir tan abundantemente que merme  la diversidad de  la población demasiado pronto, 
provocando que el algoritmo converja hacia el óptimo  local que representa ese  individuo, en 






de manera  analítica. No  es  que  los AG  no  puedan  encontrar  soluciones  buenas  para  estos 
problemas; simplemente es que los métodos analíticos tradicionales consumen mucho menos 


































































































































































































































Los  individuos más  aptos  se  seleccionan  en  parejas  para  reproducirse.  La  reproducción     
genera  nuevos  cromosomas  que  combinan  características  de  ambos  padres.  Estos  nuevos 
cromosomas  reemplazan  a  los  individuos  con menores  valores  de  adaptación.  A  continuación, 
algunos    cromosomas  son  seleccionados  al  azar  para  ser mutados.  La  mutación  consiste  en 
aplicar  un  cambio  aleatorio  en  su  estructura.  Luego, los nuevos cromosomas deben incorporarse 
a la población; estos cromosomas deben reemplazar a cromosomas ya existentes. Existen diferentes 
criterios que      pueden utilizarse para elegir a los cromosomas que serán reemplazados. El ciclo de 









cumpla  el  criterio  de 
terminación 



























































































En  los  AG  s
no tiene po































































































































































































































































































































también  trabaja  sobre  este  punto)  de  material  genético  para  el  algoritmo  genético.  La 
población  inicial  debe  contener  cromosomas  que  estén  bien  dispersos  por  el  espacio  de 
soluciones. La manera más simple de cumplir con este objetivo es elegir cromosomas al azar.   
El uso de una heurística  [Bezdek et.al., 1994] puede ayudar a generar una población 
inicial  compuesta  de  soluciones  de  mediana  calidad,  ahorrando  tiempo  al  proceso  de 
evolución. Este punto puede ser ventajoso de cara a conseguir una rápida convergencia pero 
por el contrario puede hacer caer al algoritmo en un mínimo local. Por tanto, es imprescindible 




población.  Parece  intuitivo  que  las  poblaciones  pequeñas  corren  el  riesgo  de  no  cubrir 
adecuadamente  el  espacio  de  búsqueda, mientras  que  el  trabajar  con  poblaciones  de  gran 
tamaño puede acarrear problemas relacionados con el excesivo costo computacional. 
   
[Goldberg,  1989]  efectuó  un  estudio  teórico,  obteniendo  como  conclusión  que  el 
tamaño  óptimo  de  la  población  para  ristras  de  longitud  L,  con  codificación  binaria,  crece 
exponencialmente    con el tamaño de la ristra. Este resultado traería como consecuencia que 








La evolución de  la población depende en gran medida de  la calidad de  los  individuos 
que la componen y compiten por aumentar la presencia de sus genes en generaciones futuras, 
mediante  la  participación  en  las  operaciones  de  reproducción.  Esta  calidad  se mide  por  la 
adecuación de cada individuo a ser la solución óptima del problema.   
 
La única  forma que  tenemos de  evaluar  la  calidad de  los  individuos  es mediante  la 
función de adaptación. La determinación de ésta es uno de los aspectos cruciales para el buen 
funcionamiento del algoritmo genético, ya que deberá garantizar  la diversidad de  los valores 
de  adaptación  de  los  individuos.  Valores  muy  similares  de  adaptación  entre  los  mejores 
individuos  y  el  resto  de  la  población,  provocaría  el  incorrecto  funcionamiento  de  los 
mecanismos  de  selección,  haciendo  los  cruces  aleatorios  en  lugar  de  guiados  hacia  los 
individuos más aptos. Con una problemática  similar, grandes discrepancias entre valores de 







adaptados. Valores pequeños de  ella  conllevan una  convergencia muy  lenta 







 Tiempo  de  posesión: mide  el número de  generaciones necesarias para que 
toda  la población esté  compuesta por copias del mismo  individuo cuando el 
único operador que se aplica es la selección. 






Esta  técnica  nos  permite  establecer  una  separación  adecuada  entre  los  valores  de 
adaptación  de  los  distintos  individuos,  para  que  el  mecanismo  de  selección  de  nuestro 







Donde  a  y  b  se  eligen  de  forma  que  la  adaptación  media  de  la 
población corresponda con la media de los valores de la función objetivo y que 
la  adaptación  del mejor  sea  el  producto  por  un  cierto  parámetro  P  por  la 
adaptación media. P normalmente tiene valores entre 1.2 y 2. 
1 ∙ 	 ̅ 
 
	
1 ∙ 	 ̅
á 	 ∙ 	 ̅
 
 
 Escalado  Sigma:  Esta  técnica,  propuesta  inicialmente por  [Forrest,  85] hace 
que el valor de la adaptación de un individuo dependa del valor de la función 
objetivo,  del  valor medio  de  dicha  función  para  toda  la  población  y  de  la 
dispersión  σ de valores. Este mecanismo hace que el  comportamiento de  la 
selección  varíe  a  lo  largo  de  la  evolución.  En  las  primeras  generaciones  se 
tendrán valores altos de la desviación estándar, lo que hará que las variaciones 
entre  las  adaptaciones  de  los  individuos  sean  más  pequeñas  y  las 
oportunidades  de  supervivencia  se  repartan.  Según  avanza  la  evolución,  la 














 Escalado  basado  en  potencias: Con este método propuesto en  [Macgilvary, 


















opciones  de  reproducción  de  los  individuos menos  aptos,  pues  en  pocas  generaciones  la 




Propuesto  por  [De  Jong,  75],  es  posiblemente  el  método más  utilizado  desde  los 
orígenes de los algoritmos genéticos. A cada uno de los individuos de la población se le asigna 
una  parte  proporcional  a  su  ajuste  de  una  ruleta  de  tal  forma  que  la  suma  de  todos  los 
porcentajes sea la unidad. Los mejores individuos recibirán una porción de la ruleta mayor que 
la recibida por  los peores. Generalmente  la población está ordenada en base al ajuste por  lo 
que  las  porciones  más  grandes  se  encuentran  al  inicio  de  la  ruleta.  Para  seleccionar  un 
individuo basta  con  generar un número  aleatorio del  intervalo  [0‐1]  y devolver el  individuo 
situado en esa posición de la ruleta. Esta posición se suele obtener recorriendo los individuos 
de  la población y acumulando sus proporciones de  ruleta hasta que  la suma exceda el valor 
obtenido. 































































































































































































Los  tres  operadores  de  selección  descritos  anteriormente  no  permiten  regular  la 
presión  selectiva.  El  operador  de  selección  basado  en  restos  siempre  seleccionará  a  los 
mejores individuos de la población. La selección por ruleta, si no se aplica ninguna función de 
escala,  aplica  una  presión  selectiva  muy  alta  cuando  las  aptitudes  de  los  individuos  son 
variadas, y muy baja cuando las aptitudes son similares [Goldberg, 1989].   
 









[0‐1],  si  es mayor que un parámetro p  (fijado para  todo  el proceso  evolutivo)  se  escoge  el 




igual  al  tamaño  de  la  población,  el  algoritmo  genético  solamente  seleccionará  al  mejor 
individuo de la población. En el otro extremo, si T es igual a 1, se logra la presión selectiva más 
baja  (los cromosomas se seleccionan al azar). Manteniendo estos parámetros constantes, se 




El  elitismo  consiste  en  asegurar  la  supervivencia  de  los  mejores  individuos  de  la 





 Por  lo  tanto,  debemos  utilizar  el  elitismo  cuidadosamente,  teniendo  en  cuenta  las 
características del problema. En general, el porcentaje de la población perteneciente a la élite 
no debe  ser mayor del 1 ó 2% del  total.  Sin embargo, es una  técnica muy útil que no  sólo 
acelera  la  convergencia,  sino  que  asegura  que  si  en  algún  momento  de  la  evolución  del 





Una vez seleccionados  los  individuos, éstos son  recombinados para producir algunos 
individuos que no  estaban presentes  en  la  generación  anterior. De  esta  forma  el  algoritmo 






















por  una  estrategia  destructiva  los  descendientes  se  insertarán  en  la  población  temporal 
aunque sus padres tengan un mejor ajuste (trabajando con una población a esta comparación 
se  realizará  con  los  individuos  a  reemplazar).  Por  el  contrario  utilizando  una  estrategia  no 
destructiva, la descendencia pasará a la siguiente generación únicamente si supera la bondad 
del  ajuste  de  los  padres  o  de  los  individuos  a  reemplazar.  Al  compartir  las  características 
buenas de dos individuos, la descendencia, o al menos parte de ella, debería tener una bondad 
mayor  que  cada  uno  de  los  padres  por  separado.  Si  el  cruce  no  agrupa  las  mejores 
características en uno de  los hijos y  la descendencia  tiene un peor ajuste que  los padres no 
significa que se esté dando un paso atrás.   
 
Optando  por  una  estrategia  de  cruce  no  destructiva  garantizamos  que  pasen  a  la 
siguiente generación los mejores individuos. Si aún con un ajuste peor se opta por insertar a la 
descendencia,  y  puesto  que  los  genes  de  los  padres  continuarán  en  la  población  (aunque 
































































































































































































































































































































































































































































































































































































aunque  existen  otras  posibilidades.  Para mantener  el  tamaño  de  la  población,  los  nuevos 
individuos  creados  mediante  los  operadores  genéticos  deben  reemplazar  a  otros  de  la 





 AG con estado estacionario:  la descendencia de  los  individuos seleccionados 
en cada generación se incluye en la población, reemplazando a algunos de los 






 Reemplazo  aleatorio:  los  individuos  a  eliminar  se  eligen  aleatoriamente.  El 
número de individuos a eliminar viene dado por el tamaño de la descendencia, 




 Reemplazo  de  los  individuos  peor  adaptados:  los  individuos  a  eliminar  se 
eligen  aleatoriamente,  pero  sólo  entre  los  que  tiene  el  valor  de  adaptación 
más  bajo.  Valores  bajos  de  adaptación  se  suelen  considerar  por  debajo  del 
10% de la adaptación media.   
 
 Reemplazo  de  individuos  de  adaptación  similar:  Cada  nuevo  individuo 






 Cuando  nos  enfrentamos  a  la  resolución mediante AG  de  un  problema  restringido, 
existe  la  probabilidad,  debido  a  lo  aleatorio  de  los  mecanismos  de  creación  y  cruce  de 





Las  técnicas  de  tratamiento  de  restricciones  en  algoritmos  evolutivos  pueden 
agruparse en tres tipos básicos: 
 Técnicas de  penalización:  son  las más generales,  ya que pueden aplicarse  a 
cualquier problema con restricciones. Consisten en generar soluciones para el 
problema  ignorando  las  restricciones  y penalizar después en  la evaluación  a 
aquellas soluciones que no cumplan las restricciones del problema. A menudo 
la función de penalización depende del grado de la violación de la restricción, 
es  decir,  es  alguna  función  (logaritmo,  exponencial,  etc.)  del  grado  de  la 
violación. En ocasiones también se hace que  la penalización cambie a medida 
que  avanza  la evolución, de manera que  al  comienzo del proceso haya más 
permisividad  de  soluciones  que  violan  las  restricciones  y  a medida  que  se 
acerca el final de la evolución la penalización se incremente. 
 
 Técnicas  de  reparación:  Son  aquellas  en  las que  se busca  algún mecanismo 
para  corregir  las  soluciones  que  violan  las  restricciones  del  problema.  Estas 





















complejidad del problema  y necesitaríamos una  etapa de pruebas previa para  estimar  este 
parámetro.   
El tercer criterio de terminación se basa en el avance que ha conseguido el algoritmo 
en un  cierto número de generaciones. Este número de generaciones  también puede  ser un 
parámetro. Las posibilidades de progreso del algoritmo pueden estimarse en  función de dos 
aspectos: 
 El genotipo de  los  individuos:  Los algoritmos  cuya  terminación dependen de 
este  aspecto  comprueban  el  número  de  genes  que  han  convergido.  Se 










Dependiendo  de  nuestro  conocimiento  del  problema,  podemos  utilizar  otras 
































































































os  de  un  ve
smisión,… 





























































































































































































































































































































































































































































































































































































































































	 	 ∙ 	
	 	 ∙ 	
	  
















∙ 	 	 ∙ 	 ∙
	 ∙ 	







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































En  este  capítulo  se  hará  una  breve  descripción  de  los  bloques  en  los  cuales  se 
compone el modelo del vehículo. Posteriormente en el capítulo 8, se hará una descripción más 
detallada  de  la  dinámica  del  vehículo  y  de  los  factores  tenidos  en  cuenta  a  la  hora  de  la 
creación de los distintos bloques. 
La  razón del modelado del vehículo no es otra que  la de simular el comportamiento 
dinámico  del mismo  para  proporcionar  una  estimación  del  consumo  de  combustible.  Por 
definición, un modelo es falso, ya que no representa correctamente la realidad, sino sólo una 




Han sido varias  las simplificaciones hechas en este modelo  (ver apartado 7.1), aunque  todas 
ellas han sido escogidas con cuidado para no reducir sustancialmente su robustez. 
Una de  las ventajas de  la utilización de Matlab/Simulink, es  la facilidad con  la que se 
puede  crear un modelo  relativamente  complejo  como el que nos ocupa de una  forma muy 




al  ser  un  software  creado  específicamente  para  el mundo  científico,  se  dispone  de  vastas 
librerías de  funciones preparadas para ser  llamadas dentro del código de nuestro programa. 





el mismo  creado en otro  lenguaje habitual  como C++, C#, VB,…,  ya que en el 2º  caso,  sólo 




muy  eficientes.  Nuestro  caso  no  es  una  excepción  y  como  veremos  en  el  caso  de  la 
optimización con algoritmo genético, las matrices de la población de individuos que manejará 












piloto en  la  realidad haga en  las  curvas. Esta  simplificación  es necesaria 
para que el camino que realice el vehículo coincida con  la trayectoria del 











ya  que  sólo  contribuirían  a  modificar  ligeramente  la  carga  de  los 
neumáticos contra el suelo.   
 
4) Debido  a  los  desniveles  tan  pequeños  con  que  cuentan  la mayoría  de 
circuitos, mantendremos  constante el  valor de  las normales únicamente 
para el cálculo de rozamientos de neumáticos y rodamientos de  la rueda. 
A este  respecto  se  realizaron pruebas  con el  simulador que  indicaron  la 
aptitud  de  esta  modificación.  Si  bien  la  diferencia  de  valores  de 





5) No  incluiremos  la  influencia  de  las  condiciones  meteorológicas  en  el 
rendimiento  del  motor,  al  no  tener  pruebas  realizadas  en  banco  de 
potencia  para  distinta  temperatura  ambiente,  humedad  y  presión 





































































































































































































































































































































































































puras, mientras  que  las  fuerzas  debidas  a  resistencia  por  desniveles  y  por  aceleración  son 
conservativas  con  la  posibilidad,  al  menos  en  parte  de  ser  recuperadas.  La  regla  general 
sostiene  que  cuanto  menores  sean  las  fuerzas  de  arrastre,  menor  será  el  consumo  de 
combustible.  Llamamos  arrastre  a  la  fuerza  longitudinal  de  retención  generada  por  la 
resistencia a la rodadura, aerodinámica, desnivel del circuito o aceleración del vehículo. 
El  origen  físico  de  estas  fuerzas  y  las  hipótesis  acerca  de  su  modelado  han  sido 
ampliamente descritas en la literatura y por tanto no profundizaremos en ello. Sin embargo, sí 























































































































































































































































































































































































































































 El  coeficiente  de  fricción  del  rodamiento  depende  del  tipo  utilizado.  No  llega  a 
representar más del 1% del arrastre total (incluidos todos los tipos). El valor que se ha indicado 













































































































































































































































































































































































































































































































































































































































































































































































































El  coeficiente Cx  es  sólo  valor  referencial para  conocer  el  grado de  eficiencia de un 
perfil  aerodinámico  determinado,  para  comparar  la  eficacia  aerodinámica  de  distintos 
automóviles  lo más  apropiado  es  comparar  el  valor  conocido  como  ACx  ,  que  resulta  de 
multiplicar Cx nuevamente por  la superficie  frontal de  referencia, y esperándose obtener  los 
valores más bajos posibles. Así no sólo se considerará el perfil del vehículo, sino  también su 
tamaño, dado que si bien la eficiencia aerodinámica es independiente del tamaño del móvil y 
tiene  una mayor  relación  con  la  forma  y  la  suavidad  de  las  superficies  y  transiciones  del 
vehículo, el  rendimiento  real  si estará  en  cierta medida  condicionado por el  tamaño  [Briet, 
2009]. 
Lo  anterior  significa  que  el  Cx  de  dos  vehículos  de muy  distinto  tamaño  podrá  ser 
similar, pues sólo dependerá de  la eficiencia aerodinámica de su forma, pero el valor del ACx 





























































































































































































































































































































































































































































  total  del  s
a positiva o



















































































































































































































































































































































































































































































































































































































































cuales  utilizamos  el  GAToolbox  desarrollado  en  esta  universidad  por  el  grupo  de  Control 
Predictivo y Optimización Heurística (CPOH).   
Esta  toolbox  para Matlab  está  compuesta  por  un  algoritmo  genético  genérico  que 
trabaja con números reales. Tiene un funcionamiento bastante eficiente y su manejo es muy 
fácil. Consta de los siguientes ficheros principales: 
 GA.p:  Este  fichero  es  el  núcleo  del  algoritmo  genético.  Su  extensión 
corresponde a  la de archivos encriptados Matlab. Por  lo  tanto no puede  ser 




 GAparam.m:  En  este  fichero  se  establecen  los  parámetros  para  el 
funcionamiento  del  algoritmo  genético.  Este  algoritmo  trabaja  con 
codificación real y dentro de este fichero podemos establecer: 
 
1) Tamaño de  la población: número de  individuos o  soluciones que  se 
evaluarán en cada iteración. 
2) Número  de  generaciones:  es  el  número máximo  de  poblaciones  o 
conjuntos  de  soluciones  que  se  evaluarán  hasta  el  final  de  la 
optimización. 
3) Cromosoma  del  individuo  con  rangos:  Aquí  establecemos  tanto  el 
número de genes o  variables de  cada  solución  como  su  rango  (si  se 
desea). 
4) Probabilidad de cruce: De esta probabilidad dependerá el número de 
individuos  respecto  al  total de  la población que  serán  seleccionados 




para  mutar  alguno  de  sus  genes.  Por  defecto  este  valor  está 
establecido a una tasa del 10%. 
6) Individuos  introducidos  en  la  población  inicial:  Mediante  este 
parámetro  se  permite  nos  permite  introducir  los  individuos  que 
deseamos  para  evaluarlos  en  la  primera  generación.  Según  diversos 
autores  como  [Bezdek  et.al.,  1994],  esta  heurística  permite  una 












 Coste.m:  Dentro  de  este  fichero  introducimos  nuestra  función  objetivo  que 
servirá para evaluar la bondad de los individuos o soluciones al problema. Hay 
que  tener  en  cuenta  que  este  algoritmo  sólo  minimiza,  por  tanto,  para 
problemas  de  maximización  deberemos  hacer  negativa  nuestra  función 
objetivo. 
Con  los parámetros establecidos, podemos  iniciar  la  simulación  tecleando  la palabra 
“ga”  en  la  ventana  de  comandos  de Matlab.  Este  comando  realiza  la  llamada  a  la  función 
principal GA.p. En  la siguiente tabla se detallan  las características conocidas del algoritmo. La 

































































































































































































































            Velocidad mínima                Velocidad máxima 
 
 El  primer  gen  de  cada  individuo  representará  la  velocidad mínima  a  la  que  podrá 











Dado  que  hay  ciertos  rangos  de  velocidades  a  los  cuales  no  es  aconsejable  hacer 
funcionar el vehículo durante la competición, podemos limitar los valores que tomarán ambas 
variables: 
 Velocidad  de  arranque  del motor:  Limitaremos  los  valores  de  esta 
variable entre 6 y 8 m/s que corresponden aproximadamente a 21 – 
29 km/h. Velocidades más bajas de 6 m/s no son aconsejables, ya que 
en  ese  rango  de  revoluciones  el  embrague  centrífugo  no  estaría 






velocidad mínima  y  12  como máximo,  ya  que  es  valor  bastante  por 
encima  de  la  media  requerida,  y  a  esa  velocidad  el  motor  con  la 
mayoría de  las relaciones de  transmisión va girando muy por encima 


































































































































  El  no  cumplimiento  de  alguna  de  estas  dos  restricciones,  invalidaría  el  kilometraje 
obtenido por el individuo pasando su valor a ser de 100km/l, un valor lo suficientemente bajo 
como  para  descartarlo  casi  por  completo  de  las  operaciones  de  reproducción mediante  el 
operador  de  selección  que  daría  una  probabilidad  muy  baja  de  ser  escogidos  a  estos 
individuos.  Utilizamos  por  tanto  una  técnica  de  penalización  para  el  tratamiento  de 
restricciones en este problema. Dentro de las técnicas de penalización se probó a realizar una 
penalización parabólica en función de  la desviación con respecto a  las restricciones obtenida 

















				 	∀ 1, … , 									 1  




Individuo  1  2  3  4  5  6  7  8 
Kilometraje  800  100  100    900  700  500  100  400 
Pi  0.22  0.028  0.028  0.25  0.19  0.14  0.028  0.11 
qi  0.22  0.248  0.276  0.526  0.716  0.856  0.884  1 
 
  Se  calculan  las Pi dividiendo el kilometraje de  cada  individuo entre  la  suma  total de 
todos los kilometrajes. Las Qi son las Pi acumuladas desde el individuo 1 al 8. Supongamos que 




















                  Padre                      Hijo   
6.52  11.52 
             
7.23  10.75 
  Madre          Hija 
7.23  11.52 
 
        Figura 9.4.‐ Cruce monopunto. 
 Operador  de  cruce  aritmético: Generaremos  dos  números  aleatorios  α  y  β 
comprendidos entre 0 y 1. Los hijos los obtendremos de la siguiente manera: 
	 	 ∙ 	 	 ∙ 	  
  	




el  siguiente:  una  vez  los  individuos  han  sido  seleccionados  y  cruzados,  se  escoge 












El  algoritmo  genético  que  hemos  diseñado  es  un  AG  con  estado  estacionario,  que 




que  pasaran  duplicados  a  la  siguiente  generación  para  garantizar  la 
permanencia de los mejores genes encontrados. 
 
 Los  hijos  sustituirán  a  sus  padres  aunque  tengan  un  valor  de  adaptación 






factor  que  no  debe  faltar  en  ningún  AG.  Los  individuos  sustituidos  por  los 










































































































































































































































































La  codificación  utilizada  en  este  algoritmo  genético  es  una  ampliación  de  la  que 
tratamos en el apartado 9.1.1. En este problema, la longitud de los cromosomas será variable, 










7.25  7.11  6.75  6.52  10.75  11.15  10.25  9.3 
 















































































































































tes  a  la  vel
















































	 	 /  
	 	  
 
El  no  cumplimiento  de  alguna  de  estas  dos  restricciones,  invalidaría  el  kilometraje 
obtenido por el individuo pasando su valor a ser de 100km/l, un valor lo suficientemente bajo 
como  para  descartarlo  casi  por  completo  de  las  operaciones  de  reproducción mediante  el 
operador  de  selección  que  daría  una  probabilidad  muy  baja  de  ser  escogidos  a  estos 
individuos.  Utilizamos  por  tanto  una  técnica  de  penalización  para  el  tratamiento  de 
restricciones en este problema. Dentro de las técnicas de penalización se probó a realizar una 
penalización parabólica en función de  la desviación con respecto a  las restricciones obtenida 










Como  operador  de  selección  utilizamos  al  igual  que  el  algoritmo  genético  básico  el 




















7.25  7.11  6.75  6.52  10.75  11.15  10.25  9.3 
 
7.25  6.85  6.75  6.52  10.75  10.87  10.25  9.3 
        Hijo 
6.83  6.85  7.64  6.78  11.35  10.87  11.47  9.5 
        Madre 
    Figura 9.11.‐ Creación del hijo por el cruce de dos puntos. 
 






7.25  7.89  6.75  7.52 





6.445  7.686  6.531  6.82 




El  operador  de  mutación,  como  en  el  caso  anterior,  tendrá  una  tasa  del  10%.  El 
funcionamiento es el siguiente: una vez  los  individuos han sido seleccionados y cruzados, se 






7.25  7.11  6.75  6.52  10.75  11.15  10.25  9.3 
 
7.25  7.11  7.6  6.52  10.75  11.15  10.25  9.3 
         
Figura 9.13.‐ Operador de mutación aplicado al tercer gen. 
 
 Mutación  por  intercambio  repetido:  En  este  caso  se  escogen  dos  genes 
correspondientes  del  individuo  y  se  intercambian  sus  posiciones.  Hay  que 
tener en  cuenta que el  intercambio afectará a  los pares de  velocidades que 
forman  una  arrancada.  Se  intercambiarán  por  igual  velocidades mínimas  y 
máximas (figura 9.14). 
 
7.25  7.11  6.75  6.52  10.75  11.15  10.25  9.3 
 
6.52  7.11  6.75  7.25  9.3  11.15  10.25  10.75 







El  algoritmo  genético  avanzado,  utiliza  el mismo mecanismo  de  reemplazo  que  el 
básico. Es un AG con estado estacionario, que como describimos en el apartado 5.7,  implica 




que  pasaran  duplicados  a  la  siguiente  generación  para  garantizar  la 
permanencia de los mejores genes encontrados. 
 
 Los  hijos  sustituirán  a  sus  padres  aunque  tengan  un  valor  de  adaptación 






factor  que  no  debe  faltar  en  ningún  AG.  Los  individuos  sustituidos  por  los 



































































































































































































































































































l  VB  de  Mi
.  En  la  figu
ción:   
 en su primera fa



































































































































































































































































































































































































































































































































































































































































































































































































































matemático  del  vehículo.  Este modelo  puede  ser  utilizado  simplemente  para  simular  una 
estrategia  deseada  por  el  usuario  o  lo  que  es más  interesante,  utilizado  para  calcular  la 
estrategia  óptima  de  carrera,  dado  un  circuito  y  unas  condiciones  de  carrera,  reglajes  del 
vehículo,… 
Las etapas en las que podemos dividir las pruebas del modelo son las siguientes: 
1) Pruebas  del  modelo  sin  optimización:  Estas  pruebas  se  realizaron  para 
verificar  la  robustez  del  modelo  y  corregir  los  posibles  errores  en  su 
funcionamiento, así como para ajustar diferentes parámetros. 
 
2) Primeras  pruebas  de  optimización  con  el  GAToolbox  del  CPOH:  En  los 
primeros 2 meses de realización de la tesina, la totalidad de las simulaciones y 
las pruebas con distintos modelos de codificación se realizaron con el módulo 
para  Matlab,    GAToolbox  del  Grupo  de  Control  Predictivo  y  Optimización 
Heurística de la UPV.   
 
3) Realización del AG propio  y  comparativa  con el anterior: Debido a algunas 
limitaciones de este AG,  se decidió  comenzar  la creación de otro AG que  se 
adaptara de manera más específica a nuestro problema.   
 
4) Pruebas  finales en diferentes  trazados, con diferentes parámetros del AG y 
comparativa  entre  las  distintas  vertientes:  Las pruebas  en  esta última  fase 
tuvieron como objeto verificar  la  robustez del nuevo AG como de  la  interfaz 





En  un  principio  y  para  simplificar  el  problema,  se  modificó  el  algoritmo  para 
determinar  el  rango  de  velocidades  óptimo  para  cada  circuito.  De  esta  forma,  existe  una 
velocidad mínima  a  la  que  el  vehículo  una  vez  que  llega  esta  realiza  un  arranque,  y  una 
velocidad máxima,  a  la  cual una  vez ha  sido  rebasada,  se para  el motor. De este modo,  se 
persigue  el  hacer  funcionar  al motor  siempre  en  un  rango  óptimo,  donde  alcanza mayor 










‐Una  vez  resuelto  este  primer  problema,  y  obtenidos  resultados  sobre  distintos 
escenarios  de  pruebas  de  cara  a  poder  compararlos  en  un  futuro,  se  planteó  la  siguiente 
evolución:  independizar  las velocidades mínimas y máximas de arrancada/parada para poder 





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Mediante  la  optimización  con  el AG  básico  del  CPOH,  el  resultado  obtenido  fue  de 




######   RESULTADO   ######### 
   Función objetivo: -896.5236 





la del GA  básico del CPOH,  lo que nos hace pensar que  ambos hayan  alcanzado  el óptimo 
global en el problema de optimización en este circuito. En este circuito sí se deja notar ya una 












































































































































































































































































































































































  en  este  ci





































































































































































misma han sido  innumerables  los cambios que se han realizado tanto a  los modelos Simulink 
del vehículo y  circuito,  como a  los algoritmos genéticos utilizados. Se desarrollaron dos AG 












parado en el circuito al no  tener  suficiente  impulso como para  llegar al punto de arrancada 
siguiente. Ello provocaba el descarte de muchos individuos y la proliferación de otros que aun 
no  siendo buenas  soluciones, al haber obtenido una cierta valoración en  la  función objetivo 
podían reproducirse rápidamente dando lugar a convergencias en mínimos locales. 
 
El  otro  gran  problema,  con  este  tipo  de  codificación,  fue  que  al  ser  los  puntos 
kilométricos obtenidos mediante funciones generadoras de números aleatorias, el reparto de 
ellos sobre el rango de valores es más o menos uniforme, situación más o menos  ideal para 
desplazamientos  en  llano,  pero  nefasta  cuando  se  trata  de  circuitos  con  largas  pendientes 
tanto ascendentes como descendentes. En  las pendientes ascendentes  las arrancadas deben 





Principalmente  por  estas  razones,  la  codificación  según  velocidades  mínimas  y 
máximas  fue  la  escogida  presentando  las  siguientes  ventajas  principales  con  respecto  a  la 
anterior: 
 
1) Imposibilidad  de  que  el  vehículo  quede  parado  durante  la  simulación:  Al 
tener  siempre  fijada una  velocidad mínima  según  el  rango  establecido,  ésta 
nunca podrá ser rebasada inferiormente. 
 

















 Cruce  monopunto:  Debido  a  la  complejidad  del  problema,  el  cruce 
monopunto, al cambiar de una vez prácticamente la mitad del cromosoma del 




 Cruce  uniforme:  Este  operador  de  cruce  presenta  un  problema  parecido  al 
anterior y es que normalmente cambia muchos valores de arrancadas de una 
sola  vez  en  los hijos,  lo que provoca,  que  si  los padres  eran  individuos que 
estaban muy  cerca  del  óptimo,  den  lugar  a  hijos  con mucho  peor  valor  de 
adaptación.   
 













Con  respecto al modo de  reemplazo  de  los  individuos,  también  se probaron  varias 
modalidades llegando a las siguientes conclusiones: 
 La no convergencia cuando se utiliza un AG totalmente generacional: en esta 
modalidad  de  AG,  se  reemplaza  toda  la  población  por  la  nueva 
incondicionalmente.  Debido  a  la  aleatoriedad  de  los  cruces,  en  algunas 







 La  lentitud  en  la  convergencia  al  utilizar  reemplazo  condicionado:  en  este 
problema,  al  condicionar  la  sustitución  de  un  padre  sólo  si  su  hijo  tenía  un 
valor de adaptación más alto, se demostró que en un principio  las soluciones 
evolucionaban más  rápidamente, pero  llegados a valores cercanos al óptimo 
se  dificultaba  mucho  la  convergencia  debido  a  que  los  hijos  al  no  poder 
mejorar a los padres no eran incluidos en la nueva generación y los siguientes 
cruces  se  volvían  a  realizar  entre  los  mismos  individuos  de  la  población 
anterior  ralentizando  mucho  la  convergencia  final  hacia  el  óptimo.  Esta 
situación además traía otro problema, y es que al realizarse cruces de mismos 
individuos  a  lo  largo  de  varias  generaciones,  esto  desembocaba  la 
multiplicación  copias  exactas  de  individuos  con  alto  valor  de  adaptación, 
desembocando  rápidamente  en  situaciones  de  falta  de  diversidad  en  la 
población. 
Con  respecto  al  método  de  optimización  escogido,  los  algoritmos  genéticos,  han 
demostrado  ser un método bastante eficiente para  resolver este problema a priori de difícil 
optimización.  Se  ha  comprobado  su  convergencia  y  mediante  la  comparación  con  otro 
algoritmo  genético  de  calidad  (el  AG  básico  del  CPOH),  hemos  visto  que  los  óptimos 
encontrados  con  ambos  AG  se  encuentran  muy  cercanos,  lo  que  nos  hace  pensar  tales 
soluciones estén en el entorno del óptimo global del problema.   
Mediante  la  lectura  de  artículos  de  investigación  se  descubrió  otro  método  de 
optimización que quizá  también  se pueda adecuar a este problema: Simulated annealing o 
recocido  simulado.  Resumiendo  mucho,  este  algoritmo  hace  evolucionar  una  serie  de 





Quizá  sería  buena  idea  el  realizar  un  algoritmo  híbrido  (entre  AG  y  Simulated 
Annealing),  que  en  una  primera  etapa  calculara  buenas  soluciones  mediante  el  AG,  para 
posteriormente, una vez que éste ya sufre el estancamiento en su solución óptima, mediante 
el  Simulated  Annealing  refinar  la  búsqueda  aún más  para  ver  si  aquéllas  soluciones  eran 



















kilometraje  obtenido  que  en muchos  casos  rondaba  100km menos.  Esto  se  debe  a  que  el 
motor trabaja por encima de su rango óptimo de eficiente, provocando un consumo excesivo.   
Por  todo  lo  expuesto  anteriormente  y  con  la  esperanza  de  que  la  creación  de  este 





















 Creación de una  interfaz gráfica más  intuitiva para el usuario que el entorno 
Matlab.   
Con el modelo  Simulink  creado,  se permitirá en un  futuro,  todas  las modificaciones 
que  se  deseen  sobre  su  base,  ya  que  debido  a  la  modularidad  de  los  diseños  en  esta 
plataforma,  la  tarea  resulta muy  sencilla  y  rápida,  ya  que  evita  el  engorro  de  tener  que 
interpretar  el  código  fuente  de  programación  creado  por  otro  usuario.  Simulink,  al  ser  un 
método de programación gráfico evita el problema citado anteriormente.   














 Ajustar  el modelo Matlab  lo más  posible  al modelo  físico:  Para  ello  será 
necesario  disponer  de  los  medios  suficientes  para  la  realización  de 
experimentos  fiables  para  la  medida  de  los  diversos  coeficientes  de 
rozamiento que afectan al  vehículo, o  como mínimo de datos de  telemetría 
precisos  en  los  que  se  pueda  estudiar  la  caída  de  velocidad  del  vehículo 
cuando  no  actúa  el  motor  y  de  esta  forma  ajustar  manualmente  los 




misma:  Actualmente  y  por  falta  de  tiempo,  los  circuitos  son  introducidos 
dentro del modelo Simulink por medio de matrices, cuyos datos representan la 
curvatura  de  la  pista,  su  pendiente,  la  acción  del  viento,  en  función  de  la 
distancia recorrida. En un futuro sería interesante poder introducir estos datos 
de una  forma más  intuitiva, y que  sea  la propia  interfaz  la que convierta  los 
datos de entrada en las matrices para Simulink. A este respecto, los ficheros de 
AutoCAD  *.dxf,  tienen  una  codificación  conocida  por medio  de  archivos  de 





ciencia  que  requieren  optimización  global  y  que  utilizan  algoritmos  más 
avanzados  que  los  genéticos  o  híbridos  de  éstos  con  otros  tipos.  Sería muy 
interesante el repetir estas optimizaciones con otros tipos de algoritmos para 
estudiar  cuál  de  ellos  obtiene  mejores  resultados  o  menores  tiempos  de 
cálculo.   
 
 Ampliación  del AG  genético  a AG  genético  paralelo: Uno de  los problemas 
que  tienen  los  AG  es  el  tiempo  relativamente  alto  de  convergencia  en 
problemas  con  gran  número  de  variables  como  es  nuestro  caso.  En 
implementaciones simples,  los bucles de evaluación de  individuos sólo hacen 
uso  de  uno  de  los  núcleos  del  procesador  del  computador.  Ya  desde  hace 
varios años, la totalidad de los ordenadores incorporan procesadores de 2, 4, 8 
núcleos, y Matlab dispone de herramientas para computación en paralelo, y la 
adaptación de  este  algoritmo para  soportarlas,  supondría una  reducción del 
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function varargout = Interfaz(varargin) 
% INTERFAZ M-file for Interfaz.fig 
%      INTERFAZ, by itself, creates a new INTERFAZ or raises the existing 
%      singleton*. 
% 
%      H = INTERFAZ returns the handle to a new INTERFAZ or the handle to 
%      the existing singleton*. 
% 
%      INTERFAZ('CALLBACK',hObject,eventData,handles,...) calls the 
local 
%      function named CALLBACK in INTERFAZ.M with the given input 
arguments. 
% 
%      INTERFAZ('Property','Value',...) creates a new INTERFAZ or raises 
the 
%      existing singleton*.  Starting from the left, property value pairs 
are 
%      applied to the GUI before Interfaz_OpeningFcn gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to Interfaz_OpeningFcn via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only 
one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Edit the above text to modify the response to help Interfaz 
  
% Last Modified by GUIDE v2.5 14-Sep-2011 18:50:11 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @Interfaz_OpeningFcn, ... 
                   'gui_OutputFcn',  @Interfaz_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 




    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before Interfaz is made visible. 
function Interfaz_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
 
127  GENERACIÓN DE UN SIMULADOR DE CARRERAS DE BAJO CONSUMO 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to Interfaz (see VARARGIN) 
  
% Choose default command line output for Interfaz 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  




% --- Outputs from this function are returned to the command line. 
function varargout = Interfaz_OutputFcn(hObject, eventdata, handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 




function txt_RT_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_RT (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_RT as text 
%        str2double(get(hObject,'String')) returns contents of txt_RT as 
a double 
  
RT = str2double(get(handles.txt_RT, 'String')); 
handles.RT = RT; 
guidata(hObject, handles); 
  
% --- Executes during object creation, after setting all properties. 
function txt_RT_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_RT (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Mv_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Mv (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




% Hints: get(hObject,'String') returns contents of txt_Mv as text 
%        str2double(get(hObject,'String')) returns contents of txt_Mv as 
a double 
  
Mv = str2double(get(handles.txt_Mv, 'String')); 




% --- Executes during object creation, after setting all properties. 
function txt_Mv_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Mv (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Vel_lanz_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Vel_lanz (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Vel_lanz as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Vel_lanz as a double 
  
Vel_lanz = str2double(get(handles.txt_Vel_lanz, 'String')); 




% --- Executes during object creation, after setting all properties. 
function txt_Vel_lanz_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Vel_lanz (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Arrancadas_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Arrancadas (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




% Hints: get(hObject,'String') returns contents of txt_Arrancadas as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Arrancadas as a double 
  
Arrancadas = str2double(get(handles.txt_Arrancadas, 'String')); 





% --- Executes during object creation, after setting all properties. 
function txt_Arrancadas_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Arrancadas (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_V_viento_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_V_viento (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_V_viento as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_V_viento as a double 
  
Vel_viento = str2double(get(handles.txt_V_viento, 'String')); 






% --- Executes during object creation, after setting all properties. 
function txt_V_viento_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_V_viento (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Dir_viento_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Dir_viento (see GCBO) 
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% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Dir_viento as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Dir_viento as a double 
  
Dir_viento = str2double(get(handles.txt_Dir_viento, 'String')); 





% --- Executes during object creation, after setting all properties. 
function txt_Dir_viento_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Dir_viento (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_n_gen_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_n_gen (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_n_gen as text 
%        str2double(get(hObject,'String')) returns contents of txt_n_gen 
as a double 
  
n_gen = str2double(get(handles.txt_n_gen, 'String')); 




% --- Executes during object creation, after setting all properties. 
function txt_n_gen_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_n_gen (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_n_ind_Callback(hObject, eventdata, handles) 
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% hObject    handle to txt_n_ind (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_n_ind as text 
%        str2double(get(hObject,'String')) returns contents of txt_n_ind 
as a double 
  
n_ind = str2double(get(handles.txt_n_ind, 'String')); 




% --- Executes during object creation, after setting all properties. 
function txt_n_ind_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_n_ind (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 




% --- Executes on selection change in menu_GA. 
function menu_GA_Callback(hObject, eventdata, handles) 
% hObject    handle to menu_GA (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: contents = cellstr(get(hObject,'String')) returns menu_GA 
contents as cell array 
%        contents{get(hObject,'Value')} returns selected item from 
menu_GA 
valor = get(handles.menu_GA, 'Value'); 




    case 1 
        set(handles.txt_Arrancadas, 'Enable', 'off'); 
    case 2 




GA_utilizado = get(handles.menu_GA, 'Value'); 
handles.GA_utilizado = GA_utilizado; 
guidata(hObject, handles); 
  
% --- Executes during object creation, after setting all properties. 
function menu_GA_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to menu_GA (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




% Hint: popupmenu controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Gen_actual_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Gen_actual (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Gen_actual as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Gen_actual as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Gen_actual_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Gen_actual (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Media_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Media (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Media as text 
%        str2double(get(hObject,'String')) returns contents of txt_Media 
as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Media_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Media (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 







function txt_Pos_mejor_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Pos_mejor (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Pos_mejor as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Pos_mejor as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Pos_mejor_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Pos_mejor (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Kilometraje_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Kilometraje (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Kilometraje as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Kilometraje as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Kilometraje_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Kilometraje (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 




% --- Executes on selection change in menu_circuito. 
function menu_circuito_Callback(hObject, eventdata, handles) 
% hObject    handle to menu_circuito (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: contents = cellstr(get(hObject,'String')) returns menu_circuito 
contents as cell array 
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% --- Executes during object creation, after setting all properties. 
function menu_circuito_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to menu_circuito (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: popupmenu controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function txt_V_media_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_V_media (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_V_media as text 
%        str2double(get(hObject,'String')) returns contents of 
txt_V_media as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_V_media_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_V_media (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Resultado_vel_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Resultado_vel (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Resultado_vel as 
text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Resultado_vel as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Resultado_vel_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Resultado_vel (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 





function txt_Resultado_ptos_Callback(hObject, eventdata, handles) 
% hObject    handle to txt_Resultado_ptos (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of txt_Resultado_ptos as 
text 
%        str2double(get(hObject,'String')) returns contents of 
txt_Resultado_ptos as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function txt_Resultado_ptos_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to txt_Resultado_ptos (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 




% --- Executes on button press in bt_Calcular. 
function bt_Calcular_Callback(hObject, eventdata, handles) 
% hObject    handle to bt_Calcular (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
  
%///// COMENZAMOS DECLARANDO LAS VARIABLES GENERALES PARA EL MODELO 
  
S = 0.304;              %Área frontal del vehículo en m^2 
Cx = 0.25;              %Coef. aerodinámico 
ro = 1.2;               %Densidad del aire 
D = 0.48;               %Diámetro de la rueda 
d = 0.02;               %Diámetro interior del rodamiento 
mu = 0.0015;            %Coef. fricción rodamiento 
g = 9.81;               %Aceleración de la gravedad 
fr = 0.0016;            %Coef. fricción neumáticos a rodadura 
Ef_trans = 0.94;        %Eficiencia de la transmisión 
  
  
%/////CREAMOS LAS VARIABLES CON LOS DATOS FÍSICOS DE PARTIDA 
  
RT = str2double(get(handles.txt_RT, 'String')); 
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Mv = str2double(get(handles.txt_Mv, 'String')); 
Vel_lanz = str2double(get(handles.txt_Vel_lanz, 'String')); 
Arrancadas = str2double(get(handles.txt_Arrancadas, 'String')); 
Vel_viento = str2double(get(handles.txt_V_viento, 'String')); 




%/////CALCULAMOS LOS VALORES PARA LAS GANANCIAS Y CONSTANTES 
  
Conversor = (60*RT)/(pi*D); 
Inversa_Radio_Rueda = 1/(D/2); 
Peso = Mv * g; 
Roz_Rod = 1/3 * (mu*Mv*g*d/D) + (fr*Mv*g); 
Arrastre_Aero = 1/2 * ro * S * Cx; 
Inversa_Masa = 1/Mv; 
Inversa_Longitud = 1/3570; 




%/////VARIABLES CORRESPONDIENTES AL GA 
  
n_gen = str2double(get(handles.txt_n_gen, 'String')); 
n_ind = str2double(get(handles.txt_n_ind, 'String')); 
GA_utilizado = get(handles.menu_GA, 'Value'); 
  
switch GA_utilizado 
    case 1 
        find_system('Name', 'modelo'); 
        load_system('modelo'); 
        warning off; 
              
        %/////ESTABLECEMOS LAS CONSTANTES Y GANANCIAS EN EL MODELO 
         
        set_param('modelo/Sistema motor/Conversor', 'Gain', 
num2str(Conversor)); 
         
        set_param('modelo/Transmisión/RT', 'Gain', num2str(RT)); 
        set_param('modelo/Transmisión/Eficiencia', 'Gain', 
num2str(Ef_trans)); 
        set_param('modelo/Transmisión/Inversa_Radio_Rueda', 'Gain', 
num2str(Inversa_Radio_Rueda)); 
         
        set_param('modelo/Circuito/Inversa_Masa', 'Gain', 
num2str(Inversa_Masa)); 
        set_param('modelo/Circuito/V_ini', 'Value', num2str(Vel_lanz)); 
        set_param('modelo/Circuito/Peso', 'Gain', num2str(Peso)); 
        set_param('modelo/Circuito/Arrastre_Aero', 'Gain', 
num2str(Arrastre_Aero)); 
        set_param('modelo/Circuito/Roz_Rod', 'Value', 
num2str(Roz_Rod)); 
         
        set_param('modelo/Circuito/Circuito/Inversa_Longitud', 'Gain', 
num2str(Inversa_Longitud)); 
        set_param('modelo/Circuito/Circuito/Longitud', 'Gain', 
num2str(Longitud)); 




     
         
        %/////FIN DE ESTABLECIMIENTO DE CONSTANTES Y GANANCIAS EN EL MODELO 
        poblac = crea_aleatoria(n_ind); 
         
        for j=1:n_gen 
            valor = zeros(n_ind,1); 
            mejor = 0; 
            for i=1:n_ind 
  
                set_param('modelo/Modelo de arranque/V_min', 'const', 
num2str(poblac(i,1))); 
                set_param('modelo/Modelo de arranque/V_max', 'const', 
num2str(poblac(i,2))); 
  
                [T,X,Y1,Y2,Y3,Y4,Y5]=sim('modelo'); 
  
  
                if (Y2(end,1) > 30) && (Y4(end,1) > Vel_lanz) 
                    valor(i)= -Y1(1,1,end); 
                else 
                    valor(i)= -100; 
                end 
  
                if valor(i)<mejor 
                    mejor = valor(i); 
                    vector_velocidades = Y4; 
                    vector_espacio = Y3; 
                    cromosoma_mejor = [poblac(i,1) poblac(i,2)]; 
                    media_mejor = Y3(end,1)/Y5(end,1); 
                end 
  
            end 
  
            [valores, orden] = sort(valor,1); 
            valores_ord = [valores orden]; 
            media = mean(valores_ord(:,1)); 
            velocidades_mejor = round(cromosoma_mejor * 3.6 * 10) / 10; 
             
  
            set(handles.txt_Pos_mejor, 'String', valores_ord(1,2)); 
            set(handles.txt_Kilometraje, 'String', valores_ord(1,1)); 
            set(handles.txt_Gen_actual, 'String', num2str(j)); 
            set(handles.txt_Media, 'String', num2str(media)); 
            set(handles.txt_V_media, 'String', num2str(media_mejor)); 




            plot(handles.ejes_Vel, vector_espacio(:,1), 
vector_velocidades(:,1), 'LineWidth', 2); 
            set(handles.ejes_Vel, 'XGrid', 'on', 'YGrid', 'on', 'XLim', 
[0 3570], 'YLim', [0 14]); 
             
            set(handles.ejes_Poblac, 'NextPlot', 'Replace'); 
            plot(handles.ejes_Poblac, 1:n_ind, valor, '.b'); 
            set(handles.ejes_Poblac, 'XGrid', 'on', 'YGrid', 'on'); 
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            set(handles.ejes_Ind, 'NextPlot', 'Replace'); 
            plot(handles.ejes_Ind, 1:n_ind, poblac(:,1), '.b'); 
            set(handles.ejes_Ind, 'NextPlot', 'Add'); 
            plot(handles.ejes_Ind, 1:n_ind, poblac(:,2), '.r'); 
            set(handles.ejes_Ind, 'XGrid', 'on', 'YGrid', 'on'); 
  
            pause(0.5); 
             
            nueva = cruzar(poblac, valores_ord, media); 
            poblac =  nueva; 
  
        end 
  
  
         
    case 2 
        find_system('Name', 'modelo2'); 
        load_system('modelo2'); 
        warning off; 
         
        %/////ESTABLECEMOS LAS CONSTANTES Y GANANCIAS EN EL MODELO 
        set_param('modelo2/Modelo de arranque/Suma_superiores', 'Value', 
num2str(Arrancadas)); 
        set_param('modelo2/Modelo de arranque/Saturation', 'UpperLimit', 
num2str(Arrancadas - 1)); 
         
        set_param('modelo2/Sistema motor/Conversor', 'Gain', 
num2str(Conversor)); 
         
        set_param('modelo2/Transmisión/RT', 'Gain', num2str(RT)); 
        set_param('modelo2/Transmisión/Eficiencia', 'Gain', 
num2str(Ef_trans)); 
        set_param('modelo2/Transmisión/Inversa_Radio_Rueda', 'Gain', 
num2str(Inversa_Radio_Rueda)); 
         
        set_param('modelo2/Circuito/Inversa_Masa', 'Gain', 
num2str(Inversa_Masa)); 
        set_param('modelo2/Circuito/V_ini', 'Value', 
num2str(Vel_lanz)); 
        set_param('modelo2/Circuito/Peso', 'Gain', num2str(Peso)); 
        set_param('modelo2/Circuito/Arrastre_Aero', 'Gain', 
num2str(Arrastre_Aero)); 
        set_param('modelo2/Circuito/Roz_Rod', 'Value', 
num2str(Roz_Rod)); 
         
        set_param('modelo2/Circuito/Circuito/Inversa_Longitud', 'Gain', 
num2str(Inversa_Longitud)); 
        set_param('modelo2/Circuito/Circuito/Longitud', 'Gain', 
num2str(Longitud)); 
        set_param('modelo2/Circuito/Circuito/Velocidad viento', 'Gain', 
num2str(Vel_viento)); 
         
        poblac = crea_aleatoria2(n_ind, Arrancadas); 
        cambio_reproductivo = true; 
  
        for j=1:n_gen 
            valor = zeros(n_ind,1); 




            if (rem(j,10) == 0)                                     
%Cada 10 iteraciones cambiamos el método de cruce de individuos 
                cambio_reproductivo = not(cambio_reproductivo);      
            end 
  
            for i=1:n_ind 
  
                MatrizGA(1,:) = poblac(i,:); 
                set_param('modelo2/Modelo de arranque/Tabla GA 
(inferiores)', 'Table', mat2str(MatrizGA')); 
                set_param('modelo2/Modelo de arranque/Tabla GA 
(superiores)', 'Table', mat2str(MatrizGA')); 
  
  
                [T,X,Y1,Y2,Y3,Y4,Y5,Y6]=sim('modelo2'); 
  
  
                media = 3.6 * 3570 / Y3(end,1);         %Velocidad media  
  
  
                    if (media >= 30) && Y4(1,1,end)>8  
                        valor(i)= -(3570/Y1(1,1,end));         %metros 
/ gramo =? kilómetros / litro  AVERIGUAR DENSIDAD!!!!!!! 
                    else 
                        valor(i) = -100; 
                    end 
  
                    if valor(i)<mejor 
                        mejor = valor(i); 
                        vector_velocidades = Y4(1,1,:); 
                        vector_espacio = Y2(1,1,:); 
                        media_mejor = media; 
                        arrancadas_mejor = Y5(1,1,:); 
                        momentos_arranque_mejor = Y6(1,1,:); 
                        cromosoma_mejor = MatrizGA; 
                    end 
  
  
            end 
  
            [valores, orden] = sort(valor,1); 
            valores_ord = [valores orden]; 
            media = mean(valores_ord(:,1)); 
            kilometraje = -valores_ord(1,1); 
             
            ptos_arranque = determina_ptos_arranque(vector_espacio, 
momentos_arranque_mejor, arrancadas_mejor, Arrancadas); 
             
            if arrancadas_mejor(1,1,end) > Arrancadas 
                arranques_vuelta = Arrancadas; 
            else 
                arranques_vuelta = arrancadas_mejor(1,1,end); 
            end 
             
            clear vector_Resultados_vel; 
            vector_Resultados_vel = zeros(2, arranques_vuelta); 




            vector_Resultados_vel(2, 1:arranques_vuelta) = 
cromosoma_mejor(1, (Arrancadas+1):(Arrancadas+arranques_vuelta)); 
            vector_Resultados_vel = (round(vector_Resultados_vel * 3.6 * 
10))/10; 
             
         
            set(handles.txt_Pos_mejor, 'String', valores_ord(1,2)); 
            set(handles.txt_Kilometraje, 'String', kilometraje); 
            set(handles.txt_Gen_actual, 'String', num2str(j)); 
            set(handles.txt_Media, 'String', num2str(media)); 
            set(handles.txt_V_media, 'String', num2str(media_mejor)); 
            set(handles.txt_Resultado_vel, 'String', 
mat2str(vector_Resultados_vel)); 
            set(handles.txt_Resultado_ptos, 'String', 
mat2str(round(ptos_arranque))); 
             
            clear velocidades; 
            clear espacio; 
             
            velocidades(1,:) = vector_velocidades(1,1,:); 
            espacio(1,:) = vector_espacio(1,1,:); 
  
            set(handles.ejes_Vel, 'NextPlot', 'Replace'); 
            plot(handles.ejes_Vel, espacio(1,:), velocidades(1,:), 
'LineWidth', 2); 
            set(handles.ejes_Vel, 'NextPlot', 'Add'); 
             
             
            for k=1:arranques_vuelta                 
                plot(handles.ejes_Vel,[ptos_arranque(1, k), 
ptos_arranque(1, k)], [0 14], 'r');                 
            end 
             
            set(handles.ejes_Vel, 'XGrid', 'on', 'YGrid', 'on', 'XLim', 
[0 3570], 'YLim', [0 14]); 
             
            set(handles.ejes_Poblac, 'NextPlot', 'Replace'); 
            plot(handles.ejes_Poblac, 1:n_ind, valor, '.b'); 
            set(handles.ejes_Poblac, 'XGrid', 'on', 'YGrid', 'on'); 
             
             
            vector_x = 1:(n_ind * Arrancadas); 
            vector_y_min = crea_vector_min(poblac);            
            vector_y_max = crea_vector_max(poblac); 
             
            set(handles.ejes_Ind, 'NextPlot', 'Replace'); 
            plot(handles.ejes_Ind, vector_x, vector_y_min, '.b'); 
            set(handles.ejes_Ind, 'NextPlot', 'Add'); 
            plot(handles.ejes_Ind, vector_x(1:end), vector_y_max, '.r'); 
            set(handles.ejes_Ind, 'XGrid', 'on', 'YGrid', 'on'); 
             
  
            pause(1); 
             
            switch cambio_reproductivo 
                case true 
                    nueva = cruzar_2(poblac, valores_ord, media, j); 
                    poblac =  nueva; 
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                case false 
                    nueva = cruzar_3(poblac, valores_ord, media); 
                    poblac =  nueva; 
            end 
  
             
        end 
         
    case 3 
        find_system('Name', 'modelo3'); 
        load_system('modelo3'); 




function poblac = crea_aleatoria(n_ind) 
aux = zeros(n_ind,2); 
  
aux(:,1) = rand(n_ind, 1) * 3 + 5; 
aux(:,2) = rand(n_ind, 1) * 4 + 8.5; 
  
poblac = aux; 
  
function matriz = escalar_adapt(valores_ord, media) 
a = (2 * media) / (valores_ord(1,1) - media); 
b =  (1 - a) * media; 
  
n_ind = size(valores_ord,1); 
valores_ord2 = valores_ord; 
  
for i = 1:n_ind 
    valores_ord2(i,1) = valores_ord(i,1) * a + b; 
end 
  
matriz = valores_ord2; 
  
  
function nueva = cruzar(poblac, valores_ord, media) 
n_ind = size(poblac,1); 
nuevos_ind = floor(0.8*n_ind); 
aux = zeros(nuevos_ind,2); 
  
puntuaciones = valores_ord(:,1)/media; 
  
punt_acumulada = zeros(1, n_ind); 
punt_acumulada(1) = puntuaciones(1); 
  
for i=2:n_ind 
    punt_acumulada(i) = punt_acumulada(i-1) + puntuaciones(i); 
end 
  
punt_acumulada = [punt_acumulada' valores_ord(:,2)]; 
  
puntuaciones_aleatorias = zeros(nuevos_ind, 1); 
aleatorio = rand;  
  
for i = 1:nuevos_ind 






aux(1,:) = poblac((valores_ord(1,2)),:); 
aux(2,:) = poblac((valores_ord(2,2)),:); 
  
matriz_cruces = determina_cruces(puntuaciones_aleatorias, 
punt_acumulada, nuevos_ind); 
  
j = 1; 
  
alfa = rand(1, nuevos_ind); 
  
for i=1:2:(nuevos_ind-3) 
    index_padre = matriz_cruces(j,1); 
  
    index_madre = matriz_cruces(j,2); 
    j = j + 1; 
   
    aux(i+2, 1) = alfa(i) * poblac(index_padre, 1) + (1 - alfa(i)) * 
poblac(index_madre, 1);       
    aux(i+2, 2) = alfa(i) * poblac(index_padre, 2) + (1 - alfa(i)) * 
poblac(index_madre, 2); 
  
    aux(i+3, 1) = alfa(i+1) * poblac(index_padre, 1) + (1 - alfa(i+1)) * 
poblac(index_madre, 1); 






aleatorios = n_ind - size(aux,1); 
  
restantes_aleatorios = crea_aleatoria(aleatorios); 
  
nueva = [aux; restantes_aleatorios]; 
  
  
function matriz = determina_cruces(puntuaciones_aleatorias, 
punt_acumulada, nuevos_ind) 
  
i = 1; 
j = 1; 
vector_cruces = zeros(nuevos_ind, 1); 
  
while i <= nuevos_ind 
    if puntuaciones_aleatorias(i) < punt_acumulada(j,1) 
        vector_cruces(i) = j; 
        i = i + 1; 
     
    else 
        j = j + 1; 
    end 
end 
  
matriz_cruces = zeros(nuevos_ind/2, 2); 
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ind_restantes = nuevos_ind; 
  
for i = 1:nuevos_ind/2 
    matriz_cruces(i,1) = vector_cruces(1,1); 
    ind_restantes = ind_restantes - 1; 
     
    auxiliar = vector_cruces(2:end,1); 
     
    aleatorio =  randi(ind_restantes); 
     
    matriz_cruces(i,2) = auxiliar(aleatorio); 
    ind_restantes = ind_restantes - 1; 
     
    if aleatorio == 1 
        auxiliar = auxiliar(2:end,1); 
     
     
    elseif aleatorio == ind_restantes 
        auxiliar = auxiliar(1:end-1,1); 
     
    else 
        auxiliar(1:aleatorio) = auxiliar(1:aleatorio); 
        auxiliar(aleatorio:ind_restantes) = auxiliar(aleatorio + 
1:ind_restantes + 1); 
    end 
     
    vector_cruces = auxiliar; 
     
end 
  
matriz = matriz_cruces; 
  
  
function poblac = crea_aleatoria2(n_ind, arrancadas) 
aux = zeros(n_ind,arrancadas * 2); 
  
  
aux(:,1:arrancadas) = rand(n_ind, arrancadas) * 3 + 5; 
aux(:,arrancadas + 1:arrancadas * 2) = rand(n_ind, arrancadas) * 3 + 8.5; 
  
poblac = aux; 
  
function nueva = cruzar_2(poblac, valores_ord, media, k) 
n_ind = size(poblac,1); 
columnas = size(poblac, 2); 
arrancadas = columnas / 2; 
nuevos_ind = floor(n_ind*0.8); 
aux = zeros(nuevos_ind,columnas); 
  
puntuaciones = valores_ord(:,1)/media; 
  
punt_acumulada = zeros(1, n_ind); 
punt_acumulada(1) = puntuaciones(1); 
  
for i=2:n_ind 





punt_acumulada = [punt_acumulada' valores_ord(:,2)]; 
  
puntuaciones_aleatorias = zeros(nuevos_ind, 1); 
aleatorio = rand;  
  
for i = 1:nuevos_ind 




aux(1,:) = poblac((valores_ord(1,2)),:); 
aux(2,:) = poblac((valores_ord(2,2)),:); 
  




    j = 1; 
  
    for i=1:2:(nuevos_ind-3) 
        index_padre = matriz_cruces(j,1); 
  
        index_madre = matriz_cruces(j,2); 
        j = j + 1; 
  
        pto_medio = floor(arrancadas/2); 
        pto_corte1 = randi(pto_medio - 2) + 1; 
        pto_corte2 = randi(pto_medio - 2) + pto_medio; 
        pto_corte3 = pto_corte1 + arrancadas; 




        aux(i+2, 1:pto_corte1) = poblac(index_padre, 1:pto_corte1);       
%Creamos el hijo 
        aux(i+2, pto_corte1+1:pto_corte2) = poblac(index_madre, 
pto_corte1+1:pto_corte2);  
        aux(i+2, pto_corte2+1:arrancadas) = poblac(index_padre, 
pto_corte2+1:arrancadas); 
        aux(i+2, arrancadas+1:pto_corte3) = poblac(index_padre, 
arrancadas+1:pto_corte3); 
        aux(i+2, pto_corte3+1:pto_corte4) = poblac(index_madre, 
pto_corte3+1:pto_corte4); 
        aux(i+2, pto_corte4+1:columnas) = poblac(index_padre, 
pto_corte4+1:columnas); 
  
        aux(i+3, 1:pto_corte1) = poblac(index_madre, 1:pto_corte1);       
%Creamos la hija 
        aux(i+3, pto_corte1+1:pto_corte2) = poblac(index_padre, 
pto_corte1+1:pto_corte2);  
        aux(i+3, pto_corte2+1:arrancadas) = poblac(index_madre, 
pto_corte2+1:arrancadas); 
        aux(i+3, arrancadas+1:pto_corte3) = poblac(index_madre, 
arrancadas+1:pto_corte3); 




        aux(i+3, pto_corte4+1:columnas) = poblac(index_madre, 
pto_corte4+1:columnas); 
  
    end 
  
    if rand > 0.5 
        mutada = mutar(aux, arrancadas); 
    else 
        mutada = mutar_inver(aux,arrancadas); 
    end 
  
    aux = mutada; 
  
    
  
aleatorios = n_ind - size(aux,1); 
restantes_aleatorios = crea_aleatoria2(aleatorios, arrancadas); 
nueva = [aux; restantes_aleatorios]; 
  
     
  
function nueva = cruzar_3(poblac, valores_ord, media) 
n_ind = size(poblac,1); 
columnas = size(poblac, 2); 
arrancadas = columnas / 2; 
nuevos_ind = floor(n_ind*0.8); 
aux = zeros(nuevos_ind,columnas); 
  
puntuaciones = valores_ord(:,1)/media; 
  
punt_acumulada = zeros(1, n_ind); 
punt_acumulada(1) = puntuaciones(1); 
  
for i=2:n_ind 
    punt_acumulada(i) = punt_acumulada(i-1) + puntuaciones(i); 
end 
  
punt_acumulada = [punt_acumulada' valores_ord(:,2)]; 
  
puntuaciones_aleatorias = zeros(nuevos_ind, 1); 
aleatorio = rand;  
  
for i = 1:nuevos_ind 
    puntuaciones_aleatorias(i) = n_ind * (aleatorio + i - 1) / nuevos_ind; 
end 
  
aux(1,:) = poblac((valores_ord(1,2)),:); 
aux(2,:) = poblac((valores_ord(2,2)),:); 
aux(3,:) = poblac((valores_ord(1,2)),:); 
aux(4,:) = poblac((valores_ord(2,2)),:); 
aux(5,:) = poblac((valores_ord(1,2)),:); 
aux(6,:) = poblac((valores_ord(2,2)),:); 
aux(7,:) = poblac((valores_ord(1,2)),:); 
aux(8,:) = poblac((valores_ord(2,2)),:); 
aux(9,:) = poblac((valores_ord(1,2)),:); 




matriz_cruces = determina_cruces(puntuaciones_aleatorias, 
punt_acumulada, nuevos_ind); 
  
j = 1; 
  
alfas = rand(1, nuevos_ind); 
  
for i=1:2:(nuevos_ind-11) 
    index_padre = matriz_cruces(j,1); 
  
    index_madre = matriz_cruces(j,2); 
    j = j + 1; 
     
  
    pto_medio = floor(arrancadas/2); 
    pto_corte1 = randi(pto_medio - 2) + 1; 
    pto_corte2 = randi(pto_medio - 2) + pto_medio; 
    pto_corte3 = pto_corte1 + arrancadas; 
    pto_corte4 = pto_corte2 + arrancadas; 
     
    alfa = alfas(1,i); 
    beta = alfas(1,(i+1)); 
  
    aux(i+10, 1:pto_corte1) = alfa * poblac(index_padre, 1:pto_corte1) + 
(1 - alfa) * poblac(index_madre, 1:pto_corte1);       %Creamos el hijo 
    aux(i+10, pto_corte1+1:pto_corte2) = alfa * poblac(index_madre, 
pto_corte1+1:pto_corte2) + (1 - alfa) * poblac(index_padre, 
pto_corte1+1:pto_corte2);  
    aux(i+10, pto_corte2+1:arrancadas) = alfa * poblac(index_padre, 
pto_corte2+1:arrancadas) + (1 - alfa) * poblac(index_madre, 
pto_corte2+1:arrancadas); 
    aux(i+10, arrancadas+1:pto_corte3) = alfa * poblac(index_padre, 
arrancadas+1:pto_corte3) + (1 - alfa) * poblac(index_madre, 
arrancadas+1:pto_corte3); 
    aux(i+10, pto_corte3+1:pto_corte4) = alfa * poblac(index_madre, 
pto_corte3+1:pto_corte4) + (1 - alfa) * poblac(index_padre, 
pto_corte3+1:pto_corte4); 
    aux(i+10, pto_corte4+1:columnas) = alfa * poblac(index_padre, 
pto_corte4+1:columnas) + (1 - alfa) * poblac(index_madre, 
pto_corte4+1:columnas); 
     
    aux(i+11, 1:pto_corte1) = beta * poblac(index_padre, 1:pto_corte1) + 
(1 - beta) * poblac(index_madre, 1:pto_corte1);       %Creamos la hija 
    aux(i+11, pto_corte1+1:pto_corte2) = beta * poblac(index_madre, 
pto_corte1+1:pto_corte2) + (1 - beta) * poblac(index_padre, 
pto_corte1+1:pto_corte2);  
    aux(i+11, pto_corte2+1:arrancadas) = beta * poblac(index_padre, 
pto_corte2+1:arrancadas) + (1 - beta) * poblac(index_madre, 
pto_corte2+1:arrancadas); 
    aux(i+11, arrancadas+1:pto_corte3) = beta * poblac(index_padre, 
arrancadas+1:pto_corte3) + (1 - beta) * poblac(index_madre, 
arrancadas+1:pto_corte3); 
    aux(i+11, pto_corte3+1:pto_corte4) = beta * poblac(index_madre, 
pto_corte3+1:pto_corte4) + (1 - beta) * poblac(index_padre, 
pto_corte3+1:pto_corte4); 
    aux(i+11, pto_corte4+1:columnas) = beta * poblac(index_padre, 
pto_corte4+1:columnas) + (1 - beta) * poblac(index_madre, 
pto_corte4+1:columnas); 






if rand > 0.5 
    mutada = mutar(aux, arrancadas); 
else 
    mutada = mutar_inver(aux,arrancadas); 
end 
  
aux = mutada; 
  
aleatorios = n_ind - size(aux,1); 
  
restantes_aleatorios = crea_aleatoria2(aleatorios, arrancadas); 
  
nueva = [aux; restantes_aleatorios]; 
  
function nueva = cruzar_4(poblac, valores_ord, media) 
n_ind = size(poblac,1); 
columnas = size(poblac, 2); 
arrancadas = columnas / 2; 
nuevos_ind = floor(n_ind*0.8); 
aux = zeros(nuevos_ind,columnas); 
  
puntuaciones = valores_ord(:,1)/media; 
  
punt_acumulada = zeros(1, n_ind); 
punt_acumulada(1) = puntuaciones(1); 
  
for i=2:n_ind 
    punt_acumulada(i) = punt_acumulada(i-1) + puntuaciones(i); 
end 
  
punt_acumulada = [punt_acumulada' valores_ord(:,2)]; 
  
puntuaciones_aleatorias = zeros(nuevos_ind, 1); 
aleatorio = rand;  
  
for i = 1:nuevos_ind 




aux(1,:) = poblac((valores_ord(1,2)),:); 
aux(2,:) = poblac((valores_ord(2,2)),:); 
aux(3,:) = poblac((valores_ord(1,2)),:); 
aux(4,:) = poblac((valores_ord(2,2)),:); 
aux(5,:) = poblac((valores_ord(1,2)),:); 
aux(6,:) = poblac((valores_ord(2,2)),:); 
aux(7,:) = poblac((valores_ord(1,2)),:); 
aux(8,:) = poblac((valores_ord(2,2)),:); 
aux(9,:) = poblac((valores_ord(1,2)),:); 
aux(10,:) = poblac((valores_ord(2,2)),:); 
  
matriz_cruces = determina_cruces(puntuaciones_aleatorias, 
punt_acumulada, nuevos_ind); 
  





    index_padre = matriz_cruces(j,1); 
  
    index_madre = matriz_cruces(j,2); 
    j = j + 1; 
     
    vector_binario = randi(2, 1, columnas) - 1; 
     
    for k = 1:columnas 
         
        if vector_binario(k) == 1 
            aux(i+10, k) = poblac(index_padre, k); 
            aux(i+11, k) = poblac(index_madre, k); 
        else  
            aux(i+10, k) = poblac(index_madre, k); 
            aux(i+11, k) = poblac(index_padre, k); 
        end 




if rand > 0.5 
    mutada = mutar(aux, arrancadas); 
else 
    mutada = mutar_inver(aux,arrancadas); 
end 
  
aux = mutada; 
  
aleatorios = n_ind - size(aux,1); 
  
restantes_aleatorios = crea_aleatoria2(aleatorios, arrancadas); 
  
nueva = [aux; restantes_aleatorios]; 
  
function matriz = mutar(aux, arrancadas) 
n_ind = size(aux,1); 
n_mutados = floor(0.8 * n_ind); 
  
ind_sel = randi(n_ind-2, n_mutados, 1) + 2; 
gen_sel = randi(arrancadas * 2, n_mutados, 1); 
  
sel = [ind_sel gen_sel]; 
  
for i=1:n_mutados 
    if sel(i,2) <= arrancadas 
        aux(sel(i,1), sel(i,2)) = rand * 2 + 6; 
    else 
        aux(sel(i,1), sel(i,2)) = rand * 3 + 8.5; 
    end 
end 
  
matriz = aux; 
  
function matriz = mutar_inver(aux, arrancadas) 
n_ind = size(aux,1); 
n_mutados = floor(0.8 * n_ind); 
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temporal = aux; 
  
ind_sel = randi(n_ind-2, n_mutados, 1) + 2; 
gen_sel = randi(arrancadas, n_mutados, 2); 
  
sel = [ind_sel gen_sel]; 
  
for i=1:n_mutados 
    if sel(i,2) ~= sel(i,3) 
        aux(sel(i,1), sel(i,2)) = aux(sel(i,1), sel(i,3)); 
        aux(sel(i,1), sel(i,3)) = temporal(sel(i,1), sel(i,2)); 
         
        aux(sel(i,1), sel(i,2) + arrancadas) = aux(sel(i,1), sel(i,3) + 
arrancadas); 
        aux(sel(i,1), sel(i,3) + arrancadas) = temporal(sel(i,1), 
sel(i,2) + arrancadas); 
            
    end 
end 
  
matriz = aux; 
  
function vector = crea_vector_min(poblac) 
n_ind = size(poblac,1); 
arrancadas = size(poblac,2) / 2; 
vector_plot = zeros(1, n_ind * arrancadas); 
  
k = 1; 
  
for i=1:arrancadas 
    for j=1:n_ind 
        vector_plot(k) = poblac(j,i); 
        k = k + 1; 
    end 
end 
  
vector = vector_plot; 
  
  
function vector = crea_vector_max(poblac) 
n_ind = size(poblac,1); 
arrancadas = size(poblac,2) / 2; 
vector_plot = zeros(1, n_ind * arrancadas); 
  
k = 1; 
  
for i=arrancadas + 1:arrancadas * 2 
    for j=1:n_ind 
        vector_plot(k) = poblac(j,i); 
        k = k + 1; 
    end 
end 
  
vector = vector_plot; 
  
function vector = determina_ptos_arranque(vector_espacio, 
momentos_arranque_mejor, arrancadas_mejor, Arrancadas) 
filas = size(vector_espacio, 3); 
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arrancadas_hechas = arrancadas_mejor(1,1,end); 
  
if arrancadas_hechas > Arrancadas 
    arrancadas_hechas = Arrancadas; 
end 
  
aux = zeros(1,arrancadas_hechas); 
contador = 1; 
  
for i=2:filas 
    if momentos_arranque_mejor(1,1,i)==1 && 
momentos_arranque_mejor(1,1,i-1)==0 
        aux(contador) = vector_espacio(1,1,i); 
        contador = contador + 1; 
    end         
end 
  
vector = aux; 
 
 
