A Saito criterion for holonomic divisors by Epure, Raul & Schulze, Mathias
ar
X
iv
:1
71
1.
10
25
9v
3 
 [m
ath
.A
G]
  1
1 S
ep
 20
18
A SAITO CRITERION FOR HOLONOMIC DIVISORS
RAUL EPURE AND MATHIAS SCHULZE
Abstract. We show that a holonomic divisor is free if and only
if applying all logarithmic derivations to a generic function with
isolated critical point yields a complete intersection Artin algebra.
1. Introduction
Abe, Horiguchi, Masuda, Murai and Sato (see [AHM+16]) consider
lower ideals in positive roots of a semisimple complex linear algebraic
group. Associated with such an ideal I is a free ideal arrangement AI
of |I| hyperplanes. Applying all its logarithmic derivations to the qua-
dratic form of the invariant inner product defines a graded complete
intersection Artin algebra with socle degree |I|. Terao raised the ques-
tion about a possible converse of such a construction after a talk of
Abe at the 2016 Summer Conference on Hyperplane Arrangements in
Sapporo. The following result gives an answer for holonomic divisors
which includes the case of complex hyperplane arrangements.
Consider a reduced hypersurface D in a complex manifold X. Then
there is a logarithmic stratification S ofX with respect toD. It is made
of smooth connected immersed submanifolds of X satisfying the fron-
tier condition (see [Sai80, (3.2)]). For each p ∈ S ∈ S, Der(− logD)(p)
generates the tangent space TpS. If S is locally finite, then D is called
a holonomic divisor (see [Sai80, (3.8)]). Complex hyperplane arrange-
ments are holonomic divisors with logarithmic stratification consisting
of relative complements of flats.
Theorem 1.1. Let D ⊆ (Cn, 0) = X be a reduced hypersurface sin-
gularity defined by f ∈ OX with module of logarithmic derivations
Der(− logD).
(a) Let Γ ⊆ mX be a finite C-vector space such that V (Γ) = {0}. If
D is holonomic and γ ∈ Γ is generic, then V (Der(− logD)(γ)) = {0}.
In particular, there is an OX-submodule Θ ⊆ Der(− logD) such that
Aγ = OX/Θ(γ)
is a complete intersection Artin algebra.
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(b) Let γ ∈ m2X with Jacobian ideal Jγ = DerC(OX)(γ) and Θ ⊆
Der(− logD) an OX-submodule. Suppose that γ has an isolated critical
point and Aγ is a complete intersection Artin algebra. Then D is a free
divisor if and only if f ·Jγ ⊆ Θ(γ), which holds true if f ·DerC(OX) ⊆ Θ
or even Θ = Der(− logD). In this case the preimages under Θ→ Θ(γ)
of a regular sequence generating Θ(γ) form a basis of Der(− logD).
Part (b) of Theorem 1.1 is proved in §2, part (a) at the end of §5.
Remark 1.2.
(a) If γ is a generic quadratic form, then AnnAγ (J¯γ) = soc(Aγ).
(b) By finite determinacy any γ ∈ m2X with an isolated critical point
is polynomial in terms of suitable coordinates. If Γ ⊆ 〈x1, . . . , xn〉
2
is polynomial, then the set of γ ∈ Γ with isolated critical point is
Zariski open. We sketch a proof at the end of §5.
Remark 1.3. Abe, Maeno, Murai and Numata established indepen-
dently a version of Theorem 1.1 for central hyperplane arrangements
(see [AMMN18, Thm. 1.10]). The counterpart η of γ is a homogeneous
form. The Solomon–Terao algebra ST(A, η) of a central arrangement
A plays the role of Aγ in case Θ = Der(− logD).
2. Saito’s criterion and Wiebe’s theorem
Part (b) of Theorem 1.1 results from a simple combination of Wiebe’s
theorem and Saito’s criterion.
Proof of Theorem 1.1.(b). Pick coordinates x1, . . . , xn ∈ OX and cor-
responding partial derivatives ∂i =
∂
∂xi
for i = 1, . . . , n. By hypoth-
esis gi = ∂i(γ) defines an OX -sequence g1, . . . , gn ∈ mX and Θ(γ) =
〈f1, . . . , fn〉 for some OX -sequence f1, . . . , fn ∈ mX . For j = 1, . . . , n,
pick δj ∈ Θ such that δj(γ) = fj. Any δ ∈ DerC(OX) can be written
as δ =
∑n
i=1 δ(xi)∂i. It follows that
(2.1) fj = δj(γ) =
n∑
i=1
δj(xi)∂i(γ) =
n∑
i=1
δj(xi)gi.
The Saito determinant ∆ = det(δj(xi)) is the transition determinant
from g1, . . . , gn to f1, . . . , fn. By Wiebe’s theorem (see [Kun86, E.21])〈
∆¯
〉
= AnnAγ (J¯γ) and J¯γ = AnnAγ (∆¯).
In particular, ∆¯ 6= 0 since Jγ ⊆ mX ⊇ Θ(γ). By reducedness of D,
∆ ∈ 〈f〉 (see [Sai80, (1.5)]). It follows that
f · Jγ ⊆ Θ(γ) ⇐⇒ f¯ ∈ AnnAγ (J¯γ) ⇐⇒ 〈∆〉 = 〈f〉
which is in turn equivalent to freeness of D by Saito’s criterion (see
[Sai80, (1.8)]). Moreover δ1, . . . , δn is a basis of Der(− logD) in this
case. If f · DerC(OX) ⊆ Θ, then f · Jγ ⊆ Θ(γ) by applying to γ. Note
that f · DerC(OX) ⊆ Der(− logD) to finish the proof. 
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Remark 2.1. In the setup of Theorem 1.1.(b), suppose that γ is ho-
mogeneous in terms of the coordinates x1, . . . , xn ∈ OX . Applying the
Euler identity to g1, . . . , gn in (2.1) shows that the transition determi-
nant from x1, . . . , xn to f1, . . . , fn is ∆ · Hγ where Hγ is the Hessian
determinant of γ. Then again by Wiebe’s theorem
〈∆〉 = 〈f〉 ⇐⇒ 〈∆ ·Hγ〉 = 〈f ·Hγ〉
⇐⇒ f ·Hγ ∈ AnnAγ (m¯X) = soc(Aγ).
Example 2.2. Consider the Whitney umbrella D ⊆ (C3, 0) defined by
f = x2 − y2z. A Singular (see [DGPS18]) calculation shows that
Θ = Der(− logD) is minimally generated by

δ1
δ2
δ3
δ4

 =


x 0 2z
y2 0 2x
yz x 0
0 y −2z




∂x
∂y
∂z


In particular, D is not free. For generic γ = ax2 + by2 + cz2,
Θ(γ) =
〈
xy, ax2 + 2cz2, by2 − 2cz2, 2cxz + axy2
〉
and Aγ is a non-complete intersection Artin algebra. Note that
f¯ = −
2c
a
z¯2 ∈
〈
y¯z¯, z¯2
〉
= soc(Aγ)
and in particular f · Jγ ⊆ Θ(γ).
3. Flenner’s Bertini theorem
Let A = (A,mA) be a local Noetherian k-algebra. Without ex-
plicit mention we shall assume that char(k) = 0 and that A admits
a universally finite k-derivation dA/k : A → Dk(A). For any factor k-
algebra A¯ = A/I there is an induced universally finite k-derivation
dA¯/k : A¯→ Dk(A¯) = Dk(A)/
〈
dA/k(I)
〉
(see [Kun86, 11.10]).
Remark 3.1. For a surjection Γ ։ Γ′ of finite dimensional k-vector
spaces genericity holds equivalently for γ ∈ Γ or for γ ∈ Γ′. Indeed the
map identifies with a dominant morphism Ank → A
n′
k .
The following is a direct application of Flenner’s Bertini theorem.
Lemma 3.2. Let A be a local Noetherian k-algebra, Γ → mA a finite
dimensional k-vector space and Θ ⊆ Derk(A) an A-submodule. Assume
that A is regular on U ⊆ D(Γ) and that Θ generates Derk(A) on U .
Then U ⊆ D(Θ(γ)) for generic γ ∈ Γ.
Proof. Let p ∈ U . By hypothesis Ap is regular and hence Dk(A)p is a
free Ap-module (see [SS72, (8.7)]). In particular, its dual
HomAp(Dk(A)p, Ap) = HomA(Dk(A), A)p
−◦dA/k
∼=
// Derk(A)p
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is free of finite rank. By hypothesis there are δ1, . . . , δn ∈ Θ mapping
to a basis of Derk(A)p. Let ω1, . . . , ωn ∈ Dk(A)p be the dual basis.
By Flenner’s local Bertini theorem (see [Fle77, (4.5), (4.6)] and Re-
mark 3.1) dA/k(γ) is basic for Dk(A) on D(Γ) for generic γ ∈ Γ. It
follows that
n∑
i=1
δi(γ) · ωi = dA/k(γ) ∈ Dk(A)p \ pDk(A)p.
Then δj(γ) 6∈ p
(1) = p for some j ∈ {1, . . . , n} and hence p ∈ D(Θ(γ)).

We extend the above result to filtrations by closed subschemes.
Proposition 3.3. Let A be a local Noetherian k-algebra, Γ → mA a
finite dimensional k-vector space and Θ ⊆ Derk(A) an A-submodule.
Consider a chain of closed subschemes
Spec(A) = X0 ⊇ X1 ⊇ · · · ⊇ Xs ⊇ Xs+1 = V (Γ).
Write Xi = Spec(Ai) where Ai = A/Ii. For i = 0, . . . , s assume that
Ui = Xi \ Xi+1 is regular and that Θ induces Θi ⊆ Derk(Ai) which
generates Derk(Ai) on Ui. Then V (Θ(γ)) ⊆ V (Γ) for generic γ ∈ Γ.
Proof. Applying Lemma 3.2 to A = Ai, U = Ui, Θ = Θi yields
V (Θ(γ) mod Ii) = V (Θi(γ mod Ii))
= Xi \D(Θi(γ mod Ii)) ⊆ Xi \ Ui = V (Ii+1/Ii).
It follows that V (Θ(γ), Ii) ⊆ V (Θ(γ), Ii+1) for i = 0, . . . , s and hence
V (Θ(γ)) = V (Θ(γ), I0) ⊆ · · · ⊆ V (Θ(γ), Is+1) ⊆ V (Γ).
for generic γ ∈ Γ. 
4. Analytic germs
Assume now that k is algebraically closed and complete non-discretely
valued. Any analytic k-algebra admits a universally finite k-derivation
(see [SS72, (2.6)]).
Let X be a k-analytic space. For any x ∈ X analytic subgerms
of (X, x) correspond to subschemes of Spec(OX,x) (see [Gro62, §1,
Thm. 1.3]).
For two coherent OX-ideals I and J , an inclusion of zeros X ⊇
V (I) ⊇ V (J ) is equivalent to an inclusion of prime ideals Xx =
Spec(OX,x) ⊇ V (Ix) ⊇ V (Jx) for all x ∈ X by the analytic Null-
stellensatz (see [Hou62a, §4, Cor. 1]). Consider U = X \ V (I) ⊆ X for
some coherent OX -ideal I and set Ux = D(Ix) ⊆ Xx for any x ∈ X.
Since regularity is an analytic property (see [Sch70, III.(4.6)]) there
is a coherent OX-ideal J such that Sing(X) = V (J ) and Sing(Xx) =
V (Jx) for all x ∈ X. Thus U is smooth if and only if Ux is regular for
all x ∈ X.
A SAITO CRITERION FOR HOLONOMIC DIVISORS 5
Consider an inclusion of coherent OX -modules G ⊆ F . Then G = F
on U is equivalent to V (Ann(M)) = Supp(M) ⊆ V (I) where M =
F/G. This in turn is equivalent to
Supp(Mx) = V (Ann(Mx)) = V (Ann(M)x) ⊆ V (Ix)
and hence to Gx = Fx on Ux for all x ∈ X (see [Hou62b, B.§1]).
For any OX,x-submodule Θ ⊆ Derk(OX,x) with generators θ1, . . . , θm ∈
F(U) where x ∈ U ⊆ X this applies to the coherent OU -module F =
Derk(OU ) with stalk Derk(OU)x = Derk(OX,x) and its coherent OU -
submodule G = 〈θ1, . . . , θm〉OU .
Proposition 3.3 translates into the following local analytic statement
by passing to representatives and using the preceding discussion.
Proposition 4.1. Let X be the germ of a k-analytic space, Γ →
mX a finite dimensional k-vector space and Θ ⊆ Derk(OX) an OX-
submodule. Consider a chain of closed analytic subgerms
X = X0 ⊇ X1 ⊇ · · · ⊇ Xs ⊇ Xs+1 = V (Γ).
For i = 0, . . . , s assume that Ui = Xi \ Xi+1 is smooth and that Θ
induces Θi ⊆ Derk(OXi) which generates Derk(OUi). Then V (Θ(γ)) ⊆
V (Γ) for generic γ ∈ Γ. 
5. Holonomic divisors
Let D ⊆ X = (Cn, 0) be the germ of a divisor. Then X has a
logarithmic stratification S with respect to D. The stratum S0 ∈ S
with 0 ∈ S0 satisfies S0 ∼= (C
d, 0) where d = dimCDer(− logD)(0).
Along S0, D ⊆ X is analytically trivial (see [Sai80, (3.6)]), that is,
(X,D) ∼= (X ′ × S0, D
′ × S0)
where D′ ⊆ X ′ = (Cn−d, 0) is the germ of a divisor. There are corre-
sponding decompositions of derivations (see [GR71, III.§5.10])
DerC(OX) = π
∗
X′ DerC(OX′)⊕ π
∗
S0 DerC(OS0),
Der(− logD) = π∗X′ Der(− logD
′)⊕ π∗S0 DerC(OS0),
where πX′ and πS0 denote the canonical projections. Denote by S
′ the
logarithmic stratification of X ′ with respect to D′. For p = (p′, p0) ∈
S ∈ S and p′ ∈ S ′ ∈ S ′,
TpS = Der(− logD)(p)
= Der(− logD′)(p′)⊕DerC(OS0)(p0) = Tp′S
′ ⊕ Tp0S0.
This yields a bijection of logarithmic strata
S ′ ↔ S, S ′ 7→ S ′ × S0, S ∩X
′ ← [ S.
In particular, S ′0 = S0∩X
′ = {0} ∈ S ′ plays the role of S0 for D
′ ⊆ X ′.
Then Der(− logD′)(0) = T0S
′
0 = 0 and hence Der(− logD) preserves
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the ideal of S0. The resulting canonical map
Der(− logD)→ π∗S0 DerC(OS0)
induces a surjection
Der(− logD)0 ։ Der(− logD)(0) = T0S0
= DerC(OS0)0/mS0,0DerC(OS0)0.
By Nakayama’s lemma it follows that Der(− logD)0 induces generators
of DerC(OS0)0.
Assume now that D (or equivalently D′) is holonomic. Then S and
S ′ are finite, S ′0 ∈ S
′ is the unique point stratum and hence S0 ∈ S
is the unique stratum with minimal dimension d. Consider the closed
analytic subgerms (see [Sai80, (3.12)])
Xi = {p ∈ X | dimCDer(− logD)(p) ≤ n− i} ⊆ X,
for i = 0, . . . , s = n − d. Note that X0 \ X1 = X \ D is a stratum,
X1 \ X2 = D \ Sing(D), and Xs = S0. More generally (see [Sai80,
(3.13)])
Ui = Xi \Xi+1 =
⋃
S∈S
dimS=n−i
S
for i = 0, . . . , s− 1. For each i ∈ {0, . . . , s− 1} and p ∈ Ui, uniqueness
of Sp yields
(Ui, p) = (Sp, p).
By the preceding discussion applied at p, Der(− logD)p induces gen-
erators of DerC(OUi)p. With coherence of Der(− logD) it follows that
Θ = Der(− logD) = Der(− logD)0
induces generators of DerC(OUi).
Part (a) of Theorem 1.1 now reduces to Proposition 4.1.
Proof of Theorem 1.1.(a). Due to the preceding discussion Proposition 4.1
applies with Θ = Der(− logD). By choice of Γ it yields
V (Der(− logD)(γ)) ⊆ V (Γ) = {0}.
Then Θ is generated by preimages under Der(− logD)→ Der(− logD)(γ)
of a regular sequence (see [BH93, Cor. 2.2.6, Thm. 2.1.2.(b)]). 
Proof of Remark 1.2.(b). Set x = x1, . . . , xn and ∂i =
∂
∂xi
for i =
1, . . . , n. The linear map Γ → ∂Γ =
⊕n
i=1 ∂iΓ sends γ with isolated
critical point to a regular sequence ∂γ = ∂1γ, . . . , ∂nγ ∈ C[x]〈x〉. The
ideal 〈ω1, . . . , ωn〉 generated by the inclusions
(ωi : ∂iΓ →֒ C[x]) ∈ C[x]⊗ (∂iΓ)
∨ ⊆ C[x] ⊗ C[∂Γ]
defines a subscheme W ⊆ An
C
×∂Γ, containing {0}×∂Γ by hypothesis.
Since ∂γ is a regular sequence, the fiber of ϕ : W → ∂Γ over ∂γ is a zero-
dimensional complete intersection at (0, ∂γ). By Chevalley’s theorem
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(see [Gro67, Thm. (13.1.3)]) the same holds at all points in an affine
neighborhood U of (0, ∂γ). Since ∂Γ is regular it follows that ω1, . . . , ωn
is a regular sequence at all points in U . In other words ϕ : U → ∂Γ is a
relative complete intersection (see [Gro67, Def. (19.3.6)]). In particular,
it is flat and open (see [Gro67, Thm. (2.4.6)]). It follows that ϕ(U)
is an open neighborhood of ∂γ containing only regular sequences in
C[x]〈x〉. This makes Γ ∩ ϕ(U) an open neighborhood of γ consisting of
polynomials with isolated critical point. 
Example 5.1. Let D ⊆ X = (C3, 0) be defined by f = xy(x + y)(x −
y)(y − xz) and Γ = 〈x2, y2, z2〉
C
. Using the Jacobian criterion, one
computes that
Sing(D) = V (y, z) ∪ V (x, y) = V (y, xz) ⊇ V (Γ) = {0}
is the union of the x-axis and the z-axis. So U = X \ V (y, xz) ⊆
X \ V (Γ) is smooth. A Singular (see [DGPS18]) calculation shows
that Θ = Der(− logD) is generated by


δ1
δ2
δ3

 =


x y 0
0 x2y − y3 2xy − x2z − 3y2z + 2xyz2
0 0 y − xz




∂x
∂y
∂z


making D a free divisor. On the punctured x-axis, δ1 = x∂x is non-
vanishing. The z-axis however is a union of non-holonomic point strata
since all δi vanish on it. It follows that the z-axis is the non-holonomic
locus of D. For generic γ = ax2 + by2 + cz2 ∈ Γ,
Θ(γ) = 〈2ax2 + 2by2,
4cxyz + 2bx2y2 − 2by4 − 2cx2z2 − 6cy2z2 + 4cxyz3,
2cyz − 2cxz2〉
and V (Θ(γ)) = V (x, y) ) V (Γ) is the non-holonomic locus of D.
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