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ABSTRACT 
Surface-enhanced Raman scattering (SERS) is observed on the nano-structured noble 
metallic surface, where Raman scattering is enhanced by a factor G  which is frequently about 
one million, but underlying the factor G  is a broad distribution of local enhancement factors η.  
To reveal this distribution and obtain more information about structure-enhancement 
relationships, a method employing photochemical hole-burning is developed. A series of laser 
pulses with increasing electric fields burned away molecules at sites with progressively 
decreasing electromagnetic enhancement factors. We have measured this distribution for 
benzenethiolate molecules on 330 nm silver-coated nanospheres using incident light of 
wavelength 532 nanometers.    The enhancement distribution P(η)dη was found to be a power-
law proportional to (η)-1.75, with minimum and maximum cutoffs.  The hottest sites (η > 109) 
account for just 63 in one million of the total, but contribute 24% to the overall SERS intensity. 
The substrate with non-close-packed (NCP) nanospheres of similar size has been tested for the 
comparison purpose. The distributions revealed additional information about their differences. 
Later, six different substrates have been compared with the excitation wavelength of 790nm 
laser.  
On the second project, vibrational dynamics in the liquid phase has been investigated 
thoroughly with ultrafast time-resolved anti-Stokes Raman spectroscopy. With the only method 
up-to-date that provides real-time state-resolved measurements of vibrational energy flow in 
molecules, vibrational energy transfer (VET) and vibrational relaxation (VR) processes are 
disclosed. Previously our group focused on nontoxic pure liquids, but now we are able to study 
aqueous solutions and precious or toxic liquids with the use of an upgraded laser system. In 
particular, I worked with my colleagues to successfully compare the vibrational dynamics 
between benzene and benzene-d6, as well as to study the vibrational dynamics of small 
biologically relevant molecules (i.e., glycine, N-methylacetamide and sodium benzoate) in D2O 
by probing both the solute and solvent. In both cases, the vibrational energy relaxation to the 
bath was monitored by either ultrafast Raman calorimetry for benzene or molecule thermometer 
for aqueous solution.   
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PREFACE 
During my graduate study, one of my research project has been to study the vibrational 
energy transfer (VET) and vibrational relaxation (VR) with ultrafast time-resolved anti-Stokes 
Raman spectroscopy, the only method up-to-date that provides real-time state-resolved 
measurements of vibrational energy flow in molecules. Previously our group focused on 
nontoxic pure liquids, but now we are able to study aqueous solutions and precious or toxic 
liquids with the use of an upgraded laser system. In particular, I worked with my colleagues to 
successfully compare the vibrational dynamics between benzene and benzene-d6, as well as  also 
to study the vibrational dynamics of small biologically relevant molecules (i.e., glycine, N-
methylacetamide and sodium benzoate) in D2O by probing both the solute and solvent. In both 
cases, the vibrational energy relaxation to the bath was monitored by either ultrafast Raman 
calorimetry for benzene or molecule thermometer for aqueous solution.   
My other research efforts involve extending the anti-Stokes Raman method to investigate 
vibrational dynamics in monolayers adsorbed on laser flash-heated metal substrates. To study 
monolayers we need surface-enhanced Raman scattering (SERS), with which a 1 nm thick layer 
will generate the same Raman intensity as an unenhanced 1 mm layer. However, short intense 
laser pulses damage SERS materials easily. To characterize such damage, a photochemical hole-
burning method has been developed to measure the distribution of Raman enhancements on a 
SERS substrate, which turns out to be a fulfilling project itself. The knowledge of such a 
distribution is useful both practically for a better design of the substrates and fundamentally to a 
better understanding of SERS mechanism. Different substrates and different analytes have been 
investigated. Moreover, in order to avoid the damage with big pulse without the loss of Raman 
signal, a high repetition rate ultrafast pulse laser was purchased and installed. With the damage 
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process understood, it is now possible to develop strategies to conduct ultrafast time-resolved 
SERS experiment, which may be pursued in the Dlott group in the future. 
Accordingly, this dissertation is divided in half. The first half is composed of the first 
three chapters. The first chapter gives a detailed introduction of surface enhanced Raman 
spectroscopy. Both theoretical approach and experimental efforts are reviewed. The second 
chapter explains the photochemical hole-burning method and its result with different substrates 
and different analytes.  The third chapter examines the prototype system of Quantronix Katana 
laser. Besides its basic principle and experimental application, comprehensive instruction of the 
maintenance is listed step by step with the visual help of actual photos. The second half is the 
fourth chapter, which explains vibrational dynamics in the liquid phase thoroughly, from the 
questions raised to the framework we applied to the experimental results and interpretation.     
Finally, I would like to express my deepest gratitude to my co-workers, friends and 
family members who have supported me during my tenure in graduate school. I have enjoyed my 
time in the Dlott group and am thankful for the opportunity to be involved in a series of exciting 
projects. The diversity of the research projects and the collaborative environment in the lab have 
made these years considerably rewarding and unforgettable.  
 I gratefully acknowledge the support and advice of my committee members, Prof. Dana 
Dlott, Prof. Paul Braun, Prof. Martin Gruebele, Prof. Douglas McDonald and Prof. Steve 
Granick, for their support and advice. I especially thank my advisor, Dana Dlott, for his support 
and encouragement throughout my graduate career. His intelligence and experience have made 
every conversation with him unforgettable. 
I would like to thank my friends and family for the support and kindness they have 
extended to me. In particular, I sincerely appreciate my beloved parents and grandparents who 
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were exceptionally supportive and encouraging of me during my graduate career. I cannot 
express how much thankful I am to my dear wife, Fang Xie, for her endless love and care. It is 
impossible for me to be here without her presence. Although there are a lot of uncertainties 
forthcoming, I know she will always be there for me, and give me strong moral support. 
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CHAPTER 1 INTRODUCTION 
1.1 Surface enhanced Raman spectroscopy 
Surface enhanced Raman scattering or surface enhanced Raman spectroscopy (SERS) is 
a surface sensitive technique that greatly enhances the Raman signal from the analyte molecules 
adsorbed on certain metal surfaces by several orders of magnitude. Since its first observation1 
and discovery in late 70’s2,3, the research in the SERS field has flourished, and thousands of 
researchers have devoted to better understanding the underlying mechanism and/or better 
experimental design with higher sensitivity. In particular, this field has been reinvigorated in the 
past ten years, after the realization of single-molecule detection4,5.  
It is believed that there are three main contributions towards the giant enhancement in 
SERS -- the resonance of the adsorbed molecules, the resonance of the nanotextured metal 
surfaces, and the resonance of newly formed metal-molecule charge transfer transitions. They are 
usually called resonant enhancement, electromagnetic (EM) enhancement, and chemical (CM) 
enhancement, respectively. It is widely assumed that the EM enhancement mechanism 
contributes to the majority of the SERS enhancement, and it will be the focus of this chapter 
henceforth, but it is worthwhile to discuss the other two for a few words as well. While the 
resonant enhancement could be as big as 106, it is highly specific to the adsorbate (usually 
requires a dye molecule which has the adsorption peak in visible range). This restricts its use, 
and sometimes it is not considered to be part of the SERS enhancement factors. The resonant 
enhancement is especially important for the single molecule SERS experiment and will be 
discussed in more detail in the section 1.3.3. 
 There is a lot of controversy about the magnitude of the chemical enhancement6,7. Otto 
and coworkers  measured “physi-adsorbed” and “chemi-adsorbed” carbon monoxide on smooth 
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silver surface and found an enhancement factor of 2 × 105 and 104 respectively8, indicating a 
chemical enhancement of 20. Campion et al. measured SERS signals from pyromellitic 
dianhydride adsorbed on smooth metal surfaces (i.e., Cu(111)) and found a SERS factor of ~30 
9,10, which should only correspond to the chemical mechanism given that the localized surface 
plasmon resonance (LSPR) is not sustainable in a flat metal surface. Shegai et al. collected the 
SERS signal of 4-mercapto-pyridine from individual EM hot-spot at Tollens’ silver island6. By 
comparing the signal to Rhodamine-6G (R6G) which they considered not to have a chemical 
enhancement, they estimated the chemical enhancement to be 103. Hu et al. applied a laser 
excitation at 1064 nm far from the plasmon resonance at 446 nm ~ 717 nm for different types of 
nanoparticles, and found an enhancement factor up to 108 for the 7a and 9b mode of 4-
aminothiophenol11. Dickson and coworkers observed single-molecule SERS from dendrimers 
and short amine-rich peptides attached to few-atom silver clusters (1<n<9) in the absence of 
collective plasmon oscillations12. They attributed this huge enhancement (>1014) to a chemical 
mechanism, where significant charge transfer to the silver clusters occurs and intensity was 
borrowed from the electronic transitions of the clusters themselves due to a large Franck-Condon 
overlap, with the acknowledgement that the laser excitation was overlapped with the adsorption 
of silver nanoclusters12. This divergence of the magnitude of CM is somewhat expected by the 
nature of CM. Since it involves the coupling between the electronic/vibrational levels of metal 
and the molecules, the CM should differ from molecule to molecule, from metal to metal.    
1.2 Theoretical approach 
1.2.1 g4 approximation 
In the EM enhancement, an incident laser field Ein excites surface plasmons to create a 
complex pattern of spatially-varying electromagnetic fields13-15.   At any location the local near 
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field at the particle surface is Es=gEin, where g is the local field enhancement factor, omitting the 
vectorial nature of the electric field. So the molecule adsorbed at the metallic surface will be 
excited by the field Es. In first-order approximation, the Raman-scattered far field will be further 
enhanced by the metallic surface in the same way as the incident field is, and thus the amplitude 
of the scattered field will be ESERS ∝ αR0gg’E0, where the prime symbol refers to the field 
enhancement at the scattering wavelength which will differ from the original value at the 
incident wavelength. Given that the Raman intensity is proportional to the square modulus of 
ESERS, the local Raman cross-section enhancement can be written as η = σRe/σR0 = g2g’2, where 
σRe and σR0 are enhanced and unenhanced cross-sections14.  
It is a widespread practice to neglect the difference between g and g’ and to evaluate the 
enhancement factor in zero Stokes shift limitation. In such a case, the most simplified and widely 
used assumption will emerge as η = g4. This is commonly referred as the fourth power law of 
SERS, which is the key to the extraordinary enhancements we have experienced in SERS. Even 
for g as small as 10 (which is the case of a small silver sphere), the SERS EM enhancement will 
have the magnitude of 104.  
The g4 approximation is broadly assumed in the literature, especially by the 
experimentalists. Despite its simplicity, it surprisingly agrees with most experiments 
qualitatively well and has led to a few verified predictions, some of which are even quantitative 
ones.   
1.2.2 Dipole re-radiation 
As Kerker et al. first point out16, it is not correct to assume the Raman-shifted photons 
will experience the same enhancement factor g’ in the same way as the incident photons 
experience. While the incident light is assumed to be a plane wave, the scattered field is actually 
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the radiation from an induced dipole at the Raman-shifted frequency. To accurately take the 
often omitted though important physical aspects into consideration, such as the polarization 
dependence/ depolarization ratio, angular dependence, molecular symmetry, and the symmetry 
of the metallic nanostructure, a more rigorous approach has to be applied.  
Kerker et al. has proposed the dipole reradiation (DR) approach16,17, where the incident 
photon is considered to be enhanced at the above local field enhancement factor g, using the 
plane wave incidence assumption, and the scattering photon is considered to be the emission 
from the induced dipole of the adsorbed molecule at the surface by the incident field. He showed 
that the DR approach generally agreed well with the g4 approximation for isolated small 
nanospheres (<100 nm). Recently, Schatz et al. has expanded this approach to a more general 
case where the molecule and the detector are not in the optimal position anymore18. They applied 
the T-matrix method to the DR problem, with full expansion of the electric fields in vector 
spherical harmonics around each nanosphere. They found that even for a single small silver 
sphere, the DR approach could differ as 10 times as the g4 approximation, when the molecule 
was not localized on the polarization axis of the incident field, due to the the quadruple effect 
and the dephasing between the dipole induced by the incident wave and the dipole induced by 
the local plasmonic field. Even for a silver sphere as small as 50 nm, after averaging all molecule 
locations on the nanosphere and the detector location at the far field limit, the enhancement 
factor for DR approach is 2 times bigger than the g4 approximation according to their results. 
They also showed more dramatic change for a dimer of nanospheres, only this time the DR 
approach being the smaller one. 
Etchegoin and Le Ru suggested a different approach with optical reciprocity theorem19,20, 
where the radiated field E at point M by a dipole d at point O is related to the field E2 at point O 
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by the dipole d2 at point M according to d·E2 = d2·E. They only considered the backscattering 
collection geometry, but they did not assume the isotropic Raman tensor as Schatz et al did. 
They found the similar result that when the molecule was not aligned parallel to the incident 
wave, the g4 approximation would fail. The reasoning is almost identical to Schatz’s, with the 
exception that Etchegoin and Le Ru have considered the anisotropy of the Raman tensor (usually 
the case for dye molecules), arguing that the induced dipole will not align with the local field 
polarization in general either, which introduces another source of error. 
In summary, g4 approximation is a very useful approximation due to its easiness and the 
order of magnitude agreement, but it performances poorly with regard to polarization and 
angular dependence.  One has to keep in mind that g4 approximation is at best an approximation, 
especially when the polarization or angular analysis is involved.      
1.2.3 Molecule-metal complex and surface selection rules 
So far, only the EM enhancement has been considered, since it is generally assumed that 
most SERS enhancement comes from the EM enhancement. However, when the analyte is 
adsorbed onto the metal surface, it essentially transforms itself into a new molecule species (i.e., 
molecule-metal complex), and the vibrational states, the energy level, the molecular symmetry, 
the polarizability tensor and the Raman cross section will change correspondingly. Therefore, in 
order to fully explain the SERS phenomena, the charge transfer complex and the change of the 
Raman cross section have to be considered. 
In ref. 7, Lombardi and Birke expressed the Raman cross section of the molecule-metal 
system in the analogues of Albercht A, B and C terms21,22 (equation 10 in ref. 7). 
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F is the Fermi state or the charge-transfer state, and K is the molecular excited states. The 
subscript σ and ρ represent three Cartesian coordinates (X, Y, Z), μ is the purely electronic 
transition moments between states, and h is the Herzberg-Teller vibronic coupling constant. A 
term represents the molecular resonance part and will vanish for non-resonant molecules, while 
B and C term correspond to the molecule-to-metal charge transfer and the metal-to-molecule 
charge transfer, respectively. Generally, the F state is much lower in energy than the first excited 
state K. Given the visible illumination, the denominator for the charge-transfer transition will be 
much smaller than the normal Raman transition, which means the leading term in the SERS is 
actually the charge-transfer transition. They estimated that with a 514.5 nm excitation, the 
contribution from the charge transfer transition was 5 times bigger than the one from the normal 
molecule excited state for the pyridine-Ag system7. 
With regard to surface selection rules, the numerator in equation (1.1) needs to be 
examined. Eliminating all state appearing twice in the expression and noting that the local 
electrical field is perpendicular to the metal surface by large, the simplified Herzberg-Teller 
surface selection rule can be expressed as that the allowed SERS vibrations belong to the 
irreducible representation which is the sum over the product of the irreducible representation of 
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the charge-transfer dipole and the optical allowed molecular excited states7,23. For instance, the 
benzene-Ag complex has D6 symmetry, and the first few optical transitions are to the excited 
state of 1B2u (forbidden), 1B1u, 1E2g, 1E1u24,25. The irreducible representation for the charge-
transfer dipole moment is A2 in D6 group, assuming a flat atop geometry for benzene 
adsorption26. Thereby the SERS-allowed vibration are expected to be e1, e2, b2, while the b1 
(A2×B2) mode will be missing7, which matches the observations by Moskovits et al26,27.   
1.3 Experimental effort 
1.3.1 SERS-active substrate 
To date, there have been numerous studies focusing on improving the sensitivity, 
uniformity, reproducibility and stability of the SERS substrates. The SERS-active substrate has 
evolved from electrochemically roughened electrodes28,29 to random metallic nanoparticles in 
colloidal solutions30-32 to carefully designed and fabricated nanostructures33-38. A full review of 
all attempts to fabricate better SERS-active substrate is beyond the scope of this chapter, and 
only a few randomly-picked examples will be shown to demonstrate the recent development in 
this field. 
Qian et al. reported an enormous pure EM enhancement factor of 1013 by the 
combination of nanoporous gold film and gold nanoparticles39. Their finite-difference time-
domain (FDTD) simulation generated a 19-times increase for the local electrical field by 
introducing a 19 mm nanoparticle into a 35 mm nanopore, indicating a 1.3 × 105 increase in 
SERS signal. Diebold et al. applied the femtosecond pulse laser to a silicon wafer with the 
purpose of producing a uniform nanostructure40. With the deposition of silver, they were able to 
scan the SERS response of benzenethiol over a 2 mm × 2 mm area with a standard deviation of 
0.125. Moskovits and coworkers produced a sub-wavelength gold nanograting using a complete 
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top-down approach41. The grating is fabricated by holographic lithography on a 330 nm pitch 
silica parent grating. The collected SERS signal from different samples overlapped extremely 
well, indicating great reproducibility. Van duyne and coworkers deposited thin films of Al2O3 
onto the silver nanoparticles with atomic layer deposition42. As a result, they have obtained the 
SERS-active substrate which is thermally robust up to 6 hours at 500 °C.  
In addition to gold and silver surface, the SERS activity from copper, cobalt, platinum 
and palladium surface have also been explored43-45. Recently, there are some on-going attempts 
to expand the choice of surface to the semiconductor by appropriate doping.      
1.3. 2 Ensemble average measurement 
The SERS signal collected is the sum of the Raman scattering from absorbed molecules 
in the whole illuminated area. Given that the spot size of the illumination is diffraction limited by 
the wavelength of the laser, most SERS measurements are done in an ensemble average fashion. 
However, we can still gain a lot of insights about the mechanism of SERS from these 
experiments.  
Perney et al.46 proposed a very simple theoretical explanation for their gold pyramidal pit 
array -- surface plasmon is only resonant in this nanostructure when they form a standing wave, 
i.e. the roundtrip time in a plasmonic cavity must equal the oscillation period of the laser to be 
constructive interference. They then obtained the expression of g with regard to λ. Using the g4 
approximation with the consideration of non-zero Stokes shift, they matched the theoretical 
predication to the experimental result. 
 Crozier and coworkers fabricated a gold disk array on top of a SiO2 spacer and a 
continuous gold film47. They reported a double peak in the resonance spectra and attributed it to 
the coupling between the surface plasmon in the gold film and vertically and horizontally 
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localized surface plasmons in the gold disk array. When they tuned the double peak to match the 
excitation wavelength and Stokes wavelength, they observed huge increase in SERS signal and 
calculated an enhancement factor of 7.2 × 107, while the single-resonant substrate had an 
enhancement factor of 3.9 × 105.  
Van duyne and coworkers systematically studied the relationship between the excitation 
wavelength and the substrate plasmon resonance48. They scanned the laser wavelength in the 
visible region and recorded the SERS response at each laser wavelength. Comparing with the 
plasmon resonance spectra of the substrate, they found that ωex =  ωLSPR + ½ ωvib for 3 different 
Stokes transitions in benzenethiol spectra, where ωex is the excitation wavelength at which the 
SERS maximum is achieved, ωLSPR is the peak position of the LSPR spectra, ωvib is the 
frequency of the Stokes transitions. This surprisingly good agreement with g4 approximation 
suggests that the g4 approximation is quite accurate for the wavelength dependence.  
Based on the dipole approximation for the silver nanosphere, the field will scale with r-3, 
and thus the SERS signal will decrease as r-12. For a monolayer at distance d, it will be49,50  
 
10rG
r d
⎛ ⎞= ⎜ ⎟+⎝ ⎠ , (1.2) 
where G is the total SERS enhancement factor and r is the size of the nanosphere. Kennedy et 
al.51 measured the SERS signal of benzene and tert-butylbenzene on top of the self-assembled 
monolayer of 1-octanethiol (purity 97% up), decanethiol (98%), dodecanethiol (98%), 
hexadecanethiol (92%), and octadecanethiol (98%).  With the assumption that benzene and tert-
butylbenzene would not penetrate the monolayer and adsorb on the silver surface themselves, 
they were able to observe that the decrease of the signal from the distinct aromatic ring mode did 
match the equation (1.2). Diering et al. observed the similar trend by using atomic layer 
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deposition to vary the thickness between the adsorbate and the metallic surface52. They were also 
able to fit their data using the equation (1.2).  
1.3.3 Single-molecule surface enhanced Raman spectroscopy 
The recent enormous research interest in the SERS field was partially due to the 
discovery of single molecule SERS (SM-SERS) in 1997 by Nie and Kneipp independently4,5. 
Both of them adopted the dye molecule at their resonant conditions (R6G with 514nm excitation 
and crystal violet with 800nm excitation) in a silver nanosphere colloidal solution and made their 
claims based on the statistical behavior of the spectra, such as the spectra blinking and Poisson 
distribution. Nie et al. conducted the polarization study which strengthened his claim further4. 
Both groups claimed the enhancement factor should be more than 1014, which well exceeds the 
theoretical calculation of EM enhancement even only in the hot spot.  
It has been argued that the resonant nature of the adsorbates might play a more important 
role than previously thought. But it is not easy to experimentally measure the Raman cross 
section for a resonant dye molecule due to the overwhelming fluorescent signal. Schatz and 
coworkers53 calculated the cross section of R6G molecules under both the normal Raman 
scattering and resonant Raman scattering. They have obtained a resonant enhancement factor of 
around 105 and estimated the cross section of resonant Raman scattering on the order of ~10-25 
cm2/sr. Le Ru et al.54 measured the Raman cross section of crystal violet and R6G at 633 nm 
excitation, where both signals were not buried under the fluorescent background due to the off-
resonance condition (R6G) or a very fast non-radiative decay (crystal violet). Their results were 
around 10-27 cm2/sr for R6G and 10-26 cm2/sr for crystal violet. In 2008, the Raman cross section 
of R6G at 532 nm excitation is first measured directly by stimulated Raman spectroscopy55. A 
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surprisingly big Raman cross section of 2.3 × 1022 cm2/sr was obtained by Shim et al.55, 
implying the EM contribution for SM-SERS in the case of resonant R6G decreases to 108. 
In addition, the evidential support of SM-SERS is also under question. Etchegoin et al.56 
proposed that it was not possible to obtain a Possion distribution when sampling events were big 
enough, unless some ideal conditions could be met to keep the fluctuation of the SM events 
minimal. Domke et al.57 suggested that some spectral fluctuations in the SERS signal were 
actually coming from the contamination of amorphous carbon adsorbed on the surface, rather 
than the previously claimed the evidence of SM-SERS. Le Ru et al.58 observed similar spectral 
fluctuations under high dye concentrations.  
To overcome the obstacles mentioned above and to provide a clear evidence for SM-
SERS, Van duyne’s group and Etchegoin’s group both developed a novel approach with the use 
of isotopologues of the dye molecule59,60. Le Ru et al.61 first suggested a bi-anylate approach 
with two different adsorbates, R6G and benzotriazole dye. To avoid the complications of 
different adsorbates, Dieringer et al.59 used the R6G and its isotopologue R6G-d4, which have 
the exact same chemical property but distinct spectral signatures. With the spectral fluctuation 
between two isotopologues (the majority of the spectra only contain the signature from one 
molecule), it is unarguably the observation of SM-SERS events. Recently, Etchegoin et al.62 
even managed to determine the natural isotopic distribution (1.1% of 13C) in rhodamine 800 
using this approach.  
1.4 Application 
Today, SERS is beyond a scientific toy. It is widely applied in the environment 
monitoring63-66, biological sensing67-72, the study of surface reaction and molecular behavior6,73-80. 
It is integrated with microfludics81, fiber optics64, nanooptics82,83 and etc. 
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CHAPTER 2 THE DISTRIBUTION OF LOCAL ENHANCEMENT FACTORS IN 
SURFACE ENHANCED RAMAN SCATTERING­ACTIVE SUBSTRATES*  
2.1 Photochemical hole burning method 
2.1.1 Motivation 
While the enhancement factor in SERS is essentially a microscopic attribute specific to 
the local geometry and neighboring environment, normal Raman measurement is only able to 
collect the signal from all molecules under illumination and thus measuring the ensemble 
average enhancement factor of the laser spot. As demonstrated in section 1.3.1, a great deal of 
effort has gone into developing methods to fabricate useful SERS materials with different goals. 
While all efforts involve the higher sensitivity to some degree, some are aiming at extreme high 
enhancement factor to achieve single molecule detection, and some are more focused on the 
uniformity of the substrate. These efforts to improve the fabrication of SERS materials, generally 
involve comparisons of the ensemble average enhancement factor G . The ability to instead 
compare enhancement distributions provides greater insights into the relationships between the 
substrate structure and the SERS process. For instance two substrates having the same average 
G  might differ significantly in the fraction of hot sites having larger values of η, which might 
provide the insights needed to increase the abundance of these hot sites, with the ultimate goal of 
developing SERS substrates where every site is a hot site. Hence a knowledge of the distribution 
of local enhancement factors would be more useful than a simple measurement of G  to optimize 
a fabrication technology1.   
                                                 
* This chapter includes published materials from Fang, Y.; Seong, N.-H.; Dlott, D. D. Science 2008, 321, 388, with 
the reprint permission from The American Association of Advanced Science (AAAS). 
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Ordinary Raman measurements are sensitive only to the average G , which can lead to 
difficulties in quantifying SERS signals in analytical applications1,2. Natan even suggested a 
SERS “uncertainty principle”, where the product of the degree of structural accuracy and the 
enhancement factor of such a structure support is a constant, based on his pessimistic prediction 
that it would be impossible to precisely link the local structure to the enhancement factor1. A few 
years ago, Natan would not imagine that it is now possible to remove such an obstacle in the 
practical application of quantitative SERS analysis.   
A large amount of attention has been given to understanding the structure of hot sites, to 
determining the Raman enhancements resulting from specific structures, and to finding the 
maximum enhancement factor a hot site can provide. Despite the efforts in this area, the nature 
and magnitude of SERS enhancement factors have always been controversial. Understanding the 
nanostructures that give rise to large enhancements usually involves relating the intensity of 
single-molecule SERS to the nanostructure observed with electron microscopy. However, it has 
been a challenge to determine the location of a highly-enhanced molecule with nanometer 
resolution. The SERS enhancement factor determination has been confounded by ambiguities in 
the definition and by misunderstandings of the nature of the enhancement process. 
SERS enhancement factors in the 1014-1015 range have been described. However, as 
explained by Le Ru and co-workers,2 these large values result from an incorrect application of 
the enhancement definition. The Raman intensities of dye molecules such as crystal violet are 
compared to the intensities of solvents such as methanol.  But a dye molecule on a metal surface 
has a resonance- or preresonance-enhanced Raman cross-section, and it is not correct to compare 
it to a solvent which does not have such cross-section. A number of calculations of the fields in 
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plasmonic nanostructures suggest that electromagnetic enhancements are unlikely to be much 
greater than ~1011.   
It is important to clarify these upper limits in order to provide guidance to researchers 
trying to fabricate materials for the maximum enhancement. Fortunately with the methods 
described in this chapter, it is possible to directly measure the electromagnetic enhancement 
distribution of plasmonic nanostructures, including the upper limit cutoff, in a system that has 
essentially no chemical or resonance enhancements. 
2.1.2 Laser induced breakdown of aromatic molecules 
Generally excited-state chemistry far off-resonance is attributed to multi-photon 
absorption or field ionization. In particular, the laser induced breakdown far off-resonant is 
considered to be the combination of multi-photon adsorption and electron avalanche ionization3-8. 
Yoshino and Fujii et al.6,7 studied the breakdown in organic liquids induced by a ruby laser 
(λ=633 nm) or Nd3+ glass laser (λ=1060 nm), and proposed the avalanche multiplication of 
electrons. While they suggested that the breakdown induced by off-resonant laser pulses is 
similar to the microwave breakdown as in the case of solids and gases, the threshold intensity of 
aromatic liquids was found to be lower than that of alkane liquids, indicating the possibility of 
the multiphoton process in aromatic molecules. Toyota et al.8 applied a Nd3+:YAG fundamental 
laser (λ=1064 nm) to study the laser induced breakdown of liquid benzene. Both the fact that the 
electronically excited state of benzene did not appear in the picosecond transient absorption 
spectra and the analysis of the irradiation threshold intensity imply that the photo damage of 
benzene is caused by the strong electric field of the incident laser through avalanche 
multiplication of electrons.  
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In all cases above a clear sharp threshold field strength Eth exists, which gives electrons a 
nonzero probability to tunnel away from the molecule, even with the presence of possible 
multiphoton adsorption3-8.  In multi-photon absorption, the rate of excitation is proportional to a 
high power of the electric field amplitude. Although we favor the field ionization model, in 
either case there will be a rather sharp threshold Eth observed for the photochemistry process. 
The value of Eth depends on the type of molecule, the irradiation wavelength and pulse duration, 
but is generally around 1-10 × 109 V/m from both theoretical calculation3,5 and experimental 
measurement4,8. Below Eth photochemistry does not occur. Above Eth the likelihood of 
photochemistry becomes stochastic.  
2.1.3 Methodology 
The task of measuring the distribution of local enhancement factors requires either a 
nonlinear spectroscopy or tabulating the enhancement of every molecule using single-molecule 
SERS (SMSERS). Such a tabulation is not practically possible since SMSERS requires 
enhancements on the order9 of 108-1010 and cannot detect the colder sites (sites having smaller 
values of the Raman enhancement). 
Photobleaching of adsorbed dye molecules has been suggested as a method to determine 
such a distribution9-11, with the assumption that the photobleaching efficiency increases in 
regions of greater local field enhancement. However, the collected signal will be the convolution 
of a time response function, a power response function and the distribution. It is not possible to 
retract useful information from such a complicated function without priori knowledge or 
assumption of those functions. In the only experimental attempt, Ertl and coworkers10 had to 
assume the form of the local field distribution in addition to the exponential decay with time and 
the linear response of the photobleaching rate to the local intensity. While it is probably 
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acceptable for the simple case such as tip-enhanced Raman spectroscopy, it is not suitable to pre-
assume any distribution function form for complicated surface nanotexture.  
Our method for determining the distribution of local enhancement factors uses the 
electric fields from powerful nonresonant laser pulses to photochemically damage molecules 
adsorbed on a SERS substrate. As summarized above, this type of photodamage is characterized 
by a sharp electric field threshold Eth.  This sharp threshold behavior, which photobleaching does 
not exhibit, greatly simplifies the theoretical analysis needed to extract the distribution from 
experiment. For a given incident field, photodamage will occur only at sites where the enhanced 
local field is bigger than the threshold field; therefore, as the photo hole burning (PHB) laser 
field is increased, molecules with the largest enhancement will burn away first, followed by 
molecules at sites with progressively smaller enhancement.  Meanwhile the sample loses Raman 
intensity at a rate proportional to the fourth power of the local field enhancement factor10.  The 
disappearance of the photodamaged molecules and the appearance of photoproducts can be 
monitored via Raman spectroscopy with a weak probe laser.  In this study the PHB method is 
illustrated using a SERS substrate comprised of an Ag film on nanospheres (AgFON)12-16 having 
an adsorbed layer of benzenethiol (BT). 
  Figure 2.1 depicts the experimental concept. A benzenethiol self-assembled monolayer 
(SAM) was deposited on AgFON fabricated using methods developed by the Van Duyne 
group15,16.  The PHB laser pulses were focused on the sample, with varying pulse energies and 
Ein correspondingly. A weak continuous-wave Raman laser probed molecules at the center of the 
PHB beam where Ein was spatially uniform, to alleviate complications caused by averaging over 
the spatial beam profile10. 
21 
 
 A single-shot approach was applied first. Figure 2.2 shows representative Raman spectra 
of BT on AgFON after exposure to different number of PHB pulses. In the range of 10 to 100 
PHB pulses new photoproduct transitions, most on the red edge of the 1550 cm-1 CH-bend and in 
the 2000 to 2200 cm-1 range of carbonyl stretching, gradually replaces the BT Raman transitions. 
As the PHB pulse irradiation continued, the photoproduct transitions disappeared after 103 to 104 
pulses. This continued photodamage of the photoproduct further emphasizes that photoproduct 
molecules reside in local environments that continue to possess large local field enhancements. 
In the 103 to 105 pulse regime, BT molecules that were not photodamaged continued to evidence 
the same Raman spectrum as unirradiated molecules.  After 105 to 106 high-field pulses, the BT 
Raman spectral lineshapes evolved and broadened, which is believed to be associated with 
gradual laser substrate damage. 
 To quantify the extent of photodamage, we focused on the integrated area of specific BT 
transitions well separated from the photoproduct. Figure 2.3 shows a series of burning curves 
based on monitoring the 3050 cm-1 CH-stretch. The burning curves were not appreciably 
different when other BT Raman transitions were monitored. Although the intensity loss is quite 
dependent on the number of pulses during the first 100 pulses, the intensity drop caused by 
photodamage is complete after 1000 pulses.   
Although it is possible to determine the distribution from the data in Figure 2.3, a more 
accurate determination was made by averaging the results from five fresh regions of the SERS 
sample, each exposed to 1000 PHB pulses. The remaining intensity will be only dependent on 
the field strength. So in Figure 2.4, we plotted I/I0 versus 1/Ein, and the distribution function 
could be converted from this figure.  
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2.2 Theoretical model 
2.2.1 Local field enhancement factor and Raman enhancement factor 
In SERS, the enhancement factor is usually defined as the ratio of the Raman cross-
section in SERS measurement to its counterpart in the non-SERS measurement. However, the 
term “non-SERS measurement” could be quite vague and defined differently by different group. 
It is especially problematic when the comparison is made between molecules adsorbed onto the 
SERS-active substrate and molecules in condensed phase, since they are essentially not the same 
molecules any more, one being the molecular-metal complex, while the other remaining 
unchanged. Despite the effect of the so-called charge transfer mechanism, where some electronic 
bands are shifted due to the formation of the molecular-metal complex causing the perturbation 
of intrinsic molecular Raman polarizability, the orientation average of the complex and the 
molecule in condensed phase are usually different as well. Thus, to exclude all these 
complexities and only consider the electromagnetic mechanism, we could define the local 
Raman enhancement factor η as the Raman cross section of the molecule with the SERS-active 
substrate at a specific point to the cross section with a hypothetical flat metal surface, assuming 
the complexes formed in both case have the same electronic structure and orientation. The 
ensemble average Raman enhancement factor G could then be written as 
max
min
( )G P d
η
η η η η= ∫ ,          (2.1) 
P(η)dη being the distribution of the local Raman enhancement factors. 
In the electromagnetic enhancement mechanism, we could define a second-order tensor 
g(r,ν) to satisfy the equation 
 ( ) ( , ) ( )loc inE r g r v E r= •
G G
,         (2.2) 
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where locE
G
is the local electric field and inE
G
 is the incident electric field of the laser, r is the 
position vector, ν is the laser frequency, it has been shown by the Green theory that the Raman 
intensity17  
2
( , ) ( , ) ( )S inI g r g r E rν ν∝ • •
G
,        (2.3) 
where νs is the frequency of the Raman scattering photon.  
To further simplify the problem, we will only consider the following case. When the 
characteristic size of metal nanostructures is small enough compared to the wavelength of light, 
the time needed for free electrons in the metal to achieve the equilibrium is less than the phase 
change time of the incident field and it could be considered as a quasi-electrostatic problem; 
when the characteristic size of metal nanostructures is big enough compared to the atomic radius,  
the essential metallic property such as dielectric constant and permittivity could still be treated as 
the bulk material. It is easy to prove that the local electric field at any location of the metal 
surface is normal to surface in this case. From the equation (15) in Ref.18, we know that, 
 2 2( ) ( )L SCT mI E Eμ μ∝ • •
JG JG JG JG
,         (2.4) 
where μCT represents the charge transfer dipole, μm the molecular vibration dipole, EL the 
plasmon field excited by the incident laser, ES the plasmon field excited by the scattering photon. 
As discussed above, in the local frame where the z axis is normal to the surface, EL has only z 
component. Given that ( ) ( ) ( , ) ( )L inE r R r g r v E r= • •
G G
, R(r) being the rotation matrix from the lab 
frame to the local frame at position r, the first two rows of the product R(r)g(r,ν) must vanish. If 
we assume Ein is linearly Z-polarized (in the lab frame) and denote g’=R·g, we will 
have '( ) ( ) ( )z ZL zZ inE r g r E r= . With the similar consideration of ES and ignore the effect of Stokes 
shift frequency on the EM enhancement, we get the following approximation 
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' 4 ( )zZI g r∝  .           (2.5) 
Hereafter, we will write ' ( )zZg r  as the local field enhancement factor g, noting that g is 
now a scalar instead of a second-order tensor. If we neglect the packing irregularity and assume 
any molecule at the surface will have the same orientation with respect to the surface normal, 
then η=g4 everywhere. We finally will obtain the expression for the total ensemble average 
enhancement factor G as  
max max
min min
4
0
( ) ( )
ge
g
IG g Q g dg P d
I
η
η η η η= = =∫ ∫ ,       (2.6) 
Q(g)dg being the distribution of the local field enhancement factors. 
2.2.2 Burning curve and distribution function 
At a site with enhancement factor g irradiated by n pulses at field Ein, the PHB 
probability PPHB(g,Ein,n) is,   
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where n0 is the number of pulses needed to damage 1/e of the BT molecules.  Then IR(n)/I0 can 
be written in terms of the microscopic distribution function P(g)dg,  
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 When n>>n0, PPHB has become a simple step function of g and Ein. If we define a critical 
value of the local field enhancement gcr = Eth/Ein, the probability of photodamage becomes unity 
at sites with g ≥ gcr and zero at sites with g < gcr, and Equation (2.8) becomes, 
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 Equation (2.9) shows that IR/Ie is a function of gcr ∝ 1/Ein.  So we plot IR/Ie vs. 1/Ein and 
denote it as the "burning curve". To determine Q(g)dg from the burning curve, we take the 
derivative of IR/Ie with respect to 1/Ein and divide by g4.  Combined with the normalization 
conditions max
min
4 ( )
g
g
g Q g dg G=∫  and maxmin ( ) 1gg Q g dg =∫ , we obtain Q(g)dg and P(η)dη, along with 
Eth. 
2.2.3 Two case studies 
2.2.3.1 Gaussian distribution 
One of the ultimate goals of SERS technologies is to fabricate materials where every site 
has the same (large) enhancement factor g0, in order to eliminate the deadweight associated with 
molecules at cold sites. This represents a particularly simple situation where the burning curve is 
a step function, since IR/I0 = 1 for Ein < g0Eth and IR/I0 = 0 for Ein ≥ g0Eth. For a bit more realism, 
we have created the example shown in Figure 2.5 and Figure 2.6, where the burning curve is not 
so steep. The burning curve shown in Figure 2.5 is a computed error function centered at the 
value g0 = 40. The ensemble-average enhancement factor = 2 x 106.  We have assumed a field 
threshold for PHB, Eth = 1010 Vm-1. The minimum and maximum enhancement factors gmin = 10 
and gmax = 70. Note that gmin and gmax can be determined from experiment. To determine gmax, we 
measure the minimum value of Ein, termed Eh, that causes a perceptible loss of Raman intensity 
by PHB of the molecules at the hottest sites.  At the hottest sites where the enhancement is gmax, 
gmax = Eth/Eh. Correspondingly, by measuring the minimum value of Ein, termed Ec, that causes a 
complete loss of Raman intensity by PHB of the molecules at all sites including the coldest sites 
where the enhancement is gmin,  gmin = Eth/Ec.   
 Figure 2.6a shows the distribution of enhancement factors Q(g)dg that results from the 
step-function burning curve in Figure 2.5. The distribution is a Gaussian truncated at both ends.  
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Then Figure 2.6b shows the distribution of Raman enhancement factors that lead to the ensemble 
average G  = 2 x 107. Because the burning curve was taken to be so sharp, the peak of the 
P(η)dη function is quite close to the average value. Nonetheless the distribution of Raman 
enhancements has a width spanning more than three orders of magnitude, resulting from the 
fourth-power dependence η ∝ g4.  The ratio of minimum to maximum Raman enhancements is 
(70/10)4 = 2.4 x 103. 
2.2.3.2 Truncated Pareto distribution 
Based on the theoretical prediction and our previous work, this hypothetical burning 
curve is plotted in, and assumed to decay exponentially as  
1
*1 * int ER
e
I A e
I
−= − .          (2.10) 
In this section we reconsider the exponential burning curve, (Figure 2.7), with an 
emphasis on understanding the errors that arise in finding the distribution functions Q(g)dg and 
P(η)dη that result from errors in the experimental burning curve determination. The electric field 
where the photo damage is first detectable will be denoted as Eh, and the theoretical value of the 
electric field which will photo damage all the molecules will be denoted as Ec. Likewise, 
gmax=Eth/ Eh  and gmin=Eth/ Ec. G is set to be 2*107. As above, we wish to determine Eh and Ec, 
but it turns out we could not measure Ec, the field that causes PHB of every molecule on the 
surface. Pulses of the intensity needed to establish Ec appear to damage the SERS sample. We 
denote E'c as the input field that causes the largest attainable drop in Raman intensity, as 
indicated in Figure 2.7. In previous work, we assumed that we could determine Ec by exponential 
extrapolation of the burning curve to the abscissa. 
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Notice that for Eh or gmax, IR/Ie is very close to 1, which indicates 
1
* ht Ee
−
is very small and 
omissible. If we extrapolate the exponential to where it intersects the abscissa and use the 
intersection point as Ec , g4 * Q(g) will take the form  
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If Ec is obtained other than extrapolation, i.e., Q(g)dg will take a different form in the 
region [gmin, gm]. We can write 
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Hence any assumption about Ec will not affect this function form for the region between 
E'c and Eh.  This specific function form for g4*Q(g)dg will automatically satisfy the first 
normalization condition max
min
4( )
g
g
P g g dg G=∫ . And we vary the value of Eth till the second 
normalization condition max
min
( ) 1
g
g
P g dg =∫   is also satisfied.  The argument will then be converted 
from 1/Ein to g using the relationship g=Eth/Ein, and the upper abscissa in Figure 2.7 is 
determined. To show our margin of error, the two parallel curves using slightly different 
parameters A and t are also plotted in Figure 2.7, and the corresponding Eth is calculated 
individually. Finally the distribution function of field enhancement Q(g)dg and P(η)dη is 
determined in the form of 
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Q(g)dg and P(η)dη are plotted in Figure 2.8 and Figure 2.9 respectively. Again, to show 
our margin of error, different values of G are assigned and corresponding distribution curves are 
calculated and plotted. 
 The upper and lower limit of the integral, gmax and gmin, plays an important role both 
mathematically and physically. gmax is the direct experimental evidence of the highest local 
enhancement factor in the ordinary SERS-active substrate. gmax is determined by the pulse that 
causes the first detectable photodamage, and essentially limited by the experimental S/N ratio.  
In Figure 2.8 and Figure 2.9, the error range of gmax is considered to be from the left point to the 
right point of Eh, and plotted as dash line. To determine gmin we need to determine the Ein that 
photodamages every molecule on the surface. Unfortunately we could not do this without 
damaging the SERS substrate, and the strongest electric field we can use is E'c. However, it 
seems reasonable to use the extrapolation to determine gmin. Four different scenarios about how 
to find out gmin have also been calculated and plotted in Figure 2.10 to shows the effect of gmin on 
the distribution P(η)dη.  
2.3 Experimental design 
2.3.1 Preparation of SERS substrates 
SERS substrate was prepared by a method similar to the one reported by the Van Duyne 
group19. Glass cover slip (Circle No. 2 25mm from Fisher Scientific) was first cleaned by piranha 
solution (boiled in 3:1 H2SO4:30%H2O2 for an hour), and then sonicated in 5:1:1 
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H2O:30%H2O2:NH3·H2O solution for an hour to get a hydrophilic surface. The nanosphere 
suspension (5033A and 5052A from Duke Scientific, D=330 μm, 520 μm and 590 μm 
respectively) was drop coated on the glass substrate afterwards. A Temescal FC-1800 e-beam 
evaporator was used to deposit a layer of silver (200 μm) on the dried substrate, forming a metal 
film over nanospheres (AgFON). The substrate for the comparison was provided by Van Duyne 
group, where a 200 μm thick layer of silver was deposited over 590 μm diameter nanospheres on 
the 1 inch wafer. All substrates were immersed in 0.1 mmol/L benzenethiol in hexane overnight 
to allow the formation of a benzenethiol SAM and then it was transferred to pure hexane for 
storage not over a week. Right before experiment, the substrate was taken out and rinsed with 
ethanol and water sequentially.  
Polystyrene nanosphere solutions were used as received. Silica nanosphere solution was 
centrifuged, and the supernatant was removed. The remaining nanospheres were re-suspended in 
Milli-Q water. H2SO4, 30%H2O2, and NH3·H2O, benzenethiol, ethanol were purchased from 
Sigma-Aldrich, and used as received. Hexane was purchased from Fisher Scientific, into which 
nitrogen was purged for half an hour to deoxygenate right before usage. Cleaning water was 
obtained from a distill system in the lab.  
2.3.2 Instrumental setup 
2.3.2.1 Single-shot experiment with 532 nm laser 
Figure 2.11 shows the optical setup. The pulse laser apparatus will be described in 
chapter 4 in conjunction with time-resolved Raman studies of molecular dynamics. The 532 nm 
photochemical hole-burning (PHB) pulses were generated from an optical parametric amplifier. 
The parametric amplifier was pumped by a reduced-bandwidth chirp-pulse amplified Ti:sapphire 
laser system producing 1.2 ps duration pulses at 800 nm at a repetition rate of 1 kHz. The PHB 
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pulse duration was 0.8 ps and the spectral bandwidth was 25 cm-1 FWHM. The 1 kHz pulse was 
transmitted through an optical chopper which could reduce the repetition rate from 1 kHz to 100 
Hz, followed by an electronic shutter which could transmit individual PHB pulses. The pulses 
were focused to a 140 μm diameter (1/e2 Gaussian beam diameter) spot on the sample. The 
energy of the unattenuated pulses was measured using a calibrated thermal power meter. A series 
of calibrated neutral density filters were used to attenuate the pulses to obtain a range of incident 
energies. At the uniform center of the PHB laser beam, the intensity  
2
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I
r tπ=   (2.15) 
where Ep is the pulse energy, r0 the Gaussian beam radius and tp the pulse duration. The 
corresponding electric field 
0
2
in
IE
cε=  with ε0 = 8.85 x 10
-12
 F/m. The pulse energies ranged 
from 1-1000 nJ, so Ein ranged from 10 to 300 MV/m. 
Raman spectra were acquired with a holographic multichannel spectrograph (Kaiser 
Optical) and Princeton Instruments CCD detector, which simultaneously monitored the spectral 
range -3800 to +3800 cm-1 with 25 cm-1 spectral resolution. The Raman probe laser was a 
continuous-wave diode-pumped Nd:YVO4 laser (Intelite), which was focused to a 60 μm 
diameter spot and attenuated to 0.5 mW. 
To study the accumulative effects of PHB pulses, the sample was translated to a spot 
where the SERS intensity was on the order of 5000 cts mW-1 s-1, and the Raman spectrum was 
accumulated using a 10 s integration time. Then the shutter was triggered to allow a single PHB 
pulse to reach the sample and the Raman spectrum was obtained again. The process was repeated 
until the number of pulses reached 200. For PHB pulses greater than 200, the pulse number was 
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obtained by engaging the chopper so the laser operated at 100 Hz, and the sample was irradiated 
by timing the shutter opening using a stop watch.  
2.3.2.2 Various substrates and analytes with 790nm laser 
Figure 2.12 is the block diagram of the experimental setup. Please refer to chapter 3 for 
the detailed description of the pulse laser. In short, the fiber oscillator generated a 10 mW, 100 fs 
pulse at 37.5 MHz as the seed pulse. It was then introduced to the chirped pulse amplifier (CPA) 
to be stretched, amplified and compressed. The output pulse has the power of 800 mW, pulse 
duration of 250 fs, repetition rate of 50 kHz and center wavelength at 790 nm. A continuous-
wave (CW) diode laser at 787 nm performed as probe (25 mW output power).  
Pulse laser and CW laser were aligned to be collinear. The CW laser was focused to a 40 
μm × 30 μm spot to maximize the collection efficiency, while the pulse laser was focused to a 
spot size of 400 μm × 300 μm correspondingly to minimize the complications caused by 
averaging over the spatial beam profile. The field of the pulse laser drops to the 94.5% and 
90.9% at the edge of the probe region for X axis and Y axis respectively. To avoid the photo 
bleaching effect, the probe power at the sample point is controlled at less than 1 mW. The power 
of the photo hole burning pulse was varied from 0.02 to 200 mW by the combination of a 
quarter-wave plate and an ultrafast laser thin film polarizer, resulting Ein ranging from 5 to 500 
MV/m. The Raman spectra were taken with the CW laser first. Then the pulse laser was 
introduced for 1 s by a camera shutter. After that, the Raman spectra were taken again. With both 
spectra, a specific Raman band was chosen and fit with Gaussian lineshape. The ratio of the 
intensity before and after the pulse was then calculated with regard to certain Ein. 
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2.3.2.3 Localized surface plasmon resonance spectra   
Due to the non-transparency of our sample, the reflective geometry was used to obtain 
the LSPR spectra. We measured the reflectance spectra both before and after the pulse, and it is 
shown in Figure 2.13. There appeared to be some small differences in the plasmon resonance on 
the level of a few percent after exposure.  However these differences were similar to what could 
be attributed to sample spatial heterogeneity, so we were unable to distinguish an obvious change 
in the plasmon resonance caused by high-field PHB pulses. 
Figure 2.14 shows the reflection spectra of different adsorbates. Hexane is not known to 
chemi-sorbed onto the silver surface, while benzenethiol will form a strong well-definied 
monolayer. With the increasing coupling strengths between the adsobate and the metal surface, 
the plasmon resonance will red shift and deepen, which matches the theoretical predication and 
the experimental observation. 
The reflection spectra from different substrates are shown in Figure 2.15. These samples 
are all optimized for 800 nm excitation.  
2.3.3 Substrate morphology measured with scanning electron microscopy and atomic force 
microscopy 
A Hitachi S-4700 high-resolution SEM was used to get the top view of nano-scale images. 
For comparison purpose, the images were also taken both before and after the pulse. No 
noticeable change was observed. 
Atomic force microscopy (AFM) was attempted to measure the parameters of the surface 
morphology directly. However, the accuracy is greatly limited by the curvature of the 
nanosphere and the size of AFM nanotips. The AFM tip is usually a few tens nanometers, and 
thus not able to enter the nano crescent region formed between neighboring nanoparticles. The 
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resulting measurement of the diameter and height of the close packed nanospheres is 
disappointing, albeit several successful attempts with non-close packed nanospheres. Figure 2.16 
shows one of them. 
For close-packed nanospheres, the diameter was taken as the label of the solution 
indicated. The thickness is determined by the cross-view SEM image taken by Hitachi S-4800. 
Figure 2.17 shows the cross-view image for four different nanospheres.  
2.3.4 Calculation of total enhancement factor 
The absolute value of intensity enhancement factor G was determined based on the 
formula  
S L
L S
I NG  
I N
=  , (2.16) 
where IS and IL were the Raman intensity of some specific band from BT adsorbed on the SERS 
substrate and pure BT as liquid respectively. Similarly, NS and NL denoted the number of BT 
molecules excited by the CW laser respectively. NL need to be considered carefully, given that 
the back scattering geometry is not adopted in our case. Both the incident angle in the liquid and 
the width of the slit need to be taken into the consideration. 
To determine NS correctly, we need to know the surface area of metal and the packing 
density of BT. For the former issue, we assumed the simplest model that the metal layer was 
uniformly thick so that the surface carried the shape of nanosphere array. Then the metal surface 
could be viewed as a semi-sphere plus the side surface of a cylinder. The radius of the sphere and 
the height of the cylinder were both determined from the SEM pictures of the cross section taken 
at 90 degree.  So we had Smetal =(2π(R+h)/2√3R) * Slaser, where R was the radius of the 
nanosphere, h was the thickness of the metal layer, Smetal was the surface area of metal and Slaser 
was the surface area projected on the flat plane. For the later issue, we found the number 
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varying20-23 from 2.6*1014-6.8*1014, which resulted from different measurements, such as cyclic 
voltammetry, XPS, LEED and STM, or theoretical calculation using Van der Waals radius. Most 
measurements were conducted on Au(111) flat surface20-22, and only a few measurements were 
conducted on Ag(111) flat surface23. We have not found any literature actually reported this kind 
of measurement on curved metal surface. So we assumed the surface concentration of 
benzenethiol on our substrate is the same as flat Ag(111) surface23, 3.3*1014 molecules/cm2. 
2.4 Single­shot experiment with 532nm laser 
2.4.1 Results 
Prior to PHB the observed spectra agree well with the literature, and the largest peaks 
give the expected Raman intensity of ~5000 cts·mW-1·s-1 12.  The bulk Raman enhancement 
factor G  was determined using the established method 24 as described in detail in section 2.3.4. 
As shown in Figure 2.2, in the range of 10 to 100 PHB pulses the BT Raman transitions 
lose intensity and new photoproduct transitions grow in, most prominently on the red edge of the 
1550 cm-1 CH-bend and in the 2000 to 2200 cm-1 range of carbonyl stretching. Based on studies 
in an O2-depleted atmosphere, we believe the observed photoproduct results from field ionization 
of BT to produce a transient species that later reacts with ambient O2. Raman signals from the 
photoproduct have about the same SERS enhancements as BT. The dramatic spectrum observed 
after a single PHB pulse at Ein = 9 x 107 V/m indicates large SERS enhancement of the 
photoproduct.      
As the PHB pulse irradiation continued, after 103 to 104 pulses the photoproduct 
transitions disappeared. This continued photodamage of the photoproduct further emphasizes 
that photoproduct molecules reside in local environments that continue to possess large local 
field enhancements. In the 103 to 105 pulse regime, BT molecules that were not photodamaged 
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continued to evidence the same Raman spectrum as unirradiated molecules. With subsequent 
irradiation, after 105 to 106 high-field pulses, the BT Raman spectral lineshapes evolved and 
broadened.  We believe this spectral evolution is associated with gradual laser substrate damage. 
We focused on BT transitions well separated from the photoproduct, specifically the 
integrated area of the 3050 cm-1 peak arising from aromatic CH-stretch transitions, to accurately 
account the extent of photodamage. The aromatic phenyl moiety of BT is most susceptible to 
high-field damage, and non-aromatic photoproducts will have their CH-stretch transitions shifted 
to the 2850-2950 cm-1 range. Figure 2.3 shows a series of burning curves based on monitoring 
the 3050 cm-1 CH-stretch. The burning curves were not appreciably different when other BT 
Raman transitions were monitored. The experimental observable in Figure 2.3 is the fractional 
change I(n)/I0 in Raman intensity after n PHB shots at field Ein. Although I(n) is quite dependent 
on n during the first 100 pulses, it reaches the plateau after 1000 pulses.  
Hence after 1000 pulses, the remaining intensity will only depend on the incident field, 
which suggested a more precise approach to determine Q(g)dg by averaging the results from five 
fresh regions of the SERS sample, each exposed to 1000 PHB pulses. In Figure 2.4 we plotted 
I/I0 versus 1/Ein. To determine P(g)dg from Figure 2.4 we could take the numerical derivative of 
the data and divide by g4. However the data in Figure 2.4 were unexpectedly well fit by an 
exponential function, leading to an empirical analytical form for Q(g)dg and P(η)dη, as we saw 
in section 2.2.3.2.  
The value of the constant A in Equation (2.13) is determined by varying the value of Eth 
subject to the normalization condition ∫P(η)dη =1; the best fit was obtained with Eth = 6.7 (±0.6) 
GV/m. Knowing Eth for BT, with the relation Eingcr = Eth, we obtain the useful upper abscissa in 
Figure 2.4. Finally we can fit the burning curves in Figure 2.3 using Equations (2.8) and (2.13) 
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with one additional parameter n0 = 10, which characterizes the number of PHB pulses needed to 
complete the photodamage process. 
 In order to properly normalize P(η)dη we need to know the minimum and maximum 
enhancement values ηmax and ηmin. To determine ηmax we need to determine the weakest pulse 
that causes the first detectable photodamage. From Figure 2.4 this Ein value corresponds to gcr = 
450 or ηmax = 4.1 × 1010. To determine ηmin we need to determine the weakest Ein that 
photodamages every molecule on the surface. Unfortunately we could not do this without 
damaging the SERS substrate, so we could not extend Figure 2.4 below gcr = 20 and ηmin = 1.6 × 
105. It seems reasonable to extrapolate the exponential in Figure 2.4 to where it intersects the 
abscissa at gcr = 13 and ηmin = 2.8 × 104. The resulting P(η)dη at 532 nm is shown in Figure 
2.18. The distribution of site enhancements is approximately a power-law with η-1.75 dependence, 
but at the largest enhancements η > 109, the distribution drops off even more steeply. Thus our 
measured distribution for a periodic lattice of 330 nm adjacent nanospheres falls off faster than 
the η1.135 dependence obtained theoretically by Etchegoin and co-workers9.  The Etchegoin 
calculation9 refers to a pair of 25 nm spheres separated by 2 nm rather than a lattice of spheres, 
but interestingly the authors speculated that for a collection of spheres the main difference would 
be a faster drop off at large η such as we see in Figure 2.18.  The fraction of molecules at each 
enhancement and the contributions of the different site enhancement factors η to the overall 
SERS signal are given in Table 2.1, derived using Figure 2.4 and numerical integration of Figure 
2.18. The distribution we present applies to AgFON substrates with the specific geometry used 
here, and might be quite different for other SERS materials. 
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2.4.2 Discussion 
 1 ps, 532 nm PHB pulse is used in this section, but other PHB pulse durations and 
wavelengths could also be used, as it will be shown in the next two sections. The largest source 
of experimental error is probably coming from determining G . The resulting uncertainty in 
P(η)dη is illustrated by the error bars in Figure 2.18. Our measured distribution terminates at 
ηmax = 4.1 × 1010. There may be a small number of hotter sites, but they represent such a tiny 
fraction of the overall SERS intensity that if they existed we could not detect them. The value 
ηmin = 2.8 × 104 is based on extrapolation, and if there were more or fewer cold sites than the 
extrapolation indicates, the fraction of hot sites in Table 1 would become proportionately smaller 
or larger.   
 Table 2.1 answers many questions about the inhomogeneous nature of the AgFON SERS 
substrate.  The coldest sites (η < 105) contain 61% of the molecules but contribute just 4% of the 
overall SERS intensity.  The hottest sites (η > 109) comprise just 65 molecules per million but 
contribute 24% of the overall SERS intensity. 
 Our PHB technique should be capable of measuring distributions on other SERS 
materials provided these substrates can withstand PHB pulses.  A particularly interesting system 
involves stripping away the Ag-coated nanospheres15,24, leaving behind a periodic array of 
nanotriangles.  The reduced area of the nanotriangle substrate, about 3% of the AgFON surface 
area for BT binding, reduces the overall SERS intensity but increases the average enhancement 
G  of the remaining surface.  If we assume the stripping process removes the coldest 97% of the 
BT molecules, then from the P(η)dη distribution found here we would predict the average 
enhancement for BT on nanotriangles to be G  = 2 × 107, about 20 times greater than that for 
AgFON.  Although we cannot directly compare the nanotriangle experiments to the present work 
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because the Ag thickness, sphere diameters and wavelengths were slightly different, with a 
substrate that performed optimally at 625 nm laser wavelength McFarland et al.24 obtained G  = 
1.2 × 107  and with a 670 nm substrate G  = 1.4 × 107. 
2.5 The investigation of different substrates 
2.5.1 Results 
Four samples are made with different nanospheres using the same method, two with silica 
nanospheres and the other two with polystyrene nanospheres, and diameters are chose to be as 
close as possible for the comparison purpose. Their SEM images were shown in Figure 2.17. For 
comparison, the sample made by Van Duyne group was also tested. Their sample is also a 200 
nm thickness Ag film over 590 nm silica nanospheres. But they applied the thermal evaporation, 
while all of our samples were deposited with e-beam evaporation, leading to different surface 
morphologies. Another sample deposited with glancing angle was tested as well. Their 
corresponding reflection spectra were shown in Figure 2.15. 
With the experimental approach in section 2.3.2.2, the ratio of remaining intensity for 
420 cm-1 band is calculated with regard to corresponding Ein, and plotted in Figure 2.21. It is 
clear that the exponential function does not fit well for some substrates.  
2.5.2 Segment fitting 
To avoid the bias introduced by pre-assuming any function form for the burning curve 
and essentially the distribution function, a new approach has been used. For each point on Figure 
2.21, it was connected to the previous point by a straight line. The whole burning curve will now 
become a broken line instead of a smooth pre-assumed curve. For each segment on that broken 
line, the distribution function will be derived with the assumption of the linear form. The 
distribution function will become a segmental function as well. Similarly as the case in 
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exponential fit, this segmental function will satisfy the normalization condition by varying the 
parameter Eth. 
( ) 1Q g dg =∑   (2.17) 
Eth is obtained at 3.5×109 V/m in this case. After Q(g)dg is obtained, it is straightforward 
to convert it to P(η)dη. P(η)dη will be a segmental function. The end points of each segment of 
P(η)dη are plotted in Figure 2.22. To compare different substrate more clearly, the linear fit was 
adopted for each substrate. The slope for each substrate is recorded, all of which is close to 2. 
2.5.3 Non-close packed nanospheres   
Peng’s group at University of Florida provided us another sample made by the spin 
coating method25. The image of their sample was taken by both SEM and AFM. The AFM 
picture is shown in Figure 2.16. The burning curve with 532 nm excitation and the corresponding 
distribution function are shown in Figure 2.23 and Figure 2.24, respectively. 
2.5.4 Summary 
For all samples tested, the distributions have shown a long-tail nature and span over 7 
orders of magnitude. Even for the total enhancement as low as 3×105, the hot spot, where local 
Raman enhancement factor is bigger than 1010, is still observed, indicating the possibility of 
single molecule detection. Interestingly, all points are below the linear fit at the high 
enhancement end, implying the divergence from a simple power law at the hot spot end, i.e. the 
power law tends to overestimate the number of hot spots.  
No significant different distribution function form is observed, possibly due to the 
similarity of substrates and closeness of surface morphology. Generally, the bigger G  is, the 
more hot spots exist. For four samples made with e-beam evaporation, the lower ends of the 
enhancement factor seem to be overlapping, and the fitted lines are diverging, which suggests the 
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percentage of the coldest site are the same for all samples made with e-beam evaporation. And 
for the sample made with thermal evaporation, whole line is shifted to the left (comparing green 
line and violet line in Figure 2.22), which implies the thermal evaporation is an effective way to 
remove the coldest sites.   
2.6 The investigation of different analytes 
The photo damage of octadecylthiol was tested with 532 nm excitation. While the 
photoproduct was clear visible, there was no distinguishable decrease for the broad CH stretch 
transition at 2800-2900 cm-1, suggesting the photo-product has a similar transition at that region. 
 Hence, only the photodamage of aromatic molecules have been measured with 800nm 
excitation to circumvent the complication of similar photo-product. Four different molecules, 
benzenethiol (BT), benzyl mercaptan (MBT), ethyl benzenethiol (EBT) and propyl benzenethiol 
(PrBT) were chosen and their normal Raman spectra in the liquid form were shown in Figure 
2.26. Due to the stability of gold surface, 100nm gold film was deposited over the 520 nm 
polystyrene nanospheres and selected as the substrate for this study. Figure 2.27 shows the 
photodamage of EBT under different power after 1s irradiation of pulse laser. 
Due to some technique problems, the spot size of the pulse laser has not been obtained in 
this study, and thus the incident electrical fields only have relative values. While this do not 
affect the derivation of the distribution function, we will not be able to obtain the absolute 
threshold field value. In this study, the exponential function is found to be a good fit for the 
burning curve. The distribution function of P(η)dη was derived based on the assumption of 
exponential burning curve and plotted in Figure 2.29. 
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2.7 Discussions   
There have been a lot recent attempts to obtain the distribution function to some degree 
both theoretically and experimentally, and it will be interesting to compare the results and access 
the effectiveness of different approaches. 
Le Ru et al. has expanded their results in 2006 for a single hot spot26 to a group of hot 
spots with slightly different geometrical parameters27. They were able to simulate the 
exponential behavior at the high end of the enhancement factor distribution, and thus they 
suggest that the crossover from a power law to an exponential distribution is due to the variety of 
the geometry parameters of the nanostructures. As we mentioned before, we have seen this trend 
almost unanimously for all substrates. Therefore this kind of function form might be a universal 
characteristic of the SERS distribution, given that it is very hard, if possible at all, to fabricate the 
nanostructures reproducibly with accuracy down to a few nanometers. 
Chen et al.28 have calculated the spatial distribution of electromagnetic enhancement 
factors for a relatively less enhanced substrate. They claimed 6% of molecules contribute 50% of 
the SERS signal. 
Kim et al.29 have estimated the size of the hot spot between two Au nanoparticles based 
on both the experimental observation and the finite-difference time-domain (FDTD) calculation. 
Their estimation is that the hot spot is located in a 5nm region at the junction of two Au 
nanoparticles. If we directly applied that number to our surface geometry and assume a complete 
monolayer coverage, about 1% of molecules on our surface lie in that region. 
Chien et al. 30 and Farcau et al.31 both used Raman microscopy to directly mapping the 
spatial inhomogeneity. Farcau et al.31 were able to match the hot spot located by Raman 
microscopy to the junction between two nanoparticles located by atomic force microscopy. 
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Chien et al. 30 observed that most enhanced sites come from the defect on the surface. The 
maximum enhancement they measured is 2×109. They have also tabulated the contribution of 
different sites to the total SERS signal. Despite the similarity of the results, this is a 
fundamentally different approach compared to the photochemical hole burning method we 
proposed. Due to the limitation of their spot size (diameter ~10 µm), what they observed is still 
the macroscopic or mesoscopic distribution. In each of their spectra, the response from 3×106 
molecules is collected, which means their measurement is still in the ensemble average fashion, 
while our approach is a truly microscopic method and able to detect single molecule contribution 
in principle.      
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Tables 
Raman enhancement factor η Percentage of molecules Percentage contribution to 
overall SERS signal 
<2.8 x 104 0 0 
2.8 x 104 - 1 x 105 61% 4% 
105-106 33% 11% 
106-107 5.1% 16% 
107-108 0.7% 22% 
108-109 0.08% 23% 
109-1010 0.006% 17% 
>1010 .0003% 7% 
 
Table 2.1 Contribution of the various site enhancements at 532 nm to the overall SERS signal 
45 
 
 
Figures 
 
 
Figure 2.1   The display of the experimental concept of the photochemical hole burning method.   
A.  Raman spectroscopy with a continuous-wave (CW) laser, of a SERS sample consisting of Ag 
film on 330 nm nanospheres (AgFON) with benzenethiolate (BT) monolayer.   
B.  SERS spectrum of BT.   
C. The sample was exposed to an intense photochemical hole burning (PHB) pulse with laser 
field Ein.  BT molecules at sites with local field enhancement g were damaged if gEin ≥ Eth, 
where Eth is the threshold field needed to damage BT.   
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D.  Raman spectroscopy with the CW laser after PHB pulses.  
E. SERS spectrum after PHB shows loss of BT plus new transitions from photoproduct 
molecules.  The loss of BT is quantified using the integrated area of the phenyl CH-stretch 
transition at 3050 cm-1. 
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Figure 2.2   Raman spectra of BT on an AgFON substrate after the indicated number of 
photochemical hole burning pulses, at two representative values of the incident field Ein. 
48 
 
 
 
 
Figure 2.3 Photochemical hole burning (PHB) curves for CH-stretch transition of BT molecules 
on AgFON SERS substrates.    
From top to bottom, Ein = 15, 30, 43, 88, 140 and 200 MV/m.   The smooth curves are calculated 
from the local field enhancement distribution P(g)dg using the statistical model for PHB of 
Equation(2.8)
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Figure 2.4 .  Fraction of BT CH-stretch SERS intensity after 1000 PHB pulses.   
The different symbols represent measurements on different samples.  The PHB curve fits an 
exponential function (solid line). At given Ein, only molecules where the local field enhancement 
exceeds a critical value gcr (upper abscissa) are damaged by PHB pulses. 
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Figure 2.5 Theoretical burning curve with the form of error function. 
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Figure 2.6 Distribution Q(g)dg and P(η)dη corresponding to Figure 2.5. 
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Figure 2.7   Hypothetical exponential burning curve. 
The upper axis is calculated with Eth=2.37*1010  V/m. 
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Figure 2.8 Distribution Q(g)dg calculated from the burning curves in Figure 2.7. 
Different curves are calculated using the parameters as indicated. 
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Figure 2.9   Distribution P(η)dη calculated from the burning curves in Figure 2.7. 
Different curves are calculated using the same parameter. 
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Figure 2.10 Four scenarios of different assumptions with regarding to gmin.  
a: gmin is extrapolated assuming exponential function. 
b: gmin is equal to gm. The burning curve will be a vertical line at g=gm  
c: The burning curve is assumed to be a straight line for g<gm, which intersects x axis at gmin=30.  
d: The distribution function is assumed to be the inverse function and ends at gmin=30, for all 
g<gm.  
The percentage represents the ratio of the molecules which experience g<gm to the total 
molecules.  
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Figure 2.11 Experimental setup for single-shot experiment with 532 nm laser. 
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Figure 2.12 Experimental setup for hole burning experiment with 800 nm laser. 
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Figure 2.13 Reflection spectrum from a SERS substrate before (solid curve) and after (dashed 
curve) exposure to 103 PHB pulses.  
Ein = 200 MV/m.  The vertical lines indicate the wavelengths of the 532 nm laser and the Stokes 
signal from the 3050 cm-1 phenyl CH-stretch vibration used to determine the fraction of 
molecules destroyed by PHB pulses. 
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Figure 2.14 The reflection spectra for different adsorbates.
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Figure 2.15 The reflection spectra for different substrates. 
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Figure 2.16 AFM picture of non-close packed nanospheres.  
Diameter d=390 nm, the height h=150 nm. 
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Figure 2.17 The cross-view SEM image for four different nanospheres. 
63 
 
 
 
 
Figure 2.18  Measured distribution of SERS enhancement factors P(η)dη.  
At 532 nm for BT monolayer on AgFON substrate with 330 nm diameter spheres.  The error bars 
represent estimated errors due to uncertainty in the determination of the ensemble-averaged 
SERS enhancement G .  Shaded regions denote ηmin = 2.8 × 104 and ηmax = 4.1 × 1010. 
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Figure 2.19 The comparison of the SERS spectra with the normal Raman spectra in liquid phase. 
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Figure 2.20 Representative series of SERS spetra under different incident power.  
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Figure 2.21 Burning curves for different substrates. 
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Figure 2.22 Calculated distribution P(η)dη at discrete points and their linear fits. 
68 
 
 
0.00E+000 5.00E-009 1.00E-008 1.50E-008 2.00E-008 2.50E-008 3.00E-008
0.0
0.2
0.4
0.6
0.8
1.0
Data: Power_B
Model: ExpDec1
Equation: y = A1*exp(-x/t1) + y0
Weighting: 
y Instrumental
  
Chi^2/DoF = 0.78573
R^2 =  0.99908
  
y0 0.99213 ±0.00662
A1 -1.05673 ±0.01618
t1 5.2191E-9 ±2.4072E-10
I/I
0
1/Ein
 
 
Figure 2.23  Burning curve for non-close packed nanospheres, 
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Figure 2.24 The distribution for non-close packed nanospheres and its comparison with close 
packed nanospheres. 
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Figure 2.25 The photo hole burning spectra of ODT at certain power with different number of 
pulses. 
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Figure 2.26 The normal Raman spectra for different adsorbates in liquid form. 
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Figure 2.27 Representative spectra for photo damage of EBT under different power.
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Figure 2.28 Burning curves for different adsorbates.
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Figure 2.29  The distribution functions of different adsorbates. 
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CHAPTER 3 OPTICAL SYSTEM  
3.1 Overview 
This chapter outlines the high repetition rate Ti:Sapphire amplifier system, the Katana 
laser, with an oscillator, an amplifier and a pump laser integrated into  a single box. An ultrafast 
fiber laser operated at high repetition rate as the seed laser. The seed pulse is then introduced into 
the regenerative amplifier (RGA) to be stretched and amplified. Unlike the standard femtosecond 
amplifier, Katana uses material dispersion in the RGA cavity to stretch the pulse duration 
simultaneously with amplification. The operation rate was determined by a divider to divide the 
seed pulse train into the required repetition rate. After the amplification, it was compressed by a 
transmission grating.  
Figure 3.1 is reprinted with permission from the user manual of the Katana system, and 
provides an overview of the optical layout of the whole system. There is one difference of our 
system to Figure 3.1, that an additional telescope is introduced to expand the seed pulse with the 
purpose of better spatial mode matching at the amplifier crystal.    
3.2 Oscillator 
3.2.1 System description 
A compact ultrafast fiber laser (Q-light) with built-in pump laser and electronic drives 
serves as the oscillator. It consists of a passive mode-locked ultrafast fiber laser and an Erbium 
doped fiber amplifier (EDFA). The output pulse from EDFA is centered at 1550nm, and 
frequency doubled by a periodically poled lithium niobate (PPLN) crystal. The PPLN crystal is 
capable of selectively generating second harmonic with 8nm pulse width from the wide 
amplified pulse. 
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 As most passive mode-locked fiber laser, the nonlinear optical Kerr effect in the fiber 
medium, which introduces extra light polarization, is used. An original linear light will gradually 
transform to be elliptically polarized in the fiber with transmission because of birefringence of 
the fiber medium. The output light polarization, i.e. its orientation and ellipticity, is completely 
determined by the length and birefringence of the fiber. Therefore, if a polarizer is introduced 
behind the fiber, the transmission of light will become intensity dependent, since the extra 
polarization change by the optical Kerr effect is dependent on the light intensity. An artificial 
saturable absorber effect could be achieved in the fiber system, where less transmission loss is 
achieved for higher intensity light by correctly selecting the polarizer orientation or the fiber 
length. 
In the Q-light system, the fiber length of both the oscillator and EDFA are fixed. There 
are a polarizer served as both the isolator and the coupler between the oscillator and EDFA, and 
two adjustable waveplates at the end of EDFA to compensate the minor polarization change of 
the transmitted light during the installation and long-term operation. 
3.2.2 Specifications 
For the second harmonic output we are using, the output power should be 12 mW. More 
than 10 mW is acceptable. The repetition rate is 37.5 MHz. The pulse should be centered around 
790nm, with a width of 8nm in frequency domain. Figure 3.2 shows the spectra response of the 
Q-light output. The black curve is the original one, and the red curve is measured after the PPLN 
crystal was shifted to avoid a surface damage point. It is clear that the center wavelength is 
tunable by adjusting PPLN crystal. In fact, there are 9 period of PPLN crystal and they are able 
to shift the center wavelength about 20-30 nm in total. The pulse width is less than 110fs in time 
domain. The output beam is vertically polarized and has TEM00 mode.    
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3.2.3 Troubleshooting 
Ensure the power is plugged, and both the power and laser switch is turned on. If the 
indicators don’t lit, it will be a power problem. Check the pulse train with an oscilloscope and 
the power with the appropriate power meter. The pulse train could measured either by directly 
connecting the trigger cable at the connection panel to the oscilloscope instead of the Osprey 
input or by applying a T-connector and connect the trigger to the oscilloscope in addition to 
Osprey input. In either case, do not operate the Osprey laser (The power do not need to be turned 
off). The power of Q-light is generally measured by introducing a mirror after the telescope.  
3.2.3.1 Recovering mode-locking 
This is the most common system failure. The diagnostic process is discussed in detail in 
section 5.1 of the user manual. Usually Q-switching is triggered instead of mode-locking. Please 
refer to Figure 5.1 in the user manual of Q-light for the Q-switching pulse trace. Open the cover 
for the waveplates and rotate the wave plate by putting a small rod (either a hex key or a screw 
driver is suitable) into the hole of the waveplates. The quarter waveplate is marked as 4, and the 
half waveplates is marked as 2. The original positions are marked with a black line. Rotate 
quarter waveplate first, then the half waveplate. Don’t rotate them more than half turn in either 
direction. The laser will be blocked and stop lasing if the rod is inserted too far into the 
waveplate.  Monitor the power while rotating. Please refer to Figure 5.5 in the user manual for 
the clean trace of mode-locking. After the mode lock is achieved, try to rotate the waveplate a 
little further to optimize the power and stability.  
3.2.3.2 Increasing triggering signal 
The magnitude of the pulse trace should be ~1V with 50Ω impedance. If it is below 500 
mV, the Osprey system will not be triggered right. Therefore, if the power output is more than 10 
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mW but the Osprey is not operated at 50 kHz, the signal of the pulse trace must be increased. To 
do so, the position of the photodiode inside Q-light needs to be adjusted.   
Remove the side plate of the laser by removing four set screws on the side. The cover for 
the waveplates must be removed first. The set screws below the waveplate cover do not require 
removal. Please refer to Figure 2.2 in the user manual for the side and rear picture of Q-light. It is 
neither necessary nor helpful to remove the top panel. The photodiode is at the rear end of the 
system, but the clear view is blocked (See Figure 3.3 for the exact position of the photodiode) 
One needs to use tweezers to carefully pull or push the photodiode. It could be adjusted both 
horizontally and vertically. Make sure the tweezers does not touch any fiber. Adjust it till the 
output signal on the oscilloscope reaches 800mV. Reconnect the cable to the Osprey input, and 
check the repetition rate on the display panel.  
3.2.3.3 Increasing output power 
If the mode-locking is achieved, no further power increase could be gained by rotating 
the waveplates and the output power is still less than 10 mW, there are some additional ways to 
increase output power without sending the laser back to the factory.  
 In any case, remove the Q-Light top cover first. The power could be increased by 
rotating the polarizer between oscillator and the the Remove the top cover. Please refer to the 
Figure 3.4 for the position of polarizer mount at which RED arrow points. Unlock the setscrew in 
the side of the mount and rotate the rod that mount inside to get the power back. After the 
maximum power is achieved, lock the setscrew. More than one turn may be tuned in different 
direction. But more than 2 turns will break the fiber. 
At some rare case, such as bad spatial mode and low power, it might be necessary to 
clean the surface of PPLN crystal. Q-light should be turned off at this case. The PPLN mount is 
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at the position as BLUE arrow points at in Figure 3.4. Gently clean PPLN surfaces with lens 
tissue folded as small as possible. Only use acetone to clean the optics. Be careful do not touch 
fiber shown in photo. If necessary remove tap on the fiber in order to access PPLN. And after 
finishing PPLN cleaning, put the tap back to fix the fiber. Q-light could be run with the top cover 
open and check if spatial mode is getting better. These steps might need to be repeated to have 
better PPLN cleaning. When finished, place top cover back. 
3.2.3.4 Aligning the seed laser into the Katana system 
Whenever the Q-light is taken out of the system, careful alignment is needed to put it 
back with correct seeding. The procedure follows: 
Position the fiber laser in the system so that the laser beam is close or through the isolator. 
If necessary, align Mount 1 to get the beam through the isolator. Loose the setscrew on the 
isolator (see Figure 3.5) and rotate the isolator mark line vertically. Align Mount 1 and Mount 2 
together so that the seed beam through Pin-hole. If there’s little bit beam clipping on the isolator, 
adjust isolator X-Y mount to have seed beam through isolator. The seed beam after passing 
through the isolator and waveplate should be vertically polarized. It can be checked by placing a 
power meter in the positioned marked and measure power. Rotate waveplate to get maximum 
power (need to break blue glue). Place a polarizer cube and check polarization. Rotate wave-
plate to have beam vertically polarized. Place all components back to position if applicable. 
Make sure all components including fiber laser fix tight.  
3.3 Pump laser 
The liquid-cooled, diode-pumped, Q-Switched Osprey laser systems function as the 
pump laser for the RGA. The Osprey laser system uses a diode laser to pump an Nd3+ doped 
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yttrium vanadate crystal (Nd:YVO4) and output the second harmonic excitation pulse at 532nm. 
A waveplate was introduced to rotate the output polarization to horizontal.  
The power output for Osprey should be more than 13W at operation current of 47A, and 
the SHG temperature is set at 45.6 degree C.  The “base” temperature display on the control 
panel for Osprey is actually the diode temperature of Osprey and should be set at 38.5 degree C. 
Do not confuse it with the base temperature on the UFC-1000 ultrafast control unit. 
Our Osprey is specially modified to be liquid-cooled instead of air-cooled. The cooling 
water tube is labeled in Figure 3.6. The water temperature should be around 20 degree C. The 
thermo-electric cooling (TEC) module labeled in Figure 3.6 will reach the thermal equilibrium 
during operation and the temperature of TEC plate should below room temperature. Check water 
flow and temperature each week to ensure proper functioning.  
Osprey could be not opened in the room condition. It requires an ultra-clean operating 
environment. All maintenance other than the cooler-related part must be done on the control 
panel of Osprey. All three settings, operation current, SHG temperature, “base” temperature are 
adjustable within certain range. It is recommended to adjust the operation current in step of 0.2A 
to find the optimum first. SHG temperature and “base” temperature are all recommend to adjust 
in step of 0.1 degree C. If the optimum output is below 10W, the Katana is not operable and a 
service call to Quantronix should be placed. 
3.4 Regenerative amplifier 
Regenerative amplifier (RGA) is very similar to a laser cavity. The seed pulse is injected 
into the cavity using a time-gated polarization device such as Pockels cell and Glan polarizer. 
The pulse then makes a few tens of roundtrips through Ti:Sapphire crystal. The high energy 
pulse is switched out by a second time-gated polarization device, normally through switching 
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Pockels cell again, after achieving the saturated amplification. The amplified spontaneous 
emission (ASE) buildup needs to be suppressed, by the spatial mode matching of the seed beam 
and pump beam. A second pass of the pump beam is introduced to further amplifier the beam.  
Essentially, to successfully amplifier the seed beam, the seed beam, the pump beam (both 
first and second pass) and the cavity beam need to be overlapped at the gain medium in RGA, 
Ti:Sapphire cystal in this case. The seed beam is controlled by the mirror 1 and 2 in Figure 3.5. 
The pump beam is controlled by the pump mirror in Figure 3.7 for the first pass and the other 
pump mirror in Figure 3.8 for the second pass. Cavity beam is controlled by the mirror 1 and 2 in 
Figure 3.7 and Figure 3.8 respectively.  
3.4.1 Daily alignment 
From day to day, the fluctuation of the environment might cause small drift of the laser 
performance. To compensate such small drift, it is necessary to fine tune the optics. Usually, the 
cavity mirror 1 is first adjusted and pump mirror is tuned afterwards. The seed mirror 1 and 2 are 
finally fine-tuned to optimize power.  
The water cooler should always be monitored to ensure the flow rate and the temperature. 
The black tubes must be used to suppress the algae growth inside the water tube. The ethyl 
alcohol might be added 5% to increase the flow rate and further suppress the algae growth. 
3.4.2 Introduction of the seed beam 
When the overlap of the seed beam with other two beams is totally lost, and the RGA 
pulse train is not observable (ASE is observable), it is necessary to realign the seed beam from 
the beginning. To do so, first turn on system. Before run pump laser make sure the external 
signal is 50 KHz. Run pump laser in external mode and open shutter. Set current to operating 
current, it should be RGA free running. Tune seed mirror 1 and 2 to overlap the seed beam and 
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ASE emission from RGA cavity. Fine align seed by seed mirror 1 and 2 and get RGA seeded 
well (open Pin-hole). If necessary, set Delay 2 far late so that RGA pulse train doesn’t switch out 
(see Figure 3.9). It is easy for seed alignment. Signal should go to the bottom. Reset Delay 2 and 
pulse should be switched out shown in Figure 3.9. If not fine align pump beam to get RGA 
switch out around peak and maximum output power. 
It is beneficial sometimes to block the second pass pump mirror and maximize the output 
power only using first pass pump mirror, cavity mirror 1 and the seed mirrors. After the 
maximum output power achieved, unblock the second pass pump mirror and adjust it to further 
maximize the output power. In some rare case, the length of the RGA cavity is also adjustable 
with the knob labeled in Figure 3.7. This will change the roundtrip time of the pulse and thus the 
delay 2 has to be adjusted accordingly.  
3.4.3 Changing the cavity direction  
Normally, cavity mirror 2 is never adjusted during maintenance. However, sometimes, 
the surface of Ti:Sapphire crystal in RGA cavity will be damaged and it is desirable to shift to a 
new spot on the surface to continue appropriate lasing. Although it is ideal to shift the crystal 
directly to avoid the clumsiness of adjusting all three beam directions, it is possible that the 
crystal is not able or easy to shift. In such a case, the cavity mirror 2 has to be changed to match 
the new direction of the pump beam.  
 To do so, first obtain the normal amplification. Then block the second pass pump mirror 
and turn the first pass pump mirror by a very small degree to see the output power drop to ½ of 
the original. Turn cavity mirror 1 to maximize the output power and then tune cavity mirror to 
maximize the output power. Repeat several times till both cavity mirrors have achieved their 
optimum at this pump direction. Do the same thing for the seed mirror 1 and 2. Turn the first 
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pass pump mirror again by a very small degree and repeat the steps above until the power is fully 
restored, which suggests that a new undamaged spot is used in this condition. 
This method has its limitations and disadvantages, and should be used with extreme 
caution. Whenever possible, always shift the crystal first. 
3.4.4 Compressor 
The picture of compressor is shown in Figure 3.10. The power before the compressor 
should register ~1.5W. If the output power drops significantly while the power before the 
compressor is well above 1.3W, it suggests the loss of transmission efficiency and a cleaning of 
the transmission grating might be necessary.  
Although the mirror before the compressor is adjustable, it is seldom tuned given that the 
compressor is not extreme sensitive to the incident beam direction. The reflective mirror after the 
grating is fixed on a motorized mount. The distance between this mirror and the grating are 
controllable through the control panel therefore. This is essentially the distance between the pair 
of gratings and determines the pulse width. 
3.4.5 Optimal output 
The ideal output power should be >0.9W, but there are other important characteristics of 
the output pulse we have to consider, like the pulse duration and pulse width. Figure 3.11 and 
Figure 3.12 shows the optimal output pulse in the time and frequency domains respectively. 
The pedestals in the shoulder of the autocorrelation trace come from the third-order non-
linear effect in the Ti:Sapphire crystal and are not able to be removed completely. But the pulse 
should have a Gaussian shape in general with a pulse width of 10nm and pulse duration less than 
250fs.   
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Figure 3.1 Optical layout of the Katana system.  
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Figure 3.2 The spectra output of the Q-light 
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Figure 3.3 The side view of Q-light without the side panel.  
Red arrow indicates the position of photodiode.  
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Figure 3.4 The top view of Q-light without top panel. 
Red arrow indicates the polarized coupler. Blue arrow indicates the PPLN crystal 
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Figure 3.5 The alignment for the seed laser into the Katana system. 
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Figure 3.7 Pumping end of the RGA. 
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Figure 3.8 The other end of the RGA cavity.  
Cavity mirror 2 Pump mirror for the second pass
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Figure 3.9 The RGA pulse trace for seed beam alignment. 
Left: RGA pulse without switch out 
Right: RGA pulse with switch out 
  
93 
 
 
 
Figure 3.10 The picture of compressor.   
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Figure 3.11 The optimal output pulse measured with autocorrelation. 
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Figure 3.12 The output spectrum of Katana system. 
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CHAPTER 4 VIBRATIONAL ENERGY DYNAMICS IN LIQUID PHASE* 
4.1 Three­stage model 
4.1.1 Vibrational energy dynamics 
Vibrational energy transfer (VET) and vibrational relaxation (VR) are fundamental 
important processes and have been extensively studied by scientists for decades1-4. The non-
equilibrium vibrational energy in molecules usually dissipates quickly and achieves the 
equilibrium in picosecond time-scale. A number of the chemical and biological processes rely on 
these processes at least in their initial steps, such as photosynthesis, photo-isometherization, 
hydrogen and proton transfer, photo-dissociation2,3. Dynamical studies can also provide 
complementary insights into the structures and functions of the chemical and biological 
molecules along with the static measurements. In this chapter, a theoretical model will be 
introduced, followed by two case studies. The molecules of interest are benzene, glycine, N-
methyl acetamide (NMA), and benzoate anion. The latter three have great significance in 
studying biological building blocks. Specifically, glycine is the simplest amino acid, NMA is a 
model compound with a peptide bond, and benzoate anion is a model for peptide aromatic side 
chains. 
4.1.2 Fundamental issues 
There are three import issues raised during the continuous research of VET and VR and 
the interpretation of the experiment results.  
                                                 
* This chapter includes published materials from Fang, Y.; Shigeto, S.; Seong, N.-H.; Dlott, D. D. The Journal of 
Physical Chemistry A 2009, 113, 75, and Seong, N.-H.; Fang, Y.; Dlott, D. D. The Journal of Physical Chemistry A 
2009, 113, 1445, with the reprint permission from American Chemical Society (ACS). 
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I. What is the nature of the initial state? The initial state is a "bright" state, an admixture 
of anharmonically coupled normal modes with energies near 3050 cm-1 that combine to create a 
strong transition dipole moment. The bright state may have skeletal deformation and CH-bend 
character, in addition to the CH-stretch character. In such case, if the parent were pumped and 
probed with femtosecond time resolution, using ultrashort IR pulses or femtosecond stimulated 
Raman, damped quantum beats (which are well known in both vibronic spectroscopy5 and 
ultrafast IR spectroscopy6) would be observed, which would reveal the strong coupling among 
the states comprising the bright state. As discussed previously7, IR excitation is semi-impulsive 
in our anti-Stokes experiments. The pulse duration (1 ps) is long compared to a vibrational 
period (10 fs), comparable to T2 (~1 ps) and shorter than T1 (6 ps), where T2 was estimated based 
on the 10 cm-1 linewidth of benzene 18, using  = (cT2)-1. Thus, we probe vibrational 
populations in the parent and coupled states averaged over a time period ~T2 and do not resolve 
quantum beats. In this case the nature of the bright state can be investigated by looking for states 
other than the pumped CH-stretch that evidence an instantaneous rise, where "instantaneous" 
means the rise is indistinguishable from the laser instrument response function. Vibrations that 
evidence such an instantaneous rise are said to be "coherently coupled" to the pumped CH-
stretch excitation, in the sense that the redistribution occurs on the timescale comparable to or 
faster than T2. Although the IR pulse in our experiments excites a "CH-stretch" excitation, 
anharmonic interactions couple the parent excitation to tiers of lower-energy excitations that 
become progressively more distant (in state space)9-12. This issue is particularly germane to the 
emerging use of direct probes of protein vibrations13, such as the C-D labeling method developed 
by Romesberg and co-workers14. Although a C-D excitation is ostensibly localized on a single 
moiety, it is quite likely to be coupled to and possibly probing the behavior of overtones and 
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combinations of C-D bending and skeletal stretching excitations which are delocalized over a 
greater spatial extent. With the IR-Raman method, we directly observe the nature of the initial 
state and the time-dependent energy transfer processes that result from successive tiers of 
anharmonic couplings. 
II. How representative are the probed excitations? Up to date, the IR-Raman method is 
the best available technique for monitoring vibrational energy flow in molecules, but with a very 
few exceptions, such as CHCl3 or CH3NO2, where most or even all vibrations could be probed, 
but the Raman probe sees only a portion of them. The molecules studied here, such as glycine, 
NMA and benzoate anion, have 10, 12 and 14 atoms, giving 24, 30 and 36 normal modes of 
vibration, but even in the most favorable case (i.e., NMA) our experimental system has the 
sensitivity to probe only 9 of them, while in the case of benzene which has a high molecular 
symmetry D6h and a skeletal framework more rigid than the molecules mentioned above, Raman 
intensity is concentrated in a rather small number (i.e., 6-7) of transitions and much of the 
vibrational energy will be in Raman-inactive modes that cannot be observed. Therefore, to what 
extent can we infer the behavior of the unseen or "invisible" vibrational energy solely from the 
observed transitions?   
The molecules under study may fall into two classes. The observed vibrational energy 
may be either representative or nonrepresentative of the total molecular energy. Our approach  
can accurately determine this feature for the molecules studied. A representative molecule is a 
more useful and accurate probe of protein vibrational energy. 
One way to investigate the invisible vibrational energy is to closely examine the rising 
edges of the anti-Stokes transients. When energy is transferred from a higher to a lower energy 
vibration, there will be a component in the rising edge of the lower vibration transient that 
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matches a component in the decay of the higher vibration. If we can identify time constants in 
the rising edges that do not have decay counterparts in other transients, we can infer the 
existence of an invisible vibration with that lifetime and might even be able to assign the 
vibration.  
An "ultrafast Raman calorimetry" method is developed as a different approach for 
benzene and benzene derivatives, which will be discussed in detail in section 4.3.3. In short, we 
have a known energy input from the laser pulse, and we can total up all the observed vibrational 
energy and bath energy from anti-Stokes measurements of benzene and the CCl4 molecular 
thermometer. Based on energy conservation, what remains represents the time-dependent 
aggregate invisible vibrational energy. In the case of aqueous solution, the Stokes spectrum of 
water was used as a molecular thermometer. As water temperature is increased from Ti to Tf, the 
Raman difference spectrum in the OH-stretch or OD-stretch region evidences a characteristic 
sigmoidal shape whose amplitude increases with increasing temperature (e.g. Fig. 3 in ref.15).   
This response is well known to originate from the blueshift due to the weakened hydrogen 
bonding at higher temperature. And thus the rate at which the vibrational excited solutes lose 
energy to the surrounding water is monitored by the heat-up of the water.  
III. What language can be used to describe energy dissipation? Generally, the VR 
process can be described by a master equation that includes a matrix of state-to-state rate 
constants16-18.  For glycine, for instance, this would be a 24 × 24 matrix.  Such description has 
been obtained for CHCl3 and CH3CN, but larger molecules do not promote a cohesive intuitive 
picture. In addition, it does not facilitate discussions comparing two different molecules, solvent 
effects, isotopic substitution, and so forth. For many years the "vibrational cascade" (VC) was 
used to describe the cooling of larger vibronically-excited condensed-phase molecules19, but IR-
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Raman and hot fluorescence measurements did not observe this type of successive-step ladder 
descent.  Recently, our group introduced a three-stage model18,20 for VC of condensed-phase 
molecules where the initial excitation is above the threshold energy for intramolecular 
vibrational relaxation (IVR)18,20. The three-stage model, discussed in detail in the next section, 
has been successfully used to describe VR of nitromethane18 and glycine20 in aqueous solution. 
In what follows we will use this model to describe VR of glycine, NMA and benzoate anion in 
deuterated water, and show that it is a consistent and useful picture of vibrational energy flow in 
these systems. We will also evaluate whether the three-stage model is a good description of 
benzene VC, or does the high-symmetry rigid framework choke off some VR pathways, 
resulting in VC that proceeds along more specific channels than the efficient randomization that 
has been observed in more flexible molecules such as nitromethane21, methanol7 or glycine20,22. 
4.1.3 Three-stage model for vibrational energy flow 
This model should prove useful for biological building blocks such as amino acids, 
nucleic acids, and simple sugars. For the model to apply, the molecules must be large enough 
that the initial excitation at ~3000 cm-1 is above the IVR limit. This would be the case for 
molecules with 4-5 heavy (i.e. not H or D) atoms or more. The model will not be useful for 
smaller molecules or much larger molecules. In the latter case such as a polypeptide, the model 
may be a good description of VR occurring locally but not globally, since the initially excited 
CH-stretch excitation will not couple very well to vibrations on distant parts of the molecule. 
 In the model, which is depicted in Figure 4.1, we divide the vibrations into three tiers:  
the parent P, the midrange levels M and the lower energy levels L. The bath consists of the 
lower-energy continuum of collective excitations of the solute and aqueous medium. The 
assignment of intermediate and lower-energy levels is based on the work of Nitzan and Jortner23.  
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The M vibrations are characterized as mostly harmonic excitations residing in an energy region 
with higher state density, whereas the L vibrations are more anharmonic lower-energy bending or 
deformation modes residing in an energy region of lower state density. Typically, the midrange 
vibrations of organic molecules would be in the 1500-1000 cm-1 range and the lower energy-
vibrations below 1000 cm-1, but this is not always a sharp distinction19.   
 The first stage is relaxation of the excitation P produced by laser pumping. The pumping 
rate is J(t), where  is the absorption coefficient and J(t) the time-dependent fluence (photons 
m-2) of the IR pump pulse.  Subsequent to thermalization the net temperature jump T = J(t)/C 
where C is the solution heat capacity24. Other vibrations which contribute to the character of the 
bright state P will also be pumped directly by the laser, and these states are described25-28 as 
"coherently coupled" to P. The parameters  and , which most often are zero, characterize the 
rates at which M or L vibrations become excited by IR pumping of P respectively. After P 
becomes excited, P decays via IVR with time constant IVR. This IVR process results in little or 
no energy dissipated to the bath. Parent IVR excites many midrange M and lower-energy L 
vibrations. In fact, we will show evidence that IVR excites every observed M and L vibration. 
However, the M and L vibrations become excited to different extents, which depends on the 
detailed intermolecular couplings. Let the subscript i denote vibrations in the M tier and the 
subscript j vibrations in the L tier. Then PMi is the quantum efficiency for IVR from parent to 
mode i of the M tier, and PLj is the quantum efficiency from parent to mode j of the L tier.   
 In the second stage, the excited M and L vibrations decay with different mechanisms.  
The M vibrations decay with time constant ML by exciting L vibrations plus the bath. The lower-
energy vibrations decay with time constant LG (G denotes vibrational ground state) by exciting 
the bath only. The quantum efficiency for transfer from mode i of the midrange tier to mode j of 
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the lower-energy tier is MiLj. However we do not experimentally determine which specific M 
vibration excites a specific L vibration, so we can measure only the net quantum efficiency of 
transfer from all M modes to mode Li, MLj MiLj
i
   .   
 In the third stage there is no excitation left in either P or M.  The remaining L excitations 
decay into the bath with time constant LG.  In the model, we assume all vibrations in the M tier 
have the same lifetime ML and all vibrations in the L tier have the same lifetime LG.  In practice, 
we are assuming the lifetime variations within the M and L tiers are small, and if they are not, the 
model fails and additional parameters must be introduced. Thus the global VR process is 
described by three global rate constants kIVR = (IVR)-1, kML = (ML)-1, and kLG = (LG)-1.      
 The three-stage model is summarized by the following set of equations, 
 
     
       
       
eq
IVR
eq
i i
IVR PMi ML i
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j j
IVR PLj ML MLj LG j
d P t P
k P t f t
dt
d M t M
k P t k M t f t
dt
d L t L
k P t k M t k L f t
dt

 
  
     
     
      
  (4.1) 
In Equations (4.1), the superscript eq denotes thermal equilibrium populations of the vibrational 
states at the final temperature Tf.  Although we determine the quantum efficiencies PMi, PLj and 
MLj directly, since we do not detect many of the molecular vibrations, we have found it 
convenient to normalize the observed vibrational energy using the conditions PMi + PLj =  1 
and MLj  = 1.  For example, if we observe two M vibrations and one L vibration having the 
same quantum efficiency for transfer, then  = 0.33 for each vibration, even though a great deal 
of energy might also be present in unobserved vibrations.    
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 An anti-Stokes transient is generated using both Stokes and anti-Stokes data. First we 
subtract away the ambient temperature signal (obtained at a negative delay time when probe 
precedes pump) and then we divide by the Stokes intensity.  An anti-Stokes transient represents 
the time-dependent change in vibrational occupation number induced by a pump pulse.  
According to Equations (4.1), the time dependence of an anti-Stokes transient can be thought of 
as having three parts, a rise, a decay and a longer-time plateau. The rise provides information 
about how the vibration was pumped. The rising edge is therefore the key to understanding the 
flow of vibrational energy. The decay yields the vibrational lifetime T1. This lifetime is 
proportional to the amplitude of the Fourier component at the vibrational frequency of the 
fluctuating forces exerted by the surroundings29,30. The plateau reflects the overall increase in 
excited vibrational population due to the bulk temperature jump T.   
 Equations (4.1) are complicated and contain many parameters. In particular, the rising 
edges of the transients are predicted to be quite complicated. For instance, the rising edges of the 
L vibrations could potentially be triexponential, with a component from direct laser pumping, 
from IVR and from M to L energy transfer. Our signal-to-noise ratio is not sufficient to resolve 
such a complicated function. However, in practice, it is not difficult to evaluate the anti-Stokes 
transients and determine the parameters in Equations (4.1) using the following systematic 
method, which is performed in an iterative self-consistent fashion. 
 I. We first determine the laser apparatus time response function using nonlinear light 
scattering from water or D2O. The laser response f(t) is a good fit to a Gaussian function with 
FWHM of 1.1 ps. II. The values Peq, Mieq and Ljeq are determined from the longer-time plateau of 
each anti-Stokes transient. These values can be fit to obtain T using the Planck distribution 
function31. III. We fit the parent decay, with the nonlinear light scattering contribution removed 
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as described previously7,32,33 with the convolution of the laser response and an exponential 
function to determine IVR. Peq is close to zero and can be ignored. IV. We find decay lifetimes 
ML and LG for the M and L tiers, approximately the average tier lifetime, do a good job of fitting 
all the transients within each tier. V. We examine each L and M transient's rising edge. Any rise 
that evidences a component faster than IVR is identified as being coherently coupled with the 
parent excitation and therefore having a nonzero value of  or . VI. We fit the M transients 
using the parameters determined above while varying the value of PM for each transient. If a 
transient has a nonzero , that is also included in the fit. VII. We fit the L transients by varying 
the values of both PL and ML for each transient. All the values of  were found to be zero, so 
this parameter was not used. Since we need two quantum efficiencies to fit each L transient, the 
values of PL and ML have the greatest experimental uncertainties.   
 To summarize, after the apparatus response and T are determined, the IVR, ML and LG 
lifetimes are extracted from the decaying parts of the P, M and L transients respectively. The 
risetimes of each Mi transient are fit with one adjustable parameter, PMi. The risetimes of each Lj 
transient are fit with two adjustable parameters, PLj and MLj. Any transient that evidences a rise 
too fast to be fit by these methods is deemed to be coherently coupled with the parent, and an 
additional coupling parameter  or  is then employed. 
4.2 Experimental 
4.2.1 Laser 
A schematic diagram of the 1 kHz laser apparatus for the IR–Raman experiments is 
shown in Figure 4.2. A diode-pumped Ti:Sapphire laser output a 20 J 250 fs pulse at 80 MHz 
repetition rate, serving as the oscillator. The seed pulse was stretched and sent into the 
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regenerative amplifier to be amplified, which was pumped by a diode-pumped Nd:YLF Darwin 
laser system from Quantronix. The amplified pulse was compressed by a pair of reflective 
gratings, finally generating 0.8 ps duration, 3 mJ energy pulses. This pulse was split by a 50:50 
beam splitter. pumped two optical parametric amplifiers was then pumped by the second 
harmonic of the first half pulse, generating near-IR pulses around 1 m  and time-delayed 532 
nm probe pulses. The output from the first OPA, i.e. the near-IR pulse, was mixed with the other 
half 800 nm pulse at the KTA crystal to produce a tunable mid-IR pulse around 3000 cm-1 (IR ~ 
3.33 m) by difference frequency generation. This mid-IR pulse (~0.7 ps duration, 25 cm–1 
bandwidth, 370 m diameter, 30 J energy) has the tunability from  2200 cm-1 to 3500 cm-1, 
which was sufficient to cover most common stretch vibration containing at least one 
hydrogen/deuterium atom, such as C-H, O-H, S-H, N-H, etc. The time-delayed 532 nm pulse 
(~0.7 ps duration, 25 cm–1 bandwidth, 400 m diameter, 50 J energy) was used to generate 
Raman scattering as the probe.  
This pulse duration (0.8 ps) was intentionally chosen to be short enough to resolve fast 
vibrational energy dynamics, while still have the adequate bandwidth to spectrally resolve 
individual vibrational transitions and avoid the undesired nonlinear optical effects accompanying 
the ultrashort pulses.    
4.2.2 Experimental setup 
A thin flowing sample jet was used. Figure 4.3 shows the optical geometry used. A model 
2300 HPLC pump was used to generate a stable liquid flow. The flow rate is optimized to be 1 
ml/min. The jet thickness was determined by the inner diameter of the nozzle, which was chosen 
to be 50 m.   
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A multichannel spectrograph (HS-f/1.4-VIS) over the –3800 to +3800 cm–1 range from 
Kaiser Optical was used. Raman signal was collected and focused on the entrance slit of the 
spectrograph with a pair of f/1.4 Nikkor camera lens. It was then collimated, dispersed, reflected 
and focused by a pair of f/1.4 camera lens, a holographic grating and a mirror. It was finally 
imaged onto the CCD detector. The spectral resolution with a 100 m slit is about 25 cm–1. At 
each delay time, a 3 min integration time was performed. 
 The laser apparatus time response was measured using incoherent nonlinear light 
scattering (NLS) from pure D2O at the sum frequency IR + visible, as described previously. The 
time dependence of the NLS signal was fit by a Gaussian function with FWHM of 1.1 ps. The 
detection system was corrected for its wavelength-dependent response using a calibrated 
blackbody source (Ocean Optics). 
4.2.3 Material 
Spectroscopic-grade benzene and perdeuterobenzene (99.9%-D) were purchased from 
Sigma-Aldrich and used without additional purification. D2O (99.9%-D) was purchased from 
Cambridge Isotope Laboratories and used as received. Sodium benzoate (99%) was purchased 
from Fluka and used as received. N-methylacetamide (99%) was purchased from Aldrich and 
recrystallized once. Glycine (99%) was purchased from Sigma-Aldrich, recrystallized, and 
partially deuterated by isotope exchange in D2O, yielding glycine-d3. These three solids, glycine, 
NMA and benzoate anion were dissolved in D2O at a concentration of 2.0 M.  In solution glycine 
is present as the d3-glycine zwitterion, ND3+-CH2-CO2-, NMA is present in the NMA-d1 form, 
CH2-CO-ND-CH3 (a small amount of HOD impurity is created due to exchange between NMA 
and D2O), and benzoate anion is present as the benzoate anion, C6H5CO2-. 
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4.2.4 IR-Raman spectroscopy 
With IR-pump Raman-probe technique, sample was excited by an IR pulse resonant with 
some specific vibrational level and the incoherent Raman scattering light was collected, spectra 
resolved and detected. Raman spectra were obtained in pairs, a signal at the indicated positive 
time delay and a background obtained at negative time delay (probe precedes IR pump). The 
Stokes spectrum was monitored to verify that the sample did not degrade during data acquisition. 
Stokes and anti-Stokes signals were combined to determine quantitative occupation numbers as 
follows. When the occupation number of a vibration of frequency  is n and the laser frequency 
is L, the Stokes intensity is 
 IST  L(L-)3 [n+1]R ,        (4.2) 
and the anti-Stokes intensity is 
 IAS  L(L+)3nR ,        (4.3) 
where intensity is taken to mean the integrated area of the transition. For doubly-degenerate 
modes, Equations (4.2) and (4.3) give the total occupation number of both modes. The 
proportionality constant is a function of the detection system which is the same for both Stokes 
and anti-Stokes measurements, and R is the Raman cross-section at L. When n << 1, the 
fraction of molecules in the excited state is given by the fraction IAS/IST. Each vibrational 
transition was fit to a Voigt lineshape function using Microcal Origin software to determine the 
integrated area. The Voigt function was used because it provided an excellent fit to all the 
transitions, and is not intended to convey specific information about vibrational dephasing21.  
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4.3 Vibrational energy dynamics in benzene 
4.3.1 Introduction  
Benzene vibrational energy has previously been studied in isolated molecules, liquids and 
low-temperature crystals. In isolated molecules, the CH-stretch fundamentals near 3050 cm-1 
have VR that is so slow that the states decay by IR emission34.  The VR of several of the CH-
stretch overtones35-39 has been studied in detail. Previous studies of low-temperature 
crystals36,40,41 involved indirect methods that probed the IR or Raman linewidths in the frequency 
or time domains. Vibrational linewidths in ambient liquids are ordinarily dominated by pure 
dephasing processes8,42 and sometimes inhomogeneous broadening19; therefore, T1 cannot be 
confirmed from linewidth measurements. However in low-temperature isotopically pure 
crystals43, T1 processes are believed to be dominant44 so that T1 can be determined from the 
Raman linewidth.  In the liquid state, Fendt and co-workers45 studied benzene with time-resolved 
anti-Stokes Raman. However those studies probed only the parent relaxation process, and in fact 
the parent CH-stretch lifetime was incorrectly determined, as the signals detected appear to have 
originated from a coherence artifact due to nonlinear light scattering32.  Iwaki and co-workers32 
measured T1 = 8 ps for the parent CH-stretch and also observed signals originating from daughter 
excitations at 1584 cm-1, 991 cm-1 and 606 cm-1. CCl4 molecular thermometer data were noisy 
but suggested an overall time constant for VC of ~80 ps.  
4.3.2 Results 
 Figure 4.4 shows IR and Raman spectra of benzene and the Raman spectrum of benzene 
spiked with 17% (v/v) CCl4. The arrow in the IR spectrum indicates the frequency of the IR 
pump pulses. The most intense transition near the pump pulse has been assigned to 12. In the 
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Raman spectrum six transitions dominate: 1, 2, 11, 16, 17, 18. 1 and 2 are singly-
degenerate and the other four are doubly-degenerate, so a total of 10 modes are observed. The 
vibrational wavenumbers and assignments are given in Table 4-1. Figure 4.5 shows a time series 
of anti-Stokes spectra following IR pumping at 3063 cm-1, and Figure 4.6 shows the time-
dependence of the vibrational populations (occupation numbers) of the six observed transitions 
extracted from the data in Figure 4.5. For doubly-degenerate states the occupation number is the 
aggregate population. All the vibrations except 11 and 17 evidence an instantaneous component 
on the rising edge. This instantaneous component indicates that the parent “bright” state, which 
is excited by tuning the IR pulse into 12 consists of an admixture of 12 with 1, 2, 16, 18 and 
possibly other states we could not observe.   
 Figure 4.7 shows a time series of anti-Stokes spectra for benzene with 17% CCl4, and 
Figure 4.8 shows the time-dependent vibrational populations. Figure 4.9 compares the benzene 
vibrational population transients with (circles) and without (squares) CCl4. The shorter-time 
vibrational populations with and without CCl4, are similar, because the sample is optically thick 
at the pump frequency and optically thin at the probe frequency28. In this limit, the number of 
excitations generated by the pump pulses is determined by the number of IR photons rather than 
the sample absorption coefficient. The benzene vibrational dynamics appear not to be noticeably 
affected by the presence of CCl4 at this concentration in agreement with previous work32. The 
smooth curves in Figure 4.9 are the fits to the neat benzene data using the three-stage model as 
discussed below. 
 After the VC process is complete, the sample comes to equilibrium at a final temperature 
Tf, where Tf represents an average over a spatially inhomogeneous region of the liquid pumped 
by the IR pulses21. Figure 4.10 shows benzene + CCl4 anti-Stokes spectra obtained at negative 
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delay (probe precedes pump) where the sample is at ambient temperature, and a spectrum 
obtained at a longer delay time after the parent excitation has thermalized. The accuracy of 
determining Tf for an anti-Stokes transition is greatest for higher frequency transitions with larger 
Raman cross-sections31,46. We were able to determine Tf for 18, 2 and 17 with an estimated 
error of 2-4 K, as shown in Figure 4.10, and when the result for each vibration was averaged, our 
best determination gave T = 40 K. The value of T would be expected to be ~15% greater in 
neat benzene, due to the greater IR absorption coefficient at the pump wavenumber. 
 Figure 4.11 shows the IR and Raman spectra of d6-benzene and the Raman spectrum of 
d6-benzene with 17% CCl4. We observe the same transitions, 1, 2, 11, 16, 17, 18, as in 
benzene and we see an additional CD-stretch transition 15. Since five of these seven modes are 
doubly-degenerate, we observe a total of 12 vibrations. The frequencies and assignments of the 
d6-benzene vibrations are given in Table 4-1. In d6-benzene, an instantaneous component in the 
rising edge is observed in 1, 2, and 15 only. The d6-benzene population transients with and 
without CCl4 are compared in Figure 4.12, where the smooth curves were obtained by fitting the 
neat d6-benzene data to the three-stage model. Unlike benzene, where CCl4 spiking seemingly 
has no effect on the vibrational transients, in d6-benzene, CCl4 has a small effect on the 1 decay 
and a more significant effect on 17, possibly due to the near coincidence with the CCl4 3 
vibration. Figure 4.13 is an analysis of the temperature jump T for d6-benzene with CCl4. This 
T = 10K is much smaller than that with benzene because the CD-stretch absorption coefficient 
and the IR laser energy were both smaller. 
 
 
 
111 
 
4.3.3 Ultrafast Raman calorimetry 
 In the benzene-CCl4 experiments, we observed the part of the benzene vibrational energy 
Eobs(t) in the strongly Raman-active vibrations. We also know the total energy input to the 
system, which can be computed either from the IR pulse properties and sample absorption 
coefficient, or more conveniently from T and the solution heat capacity. The CCl4 molecular 
thermometer measures the rate that energy is dissipated into the bath47. The lower-frequency 
continuum of collective bath states of the solution is strongly coupled to the lowest frequency E-
symmetry CCl4 vibrations47, so that CCl4 becomes excited within a few picoseconds, allowing 
the molecular thermometer to respond quickly to a build-up of bath excitation. By properly 
normalizing the total energy, the observed energy and the bath energy, we can determine by 
energy conservation how much energy resides in the invisible benzene vibrations. This ultrafast 
Raman calorimetry determination of the invisible vibrational energy Einvis(t) seems to be an 
obvious idea, but until now we did not have good enough data to implement it.   
 When energy is input by an IR pulse to a solution of benzene and CCl4 at ambient 
temperature, after thermalization a temperature jump T is created. The magnitude of T is 
known from the data in Figure 4.10 and Figure 4.13.  For a -function excitation, the total energy 
increase corresponding to a particular value of T would be  
 Etot(t) = 0   t < 0         
 Etot(t) = CtotT  t ≥ 0, 
where Ctot is the heat capacity of the solution. Given the quality of anti-Stokes data, it was 
adequate to assume that Ctot = Cbenzene + CCCl4, and that Ctot could be treated as constant despite 
the temperature jump and the associated pressure jump and small volume expansion. We used 
tabulated heat capacity data48. Let P(t) be the laser apparatus function, a Gaussian with FWHM 
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of 1.4 ps normalized so P(t)dt = 1. Then the time-dependent total energy increase with this 
finite-duration pulse would be, 
    ( )ttot totE t P t E t dt

     .        
 The solution is now taken to consist of two parts, a "system" of benzene vibrations and a 
"bath" of everything else: the lower-energy continuum of collective states of the two-component 
solution plus CCl4 vibrations.  Then the heat capacity of the bath Cbath can be written as, 
    21
exp /
1 exp /
n
i Bi
bath tot
i B i B
h k ThC C
k T h k T


          
 ,     (4.4) 
where the sum is over all benzene vibrations (n = 30). To determine Cbath, once again avoiding 
the complications of a temperature dependent heat capacity, Equation (4.4) was evaluated at the 
temperature Ti + T/2. The benzene vibrational frequencies i were obtained from the literature49.   
 The normalized time response of the CCl4 molecular thermometer is denoted Tth(t), where 
Tth(t) is zero before the IR pulse and unity at long time. Then the time-dependent energy in the 
bath is given by, 
    bath th bathE t T t C T  ,         
and the invisible vibrational energy is given by, 
        invis tot obs bathE t E t E t E t   .      
 In Figure 4.14 and Figure 4.15, we have plotted Etot(t), Eobs(t), Ebath(t) and Einvis(t) for 
benzene and d6-benzene.     
4.3.4  Benzene vibrational energy 
 Figure 4.14 shows benzene vibrational energy after IR CH-stretch pumping. The build-up 
of bath energy monitored by CCl4 does not commence until a time delay of ~5 ps, which is 
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consistent with the 6 ps parent decay representing an IVR process that does not involve 
dissipation into the bath. We do not believe this time delay is caused by sluggish response of the 
molecular thermometer, since a significantly faster CCl4 response was observed previously in a 
study of acetonitrile26. The half-life for the bath build-up is 30 ps and thermalization is 
essentially complete by 100 ps. Even though the 11 and 18 vibrations have lifetimes in excess 
of 100 ps, these are lower-energy excitations, and after 100 ps their aggregate contribution to the 
total dissipated energy is small. This measurement of the benzene vibrational cooling process 
should be considered more accurate than the previous study32. 
 In Figure 4.14 (inset) the rising edge of Einvis(t) is clearly faster than the rise of Eobs(t),  
and at a shorter delay time of 2-3 ps immediately after the IR pulse stops pumping the benzene, 
the ratio of energies Einvis/Eobs = 2.1. This indicates that, at the very beginning the IR pulse is 
directly pumping most energy into the invisible vibrations, and by 3 ps about twice as much 
energy has been pumped into the invisible vibrations than into the observed vibrations. This was 
to be expected since the IR pulse is pumping IR-active vibrations near 3050 cm-1 such as 12, 
while we are probing IR-inactive vibrations such as 1 and 2. In other words, the coherent 
admixture of normal modes that constitutes the bright state has about twice as much of the IR-
active mode character than IR-inactive mode character. The decay rate of Einvis(t) seen in Figure 
4.14 is perhaps 50% faster than Eobs(t).   
 In the benzene experiments the number of observed vibrations was 10 and the total 
number of vibrations was 30. We observed 33% of the vibrations, and the maximum value of 
Eobs/Etot (from Figure 4.14) was also 33%. So in benzene the amount of vibrational energy per 
mode is the same in the strongly Raman-active "observed" vibrations as in the "invisible" 
vibrations. 
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 Figure 4.15 shows d6-benzene vibrational energy after CD-stretch pumping. In Figure 
4.15 the rising edge of Einvis(t) is again clearly faster than the rise of Eobs(t), and at a shorter delay 
time of 2 ps the ratio of energies Einvis/Eobs = 2.1. That indicates as in benzene the IR pulse is 
directly pumping twice as much energy into the invisible vibrations than the observed vibrations.  
There is an ~5 ps time delay before the molecular thermometer begins to rise, indicating the 
decay of the parent CD-stretch is primarily intramolecular. The half-life of the bath build-up is 
noticeably shorter than in benzene, 20 ps compared to 30 ps. Thermalization is essentially 
complete by 100 ps. The decay rates of Einvis(t) and Eobs(t) are similar enough to be 
indistinguishable. With d6-benzene the number of observed vibrations was 12 and the total 
number of vibrations was 30, so we observed 40% of the vibrations, and the maximum value of 
Eobs/Etot (from Figure 4.15) was 36%. Thus the amount of energy per vibration in d6-benzene is 
10% less for the "observed" strongly Raman-active vibrations than for the "invisible" vibrations. 
4.3.5   Benzene vibrational redistribution 
 The anti-Stokes transients for benzene were fit using Equatuins (4.1) and the fitted curves 
are shown in Figure 4.9. The fitting parameters are listed in Table 4-1. The parent 1 has a 
lifetime of 6.2 (±1) ps, in good agreement with a previous measurement32 of 8 (±1) ps, but we 
believe the present value is more accurate. The vibrations 1, 16, 2 and 18 evidence an 
instantaneous rise due to IR laser pumping that was not resolved in earlier studies. The parent 
IVR process excites 17 and 2 to roughly equal extents and 18 to about one-half the level of the 
other two. Parent IVR does not excite 11 at all.   
 On the basis of frequencies alone we would guess that 16 is the only midrange vibration 
being observed, while 17, 2, 11 and 18 are the lower-energy vibrations. This assignment is 
consistent with what we concluded from fitting the transients. Looking at the transients for 17, 
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2, 11 and 18, we see a significant contribution to the rise of 11 and 18 (Figure 4.6, Figure 4.9 
e and f) that can be fit with a time constant close to the 16 lifetime of 20 ps.  We cannot tell if 
these lower-energy vibrations are populated from 16 alone or from 16 along with other 
midrange states nearby in energy having similar 20 ps lifetimes. The midrange-to-lower energy 
process populates mostly 11 and 18, with <10% of the energy going into 17. The midrange to 
2 process is essentially nonexistent. Three of the lower-energy vibrations have lifetimes longer 
than 100 ps, which is quite long by the standards of other polyatomic liquids.   
 The anti-Stokes transients for d6-benzene were fit using Equations (4.1) and the fitted 
curves are shown in Figure 4.12. The fitting parameters are listed in Table 4-1. The parent 1 has 
a lifetime of 6.4 (±1) ps, essentially the same as the CH-stretch of benzene. The other observed 
CD-stretch, 15, has a lifetime of 4.5 ps. The 1, 15, and 2 vibrations evidence an instantaneous 
rise due to IR laser pumping. The parent IVR process excites 11, 16, 17 and 18, with 11 and 
18 receiving the most excitation. It is interesting that parent IVR does not populate 2 in d6-
benzene whereas there is significant population of this state by parent IVR in benzene.  
 Examine the rising edge of the lower-energy vibration 18 in Figure 4.12. There is a 
slower component to the rise that is indicative of energy transfer from a higher-energy state that 
is quite long-lived, having a lifetime in the ~80 ps range. To a lesser extent the same slow rise 
can also be seen in the 11 and 17 transients in Figure 4.12. However the observed midrange 
vibration(s) have 25 ps lifetimes. In order to explain this ~80 ps time constant seen in rising 
edges but not in the decay of higher-energy vibrations, we postulate the existence of an 
unobserved state in the midrange tier that is feeding population relatively slowly to the lower-
energy tier. We call this state X. State X is excited with good efficiency by IVR from the parent 
CD-stretch and when it decays it populates the states at 868 cm-1 and below. Since state X must 
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be higher in energy than 868 cm-1, X seems likely to be a CD-bending mode or a ring stretching 
mode. The X state decay pathway primarily involves populating 18. Thus the model of all M 
vibrations having the same lifetime is not valid for benzene, since there are M vibrations with 80 
ps and 25 ps lifetimes.  
4.3.6   Summary and conclusion 
 The most detailed investigation to date of vibrational energy dynamics in liquid benzene, 
and d6-benzene is conducted. Since these molecules have inversion symmetry, the IR pump must 
excite states that are Raman-inactive. The Raman intensity is concentrated into a small number 
(6-7) of transitions of which many are doubly-degenerate. Still we observe only a fraction of the 
30 vibrations, 33% in benzene and 40% in d6-benzene. Using a CCl4 molecular thermometer we 
can monitor the total energy dissipated from vibrationally-excited benzene to the bath, and 
thereby infer the time-dependence of vibrational energy in the aggregate unobserved vibrations. 
The detailed vibration-to-vibration relaxation pathways were analyzed in the context of a three-
state model described previously, keeping in mind that the rigid molecular framework might give 
rise to relaxation pathways that are more specific than what was previously observed in other 
species such as nitromethane21 or glycine in aqueous solution20,22. 
 Our measurements show that the parent excitations in benzene and d6-benzene, nominally 
a CH-stretch (3050 cm-1 pumping with ~40 cm-1 bandwidth) or CD-stretch excitation (2280 cm-1 
pumping with ~40 cm-1 bandwidth) evidence a great deal of coherent coupling with other states, 
where coherent coupling as described in the Introduction means the redistribution is faster than 
T2. IR-Raman measurements have frequently observed this type of coupling with CH-bend and 
CD-bend vibrations50, and occasionally with other vibrations at about one-half the parent 
frequency such as NO2 stretching of CH3NO221, but the number of strongly coupled modes we 
117 
 
observe by anti-Stokes Raman is much greater in benzene then in any other molecule yet studied.  
Additionally the ultrafast calorimetry data indicate that even more of the pump pulse energy is 
coherently coupled to the invisible vibrations. It is also the case that the VR pathways appear to 
be more specific than in other molecules studied to date, where by “specific” we mean certain 
vibrations are simply bypassed in one or more stages of the three-stage model. As seen in Table 
4-1, the parent IVR stage in benzene does not excite 11 and the midrange-to-lower energy stage 
does not excite 2.  In d6-benzene the parent IVR stage does not excite 2 and the midrange-to-
lower energy stage does not excite either 2 or 17. 
 We observe only 33% or 40% of the benzene or d6-benzene vibrations, but we 
compensate in part with ultrafast calorimetry, which provides some new insights to the question 
of whether observing just the Raman-active vibrations provides an accurate picture of benzene 
vibrational cooling. In d6-benzene this is clearly true. The average energy (per mode) is within 
10% in observed and invisible vibrations and the decay rates are quite similar. In benzene this is 
almost true. The average energy per mode is the same in both observed and invisible vibrations 
but the invisible vibrational energy decays somewhat faster. The slower decay of energy from 
Raman-active vibrations in benzene but not in d6-benzene is consistent with many low 
temperature coherent Raman studies of crystalline naphthalene44,51-54, anthracene52 and 
pentacene55,56, which showed that Ag vibrations, as well as those with the largest Raman cross-
sections, had significantly longer lifetimes in the proto but not in the deutero species57.   
 One point worth emphasizing is the very different timescales for decay of the initial state, 
~6 ps, and the overall vibrational cooling process16. The cooling process is characterized by a 
half-life of 30 (20) ps in benzene (d6-benzene) and there is clear evidence for vibrationally hot 
molecules even at 80 ps. 
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4.4 Vibrational energy dynamics in aqueous solution 
4.4.1 Introduction  
Here we discuss a "bottom-up" approach to the problem of vibrational energy in proteins 
via a detailed study of the simple building blocks. The ultrafast infrared-Raman (IR-Raman) 
technique58,59 is used to investigate vibrational energy flow of three biologically relevant 
molecules in aqueous (D2O) solution, d3-glycine zwitterion, d1-NMA, and benzoate anion.  In 
these IR-Raman measurements, a CH-stretch transition was pumped by a short-duration IR pulse 
and a time series of anti-Stokes Raman spectra were acquired to measure the time-dependent 
populations of the parent excitation and the daughter excitations created by parent vibrational 
relaxation (VR). The overall process of vibrational cooling (VC), where a vibrationally-excited 
molecule initially at temperature Ti undergoes a sequence of VR processes leading to a 
thermalized state at a slightly greater temperature Tf, is monitored by observing the Raman 
spectrum of the aqueous medium15,60, which functions as a molecular thermometer47,61,62.   
 Most prior studies of vibrational energy in proteins have utilized a "top-down" approach 
to energy dissipation mechanisms which could be relevant to biological function such as enzyme 
catalysis. Well-known examples include the myoglobin, hemoglobin or cytochrome c where 
heme has been electronically excited62-66.  The excitation is converted to heme vibrational energy 
in ~5 ps, and the heme cools by 20-40 ps energy transfer through the protein into the aqueous 
medium62-67. Heme cooling has been monitored using resonance anti-Stokes Raman 
measurements of the heme64-66,68,69, ultraviolet resonance Raman measurements of the globin70-72 
and IR absorption of the aqueous medium as a molecular thermometer62.  Experimental71 and 
theoretical67,73-75 studies have suggested that energy can be funneled from a hot porphyrin, 
through its side chains, into specific parts of the protein.  
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 "Bottom-up" approaches to protein vibrational energy have used IR pump-probe 
techniques to study the vibrational relaxation of small ligands such as CO bound to the active 
sites of heme proteins76-79, or the peptide backbone80 itself via the amide I mode80-83, which is 
predominantly a CO stretching excitation. Although IR pump-probe and vibrational echoes84 
have many advantages, the methods used to date are sensitive to the parent decay or decoherence 
process only and do not reveal the subsequent flow of vibrational energy into daughter vibrations. 
 Recently our group used IR-Raman to study glycine20 in H2O with a CH-stretch parent 
excitation at 2980 cm-1. The anti-Stokes results were analyzed using the three-stage model for 
VC which has been discussed in detail in Section 4.1. The three stages were a 0.8 ps decay of the 
parent, which populated both midrange and lower-energy vibrations, a 1.0 ps relaxation of the 
midrange vibrations, and a 1.2 ps relaxation of the lower-energy vibrations.  The net cooling 
process observed via water molecular thermometer was described by a 1.8 ps time constant. 
4.4.2  Results 
4.4.2.1  Glycine  
 Figure 4.16 and Figure 4.17 show the glycine data.  In the anti-Stokes spectra in Figure 
4.16 we see the parent s(CH2) and five of the daughter vibrations (in order of descending 
wavenumber), a(COO-), s(COO-), (CH2), (CN) + (CC) and (ND3+). The vibrational 
wavenumbers and assignments85,86 are summarized in Table 4-3. Figure 4.16 also shows Stokes 
data in the OD region of the D2O solvent. By combining Stokes and anti-Stokes spectra, we 
found (Table 4-2) that the pump pulse excited 3.0% of the glycine solute and 0.2% of the D2O 
solvent. Figure 4.17 shows the glycine anti-Stokes transients. The smooth curves are fits using 
the three-stage model with parameters listed in Table 4-3. Figure 4.17a shows the parent s(CH2) 
transient, which gives IVR = 1.8 ps. Figure 4.17b shows the midrange vibrations (CH2) and 
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s(COO-) which have ML = 1.9 ps. We also observed as(COO-), but it was difficult to get an 
accurate anti-Stokes transient due to its small R.  However, as far as we can tell, the time 
dependence and excitation fraction are close to what we see for s(COO-). Figure 4.17b also 
shows that s(COO-) rises noticeably faster than (CH2) which indicates a degree of coherent 
coupling between s(COO-) and the parent s(CH2). Figure 4.17c and d show the two observed 
lower-energy vibration transients, which rise slower than either the parent or midrange vibrations, 
and whose decays give LG = 1.8 ps. The quantum efficiencies extracted from these transients are 
listed in Table 4-3.   
4.4.2.2  NMA 
 The NMA data are shown in Figure 4.18 and Figure 4.19. In the anti-Stokes data in 
Figure 4.18, we see the parent s(CH3) along with eight daughter vibrations, in order of 
descending wavenumber, amide I, amide II, CCH3 ab, NCH3 ab, s(NC), amide III, skeletal 
deformation and amide IV. Prime designates amide deuteration, and the vibrational 
assignments82,87,88 are given in Table 4-3. Also in Figure 4.18 are the D2O molecular 
thermometer data. The anti-Stokes transients are shown in Figure 4.19. The parent decay in 
Figure 4.19a gives IVR = 1.2 ps. The observed midrange daughter transients are shown in Figure 
4.19b. Those decays gave ML = 1.7 ps. The amide II vibration evidences a faster rise than the 
other M vibrations indicating a degree of coherent coupling with the parent. The lower-energy 
transients are shown in Figure 4.19c and d. Those decays gave LG = 2.8 ps. The quantum 
efficiencies used to fit the data are listed in Table 4-3.   
4.4.2.3  Benzoate anion 
 The benzoate anion data are shown in Figure 4.20 and Figure 4.21. In the anti-Stokes data 
we observe the parent s(CH) along with 6 daughter vibrations, in descending order s(CC), 
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s(COO-), (CH), s(phenyl), oop(CH) and (CCC). The anti-Stokes transients, vibrational 
assignments89 and fits using parameters in Table 4-3 are shown in Figure 4.21. The parent decay 
in Figure 4.21a gives IVR = 1.0 ps. The midrange vibrations in Figure 4.21b give ML = 2.5 ps, 
and the lower-energy vibrations in Figure 4.21c and d give LG = 2.7 ps. In Figure 4.21b, the 
s(CC) vibration rises faster than the other midrange vibration, indicating a degree of coherent 
coupling with the parent. The quantum efficiencies used to fit the data are listed in Table 4-3.   
4.4.3 Molecular thermometer 
The molecular thermometer effect was discussed in detail in prior studies of water and 
glycine in water20. The molecular thermometer employs temperature shifting of ground 
vibrational state transitions. At shorter times there are also vibrationally excited states present, 
which were created by the IR pump pulses, so that ground-state depletion and excited-state 
absorption effects are also present in the Stokes spectra.  Previously20 we showed how a singular-
value decomposition (SVD) analysis could be used to separate the Stokes spectra into an excited-
state part which we do not use, and a ground-state (molecular thermometer) part. 
We have introduced an improvement to resolve a problem with our earlier study of 
glycine in water20.  Due to spectral overlap between the solute CH-stretch and the very broad 
OH-stretch absorption of water, the IR pump pulse excited not only the solute but also the 
aqueous solvent. In that case, part of the thermometer response resulted from VC of the solute, 
but an additional faster part was created by direct solvent IR pumping, so that the overall 
thermometer response appeared faster than the solute VC. In the present work we have 
eliminated much of the solvent pumping effect by using D2O, since there is less spectral overlap 
between the solute CH-stretch transitions and the solvent OD-stretch transition. In addition we 
have developed a method for subtracting away the remaining effects of direct solvent pumping.  
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This was done by first performing a calibration experiment where the time-dependent 
thermometer response Tsolvent(t) of D2O solvent was measured. In the calibration experiment the 
fraction of D2O molecules pumped by the laser was nD2O and the thermometer response Tsolvent(t) 
resulted from direct OD-stretch pumping only. Then using glycine, NMA or benzoate anion 
solutions, we determined the fraction of D2O molecules in solution nD2O, and the fraction of 
solute molecules nsolute, pumped by the IR pulse. We determined the observed thermometer 
response Tobs(t) and then computed the thermometer response Tsolute(t) due to solute alone, 
      2
2
D O
solute obs solvent
D O
nT t T t T t
n
  .            (4.5)
 Figure 4.22 shows the molecular thermometer data. We fit the thermometer rise with 
single-exponential functions, since the quality of the data do not justify a more sophisticated 
treatment. Figure 4.22a is the result for pure D2O. As shown in Table 4-2, the intrinsic response 
of the D2O molecular thermometer, measured by pumping OD) of pure D2O at 2950 cm-1 with 
an excited-state concentration of 0.7%, is characterized by 1.8 ps time constant. This is just about 
what would be expected based on a OD lifetime90 of 1.4 ps and a thermalization time 
constant15,91-94 of ~0.5 ps. When solutes were added, the fraction of OD) excited by the IR 
pulse (shown in Table 4-2) decreased due to the competition with solute absorption. The OD) 
excitation fraction and the 1.8 ps time dependence for pure D2O were used to subtract the part of 
the thermometer response due to direct OD) pumping. The resulting molecular thermometer 
responses due to solute pumping alone are shown in Figure 4.22b-d. The time constants for the 
molecular thermometer rises are given in Table 4-2. The fastest rise of 4.9 ps was observed with 
NMA. With glycine and benzoate anion, the rises were 7.2 and 8.0 ps respectively. 
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 Using the anti-Stokes data in Figure 4.17, Figure 4.19, and Figure 4.21, we determined 
the time-dependence of the observed vibrational energy using the formula, 
    #
1
obs
obs
vib i i
i
E t h n t

   .             (4.6)
 The result were decaying curves for each solute that could be reasonably fit to an 
exponential decay, as shown in Figure 4.22b-d. The time constants for energy loss in the 
observed vibrations are listed in Table 4-2.   
4.4.4 The initial state 
 The IR pump pulse is tuned to a CH-stretch excitation. Since CH or CD stretching 
transitions have been used as probes of protein dynamics, the question arises whether the 
excitation should be thought of as localized on CH3 (NMA), CH2 (glycine) or CH (benzoate 
anion), or whether it should be viewed as delocalized over a larger part of the molecule. Our 
measurements show that the parent excitation is strongly coupled to at least one lower energy 
mode at roughly one-half the parent frequency. We cannot rule out couplings to other vibrations 
with weaker R that we did not observe. 
 In NMA, CH3-CO-ND-CH3, the parent 2945 cm-1 s(CH3) evidences coherent coupling 
with the 1490 cm-1 amide II vibration.  Amide II vibrations are usually viewed as a mixture of 
NH-bend and CN-stretch character. Thus this parent excitation should be viewed as delocalized 
throughout the entire molecule. In glycine, ND3+-CH2-CO2-, the parent 2965 cm-1 s(CH2) 
evidences coherent coupling with the 1412 cm-1 s(COO-), so at the very least the parent 
excitation is delocalized within the methylene and carboxylate groups. In benzoate anion, C6H5-
CO2-, the parent was the 3050 cm-1 s(CH) stretch, which is delocalized among all five CH 
subunits of the aromatic ring. The parent is coherently coupled with the 1589 cm-1 symmetric 
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ring C-C stretching mode, so the parent involves an admixture of phenyl CH-stretch and CC-
stretch character. Thus in all three cases studied so far the parent CH-stretch excitation should be 
viewed as reporting perturbations to most if not all of the solute molecule.   
4.4.5  Vibrational energy flow 
4.4.5.1  d3-glycine zwitterion 
 Table 4-3 shows that in the initial 1.8 ps parent IVR process, the transfer quantum 
efficiency is about the same for the five observed daughters except for the coherently coupled 
(CH2) which receives twice as much energy. In the 1.9 ps M to L step, the M energy is split 
about equally between the two observed L vibrations.  The L vibration relaxation occurs in 1.8 ps.  
Each of the three stages of VC occurs with a 1.8-1.9 ps time constant. Glycine is thus an example 
of a solute where the parent energy is distributed among first and second-tier daughter vibrations 
in an approximately statistical manner. There is no evidence for a single strongly dominant 
relaxation pathway. 
 As a result of our previous work20 on glycine in H2O, we can make a comparison 
between glycine in normal and heavy water. This comparison illustrates the usefulness of the 
three stage model. Instead of trying to compare detailed vibrational parameters of similar or 
corresponding energy levels, we can compare the time constants and relaxation mechanisms of 
the three stages. As shown in Table 4-4, the three time constants for glycine are noticeably faster 
in water. It is important to resist the temptation to describe this as a solvent effect, because 
glycine in H2O is not just a different solvent, it is a different molecule, NH3+CH2-CO2-, rather 
than ND3+CH2-CO2-, and the energy levels of h3-glycine are upshifted from d3-glycine by isotope 
mass effects. As shown in Table 4-4, the most significant effect on the observed vibrations is the 
amine rocking mode which is 1107 cm-1 in water and 822 cm-1 in D2O.  This rocking vibration 
125 
 
can be viewed as an M vibration in h3-glycine but an L vibration in d3-glycine. We attribute the 
faster IVR in h3-glycine to its higher-energy daughter vibrations, which facilitate parent IVR. 
The faster M to L relaxation of h3-glycine is attributed to having more M vibrations available to 
dissipate energy. The L to G relaxation, by contrast, is attributed to a solvent effect, since L 
vibrations relax directly to excitations of the aqueous bath. The faster L to G relaxation in water 
might be a consequence of better coupling between L vibrations and water librons. In water the 
libron is centered near 700 cm-1 with a FWHM of ~300 cm-1, and in D2O the libron is centered 
near 540 cm-1 with FWHM of ~200 cm-1 95,96.   
4.4.5.2  d1-N-methylacetamide 
 In NMA, during parent IVR only a small fraction of the parent energy flows into amide I, 
s(NC) or amide III vibrations. During the M to L relaxation, practically none of the midrange 
energy flows into s(NC) or amide III vibrations. So NMA differs quite a bit from glycine in the 
sense that at least two of the vibrations, s(NC) and amide III are poorly coupled to the parent 
and the other observed vibrations.   
4.4.5.3  Benzoate anion 
 The most dramatic result of the benzoate anion study is the large difference in time scales 
for relaxation of phenyl vibrational excitations in an aqueous medium versus neat benzene32. The 
benzoate anion lifetimes are all in the 1-3 ps time range, whereas in liquid benzene observed 
vibrational lifetimes are in the 8-100 ps time range. Since vibrational lifetimes are determined by 
fluctuating forces acting on excited vibrations, the much shorter lifetimes in benzoate anion 
should be attributed to fluctuating electric fields and fluctuating hydrogen bonding caused by 
water-anion dynamics97.   
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 In the benzoate anion IVR process, after a phenyl CH-stretch transition is pumped, more 
of the parent energy is channeled to the M vibrations than to the L vibrations, with the strongly 
coupled s(CC) vibration receiving nearly half of the observed excitations. In the M to L stage, 
energy is about evenly distributed among three of the lower-energy vibrations but the fourth, 
oop(CH), receives noticeably less energy. Thus the energy relaxation pathways in benzoate anion 
appear to be the most specific of the three solutes studied here. The specificity of the VR 
pathways is attributed to the more rigid and more symmetric phenyl ring structure, as opposed to 
the low-symmetry flexible amino acid or the peptide backbone. 
4.4.6  Vibrational cooling 
 According to Table 4-2, the overall time constant for thermalization of the parent 
vibration energy is ~5 ps for NMA and ~8 ps for glycine and benzoate anion. Thus informed 
speculation would suggest that energy deposited in the backbone or in flexible sidechains of 
polypeptides would be thermalized in ~5 ps, and even energy deposited in rigid sidechain 
structures would thermalize within <10 ps. 
 Table 4-2 also shows that dissipation of the observed energy in the strongly Raman-
active vibrations of NMA is representative of the overall thermalization process monitored by 
the molecular thermometer, in the sense that the two probes evidence the same decay lifetime. 
However, the glycine and benzoate anion observed vibrational energy loss is about three times 
faster than the thermalization. Thus the strongly Raman-active NMA vibrations do an excellent 
job of representing energy flow through the solute, whereas the glycine and benzoate anion 
vibrations do not. In fact, there must be at least one unobserved state in glycine and benzoate 
anion that retains vibrational energy longer than the observed vibrations. The representative 
versus nonrepresentative nature of the observed NMA vibrations versus glycine and benzoate 
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anion might result from the nature of specific vibrational pathways, but there might be a simpler 
statistical explanation. NMA is the molecule where we observe the largest number of vibrations 
(i.e., nine), compared to five for glycine and six for benzoate anion. The larger the number of 
observed vibrations, the more likely the observed vibrational energy will be representative of the 
entire molecule. 
4.4.7  Summary and conclusion 
 We used time-resolved Raman spectroscopy to monitor vibrational energy flow through 
glycine, NMA and benzoate anion solutes in an aqueous (D2O) solvent by probing vibrational 
energy of the solute and by using the aqueous medium as a molecular thermometer. The details 
of energy flow within the solute vibrations were described using a three-stage model for VR. 
This three stage model did an excellent job of describing vibrational energy in these three solutes 
and also in glycine in H2O studied previously. The theoretical basis for the model suggests it will 
be useful to describe vibrational energy in the common building blocks of biological systems 
such as amino acids, nucleic acid bases and simple sugars. The utility of the model was 
demonstrated by showing how it facilitated comparison of the VR processes of the three solutes 
and a comparison of glycine in water and heavy water. 
 The dissipation of vibrational energy from the solutes occurred with time constants 
ranging from 5 to 8 ps. Even the rigid and highly symmetric phenyl group of benzoate anion 
dissipated its energy within 8 ps, much faster than one would expect based on studies of liquid 
benzene. The VR process in glycine was seemingly statistical, in that every vibration received 
about the same fraction of the initial excitation. In NMA there were at least two vibrations which 
received less energy than the others, so the VR process was more specific than that in glycine. In 
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benzoate anion the relaxation was even more specific, with one channel, phenyl CH-stretch to 
ring symmetric CC-stretch dominating.   
 Although the parent excitations were created by pumping "CH-stretch" transitions, 
Raman probing showed that the excitations in all three cases were coherently coupled with states 
at about one-half the energy, so that the CH-stretch involved atomic motions over the entire 
molecule (NMA), over most of the molecule (the glycine methylene and carboxylate) or over the 
entire sidechain (phenyl of benzoate anion).   
 With Raman probing, we observe only vibrations with the largest R. We have shown 
that in NMA where we observe the greatest number of vibrations (9 of 30 total), energy flow 
through the observed vibrations is entirely representative of energy in the molecule, but in 
glycine and benzoate anion the loss of energy in the observed vibrations was about three times 
slower than the molecular dissipation process observed by the molecular thermometer, so the 
observed glycine and benzoate anion vibrations do not accurately represent vibrational energy 
flow through the molecule.    
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Tables 
Table 4-1 Vibrational assignments, lifetimes and transfer quantum efficiencies for benzene and 
d6-benzene. 
 
Benzene 
wavenumber 
(cm-1) assignment 
lifetime 
T1 (ps) 
source of excitation 
IR pump 
pulse1  parent M to L 
3063   1:  s(CH) 6.2 17%   
1589 16:(CC)/(992+606) 20 28%   
1176 17:   ip (CH) 146 0 42% 8% 
992 2:  ring breathing 55 34% 39% 0 
850 11:  oop (CH) 125 0 0 44% 
606 18:  ip (CCC) 300 21% 19% 48% 
 
d6-Benzene 
wavenumber 
(cm-1) assignment 
lifetime T1 
(ps) 
source of excitation 
IR pump 
pulse2  parent X-state
3 
2282 1:  s (CD)　  6.4 27%   
2254 15:  as (CD)　  4.5 24%   
1551 16:   (CC)　  25 0 22% 0 
937 2:  ring breathing 26 48% 0 0 
868 17:   ip (CD) 53 0 13% 19% 
653 11:  oop (CD) 137 0 36% 26% 
578 18:  ip (CCC) 91 0 29% 55% 
 
1The absolute fraction of CH-stretch excitations generated by the IR pump pulse is 1.3% in 
benzene. 
2The absolute fraction of CD-stretch excitations generated by the IR pump pulse is 0.5% in d6-
benzene. 
3The lifetime of state X is 80 ps.   
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Table 4-2.  Molecular thermometer parameters 
 D2O Glycine NMAD 
Sodium 
benzoate 
anion 
pump wavenumber (cm-1) 2950 2970 2950 3050 
fraction of D2O excited 0.007 0.002 0.0036 0.0016 
fraction of solute excited ------ 0.03 0.05  
molecular thermometer rise (ps) 1.8 7.2 4.9 8.0 
observed vibrational energy loss (ps) 0.8 2.6 5.1 3.6 
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Table 4-3.  Vibrational assignments, lifetimes and transfer quantum efficiencies. 
 d3-glycine in D2O d1-NMA in D2O benzoate anion in D2O 
             
 
life 
time 
T1 
(ps) 
assign-
ment85 
freq. 
(cm-1) 
rise life 
time 
T1 
(ps) 
assign-
ment87 
freq. 
(cm-1) 
rise life 
time 
T1 
(ps) 
assign-
ment89 
freq. 
(cm-1) 
rise 
parent mid-range parent 
mid-
range parent 
mid-
range 
parent 1.8 s(CH2) 2965   1.2 s(CH3) 2945   1.0 s(CH) 3050   
mid- 
range 1.9 
as(COO–) 1620 17%  
1.7 
amide I 1620 5%  
2.5 
s(CC) 1589 43%  
s(COO–) 1412 18%  amide II 1490 17%  s(COO–) 1383 20%  
(CH2) 1323 33%  CCH3 ab 1435 18%      
lower 
 1.8 
(CN)+ 
(CC) 966 17% 50% 
2.8 
 NCH3 sb 1192 11% 0% 
2.7 
(CH) 1136 8% 21% 
s(NC) 1117 6% 25% s(phenyl) 1001 10% 30% 
D 837 15% 50% 
amide III 975 3% 40% oop(CH) 836 6% 12% 
skel d 868 20% 35% (CCC) 625 13% 37% 
    amide IV 627 20% 0%     
s, as:  symmetric, antisymmetric stretching; :  rocking; :  bending, ab:  in-plane symmetric bend; sb:  symmetric bend; oop:  out-of-plane; skel d:  skeletal 
deformation;  
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Table 4-4.  Assignments, frequencies and vibrational relaxation time constants of observed 
Raman transitions of glycine zwitterion in water and D2O 
h3-glycine 
zwitterion 
wavenumber  
(cm–1) 
d3-glycine 
zwitterion 
wavenumber 
(cm–1) 
h3-glycine 
time 
constants 
d3-glycine 
time 
constants 
s(CH2) 2980 s(CH2) 2965 IVR = 0.8 ps 
IVR = 1.8 
ps 
as(COO–) 1586 a(COO–) 1620 ML = 1.0 ps 
ML = 1.9 
ps 
s(COO–) 1410 s(COO–) 1412   
(CH2) 1313 (CH2) 1323   
(NH3+) 1107 (CN)+(CC) 966 LG = 1.2 ps 
LG = 1.8 
ps 
(CN) 1010 (ND3+) 837   
(CC) 887     
 
aTaken from refs. 85 and 86. 
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Figures 
 
 
Figure 4.1  Schematic of the three-state model for vibrational cooling (VC).  Stage 1:  A 
vibration is excited such as a CH-stretch above the threshold for intramolecular vibrational 
relaxation (IVR).  IVR with lifetime IVR populates many or perhaps all lower energy vibrations.  
Stage 2:  the midrange tier undergoes vibrational relaxation (VR) with lifetime ML by exciting 
lower-energy vibrations plus excitations of the bath, while the lower-energy tier undergoes VR 
with time constant LG (G denotes ground vibrational state) by exciting only bath excitations.   
Stage 3:  Lower-energy vibrations created in stage 2 undergo relaxation with time constant LG. 
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Figure 4.2    Schematic diagram of laser apparatus for IR-Raman measurements.  
SHG:  second-harmonic generating crystal; OPA:  optical parametric amplifier; DFG:  
difference-frequency generation crystal;  BS:  beam splitter. 
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Figure 4.3    Expanded view of the optical geometry with the liquid sample jet.  
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Figure 4.4   IR and Raman spectra of benzene and Raman spectrum of benzene with 17% CCl4.  
The arrow indicates the wavenumber of the pump pulse. The Raman spectra are artificially 
broadened due to the 25 cm-1 bandwidth of the 532 nm laser pulses.  Mode assignments are 
summarized in Table 4-1. 
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Figure 4.5   Time-series of benzene anti-Stokes spectra after IR pumping at 3053 cm-1.   
Note the delay time axis is not a linear scale. 
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Figure 4.6    Population transients for benzene determined using time-dependent Stokes and anti-
Stokes spectra. 
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Figure 4.7   Time-series of anti-Stokes spectra after IR pumping at 3053 cm-1 from a mixture of 
benzene + 17% CCl4 (v/v).    
Note the delay time axis is not a linear scale. 
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Figure 4.8   Population transients for benzene + 17% CCl4 (v/v) determined using time-
dependent Stokes and anti-Stokes spectra.   
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Figure 4.9   Comparison of population transients for neat benzene (squares) and benzene + 17% 
CCl4  (v/v) (circles).   
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Figure 4.10    Determination of final T for benzene +17% CCl4 in equilibrium.  
(left)  anti-Stokes spectra of benzene + 17% CCl4  (v/v) at -10 ps prior to the IR pump pulse 
where the solution is in equilibrium at ambient temperature, and at 400 ps after the IR pump 
pulse when the solution has thermalized.  (right)  Solid circle is calculated temperature using 
400ps data, and open circle is calculated temperature using -10ps data as reference.  
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Figure 4.11   IR and Raman spectra of d6-benzene and Raman spectrum of d6-benzene with 17% 
CCl4.   
The arrow indicates the wavenumber of the pump pulse.  The Raman spectra are artificially 
broadened due to the 25 cm-1 bandwidth of the 532 nm laser pulses.  The assignments are 
summarized in Table 4-1. 
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Figure 4.12   Comparison of population transients for neat d6-benzene (squares) and d6-benzene 
+ 17% CCl4  (v/v) (circles).   
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Figure 4.13    Determination of final T for d6-benzene +17% CCl4 in equilibrium.  
(left)  anti-Stokes spectra of d6-benzene + 17% CCl4  (v/v) at -10 ps prior to the IR pump pulse 
where the solution is in equilibrium at ambient temperature, and at 400 ps after the solution has 
thermalized.  (right)  Solid circle is calculated temperature using 400 ps data, and open circle is 
calculated temperature using -10 ps data as reference.  
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Figure 4.14   Ultrafast Raman calorimetry of benzene + 17% (v/v) CCl4.   
The total energy input rises with the apparatus time response.  The observed vibrational energy is 
the sum of the energy in ten Raman-active vibrations probed by Raman. The bath, consisting of 
all excitations except the benzene vibrations, is probed using the CCl4 molecular thermometer. 
The bath energy is determined using the long-time tail and the solution heat capacity. The 
invisible energy is the unobserved energy in benzene vibrations, determined using energy 
conservation. The inset shows the different rise times for Eobs, Einvis and Ebath. 
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Figure 4.15   Anti-Stokes Raman calorimetry of d6-benzene + 17% (v/v) CCl4.  
Showing the total energy input by the IR pulses, the energy in the twelve observed d6-benzene 
vibrations, energy in the bath monitored with the CCl4 molecular thermometer and the invisible 
energy in d6-benzene vibrations not observed by Raman. The inset shows the different rise times 
for Eobs, Einvis and Ebath. 
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Figure 4.16   Transient Raman data for d3-glycine zwitterion in D2O (glycine) with s(CH2) 
excitation.   
The parent and five daughter vibrations are seen in the anti-Stokes region (left).  The response of 
the D2O molecular thermometer is shown at right. 
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Figure 4.17   Anti-Stokes transients for d3-glycine in D2O with with s(CH2) excitation.   
The smooth curves are the fit to the three-stage model. The dashed curve in (a) is the apparatus 
time response. The vertical lines in (b) and (d) are visual guides. (d) shows the data in (c) on an 
expanded scale. 
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Figure 4.18   Transient Raman data for d1-N-methylacetamide (NMA) in D2O with s(CH3) 
excitation.   
The parent and eight daughter vibrations are seen in the anti-Stokes region (left). The response of 
the D2O molecular thermometer is shown at right. 
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Figure 4.19   Anti-Stokes transients for d1-N-methylacetamide (NMA) in D2O with with s(CH2) 
excitation.   
The smooth curves are the fit to the three-stage model. The dashed curve in (a) is the apparatus 
time response. The vertical lines in (b) and (d) are visual guides. (d) shows the data in (c) on an 
expanded scale. 
 
 
155 
 
 
Figure 4.20   Transient Raman data for benzoate anion (benzoate anion) in D2O with s(CH) 
excitation.   
The parent and five daughter vibrations are seen in the anti-Stokes region (left). The response of 
the D2O molecular thermometer is shown at right. 
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Figure 4.21   Anti-Stokes transients for benzoate anion (benzoate anion) in D2O with s(CH) 
excitation. The smooth curves are the fit to the three-stage model. The dashed curve in (a) is the 
apparatus time response. The vertical lines in (b) and (d) are visual guides. (d) shows the data in 
(c) on an expanded scale. 
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Figure 4.22   Molecular thermometer response.   
The molecular thermometer uses Stokes spectroscopy of the OD-stretch region of D2O, where 
hydrogen bond weakening causes the transition to blueshift. (a)  Response of pure D2O pumped 
at 2950 cm-1 can be fit to an exponential with a 1.8 ps time constant.  The dashed curve is the 
laser apparatus time response. (b), (c) and (d) thermometer data for NMA, glycine and benzoate 
anion after CH-stretch pumping (squares). The circles represent the total amount of vibrational 
energy observed via anti-Stokes probing of the solutes' vibrational transitions. In NMA the 
observed energy is representative of the solute cooling process detected by the thermometer 
response. In glycine and benzoate anion the observed energy decays faster, indicating energy is 
stored in a reservoir unobserved vibrations. The observed energy is not representative of the 
solute cooling process. 
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