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Abstract
We prove a strong concentration result about the collision estimator, which arises from birthday
paradox. Previous works (property testing, entropy estimation) have focused on its variance
properties; we use elegant techniques to obtain bounds for higher moments.
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1 Introduction
1.1 Collision Estimation
For many applications, such as key derivation in cryptography [4], property testing [6] and
general algorithms [1] it is of interest to estimate the collision probability of a distribution X
Q =
∑
x
Pr[X = x]2 (1)
Given a sample X1, . . . , Xn ∼iid X the natural, unbiased, collision estimator is
Q˜ = 1
n(n− 1)
∑
i 6=j
I(Xi = Xj). (2)
which resembles the birthday paradox. In this work we obtain a strong result about its
concentration properties, which can be formally stated as follows.
1.2 Our Contribution
I Theorem 1 (Tails of Collision Estimator). The estimator (2), after centering, is sub-gamma
with variance-proxy and scale parameters given by
v2 = O(Q/n2 +Q3/2/n)
b = O(max(Q, 1/n2)) (3)
In particular for any  > 0 we have
Pr[|Q˜− q| > ] 6 exp
(
−Ω
(
2
v2 + b
))
. (4)
In particular choosing n2  1/Q we have b = O(Q3/2/n) and v2 = O(Q/n2). Setting
 :=  ·Q for  < 1 we obtain
I Corollary 2 (Tails of Relative Collision Estimation). We have that
Pr[|Q˜− q| > Q] 6 e−Ω(n2Q1/2). (5)
In particular collision estimation within relative error of  and confidence 1 − δ requires
n = O(Q−1/2−2 log(1/δ)) samples.
I Remark 3 (Optimality). One can prove that the factor v2 is optimal.
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1.3 Related Work
Already the variance of the collision estimator, analyzed in the context of uniformity testing [7],
has been a challenge for a while [6] and the optimal bounds were found quite recently [3].
To our best knowledge, there is no work on the concentration properties of the collision
estimator.
2 Analysis of Collision Estimator
2.1 Collision Estimator as Function of Histogram
The first trick is to condition on possible values x in the sample. We have
Q˜ = 1
n(n− 1)
∑
x
∑
i 6=j
I(Xi = x)I(Xj = x) (6)
Next we decompose the estimator into the sum of contributions from different x
Q˜ = 1
n(n− 1)
∑
x
Q˜x, Q˜x = S2x − Sx, Sx =
∑
i
I(Xi = x) (7)
which is the relation to the histogram of the sample X1, . . . , Xn, as Sx is the load of bin x.
Observe also that Q˜x/n(n− 1) is, for each x, an unbiased estimator for Pr[X = x]2.
2.2 Utilizing Negative Dependence
I Lemma 4 (Contributions from Bins are Negatively Dependent). Random variables {S2x−Sx}x,
and therefore Q˜x (defined in Equation (7)) are negatively dependent.
Proof. Observe that for any fixed i the random variables I(Xi = x), indexed by x, are
negatively dependent because they are boolean and add up to one (zero-one property, see
Lemma 8 in [5]). Since Xi for different i are independent, we obtain that (I(Xi = x))i,x
indexed by both i and x are negatively dependent (augmentation property, see Proposition 7
part 1 in [5]). Note then that S2x − Sx = f(I(Xi = x))i) where f(u1, . . . , un) =
∑
i 6=j uiuj is
increasing in each ui when ui > 0. Applying increasing functions to non-overlapping subsets
of negatively dependent variables produces negatively dependent (aggregation by monotone
functions, see Proposition 7 part 2 in [5]), therefore S2x − Sx are negatively dependent. Same
holds for Q˜x which differ only by a scaling factor. J
I Note 5. Properties of negative dependence have been established in [8] and [5].
2.3 Concentration in Single Bins
We now study the properties of Q˜x or equivalently S2x−Sx. Denote for brevity p = Pr[X = x],
and Zi = I(Xi = x); note that Zi ∼ Bern(p). It is convenient to have an expression in terms
of centered random variables ξi = Zi −EZi = Zi − p. Direct calculations show that
I Proposition 6 (Estimator Bin Contributions). The centered contribution from bin x is
S2x − Sx −E[S2x − Sx] = U2 + 2(n− 1)p · U1 (8)
where U1 and U2 are zero-mean given by
U1 =
∑
i
ξi, U2 =
∑
i 6=j
ξiξj , ξi ∼iid Bern(p)− p for p = Pr[X = x] (9)
M. Skorski :3
Proof. We have S2x − Sx − E[S2x − Sx] =
∑
i 6=j(ZiZj − E[ZiZj ]) and E[ZiZj ] = p2 when
i 6= j. The result follows now from ZiZj − p2 = (ξi + p)(ξj + p)− p2 = ξiξj + p(ξi + ξj). J
I Note 7 (Symmetric Polynomials). Symmetric expressions can be written in a form of
symmetric polynomials and it is very convenient in our case! Observe that U1 and U2 are
elementary symmetric polynomials.
2.3.1 Bounding Variance
I Corollary 8 (Variance of Collision Estimator). The contribution from bin x satisfies
Var[Q˜x] = O(p2/n2 + p3/n3), p = Pr[X = x]
and the total variance of the collision estimator is
Var[Q˜] 6
∑
x
Var[Q˜x] = O(Q/n2 +Q3/2/n3), Q =
∑
x
Pr[X = x]2
Proof. Applying the second norm and the triangle inequality in Equation (8) yields
‖S2x − Sx −E[S2x − Sx]‖2 6 ‖U2‖2 + 2(n− 1)p‖U1‖2
Easy inspection shows E[U22 ] = n(n − 1)p2 and E[U21 ] = np; since E[U2] = E[U1] = 0 this
gives ‖U2‖2 = O(np) and ‖U1‖2 = O((np) 12 ). The equation above implies Var[S2 − Sx] =
O(n2p2 + n3p3) and the first part follows because Q˜x = S
2
x−Sx
n(n−1) . By negative dependence
Var[
∑
x
Q˜x] 6
∑
x
Var[Q˜x] = O(n−2
∑
x
Pr[X = x]2) +O(n−3
∑
x
Pr[X = x]3)
Note that
∑
x Pr[X = x]3 < (
∑
x Pr[X = x]2)3/2 (this can be seen by Jensen’s inequality or
monotonicity of `p norms). Since Q =
∑
x Pr[X = x]2 we get the bound n−2Q+n−3Q3/2. J
2.3.2 Bounding Moments by Decoupling and Symmetrization
We now proceed towards estimating higher moments of U2 and U1 in Equation (8).
The following is a well-known decoupling inequality (cf. Theorem 6.1.1 in [9])
I Proposition 9 (Decoupling for Quadratic Forms). Let ξ = (ξ1, . . . , ξn) be a random vector
with centered independenet components, let A = ai,j be a diagonal-free matrix of shape n× n.
Then for any convex function f
Ef(ξTAξ) 6 4Ef(ξTAξ)
where ξ′ is independent and identically distributed as ξ.
We also need the following standard fact on symmetrization (cf. Lemma 6.1.2 in [9])
I Proposition 10 (Symmetrization Trick). Let Y,Z be independent and EZ = 0, then
Ef(Y ) 6 Ef(Y + Z) for any convex f .
I Note 11. These are crutial for proving Hanson-Wright’s Lemma.
By combining Proposition 9 and Proposition 10 we see that when calculating the moments
of U2 we can assume (loosing a constant factor) that ξi are symmetric and decoupled.
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I Lemma 12 (Bounding Quadratic Contributions). For ξi as in Proposition 6 and d > 2
E|
∑
i 6=j
ξiξj |d 6 4 ·E|
∑
i 6=j
ηiη
′
j |d, η1, η2 . . . , η′1, η′2 . . . ∼iid η − η′, η, η′ ∼ Bern(p)
I Note 13. Off-diagonal assumption is crucial!
Proof. Consider the d-th moment Ef(
∑
i 6=j ξiξj) with convex f(u) = |u|d. By Proposition 9
it is upper bounded by 4Ef(
∑
i 6=j ξiξ
′
j) where ξi and ξ′i are indentically distributed and
independent. Now look at some chosen ξi and the expectation Ef(
∑
i 6=j ξiξ
′
j) conditioned
on the fixed values of the remaining variables (that is ξj for j 6= i and ξ′j for all j), by
Proposition 10 we get that replacing ξi by ηi − η′i where ηi, η′i are independent copies of ξi
gives an upper bound. We repeat this for all ξi and the same for ξ′i. Note that each time we
replace with the distribution (η − p)− (η′ − p) = η − η′ where η, η′ ∼iid Bern(p). J
Similarly we estimate the term U1 (here we do not need decoupling)
I Lemma 14 (Bounding Linear Contributions). For ξi as in Proposition 6 and d > 2
E|
∑
i6=j
ξi|d 6 E|
∑
i 6=j
ηi|d, η1, η2 . . . ∼iid η − η′, η, η′ ∼ Bern(p)
Proof. We replace ξi iteratively utilizing Proposition 10, as in the proof of Lemma 12. J
2.3.3 Numerical Bounds on Moments
Having established the bounds for the moments U2 and U1, we now evaluate them to obtain
numerical formulas. To this end we use a combinatorial argument, expanding the expressions
in Lemma 12 and Lemma 14. We first summarize the results, then provide proofs.
I Lemma 15 (Numeric Bounds on Quadratic Contributions). For ηi, η′j as in Lemma 12
E|
∑
i 6=j
ηiη
′
j |d 6
d/2∑
`=1
(
n
`
)(
d/2− `
`
)
σ2`
2 , σ2 = 2p(1− p)
for any even d > 2.
I Lemma 16 (Numeric Bounds on Linear Contributions). For ηi as in Lemma 14
E|
∑
i
ηi|d 6
d/2∑
`=1
(
n
`
)(
d/2− `
`
)
σ2`, σ2 = 2p(1− p)
for any even d > 2.
I Corollary 17 (Asymptotic Bounds on Quadratic and Linear Contributions). Let U1, U2, ξi be
as in Proposition 6, and d > 2 be an even integer, then with σ2 = 2p(1− p)
E|U1|d = E|
∑
i
ξi|d 6 dd/2
d/2∑
`=1
(nσ2/`)`
E|U2|d = E|
∑
i 6=j
ξiξj |d 6
dd/2 d/2∑
`=1
(nσ2/`)`
2
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I Note 18. Specializing to d = 2 and using in Equation (8) we can reprove Corollary 8.
Proof. We use
(
d/2−`
`
)
6 `d/2−` 6 dd/2 and
(
n
`
)
6 (ne/`)` in Lemma 16 which implies the
first part, the second follows as the bound in Lemma 15 is the square of the former. J
Having bounded moments of U1 and U2, due to Proposition 6, we are in position to give
readable bounds on the moments of bin contributions Q˜x.
I Corollary 19 (Central Moments of Bin Contributions). Let Q˜x be as in Equation (7), then
E|Q˜x −EQ˜x|d 6 O(d)d
d/2∑
`=1
(np/`)2` +O(d)d/2
d/2∑
`=1
(np)`+d, p = Pr[X = x].
Proof. By Jensen’s inequality (α+ β)d 6 2d−1(αd + βd) we have
E|Q˜x −EQ˜x|d = E(U2 + 2(n− 1)p · U1)d 6 2d−1 ·EUd2 + 2d−1(2(n− 1)p)d ·EUd2
We now use Corollary 17, overestimating
(
dd/2
∑d/2
`=1(nσ2/`)`
)2
< d
∑d/2
`=1(nσ2)2` (Jensen’s
inequality) and σ2 = 2p(1− p) = O(p). For some constant C we obtain
E|Q˜x −EQ˜x|d 6 (Cd)d
d/2∑
`=1
(np/`)2` + (Cd)d/2
d/2∑
`=1
(np)`+d
which finishes the proof. J
I Note 20. The special case d = 2 replaces the estimates in the proof of Corollary 8.
I Note 21 (Symmetrization is Important). Without symmetrization we can prove only the
growth of order O(d)2d for U2, then the moment generating function doesn’t exist.
Proof of Lemma 15. We shall apply the multinomial expansion. For an n-tuple η =
(η1, . . . , ηn) and a d-tuple i = (i1, . . . , id) ∈ [n]d we denote for brevity ηi =
∏d
k=1 ηid .
Then for even d we can write compactly
|
∑
i 6=j
ηiη
′
j |d = (
∑
i 6=j
ηiη
′
j)d =
∑
i,j:ik 6=jk for k=1,...,d
ηiη′j
with the summation over i, j ∈ [n]d. Since ηi are symmetric, Eηi = 0 if an element of i repeats
an odd number of times; same applies to η′j. Consider the tuples with even occurences
EO = {t = (t1, . . . , td) ∈ [n]d :
d∑
k=1
I(tk = v) is even for every v ∈ [n]} (EO)
Say that the tuple i ∈ EO has ` distinct values v1, . . . , v` that appear with counts c =
(c1, . . . , c`) where ck > 0 and ck is even for k = 1, . . . , ` and
∑
k ck = d; in particular
1 6 ` 6 d. Since vk are distinct ηvk are independent; denoting by η, η′ independent Bernoulli
variables with parameter p we obtain
Eηi = E[
∏
ηckvk ] =
∏`
k=1
E[(η − η′)ck ] 6 σ2`, σ2 = Var[η − η′]
where we use the fact that for even ck one has E(η − η′)ck 6 σ2. It remains to bound the
number of choices of unique values vk and their counts ck. The first one is simply
(
n
`
)
. As
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for the second one recall that ck are positive, even, and add up to d; by the 1-1 transform
ck := ck/2 − 1 we obtain non-negative ck which add up to d/2 − `, so we have
(
d/2−`
`
)
of
them. Therefore we have at most
(
n
`
) · (d/2−`` ) tuples of i ∈ EO which have ` distinct values.
The same analysis works for η′ and the tuples j ∈ EO. Therefore we obtain
∑
i,j:ik 6=jk for k=1,...,d
E[ηiη′j] 6
d/2∑
`=1
d/2∑
`′=1
(
n
`
)(
d/2− `
`
)
σ2` ·
(
n
`′
)(
d/2− `′
`′
)
σ2`
′
.
This finishes the proof. J
Proof of Lemma 16. We follow the proof of Lemma 15, but with the simpler expression
E|
∑
i 6=j
ηi|d = E(
∑
i
ηi)d =
∑
i
E[ηi]
where the summation can be restricted to the tuples i in which each value occurs an even
number of times. We recycle the bounds on the number of such tuples and the bound on
Eηi derived in the former proof, obtaining
E|
∑
i 6=j
ηi|d 6
d/2∑
`=2
(
n
`
)(
d/2− `
`
)
σ2`
which finishes the proof. J
2.4 Aggregating Bin Contributions
Having established bounds on contributions U1 and U2 (and hence for Q˜x) for each bin x,
we now attempt to aggregate them into a concentration result for Q˜ =
∑
xQx.
I Corollary 22 (Sum of Moments of Bin Contributions). We have∑
x
E|Q˜x −EQ˜x|d 6 O(d)dn2Qmax(1, n2Q)d−2 +O(d)d/2(n2Q)3/2 max(1, n2Q)d−2.
Proof. We sum the bounds from Corollary 19 to p = Pr[X = x] over different x, combined
with the inequality
∑
x Pr[X = x]` 6
√∑
x Pr[X = x]2 = Q1/2 for any ` > 2. This gives
∑
x
E|Q˜x −EQ˜x|d 6 O(d)d
d/2∑
`=1
(nQ1/2/`)2` +O(d)d/2
d/2∑
`=1
(nQ1/2/`)`+d
By considering two cases nQ1/2 6 2 and nQ1/2 > 2 we obtain
d/2∑
`=1
(nQ1/2/`)2` 6 O(n2Q) ·max(1, n2Q)d−2
and also, by a similar argument, that
d/2∑
`=1
(nQ1/2)`+d 6 O(nQ1/2)d+1 ·max(1, nQ1/2)d/2−1
Recall that d > 2, if n2Q 6 1 then the bound is at most O(n2Q) otherwise when n2Q > 1
it is smaller than O(n2Q)d/2+1/2+(d/2−1)/2 = O(n2Q) 34d 6 (n2Q)3/2 ·O(n2Q)d−2, where we
utilize that 34d 6
3
2 + d− 2 for d > 2. This finalizes the proof. J
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Finally we convert the Rosenthal-type bound in Corollary 22 into the tail bound on the sum∑
x Q˜x using a variant of Bernstein’s inequality (cf Theorem 2.1 in [2]). The assumption on
the independence can be replaced by our negative dependence proved in Lemma 4.
I Corollary 23 (Sub-Gamma Bounds). For v2 = O(n2Q + (n2Q)3/2) and b = max(1, n2Q)
we have the tail bound
Pr[
∑
x
(Q˜x −EQ˜x) > t] 6 e−
t2
2v2+2bt .
The main result in Theorem 1 follows now because Q˜ = 1n(n−1)
∑
x Q˜x.
3 Conclusion
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