In this article, we consider composite networks formed from the Kronecker product of smaller networks. We find the observability and controllability properties of the product network from those of its constituent smaller networks. The overall network is modeled as a Linear-Structure-Invariant (LSI) dynamical system where the underlying matrices have a fixed zero/non-zero structure but the non-zero elements are potentially time-varying. This approach allows to model the system parameters as free variables whose values may only be known within a certain tolerance. We particularly look for minimal sufficient conditions 1 on the observability and controllability of the composite network, which have a direct application in distributed estimation and in the design of networked control systems. The methodology in this article is based on the structured systems analysis and graph theory, and therefore, the results are generic, i.e., they apply to almost all non-zero choices of free parameters. We show the controllability/observability results for composite product networks resulting from full structural-rank systems and self-damped networks. We provide an illustrative example of estimation based on Kalman filtering over a composite network to verify our results.
I. INTRODUCTION
C ONTROLLABILITY and observability of networked systems arise in situations where a group of interconnected devices are influenced or observed by an external entity; examples range from classical applications in robotic systems, multi-agent networks, and sensor networks, to more recent emerging areas that include social networks, Internet-of-Things (IoT) and Cyber-Physical Systems (CPS) [2] - [9] . In all of these applications, there is a layered network that connects individuals Manuscript 1 We emphasize that a minimal sufficient condition is not necessarily a necessary and sufficient condition. In fact, it implies that among all sufficient conditions that may result in an event, this condition is the least conservative but usually is not necessary; see [1] for details. and objects leading to a significant interest in composite networks [10] - [14] . The main theme in these works is to investigate the observability and controllability of large-scale networks resulting from the product of smaller networks. Two main network products that arise in real applications are Cartesian product and Kronecker product. 2 We refer interested readers to [15] for a better understanding of different graph products. An example of Cartesian product vs. Kronecker product is given in Fig. 1 . As it can be seen from the figure, Kronecker product, as compared to Cartesian product, typically results in more complicated composite graphs that may even be bipartite in terms of connectivity (see the example in Fig. 1 ). Different applications of Kronecker composite networks may be found in [16] . We are particularly interested in the observability and controllability of Kronecker composite networks, whereas in contrast most of the related literature studies composite networks via Cartesian products [10] - [14] . The Kronecker composite networks find direct applications in networked control system [17] - [19] , distributed Fault Detection and Isolation (FDI) [20] , distributed detection [21] , and distributed estimation over sensor networks [22] - [28] . For example, in distributed estimation, the overall distributed system can be considered as Kronecker product of the system digraph and the sensor/estimator network.
In this paper, we discuss the structural controllability and observability of the composite networks representing dynamical systems. We assume the underlying dynamical system to be LSI which is prevalent, among others, in social networks [23] , [29] - [31] . In LSI systems, the system structure (representing the network) is fixed while the system parameters (and consequently the link weights in the network) may vary over time. In other words, the system dynamics generated from interaction of system parameters is time-invariant while the values of the system parameters may change as free variables. Such LSI systems may also arise in linearization of nonlinear systems [32] . It is known that many properties of such systems are generic, implying that they do not depend on the exact numerical values of system parameters, rather the system structure [33] . Controllability and observability are examples of such properties. The structural controllability is primarily introduced in [34] and further developed in [35] - [42] . In this direction, the concept of structural controllability holds for almost all choices of network link weights [35] , while the concept of strong structural controllability holds for all choices of the system parameters and network link weights [36] - [40] . In case of strong structural controllability, for example, see the concept of qualitative class of matrices defined in [36] . The analysis of strong structural controllability is mainly through two key notions: the zero forcing sets [36] - [38] , [40] , and the constrained bipartite matching. 3 [39] , [41] . In [36] a one-to-one correspondence between the set of driver nodes (the nodes rendering the network controllable) of directed graphs and the zero forcing sets is established. One basic assumption in structural controllability is the independency of all free variables. In this direction, the controllability of undirected networks with symmetric adjacency matrices is studied in [38] , [42] as a special case of having dependency in system parameters. The results are particularly of interest as the undirected link in a dynamic network may represent a feedback loop. In [40] , the authors explore the strong structural controllability under network perturbations, where they characterize the addition or removal of maximal set of links for which the strong structural controllability is still preserved. In another line of research, Ref. [43] claims that nodal dynamics, not degree distributions, determine the structural controllability of complex networks. The authors define power dominating sets (PDS) and structural control network as key concepts concerning network controllability. Similarly, the work in [44] shows that the minimal number of the inputs/outputs of a system is equal to the maximum geometric multiplicity of its state transition matrix, which is consistent with [43] . The results in [44] are in sharp contrast to minimum controllability/observability problem in some literature, which claim that the sparsest input/output matrix subject to system controllability/observability is NP-hard and even impossible to be approximated within a multiplicative factor [44] .
Considering the Kronecker composite network G 1 × G 2 , an important problem is to design the network G 1 representing the sensor network or the control actuation network, based on the properties of the network G 2 representing the underlying dynamical system. In this direction, what is missing from the literature, including [10] , [11] and references therein, is the effect of network S-rank (or structural-rank) on the composability properties. In this paper, we show that the controllability and 3 The constrained bipartite matching is defined over bipartite representation of the network. In the bipartite representation, define a t-matching as a set of t links such that no two of them share a node. A t-matching is called constrained if there is no other t-matching with the same matched nodes. For more information refer to [41] observability properties of the Kronecker composite network to a great extent depend on the S-rank of the underlying networks and, further, their strong connectivity. We find the minimal conditions to guarantee observability/controllability of the composite network and provide sufficient conditions on the structure of the network G 1 and the observation/input matrix H C . First, similar to [35] , we find the minimal conditions on the observability/controllability of the general constituent networks, and then extend the results to the product network using structured systems theory. The main results on observability/controllability of the product network are based on the S-rank of the constituent networks and particularly the case of self-damped constituent networks. In particular, for proving our results we adopt the structural methodology in [45] . To the best of our knowledge, no result in the literature is developed on the structural observability and controllability of the composite Kronecker product networks, and the few related papers study the case of Cartesian product network [10] , [11] . We again remind the reader that the above problem on observability/controllability of Kronecker product finds signal processing applications such as in distributed estimation/detection [22] - [27] and control applications in networked control systems [17] - [19] .
The rest of the paper is organized as follows. In Section II, we state the preliminaries on graphs and structured systems theory and formulate the problem. In Section III, we discuss the main results on minimal conditions for observability/controllability and extend these results to minimal sufficient observability/controllability of the Kronecker composite network in Section IV. In Section V, we provide a representative application in distributed estimation. In Section VI, we provide an illustrative example and simulations. Finally, Section VII states the concluding remarks.
II. PRELIMINARIES AND PROBLEM FORMULATION

A. Problem Statement
In this paper, we consider the composite networks based on Kronecker product, represented by G 1 × G 2 . In the coming sections, we refer to G 2 as the replica network with adjacency matrix A 2 ∈ R n×n and G 1 as the factor network with adja-
represents the adjacency matrix of the composite network (or network-of-networks as referred by [10] ), where ⊗ is the Kronecker matrix product. We refer interested readers to [15] , [16] for discussion on properties of Kronecker product networks. The replica network G 2 may represent a dynamical system and the factor network G 1 may represent a sensor network or a network of control actuation devices. The structured matrices A 1 ∈ {0, 1} N ×N and A 2 ∈ {0, 1} n×n respectively represent the structure (0-1 pattern) of the matrices A 1 and A 2 . The size of the networks G 1 and G 2 are respectively represented by N and n. The matrix H and H C are, respectively, the measurement/input matrix of the replica network G 2 and of the composite network, G 1 × G 2 . Their structured representation (0-1 pattern) is denoted by H and H C . In this paper, we define a network G = {V, E} where V and E are the set of nodes and links respectively.
Note that we use the well-known definition for adjacency matrix. The entry A ij of the adjacency matrix A is equal to the weight of the link (V i , V j ). The diagonal entries of A represent the weights of self-links of the graph G.
The problem we study is that given the replica network G 2 , what are the sufficient conditions on the factor network G 1 and the measurement/input matrix H C to ensure the structural observability/controllability of the composite network, G 1 × G 2 ? Particularly, we are interested in minimum number of measurements/inputs over the composite network. Mathematically, we aim to find the solution for the following problem, Problem 1:
where | · | 0 is the standard 0-norm definition that counts the number of non-zero elements (free entries) in the matrix (or number of 1's in the structured matrix). Indeed, |H C | 0 represents the number of outputs/inputs of the composite network. We note here that the observability or controllability constraint on (A 1 ⊗ A 2 , H C ) is structural, i.e, we derive the results only from the 0-1 pattern (or the structure) of the matrices, H C and A 1 , and not their exact numerical values. In other words, the results we derive are generic and they are applicable to almost all. 4 free entries (the entries which are not fixed zeros of the system matrix) in the system matrices as long as the structure is not violated. The parameter values for which the generic results do not hold lie on an algebraic variety of measure zero, see, e.g., [33] for details. In this direction, the networks in this paper may represent LSI dynamical systems, where the system matrix is fixed-structure with possibly time-varying entries. In other words, the system dynamics is in the formẋ = Ax where the structure of A is fixed while its entries may potentially change in time. The only concern is that the time-varying entries do not lie on a certain zero-measure algebraic subspace. It should be mentioned that in this paper we consider the constituent networks to be directed with general non-symmetric adjacency matrices, while controllability/observability of undirected networks is considered in [38] , [42] . Assumptions: In this paper, we assume the structure of the directed networks G 1 and G 2 to be known and time-invariant. Further, the entries of their adjacency matrices A 1 and A 2 (or the link weights in the networks) are assumed as free variables.
B. Some Useful Lemmas and Definitions
Definition 1: Define the S-rank or structural rank as the maximum numerical rank of the network adjacency matrix over all possible non-zero entries (or all possible values for the link weights in the network) [46] , [47] .
In fact, it is known that this is the maximum rank that can be attained over almost all choices of free variables [33] . From this point onwards in the paper, for simplicity, we refer the network as being full S-rank or S-rank-deficient.
Lemma 1: A network is full S-rank if and only if it contains a disjoint family of cycles spanning all nodes.
Proof: The proof directly follows the definition of spanning cycle family [45] and the proof of Theorem 1 in [46] . Lemma 2: The following holds for S-rank of Kronecker product of adjacency matrices of two networks:
where the equality holds for almost all choices of matrices A 1 and A 2 . Proof: The above lemma directly results from the definition of S-rank as the maximum possible rank of the adjacency matrix. Note that the S-rank is a generic property [33] . Following the fact that rank( [48] and the genericity of the Kronecker product, one can conclude that the equality in (2) holds for almost all choices of matrices A 1 and A 2 . Further, the choices of entries of A 1 and A 2 for which rank(
The following is a well-known lemma on (structural) observability/controllability of networks and is originally taken from [45] .
Lemma 3: A network is (structurally) observable/ controllable if and only if the following conditions hold: i) output/input-connectivity: every node in the network is a begin/end-node of a connected path to/from an output/input. ii) S-rank recovery: there exist a disjoint family of cycles and output/input-connected paths spanning all nodes in the network. Proof: The detailed proof for structural controllability is given in [45] , and one can easily extend the proof to dual notion of structural observability.
The following lemma gives a restatement of condition (ii) in Lemma 3.
Lemma 4: The condition (ii) in Lemma 3 recovers the Srank of the network. For example in case of observability, if S-rank(A 2 ) < n the condition (ii) on the (structured) observation matrix H is equivalent to the following:
Proof: The proof can be found in [14] .
In the line of above results on structured systems theory a very related concept is self-damped network (system) defined as follows:
Definition 2: Define the self-damped network as a network having self-links (or self-cycles) at every node [39] .
III. MINIMAL CONDITIONS FOR (A 2 , H)-OBSERVABILITY/CONTROLLABILITY
To solve the Problem 1, we first need to find the minimal outputs/inputs for observability/controllability of the replica network G 2 . Mathematically, we solve the following problem in this section, Problem 2:
To solve this problem, we borrow some definitions and concepts from our previous works [26] , [49] . Similar definitions are introduced in [35] . We define specific components in the network, which are involved in the observability/controllability of networks as follows.
Definition 3: A Strongly Connected Component (SCC) is defined as a component in which every node is connected to every other node via a directed path. Define a Strongly-Connected (SC) network as a network in which there is a directed path from every node to every other node, i.e., the entire network makes one SCC. In a non-SC network, define a parent SCC as a SCC having no outgoing links to nodes in any other SCC. Similarly, a child SCC is defined as a SCC with no incoming links from nodes in other SCCs. Further,
. . } respectively represent the set of parent SCCs and child SCCs in the network, and the partial order 5 is defined as S c i ≺ S p j . The SCCs and their partial order are specifically related to the output/input-connectivity condition in Lemma 3 as stated in the following.
Theorem 1: Let S-rank(A 2 ) = n. For observability/controllability of G 2 , it is necessary and sufficient to measure/control one node in every parent/child SCC, i.e., for minimum observability |H| 0 = |S p | and for minimum controllability |H| 0 = |S c |, where | · | represents the cardinality of the set.
Proof: The proof follows from the conditions in Lemma 3. The network being full S-rank implies that the condition (ii) in Lemma 3 is satisfied. For condition (i) every node must satisfy output/input-connectivity. We state the proof for observability and it can be easily extended to controllability.
Sufficiency: Consider one node measurement in every parent SCC. Following the definition of SCC, all nodes in the same parent SCC have a connected path to the outputs. Further, based on the definition, for every non-parent SCC for example a child SCC S c i , there exist a parent SCC S p j for which S c i ≺ S p j ; this implies that there is a path from all nodes in S c i to nodes in S p j , which are output-connected and output-connectivity of nodes in S c i follows. This holds for every non-parent SCC, as it has a path to (at least) one parent SCC and thus is connected to (at least) one output.
Necessity: Assume that there is only one parent SCC S p j with no output. Following the definition of a parent SCC, there is no path from nodes in S p j to any other measured SCC or any direct measurement, violating condition (i) in Lemma 3.
Since one measurement from one node in every parent SCC is necessary and sufficient, the minimum number of non-zero entries in H is equal to number of parent SCCs |S p | in the network; and the theorem follows.
A very important concept is irreducibility of the adjacency matrix defined as follows, Definition 4: An irreducible matrix is such that it cannot be transformed into block upper-triangular or block lowertriangular by simultaneous row/column permutations. A matrix that is not irreducible is reducible.
The concept of strong-connectivity and irreducibility are related according to the following:
Lemma 5: For a SC network G, its adjacency matrix A is irreducible.
Proof: The proof is given in [45] .
To better understand the structure of an irreducible matrix we provide an example. For a typical n × n irreducible matrix, there exists a sequence of n non-diagonal nonzero entries that share no row and no column [45] . In a graph-theoretic perspective, this sequence represents a path that spans all nodes in the associated graph. For example an irreducible matrix with 4 components may have the following structure: ⎛
Lemma 6: For a self-damped network G with adjacency matrix A, the output/input connectivity condition for observability/controllability recovery is that every parent/child SCC is measured/controlled.
Proof:
The key point is that the self-damped network G contains a disjoint family of self-cycles spanning all nodes, and therefore from Lemma 1 its structured adjacency matrix A is full S-rank. Then, following similar procedure as in proof of Theorem 1, measuring (at least) one state in every parent SCC recovers output-connectivity for observability, and controlling (at least) one state in every child SCC recovers input-connectivity for controllability,
The idea for Lemma 6 is taken from the proof methodology in chapter 1 in [45] . For a self-damped network G, all diagonal entries of adjacency matrix A are non-zero. A path from a node i to a node j in network G represents a sequence of non-zero entries in its adjacency matrix A from diagonal entry A ii to the diagonal entry A jj , as illustrated in Fig. 2 . Note that the non-zero entries represent the weights of the links in the sequence of nodes from node i to node j. One may adopt this approach to easily check the output/input-connectivity of the structured adjacency matrix A. Note that, this fact can be generalized for irreducible block diagonals of the adjacency matrix. A non-SC network can be transformed into a block triangular form with irreducible block diagonals, each block representing a SCC, and lower diagonal blocks, defining the partial order of SCCs. For the illustrative example in Fig. 2 , the diagonals A ii , A kk , A ll , and A jj may represent an irreducible block (a SCC); A ki and A jl represent Fig. 2 . This figure shows the procedure to check the output/input-connectivity via the nonzero pattern of the network adjacency matrix. This matrix may represent a self-damped network with non-zero diagonal entries, or block triangularization of adjacency matrix of a non-SC network with irreducible block diagonals. A sequence of nonzero entries/blocks between A ii and A jj as shown in the figure represents a path between two nodes/SCCs i and j in the network. The input-connectivity of node/SCC i implies the input-connectivity of all nodes in the path from node/SCC i to j, and, similarly, the output-connectivity of node/SCC j implies that all nodes in the path from node/SCC i to j are connected to the output. a block with at least one non-zero entry. For this example, the partial order of SCCs is defined as S c i ≺ S k ≺ S l ≺ S p j . Lemma 7: All parent and child SCCs are disjoint and share no nodes.
Proof: As proved in [50] all SCCs obtained from a SCC decomposition (including the parent and child SCCs) are disjoint.
This lemma holds generally for all SCCs irrespective of their partial order. Note that, the input/output-connectivity of SCCs are related to condition (i) in Lemma 3. For condition (ii), other than SCCs, graph notions and components regarding the S-rank deficiency of networks are involved in the observability/controllability.
Definition 5: For a network, define a maximum matching M as the maximum size set of links that share no common nodes. A node is matched for observability/controllability if it is end/begin node of a link in M; otherwise, it is unmatched.
It is known that the unmatched nodes are not unique, in general. The set of all possible unmatched nodes for observability/controllability is represented by new components described as follows.
Definition 6: Define a dilation as a subset of nodes F such that |N (F)| < |F|; where the neighborhood N (F) is the set of all nodes V i , which are the begin nodes of links to nodes V j in F, i.e., N (
Roughly speaking, contractions are involved with the subgraph in which more number of nodes are linked/contracted towards less other nodes. Similarly, in a dilation less number of nodes are linked/dilated to more other nodes. It is known that all nodes in the same dilation/contraction are equivalent for controllability/observability, and therefore, one unmatched node from every contraction/dilation is necessary and sufficient for S-rank recovery [51] , [52] . In this direction, define the set C = {C 1 , C 2 , . . . } and D = {D 1 , D 2 , . . . } as the set of all contractions and dilations, respectively. In general, the sets D and C are unique and, further, the contractions/dilations are not disjoint and may share nodes [52] .
Theorem 2: For observability/controllability of SC network G 2 , it is necessary and sufficient to measure/control every unmatched node in the network contractions/dilations, i.e., for observability |H| 0 = |C| and for controllability |H| 0 = |D|.
Proof: The proof is given in our previous work [23] , [52] for observability. In fact, for any choice of maximum matching, there is one unmatched node in every dilation and similar statement holds for contractions. This directly follows the definition of contraction/dilation. Further, in case two dilations/contractions share a node, controlling/measuring the shared node recovers the S-rank by one [52] , [53] . Therefore, for full S-rank recovery one node in every dilation/contraction must be controlled/measured. From Theorem 2 and Lemma 4 one can conclude that having an observation/input at every unmatched node recovers the Srank; in terms of observability:
and in terms of controllability:
Although in Theorem 1 the results are given for S-rank(A) = n, one can easily restate Theorem 1 based on the above equations. Similar statement holds for Theorem 2. In other words, having the observations/inputs according to Theorem 1 for output/inputconnectivity (instead of having SC network), the S-rank can be recovered according to Theorem 2. Similarly, having the observations/inputs according to Theorem 2 for S-rank recovery (instead of having full S-rank network), the input/outputconnectivity can be recovered via Theorem 1. However, some inputs/observations may recover both conditions. Combining Theorems1 and 2, one can deduce the following corollary. Corollary 1: In general, contractions/dilations may share nodes with SCCs. Therefore, from Theorems 1 and 2, the minimum number of non-zeros in H for observability is,
and for controllability,
where |S p ∩ C| (respectively |S c ∩ D|) represents the number of parent SCCs and contractions (respectively child SCCs and dilations) that share nodes. The above corollary generalizes the results in previous work by the authors [23] , [49] . In [49] , we introduced the concepts of parent SCCs for observability recovery and output-connectivity in networked estimation, while in [23] the concepts of contractions and maximum matching are adopted for S-rank recovery. Similar results are stated in [35] , where the concepts of non-bottom/top linked SCCs, left/right-unmatched nodes, and maximum bottom/top assignability index are introduced. As compared to [35] , Theorems 1 and 2 and Corollary 1, using dilations/contractions which contain all equivalent nodes in terms of controllability/observability, provide all set of nodes satisfying minimal controllability/observability, while [35] , using right/left-unmatched nodes, gives only one minimal set. Note that state nodes in contractions/dilations are all equivalent in terms of observability/controllability. This is particularly of interest, as using the results of our work, one can choose the minimal-cost set of measurements/inputs among all possible options. Recall that, measuring/controlling the shared node between a parent/child SCC and a contraction/dilation recovers both conditions in Lemma 3. We refer interested readers to [54] for examples of S-rank-deficient networks with specific structures containing contractions/dilations.
IV. MAIN RESULTS
In the previous section, we derive the minimal conditions to solve Problem 2. These conditions are required to find the solution for Problem 1. Assuming the conditions in Theorem 1 and Theorem 2 (or Corollary 1) are satisfied, we extend the results to sufficient conditions to solve Problem 1.
Theorem 3: Let S-rank(A 2 ) < n and H includes the minimum measurements/control-inputs for S-rank recovery of A 2 (according to Theorem 2). Then, |H C | 0 for S-rank recovery of (A 1 ⊗ A 2 ) is minimized if S-rank(A 1 ) = N . Further, for a self-damped network G 1 , a sufficient condition on the matrix H C to recover the S-rank is that H C = I N ⊗ H, where I N is the N by N identity matrix.
Proof: Let S-rank(A 2 ) = m < n. Based on Lemma 2,
Following Lemma 4 for S-rank recovery, H C must be designed such that
S-rank
Noting that every non-zero entry in H C may recover (at most) one S-rank deficiency of A 1 ⊗ A 2 and from Lemma 2, we have
Therefore, to minimize |H C | 0 we need S-rank(A 1 ) = N , which results in
From Lemma 2 the equality in equation (7) holds for almost all choices of A 1 and A 2 , i.e., for almost all cases of network products we have min(|H C | 0 ) = N (n − m).
To prove the second part, we borrow the ideas from the structural methodology in [45] . From Lemma 4, we have S-rank
Let A 1 = [a 1 , a 2 , . . . , a N 
From another perspective, since the ith entry of column [a i ] is non-zero and following the definition of the Kronecker product, the ith n × n block of the nN × n matrix [a i ] ⊗ A 2 represents the matrix A 2 . We note that H recovers the S-rank of A 2 ; this is a sufficient condition for S-rank recovery of [a i ] ⊗ A 2 .
Based on the Kronecker product definition, the structure of A 1 ⊗ A 2 is obtained as a side by side concatenation of matrices [a i ] ⊗ A 2 , i = {1, . . . , N}, where S-rank[a 1 , a 2 , . . . , a N ] = N . Having G 1 as a self-damped network implies that the ith diagonal block of [a 1 , a 2 , . . . , a N ] ⊗ A 2 is A 2 . Therefore, the ith block of I N ⊗ H recovers the S-rank of ith block of A 1 ⊗ A 2 as a sufficient condition, i.e.,
where the above can be compactly written as
Theorem 3 implies that given a rank-deficient system A 2 (associated with the replica network G 2 ) when the S-rank(A 1 ) < N (i.e., the factor network G 1 is rank-deficient) more number of observations of the composite network are required. We further remind the reader that H C = I N ⊗ H is a sufficient condition for observability of the composite network G 1 × G 2 .
Theorem 4: Let S-rank(A 2 ) = n and H includes the minimum measurements/control-inputs for output/inputconnectivity of G 2 (according to Theorem 1). To minimize |H C | 0 for output/input-connectivity of (G 1 × G 2 ), it is sufficient that G 1 is SC and self-damped. Then, |H C | 0 = |H| 0 .
Proof: The structural approach for the proof is based on the ideas from the methodology in chapter 1 of [45] . We prove the case for observability and the dual case of controllability similarly follows. The minimal number of measurements for observability of composite network G 1 × G 2 is equal to the number of measurements for observability of G 2 according to Theorem 1, i.e., min(|H C | 0 ) = |H| 0 . It is sufficient to prove that for self-damped and SC network G 1 , we have |H C | 0 = |H| 0 . Based on the results of Corollary 1, the matrix A 2 being full-rank implies that |H| 0 = |S p |, and therefore, it is sufficient to prove that |H C | 0 = |S p |. Fig. 3 . This figure shows the structure of A 1 ⊗ A 2 . Based on the definition of Kronecker product, each block represents the structure of A 2 , including an irreducible sub-matrix A ii (a child SCC in G 2 ) connected to an irreducible sub-matrix A jj (a parent SCC in G 2 ). The blocks are mapped based on the irreducible and self-damped structure of A 1 . The irreducible sub-matrices in blocks of A 2 make a larger irreducible block via the path shown by the dashed arrows, thus, making a larger irreducible block (by proper row and column permutations) which represents a larger parent SCC in the Kronecker composite graph.
Since G 1 is self-damped, the non-vanishing main diagonal blocks in the adjacency matrix of Kronecker composite network, A 1 ⊗ A 2 , are reducible structured matrices having the structure of A 2 . This is because, based on the Kronecker product definition, multiplying each scalar entry in A 2 does not change its structure A 2 . Assume in G 2 a child SCC S c i connected via a path to a parent SCC S p j , i.e., S c i ≺ S p j . Then, according to Fig. 2 , in the structured matrix A 2 there is a sequence of non-zero blocks from ith irreducible diagonal block to jth irreducible diagonal block.
Further, the non-diagonal blocks of A 1 ⊗ A 2 are mapped based on the irreducible structure of A 1 , see Fig. 3 . Following the results of Lemma 5, there exists a sequence of non-diagonal blocks in A 1 ⊗ A 2 , each having the structure of A 2 , sharing no hyper-row and no hyper-column. 6 As illustrated in Fig. 3 , the irreducible sub-blocks of parent SCC S p j in each A 2 block makes a strongly-connected path with each-other via the irreducible structure of A 1 . This implies that by proper permutation of rows and columns of A 1 ⊗ A 2 , one can find a larger irreducible block representing a larger SCC in G 1 × G 2 . Note that this SCC has no outgoing links and therefore represents a parent SCC in the composite graph G 1 × G 2 . This generally holds for any type of SCCs in G 2 , i.e., having a self-damped and SC network G 1 , for any SCC in the network G 2 , there exists a larger SCC in the composite network G 1 × G 2 , while the partial order follows the partial order of SCCs in G 2 . Therefore, according to Theorem 1, the number of sufficient measurements for observability of the composite network is equal to the number of parent SCCs in G 1 × G 2 , which is equal to the number of parent SCCs in G 2 , i.e., |H C | 0 = |S p |.
It should be noted that although Theorem 4 is stated for full S-rank networks, one can easily restate and prove the theorem for S-rank-deficient networks possessing all the measurements/control-inputs for S-rank recovery according to Theorem 2. In other words, Theorem 4 holds for either a full S-rank network or a S-rank-deficient network with measurements/inputs satisfying conditions in Theorem 2. In such case, one can reduce |H C | 0 by measuring/controlling the shared node between a parent/child SCC and a contraction/dilation. It should be noted that although Theorems 3 and 4 consider the self-damped condition for factor network G 1 , this is a typical assumption in distributed estimation literature, e.g., see [25] , [27] , [49] . This assumption implies that every sensor/estimator applies its own information to develop the state estimation of the dynamical system.
V. APPLICATION IN DISTRIBUTED ESTIMATION
In distributed estimation a network of sensors/agents, represented by network G 1 , are tasked to monitor a dynamical system, represented by network G 2 based on the partial measurements observed by agents. The observability results in this paper finds direct application in single time-scale distributed estimation. Such distributed estimation protocols, as compared to multi timescale distributed estimation as in Kalman consensus filters [55] , have the advantages of low communication on sensors and no constraints on local observability of agents. In this scenario, the structure of the underlying dynamical system dictates the structure of sensor network [51] . The proposed protocol in our previous works [23] , [26] is an example application of composite Kronecker network product. The protocol has two steps of prediction fusion and observation fusion as follows:
where W = [W ij ] is the adjacency matrix of G 1 , A is the adjacency matrix of G 2 , H j is the measurement matrix at agent j, x i k|k−1 is the state prediction at agent i given all the neighboring measurements up to time k − 1, and x i k|k is the state estimate at agent i given all the neighboring measurements up to time k. The block-diagonal matrix K k = blockdiag[K 1 k , . . . , K N k ] represents the gain matrix. The error dynamics for the protocols (9)-(10) is as follows [30] :
where q k collects the noise terms, e i k = x k|k − x i k|k is the estimation error at agent i, e k is the global estimation error defined as,
and D H represents the global measurement matrix associated with distributed estimation. It is well known that the error dynamics (11) are bounded if the pair (W ⊗ A, D H ) is observable, also known as distributed observability [23] , [26] . The distributed observability, in fact, refers to the observability of the composite network G 1 × G 2 , where G 1 and G 2 are respectively associated to matrices sensor communication W and the system matrix A.
Following Theorem 3, if the dynamical system A is S-rankdeficient, a full S-rank sensor network minimizes the required number of measurements for distributed observability. Further, if the sensor network is self-damped then for distributed observability it is sufficient that every sensor possesses (in its neighborhood) all the measurements required for observability of the dynamical system. This assumption, for example, is given in distributed estimation protocol proposed by [56] . Note that the self-link at each agent implies that each agent uses its own state predictions in equation (9), which is a typical assumption in distributed estimation scenarios. Following Theorem 4, if the dynamical system A is full S-rank, an SC sensor network ensures distributed observability. Similar result is used in distributed estimation literature, as in [57] . Further, having an SC selfdamped sensor network, Theorem 4 implies that the minimum number of measurements ensuring observability of dynamical system also ensures distributed observability of the distributed estimator (9)-(10).
In the same line of research, [58] proposes a distributed estimator to predict the state of networked dynamical system. Sensors take local measurements of the system and share their predictions over a network with exact same structure as the networked system. This implies that in the composite network scenario, the structure of the factor network G 1 and the replica network G 2 must be the same. The results of [58] are further extended in [59] where a distributed algorithm for observability analysis of networked system is proposed based on PBH test. Also, some necessary and sufficient conditions on system matrix are given that guarantee the performance of the distributed estimator is equivalent with the lumped Kalman filter. As a comparison, in the proposed distributed estimator (9)-(10), the sensor network G 1 and the dynamical system G 2 have different structures, as we show that the structure of G 1 depends on the S-rank of G 2 . For example, if G 2 is full S-rank, then a sparsely-connected SC network G 1 is sufficient for distributed estimation, while the estimation performance could be improved by adopting more densely-connected sensor networks. In [26] , [54] , we clearly compare the performance of distributed estimator (9)-(10) with centralized Kalman filter. We again recall that here our main goal is the minimal sufficient conditions to ensure observability, while estimation performance is not the focus of this paper and left for future research direction. Finally, it should be mentioned that the results of this paper are not restricted to distributed estimation, but also find application in, for example, networked control systems and other scenarios mentioned in Section I.
VI. ILLUSTRATIVE EXAMPLE AND SIMULATION
In this section, we consider a composite graph example and investigate its observability based on the results of previous sections. Consider the replica network G 2 as shown in Fig. 4 . This graph contains two SCCs, among which the self-cycle has no outgoing link and therefore is a parent SCC. The S-rank deficiency of the network G 2 is 1 implying existence of one unmatched node. We find the unmatched node using the Dulmage-Mendelsohn algorithm [60] . For observability, the green-border node in the network G 2 is observed as a parent SCC (Theorem 1) and the red-border node is observed as the unmatched node (Theorem 2). The goal is to design the factor network G 1 to minimize the number of sufficient measurements for the observability of the Kronecker composite network G 1 × G 2 . According to Theorem 3, for minimal S-rank recovery, it is sufficient that G 1 is full S-rank. We consider the network G 1 to be self-damped. Then we have H C = I N ⊗ H, implying the observation of the unmatched node in every replica network in G 1 × G 2 , as shown by red-border nodes in Fig. 4 . According to Theorem 4, for output-connectivity, it is sufficient that the factor network G 1 is SC. Following the results of Theorem 4, there is one parent SCC in the composite network G 1 × G 2 as shown in Fig. 4 , and the observed node is shown by green-border.
The composite network may represent a sensor network monitoring a dynamical system as discussed in Section V. The distributed estimation performance under the protocols (9)-(10) is compared with Kalman filter in our previous works [26] , [54] . Here, we apply centralized Kalman filter on the composite network representing a linear system as follows:
x(k + 1) = (A 1 ⊗ A 2 )x(k) + v(k).
We consider initial state x(0) to be random. The entries in A 1 ⊗ A 2 (link weights in G 1 × G 2 ) are considered randomly such that the composite system is potentially unstable with ρ = 1.93, where ρ is the spectral radius of the system matrix. Note that the random link weight consideration is a result of the generic approach adopted in this work, which implies that the observability results hold for almost all values of system parameters. We consider the system noise v(k) and measurement noise as N (0, 0.05) and perform simulation over 1000 Monte-Carlo trials. The time evolution of the Mean Squared Estimation Error (MSEE) using the 6 node measurements is shown in Fig. 5 . Note that although the composite system is potentially unstable, MSEE is bounded steady-state stable implying that the composite system is observable.
VII. CONCLUSION
In this paper, we study the minimal sufficient conditions for observability and controllability of the Kronecker composite networks based on the S-rank and strong-connectivity of its constituent networks. Particularly, the results in Section IV are mainly discussed for full S-rank and self-damped constituent networks, which are common assumptions, for example, in distributed estimation. As a general comment, note that controllability and observability are dual concepts and all the results in this paper can be extended to other case by transposing the adjacency matrix and reversing the link directions in the network. We note that the algorithm to find the S-rank of the network is based on Dulmage-Mendelsohn decomposition [60] with computational complexity O(n 2.5 ). The well-known algorithm for classification of SCCs and defining their partial order is Depth-First-Search [50] with complexity O(n 2 ). The polynomial-order algorithms support the application in largescale systems. As the direction of future research, optimal design of large-scale sensor networks for distributed estimation and large-scale networked control systems is a promising field of research.
