Let s be a complex variable and (s), as usual, denote the Riemann zetafunction. To study the distribution of values of the Riemann zeta-function the probabilistic methods can be used, and the obtained results usually are presented as the limit theorems of probability theory. The rst theorems of this type were obtained in 1], 2], and they were proved in 3]-5] using other methods. In modern terminology we can formulate it as follows. Let
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More general results were obtained in 6]. Let M denote the space of functions meromorphic in the half-plane > 1 2 , equipped with the topology of uniform convergence on compacta. De ne the probability measure
Theorem B. There exists a probability measure Q on (M; B(M)) such that Q T converges weakly to Q as T ! 1.
Note that the explicit form of the measure Q can be indicated, and, obviously, Theorem A is a corollary of Theorem B.
The situation is more complicated when depends on T and tends to 1 2 as T ! 1, or = 1 2 . It turns out that in this case some power norming is necessary. Let l T > 0 and let l T tend to in nity as T ! 1, or l T = 1. equipped with the topology of uniform convergence on compacta. In this topology, sequence ff n ; f n 2 C(R)g converges to the function f 2 C(R) if d(f n(t) ; f(t)) ! 0 as n ! 1 uniformly in t on compact subsets of R.
The functional analogue of the probability measure in Theorem C is the measure . Therefore the aim of this paper is to prove the limit theorem in the space of continuous functions for S u (s). This theorem will be the rst step to study the weak convergence of the probability measure (1). Now let l T log T, T = 1 2 + log 2 l T l T , and let
Moreover we suppose that (2) l T+U ? l T = BU T for all U > 0 as T ! 1. Here B denotes a number (not always the same) which is bounded by a constant.
Theorem There exists a probability measure P on (C(R); B(C(R))) such that P T;S T converges weakly to P as T ! 1.
Proof of the theorem is based on the following probability result. Let S 1 and S 2 be two metric spaces, and let h : S 1 ! S 2 be a measurable function. Then every probability measure P on (S 1 ; B(S 1 )) induces on (S 2 ; B(S 2 )) the unique probability measure Ph ?1 de ned by the equality Ph ?1 (A) = P(h ?1 A), A 2 B(S 2 ). Now let h and h n be the measurable functions from S 1 into S 2 and E = fx 2 S 1 : h n (x n ) 6 ! n!1 h(x) for some x n ! n!1 xg:
Lemma 1. Let P and P n be the probability measures on (S 1 ; B(S 1 )). Suppose that P n converges weakly to P as n ! 1 and that P(E) = 0. Then the measure P n h ?1 n converges weakly to Ph ?1 as n ! 1.
Proof. This lemma is Theorem 5.5 from 13].
Let denote the unit circle on complex plane, that is = fs 2 C :j s j= 1g.We put = Y p p where p = for each prime p. With the product topology and pointwise multiplication the in nite-dimentional torus is a compact Abelian topological group. Let P be a probability measure on ( ; B( )).
The Fourier transform g(k) of the measure P is de ned by the formula
Here k = (k 2 ; k 3 ; :::) where only a nite number of integers k p are distinct of zero, and x p 2 . Lemma 2. Let fP n g be a sequence of probability measures on ( ; B( )) and let fg n (k)g be a sequence of corresponding Fourier transforms. Suppose that for every vector k the limit g(k) = lim n!1 g n (k) exists. Then there exists a probability measure P on ( ; B( )) such that P n converges weakly to P as n ! 1. Moreover, g(k) is the Fourier transform of P. Here p k k means that p j k but p +1 6 j k. Then, clearly, Hence, having in mind the inequality (5), we obtain that ?log n log 2 l n l n 1 + Bk n (11) log n + k n + B n = Bk n e ?c 1 log n log 2 l n l n for n n 0 . Here we have used the inequality 0 < d n+k (l) < 1; n n 0 , which follows trivially from the multiplicativity of d n+k (m) and from the inequality 0 < d n+k (p ) < 1; n n 0 , implied by the formula 11], 12] From the assumption on l T we deduce that, for n n 0 ,
log l n+k = log l n + Bk n = log l n 1 + Bk nl n = = log l n + Bk nl n = log l n 1 + Bk nl n log l n :
Thus, n+k = (2 ?1 log l n+k ) ? 1 2 = n 1 + Bk nl n log l n ? 1 2 = = n 1 + Bk nl n log l n def = n (1 + r nk ):
Consequently, in view of (12) = d n (m)(1 + Br nk log log n log n):
Therefore, from (9), (13) and (14) we have that (15) Z j W j 2 dm = Bk 2 log 2 n log 2 log n n 2 l 2 n log 2 l n
Repeating the proof of Lemma 3 from 10] and taking into account (10), we see that
Consequently, this and (15) give the estimate Z j W j 2 dm = Bk 2 log 2 n log 2 log n n 2 l 2 n log 2 l n :
From this, (6), (7) and (11) n e ?c 1 log n log 2 l n l n + log 2 n log 2 log n n 2 l 2 n log 2 l n for every > 0 and k 2 N. Thus it follows from the de nition of the set A nk (K) that m(A k (K)) = lim ?c 1 log n log 2 l n l n + log 2 n log 2 log n n 2 l 2 n log 2 l n
The lemma is proved. Proof of Theorem. We will deduce the theorem from lemmas 1, 3 and 4. Let 
in view of the estimate
we have that h(t; e i 1 ; e i 2 ; :::) 6 = 1 for almost all (e i 1 ; e i 2 ; :::) 2 .
The relation (17) and the uniform convergence imply that for almost all Corollary. There exists a probability measure P on (C(R); B (C(R))) such that P T;S n T converges weakly to P as n ! 1. 
