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a b s t r a c t
In this article, we consider a discrete-time inventory model in which demands arrive
according to a discreteMarkovian arrival process. The inventory is replenished according to
an (s, S) policy and the lead time is assumed to follow a discrete phase-type distribution.
The demands that occur during stock-out periods either enter a pool which has a finite
capacity N(<∞) or leave the system with a predefined probability. Any demand that
arrives when the pool is full and the inventory level is zero, is assumed to be lost. The
demands in the pool are selected one by one, if the on-hand inventory level is above s+ 1,
and the interval time between any two successive selections is assumed to have discrete
phase-type distribution. The joint probability distribution of the number of customers in
the pool and the inventory level is obtained in the steady state case. The measures of
system performance in the steady state are derived and the total expected cost rate is also
calculated. The results are illustrated numerically.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Continuous review inventory system with postponed demands has received considerable attention in the last few
decades. Berman et al. [1] introduced the concept of postponement of demand in the inventory system. They assumed
that both demand and service rates are deterministic. Krishnamoorthy and Islam [2] considered an inventory system with
Poisson demand, exponential lead time and assumed that the pooled customers are selected according to an exponentially
distributed time lag. Sivakumar and Arivarignan [3] considered an inventory model in which the demands occur according
to a Markovian arrival process, lead time is distributed as phase-type, life time for the items in the stock has exponential
distribution and the pooled customers are selected exponentially. Paul Manuel et al. [4] dealt with an inventory system in
which the positive and negative demands occur according to independent Markovian arrival processes and the lead time of
the reorder, the life time of the items, the inter-selection time of customers from the pool and the reneging time points of the
customers in the pool have independent exponential distributions. Sivakumar and Arivarignan [5] considered an inventory
systemwith independent Markovian arrival processes for both positive and negative demands, exponential distribution for
the lead time, exponential life times for each item in the stock and an infinite pool size.
In all the above models, the authors assumed that all the system events are monitored continuously and that the time
axis is continuous. Though many inventory systems are conveniently characterized by fixed length intervals during which
events occur and decisions are made, only few articles in the literature dealt with discrete time inventorymodels. But, there
is a growing research interest in discrete time queues (see [6–9]), mainly motivated by their applications in the Computer
and Communication systems where the time axis is often slotted.
The first paper on discrete time inventorymodels was in [10]. They analyzed aMarkovian inventorymodel for perishable
commodities, in which the arrivals of items into the system as well as the demands for these items were assumed to be
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Notation
N0 = {0, 1, . . . , }.
[A]ij : element/submatrix at ith row, jth column of the matrix A.
e : a column vector of appropriate dimension containing all ones.
0 : a zero matrix of appropriate dimension.
I : identity matrix of appropriate dimension.
[A⊗ B]ij = [A]ijB
A ⊕ B = A⊗ IB + IA ⊗ B, where IA has dimension as that of A.
discrete random variables having a common support 0, 1, . . .. The items are assumed to have a life span of N item units.
Some characteristics of this model were derived for the case of two and three age categories.
Lian and Liu [11] developed a discrete time inventory model with geometric inter-demand times and constant life time.
They assumed that the demands arrive in batches and that the batch-size was random. They also assumed that the lead time
was zero and full backlogging of demands. They used matrix-analytic methods to construct a discrete time Markov chain
for the inventory level and they obtained a closed-form average cost function.
Abboud [12] analyzed a discrete time Markov model for production inventory systems with machine breakdowns. He
assumed that the demand and production rates were constant and the production rate was greater than the demand rate.
The failure time and the repair timewere independently distributed as geometric and the demands that occur during stock-
out were backordered.
Recently, Lian et al. [13] discussed a discrete time model for common life time inventory systems. They assumed that
the demand arrives in batches according to a discrete phase-type renewal process and the lifetime of an item had a discrete
PH-distribution. They assumed that the supply of the order was instantaneous and unmet demands are backordered.
In this paper, we model an inventory system with postponed demand under a discrete time setup. We assume that the
demands arrive according to a discrete Markovian arrival process and that the lead time of the order, the inter-selection
time of a customer from the pool have independent discrete phase-type distributions.
The rest of the paper is organized as follows. In Section 2, we describe the mathematical model for the problem under
consideration. The steady-state analysis of the model is presented in Section 3 and some important system performance
measures are derived in Section 4. In Section 5, we calculate the total expected cost rate and in the final section, we provide
numerical illustrations of the results.
2. Mathematical model
Consider a discrete-time inventory system in which all system related activities occur at discrete time points only. We
describe the discrete time systemas defined in [14]. The system ismonitored at time epochs sequentially numbered 0, 1, . . . ,
and all eventswhich occur between epoch t and t+1 are assumed to occur at epoch t+1. The duration of the replenishment
of stock is assumed to take at least one unit time. Hence the time at which an order for replenishment is placed and that at
which it is received cannot be equal.
In this work, we use the concepts of discrete phase-type distribution and discrete Markovian Arrival process and hence
we give an introduction and notation on these concepts. The MAP is a class of the Markov counting process introduced
in [15] as a generalization of the Poisson process which is well suited for matrix analytic and numerical investigations. In
conjunction with the research reported in [16,17] a convenient notation which is better suited for a general discussion than
the one which was originally used was suggested. A highly accessible discussion of the MAP, with many examples, may
be found in [17]. A partly expository paper discussing how the MAP can be used qualitatively to model point processes
with certain ‘‘bursty’’ features is given in [18]. The following is a brief informal description of the DMAP, which should be
adequate for the purpose of this paper. Let D be an irreducible stochastic matrix of order n and let D0 and D1 be two sub
stochastic matrices whose sum is D such that the matrix I − D0 is nonsingular. The element [D0]ij represents a transition
from phase i to phase j which is associated with the non occurrence of an event (such as arrival) and the element [D1]ij
represents a transition from phase i to phase jwhich is associated with an occurrence of the above event. Let πD = π with
πe = 1. Then the rate of occurrence of the event is λ = πD1e, where π is the stationary probability distribution of the tpm
D. The sequence of time points of these transitions form a stochastic process which is known as a discrete Markovian arrival
process (DMAP)with parameters n,D0 and D1. We represent such a DMAP by (D0,D1)n.
The discrete phase-type distribution was introduced in the mid 1970’s, see [19]. However, more researchers have
been focusing on the studies of the continuous phase-type distributions. Detailed discussions of continuous phase-type
distributions can be found in [20,21]. Brief overviews of either discrete or continuous phase-type distributions and their
properties can be found in [22–26] and the references therein.
We briefly describe the phase-type distribution. Consider aMarkov chainwithm transient states and one absorbing state,
say 0. It has an associated transition probability matrix
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T˜ =

1 0
T 0 T

where T 0 = (t10, t20, . . . , tm0)′, and T = (tij)m×m. Thematrix T is a substochastic matrix, holding the transition probabilities
among them transient states, and T 0 contains the absorption probabilities into state 0 from the transient states. Clearly T 0
satisfies Te + T 0 = e. The initial state of this Markov chain is chosen according to the probability vector (b0, β) where
b0 ≥ 0 and β is a row vector of size m. Once the initial state of the Markov chain is fixed, the chain gets absorbed after
visiting various states. The states are also called phases and the time till absorption is a sum of exponentially distributed
random variables with parameters depending on the phases visited. Hence the distribution of time till absorption is called
phase-type distribution. The mean of the phase-type distribution is given byµ = β(I− T )−1e. This phase-type distribution
is represented by (β, T )m. If, at every time of absorption, the Markov chain is started by selecting the initial state according
to the probability vector (b0, β), b0 ≥ 0 (usually referred to as initialization), then the point process of times at which the
chain is absorbed (or initialized) forms a Phase-type Renewal process.
Now we describes the mathematical model of the system considered in this work
• The maximum capacity of the inventory is denoted by S.
• The unit demands occur according to a discrete Markovian arrival process (DMAP) with representation (D0,D1)n.
• An order for Q (=S − s) items is placed when the on-hand inventory level drops to a prefixed reorder level s(≥0).
• The lead time for the supply of the reorder is assumed to have a Discrete Phase-type distribution with representation
(β1, T1)m1 .• Any arriving demand, when the inventory level is zero, is offered a choice of either leaving the system immediately
or being postponed until the ordered items are received. We assume that the demanding customer accepts the offer
of postponement according to an independent Bernoulli trial with probability p, (0 ≤ p < 1) and with probability
q(=1− p) the customer declines the offer and leaves the system. Hence the demand is considered to be lost.
• The customers who opted for postponement of their demands are retained in a pool, which has a finite capacity N(<∞).
Once the pool is full, any new demand will not be allowed and it is lost.
• After replenishment of the stock and as long as the inventory level is greater than s + 1, the customers in the pool are
selected one by one according to the FCFS discipline.
• The time between two selections is assumed to have a discrete phase-type distribution with representation (β2, T2)m2
and the rate of selection of demands from the pool is given by α = β2(I − T2)−1e−1.
3. Model formulation
We have the following random variables defined at time t ,
Lt : the inventory level
Xt : the number of demands in the pool
JDt : the phase of the MAP associated with demand process
JLt : the phase of the distribution of lead time of a reorder, if placed already
JSt : the phase of the distribution associated with the selection of demand from pool.
It may be noted that JLt and J
S
t do not arise when the inventory level Lt > s and the number of customers in the pool
Xt = 0; and that JLt does not arise when Lt > s and Xt > 0. In the same way JSt does not arise if Lt ≤ s. For clarity, we shall
assume and write 0 value for the state of random variables which do not arise in the above cases. It may be noted that for
these random variables the associated Markov chain has 0 as the absorbing state and hence when these random variables
do not arise, one can assume that the associated Markov chain is in absorbing state 0.
When multiple events can occur in a time slot, for mathematical tractability, we assume the following: If the following
events simultaneously can occur in a unit time slot, then they are assumed to occur in the order given below: (1) the
materialization of an order, (2) the satisfaction of a demand and (3) the selection of demand from the pool.
In the case of random variables with phase-type distribution, the initial state has to be fixed by the associated initial
probability vector. Formore than one such initialization,we assume the following order of initialization: (i) selection process
of customers from the pool, (ii) Lead time of an order.
It maybe noted that if the replenishment, the occurrence of a demand and the selection from the pool occur in a time
slot, then the inventory level becomes at least Q − 2. In order to place a subsequent order, this level must be greater than
the reorder level s. Otherwise there is a positive probability that the stock may face a perpetual shortage. Hence we assume
Q ≥ s+ 2.
The values assumed by the random variables Lt , Xt , JDt , J
L
t and J
S
t at time t ∈ N0 are given in Table 1.
The collection of 5-tuples (i, x, j, j1, j2) listed above forms the state space and is denoted by E.
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Table 1
State space of the model.
Block States of variables
Lt Xt JDt J
L
t J
S
t
0 i = 0, 1, . . . , s x = 0, 1, . . . ,N j = 1, 2, . . . , n j1 = 1, 2, . . . ,m1 j2 = 0
1 i = s+ 1, . . . , S x = 0 j = 1, 2, . . . , n j1 = 0 j2 = 0
2 i = s+ 1, . . . , S x = 1, 2, . . . ,N j = 1, 2, . . . , n j1 = 0 j2 = 1, 2, . . . ,m2
Table 2
Description of the states.
Class From To Due to
I ⟨0⟩ ⟨0⟩ No replenishment and no demand
⟨Q ⟩ Replenishment
⟨Q − 1⟩ Replenishment and demand
II ⟨i⟩, i = 1, 2, . . . , s ⟨i− 1⟩ Demand and no replenishment
⟨i⟩ No demand and no replenishment
⟨i+ Q − 1⟩ Replenishment and a demand
⟨i+ Q ⟩ Replenishment but no demand
III ⟨s+ 1⟩ ⟨s⟩ Demand
⟨s+ 1⟩ No demand
IV ⟨i⟩, i = s+ 2, . . . ,Q − 1a ⟨i− 2⟩ Demand and selection from pool
⟨i− 1⟩ Demand and no selection from pool
⟨i⟩ No demand and no selection from pool
V ⟨i⟩, i = Q , . . . , S ⟨i− 2⟩ Demand and selection from pool
⟨i− 1⟩ Demand and no selection from pool
⟨i⟩ No demand and no selection from pool
a Here, we specifically need Q − 1 ≥ s+ 2⇒ Q ≥ s+ 3⇒ Q > s+ 2.
From the assumptions made on the input and output processes, it can be shown that the stochastic process {(Lt , Xt ,
Jdt , J
L
t , J
S
t ); t ∈ N0} is a Markov chain on the state space E. In order to write down the transition probability matrix of this
chain, we lexicographically order the states (i, x, j, j1, j2) in each block.
The ordered states can be grouped into vectors ⟨i⟩, i = 0, 1, 2, . . . , S, by collecting all those tuples with i at the left most
place.
With the natural increasing ordering of ⟨i⟩, one can define the transition probability matrix P of the above chain in a
block-partitioned form where the i-th row (column) block will correspond to the vector of states ⟨i⟩, i = 0, 1, . . . , S.
One can immediately note that the transitions from ⟨i⟩ to ⟨j⟩ occur according to the details given in Table 2.
The transitions other than those listed in the Table 2 cannot occur. Moreover the sub matrix [P]ij which contains the
transition probability function values from state of ⟨i⟩ to that of ⟨j⟩will not depend up on the other four components, namely
x, j, j1 and j2.
Hence we write,
[P]ij =

C, j = i+ Q , i = 0, 1, . . . , s,
C˜, j = i+ Q − 1, i = 0, 1, . . . , s,
F2, j = i− 2, i = s+ 3, s+ 4, . . . , S,
F1, j = i− 2, i = s+ 2,
B1, j = i− 1, i = 1, 2, . . . , s,
B2, j = i− 1, i = s+ 1,
B3, j = i− 1, i = s+ 2, s+ 3, . . . , S,
A0, j = i, i = 0,
A1, j = i, i = 1, 2, . . . , s,
A2, j = i, i = s+ 1, s+ 2, . . . , S,
0, otherwise
where the sub matrix listed above can be obtained by using the assumptions of the model. For example, we briefly describe
the first case which is associated with the delivery of an order.
The (x, x′)-th element of C , for x′ = x, represents the case of non occurrence of a demand. When x > 0, a selection
process will be initialized with probability vector β2 and for x = 0, there will not be any selection process. Note that D0 is
associated with non occurrences of demand and T 01 is associated with delivery of an order (transition into absorbing state)
and that [C]xx′ for x ≠ x′ is zero. Hence we have
[C]xx′ =
D0 ⊗ T
0
1 , x
′ = x, x = 0,
D0 ⊗ T 01 ⊗ β2, x′ = x, x = 1, 2, . . . ,N,
0, otherwise.
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Arguments similar to the above yield,
[C˜]kl =

D1 ⊗ T 01 , l = k, k = 0,
D1 ⊗ T 01 ⊗ β2, l = k, k = 1, 2, . . . ,N,
0, otherwise.
[B1]kl =

D1 ⊗ T1, l = k, k = 0, 1, . . . ,N,
0, otherwise.
[B2]kl =

D1 ⊗ β1, l = k, k = 0,
D1 ⊗ e2β1, l = k, k = 1, 2, . . . ,N,
D0 ⊗ T 02β1, l = k− 1, k = 1, 2, . . . ,N
0, otherwise.
[B3]kl =

D1, l = k, k = 0,
D1 ⊗ T2, l = k, k = 1, 2, . . . ,N,
D0 ⊗ T 02 , l = k− 1, k = 1,
D0 ⊗ T 02β2, l = k− 1, k = 2, 3, . . . ,N
0, otherwise.
[F1]kl =

D1 ⊗ T 02β1, l = k− 1, k = 1, 2, . . . ,N,
0, otherwise.
[F2]kl =

D1 ⊗ T 02 , l = k− 1, k = 1,
D1 ⊗ T 02β2, l = k− 1, k = 2, 3, . . . ,N,
0, otherwise.
[A0]kl =

(D0 + qD1)⊗ T1, l = k, k = 0, 1, . . . ,N − 1,
D⊗ T1, l = k, k = N,
pD1 ⊗ T1, l = k+ 1, k = 0, 1, . . . ,N − 1,
0, otherwise.
[A1]kl =

D0 ⊗ T1, l = k, k = 0, 1, . . . ,N,
0, otherwise.
[A2]kl =

D0, l = k, k = 0,
D0 ⊗ T2, l = k, k = 1, 2, . . . ,N,
0, otherwise.
It may be noted that C and C˜ are matrices of size (N + 1)nm1 × (Nnm2 + n), A0, A1 and B1 are square matrices of order
(N+1)nm1, B2 and F1 are matrices of size (Nnm2+n)× (N+1)nm1, B3, A2 and F2 are square matrices of order (Nnm2+n).
4. Steady state analysis
From the transition probability matrix P , we infer that the Markov chain {(Lt , Xt , JDt , JLt , JSt ); t ∈ N0} is irreducible and
aperiodic. Since the claim has finite state space, we conclude that it is positive recurrent. Hence, its limiting distribution,
defined by
π (i,x,j,j1,j2) = lim
t→∞ Pr[Lt = i, Xt = x, J
D
t = j, JLt = j1, JSt = j2] (i, x, j, j1, j2) ∈ E
exists and it is independent of the initial state. We define,Π = π (0), π (1), . . . , π (S), where
π (i) = π (i,0), π (i,1), . . . , π (i,N) , i = 0, 1, . . . , S,
π (i,x) = π (i,x,1), π (i,x,2), . . . , π (i,x,n) , i = 0, 1, . . . , S, x = 0, 1, . . . ,N,
and we have, for j = 1, 2, . . . , n,
π (i,x,j) =


π (i,x,j,1,0), π (i,x,j,2,0), . . . , π (i,x,j,m1,0)

, i = 0, 1, . . . , s, x = 0, 1, . . . ,N,
π (i,x,j,0,0)

, i = s+ 1, s+ 2, . . . , S, x = 0,
π (i,x,j,0,1), π (i,x,j,0,2), . . . , π (i,x,j,0,m2)

, i = s+ 1, s+ 2, . . . , S, x = 1, 2, . . . ,N.
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The limiting distribution vectorΠ satisfies
ΠP = Π and Πe = 1 (1)
as the chain is irreducible and is finite.
The Eq. (1) gives
π (0) = π (0)A0 + π (1)B1
π (i) = π (i)A1 + π (i−1)B1, i = 1, 2, . . . , s− 1,
π (s) = π (s)A1 + π (s+1)B2 + π (s+2)F1,
π (i) = π (i)A1 + π (i+1)B3 + π (i+2)F2, i = s+ 1, s+ 2, . . . ,Q − 2,
π (Q−1) = π (0)C˜ + π (Q−1)A1 + π (Q )B3 + π (Q+1)F2,
π (i) = π (i−Q )C + π (i−Q+1)C˜ + π (i)A1 + π (i+1)B3 + π (i+2)F2, i = Q ,Q + 1, . . . , S − 2,
π (i) = π (i−Q )C + π (i−Q+1)C˜ + π (i)A2 + π (i+1)B3, i = S − 1,
π (i) = π (i−Q )C + π (i)A2, i = S.
The limiting distribution π (i), i = 0, 1, . . . , S, can be obtained recursively from the above equation. We give below an
algorithm for the recursive computation.
Algorithm:
Step 1: Determine recursively the matrices
Gi =

I, i = s,
Gi+1B1(I − A1)−1, i = s− 1, s− 2, . . . , 1,
Gi+1B1(I − A0)−1, i = 0,
Gi−QC(I − A2)−1, i = S,
Gi+1B3(I − A2)−1 + Gi−QC(I − A2)−1 + Gi−Q+1C˜(I − A2)−1, i = S − 1,
Gi+1B3(I − A2)−1 + Gi+2F2(I − A2)−1
+Gi−QC(I − A2)−1 + Gi−Q+1C˜(I − A2)−1, i = S − 2, S − 3, . . . ,Q ,
Gi+1B3(I − A2)−1 + Gi+2F2(I − A2)−1 + Gi−Q+1C˜(I − A2)−1, i = Q − 1,
Gi+1B3(I − A2)−1 + Gi+2F2(I − A2)−1, i = Q − 2,Q − 3, . . . , s+ 1.
(2)
Step 2: Compute recursively the vectors π (i) using
π (i) = π (s)Gi, i = 0, 1, . . . , S. (3)
Step 3: Solve the system of equations
π (s) (A1 + Gs+1B2 + Gs+2F1 − I) = 0 (4)
and π (s)
S
i=0
Gie = 1. (5)
From the system of Eq. (4), the vector π (s) could be determined uniquely up to a multiplicative constant. This constant is
decided by (3) and (5).
5. System performance measures
In this section, we derive steady state measures of system performance which will be useful to study the qualitative
behavior of the system.
5.1. Expected inventory level
Let ζI denote themean inventory level in the steady state. Sinceπ (i) is the steady state probability vector for i-th inventory
level with each component specifying a particular combination of number of customers in the pool, the phase of the arrival
process, the phase of the lead time process and the phase of the selection process, the quantity π (i)e gives the probability
that the inventory level is i in the steady state. Hence, the expected inventory level is given by
ζI =
S
i=1
iπ (i)e. (6)
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5.2. Expected reorder rate
Let ζR denote the expected reorder rate in the steady state. We note that, an order is placed as and when the inventory
level drops to s. We also note that, the inventory level drops to s in the following cases:
1. The inventory level is in s+ 2 and both events ‘‘the customer selection’’ and ‘‘the demand’’ take place.
2. The inventory level is in s+ 1 and either a demand or a selection of a customer from the pool takes place.
These lead to
ζR = π (s+1,0)D1e+
N
j=1
π (s+1,j)(D1 ⊗ T2)e+
N
j=1
π (s+1,j)(D0 ⊗ T 02 )e+
N
j=1
π (s+2,j)(D1 ⊗ T 02 )e. (7)
5.3. Expected number of customers in the pool
Let ζP denote the expected number of customers in the pool in the steady state. It may be observed that
S
i=0 π (i,j)e gives
the probability that there are j customers in the steady state. Hence we get,
ζP =
N
j=1
j
S
i=0
π (i,j)e. (8)
5.4. Blocking rate
Let ζLW denote the loss of customer due to the situation when the pool is full. We note that, this will occur only when the
inventory level is zero and the number of customers in the pool is N . This leads to
ζLW = π (0,N)pD1e. (9)
5.5. Balking rate
Let ζLB denote loss due the customer who arrive during stock-out and may not be willing to join the pool. This is given
by
ζLB =
N
j=0
π (0,j)qD1e. (10)
5.6. Expected total cost rate
We assume the following costs in connection with the maintaining the inventory
• ch: holding cost of an item per unit time.• cs: setup cost per order.• cp: waiting time cost of a customer per unit time in the pool.• clw: cost of loss of a demand due to stock-out and pool is full.• clb: cost of loss of a demand due to stock-out.
The expected total cost per unit time (the total expected cost rate) in the steady state for this model is defined to be
TC(S, s,N) = chζI + csζR + cpζP + clwζLW + clbζLB.
Substituting the values of ζ ’s from Eqs. (6)–(10), we get
TC(S, s,N) = ch
S
i=1
iπ (i)e+ cp
S
i=0
N
j=1
jπ (i,j)e+ cl
N
j=0
π (0,j)qD1e
+ cb
N
j=0
π (0,j)qD1e+ cr

π (s+1,0)D1e+
N
j=1
π (s+1,j)(D1 ⊗ T2)e
+
N
j=1
π (s+1,j)(D0 ⊗ T 02 )e+
N
j=1
π (s+2,j)(D1 ⊗ T 02 )e

.
Due to the complex form of the limiting distribution, it is difficult to discuss the qualitative behavior of the cost function
TC(S, s,N) analytically. Hence, a detailed computational study of the expected cost rate function is carried out in the next
section.
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Table 3
Total expected cost rate as a function of S and s.
S Total expected cost rate
s
2 3 4 5 6
18 1.76927 1.68219 1.65520 1.67543 1.73246
19 1.75299 1.67042 1.64453 1.66261 1.71422
20 1.74517 1.66689 1.64236 1.65908 1.70673
21 1.74418 1.66997 1.64694 1.66282 1.70751
22 1.74880 1.67843 1.65696 1.67239 1.71482
p = 0.7,N = 10, ch = 0.1, cs = 10, cp = 1.2, clw = 2.1, clb = 1.5.
Table 4
Total expected cost rate as a function of S and N .
S Total expected cost rate
N
2 3 4 5 6
20 4.17043 4.16386 4.16089 4.16282 4.16505
21 4.13380 4.12933 4.12667 4.12750 4.12940
22 4.11165 4.10846 4.10657 4.10670 4.10818
23 4.10194 4.09941 4.09835 4.09820 4.09924
24 4.10295 4.10068 4.10029 4.10017 4.10085
p = 0.7, s = 4, ch = 0.2, cs = 40, cp = 0.8, clw = 10, clb = 4.5.
Table 5
Total expected cost rate as a function of s and N .
s Total expected cost rate
N
2 3 4 5 6
2 1.38457 1.37517 1.37472 1.37663 1.37865
3 1.33868 1.33244 1.33197 1.33297 1.33421
4 1.32602 1.32202 1.32157 1.32210 1.32297
5 1.33918 1.33662 1.33620 1.33660 1.33726
6 1.37168 1.36996 1.36968 1.37011 1.37058
p = 0.7, S = 25, ch = 0.05, cs = 15, cp = 0.8, clw = 10, clb = 4.5.
6. Numerical illustrations
In this section, we discuss some numerical examples that reveal the possible convexity of the total expected cost rate.
For all the numerical works considered below, we assume that the arrival process is MAP specified by (D0,D1)where
D0 =

0.1 0.0
0.05 0.05

D1 =

0.8 0.1
0.3 0.6

.
The lead time has the phase-type distribution (β1, T1)where
β1 = [0.3, 0.4, 0.3] T1 =
0.505 0.495 0
0 0.505 0.495
0 0 0.505

.
The inter-selection times are assumed to have a phase-type distribution (β2, T2)where
β2 = [0.3, 0.7] T2 =

0.4 0.6
0.0 0.4

.
First, we explore the behavior of the cost function by considering it as function of any two variables by fixing the other
one at a constant level.
Tables 3–5, give the total expected cost rate as a function of (S, s), (S,N) and (s,N) by fixing respectively N, s and S each
at a constant level. All the costs and other parameters are assigned fixed values which are indicated in each table.
The value that is shown bold is the least among the values in that column and the value that is shown underlined is the
least in that row. It may be observed that, these values in each table exhibit a (possibly) local minimum of the function of
the two variables. We also note that the total expected cost rate is more sensitive to s than to S and N .
Next, we study the impact of the costs ch, cs, cp, clw and clb on the optimal values (possibly local) S∗,N∗ and s∗ and on the
corresponding optimal cost. From Tables 6–10, we observe the following:
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Table 6
Effect of the holding cost on the optimal values.
ch S∗ s∗ TC(S∗, s∗, 6) S∗ N∗ TC(S∗, 5,N∗) s∗ N∗ TC(20, s∗,N∗)
0.100 21 5 1.74096 21 3 1.73461 5 3 1.73520
0.125 19 5 1.97933 19 3 1.96796 5 3 1.97155
0.150 18 5 2.20088 18 3 2.18645 5 3 2.20789
0.175 17 4 2.40941 17 2 2.39024 4 3 2.43948
0.200 17 4 2.59756 16 2 2.58523 4 3 2.66523
0.225 16 4 2.77869 16 2 2.77135 4 3 2.89098
0.250 16 4 2.95427 15 2 2.95400 4 3 3.11673
0.275 15 4 3.12352 15 2 3.12741 4 3 3.34248
0.300 15 4 3.28649 15 2 3.30082 4 3 3.56823
cs = 10, clw = 25, cp = 2, clb = 4.5.
Table 7
Influence of the setup cost on the optimal values.
cs S∗ s∗ TC(S∗, s∗, 6) S∗ N∗ TC(S∗, 5,N∗) s∗ N∗ TC(25, s∗,N∗)
10 19 4 1.60153 19 3 1.62931 4 4 1.68512
12 20 3 1.71124 20 3 1.74904 3 4 1.76705
14 21 3 1.81187 22 4 1.86046 3 4 1.84780
16 22 3 1.90776 23 4 1.96466 3 4 1.92855
18 23 3 1.99941 24 4 2.06338 3 4 2.00930
20 24 3 2.08730 25 4 2.15732 3 4 2.09005
22 24 3 2.17176 25 4 2.24674 3 4 2.17080
24 25 3 2.25256 26 4 2.33233 3 3 2.25152
26 26 3 2.33068 27 4 2.41465 3 3 2.33217
ch = 0.1, clw = 10, cp = 0.8, clb = 4.5.
Table 8
Effect of cp on the optimal values.
cp S∗ s∗ TC(S∗, s∗, 5) S∗ N∗ TC(S∗, 4,N∗) s∗ N∗ TC(25, s∗,N∗)
0.6 23 3 2.06604 24 13 2.08858 3 13 2.06217
0.8 24 3 2.09810 24 10 2.11071 3 9 2.09509
1.0 24 3 2.12970 24 7 2.13263 3 7 2.12770
1.2 24 4 2.15466 25 6 2.15391 4 6 2.15391
1.4 25 4 2.17397 25 6 2.17395 4 6 2.17395
1.6 25 4 2.19319 25 5 2.19319 4 5 2.19319
1.8 25 4 2.21241 25 4 2.21208 4 4 2.21208
2.0 25 4 2.23164 25 4 2.22995 4 4 2.22995
2.2 26 5 2.24544 25 3 2.24708 5 3 2.24296
cs = 20, clw = 25, ch = 0.1, clb = 4.5.
Table 9
Influence of clw on the optimal values.
clw S∗ s∗ TC(S∗, s∗, 6) S∗ N∗ TC(S∗, 5,N∗) s∗ N∗ TC(25, s∗,N∗)
14 24 3 2.08996 19 4 3.16118 3 6 2.09352
16 24 3 2.09064 19 5 3.16248 3 6 2.09416
18 24 3 2.09131 19 6 3.16313 3 7 2.09452
20 24 3 2.09199 19 6 3.16346 3 7 2.09481
22 24 3 2.09266 19 7 3.16368 3 8 2.09496
24 24 3 2.09334 19 8 3.16383 3 9 2.09506
26 24 3 2.09402 19 8 3.16390 3 10 2.09510
28 24 3 2.09469 19 9 3.16396 3 10 2.09513
30 24 3 2.09537 19 10 3.16399 3 10 2.09516
ch = 0.1, cs = 20, cp = 0.8, clb = 4.5.
1. When each of ch, cs, cp, clw and clb increases, the optimal cost also increases.
2. As is to be expected, as ch increases, the optimal values S∗,N∗ and s∗ decrease monotonically. This is because, if the
holding cost increases, we resort to maintain low stock in the inventory.
3. It is a customary practice that when the setup cost is high, we maintain more stock to avoid frequent ordering. For our
model also, this is observed as shown in Table 7.
4. When the waiting time cost cp increases, N∗ decreases monotonically and at the same time each of S∗ and s∗ increases
monotonically.
5. We also note that when the clw affects only N∗ and clb affects only S∗ and s∗.
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Table 10
Effect of clb on the optimal values.
clb S∗ s∗ TC(S∗, s∗, 6) S∗ N∗ TC(S∗, 5,N∗) s∗ N∗ TC(25, s∗,N∗)
4 24 3 2.08687 25 7 2.15720 3 7 2.08993
8 24 3 2.12780 25 7 2.17325 3 7 2.12902
12 25 4 2.16047 25 7 2.18930 4 7 2.16023
16 25 4 2.18584 25 7 2.20535 4 7 2.18560
20 25 4 2.21120 25 7 2.22139 4 7 2.21096
24 25 4 2.23657 25 7 2.23744 4 7 2.23633
28 26 5 2.25340 26 7 2.25328 5 7 2.25349
32 26 5 2.26868 26 7 2.26857 5 7 2.26953
36 26 5 2.28397 26 7 2.28386 5 7 2.28558
40 26 5 2.29925 26 7 2.29914 5 7 2.30163
ch = 0.1, cs = 20, cp = 0.8, clw = 20.
Fig. 1. Total expected cost rate as a function of p s = 5,N = 4, ch = 0.1, cs = 20, cp = 1.8, clw = 22, clb = 15.
Fig. 2. Total expected cost rate as a function of p S = 40,N = 5, ch = 0.1, cs = 20, cp = 2, clw = 15, clb = 15.
Finally, we study the impact of the value of probability p on the total expected cost rate through the graphs of TC against
each of the various values of S, s and N (see Figs. 1–3 respectively). We observe from these figures that the total expected
cost rate is a convex function of p. Moreover, for each fixed value of p (probability for joining the pool), the optimal cost rates
are increasing as optimal S is increasing. This pattern is reversed with parameter s and with N .
7. Conclusion
In the literature Inventory systems have been monitored either periodically or continuously. In the former, the duration
of a period could be a day, a week or a month and in the latter every transaction that induces some change in the system
is assumed to be available. But in recent times due to advances in transaction reporting devices, the time axis is slotted
with smaller durations and any incidents such as demand etc., which occur in these slots are synchronized to have occurred
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Fig. 3. Total expected cost rate as a function of p S = 40, s = 5, ch = 1, cs = 20, cp = 2, clw = 15, clb = 4.5.
at any one of the end points of the slot. The telecommunication and computer networks which are becoming digital, have
initiated interest in the systems which are monitored in a slotted time axis.
This workmodels an inventory system in a slotted time axis with a finite pool. The demands are assumed to be generated
by a discrete Markovian arrival process which actually provide a basic setup for correlated demand types and thereby the
model can also be used to include some non Markovian demand process. The assumptions of phase type distributions for
lead time and for inter-selection time for demands from pool, allow us to fit them to wide range of cases. We obtained
expressions for the limiting distribution of number of customers in the pool and the size of the inventory and after deriving
some measures of system performance, the expected total cost rate of the system under a suitable cost structure is derived.
We presented an extensive set of numerical illustrations to describe the behavior of the total cost rate according to
variations in various costs and parameters.
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