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W
e formulate and evaluate the Automated Simulation Analysis Procedure (ASAP), an
algorithm for steady-state simulation output analysis based on the method of nonover-
lapping batch means (NOBM). ASAP delivers a conﬁdence interval for an expected response
that is centered on the sample mean of a portion of a simulation-generated time series and
satisﬁes a user-speciﬁed absolute or relative precision requirement. ASAP operates as fol-
lows: The batch size is progressively increased until either (a) the batch means pass the von
Neumann test for independence, and then ASAP delivers a classical NOBM conﬁdence inter-
val; or (b) the batch means pass the Shapiro-Wilk test for multivariate normality, and then
ASAP delivers a correlation-adjusted conﬁdence interval. The latter adjustment is based on
an inverted Cornish-Fisher expansion for the classical NOBM t-ratio, where the terms of the
expansion are estimated via an autoregressive-moving average time series model of the batch
means. After determining the batch size and conﬁdence-interval type, ASAP sequentially
increases the number of batches until the precision requirement is satisﬁed. An extensive
experimental study demonstrates the performance improvements achieved by ASAP versus
well-known batch means procedures, especially in conﬁdence-interval coverage probability.
(Simulation; Statistical Analysis; Method of Batch Means; Steady-State Output Analysis)
1. Introduction
In discrete-event stochastic simulation, we are often
interested in estimating the steady-state mean  X of
a target output process  X   = 1 2      generated
by a single prolonged simulation run. Given an out-
put sequence of length n generated by a simulation
in steady-state operation, we see that a natural esti-
mator of  X is the sample mean X n  = n−1 n
 =1X .
When we require some indication of the precision
of the point estimator X n , we typically construct a
conﬁdence interval (CI) for  X with a user-speciﬁed
coverage probability 1− , where 0< <1. The conﬁ-
dence interval for  X should satisfy two criteria: (a) it
is narrow enough to be informative, and (b) its actual
probability of covering the point  X is close to the
nominal level 1− .
In the simulation analysis method of nonoverlap-
ping batch means (NOBM), we divide the sequence of
n simulation outputs  X   =1     n into k adjacent
nonoverlapping batches each of size m. For simplic-
ity, we assume that n = km; thus, when k is ﬁxed and
m →  , we have n →  . The sample mean for the
jth batch is Yj m = m−1 mj
 =m j−1 +1X  for j = 1     k;
and as a point estimator of  X, we compute the grand
mean of the individual batch means
Y = Y  m k  =
1
k
k  
j=1
Yj  m  (1)
(note that Y m k = X n ). We construct a conﬁdence
interval centered on an estimator like (1), where in
practice we may exclude some initial batches to elim-
inate the effects of initialization bias.
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We assume that the target output process  X   is
stationary so that the joint distribution of the X si s
insensitive to time shifts. We also assume the process
is weakly dependent—that is, X s widely separated
from each other in the sequence are almost indepen-
dent (in the sense of  -mixing; see Billingsley 1968)
so that the lag-q covariance  
X q  ≡ E  X +q −  X ·
 X − X   for q =0  ±1  ±2     satisﬁes  
X q →0a s
 q →  . These weakly dependent processes typically
obey a central limit theorem of the form
√
n
 
X n − X
 
D
−→
n→ 
N
 
0  
2 
  (2)
where  2 ≡ limn→ nVar X n   =
  
q=−  X q  is the
steady-state variance constant (as distinguished from
the process variance  2
X ≡ Var X   =  X 0 ), and
the symbol
D
−→
n→ 
denotes convergence in distribu-
tion. A sufﬁcient condition for  2 to exist is that   
q=−   X q   <  . General conditions under which
(2) holds are given, for example, in Theorem 20.1 of
Billingsley (1968).
If the batch size m is sufﬁciently large so that the
batch means  Yj m   j = 1     k  are approximately
independent and identically distributed (i.i.d.) normal
random variables with mean  X, then we can apply
standard properties of Student’s t-ratio to compute a
conﬁdence interval for  X from the batch means—
see, for example, Steiger and Wilson (1999, 2001). The
sample variance of the k batch means for batches of
size m is
S
2
m k =
1
k−1
k  
j=1
 
Yj  m −Y m k 
 2
 
and the conventional NOBM version of Student’s
t-ratio is
t =
Y − X
 
S2
m k/k
=
√
k
 
Y m k − X
 
 
Var  Y m  
 
S
2
m k
Var  Y m  
  (3)
Under the same weak dependence conditions that are
sufﬁcient to ensure (2) as m → with k ﬁxed so that
n→ , the NOBM t-ratio (3) converges in distribution
to Student’s t-distribution with k−1 degrees of free-
dom; and then an asymptotically valid 100 1−  %
conﬁdence interval for  X is
Y m k ±t1− /2 k−1
Sm k √
k
  (4)
In Steiger and Wilson (2001), we present theoretical,
numerical, and experimental results concerning the
convergence properties of not only the vector of batch
means, but also the numerator and denominator of
the NOBM t-ratio on the right-hand side of (3) when
the number of batches k is ﬁxed and the batch size
m increases. From that work, we concluded that for
the purpose of constructing a valid conﬁdence inter-
val for  X based on a variant of the NOBM method,
the batch means often achieve approximate joint mul-
tivariate normality at a batch size that is substantially
smaller than the batch size required to ensure approx-
imate independence of the batch means; and a sig-
niﬁcant improvement over the classical NOBM conﬁ-
dence interval (4) may be achieved by taking advan-
tage of this phenomenon. This observation moti-
vated our development of ASAP—the Automated
Simulation Analysis Procedure for steady-state sim-
ulation output analysis. ASAP addresses both the
simulation start-up problem and the problem of cor-
related batch means, delivering a conﬁdence inter-
val for an expected response that is centered on the
sample mean of a portion of a simulation-generated
time series and that satisﬁes a user-speciﬁed precision
requirement. Because ASAP is fully automated, user
intervention in its operation is unnecessary. In con-
trast to this situation, other batch means procedures
require the user to perform the following steps repeat-
edly: (a) collect simulation data, (b) manually ana-
lyze the accumulated output, and (c) decide on largely
subjective grounds how much additional data (if any)
to generate by restarting the simulation model.
All other batch means procedures proposed to date
have ignored the question of normality, based on the
assumption that if the batch size is large enough for
the batch means to be approximately independent,
then the batch size is already large enough for the
batch means also to be approximately normally distri-
buted (Fishman 1978, Law and Carson 1979, Fishman
and Yarberry 1997, Fishman 1998, Chen and Kelton
2000). These procedures have focused on selecting a
batch size large enough to achieve near independence
of the batch means. Various techniques have been pro-
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posed to test the batch means for independence, or
at least for lack of signiﬁcant correlations between
the batch means. For example, the well-known batch
means procedures LBATCH and ABATCH (Fishman
and Yarberry 1997, Fishman 1998) rely on the inde-
pendence test of von Neumann (1941). We believe
that ASAP is the ﬁrst method to test for the fre-
quently occurring phenomenon of approximate mul-
tivariate normality of the batch means being achieved
at a smaller batch size than is required to achieve
approximate independence of the batch means inso-
far as these properties affect the performance of an
NOBM analysis procedure. ASAP exploits this phe-
nomenon when it is detected so as to compensate for
any remaining dependence between the batch means.
The rest of this paper is organized as follows. Sec-
tion 2 contains an overview of the operation of ASAP.
Section 3 documents the statistical methods used by
ASAP to test a sequence of batch means separately
for independence and multivariate normality. In §4
we describe how ASAP builds a time-series model
for a sequence of dependent normal batch means,
and in §5 we explain how ASAP uses this time-series
model to estimate an appropriate adjustment to the
classical NOBM conﬁdence interval. Section 6 docu-
ments ASAP’s scheme for controlling the simulation
run length in order to deliver a conﬁdence interval
satisfying a user-speciﬁed precision requirement. Sec-
tion 7 contains a summary of selected results from an
extensive experimental evaluation of the performance
of ASAP versus other well-known batch means pro-
cedures. Finally, in §8 we recapitulate our main ﬁnd-
ings, and we make recommendations for future work.
Although this paper is based on Steiger (1999), some
preliminary results on the formulation of ASAP and
its experimental performance evaluation were pre-
sented in Steiger and Wilson (1999, 2000).
2. Overview of the Automated
Simulation Analysis Procedure
(ASAP)
ASAPrequiresthefollowinguser-suppliedinputs:
1. A simulation-generated sequence  X    = 1 
    n  of target responses whose steady-state mean
 X is to be estimated;
2. The desired conﬁdence-interval coverage proba-
bility 1− ; and
3. An upper bound H∗ on the ﬁnal conﬁdence-
interval half-length, where H∗ is expressed (a) in abso-
lute terms as the maximum acceptable half-length; or
(b) in relative terms as the maximum acceptable frac-
tion r∗ of the magnitude of the conﬁdence-interval
midpoint Y.
ASAP delivers the following outputs:
1. A nominal 100 1−  % conﬁdence interval for
 X having the form Y ±H, where H ≤ H∗, provided
no additional simulation-generated observations are
required; or
2. A new, larger total sample size n to be supplied
to the algorithm.
If additional observations of the target process must
be generated by the user’s simulation model before
a conﬁdence interval with the required precision can
be delivered, then ASAP must be called again with
the additional data; and this cycle of simulation fol-
lowed by automated batch means analysis may be
repeated several times before ASAP ﬁnally delivers a
conﬁdence interval.
ASAP operates as follows on each iteration. Ini-
tially, the simulation outputs are divided into a ﬁxed
number of batches (namely, 96 batches), and the
corresponding batch means are computed. The ﬁrst
two batches are ignored, and the remaining 94 batch
means are tested for independence. If the batch means
fail the independence test, then they are tested for
multivariate normality. If the batch means fail the nor-
mality test, then the batch size is increased by the
factor
√
2, and the entire process is repeated until the
batch means ﬁnally pass one of the two tests. In our
computational experience (Steiger 1999, Steiger and
Wilson 2001), the normality test has greater sensitiv-
ity to increases in the batch size than the indepen-
dence test has. Thus, to construct usable batch means
ASAP does not require doubling the batch size on
each iteration as required, for example, on those iter-
ations of the simulation analysis procedures LBATCH
and ABATCH for which the batch means fail the
independence test (Fishman and Yarberry 1997, Fish-
man 1998). On the other hand, our computational
experience also suggests that a net doubling of the
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batch size is appropriate after ASAP has failed to con-
struct usable batch means on two successive iterations
of rebatching. Thus, we designed ASAP to use the
default batch-size inﬂation factor
√
2 on each iteration
of rebatching that is required after the batch means
fail the tests for independence and normality.
Once the batch means pass either the indepen-
dence test or the normality test, ASAP constructs a
conﬁdence interval for  X—speciﬁcally, either (a) the
usual NOBM conﬁdence interval (4), provided the
batch means ﬁrst pass the independence test; or (b) a
correlation-adjusted conﬁdence interval described in
§5 below, provided the batch means ﬁrst pass the nor-
mality test. On subsequent iterations of ASAP that
are performed to satisfy the user-speciﬁed precision
requirement, the overall set of batch means is not
retested for independence or normality; instead, these
iterations merely involve additional sampling, com-
puting the additional batch means, and updating the
conﬁdence interval whose form (a) or (b) was previ-
Figure 1 Overall Flow Chart of ASAP
Start
Collect observations; 
compute batch-means 
statistics
Independence test 
passed?*
Multivariate normality 
test  passed?*
Compute new batch size
Construct classical 
NOBM CI
Fit ARMA model to 
batch means; compute 
inverted Cornish-Fisher 
expansion for t-ratio
Construct
correlation-adjusted
CI
*Once either test is 
passed, outcomes for 
both tests are fixed.
STOP
Compute new batch 
count
Yes
Yes
No
No
No
Yes
CI  meets precision 
requirements?
New batch 
count > 1502?
Retain old batch count 
and compute new  batch 
size
Yes
No
Use new batch 
count and retain old 
batch size
ously determined until acceptable precision is ﬁnally
achieved.
Although in general ASAP does not use a ﬁxed
number of batches (as required, for example, by the
optional FNB rule for controlling the operation of
LBATCH and ABATCH), it is noteworthy that ASAP
imposes the upper bound of 1,502 for the batch count.
On each iteration of ASAP for which the precision
requirement would suggest the need for more than
1,502 batches, instead ASAP retains the batch count
from the previous iteration and increases the batch
size and the total sample size by the factor
√
2 before
retesting the precision requirement. Figure 1 displays
an overall ﬂow chart of ASAP. A formal algorithmic
statement of ASAP is given in Figure 2. A stand-
alone Windows-based version of ASAP and a user’s
manual are available online via Steiger and Wilson
(2002). The following four sections contain a detailed
explanation of the development and operation of
ASAP.
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Figure 2 ASAP Algorithm
[0] Set m1 ← user-speciﬁed initial batch size (default = 16), initial batch count k1 ← 96,
initial sample size n1 ← k1m1, independence-test size  ind ← 0 20,
normality-test size  mvn ← 0 10, k 
1 ← k1 −2, n0 ← 1, and iteration index i ← 1;
set 1−  ← the user-speciﬁed nominal conﬁdence-interval coverage probability;
set the test-status indicators IndTestPassed ← ‘no’ and MVTestPassed ← ‘no’;
if a relative precision requirement is given then set RelPrec ← ‘yes’ and
r∗ ← the user-speciﬁed fraction of the magnitude of the ﬁnal sample mean deﬁning the
upper bound H∗ on an acceptable conﬁdence-interval half-length;
if an absolute precision requirement is given then set RelPrec← ‘no’ and
H∗ ← the user-speciﬁed upper bound on an acceptable conﬁdence-interval half-length;
if no precision level is speciﬁed then set RelPrec← ‘no’, r∗ ← 0, and H∗ ← 0.
[1] Start (or restart) the simulation to generate the observations Xn0     X ni;
Compute the ki batch means  Yj mi   j = 1     k i  and the truncated grand mean
resulting from deletion of the initial spacer  Y1 mi  Y2 mi  ,
Y m i k
 
i  ←
1
k 
imi
ni  
 =2mi+1
X  =
1
k 
i
ki  
j=3
Yj mi  
if IndTestPassed=‘yes’, then goto [3];
if MVTestPassed=‘yes’, then goto [7];
Using the von Neumann statistic Qk 
i given by (5), test the hypothesis
ind:  Yj mi   j = 3     k i  are i.i.d.;
if
 
 Qk 
i
 
  >  −1 1− ind/2  so that ind is rejected, then goto [6].
[2] Update the independence-test status indicator IndTestPassed ← ‘yes’.
[3] Calculate the sample variance of the batch means and
the NOBM conﬁdence-interval half-length
S
2
mi k 
i
←
1
k 
i −1
ki  
j=3
 
Yj mi −Y m i k
 
i 
 2
and H ← t1− /2 k 
i−1
Smi k 
i  
k 
i
 
where t1− /2 ki−1 is the 1− /2 quantile of Student’s t-distribution; construct the classical NOBM conﬁdence interval
Y m i k
 
i ±H 
if RelPrec=‘yes’ then H∗ ← r∗  
 Y m i k 
i 
 
 ;
if (H ≤ H∗) or (r∗ = 0 and H∗ = 0), then deliver Y m i k 
i ±H and stop.
[4] Estimate the additional number of batches needed to satisfy the precision requirement
k
+
i ←
  
H
H∗
 2
k
 
i
 
−k
 
i 
if ki +k
+
i ≤ 1,502 then
ki+1 ← ki +k
+
i , k 
i+1 ← k 
i +k
+
i , and mi+1 ← mi;
else
ki+1 ← ki, k 
i+1 ← k 
i, and mi+1 ←
 √
2mi
 
.
[5] Calculate the new sample size ni+1 ← ki+1mi+1, update n0 ← ni +1, and
increment the iteration index i ← i+1;
goto [1].
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Figure 2 (Continued)
[6] Using the multivariate Shapiro-Wilk statistic W ∗
i given by (6), test the hypothesis
mvn:
 
 Y3+ j−1 6 mi  Y4+ j−1 6 mi  Y5+ j−1 6 mi  Y6+ j−1 6 mi    j = 1     16
 
have a common quadrivariate normal distribution;
if W ∗
i <w ∗
 mvn 4 16  so that mvn is rejected, then
ki+1 ← 96, k 
i+1 ← ki+1 −2, mi+1 ←
 √
2mi
 
,
ni+1 ← ki+1mi+1, n0 ← ni +1, and i ← i+1;
goto [1];
else
update the normality-test status indicator MVTestPassed ← ‘yes’;
goto [7].
[7] Fit an ARMA process to the k 
i batch means  Y3 mi      Y ki mi  ;
compute the variance estimators   Var Y mi   and   Var
 
Y m i k 
i 
 
from the ARMA ﬁt;
insert   Var Y mi   and   Var
 
Y m i k 
i 
 
into (19) and (20) to calculate estimates
   2 and    4 of the second and fourth cumulants of the NOBM t-ratio;
calculate the half-length of the correlation-adjusted conﬁdence interval
H ←
  
1+
   2 −1
2
−
   4
8
 
z1− /2 +
   4
24
z
3
1− /2
  
  Var Y mi  
k 
i
 
where z1− /2 =  −1 1− /2 ; construct the correlation-adjusted conﬁdence interval
Y m i k
 
i ±H 
if RelPrec=‘yes’ then H∗ ← r∗  
 Y m i k 
i 
 
 ;
if (H ≤ H∗) or (r∗ = 0 and H∗ = 0), then deliver Y m i k 
i ±H and stop;
else
goto [4].
3. Testing Batch Means for
Independence and Joint
Normality
ASAP begins on iteration 1 with a user-speciﬁed ini-
tial batch size m1 (by default m1 = 16), requiring
data for k1 = 96 initial batches. The results of exten-
sive experimentation show that ASAP performs well
with this initial batch size, even for processes which
are highly dependent or whose marginal distribu-
tions exhibit marked departures from normality. As
detailed in the following discussion, there were sev-
eral reasons for setting the initial batch count k1 =
96. While an initial sample size of n1 = k1m1 = 1 536
observations may be excessive with respect to the
user’s precision requirement or computing budget in
some applications, usually it is easy and inexpensive
to generate.
In an effort to address the start-up problem, we
exclude the ﬁrst two batches from the computation
of overall statistics for the batch means. More gen-
erally, on each iteration of ASAP we use a spacer
(Conway 1963, Fox et al. 1991) consisting of two adja-
cent batches so that simulation-generated observa-
tions separated by at least one spacer are assumed
to be “practically independent.” If the batch size is
large enough so that the batch means remaining after
deletion of the initial spacer pass the test for inde-
pendence or the test for multivariate normality as
detailed below, then our computational experience
with ASAP in a wide variety of applications has sug-
gested that the corresponding spacer provides a rea-
sonable warmup period (statistics clearing time) for
eliminating the effects of initialization bias. (We rec-
ognize that our trial-and-error approach to setting the
size of the spacer in ASAP is not entirely satisfactory,
and the deﬁnitive resolution of this issue is the sub-
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ject of ongoing work.) From the k 
1 = k1−2 = 94 batch
means  Yj m1   j = 3     k 1  retained for conﬁdence-
interval construction on iteration 1 of ASAP after
deletion of the initial spacer, we compute the sample
mean and variance,
Y m 1 k
 
1  = 1
k 
1
k1  
j=3
Yj m1 
and
S
2
m1 k 
1 = 1
k 
1−1
k1  
j=3
 
Yj m1 −Y m 1 k
 
1 
 2
 
respectively. (To simplify the subsequent notation,
throughout the rest of this paper we deﬁne aggregate
batch statistics like Y m 1 k 
1  and S2
m1 k 
1 to exclude the
ﬁrst two batches from the entire data set accumulated
so far.) The k 
1 retained batch means are tested for
independence using von Neumann’s ratio of the sam-
ple mean square successive difference to the sample
variance (von Neumann 1941, Fishman 1978),
Ck 
1 = 1−
 k1−1
j=3
 
Yj  m1 −Yj+1 m1 
 2
2 k 
1−1 S2
m1 k 
1
 
If the batch means  Yj m1   j =3     k 1  are i.i.d. nor-
mal and k 
1 ≥ 20, then the critical values of the stan-
dardized test statistic
Qk 
1 = Ck 
1
  
 k 
1−2 /  k 
1 2−1  (5)
are extremely close to the critical values of the
N 0 1  distribution (Young 1941); and substantial
positive (respectively, negative) lag-one correlation
between the batch means results in signiﬁcant posi-
tive (respectively, negative) values of the standardized
test statistic (5) (Fishman 1978). In our experience the
test statistic (5) based on a sample of size k 
1 = 94 has
sufﬁcient power to detect a wide variety of depar-
tures from randomness even when the batch means
are nonnormal; this is one of the main reasons for the
relatively large number of batches used in ASAP.
Because the results detailed in Steiger and Wil-
son (2001, Figure 2) show that the lag-one correlation
between batch means is not always a positive decreas-
ing function of the batch size, we chose to use a two-
sided test for independence of the batch means with
test size  ind = 0 20. Thus, on iteration 1 of ASAP we
reject the hypothesis that the batch means  Yj m1   j =
3     k 1  are i.i.d. at the level of signiﬁcance  ind
if
 
 Qk 
1
 
  >  −1 1− ind/2 , where  −1 ·  denotes the
inverse of the standard normal distribution function.
This is comparable to using a one-sided test of size
 ind = 0 10 in the LBATCH and ABATCH procedures
(Fishman and Yarberry 1997, Fishman 1998), where
the hypothesis of independence is rejected if Qk 
1 >
 −1 1− ind . If the batch means  Yj m1   j =3     k 1 
pass the independence test, then ASAP constructs the
classical NOBM conﬁdence interval (4) with midpoint
Y =Y m 1 k 
1  and half-length H =t1− /2 k 
1−1Sm1 k 
1/
 
k 
1.
If the batch means fail the independence test on
iteration 1 of ASAP, then we test the batch means
for multivariate normality by constructing 16 four-
dimensional vectors whose components are adjacent
batch means. After each group of four adjacent batch
means, we allocate a spacer consisting of two adjacent
batch means that will be ignored to obtain approx-
imately independent 4×1 random vectors  y   =
1     16  as depicted in the following layout:
Y3 m1  Y4 m1  Y5 m1  Y6 m1 
      
1st  4×1  vector y1
 Y7 m1  Y8 m1 
      
ignored spacer
 
Y9 m1  Y10 m1  Y11 m1  Y12 m1 
      
2nd  4×1  vector y2
 Y13 m1  Y14 m1 
      
ignored spacer
 
    Y93 m1  Y94 m1  Y95 m1  Y96 m1 
      
16th  4×1  vector y16
 
We apply the Shapiro-Wilk test for multivariate nor-
mality (Malkovich and Aﬁﬁ 1973) to the resulting data
set  y    = 1     16 . Although normality of each
four-dimensional random vector y  is not sufﬁcient
to ensure joint normality of all k 
1 = 94 batch means
(Stuart and Ord 1994, Exercise 15.20), our computa-
tional experience strongly suggests that this approach
to testing for joint normality of the batch means is
effective in practical applications of ASAP (Steiger
1999). Thus, another reason for the choice of 96 ini-
tial batches is that it yields a reasonably sensitive test
for multivariate normality of the batch means on each
iteration of ASAP requiring such a test.
Given a random sample  y   = 1     g  of size
g consisting of r × 1 random vectors, we perform
the Shapiro-Wilk test for multivariate normality as
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follows. First, we compute the sample statistics y =
g−1 g
 =1y  and A =
 g
 =1 y  −y  y  −y T. Through-
out the rest of this discussion, we assume that A is
nonsingular with probability one. This property can
be ensured, for example, by a mild technical require-
ment detailed by Tew and Wilson (1992, p. 91), pro-
vided that the replication count g>r ; and because
we take r = 4 and g = 16 on the ﬁrst iteration (and
all subsequent iterations) of ASAP requiring the test
for multivariate normality, with probability one we
can identify the observation y† ∈  y    = 1     g 
for which  y† −y TA−1 y† −y  = max =1     g  y  −y T
A−1 y −y  . We computeZ  ≡ y†−y TA−1 y −y  for
  = 1     g; and we sort these quantities in ascend-
ing order to obtain the corresponding order statistics
Z 1  <Z  2  <···<Z  g . Let      =1     g denote the
coefﬁcients of the univariate Shapiro-Wilk statistic for
a random sample of size g (see Royston 1982a, 1982b).
If iteration 1 of ASAP requires the test for multivariate
normality, then the corresponding Shapiro-Wilk test
statistic is given by
W
∗
1 =
  g
 =1  Z   
 2
 y†−y TA−1 y†−y 
(6)
(Malkovich and Aﬁﬁ 1973). The null hypothesis that
the random vectors  y   =1     g observed on iter-
ation 1 of ASAP have a common r-dimensional non-
singular normal distribution is rejected at the level of
signiﬁcance  mvn (0 <  mvn < 1) if W ∗
1 <w ∗
 mvn r g  
where w∗
 mvn r g  denotes the  mvn quantile of the null
distribution of W ∗.
During preliminary experimentation with ASAP on
the same six processes that were used in our investi-
gation of the convergence properties of batch means
(Steiger 1999, Steiger and Wilson 2001), we found that
ASAP delivered the best overall results in terms of
conﬁdence-interval coverage probability when we set
 ind = 0 20 and  mvn = 0 10. Subsequently, we used
these values in the comprehensive experimental per-
formance evaluation of ASAP that is described in §7.
Gaining a more complete understanding of the joint
effect of these two parameters on the performance of
ASAP is the subject of ongoing research.
On the ith iteration of ASAP for i = 1 2      we
let ki and mi, respectively, denote the batch count and
the batch size. An additional iteration of ASAP will
be required if the following conditions occur simulta-
neously on iteration i:
1. The independence test yields a signiﬁcant value
of the von Neumann statistic Qk 
i similar to (5) at the
level of signiﬁcance  ind when this test is applied to
the k 
i =ki−2 batch means remaining after deletion of
the initial spacer; and then
2. The normality test yields a signiﬁcant value of
the multivariate Shapiro-Wilk statistic W ∗
i similar to
(6) at the level of signiﬁcance  mvn when this test
is applied to the corresponding sample of 16 four-
dimensional random vectors formed from groups of
four adjacent batch means, with a spacer after each
group.
If conditions 1 and 2 above both occur on itera-
tion i, then on iteration i+1 the batch size and batch
count are respectively taken to be mi+1 = 
√
2mi  and
ki+1 =ki so that the total required sample size is ni+1 =
mi+1ki+1; thus, the user must provide the additional
simulation responses  Xj j= ni +1     n i+1  before
executing iteration i+1 of ASAP.
4. Building Time-Series Models
for Dependent Normal
Batch Means
If the k  = k−2 batch means fail the test for indepen-
dence but pass the test for normality, then we seek to
adjust the classical NOBM conﬁdence interval (4) in
which k  replaces k by taking into account the devi-
ation of the distribution of the corresponding NOBM
t-ratio (3) from the usual Student’s t-distribution with
k  −1 degrees of freedom. (In §§4–5, we suppress the
index i of the current iteration of ASAP to simplify
the notation; no confusion can result from this simpli-
ﬁcation because the iteration index remains the same
throughout this section and the next one.) Our adjust-
ment to the critical value t1− /2 k −1 of Student’s t-
distribution with k  −1 degrees of freedom is based
on an inverted Cornish-Fisher expansion for (3) that
involves the ﬁrst four cumulants of (3). In the next
section, we develop expressions for the ﬁrst four
noncentral moments and cumulants of (3) in terms
of Var Y m   and Var Y m k   . To compute sam-
ple estimators of Var Y m   and Var Y m k   ,w e
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ﬁt an autoregressive-moving average (ARMA) time-
series model (Box et al. 1994) to the sequence of
k  batch means  Yj m   j = 3     k . For the batch
means variance estimator   Var Y m  , we take the
usual maximum-likelihood estimator of the variance
of the ﬁtted ARMA process (see Chapter 7 of Box
et al. 1994), and for the grand mean variance estimator
  Var Y m k    we derive a similar statistic based on
the estimated covariances between all relevant batch
means expressed in term of the maximum-likelihood
estimators of the parameters of the ﬁtted ARMA
process.
If the batch means pass the normality test detailed
in §3, then an ARMA process of order at most 2 is
ﬁtted to the set of k  = 94 batch means. This is based
on the observation that in practice, adequate repre-
sentations of many stationary time series are achieved
by ARMA(p q) models with p + q ≤ 2; see Ander-
son (1976, p. 45). Generally, however, identiﬁcation
and estimation of ARMA models should be based
on at least 50 and preferably 100 or more observa-
tions (Box et al. 1994, p. 17), and this is the ﬁnal rea-
son that ASAP requires an initial batch count close
to 100. The following ARMA models may be ﬁtted to
the batch means  Yj m   j = 3     k : AR(1), AR(2),
MA(1), MA(2), and ARMA(1 1). Adapting the nota-
tion in Box et al. (1994) to the notation used here,
we let   ˜ Yj−2 ≡ Yj m −  X j= 3     k  denote the
corresponding deviations from the steady-state mean
 X. The  th observation of an AR(1) process can be
expressed as
˜ Y  =  1 ˜ Y −1+a  for   = 1 2      (7)
where  1 is the autoregressive parameter and a 
is an independent normal “shock” with mean zero
and variance  2
a. Similarly, for the second-order
autoregressive process, AR(2), we have ˜ Y  =  1 ˜ Y −1+
 2 ˜ Y −2 +a  for   = 1 2    . Fits of ﬁrst- and second-
order moving average processes are also performed,
where ˜ Y  = a  −  1a −1 for   = 1 2      represents
the MA(1) process; and ˜ Y  = a  − 1a −1 − 2a −2 for
  = 1 2      is the MA(2) process. We also ﬁt an
ARMA(1 1) time-series model, given by ˜ Y  = 1 ˜ Y −1+
a − 1a −1 for   = 1 2     
IMSL routines (IMSL Problem Solving Software
Systems 1987) are used to estimate the autoregressive-
moving average parameters, the residual variance,
 2
a, and the process variance, Var
  ˜ Y 
 
, for the ﬁve
ARMA models. Then the “best” ﬁt of the ﬁve mod-
els is chosen. Preference is given to the AR(1) model
(7) because in all our computational experience with
ASAP, the AR(1) model has consistently produced
superior ﬁts to simulation-generated sequences of
batch means (Steiger 1999). If the MA(1) model has
a residual variance less than or equal to 75% of the
residual variance from the AR(1) model, then it is cho-
sen as the “best-ﬁtting” ﬁrst-order model. A second-
order model (that is, AR(2), MA(2), or ARMA(1 1))
is chosen only if its residual variance is less than or
equal to 50% of the residual variance of the “best-
ﬁtting” ﬁrst-order model. Although we found this
purely ad hoc approach for ﬁtting an ARMA model to
the batch means yielded more parsimonious models
with much less computational overhead than a model
selection procedure based on Akaike’s Information
Criterion (Akaike 1974), we found the performance of
ASAP (in terms of coverage probability for the deliv-
ered conﬁdence intervals) was nearly the same with
both approaches.
The estimators of Var Y m   and the parame-
ters from the ARMA ﬁt are then used to estimate
Var Y m k   :
  Var
 
Y m k
  
 
=
1
k 
k −1  
q=−k +1
 
1−
 q 
k 
 
   
Y m  q   (8)
where    
Y m  q  denotes the estimated lag-q covariance
of the batch means  Yj m   j = 3     k  based on the
ﬁtted time-series model. For an AR(1) process (7),
the covariance at lag q is given by Cov  ˜ Y   ˜ Y +q  =
 
 q 
1  2
a/ 1− 2
1 , for q = 0 ±1 ±2    . Thus, if (7) is
an adequate model of the batch means process for
batches of size m, and if    1 and    a denote the usual
maximum likelihood estimates of  1 and  a respec-
tively (Box et al. 1994, Chapter 7), then the estimated
covariances in (8) are
   
Y m  q  =
   
 q 
1
1−   2
1
   
2
a for q = 0 ±1 ±2      (9)
and a similar approach is taken when other ARMA
models are ﬁtted to the batch means process for a
given batch size m. In practice, we have found that
ASAP almost always uses the result (9) for the ﬁtted
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AR(1) model to compute the overall variance estima-
tor (8). See Steiger (1999) for complete details on the
time-series estimation techniques used in ASAP.
5. Conﬁdence-IntervalAdjustment
for Dependent Batch Means
In this section, we formulate an adjustment to the
usual NOBM conﬁdence interval (4) that accounts for
dependency between the batch means. The adjust-
ment is based on the ﬁrst four noncentral moments
of the NOBM t-ratio (3) in which k  replaces k.T o
simplify the discussion, we let
N ≡
√
k 
 
Y m k  − X
 
 
Var Y m  
and D≡
 
S
2
m k 
Var Y m  
 
(10)
respectively, denote the numerator and denominator
of the NOBM t-ratio on the right-hand side of Equa-
tion (3) based on k  batch means for batches of size
m. (As in §4, we suppress ASAP’s iteration index i
in this section.) To compute the moments of (3), we
make the following key assumptions.
Assumption A1. The batch means have a joint multi-
variate normal distribution.
Assumption A2. As deﬁned in (10), the numerator N
and denominator D of the t-ratio (3) are independent.
Assumption A3. The squared denominator D2 of the
t-ratio (3) is distributed as  2
k −1/ k −1 .
Notice that if A1 holds and the batch means are
independent, then A2 and A3 follow immediately. The
basis for A1 is ASAP’s test for multivariate normal-
ity; moreover, some theoretical and experimental evi-
dence for the reasonableness of A2 and A3 can be
found, respectively, in Equation (19) and in Figures
9–10 of Steiger and Wilson (2001).
Exploiting Assumptions A1–A3, we ﬁrst derive
expressions for appropriate moments of N and D sep-
arately. First, we observe that Assumption A1 yields
E N  = E
 
N
3 
= 0  (11)
since N is normal with mean zero when its compo-
nent batch means are jointly normal. An immediate
consequence of the deﬁnition of N is that
E
 
N
2 
=
k 
Var Y m  
E
  
Y m k
  − X
 2 
=
k Var Y m k   
Var Y m  
  (12)
Assumption A1 ensures that the fourth moment of
N is
E
 
N
4 
=
3 k  2Var
2
 
Y m k  
 
Var
2 Y m  
  (13)
because  Y m k   −  X /Var
1/2 Y m k    ∼ N 0 1 
when the batch means are multivariate normal and
the fourth moment of a N 0 1  random variable is
3. Under Assumption A3, straightforward calculation
reveals that
E D
−p  =
 
 
k −p−1
2
  
k −1
2
 p/2
 
 
k −1
2
 
for p = 1 2      and k
  ≥ p+2  (14)
Using (11)–(14) and Assumption A2, we compute
the ﬁrst four noncentral moments of (3). From (11),
(14), and Assumption A2, we have
 p ≡ E t
p  = E N
p E D
−p  = 0
for p = 1 3 and k
  ≥ 5  (15)
From (12), (14), and Assumption A2, we obtain
 2 ≡ E
 
t
2 
= E
 
N
2 
E
 
D
−2 
=
k Var
 
Y m k  
 
Var Y m  
 k −1 
 k −3 
for k
  ≥ 4  (16)
Similarly, from (13), (14), and Assumption A2, we see
that
 4 ≡ E
 
t
4 
= E
 
N
4 
E
 
D
−4 
=
3 k  2Var
2
 
Y m k  
 
Var
2 Y m  
 k −1 2
 k −3  k −5 
for k
  ≥ 6  (17)
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The adjusted conﬁdence intervals used in ASAP are
based on an inverted Cornish-Fisher expansion for
the NOBM t-ratio (3) that involves the cumulants  1,
 2,  3, and  4 of (3). From (15), (16), and (17), together
with §3.14 of Stuart and Ord (1994), we have
 p =  p = 0 for p = 1 3 and k  ≥ 5  (18)
 2 =  2 =
k  k −1 Var
 
Y m k  
 
 k −3 Var Y m  
for k
  ≥ 4  (19)
and
 4 =  4− 
2
2
=
2 k  2 k −1 2Var
2
 
Y m k  
 
 k −3 2 k −5 Var
2 Y m  
for k
 ≥6  (20)
In terms of the cumulants (18)–(20), we obtain the fol-
lowing adjusted 100 1−  % conﬁdence interval for
 X based on k  batch means for batches of size m,
Y m k
  ±  z1− /2 
Sm k 
√
k   
where z1− /2 =  −1 1− /2  and
  z1− /2  =
 
 1−
 3
6
 
+
 
1+
 2−1
2
−
 4
8
+
5 2
3
36
 
z1− /2
+
 3
6
z
2
1− /2+
 
 4
24
−
 2
3
18
 
z
3
1− /2  (21)
Result (21) is obtained from the inverted Cornish-
Fisher expansion (6.56) of Stuart and Ord (1994) based
on a standard normal density; see also Chien (1989).
In expressions (19) and (20) for the cumulants
 2 and  4 of the NOBM t-ratio, we replace the
quantities Var Y m   and Var Y m k   , respectively,
by the variance estimators   Var Y m   =    
Y m  0  and
  Var Y m k   that are obtained from standard results
similar to (9) and from relation (8) by ﬁtting an ARMA
process to the batch means  Yj m   j = 3     k . This
procedure yields the following correlation-adjusted
100 1−  % conﬁdence interval for  X:
Y m k
   ±
  
1+
   2−1
2
−
   4
8
 
z1− /2+
   4
24
z
3
1− /2
 
×
 
  Var Y m  
k    (22)
6. Fulﬁlling the Precision
Requirement
The ﬁnal step in ASAP is to determine whether the
current conﬁdence interval satisﬁes the user’s preci-
sion requirement. On iteration i of ASAP, the preci-
sion requirement has the form
H ≤H
∗=

     
     
   for no user-speciﬁed precision level;
r∗ 
 Y m i k 
i 
 
   for a user-speciﬁed
relative precision level;
max acceptable CI half-length, for user-
speciﬁed absolute precision level.
(23)
If (23) is satisﬁed, then ASAP terminates, returning a
conﬁdence interval with midpoint Y = Y m i k 
i  and
half-length H. If the precision requirement (23) is not
satisﬁed on iteration i of ASAP, then we estimate the
number of additional batches k
+
i with batch size mi
that are required to satisfy (23),
k
+
i =
  
H
H∗
 2
k
 
i
 
−k
 
i  (24)
and in general iteration i+1 of ASAP will require the
user to provide k
+
i mi additional observations of the
target output process  X  .
To simplify the operation of ASAP, we speciﬁed an
upper limit on the number of batches that may be
used on each iteration of the algorithm. Preliminary
experiments with ASAP revealed that 1,500 is a rea-
sonable upper limit on the number of batch means
maintained by ASAP. If for iteration i +1 the pro-
jected total number of batches ki +k
+
i > 1,502, then a
new batch size, mi+1 ← 
√
2mi , is calculated and the
batch count remains ﬁxed so that ki+1 ← ki. If, how-
ever, for iteration i+1 the projected total number of
batches ki+k
+
i ≤1,502, then a new batch count, ki+1 ←
ki +k
+
i , is calculated and the batch size remains ﬁxed
so that mi+1 ← mi. Thus, if the precision requirement
(23) is not satisﬁed on iteration i of ASAP, then iter-
ation i+1 will be required in which the number of
batches ki+1 ≤ 1,502, the batch size is mi+1, and the
total sample size is ﬁnally taken to be ni+1 ← mi+1ki+1
so that the user must provide the additional simula-
tion responses  X   = ni +1     n i+1  before rerun-
ning ASAP.
Management Science/Vol. 48, No. 12, December 2002 1579STEIGER AND WILSON
Improved Batch Means Procedure for Simulation Output Analysis
We begin iterationi+1 of ASAP by deleting the ﬁrst
two batches of size mi+1 from the entire simulation-
generated data set  X   = 1     n i+1 ; then we com-
pute the batch means for the remaining k 
i+1 = ki+1−2
batches. If an ARMA model was used in construct-
ing a correlation-adjusted conﬁdence interval on the
previous iteration, then an updated ARMA model is
ﬁtted to the current set of k 
i+1 batch means. More-
over, in this situation new estimates of Var Y mi+1  ,
Var Y m i+1 k 
i+1  ,  2, and  4 are computed from
the new ARMA model; then the updated conﬁdence
interval (22) is constructed. If the classical NOBM con-
ﬁdence interval (4) was used on the previous itera-
tion of ASAP, then (4) is updated using the current
set of batch means. If the precision requirement (23)
is satisﬁed on iteration i+1, then ASAP terminates,
returning a conﬁdence interval with midpoint Y =
Y m i+1 k 
i+1  and the associated half-length H.I ft h e
precision requirement (23) is not satisﬁed, then the
rest of iteration i+1 of ASAP proceeds along the same
lines as described in the preceding paragraph for iter-
ation i.
Iterations of ASAP that are executed to satisfy the
precision requirement (23) do not involve retesting
the batch means for independence or normality. After
ASAP has evaluated (24) (that is, Step [4] of Fig-
ure 2) to estimate the batch count required to sat-
isfy (23) using either a classical NOBM conﬁdence
interval of the form (4) or a correlation-adjusted con-
ﬁdence interval of the form (22), all subsequent iter-
ations of ASAP involve conﬁdence intervals of the
same form. We believe that the precision requirement
should not affect the form of the conﬁdence interval;
instead, the characteristics of the marginal distribu-
tion and the dependency structure of the target out-
put process should determine the type of conﬁdence
interval delivered by ASAP. In cases where large sam-
ple sizes are required, the corresponding batch means
may indeed appear to be approximately independent;
in such situations, both types of conﬁdence intervals
will yield nearly the same results.
7. ExperimentalPerformance
Evaluation
To evaluate the performance of ASAP with respect
to the coverage probability of its conﬁdence intervals,
the mean and variance of the half-length of its conﬁ-
dence intervals, and its total sample size, we applied
ASAP together with the ABATCH and LBATCH algo-
rithms (Fishman and Yarberry 1997, Fishman 1998) to
a suite of 20 test problems. This suite includes some
standard problems used for testing simulation out-
put analysis procedures, some problems that more
closely resemble real-world applications, and some
problems possessing characteristics that we believe
will strain any output analysis procedure—namely,
a pronounced, slowly decaying autocorrelation func-
tion or markedly nonnormal marginal distributions
(or both). Included in our 20 test problems are the 14
stochastic models that Law and Carson (1979) used
to test their batch means algorithm. In this section
we summarize the results of our experimentation on
three of the test problems. The steady-state mean
response is available analytically for each of these test
problems; thus, we were able to evaluate the perfor-
mance of ABATCH, ASAP, and LBATCH in terms
of actual versus nominal coverage probabilities for
the conﬁdence intervals delivered by each of these
procedures. Experimental results for the 17 remain-
ing test problems are not presented here because they
contribute little additional insight into the relative
performance of the algorithms. See Steiger (1999) or
Steiger and Wilson (2000) for complete details on the
experimental performance evaluation for all 20 test
problems.
For each test problem to be simulated, we per-
formed 400 independent replications of each batch
means procedure to construct nominal 90% conﬁ-
dence intervals that satisfy three different precision
requirements:
(a) No precision requirement—that is, we contin-
ued the simulation of each test problem until ASAP
delivered a conﬁdence interval based on 94 batches of
the size at which the batch means passed either the
test for independence (5) or the test for normality (6)
without considering a precision requirement;
(b) ±15% precision—that is, we continued the sim-
ulation of each test problem until ASAP delivered a
conﬁdence interval that satisﬁed (23) with r∗ = 0 15;
and
(c) ±7 5% precision—that is, we continued the sim-
ulation of each test problem until ASAP delivered a
conﬁdence interval that satisﬁed (23) with r∗ = 0 075.
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We selected a nominal coverage probability of 90%
for all conﬁdence intervals to conform to the exper-
imental results of Law and Carson (1979). Although
ASAP was not designed for use in case (a) above
(that is, with no precision requirement), we selected
the precision requirements (a)–(c) for consistency with
the results of Law and Carson. On the other hand,
whereas Law and Carson performed 100 indepen-
dent replications of each batch means procedure,
we used 400 replications so that for each estimated
coverage probability reported in this paper, the asso-
ciated standard error is at most 2.5%. Although Fish-
man and Yarberry (1997) reported the performance
of the LBATCH and ABATCH procedures for 1,000
replications of a simulation of the M/M/1 queue that
generated n = 221 = 2 097 152 observations of wait-
ing time in the queue on each run, it is not entirely
clear from their reported results how LBATCH and
ABATCH will perform in the M/M/1 queue and in
other stochastic systems when the run length n is
determined either automatically by a stopping rule or
manually by direct user intervention.
Since ABATCH and LBATCH do not explicitly
determine a sample size required to satisfy any kind
of user-speciﬁed performance requirement on the
conﬁdence interval that is ﬁnally delivered, we passed
to the ABATCH and LBATCH algorithms the same
data sets whose ﬁnal sample size was determined
by ASAP. We used the defaults in ABATCH and
LBATCH for the initial number of batches and the
initial batch size (Fishman and Yarberry 1997, Fish-
man 1998). Based on all our computational experience
with ASAP, we believe that the results given below
are typical of the performance of ASAP that can be
expected in many practical applications. For a num-
ber of reasons elaborated in §7.1.1 below, it is not clear
that a similar statement can be made about ABATCH
and LBATCH; nevertheless, the results given below
do provide an arguably fair basis for comparing the
performance of ABATCH, LBATCH, and ASAP. As
the reviewers of this paper pointed out, LBATCH or
ABATCH could be augmented with a stopping rule
to determine the sample size necessary to deliver a
conﬁdence interval that satisﬁes a user-speciﬁed pre-
cision requirement. However, the experimental results
presented in Table 2 reveal that it is not sufﬁcient
simply to augment LBATCH or ABATCH with stan-
dard absolute or relative precision stopping rules as
we have done with ASAP; instead, it appears that
LBATCH and ABATCH will require a fundamentally
different approach to the formulation and automation
of an effective stopping rule.
7.1. Results for Selected Test Problems
7.1.1. Queueing Systems. We applied ABATCH,
LBATCH, and ASAP to the waiting-time process in
the M/M/1 queue with server utilization   = 0 9 and
an empty-and-idle initial condition. This is a partic-
ularly difﬁcult test problem for several reasons: (a)
the initialization bias is large and decays relatively
slowly, (b) in steady-state operation the autocorre-
lation function of the waiting-time process decays
very slowly with increasing lags (Steiger and Wil-
son 2001, Figure 1), and (c) in steady-state opera-
tion the marginal distribution of waiting-times has
an exponential tail and is therefore markedly nonnor-
mal. Because of these characteristics, we can expect
slow convergence to the classical requirement that the
batch means are i.i.d. normal random variables. The
experimental results for the M/M/1 queue waiting
times are summarized in Table 1. This test problem
most dramatically displays one of the advantages of
ASAP—namely, that it does not rely solely on the von
Neumann (1941) test for independence. In fact, on 387
out of 400 replications of the procedure, ASAP deliv-
ered correlation-adjusted conﬁdence intervals of the
form (22).
As can be seen from Table 1, ASAP substantially
outperforms ABATCH and LBATCH with respect to
conﬁdence-interval coverage for all three precision
requirements, but for the case of no precision require-
ment, the resulting sample sizes and conﬁdence-
interval half-lengths delivered by ASAP are highly
variable. This is one of the reasons for the rela-
tively poor performance of LBATCH and ABATCH
with respect to conﬁdence-interval coverage proba-
bility in the no precision case—many of the sample
sizes determined by ASAP are either much smaller
or much larger than the overall average sample size
of 5,873; and for the below-average sample sizes,
the conﬁdence intervals delivered by LBATCH and
ABATCH frequently failed to cover the true mean,
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Table 1 Performance of Batch MeansProceduresfor the M/M/1
Queue Waiting-Time Process with   = 0 9 Based on 400 Inde-
pendent Replicationsof Nominal 90% Conﬁdence Intervals
Procedure
Precision
requirement LBATCH ABATCH ASAPa
NO PRECISION
avg.sample size 5  873
coverage 43% 56% 81%
avg.CI half-length 1  84 2 79 18 2
var.CI half-length 1  09 4 66 3 506
±15% PRECISION
avg.sample size 117  856
coverage 78% 83% 93%
avg.CI half-length 0  73 0 83 1 19
var.CI half-length 0  014 0 014 0 022
±7 5% PRECISION
avg.sample size 321  468
coverage 82% 86% 93%
avg.CI half-length 0  48 0 54 0 62
var.CI half-length 0  004 0 005 0 003
aNo.of classical and correlation-adjusted CIs generated by ASAP: 13 and
387, respectively.
while ASAP’s much wider conﬁdence intervals usu-
ally did cover the true mean. On the other hand,
for the large sample sizes generated in the no preci-
sion case, LBATCH, ABATCH, and ASAP all tended
to yield conﬁdence intervals that covered the true
mean. We reiterate that ASAP was not designed to
be used without a precision requirement, and we
have included the results for the case of no preci-
sion requirement to illustrate the risks associated with
using any batch means procedure in this way. As we
demand more precision, we are of course forced to
perform more sampling. The results for the preci-
sion requirement of ±7 5% suggest that ABATCH and
LBATCH may deliver satisfactory conﬁdence inter-
vals if these procedures are supplied with an ade-
quate amount of data. A desirable feature of ASAP
is that it automatically determines a sample size that
is usually sufﬁcient for ASAP to deliver a conﬁdence
interval with an acceptable coverage probability.
For queueing times in the M/M/1 queue with
server utilization   = 0 9, Table 2 displays additional
results that were obtained through standalone appli-
cation of LBATCH and ABATCH, where each proce-
dure operated with the following:
(a) A stopping rule based on a user-speciﬁed rel-
ative precision requirement for the ﬁnal conﬁdence
interval, and
(b) An initial sample size of n1 observations, where
we took not only n1 = 1,536 (the initial sample size
required for ASAP) but also n1 = 4,096 (a sample
size used by Alexopoulos and Seila 1998 in applying
LBATCH and ABATCH to M/M/1 waiting times).
After we performed the simulation with an ini-
tial run length of n1 observations, we applied the
precision requirement to the ﬁnal conﬁdence interval
constructed by LBATCH or ABATCH. If the preci-
sion requirement was not satisﬁed, then we calcu-
lated an estimate similar to (24) for the number of
additional observations needed to satisfy the preci-
sion requirement, we generated the additional obser-
vations, and we executed LBATCH or ABATCH again
with all the accumulated observations. This process
was repeated until the ﬁnal conﬁdence interval deliv-
ered by LBATCH or ABATCH satisﬁed the preci-
sion requirement. Although LBATCH and ABATCH
were not necessarily designed to be used in this way,
we believe that using this type of stopping rule is
a natural approach to planning steady-state simula-
tions and that the results in Table 2 provide a more
complete perspective on the relative performance of
LBATCH and ABATCH versus ASAP. Because our
applications of ABATCH and LBATCH were com-
pletely automated to perform 400 replications of each
procedure, we did not manually analyze the conver-
gence of the sample estimators delivered by LBATCH
and ABATCH on each application of these proce-
dures along the lines suggested by Fishman (1998).
We believe that the results of Tables 1 and 2 high-
light the performance advantages achieved by ASAP
without requiring subjective analysis or manual inter-
vention by the user.
From Table 2 we see that for M/M/1 queue waiting
times with server utilization   = 0 9, if LBATCH and
ABATCH are run until a relative precision require-
ment is satisﬁed, conﬁdence-interval coverage proba-
bility can be severely degraded, especially when the
precision requirement is so “loose” that it leads to rel-
atively little additional sampling. Note that the sam-
ple sizes in Table 2 are smaller than those required
by ASAP to achieve the same precision. For example,
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Table 2 Performance of LBATCH and ABATCH under a Relative Precision Requirement for M/M/1 Queue
Waiting Timeswith   = 0 9 Based on 400 Independent Replications of Nominal 90% Conﬁdence
Intervals
Procedure
Precision LBATCH ABATCH
requirement n1 = 1 536 n1 = 4 096 n1 = 1 536 n1 = 4 096
NO PRECISION
avg.sample size 1  536 4 096 1 536 4 096
coverage 36% 53% 53% 60%
avg.CI half-length 1  743 2 160 3 049 2 528
var.CI half-length 0  801 1 705 4 991 2 237
±15% PRECISION
avg.sample size 22  935 59 608 39 281 39 217
coverage 58% 60% 71% 72%
avg.CI half-length 1  105 0 9683 1 172 1 177
var.CI half-length 0  0843 0 0812 0 0348 0 0356
±7 5% PRECISION
avg.sample size 163  388 164 111 223 572 222 357
coverage 75% 74% 83% 82%
avg.CI half-length 0  600 0 599 0 609 0 611
var.CI half-length 0  004 0 004 0 003 0 003
with an initial sample size of n1 = 1,536, ABATCH
required an average sample size of 223,572 to sat-
isfy a precision requirement of ±7 5%. This is approx-
imately 30% less than the average sample size of
321,468 required by ASAP.
Table 3 displays results for the tandem M/M/1/
M/1 queue (that is, two single-server stations in series
with exponential interarrival times at the ﬁrst station
and exponential service times at each station) hav-
ing server utilization   = 0 8 (expected response  X =
6 40) and an empty-and-idle initial condition. This
case is one of the eight queueing systems from Law
and Carson (1979) that were included in our evalua-
tion. From Table 3 we see that for the M/M/1/M/1
queue, ASAP performed better than ABATCH and
LBATCH for the no precision requirement and for
the precision requirement of ±15%. With a preci-
sion requirement of ±7 5%, ASAP, LBATCH, and
ABATCH all delivered coverage close to the nominal
level—although again these results are based on sam-
ple sizes determined by running ASAP ﬁrst.
7.1.2. Computer Models. One of the computer
models used by Law and Carson (1979) consists of
a central processing unit (CPU, or workcenter 1) and
M −1 peripheral units referred to as workcenters 2
Table 3 Performance of Batch MeansProceduresfor the M/M/1/M/1
Queue Waiting-Time Process with   = 0 8 Based on 400 Inde-
pendent Replicationsof Nominal 90% Conﬁdence Intervals
Procedure
Precision
Requirement LBATCH ABATCH ASAPa
NO PRECISION
avg.sample size 3  662
coverage 63% 72% 88%
avg.CI half-length 1  02 1 38 2 98
var.CI half-length 0  126 0 443 10 13
±15% PRECISION
avg.sample size 23  990
coverage 79% 81% 92%
avg.CI half-length 0  512 0 552 0 822
var.CI half-length 0  007 0 009 0 016
±7 5% PRECISION
avg sample size 66 056
coverage 86% 89% 94%
avg.CI half-length 0  334 0 456 0 434
var.CI half-length 0  002 0 003 0 002
aNo.of classical and correlation-adjusted CIs generated by ASAP: 19 and
381, respectively.
through M. The system has a ﬁxed number jobs, J,
in it. When a job is ﬁnished at the CPU, it leaves
the system with probability p1 and is immediately
replaced with another job at the CPU queue. If the job
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does not leave the system, then it is routed to periph-
eral unit   with probability p  for   = 2     M. After
getting service at one of the peripheral units, the job
leaves the system and is immediately replaced by a
job joining the CPU queue. The process of interest
is the response time of a job, i.e., the time between
the job’s arrival at the CPU queue and its departure
from the system. Law and Carson chose to simulate
this model for four cases. We present results of apply-
ing ASAP, LBATCH, and ABATCH to Law and Car-
son’s (1979) third case, in which there are J = 8 jobs
and M = 3 workcenters with respective service rates
 1 = 1 0,  2 = 0 45, and  3 = 0 05. Initially there are
ﬁve jobs at the CPU, one job at peripheral unit 2,
and two jobs at peripheral unit 3. In this system the
steady-state utilizations at the three workcenters are
0.44, 0.88, and 0.88, respectively; and the steady-state
expected response time for each job is 18.279.
Table 4 reveals that in this application the cover-
age losses incurred with all three procedures are sub-
stantial but not catastrophic. Notice that ASAP con-
structed correlation-adjusted conﬁdence intervals in
only 85 of the 400 runs of this system. Table 4 shows
Table 4 Performance of Batch MeansProceduresfor the Central
Server Model 3 Based on 400 Independent Replications of
Nominal 90% Conﬁdence Intervals
Procedure
Precision
requirement LBATCH ABATCH ASAPa
NO PRECISION
avg.sample size 2  279
coverage 76% 77% 78%
avg.CI half-length 1  36 1 42 1 37
var.CI half-length 0  137 0 177 0 149
±15% PRECISION
avg.sample size 2  279
coverage 76% 77% 77%
avg.CI half-length 1  36 1 415 1 37
var.CI half-length 0  137 0 177 0 147
±7 5% PRECISION
avg.sample size 2  676
coverage 77% 77% 78%
avg.CI half-length 1  216 1 254 1 19
var.CI half-length 0  056 0 70  033
aNo.of classical and correlation-adjusted CIs generated by ASAP: 315 and
85, respectively.
the worst performance that we have obtained in all
our experimentation with ASAP, and we included
these results for completeness. We also ran this sim-
ulation with a precision requirement of ±1%, and
we observed the following coverage probabilities for
the nominal 90% conﬁdence intervals delivered by
LBATCH, ABATCH, and ASAP: 90%, 91%, and 90%,
respectively. Clearly there are problems with the
small-sample performance of all three batch means
procedures in this system. Resolving ASAP’s perfor-
mance problems is the subject of ongoing research.
For experimental results on the other computer mod-
els used by Law and Carson (1979), see Steiger and
Wilson (2000) and Steiger (1999).
7.2. ComputationalCompl exity of ASAP
The most computationally intensive portion of ASAP
is the batching process, which runs in O n  time and
requires O 1  memory because data are passed to
ASAP via external ﬁles. Moreover, since ASAP uses a
ﬁxed number of batches not only in the tests for inde-
pendence and normality but also in ﬁtting an ARMA
model, the corresponding steps of the procedure run
in O 1  time and require O 1  memory. It follows that
each iteration of ASAP runs in O n  time and requires
O 1  memory.
Beyond this characterization of the computational
complexity of ASAP, we remark that performing hun-
dreds of replications of ASAP on the 20 selected
test problems enabled us to observe the actual per-
formance of ASAP in several thousand applications.
The number of batching operations, and hence the
actual computing time, was not onerous even in the
most difﬁcult cases. Given a sample size, any batch-
ing scheme would require similar time to execute.
For instance, with large sample sizes, LBATCH and
ABATCH involve many iterations, each of which
calls for rebatching the observations (Fishman and
Yarberry 1997, Fishman 1998). The other steps of
ASAP—testing for independence and normality, ﬁt-
ting an ARMA model, and calculating the correlation-
adjusted conﬁdence interval—require negligible com-
puter time in practice.
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8. Conclusions and
Recommendations
ASAP was originally designed for use in conjunc-
tion with a user-speciﬁed absolute or relative preci-
sion requirement on the ﬁnal conﬁdence interval; and
when it is used in this way, ASAP generally deliv-
ers conﬁdence intervals whose coverage probability
is close to the nominal level. However, when ASAP
is used without a precision requirement, the resulting
sample sizes and conﬁdence-interval lengths can be
highly variable. Although ASAP does not provide a
deﬁnitive resolution of all problems associated with
the batch means method for steady-state simulation
output analysis, there is good evidence to show that
its performance in practice compares favorably with
other well-known batch means procedures, and we
believe the basic approach of ASAP has the potential
to lead to new developments in the method of batch
means.
The results presented in this paper and in Steiger
(1999) and Steiger and Wilson (1999, 2000) suggest
several lines of investigation that have the poten-
tial to yield additional improvements in the perfor-
mance of ASAP. As mentioned in the beginning of
§3, we must achieve a more complete understand-
ing of the effect of ASAP’s spacer size on the fol-
lowing: (a) any initialization bias remaining in the
ﬁnal point estimator Y m k   delivered by ASAP, and
(b) the performance of the Shapiro-Wilk test (6) for
multivariate normality. Another promising direction
for future work is to replace Assumption A3 with a
more realistic hypothesis from which more accurate
estimates of the ﬁrst four cumulants of the NOBM
t-ratio (3) may be derived. Because ASAP showed
the poorest coverage probabilities when it delivered
classical NOBM conﬁdence intervals of the form (4),
further investigation of the role of the von Neumann
test (5) for independence in the operation of ASAP
may lead to modiﬁcations of ASAP that will yield
more robust conﬁdence intervals in a broad class of
stochastic simulation applications. Promising prelim-
inary results along some of these lines are presented
in Steiger et al. (2002). We are continuing our devel-
opment and evaluation of ASAP. Future develop-
ments concerning ASAP, including follow-up papers
and revised software, will be available on the website
 www.ie.ncsu.edu/jwilson .
Acknowledgments
The authors thank Christos Alexopoulos and David Goldsman
(Georgia Tech) and Stephen D. Roberts (North Carolina State Uni-
versity) for many enlightening discussions on this paper. Partially
on the basis of work documented in this paper, the ﬁrst author
won the 2000 Pritsker Doctoral Dissertation Award (Second Place)
from the Institute of Industrial Engineers. This research was par-
tially supported by the National Science Foundation under grant
number DMI-9900164.
References
Akaike, H. 1974. A new look at the statistical model identiﬁcation.
IEEE Trans. Automatic Control AC-19 716–723.
Alexopoulos, C., A. F. Seila. 1998. Advanced methods for simula-
tion output analysis. J. Banks, ed. Handbook of Simulation. John
Wiley & Sons, New York, 225–272.
Anderson, O. D. 1976. Time Series Analysis and Forecasting: The Box-
Jenkins Approach. Butterworth & Co., London, U.K.
Billingsley, P. 1968. Convergence of Probability Measures. John Wiley
& Sons, New York.
Box, G. E. P., G. M. Jenkins, G. C. Reinsel. 1994. Time Series Anal-
ysis: Forecastingand Control , 3rd ed. Prentice Hall, Englewood
Cliffs, NJ.
Chen, E. J., W. D. Kelton. 2000. A stopping procedure based on
phi-mixing conditions. R. R. Barton, J. A. Joines, K. Kang,
P. A. Fishwick, eds. Proc. 2000 Winter Simulation Conf.
Institute of Electrical and Electronics Engineers, Piscataway,
NJ, 617–626. Available online at  http:/ /www.informs-cs.
org/wsc00papers/083.PDF , retrieved August 13, 2002.
Chien, C. 1989. Small sample theory for steady state conﬁdence
intervals. Technical Report 37, Department of Operations
Research, Stanford University, Stanford, CA.
Conway, R. W. 1963. Some tactical problems in digital simulation.
Management Sci. 10(1) 47–61.
Fishman, G. S. 1978. Grouping observations in digital simulation.
Management Sci. 24(5) 510–521.
. 1998. LABATCH.2 for analyzing sample path data (online).
Department of Operations Research, University of North Car-
olina, Chapel Hill, NC. Available at  http:/ /www.unc.edu/
depts/or/downloads/tech_reports/ﬁshman/uncor97-04.ps ,
retrieved December 27, 2001.
, L. S. Yarberry. 1997. An implementation of the batch means
method. INFORMS J. Comput. 9(3) 296–310.
Fox, B. L., D. Goldsman, J. J. Swain. 1991. Spaced batch means.
Oper. Res. Lett. 10 255–263.
IMSL Problem Solving Software Systems 1987. User’s Manual:
STAT/LIBRARY. IMSL, Houston, TX.
Law, A. M., J. S. Carson. 1979. A sequential procedure for deter-
mining the length of a steady-state simulation. Oper. Res. 27(5)
1011–1025.
Management Science/Vol. 48, No. 12, December 2002 1585STEIGER AND WILSON
Improved Batch Means Procedure for Simulation Output Analysis
Malkovich, J. F., A. A. Aﬁﬁ. 1973. On tests for multivariate normal-
ity. J. Amer. Statist. Assoc. 68 176–179.
Royston, J. P. 1982a. An extension of Shapiro and Wilk’s W test for
normality to large samples. Appl. Statist. 31(2) 115–124.
. 1982b. Algorithm AS 181. The W test for normality. Appl.
Statist. 31 176–180.
Steiger, N. M. 1999. Improved batching for conﬁdence interval
construction in steady state simulation. Doctoral dissertation,
Department of Industrial Engineering, North Carolina State
University, Raleigh, NC. Available online at  http:/ /www.lib.
ncsu.edu/etd/public/etd-19231992992670/etd.pdf , retrieved
June 18, 2000.
, J. R. Wilson. 1999. Improved batching for conﬁdence inter-
val construction in steady-state simulation. P. A. Farrington,
H. B. Nembhard, D. T. Sturrock, G. W. Evans, eds. Proc. 1999
Winter Simulation Conf. Institute of Electrical and Electronics
Engineers, Piscataway, NJ, 442–451. Available online at  http:
/ /www.informs-cs.org/wsc99papers/061.PDF , retrieved June
18, 2000.
, . 2000. Experimental performance evaluation of batch-
means procedures for simulation output analysis. R. R.
Barton, J. A. Joines, K. Kang, P. A. Fishwick, eds. Proceedings
of the 2000 Winter Simulation Conf. Institute of Electrical
and Electronics Engineers, Piscataway, NJ, 627–636. Avail-
able online at  http:/ /www.informs-cs.org/wsc00papers/084.
PDF , retrieved January 6, 2001.
, . 2001. Convergence properties of the batch means
method for simulation output analysis. INFORMS J. Comput.
13(4) 277–293.
, . 2002. ASAP software and user’s manual (online).
Department of Industrial Engineering, North Carolina State
University, Raleigh, NC. Available online at  ftp:/ /ftp.ncsu.
edu/pub/eos/pub/jwilson/installasap.exe , retrieved June 23,
2002.
, E. K. Lada, J. R. Wilson, C. Alexopoulos, D. Goldsman,
F. Zouaoui. 2002. ASAP2: An improved batch means proce-
dure for simulation output analysis. E. Yücesan, C.-H. Chen,
J. L. Snowdon, J. M. Charnes, eds. Proc. 2002 Winter Simulation
Conf. Institute of Electrical and Electronics Engineers, Piscat-
away, NJ. Forthcoming.
Stuart, A., J. K. Ord. 1994. Kendall’s Advanced Theory of Statistics,
Volume 1: Distribution Theory, 6th ed. Edward Arnold, London,
U.K.
Tew, J. D., J. R. Wilson. 1992. Validation of simulation analysis meth-
ods for the Schruben-Margolin correlation-induction strategy.
Oper. Res. 40(1) 87–103.
von Neumann, J. 1941. Distribution of the ratio of the mean square
successive difference to the variance. Ann. Math. Statist. 12
367–395.
Young, L. C. 1941. On randomness in ordered sequences. Ann.
Math. Statist. 12 293–300.
Accepted by Paul Glasserman; received January, 26, 2001. This paper was with the authors 6 months for 2 revisions.
1586 Management Science/Vol. 48, No. 12, December 2002