Study of the Effect of the Object-Oriented Programming Paradigm on Program Design Complexity Using ADA, Modula-2, and C++ by Tjahjo, Budy
~ STUDY OF THE EFFECT OF THE OBJECT-ORIENTED PROGRAMMING 
PARADIGM ON PROGRAM DESIGN COMPLEXITY USING 
ADA, MODULA-2, AND C++ 




Bachelor of Science in Arts and Sciences 
Oklahoma State University 
Stillwater, Oklahoma 
1985 
Submitted to the Faculty of the 
Graduate College of the 
Oklahoma State University 
in partial fulfillment of 
the requirements for 
the Degree of 
MASTER OF SCIENCE 
December, 1989 
'fht9.>~5 
I q~ q 
1 ~,~., 
lv{>'i 
Oklahoma State Univ. Lihrar) 
A STUDY OF THE EFFECT OF THE OBJECT-ORIENTED PROGRAMMING 
PARADIGM ON PROGRAM DESIGN COMPLEXITY USING 
ADA, MODULA-2, AND C++ 
Thesis Approved: 




I wish to thank many people who gave me encouragement 
and advice during the preparation of this thesis. I thank 
Dr. K.M. George for his encouragement, guidance, and 
patience from start to finish. I also thank Dr. M. 
Samadzadeh who taught me so much about experimental design. 
Without his advice and guidance, this thesis would not have 
been possible. I appreciate Dr. G.E. ·Hedrick's serving on my 
graduate committee. 
To the student volunteers who participated in the 
experiment, I express gratitute. Without their involvement, 
this study would not have been possible. I thank Teo Ming 
Fah and Becky Bishop for their help and advice throughout 
the thesis preparation. Finally, I thank my parents, Hendro 
Tjahjo and Ida Sutjiapti Tjipto for their encouragement and 
support. 
iii 
TABLE OF CONTENTS 
Chapter Page 
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
Statement of the Problem.................. 1 
Literature Review ................. ·........ 4 
Basic Definitions .......•................. 6 
II. OBJECT-ORIENTED PROGRAMMING................... 9 
Theoretical Background.................... 9 
Object-Oriented Programming Using Ada ..... 12 
Object-Oriented Programming Using Modula-2 17 
O~ject-?riented Programming Using C++ ..... 20 
D1scuss1on . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 5 
III. SOFTWARE METRICS 
IV. 
THEIR EVALUATION AND VALIDATION ............... 26 
Theoretical Background .................... 26 
Halstead's Software Metrics ............... 28 
McCabe's Cyclomatic Complexity Metric ..... 29 
Henry and Kafura's Data Sharing Metric .... 30 
Cox's Surface Area Metric ................. 30 
E:>;'perim~ntal Design . . . . . . . . . . . . . . . . . . . . . . . 32 
D1scuss1on . . . . . . • . . . • . . . . . . • . . . . . . . . . . . . . . 35 
DESIGN OF THE EXPERIMENT 
About the Experiment 
Experiment Framework 
Subjects ................................. . 
Tasks ............................•........ 
Task Schedule ............................ . 
Treatments ............................... . 
Equipment and Technical Assistance ....... . 
Observations ............................. . 











V. ANALYSIS AND EVALUATION ....................... 46 
Measurement Scales ........................ 48 
Expert Data Analysis and Comparison ....... 50 
Novice Data Analysis and Comparison ....... 66 
iv 
Chapter Page 
E~pert/~ovice Data Analysis and Comparison. 83 
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94 
VI. CONCLUSIONS AND RECOMMENDATION ................ 97 
Conclusions 97 
Recommendation •........................... 101 
A SELECTED BIBLIOGRAPHY ............•.........•....... 103 
APPENDIXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107 
APPENDIX A - Problem Specifications ........... 108 
APPENDIX B - Main Drivers for C++ Programs 112 
APPENDIX c - Main Drivers for Ada Programs 117 
APPENDIX D - Posttest questionnaire ........... 122 
APPENDIX E - Program to calculate Halstead's 
and McCabe's metrics of Ada 
programs . . . . . . . . . . . . . . . . . . . . . . . . . 125 
APPENDIX F - Program to calculate Halstead's 
and McCabe's metrics of c++ 
programs . . . . . . . . . . . . . . . . . . . . . . . . . 13 4 
APPENDIX G - Program to calculate Halstead's 
and McCabe's metrics of Modula-2 
programs . . . . . . . . . . . . . . . . . . . . . . . . . 14 3 
APPENDIX H - SAS1 Tables and Plots ............ 152 
1.SAS is a registered trademark of the SAS Institute, Inc., Cary, 
NC 27512, USA. 
v 
LIST OF TABLES 
Table Page 
I. Treatment Time Table ........................ 41 
II. Experiment Time Table ....................... 42 
III. Correlation coefficients among the selected 
metrics for c++ programs written by the 
experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 3 
IV. Correlation coefficients among the selected 
metrics for Ada programs written by the 
experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 3 
V. Correlation coefficients among the selected 
metrics for Modula-2 programs written by 
the experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 3 
VI. Correlation coefficients among the selected 
metrics for c++ and Ada programs written 
by the experts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 4 
VII. Correlation coefficients among the selected 
metrics for c++ and Modula-2 programs 
written by the experts.................... 56 
VIII. Correlation coefficients among the selected 
metrics for Ada and Modula-2 programs 
written by the experts.................... 57 
IX. Means among the selected metrics for the 
c++ - Ada - Modula-2 comparison........... 58 
x. Expert programs and their sizes in line of 
codes and tokens.......................... 65 
XI. Percentage of novice programs' length over 
expert programs' length inc++............ 73 
XII. Percentage of novice programs' length over 
expert programs' length in Ada............ 74 
XIII. Correlation coefficients among the selected 
metrics for novices' Ada programs after 
extrapolation by N ........................ 76 
vi 
Table Page 
XIV. Correlation coefficients among the selected 
metrics for novices' Ada programs after 
extrapolation by Ne....................... 76 
XV. Correlation coefficients among the selected 
metrics for novices' c++ programs after 
extrapolation by N ............•............ 77 
XVI. Correlation coefficients among the selected 
metrics for novices' c++ programs after 
extrapolation by Ne ........................ 77 
XVII. Correlation coefficients among the selected 
metrics for novices' programs after 
extrapolation by N and Ne .................. 80 
XVIII. Means among the selected novices' metrics for 
the c++ - Ada - Modula-2 after extrapolation 
by N and Ne • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 81 
XIX. Correlation coefficients among the selected 
metrics for novices' programs for novices' 
and experts' comparison for Ada programs ... 86 
XX. Correlation coefficients among the selected 
metrics for novices' programs for novices' 
and experts' comparison for c++ programs ... 89 
XXI. Means among the selected metrics for novices' 
and experts' comparison for Ada programs ... 89 
XXII. Means among the selected metrics for novices' 
and experts' comparison for c++ programs ... 90 
XXIII. Illustration of experts' metrics adjustment .. 92 
vii 
LIST OF FIGURES 
Figure Page 
1. Specification for the package TREES 14 
2. The implementation of package TABLES which 
uses object TREES ......................... 15 
3. The definition part of module STACKS ......... 19 
4. The definition part of module Complex ........ 20 
5. The definition part of module Newcomplex ..... 21 
6. The implementation part of module Newcomplex . 22 
7. The depiction of class TREE .................. 23 
8. The depiction of friend construct ............ 23 
9. The depiction of protected data ............. . 24 



















Difficulty metric (Halstead) 
Cox's data abstraction metric 
Cox's data hiding metric 
Effort (Halstead) 
Henry and Kafura's data sharing metric 
Program level (Halstead) 
Number of unique operators 
Number of unique operands 
Vocabulary metric (n = ni + n 2 ) 
Total number of operators 
Total number of operands 
Vocabulary metric (N = Ni + N2 ) 
Estimated N metric 






Statement of the Problem 
The object-oriented programming technique has proved 
its worth as a tool for helping develop large and 
complicated programs, but few people agree on what it means. 
Although Smalltalk-BO and Ada differ greatly, some 
programmers call both of them object-oriented languages 
[16]. Most computer scientists agree that in order to use 
the object-oriented programming technique, one should choose 
a language that provides necessary features to support the 
technique [7]. 
The purpose of this study is to evaluate the impact of 
the object-oriented programming technique on novice 
programmers' program design complexity by using Ada and c++. 
To evaluate the novice programmers' performance, the 
experts' program design complexity is compared to the 
novices' program design complexity. The program design 
complexity is measured by using Halstead's software science 
[14], McCabe's cyclomatic complexity [14], Henry and 
Kafura's data sharing complexity [14], and Cox's surface 
area metrics [16]. 
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The experimental data consisted of eight object-
oriented designs chosen from several books. Three groups of 
programmers -- Ada experts, Modula-2 experts, and C++ 
experts -- designed the programs. These expert programmers 
wrote the books from which the eight designs were selected. 
The novice programmers were Oklahoma State University 
seniors and graduate students. Because of time and resource 
constraints in the controlled environment, the novices wrote 
only four of the selected programs in Ada and c++. A 
percentage method and an extrapolation method were used to 
measure partial programs. 
The study first overviews the object-oriented 
programming technique and explains its usefulness in Ada, 
Modula-2, and c++. The study then discusses Halstead's 
software science, McCabe's cyclomatic complexity, Henry and 
Kafura's data sharing metric and Cox's surface area metric. 
Chapter IV describes the data collection and the 
experimental design for the study in more detail. 
Chapter V evaluates the programs written by the expert 
and novice programmers and the metrics produced after 
applying the measurements. This chapter mainly discusses the 
linear relationship between the metrics. Since each program 
produced fifteen different metrics, many combinations of 
correlation coefficients could have been evaluated. In the 
expert data analysis section of this chapter, the 
correlation coefficients of the experts' Ada programs are 
analyzed followed by the experts' C++ programs and then the 
experts' Modula-2 programs. The section also evaluates the 
correlation coefficients between two programs in the 
different languages. Besides the correlation coefficients, 
the mean values of the metrics are also compared. 
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Novice data analysis section of chapter V evaluates the 
metrics produced by applying the measurements to the 
novices' programs. This section describes the percentage and 
extrapolation methods used to measure the partial programs. 
Similar to the expert data comparison, the novice data 
comparison basically involves evaluation of the correlation 
coefficient of the novices' Ada metrics, novices' c++ 
metrics. The mean values of the novices' metrics are also 
evaluated. 
Expert/novice data analysis section of chapter V 
discusses the comparison of experts' metrics to novices' 
metrics. Since the number of novice and expert programmers 
differed, as well as the number of problems they 
implemented, an extraction and duplication technique was 
applied to balance out the metrics. This technique is 
discussed in tbis section. Unlike the previous sections, 
this section compares the corresponding metrics of the same 
language used by the expert and novice programmers. For 
example, the program length metric of the experts' Ada 
program is compared to the program length metric of the 
novices' Ada program. 
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Literature Review 
Cox [16] discusses object-oriented programming in 
general and briefly compares the object-oriented features of 
Ada and C++. In this study, surface area metrics are the 
only metrics that directly measure the complexity of an 
object-oriented design. The metrics are derived from Cox's 
definiton of surface area which Gannon, Katz and Basili [23] 
also support. A general study of object-oriented programming 
and language can be found in Cargill [11], Cox [16], 
Cunningham and Beck [18], Halbert and O'Brien [26], 
Mitchell, Urban, and McDonald [32], Rascoe [37], and Snyder 
[42]. 
Booch [7] gives pertinent Ada language references. He 
discusses examples reflecting good Ada style. This book is 
valuable for this study because of its discussion of 
object-oriented techniques used in Ada. Other studies 
involving the object-oriented technique for Ada are Booch [3 
and 4], Buzzard and Mudge [10], Katwijk [28], Krogdahl [29], 
and Unger [47]. 
Strostrup [43] provides a comprehensive reference for 
c++. Since c++ is an object-oriented language, the example 
programs use the object-oriented technique. Wiener [54] 
gives a more comprehensive discussion of the involvement of 
c++ in object-oriented techniques. Dewhurst and Stark [19], 
Trickey [45], Unger [47], and Wiener and Pinston [54] also 
contain studies of the object-oriented technique in C++. 
Most researchers refer primarily to Wirth (55] for Modula-2 
information. Even though Wirth does not discuss the object 
oriented technique, he designs many examples in a style 
similar to object-oriented programming. Oktaha and Berber 
(34], Pomberger [35], Wegmann [49], and Wiener and Sincovoc 
[53] also researched the Modula-2 involvement in the 
object-oriented technique. 
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The software measurement literature was reviewed to 
find criteria to compare the expert programs to the novice 
programs. Conte, Dunsmore, and Shen (14] reviewed many 
software metrics including Halstead's software science, 
McCabe's cyclomatic complexity, and Henry and Kafura's data 
sharing complexity which were used in this study. Ramamurthy 
and Melton [36], Reynolds [38], Crawford, Mcintosh, and 
Pregibon [17], Li and Cheung [30] and Reynolds [39] write 
about other studies involving software science and the 
cyclomatic number. 
One advantage of the object-oriented technique is to 
cut down surface area, which is the number of things that 
must be understood and properly used for one programmer's 
code to function correctly in combination with another 
programmer's code [16]. Thus, it is necessary to use the 
surface area measurement to compare the programs. Cox [16] 
writes that the surface area increases with the increases of 
information hiding, abstract data types, and time sequence 
of operations. Gannon, Katz and Basili [23] also mention the 
importance of the surface area measurement. 
Reynolds [38] developed metrics to measure the 
complexity of partial programs. His later study about the 
partial metrics system was also reviewed [39]. Wiedenbeck 
[50] reports expert/novice differences in programming 
skills. Her experimental design is similar to the 
experimental design in this thesis. 
Basic Definitions 
Abstract data type: a model that encompasses a type and 
associated set of operations [54]. 
Class: the data structures and methods that implement 
objects as a private type. See abstract data type. 
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Constructor: the method that defines how a new object is 
constructed when it appears in initialization 
statements. 
Cyclomatic complexity: the software metric designed to 
measure the number of "linearly independent" paths 
through a program. 
Destructor: the method that destroys or deallocates an 
object allocated by a constructor. 
Encapsulation: a technique that lets the user of an object 
see only the methods that are available from that 
object, but not how those methods are implemented. 
Information hiding: data element names, data type names, or 
function names of an object that are not visible for 
the user of that object. 
Inheritance: a tool for organizing, building, and using 
reusable objects. 
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Module: a Modula-2 program control structure that 
constitutes a fence around the data, data types, and 
procedures declared in it. It keeps these hidden from 
the outside world. 
Object-oriented programming: a method that lets one work 
with problem-domain concepts rather than 
operator/operand concepts. 
Opaque data type: a Modula-2 data type that allows its 
representation to remain hidden to the user of the 
definition module and is first fixed in the 
implementation module. 
Operator/operand: a concept of how hardware works. 
Overloading: an identifier that has several alternative 
meanings at a given point in the program text. 
Packages: Ada's fundamental program units that support the 
software principles of data abstraction and 
information hiding. 
Private type: a type whose structure and set of values are 
clearly defined but not directly available to the 
user of the type. 
Reusability: a concept of object-oriented programming to 
use an an existing object for creating a new object. 
Software complexity: a characteristic of the software 
interfaces which influences the resources another 
system will expend or commit while interacting with 
the software. 
Software crisis: difficulty in managing software 
development. 
Software metrics: tools to characterize the essential 
features of software quantitatively, so that 
classification, comparison, and mathematical analysis 
can be applied. 
Software science:_ Halstead's family of metrics that are 
functions of the counts of operators or operands. 
Surface rea: the number of things that must be understood 
and properly dealt with for one programmer's code to 





Developing efficient, reliable, maintainable, and 
understandable software systems is a_ very complex task. Such 
a system frequently consists of tens of thousands of lines 
of code and is built by more than one person. The software 
crisis is the reflection of the problem of developing this 
massive software system [7]. Booch [7] discusses the nature 
and cause of the crisis in detail. Object-oriented 
programming is a technique that tries to control the 
crisis. 
The decomposition of a system using object-oriented 
programming is based upon the concept of an object. The 
system mainly contains objects and messages rather than data 
and functions as in the conventional method. An object has a 
set of operations that perform on the object. The messages 
are the interaction between the objects or a request for an 
object to perform one of its operations. 
Unger's [47] example of the object integer is a good 
representation for understanding the concept of an object. 
An integer may be represented by a data structure which 
9 
10 
consists of a sequence of zeroes and ones which are 
interpreted as in one's complement arithmetic. The 
operations on the object integer are=, +, *, and/. Thus, 
the abstract type integer has a data structure which is used 
to represent the object integer and it has a set of 
operations defined for the object integer (47]. 
Using object-oriented programming require~ an 
unconventional program development technique. The key is to 
design objects so that each clearly represents a single 
concept. This means that the programmer must focus on the 
following questions (7]: 
o How are these objects created? 
o Can these objects be copied and/or destroyed? 
o What operations can be done on such objects? 
If such questions have no good answers, the concept probably 
should not be an object in the first place, and perhaps more 
thought should be given to the problem. 
Object-oriented programming centers around several 
major concepts, namely data abstraction, encapsulation, and 
information hiding. The major defect of the conventional 
method of programming is the scope and visibility that the 
key data structures have with respect to the surrounding 
software system. The implementation of many important 
functions depends on the key data structures. If any changes 
are made in one or more of these key data structures, the 
fall-out effects on the software system cannot be avoided 
(54]. Object-oriented programming concepts help produce 
11 
software that is more tolerant to change. 
Encapsulation and information hiding bind data and 
procedures tightly together and limit the scope and 
visibility of the functions that can manipulate the data. 
They minimize interdependencies among separately written 
modules by defining strict external interfaces [5]. An 
abstract data type is a set of objects and operations whose 
implementation is hidden so that the user sees only the 
objects and operations as they manifest themselves through 
the application of the operations to the object (32]. The 
binding of the data with an associated set of functions that 
can manipulate the data is called encapsulation. The 
inaccessibility of the internal structure of the underlying 
data is called information hiding [54]. 
Even though inheritance is not a necessary feature of 
object-oriented programming and almost nonexistent in this 
thesis, it is briefly discussed for its desirable 
properties. Inheritance is a tool for organizing, building, 
and using reusable objects. Without inheritance, every 
object would be a free-standing unit, each developed from 
the ground up [16]. It allows programmers to reuse all or 
parts of an existing object in constructing a new object. In 
Smalltalk, an object-oriented language [54], inheritance 
forms the basis of an entire programming environment in 
which a hierarchy of objects is available to the user. Most 
Smalltalk programs are constructed by sending messages to 
objects from existing objects or creating objects derived 
from existing objects and sending messages to these objects 
[54]. Snyder [42] discusses the type and the importance of 
inheritance in detail. In the following sections, Ada, 
Modula-2, and c++ features are discussed for their use of 
the object-oriented programming technique. 
Object-Oriented Programming Using Ada 
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Although Ada may not fit all definitions of an object 
oriented language, it does have the object-oriented 
programming concepts mentioned above. To implement data 
abstraction, Ada provides packages and private types. 
Packages in Ada come in two parts, the specification and the 
body. The specification part specifies objects and 
operations whose implementations are hidden in the body part 
of a package. Thus, by seeing the specification part, one 
object can interact with another without knowing the body 
part. When designing a system, a user's only concern is with 
the specification part. The benefits of the packages not 
only enforce the data abstractions but also reduce the scope 
of the change upon the system because the replacement of the 
implementations in the body part will not affect the other 
part of the system. 
Booch [5] applies the following features in the 
object-oriented programming technique: 
o Classes of objects are denoted by packages that 
export private or limited private types. 
o Objects are denoted by instances of private or 
limited private types or as packages that serve as 
an abstract state machine. 
o Object state resides either with a declared object 
(for instances of private or limited private 
types) or in the body of a package (in the case of 
an abstract state machine). 
o Operations are implemented as subprograms exported 
from a package specification. Generic formal 
subprogram parameters serve to specify the 
operations required by an object. 
o Variables serve as names of objects. Aliases are 
permitted for an object. 
o Visibility is statistically defined through unit 
context clauses. 
o Task and task type may be used to denote actor 
objects and classes of objects. 
o Derived types can be used to denote a form of 
inheritance. 
Consider, for example, the Ada package TREES, whose 
specification is shown in Figure 1. The user of the object 
TREE need only to consider this specification which is used 
as a user guide. The abstract data type in the example is 
TREE. The word "private" means that an object of type TREE 
cannot be manipulated except as a parameter to pass to one 
of the routines defined in the specification. This 
information hiding concept helps to eliminate the 
programming error outside the object TREES. 
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generic 
type ITEM is private; 
package TREES is 
type TREE is private; 
type CHILD is (LEFT, RIGHT); 




function IS NULL 
function ITEM OF 
fumction CHILD OF 
(THE TREE in out TREE); 
(THE=ITEM in ITEM; 
AND_THE_TREE : in out TREE; 
ON THE CHILD: in CHILD); 
(THE_CHILD in CHILD; 
OF_THE_TREE in out TREE; 
AND THE TREE in out TREE); 
(THE-TREE in TREE) 
return BOOLEAN; 













type TREE is access NODE; 
NULL TREE constant TREE is null; 
end TREES; 
(Adapted from Software Engineering with Ada, by Booch, G., 
Menlo Park, CA, Benjamin/Cummings, 1983.) 
Figure 1. Specification for the package TREES. 
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with TREES; -- make the specification visible 
package body TABLES is 
package WORD_TREE is new TREES(WORDS.WORD); 
THE_TABLE: WORD_TREE.TREE; 
procedure START is 
begin 
WORD TREE.CLEAR(THE TABLE); 
end START; -
procedure INSERT (THE WORD: in WORDS.WORD; 
IN_THE_TREE: in out WORD_TREE.TREE) is 
TEMPORARY_WORD : WORDS.WORD; 
TEMPORARY TREE : WORD TREE.TREE; 
begin - -
if WORD TREE.IS NULL(IN THE TREE) then 







<other operations for object TABLES> 
end TABLES; 
(Adapted from Software Engineering with Ada, by Booch, G., 
Menlo Park, CA, Benjamin/Cummings, 1983.) 




Object TREES is a generic package which means that it 
allows the user to pass parameters to the object TREES. 
These parameters can be data objects, types, or subprograms 
[10]. Figure 1 shows that the object TREES lets the user 
define the type ITEM which is the type of an object that the 
user can swap between object TREES or insert inside an 
object TREES. The generic concept makes the data abstraction 
and information hiding more complete which results in a much 
more reusable object [10]. 
Figure 2 shows how the object TREES is used in the 
application program. Object WORD TREE is declared as object 
TREES with the WORDS.WORD as the type for object ITEM . 
Even though a user can use the type TREE and type CHILD, he 
cannot directly manipulate the data object with these types. 
For example, the user cannot manipulate the data object 
TABLE (Figure 2) except as a parameter in one of the object 
TREE operations. 
A form of inheritance in Ada can be created by using 
derived types. A new object can be derived from the existing 
object that exports a nonprivate type and then builds on top 
of the existing object. The new object inherits all the 
operations from the parent object. The new objects can have 
new operations, replace operations, and hide operations from 
the parent object (5]. The trade-off for this flexibility 
is giving up the advantages of information hiding and 
encapsulation since the bind between the data object and the 
operations is no longer necessary. 
Object-Oriented Programming Using Modula-2 
As in Ada, Modula-2 was not designed to be an object-
oriented language but has the necessary features to use the 
object-oriented programming technique in Modula-2 
programming. In fact, by adopting the object-oriented 
programming technique, a Modula-2 programmer can 
dramatically increase the modularity of his/her application 
[49]. Modula-2 provides a module to encapsulate code and 
data and hence gives the programmer data abstraction. As a 
package in Ada, a module in Modula-2 splits into two 
parts--a definition part and an implementation part. The 
definition part consists of the data objects and the 
operations that manipulate the data objects. The 
implementation part provides the implementation of the 
operations defined in the definition part. The user needs 
only to view the definition part which is also the user 
guide to use the object defined in the module. 
Wegmann [49] gives the conventions below to adopt the 
object-oriented programming technique in Modula-2: 
o A class (object) is a module with a definition and 
an implementation part. The definition part 
declares all the types needed for the data object 
and the operations on the data object. The 
implementation part specifies the types and the 
operations. 
o An instance (data object) is a dynamically 
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allocated data area - a RECORD. The implementation 
part provides procedures to create or destroy the 
data object. 
o The methods (operations on the data objects) are 
PROCEDURES. 
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Figure 3 is the definition part of object STACKS which 
is used to describe how the object-oriented programming 
technique can be applied in Modula-2. Object STACKS exports 
type stack and the operations newStack, push, pop, and 
IsEmpty so that the user may declare object of type stack 
and use the operations to manipulate the object. Since type 
stack is an opague type (the internal structure is hidden), 
the user will not be able to use other operations to 
manipulate objects with type stack. This technique satisfies 
the definition of an abstract data type. The internal 
structure of type stack is defined in the implementation 
module. As in Ada, by having separate parts (definition and 
implementation), Modula-2 makes it possible to have strong 
binding between data objects and the operations used to 
manipulate the objects. This satisfies the encapsulation 
concept. By hiding the internal structure of type stack, 
Modula-2 makes it impossible for the user to manipulate 
objects with type stack except with the provided operations. 
This satisfies the information hiding concept. 
Modula-2 can also have a form of inheritance 
(subclassing). Following the conventions stated above, the 
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inheritance is implemented by initializing a new object with 
the existing object [49]. The new object can override the 
operations it wants to change. Figures 5 and 6 illustrate 
how inheritance is used in Modula-2. Object Newcomplex 
inherits all the methods implemented in the Object Complex 
(Figure 4) except that it overrides the operation GetPut 
[49]. This means operation NewDispose of object Newcomplex 
operates exactly the same as operation NewDispose of object 
Complex. As in Ada, this flexibility has disadvantages. The 
user has to be able to access the data object of type 
Complex to be manipulated by new operations in Object 
Newcomplex. This somewhat destroys the binding between the 
data object and the operations of object Complex. 
DEFINITION MODULE STACKS; 
EXPORT QUALIFIED Stack, Newstack, Push, Pop, IsEmpty 
TYPE Stack; (* opaque type *) 
PROCEDURE Newstack(VAR s: Stack); 
PROCEDURE Push(s: Stack; elem: INTEGER; 
VAR done: BOOLEAN; 
PROCEDURE Pop(s: Stack; elem: INTEGER; 
VAR done: BOOLEAN; 
PROCEDURE IsEmpty(VAR s: Stack): BOOLEAN; 
END STACKS. 
(Adapted from Software Engineering and Modula-2, by 
Pomberger, G., Princeton, NJ, Petrocelli Books, 1985.) 
Figure 3. The definition part of Module STACKS. 
DEFINITION MODULE Complex; 
IMPORT Number; 
EXPORT QUALIFIED NewDispose, GetPut, 
Objectid , Object, classid; 
PROCEDURE NewDispose(VAR objectid 
new 
VAR re,im 




Objectid = POINTER TO Object; 
Object = RECORD 
Number.objectid; 
BOOL~AN ; 












(Adapted from Software Engineering and Modula-2, by 
Pomberger, G., Princeton, NJ, Petrocelli Books, 1985.) 
Figure 4. The definition part of Module Complex. 
Object-Oriented Programming Using C++ 
Wiener et al.'s [54] definition of c++ "C with class" 
indicates the importance of the role of class in C++. A 
class is an abstract "user-defined" data type [43]. When 
used in object-oriented programming, class consists of 
private data and public operations. Consider Figure 7, to 
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create an object, a variable, Node, is declared as TreeNode. 
Only the operations of Node can manipulate the private data. 
The implementation of the operations is hidden from the 
user. The binding between the data and the operations of 
object Node represent the encapsulation concept. The 
inaccessibility of the private data represents the 
information hiding concept. 
DEFINITION MODULE Newcomplex; 
IMPORT Number; 
EXPORT QUALIFIED NewDispose, GetPut, 
Objectid , Object, classid; 




VAR re,im REAL ); 





VAR re, im 
Objectid = POINTER TO Object; 








Class Id Number.Classid; 
END Newcomplex. 
(Adapted from Software Engineering and Modula-2, by 
Pomberger, G., Princeton, NJ, Petrocelli Books, 1985.) 
Figure 5. The definition part of Module Newcomplex. 
I 
) ; 
IMPLEMENTATION MODULE Newcomplex; 
IMPORT Complex; 









< new implementation of GetPut > 
END GetPut; 
END Newcomplex. 
(Adapted from Software Engineering and Modula-2, by 
Pomberger, G., Princeton, NJ, Petrocelli Books, 1985.) 
Figure 6. The implementation part of Module NewComplex. 
c++ inheritance is possible by constructing a class 
derived from an existing class (parent class). Inheritance 
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means allowing the derived class to access the private data 
of its parent [54]. This will destroy the advantage offered 
by information hiding. But, unlike Ada or Modula-2, c++ 
provides a more secure type of inheritance. A derived class 
in c++ has to have an authorization to access the private 








method is present 
method display 
(Adapted from An Introduction to Object Oriented 
Programming and C++ by Wiener, N., New York, NY, Addison-
Wesley, 1988.) 




friend int method a (float z); 
friend class B -
friend char* C::strange(); 
(Adapted from An Introduction to Object Oriented 
Programming and c++ by Wiener, N., New York, NY, Addison-
Wesley, 1988.) 








method method 1 
method method-2 
Figure 9. The depiction of protected data. 
(Adapted from An Introduction to Object-Oriented 
Programming and c++ by Wiener, N., New York, NY, Addison-
Wesley, 1988.) 
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There are two ways to obtain the authorization required 
to access the private data (54]: 
(a) by declaring the derived class or a method in the 
derived class as a friend of the parent class. Figure 8 
illustrates that the operation method_a, all of the 
operations of the derived class B, and operation strange of 
the derived class c can access the private data of class A; 
(b) by declaring the data inside the parent class as 
protected data. Figure 9 illustrates tha~ all of the derived 
class of the parent class A can access the protected data. 
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Discussion 
Data abst~action, encapsulation, and information 
hiding are the key concepts of object-oriented programming. 
This chapter discussed the possibilities of applying 
object-oriented programming in Ada, Modula-2, and c++ 
program development. The package features of Ada, the module 
feature of Modula-2, and the class feature of C++ provide 
the data abstraction. The separation between the definition 
and the implementation part of a package, module, or class 
provide encapsulation and information hiding. 
Even though inheritance is not a necessary feature of 
object-oriented programming, it is possible to have a form 
of inheritance in Ada, Modula-2, and C++. Inheritance makes 
an object much more reusable. The trade-off of this 
advantage is destroying the concept of information hiding. 
C++ provides a secure way to use inheritance by declaring 
the derived class as a friend of the parent class or by 
declaring protected data. 
Many more features in Ada, Modula-2, and c++, such as 
genericity or overloading, make these languages even more 
useful in maintaining complex software. However, it is not 
the objective of this study to explore all of the features 
available in these languages. The main purpose is to 
demonstrate how these languages help novice programmers 
create an object-oriented program by comparing their program 




"The goal of software engineering is to produce 
software that is efficient, reliable, adaptable, 
maintainable, and easily usable" [14]. Object-oriented 
programming is a technique that tries to meet this 
challenge. As mentioned in the previous chapter, the main 
purpose of this study is to investigate how object-oriented 
programming can help novice programmers write efficient 
programs. This is why software metrics are needed in this 
study. They measure the novice programs' complexity 
objectively. Conte, Dunsmore, and Shen [14] state that "an 
objective, or algorithmic, measurement is one that can be 
computed precisely according to an algorithm. Its value does 
not change due to changes in time, place, or observer." 
Expert programs are also measured to be compared to the 
novices'. 
Software metrics are mostly applied to the development 
process or to the software product. For this reason, most of 
the metrics are classified as process metrics or product 
metrics [14]. As defined in Conte, Dunsmore, and Shen [14], 
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"process metrics quantify attributes of the development 
process and of the development environment" and "product 
metrics are measures of the software product". This study 
uses both process metrics and product metrics for data 
analysis and comparison. 
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Conte, Dunsmore, and Shen (14] discuss three 
techniques to gather data. They are software analyzers 
(executable programs that measure the complexity of an 
analyzed program), report forms (information forms to be 
completed by analysts and programmers to help analyze the 
data), and interviews (ways to help the programmers fill in 
the report forms in order to understand the information 
required). In this study, all of these techniques are 
applied. 
Researchers conduct exploratory study and confirmatory 
study. In exploratory study, the outcome of an experiment is 
unknown. In confirmatory study, the researchers try to 
confirm the outcome obtained in an existing study (14]. 
Since no study like this is known to exist and there is no 
hypothesis set, by definition this study is an exploratory 
study. 
A large number of software metrics were investigated 
for inclusion in this study. Many of them are applicable to 
measure the complexity of the investigated programs. The 
software metrics below were chosen because they are easily 
measurable and expected to be useful for analysis and 
comparison. 
Halstead's Software Science Metrics 
All software science measures are functions of the 
four basic metrics n 1 (number of unique operators), n 2 
(number of unique operands), N1 (total occurrences of 
operators), N2 (total occurrences of operands) (sm). 
Halstead proposed the following metrics to measure various 
aspects of software: 
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(a) Program Volume, V = N * ln(n). Halstead suggested 
that the human mind use a binary search to choose operators 
or operands in writing a program. The outcome is the number 
of decisions made by a programmer to finish a program. N = 
* * * (b) Potential Volume, V = (2+n2 ) ln(2+n2 ). Halstead 
suggested that a program is composed of a group of 
procedures and operands as the input and output parameters. 
In the potential volume formula, 2 represents the procedure 
name and symbols that separate the procedure name from its 
parameters (sml). n 2* represents the number of input or 
output parameters. An operand used as input and output 
parameters is counted as two operands. 
(c) Program Level, L = v* I v. "Any program with 
volume V is considered to be implemented at the program 
level L" (14]. The value of the program level ranges from o 
to 1. The higher this value the less complex is the program. 
(d) Difficulty, D = 1 f L. Halstead suggested that the 
difficulty of a program is the inverse of the program level. 
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(e} Effort, E = V / L = V * D. Rationally, it takes 
more effort to write a more difficult program or a bigger 
program. Therefore, Halstead formulates effort as dependent 
on the program volume and the program difficulty. 
Even though some researchers dislike software science's 
"theoretical underpinnings (or the lack thereof}", many 
researchers agree that software science is the most 
comprehensive theory yet attempted of the software 
development process and continue to find these metrics 
useful as a basis for size and effort models [14]. 
McCabe's Cyclomatic Complexity Metric 
McCabe suggests that the complexity of a program 
depends on the number of "linearly independent" paths 
throughout a program flow graph [14]. A linear program, a 
program without if-then-else constructs or loops, is 
considered the least complex. The metric value for the least 
complex program is one. McCabe formulates the cyclomatic 
complexity metric as V(G) = e - n + 2, where e is the number 
of edges and n is the number of nodes in a flow graph. This 
formula is derived from the concept that for each if-then-
else construct or loop decision add one to the complexity 
number. This formula can be simplified as V(G) = DE + 1 
where DE is the number of decisions. Figure 10 shows how a 
flow graph is measured. Since there is a relationship 
between this metric and the testability and maintainability 
of a program, this metric is much more useful for this 
study. 
~enry and Kafura's Data Sharing 
Complexity Metric 
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The concept behind this metric is that the complexity 
of a program increases with the number of data shared 
between procedures. Data shared between procedures can be 
the parameters of a procedure or global variables. Henry and 
Kafura [14] propose the following variant of metrics to 
measure the complexity of data sharing in a procedure: 
(a) fan-in * fan-out 
(b) (fan-in * fan-out)2 
(c) Ss * (fan-in * fan-out)2 
where fan-in is the number of procedures that send data to 
the procedure being measured either directly or indirectly 
(global variables). Fan-out is the number of procedures that 
receive data from the procedure being measured either 
directly or indirectly. Ss is the number of lines in the 
procedure. This metric is important in this study because it 
explores the importance of the information hiding concept in 
object-oriented programming. 
Cox's Surface Area Metric 
Cox [16] defines surface area as "the number of things 
that must be understood and dealt with for one programmer's 
code to function correctly in combination with another's". 
Surface area increases with the number of names that are 
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visible at the interface in a package, a module, or a class. 
This includes variable names, data type names, and function 
or procedure names. Surface area also increases with each 
type of dependency between these names. For example, a 
requirement that a function take two arguments, the first of 
type complex and the second of type float, increases the 
number of things that the consumer must get right to use 
this function successfully [16]. Requiring the consumer to 
know that an object must be allocated, then initialized, 
then accessed increases the number of things a consumer must 
get right, and thus increases the surface area [16]. 
From the above definition there are three metrics that 
can be derived from the surface area. They are: 
(a) Information hiding metric, IH = NV + NP + NT where 
NV is the number of variables, NP is the number of 
procedures, and NT is the number of data types visible for 
the user. The assumption is the more visible an object, the 
more complex or difficult the object to be used [16]; 
(b) Data abstraction metric, DA = number of unique 
data types required for a user to understand to use the 
methods inside the object to be measured. The assumption is 
the more data types to be understood to use the object, the 
more difficult the object is to be used [16]; 
(c) Time sequence of operations, TSO = number of steps 
(operations) taken to start using the object. The assumption 
is the more steps needed, the more complex the object is. 
All of these metrics measure the visible part of an object. 
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There are the definition part of a package of Ada, a module 
of Modula-2, and a class of c++. 
e = 8 
n = 7 














Figure 10. An example of a flow graph. 
Experimental Design 
It is possible to evaluate the program development 
process by conducting a controlled experiment. The following 
questions must be answered before starting an experiment 
[14]: 
(a) Are the subjects novices or experts? 
(b) Are the subjects prepared for the experiment? 
(c) What treatment will prepare them? 
Many biasing factors can occur during the experiment. 
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Conte, Dunsmore, and Shen (14] list a number of factors that 
should be minimized. They are: 
(a) External events such as suggestion, 
recommendation, encouragement, or discouragement from the 
outside which may affect the subjects' performance; 
(b) Internal changes such as improving or 
deteriorating ability which may affect the subjects' 
performance; 
(c) Changes of equipment required to do the experiment 
which may affect the subjects' performance; and 
(d) In dividing the subjects into groups, a random 
method should be applied. 
Experimental design deals with the best way to choose a 
design format so that the results of the experiment can be 
compared and analyzed. The following are the three 
experimental designs discussed in Conte et al. [14]: 
(a) The Pretest-posttest design. It evaluates the 
differences between the results before and after the 
treatment. The results measure the subjects' performance. 
The treatment improves the subjects' performance. 
(b) The Posttest-only design. As the name implies, it 
is similar to the pretest-posttest design without conducting 
a pretest experiment. So the results mainly measure the 
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subjects' performance after the treatment. 
(c) Counter-balance design. This design technique 
gives all of the subjects all the treatments available in 
the experiment. So in this type of experiment, the number of 
results produced by each subject is equal to the number of 
treatments that the subject was exposed to. 
Basili, Selby, and Hutchens' paper [3] is used as a 
guide to define and classify this study. They discuss four 
phases of an experimental process as follows: 
- The study definition phase containing six parts: 
1) motivation, 2) object, 3) .purpose, 4) perspec-
tive, 5) domain, and 6) scope. 
- The second phase of the experimental process is the 
study planning phase. The aspects of the experiment 
planning phase are: 1) design, 2) criteria, and 
3) measurement. 
- The third phase of the experimental process is the 
study operation phase. The operation of the experi-
ment consists of 1) preparation, 2) execution, and 
3) analysis. 
- The fourth phase of the experimental process is the 
study interpretation phase. The interpretation of 
the experiment consists of 1) interpretation 
context, 2) extrapolation, and 3) impact. 
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Discussion 
Conte, Dunsmore, and Shen [14] provide many references 
for metrics that can be used to measure program complexity. 
The problem is to choose the best metrics to obtain numbers 
that can be compared and analyzed for this study. Halstead's 
software metrics and McCabe's cyclomatic complexity metric 
were chosen because they are used in most studies concerning 
software complexity. Basili suggests that there is a 
relationship between these metrics and that the maintenance 
process makes these metrics an attractive choice [38]. Henry 
and Kafura's data sharing metric is selected because the 
issue of data sharing is an important one in object-oriented 
programming. The factors that influence the surface area of 
an object are translated into the information hiding metric, 
data abstraction metric, and sequence of operations metric. 
The formulas for these metrics are produced by Cox's 
definition of surface area. 
Experimental design was reviewed in this chapter. How 
a controlled experiment should be conducted was discussed. 
The biasing factors that may occur during the_ experiment are 
listed. These factors need to be minimized, if elimination 
is not possible, to get a valid result. Three types of 
experimental designs reviewed were pretest-posttest, 
posttest only, and counter-balance designs. The next chapter 
discusses how the counter-balance design is applied in the 
controlled experiment part of this study. The classification 
of the experiment according to the framework defined by 




DESIGN OF THE EXPERIMENT 
About the Experiment 
A counter-balance or latin square design was chosen for 
this experiment because of the relatively few available 
subjects. The experiment can be represented by 
Novice group 1 
Novice group 2 
The notation used is taken from Conte, Dunsmore, and Shen 
[14]. The symbol X represents the exposure of a group to a 
certain treatment. The symbol o represents the measurement 
after the treatment. The symbol t represents the treatment. 
In the experiment, eight programs were selected from 
several Ada and c++ text books [2, 7, 21, 33, 35, 43, 46, 
48, 52, 55, 56]. From the eight programs, four were trans-
lated into problem specifications {Appendix A). Eleven 
computer science students implemented the problem specif ica-
tions in Ada and c++ in a controlled environment. Along with 
the problems, the students were also given the main drivers 
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(Appendix B, Appendix C) and were asked to implement the 
problem so that the program satisfied the main driver's 
requirement. The main driver made sure that the students 
would write the programs in the object-oriented programming 
style. 
The students were randomly divided into two groups. On 
the first day of the experiment, one group implemented the 
problems in Ada and the other group implemented the problems 
in c++. on the second day, the two groups implemented the 
same problems in the other language. 
Approximately three hours of object-oriented program-
ming style in Ada and three hours of C++ lecturing were 
given to the students as treatments. Table 1 shows the 
schedule of the treatments. Even though most of them had 
been writing in Ada and C, no student had been exposed to 
the object-oriented programming style of Ada and c++ before. 
A total of forty-four programs produced by the students 
were measured by the metrics discussed in the previous 
chapter. At the end of the experiment, a posttest question-
naire (Appendix D) was given for discussion and analysis 
purposes. 
The expert group is not included in the counter-balance 
design above because the programs produced by this group 
were collected from the textbooks written by the experts. 
This group was included in the study so that their programs 
could be measured and compared to the novices' programs. 
There were eight programs written in the object-oriented 
programming style for the three languages measured, i.e., 
Ada, c++, and Modula-2. The twenty-four expert programs 
which, as stated above, were extracted from various text-
books, were implemented and debugged, so that executing 
implementations were available. 
Experiment Framework 
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The motivation of this study is to understand the 
effect of the object-oriented programming technique on 
developing programs. As mentioned in the beginning, the 
purpose of this study is to evaluate the novice program-
mers' program design complexity after applying object-ori-
ented programming. The product of the first part of this 
study is the object-oriented programming programs created by 
the novice and expert programmers. 
The domain of this study is discussed under the sec-
tions subjects and tasks below. According to the definition 
given by Basili, Selby, and Hutchens [3], this study is a 
multiproject variation study since the scope is examining 
objects across a single team and a set of projects. The rest 
of this chapter discusses the experiment planning. The 
experiment operation and interpretation is discussed in the 
next chapter. 
Subjects 
Eleven computer science senior and graduate students 
from Oklahoma State University participated in this experi-
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ment (three graduates and eight seniors). They were randomly 
divided into two groups: novice group 1 and novice group 2. 
They were called novices since no one had been exposed to 
the object-oriented programming style. Novice group 1 
consisted of five students and novice group 2 consisted of 
six students. On the first day of the experiment, each group 
was asked to implement task 1 which consisted of three 
problems. One group wrote the task in Ada and the other 
group in c++. on the second day of the experiment, each 
group was asked to implement task 2 which consisted of one 
problem in the other language. 
Tasks 
In selecting the programs for the tasks, several Ada, 
c++, and Modula-2 programs were collected from textbooks 
written on the subject of object-oriented programming style. 
From among those programs, the programs that performed 
similar functions in the three languages were selected. The 
following are the selected programs: 
(a) Spelling checker 
(b) Search tree table 
(c) Matrix 
(d) Complex numbers 
(e) Rational numbers 




Because of the time constraint, four programs were 
selected for task 1 and task 2. Task 1 consisted of programs 
(c), (d), (f), and (i). Task 2 consisted of program (b). 
Since a Modula-2 compiler was not available, the programs 
were implemented in Ada and c++. The more descriptive prob-
lem statements for each task can be found in Appendix A. 
Task Schedule 
Some of the tasks above were implemented before the 
experiment began. From the experience, the subjects were 
given three hours to finish each task. So, a total of six 
hours, excluding the treatments, were required to complete 
the experiment. The following time tables show how the 
experiment and the treatments were scheduled. 
TABLE I 
TREATMENT TIME TABLE 
Treatment Subject Time Before the exp. 
Ada in general Groups 1 and 2 3 hours 2 week 
c++ in general Groups 1 and 2 3 hours 1 week 
OOP in Ada Group 1 30 min. a half hour 
OOP in c++ Group 2 30 min. a half hour 
OOP in Ada Group 2 30 min. a half hour 





EXPERIMENT TIME TABLE 
Day 1 
Task 1 in Ada 
Task 1 in C++ 
Treatments 
Day 2 
Task 2 in c++ 
Task 2 in Ada 
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Before the experiment days, the subjects were prepared 
to enable them to write a program in Ada and c++. Since they 
were all senior and graduate students, they were expected to 
learn the structure and the syntax of Ada and C++ quickly. 
The subjects were also taught how to compile and link Ada 
and c++ programs. At this point the subjects were not sup-
posed to be familiar with the object-oriented programming 
style. So the package feature of Ada and the class feature 
of c++ were not presented to them. Approximately two hours 
of teaching (in the form of a classroom lecture) were given 
to the subjects for each language. To minimize the external 
factors influencing the subjects, the experiment was 
conducted as soon as the time allowed (more precisely, four 
days after the last lecture). 
On the first day of the experiment, novice group 1 was 
taught the importance of the class feature of C++ and its 
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properties--such as data hiding, encapsulation, and data 
abstraction, and how they should be applied in the experi-
ment to produce object-oriented programming style code. The 
same is true for the novice group 2 except for the fact that 
they were taught the package feature of Ada. For approxi-
mately thirty minutes, the object-oriented programming style 
was taught to each group. Then, the subjects were given the 
problem statements (task 1) and asked to write them in the 
object-oriented programming style in the language they had 
just been taught. 
On the second day of the experiment, the same routine 
was conducted as the first experiment except that novice 
group 1 was exposed to the package feature of Ada and novice 
group 2 was exposed to the class feature of C++. After the 
thirty-minute treatment, they were given task 2 and asked to 
write the task in the object-oriented programming style 
using the language they had just been taught. 
The interval between the first and the second experi-
ment was two days. During this time, they had no idea what 
language they would be asked to use. The short interval 
between the two phases of the experiment was an attempt to 
minimize the internal factors influencing the subject fac-
tors, such as their increased knowledege of the object-
oriented programming style for the language they were going 
to use. The treatments were designed in this way to stand-
ardize the subjects' knowledge of the object-oriented pro-
gramming style. 
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Equipment and Technical Assistance 
All of the subjects developed their Ada programs on Dec 
Vax 11/780 system and their c++ programs on the Perkin Elmer 
3230 system (now a concurrent XF610 system). They were all 
familiar with the editors available in those systems. Ada 
programmer's guides and c++ manuals were provided for the 
subjects. A technical assistant was in the laboratory during 
the experiment to enforce the validity of the experiment as 
well as to help the subjects understand what they were 
expected to do in the experiment. The assistance provided by 
the technical assistant was limited to answering the ques-
tions regarding the problem statements and compiling the 
programs. 
ohservations 
To measure the experts' and the subjects' programs, 
three analyzer programs were developed. Those three programs 
read Ada, c++, and Modula-2 programs and produced Halstead's 
and McCabe's metrics. Henry and Kafura's and Cox's surface 
area metrics were measured manually. The next chapter is 
devoted to the analysis and comparison of the calculated 
metrics. In addition, the subjects' behavior was monitored 
during the experiment (consulting the Ada and c++ manuals, 
encountering problems, dealing with the problems etc.). 
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Discussion 
In this chapter, a counter-balance experiment was 
defined and discussed. The experiment was conducted with the 
subjects divided into two groups and given treatments. The 
subjects, the task, and the treatments were discussed in 
detail. The experiment was designed only for novice program-
mers. 
CHAPTER V 
ANALYSIS AND EVALUATION 
Eleven complexity metrics are produced by feeding the 
programs into complexity analyzers and four metrics are 
produced manually. Those eleven metrics are Halstead's and 
McCabe's metrics while the last four metrics are Henry and 
Kafura and Cox's surface area metrics. The three analyzers 
evaluate c++, Ada, and Modula-2 programs. The metrics are 
then fed into SAS, Statistical Analysis System, to produce 
scatter plots and correlation coefficients. 
Basically, the analyzers count the operands and the 
operators of their corresponding programs. Keywords, 
operators, and reserve words are considered operators. The 
rest are considered operands. From the number of operators 
and operands, Halstead's metrics and McCabe's metric are 
generated. Halstead's metrics are the functions of operators 
and operands so the metrics can be directly applied. 
McCabe's metric is produced by adding all the occurrences of 
the basic condition keywords (WHILE, IF, ELSE IF, UNTIL, 
etc) plus one. A condition statement such as "if (a == b) I I 
(c !=d)" in C++ is considered to have two basic condition 
keywords. 
A method derived from Henry and Kafura's definition of 
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data sharing complexity is used to measure Henry and 
Kafura's data sharing metrics. The measurement procedure is 
outlined below. 
A) Calculate the fan-in of the program based on the 
fan-in of its constituent modules. The fan-in of a 
module is the sum of all of the external variables 
and the number of modules that pass data to the 
module under consideration [14]. The module in 
this case is a procedure or a function. The fan-in 
of a program is the average of the fan-in of the 
modules existing in the program. The average is 
calculated by the sum of the fan-in of all modules 
divided by the number of modules. The average 
value is chosen to express the fan-in of a program 
since the fan-in value represents the module not 
the program. 
B) Calculate the fan-out of the program (see fan-in). 
The fan-out of a module is the sum of all of the 
external variables and the number of modules to 
which data is passed [14]. As the fan-in, the fan-
out of a program is the average of the fan-out of 
the modules existing in the program. 
C} The Henry and Kafura metric is (fan-in X fan-out). 
The measurement of Cox's surface area metrics involves 
only the visible part of an object which is the 
specification part. Information hiding, data abstraction, 
and time sequence of operations are measured in the 
following manner: 
A) The information hiding metric of an object is the 
sum of all variables, procedures, functions, and 
data types inside the specification part of the 
object. All the information inside the private 
area is also considered hidden so the information 
is not measured even though it is inside the 
specification area. 
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B) The data abstraction metric of an object is the 
number of data types required to understand how to 
use the object. This includes the user data types 
and the types of the parameters of the operations 
of the object. 
C) The time sequence of operation metric of an object 
is the number of operations taken to use the 
object. Creating, accessing, and destroying are 
examples of sequence of operation. For example, in 
most objects created in Ada language, it is 
necessary for a user of the object to allocate 
memory for the object, then initialize or access 
data inside the object, and eventually destroy the 
object. 
Measurement Scales 
There are four different scales of measurement 
discussed in Conte, Dunsmore, and Shen [14]. The nominal 
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scale classifies the data. As stated by Conte, et al., "The 
only property of importance is equality and inequality" 
[14]. For example, the object-oriented programming style or 
top-down design can be important information in the analysis 
of complexity metric. So the data that obtained from 
object-oriented programs or from top-down programs are from 
nominal scales. The ordinal scale ranks the data. For 
example, levels of programmers' experience, levels of 
program complexity, or levels of programming language are 
from ordinal scales. The interval scale expresses the 
difference between two data in a measurement unit such as 
inch, meter, pounds, etc. [30]. The ratio scale uses the 
ratio of two data items. For example, number of language's 
keywords are from a ratio scale because it could be said 
that Ada language's keywords are twice as much as c++ 
language's keywords. The ordinal scale is chosen because it 
is more practical for this experiment. 
The correlation coefficient between two variables is 
used to analyze and compare different metrics. It is widely 
used to evaluate the strength of a relationship between two 
sets of measures [14]. There are two kinds of correlation 
coefficients, parametric and nonparametric. The parametric 
correlation coefficient assumes that the relationship 
between two variables is linear [14]. The nonparametric 
correlation coefficient assumes only that the two variables 
use ordinal scales. In this study, the pa~ametric Pearson 
correlation coefficient is used because it is believed that 
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there is a linear relationship among the selected metrics. 
They are produced by SAS by feeding the C++, Ada, and 
Modula-2 complexity metrics into it. The value of the 
coefficient is between zero and one. The values near zero 
imply a lack of linear relationship, the values near one 
imply a strong linear relationship, and the negative values 
imply a negative linear relationship [14]. 
The formula for the Pearson correlation coefficient is 
L:; (Xi - X) (Yi - YT 
r = -----------------------------
...; (L:: (Xi - X) 2 L:; (Yi - Y) 2 
where 
Xi is the rank of the i-th X value 
Yi is the rank of the i-th Y value 
X is the mean of Xi 
Y is the mean of Yi. 
The formula shows that X and Y are interchangeable. So the 
degree of linear relationship between X and Y is also the 
degree of linear relationship between Y and X. 
Expert Data Analysis and Comparison 
Halstead's Metrics 
C++ Analysis. As shown in Table III,.Halstead's metrics 
correlate well with other Halstead's metrics. This result 
supports the study made by Li and Cheung [30] and Crawford, 
Mcintosh, and Pregibon [17]. This finding suggests that 
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Halstead's metrics are variants of the size metrics. When 
Halstead's metrics are correlated with the other metrics as 
shown in Table.III, they (except n 2 ) correlate well with 
McCabe's and Cox's sequence of operation metric. Halstead's 
unique operand count (n2 ) performance is a little below the 
standard of the rest of the members. 
Ada Analysis. Table IV shows the correlation 
coefficient among the selected metrics for the programs 
written by the experts in Ada. As in c++, Halstead's 
metrics also correlate well with other Halstead's metrics 
as well as with McCabe's metrics and Cox's sequence of 
operation metrics. The unique operand count also performs 
as well as the rest of the members. In Ada, Halstead's 
metrics seem to correlate well with Cox's data hiding. 
Table IV shows that Halstead's metrics and Cox's data 
abstraction are not linearly related. They also do not 
relate well to Henry and Kafura's data sharing metric. 
Modula-2 Analysis. As in C++ and Ada, Halstead's 
metrics correlate well with other Halstead's metrics and 
McCabe's metric and correlate poorly with Cox's data 
abstraction metric. Analogously to Ada, Halstead's metrics 
correlate well with Cox's data hiding. When Halstead's 
metrics are correlated with Cox's sequence of operation, 
Modula-2's performance is not so good as in C++ or Ada~ In 
Modula-2, Halstead's metrics show no linear relation with 
Henry and Kafura's data sharing metrics. Table V shows the 
















CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR C++ PROGRAMS 
WRITTEN BY THE EXPERTS 
n2 Nl N2 v D E V(G) H&K TSO 
.90 
.92 .99 
.95 .98 .99 
.91 .99 .99 .99 
.93 .97 .97 .98 .98 
.88 .96 .97 .96 .97 .94 
.78 .87 .88 .86 .88 .80 .94 
.93 .94 .94 .96 .95 .99 .90 .75 
.87 .91 .91 .91 .89 .83 .81 .76 .80 
.21 .35 .36 .32 .36 .14 .46 .71 .09 
.92 .99 .98 .91 .97 .95 .87 .89 .13 









C++ =Ada Analysis. When Halstead's metrics for c++ and 
Ada programs are correlated, they show a good linear 
relationship. This implies that the c++ program sizes 
increase at almost the same rate as the Ada program sizes. 
Halstead's metrics for C++ programs also correlate well with 
McCabe's metric and Cox's data hiding metric for Ada 







































CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR ADA PROGRAMS 
WRITTEN BY THE EXPERTS 
n2 Nl N2 v D E V(G) H&K TSO 
.99 
.99 .99 
.99 .99 .99 
.99 .99 .99 .99 
.99 .98 .99 .99 .98 
.97 .96 .97 .97 .97 .93 
.74 .71 .73 .72 .75 .64 .85 
.98 .97 .97 .98 .97 .99 .93 .65 



















.99 .99 .99 .99 .99 .99 .97 .72 .98 
.99 .99 .99 .99 .99 .99 .98 .75 .98 
TABLE V 
CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR MODULA-2 




n2 Nl N2 v D E V(G) H&K.TSO DH DA 
.99 
.99 .99 
.99 .99 .99 
.99 .99 .99 .99 
.99 .99 .99 .99 .99 
.97 .97 .97 .97 .97 .95 
.56 .61 .59 .57 .59 .50 .73 
.89 .84 .86 .86 .86 .88 .85 .44 
.98 .97 .97 .98 .98 .97 .91 .44 .87 
.33 .35 .34 .33 .32 .27 .45 .59 .22 .30 
.99 .99 .99 .99 .99 .99 .97 .60 .85 .97 .52 



















CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR C++ AND ADA 
PROGRAMS WRITTEN BY EXPERTS 
(A represents Ada and C represents C++) 
nl n2 Nl N2 v D E V(G) H&K TSO 
.98 .90 .98 .98 .97 .99 .99 .97 .87 .97 
.99 .92 .97 .98 .97 .99 .99 .97 .86 .98 
.97 .88 .98 .97 .96 .98 .99 .94 .83 .97 
.99 .92 .97 .98 .98 .99 .99 .97 .86 .97 
.98 .90 .98 .98 .97 .99 .99 .95 .84 .98 
.98 .89 .98 .98 .97 .99 .99 .96 .86 .97 
.98 .93 .96 .96 .97 .94 .99 .92 .78 .99 
.94 .85 .96 .96 .95 .97 .95 .99 .93 .91 
.70 .60 .75 .76 .73 .77 .67 .85 .96 .60 
.96 .91 .94 .94 .95 .95 .99 .92 .77 .99 














DA -.29-.31-.20-.22-.27-.26-.34-.36 -.40 -.37 .04 -.21 
Table IX shows a listing of the mean values for the 
c++, Ada, and Modula 2 complexity metrics. According to the 
table, Ada programs on the average are slightly larger than 
C++ programs. The Ada experts seem to use more operands. 
This could be because of the large size of the syntactic 
constructs of the Ada language. For this reason, the Ada 
programs are estimated to have a larger program length than 
C++ programs. Halstead suggested that the difficulty 
increases with more operators and decreases with more 
operands (14]. As shown in Table IX, according to Halstead's 
metric in this study, the Ada programs are less difficult to 
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write than the c++ programs. It is shown that in this study 
writing Ada programs requires more effort than writing c++ 
programs. The effort increases with the difficulty and 
program volume (E = V * D) . 
c++ = Modula-2 Analysis. Similar to c++ and Ada, c++ 
and Modula-2 Halstead's metrics show a strong linear 
relationship. Halstead's metrics for c++ programs also 
correlate well with McCabe's metric and Cox's data hiding 
metric for Ada programs. Table VII shows this relationship. 
When the averages of c++ and Modula-2 Halstead's metrics are 
compared, Table IX shows that c++ programs consist of more 
operators and fewer operands than Modula-2 programs. This 
causes the average of Halstead's difficulty metric to be 
higher for C++ programs than for Modula-2 programs. Table IX 
also shows that, on the average, a Modula-2 program length 
is larger than a c++ program length. 
Ada = Modula-2 Analysis. As shown in Table VIII, the 
Ada - Modula-2 analysis follows the same pattern as the c++ 
- Modula-2 analysis. Halstead's metrics of Ada programs have 
a strong linear relationship to Halstead's metrics, McCabe's 
metric, and Cox's data hiding metric of Modula-2 programs. 
On the average, Modula-2 programs in this study are larger 
than Ada programs which cause higher program volume. The 
Modula-2 programs consist of fewer unique operands which 
result in higher difficulty than the Ada programs. Higher 
program volume and higher difficulty in turn result in 
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Modula-2 programs having a higher effort metric than the Ada 
programs. 
TABLE VII 
CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR C++ AND 
MODULA-2 PROGRAMS WRITTEN 
BY EXPERTS 
(C represents c++ and M represents Modula-2) 
M\C nl n2 Nl N2 v D E V(G) H&K TSO DH 
nl .99 .93 .97 .97 .98 .98 .99 .. 95 .82 .99 .84 
n2 .99 .94 .97 .98 .98 .98 .99 .95 .82 .99 .83 
Nl .99 .92 .98 .98 .98 .99 .99 .95 .83 .98 .86 
N2 .99 .93 .98 .98 .98 .98 .99 .95 .83 .99 .85 
v .99 .93 .98 .98 .98 .98 .99 .94 .82 .99 .84 
D .99 .93 .98 .98 .98 .98 .99 .95 .83 .99 .84 
E .98 .93 .95 .95 .96 .96 .99 .92 .77 .99 .81 
V(G) .96 .88 .97 .97 .96 .98 .96 .99 .91 .94 .80 
· H&K .59 .46 .68 .68 .63 .69 .56 .77 .91 .47 .55 
TSO .88 .93 .78 .81 .86 .81 .86 .84 .74 .88 .67 
DH .98 .96 .95 .95 .96 .95 .98 .89 .74 .99 .87 
DA .39 .35 .49 .51 .45 .47 .33 .54 .57 .25 .51 
McCabe's Metric 














correlates well with Halstead's metrics. This supports the 
assumption that the larger a program is, the more condition 
statements might come out in the program. It also correlates 
really well with Henry and Kafura's data sharing as shown in 
Table III. This is surprising because the only thing they 
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have in common is that they have linear relationships with 
Halstead's metrics. McCabe's metric is basically the number 
of conditions in a program while Henry and Kafura's data 
sharing metric is the average of the amount of data passed 
multiplied by the amount of data received. As expected, 
















CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR ADA AND 
MODULA-2 PROGRAMS WRITTEN 
BY EXPERTS 
(A REPRESENTS ADA AND M REPRESENTS MODULA-2) 
nl n2 Nl N2 v D E V(G) H&K TSO DH 
.99 .99 .99 .99 .99 .99 .99 .95 .69 .99 .98 
.99 .99 .99 .99 .99 .99 .99 .96 .70 .98 .98 
.99 .99 .99 .99 .99 .99 .99 .96 .70 .98 .98 
.99 .99 .99 .99 .99 .99 .99 .96 .69 .98 .98 
.99 .99 .99 .99 .99 .99 .99 .95 .68 .99 .98 
.99 .99 .99 .99 .99 .99 .99 .96 .70 .98 .98 
.98 .99 .98 .98 .99 .98 .99 .92 .62 .99 .99 
.98 .99 .97 .98 .98 .98 .96 .99 .80 .95 .91 
.66 .64 .63 .64 .62 .66 .52 .78 .96 .52 .44 
.84 .88 .79 .82 .84 .81 .88 .82 .59 .88 .82 
.95 .96 .95 .96 .97 .95 .98 .89 .56 .96 .99 






























MEANS AMONG THE SELECTED METRICS FOR 
THE C++ - ADA - MODULA-2 COMPARISON 
c++ Ada Modula-2 
70 73 69 
49 64 53 
288 273 285 
493 494 522 
4130 4186 4291 
394 294 346 
3529528 4115969 4991232 
0.09 0.22 0.10 
15 17 13 
17 29 47 
1 3 3 
10 11 10 
3 2 2 
781 767 807 
488 579 502 
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Ada Analysis. Besides correlating well with Halstead's 
metrics in Ada programs, McCabe's metric also correlates 
well with Cox's step of operations metric. McCabe's metric 
in Ada programs does not correlate well with Henry and 
Kafura's metric or with Cox's step of operations metric. 
Modula-2 Analysis. In Modula-2, McCabe's metric 
correlates well not only with Halstead's metric but also 
with Cox's data hiding metric. The latter outcome is 
surprising because they seem to have no linear relationship. 
Since no research is known to make a comparison of this 
kind, it is difficult to argue about the relationship 
between McCabe's and Cox's data hiding metric. It is 
interesting to find out whether or not the correlation 
coefficient between the two metrics will be as good when 
more programs are observed. 
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c++ =Ada Analysis. When McCabe's metric of c++ 
programs is compared to the metrics of Ada, the following 
observations can be made. McCabe's metric of c++ programs 
correlates well with Halstead's metrics, McCabe's metric, 
and Cox's step of operations of Ada. On the average, 
McCabe's metric of c++ programs is smaller than McCabe's 
metric of Ada programs. 
C++ = Modula-2 Analysis. McCabe's metric of c++ 
programs correlates well with Halstead's metrics and 
McCabe's metric of Modula-2 programs. When McCabe's metric 
of C++ and Modula-2 are compared, on the average C++ 
programs have more condition statements than Modula-2 
programs. 
Ada = Modula-2 Analysis. Analagous to the C++ -
Modula-2 analysis, McCabe's metric of Ada correlates well 
only with Halstead's and McCabe's metrics of Modula-2. On 
the average, Ada programs consist of more condition 
statements than Modula-2 programs. 
Henry and Kafura's Data Sharing Metric 
In this study, the data sharing metric of C++ programs 
correlates well with McCabe's metric of c++, Ada, and 
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Modula-2 programs. From this fact, it should be concluded 
that the data sharing metric of c++ depends on the size of a 
program. On the contrary, the data sharing metric of c++ 
does not correlate well with Halstead's metrics. As 
expected, the data sharing metric of c++ programs is 
linearly related to the data sharing metric of Ada and 
Modula-2 programs. When the data sharing metric of Ada 
programs is correlated with metrics of Modula-2 programs. it 
correlates well only with the data sharing metric of 
Modula-2 programs. 
As discussed in the previous chapter, Henry and 
Kafura's data hiding metric increases with the increase of 
shared data in a program. When the average data hiding 
metric among c++, Ada, and Modula-2 programs are compared, 
it is found that c++ programs have the least shared data 
followed by Ada and then Modula-2. One question that can be 
raised from this finding is "Does lower data sharing 
correlate well with the size metric?". From the formula of 
Henry and Kafura's data sharing metric, Fanin * Fanout, 
the answer should be "yes" if the number of modules metric 
correlates well with the size metric and "no" otherwise. 
Fanin for a module is the number of modules that pass data 
to the module either directly or indirectly and Fanout for a 
module is the number of modules to which data is passed 
either directly or indirecly [14]. If the shared data are 
eliminated, basically the formula becomes M * M where M is 
the number of modules. 
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cox's Surface Area Metrics 
Time Sequence of Operations Metric (TSO). The TSO 
metric of c++ programs correlates well with Halstead's and 
McCabe's metrics of c++, Ada and Modula-2 programs. When the 
TSO metric of Ada is correlated with metrics of Modula-2 
programs, only Halstead's and McCabe's metrics of Modula-2 
programs correlate well with .TSO metrics of Ada programs. 
The step of operations metric by definition is the number of 
steps that a user needs in order to know how to use an 
object. In object-oriented style, when a program is getting 
larger, it is most likely that the number of objects 
increases. According to Cox [16], the more sequence of 
operations a user needs in order to know how to use an 
object, the more complex the object is. In this study, among 
c++, Ada, and Modula-2, objects written in c++ require the 
least number of sequence of operations while objects written 
in Ada and Modula-2 require almost the same number of 
sequence of operations. 
Data Hiding Metric. In c++, the data hiding metric 
correlates well only with Halstead's metrics, especially 
the program volume. The data sharing metric of c++ has no 
linear relationship to any of the Ada and Modula-2 metrics. 
In Ada, the data hiding metric correlates.well with 
Halstead's, McCabe's, and TSO metrics. The data hiding 
metric of Ada also correlates well with data hiding, 
Halstead's, and McCabe's of Modula-2. In Modula-2, the data 
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hiding metric is linearly related to Halstead's, McCabe's, 
and TSO metrics. When the averages of the data hiding met-
rics of Ada, C++, and Modula-2 are compared, they all have 
almost the same ordinal number. 
Data Abstraction Metric. In all three languages, Ada, 
c++, and Modula-2, there is no linear relationship between 
the data abstraction metric and the rest of the metrics. As 
with the data hiding metric, the average data abstraction 
metric of the three languages is almost the same. This 
suggests that the data abstraction metric does not depend on 
the size of a program. It also suggests that the expert 
programmers tended to create the same amount of data 
abstraction in Ada, c++, and Modula-2 when object-oriented 
style was applied. 
Experts' Data Analysis Overview 
In this study, Halstead's metrics of the expert 
programs seem to correlate well with McCabe's metric. This 
is also true when Halstead's metrics of c++ programs are 
correlated with Halstead's and McCabe's metrics of Ada or 
Modula-2 programs. Thus, we can infer, in this study, that 
McCabe's metric increases as the size of the program grows 
larger. The only exception is the unique operand count 
metric (n2 ). This is understandable because the number of 
operands in a language is fixed but program sizes are 
varied. From the difficulty metric formula, Halstead 
hypothesized that it is easier to write a program in a 
language with a large number of operands than in a 
language with few operands. Table IX shows that, on the 
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average, Ada programs have the 
Modula-2 then C++ programs in 
smallest number followed by 
the difficulty metric. 
Henry and Kafura's data sharing metric of Ada, 
Modula-2, and C++ programs have good linear relationships. 
This observation suggests that the data sharing metric 
increases at the same rate in Ada, Modula-2, or C++ 
programs. It is found in this study that, on the 
average, c++ p~ograms consist of the least data shared 
followed by Ada and then Modula-2 programs. In all three 
languages, the data sharing metric does not correlate well 
with Halstead's metric. This suggests that the data sharing 
metric does not depend on the program size. 
Cox's surface area metric is used to exploit the 
advantage of the object-oriented technique. In general, TSO 
correlates well with Halstead's and McCabe's metrics. When 
the data hiding metric is observed, it correlates well with 
Halstead's, McCabe's, and TSO metric for Ada and Modula-2 
programs and only to Halstead's metrics for c++ programs. 
The data abstraction metric is the only metric which does 
not correlate well with the rest of the metrics. This is 
understandable because this metric is merely an interface 
metric for the number of distinct arguments in the functions 
used for an object [16]. Especially in surface area metrics, 
C++ programs do not correlate well with Ada and Modula-2 
programs. On the contrary, the surface area metrics of Ada 
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programs correlate well with Modula-2 programs. This is 
probably because of the way objects are defined in Ada, 
c++, and Modula-2. Ada and Modula-2 experts defined an 
object in almost similar encapsulated modules called module 
in Modula-2 and package in Ada while c++ experts use a user 
data type called class to define an object. 
There are some factors that need to be discussed in 
order to avoid misunderstanding the results of this 
experiment, especially concerning the observations made 
about the programs written by the experts. First of all, all 
of the programs are written in the object-oriented style.so 
the result does not generalize to other styles of 
programming. Second, all of the experts' programs are 
selected from various textbooks. The experts are the authors 
of the books. So the data observed are not obtained from a 
controlled experiment. Third, the average program size is 
about 750 tokens. So, a similar study with a larger program 
size to observe might not obtain a similar result. Table X 
shows each program's size in lines of codes and tokens. 
Finally, because of the difficulty in finding a similar 
program written in Ada, c++, and Modula-2, only eight 
programs for each language are observed. Again, the results 
of this study might not reflect the results of a similar 
study with a larger number of programs. With all of these 
biasing factors, the data are still worth analyzing and show 
the same results when compared with the idealized 
experiment (when all of the biasing factors are removed). 
TABLE X 
EXPERT PROGRAMS AND THEIR SIZES IN 
LINES OF CODES AND TOKENS 
Program LOC Tokens 
Table (a) 201 1009 
(b) 182 933 
(c) 164 832 
Complex (a) 66 356 
(b) 73 449 
( c) 61 404 
Matrix (a) 37 271 
(b) 43 281 
(c) 46 279 
Rational (a) 162 790 
(b) 71 483 
( c) 86 520 
List (a) 80 412 
(b) 60 326 
( c) 59 297 
Stack (a) 88 474 
(b) 32 163 
(c) 79 322 
Dictionary(a) 479 2469 
(b) 726 3274 
( c) 826 3365 
Queue (a) 88 470 
(b) 38 226 
( c) 101 452 
(a) written in c++ 
(b) written in Ada 
(c) written in Modula-2 
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Novice Data Analysis and Comparison 
As discussed in chapter IV, the data gathered from 
novice programmers were produced under time constraints. 
This caused more than half of the targeted programs to be 
unfinished. Because of the quantity of the unfinished 
(partial) programs, it is impossible to void them and still 
have a reasonable analysis. Partial programs either could be 
syntactically unfinished programs, or they could be programs 
with compilation or run-time errors. 
Reynolds [38] discusses metrics to measure the 
complexity of partial programs. His discussion of partial 
programs is the context of the stepwise refinement process, 
that is, "partial" meaning not yet fully refined into code 
in the software development life cycle. 
"In order to monitor stepwise refinement of 
pseudocode module, they (the metrics) must be 
extended to describe the complexity of a partially 
completed program. Such a pseudocode program 
contains two classes of symbolic terms. The first 
class of terms, called prescribed terms, corresponds 
to reserved words and symbols in the target 
language. The other class of terms stands for 
inferences about aspects of the program that remain 
to be instantiated. These are called projected 
terms." [ 3 8] 
A slight adaptation of these concepts is utilized to 
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measure the complexity of partial ( i.e., incompletely 
written) programs in this work. Basically, Reynolds claims 
that a complete program is composed of prescribed and 
projected components. The prescribed components are the 
partial operators and operands in the case of Halstead's 
metrics preexisting in the incompletely developed program. 
The projected components are the tokens that should be 
contained in a complete program. The component can be 
represented by <S> for statements that have two operands and 
one operator, <E> for expressions that have one operator and 
one operand, <O> for operands, or < > for operators. 
The projected components can consist of only <S>s (the 
crude estimation) or consist of only <O>s and < >s (the best 
estimation). For example, if the projected components 
consist of ten statements, the primitive projected operands 
will be twenty and the projected operators will be ten. The 
more <S>s and <E>s represented by <O>s and < >s, the closer 
is the measurement to the perfect estimation. 
The method outlined above is not directly applicable 
for the analysis of incomplete or partial programs in this 
study, since the method clearly is not used for comparison 
purposes but to provide a quantitative description of the 
program development process [38]. One possible way to adapt 
this method for comparison is to let the novice programmers 
finish their programs by estimating the projected operands 
and operators. This is a plausible adaptation. Nevertheless, 
the result will be arguably biased because of different 
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estimation and finishing times. 
Two methods were developed to analyze the partial 
programs. They are called extrapolation and percentage 
methods. These methods basically assume that the measured 
complexity metrics are linearly related to the size of the 
programs. In the extrapolation method, the following formula 





Npartiai is the length of the partial program 
which is the sum of the total number of 
operators and operands, N1 + N2 ; 
Nestimated is the "estimated" complete length 
which is the corresponding expert program in 
terms of the operator and operand tokens; 
Mpartial is the complexity metric of the partial 
program; 
Mestimat$d is the complexity metric that needs to be 
estimated. 





For example, to estimate the difficulty metric of a 






As shown in the above formula (n], the extrapolation 
method depends heavily on the length metric. The estimated 
Halstead's or McCabe's metrics would also provide meaningful 
extrapolations to the complete programs but the estimated 
Henry and Kafura's or Cox's surface area metrics may not be 
good indicators of the complete programs due to the weak 
correlation between the length metric and Henry and 
Kafura's metric or Cox's surface area metric. 
The percentage method basically measures the percentage 
of the length of the partial programs over the length of the 
estimated programs. The formula of the percentage method is 
% of Npartial = 
Npartial x 100% (m]. 
Nestimated 
Undoubtedly, an argument for the use of the 
extrapolation and percentage methods may be made due to 
their usefulness in comparing partial programs. It is not 
the purpose of this study to develop a metric to measure 
partial programs. As indicated before, the work of Reynolds 
(38, 39] Ls not directly applicable to this study. Even 
though the extrapolation and the percentage methods are 
arguable, the methods merit consistency which eliminates 
biasing factors such as the bias introduced by using the 
estimated length. Since all of the estimated metrics are 
extrapolated with respect to the estimated length, when they 
are compared, the estimated length will not be the important 
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factor. 
As mentioned in chapter IV, novice programmers are 
divided into two groups. Chapter III includes a discussion 
of the reasons for the design which are for randomizing and 
minimizing the biasing factors such as the learning curve. 
When analyzing the data, the groups will be combined and 
analyzed as Ada and C++ data as shown in Tables XI and XII. 
In the following discussion, first some observations on 
the subjects and their opinions about the experiment are 
discussed. Then the analysis will be presented with the 
percentage method followed by the extrapolation method. 
Since the number of subjects involved in the novice 
experiment was only eleven, their activities were observed 
closely. On the first day of the experiment, group 1, 
consisting of six members, who implemented the problems in 
Ada language, seemed to have no difficulty in writing the 
programs. Table XII shows that all members of group 1 
finished at least one of the three problems assigned. Three 
members finished the second problems. Most of their time was 
spent in debugging the programs. However, group 2, 
consisting of five members, had a difficult time 
implementing the problems in c++. No one completed a single 
program of the three problems assigned. They basically did 
not understand the concept of class in c++. They saw a class 
as a structure type in C rather than a data abstraction 
tool. 
On the second day of the experiment, only one problem 
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was given to the subjects. The difficulty of the problem was 
supposed to be equal to the three problems assigned on the 
first day. Group 1 implemented the problem in C++ while 
group 2 implemented the problem in Ada. Of the six members, 
only two of them completed the programs but failed to run 
them successfully. When their programs were examined 
closely, minor errors were detected. But, the more 
disturbing factors about the programs were the way the 
subjects treated the class structure. They entered 
unnecessary data into the class structure. Again, they did 
not see the class structure as a data abstraction tool. In 
group 2, most members finished the program but had 
difficulty compiling it. As in group 1, they did not seem to 
understand the concept of data abstraction and 
encapsulation. They used them without knowing the advantage 
of the package in Ada. 
At the end of the experiment, the subjects were given 
the post-experiment questionnaire (Appendix D) . The 
following discussion summarizes their opinions about the 
experiment. The majority felt that Ada was easier to learn 
and use than C++. This, of course, made them prefer Ada as 
their favored programming language over c++. The only 
exception was the subjects who had programmed in C for more 
than three semesters. They prefered C++ over Ada even though 
they still thought that Ada was easier to learn and use. 
Most of them felt that they needed more time to learn a new 
language. 
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It is possible that if the subjects were given the same 
tasks and asked to write them in the programming style they 
were accustomed to, such as top-down design, they would have 
finished the tasks. In this experiment, the subjects were 
forced to write the programs in the object-oriented style by 
providing them with a fixed main driver (Appendix B and 
Appendix C) to test their objects. Many factors can be 
blamed for inadequately finished programs by the subjects 
but the most significant factor is believed to be the 
treatment. Considering the level of knowledge of the 
subjects, who were mostly seniors and graduate students, 
early in the experiment it was assumed that three hours of 
treatment to learn basic object-oriented style were 
sufficient. The reasoning behind this number of hours was 
that the more treatment the subjects got the more likely the 
biasing factor such as an uneven learning curve would arise. 
Even though their programs were not ideal object-oriented 
programs, they could be considered as programs written with 
the object-oriented programming paradigm in mind. 
Percentage Method 
As shown in the percentage formula above [m], this 
method measures the percentage of the novices' program 
length compared to the experts' program length. This 
measurement implies the percentage of the partial programs 
compared to the finished program. Tables XI and XII show the 
percentage of the partial programs over the completed 
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programs written in c++ and Ada, respectively. Table XI 
indicates that none of the novice programmers could finish a 
program in c++ as required. In some instances, they 
completed the programs but were not able to fix the 
compilation or run-time errors. Only three of the eleven 
novice programmers finished over seventy-five percents and 
the rest finished below fifty percent of the final program 
required. Table XII shows that six of the novice 
programmers finished at least one program, three finished 
two programs, and five finished below fifty percent of the 
total number of programs. 
TABLE XI 
PERCENTAGE OF NOVICE PROGRAMS' LENGTH 
OVER EXPERT PROGRAMS' LENGTH IN C++ 
Program Programmer N Ne Completed 
Table 1 24% 49% No 
2 32% 73% No 
3 27% 59% No 
4 20% 40% No 
5 21% 40% No 
Complex 4 79% 70% No 
Matrix 7 40% 106% No 
8 93% 170% No 
9 41% 117% No 







PERCENTAGE OF NOVICE PROGRAMS' LENGTH 
OVER EXPERT PROGRAMS' LENGTH IN ADA 
Programmer N Ne Completed 
7 34% 24% No 
8 23% 22% No 
9 24% 18% No 
1 60% 100% Yes 
2 34% 70% No 
3 59% 84% No 
4 75% 100% Yes 
5 72% 84% Yes 
1 141% 112% Yes 
2 112% 102% Ye·s 
3 102% 105% Yes 
4 111% 121% Yes 
5 98% 93% Yes 
6 108% 108% Yes 
1 21% 41% No 
2 62% 60% No 
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In Tables XI and XII, N and Nestimate represent 
Halstead's program length and Halstead's estimated program 
length. The Table shows that the percentage of Nestimate 
doubles the percentage of N when the percentage of N is low. 
When the percentage of N is high, as indicated in the 
completed programs of Table XII, the percentage of Nestimate 
approaches an equilibrium. This does not mean that the N and 
Nestimate metrics are almost equal for the complete 
programs. It just suggests that the ratio of the partial 
program length over the completed program length is equal 
to the ratio of the estimated one. 
Extrapolation Method 
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Table XIII shows Halstead's and McCabe's metrics for 
the novice programs written in Ada after the partial metrics 
were extrapolated by Halstead's length metric as discussed 
above. In this table, Halstead's metrics do not correlate 
well with their own member metrics or with McCabe's metric 
except in a few instances. When the partial metrics are 
extrapolated by Halstead's estimate length as shown in Table 
XIV, the correlation coefficients are better except for 
volume and effort metrics. However, for c++, as shown in 
Tables XV and XVI, Halstead's metrics have good correlation 
coefficients between their own members but not with McCabe's 
metric. Correlation coefficients in Tables XV and XVI are 
quite similar. As indicated in the caption, Table XV 
contains the correlation coefficients among Halstead's and 
McCabe's metrics for the novice programs written in c++ 
after extrapolation by Halstead's program length. Table XV 
is the same as Table XVI except for the fact that it is 
extrapolated by Halstead's estimated program length. 
When the metrics extrapolated by program length 
are correlated with the same metrics extrapolated by 
estimated program length as shown in Table XVII, they 
correlate well. This indicates that program length and 
estimated program length have a good linear relationship 






























CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES' 
ADA PROGRAMS AFTER 
EXTRAPOLATION BY N 
n2 Nl N2 v D E V(G) 
.06 
.89 .12 
.13 -.01 .20 
.73 .14 .91 .26 
.46 .16 .78 .21 .93 
.79 .24 .89 .03 .74 .63 
.88 .13 .99 .24 .93 .80 .86 
.98 .09 .93 .17 .85 .61 .81 
TABLE XIV 
CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES'S ADA 
PROGRAMS AFTER EXTRAPOLATION BY Ne 
nl n2 Nl N2 v D E V(G) 
.96 
.96 .95 
.96 .97 .99 
.41 .38 .45 .41 
.96 .89 .97 .96 .43 
.86 .75 .91 .88 .39 .96 
.93 .95 .95 .97 .34 .91 .82 
.96 .96 .99 .99 .43 .97 .89 .97 



























CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES' C++ 
PROGRAMS AFTER EXTRAPOLATION BY N 
n2 Nl N2 v D E V(G) 
.88 
.92 .99 
.88 .99 .99 
.79 .95 .95 .97 
.59 .82 .81 .86 .94 
.87 .82 .87 .82 .75 .55 
.91 .99 .99 .99 .95 .82 .85 
.93 .96 .98 .98 .96 .84 .82 
TABLE XVI 
CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES' C++ 
PROGRAMS AFTER EXTRAPOLATION BY Ne 
n2 Nl N2 v D E V (G) 
.86 
.92 .97 
.89 .98 .99 
.79 .88 .92 .95 
.55 .73 .76 .81 .93 
.86 .65 .77 .72 .70 .46 
.90 .99 .99 .99 .91 .75 .73 







Table XVIII shows the average values of the selected 
metrics after extrapolation by Halstead's program length 
and Halstead's estimated program length. It shows that in 
c++, the average of Halstead's metrics after extrapolation 
by program length are almost double the metrics after 
extrapolation by estimated program length. While in the Ada 
counterpart, the average values are almost the same. This 
may suggest that the ordinal values in Table XVIII are 
better estimated when applied to programs written in Ada 
than written in c++ by novice programmers. On the other 
hand, the difference between the pairs of values in C++ 
columns may have been caused by the fact that many of the 
programs written in c++ are half finished. The big 
adjustment may have caused the big difference in the 
metrics after extrapolation by program length and estimated 
program length. 
Because of the bad correlation of the program level 
metric, the metric is compared by averaging as done by 
Conte, Dunsmore, and Shen [14]. As shown in Table XVIII, it 
is suggested that for novice programmers c++ is a more 
complex language than Ada. However, it needs to be pointed 
out that studies have shown that the language level is a 
decreasing function of program size [14]. So the language 
level is not a constant number and in a manner analogous to 
other Halstead's metrics, it depends on the program size. 
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Table XVIII also shows the comparison of Henry and 
Kafura's metric and Cox's surface area metrics between c++ 
and Ada. The correlation coefficient is not used to analyze 
data because the correlation coefficients produced do not 
correlate well with the rest of the metrics. On the average, 
Henry and Kafura's metric for c++ programs is larger than 
the metric for Ada programs. This observation suggests that 
novice programmers tend to pass and receive more data 
between modules or use more external variables (implicit 
passing and receiving between modules) in Ada programs than 
in c++ programs. 
The average Cox's time sequence of operations metric 
(TSO) for c++ programs is less than the average of the same 
metric for Ada programs. This is basically caused by the way 
the languages define an object in object-oriented programs. 
The c++ language can automatically create the data object 
when an object is initiated and also automatically destroy 
it when the object is not in use. Ada, however, has to 
create the data object before the object can be used 
properly and the programmer has to explicitly destroy the 
object. 
When the averages of Cox's data hiding metric for c++ 
and Ada are compared, Ada programs have more ordinal 
numbers than c++ programs. As discussed in. the previous 
chapter, the data hiding metric is the sum of all variables, 
procedures, functions, and data types inside the 
specification part of an object. Considering the definition 
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of the data hiding metric, the differences among the four 
ordinal numbers are not substantial. So it can be assumed 
that the novice programmers use almost the same amount of 
non-private data in creating an object in Ada and c++ 
programs. 
Cox's data abstraction metric is defined as the number 
of data types required to understand how to use an object. 
As in the data hiding metric, the difference between the 
data abstraction metric of c++ and Ada programs is not 
sunstantial enough to be considered different. It can be 
said that in this experiment, the novice programmers used as 
many data types in Ada programs as in c++ programs in 
creating an object. 
TABLE XVII 
CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES' 
PROGRAMS AFTER EXTRAPOLATION 
BY N AND Ne 
Ada. c++ 
nl .89 .97 
n2 .91 .92 
Nl .98 .86 
N2 .96 .91 
v .95 .92 
D .94 .97 
E .83 .98 
L .83 .94 
V(G) .99 .99 
N .95 .90 









MEANS AMONG THE SELECTED NOVICES' METRICS 
FOR THE C++ - ADA COMPARISON AFTER 
EXTRAPOLATION BY N AND Ne 
C++ (N) c++ (Ne) c++ Ada (N) Ada (Ne) 
98 49 42 41 
71 35 46 46 
245 29 234 173 
404 209 289 297 
2656 1379 2724 2482 
294 149 135 136 
312338 159509 141034 146467 
Ada 
V(G) 19 9 10 12 
H&K 15 25 
TSO 1 2 
DH 31 35 
DA 4 5 
N 649 338 461 469 
Ne 579 286 274 274 
L .45 .21 .54 .46 
(N) the values are extrapolated with program length 
(Ne) the values are extrapolated with estimated program 
length 
Novices' Data Analysis Overview 
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Unlike the expert programmers, the novice programmers 
developed their programs under a controlled experiment. 
Problems emerged when more than half of the programs 
produced by the novices were unfinished. Two methods were 
devised to measure the novices' programs in order to 
overcome the problem. They are called the percentage and 
extrapolation methods. The percentage method measures the 
percentage of the length of unfinished programs over the 
finished programs. The extrapolation method estimates the 
metrics of a finished program from the partial program. 
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In this section, the percentage of the finished Ada and 
C++ programs were compared and discussed. Also included in 
this section is the analysis of Halstead's, McCabe's, Henry 
and Kafura's, and Cox's surface area metrics of Ada and c++ 
programs after the two extrapolation methods were applied. 
To get the estimated metrics of partial programs, the 
partial metrics are extrapolated using Halstead's program 
length factor and Halstead's estimated program length 
factor. 
One question that can be raised for this experiment is 
"What language is better suited for the novice programmers 
to learn the object-oriented technique?". According to 
Tables XI and XII, the answer has to be "Ada". More programs 
are completed in Ada than in C++. When the same question was 
asked directly of the novice programmers, most of them felt 
that Ada was much easier to learn and use than c++. When 
Table XVIII is observed, it is evident that c++ programs 
are more complex than Ada programs in terms of Halstead's 
and McCabe's metrics and less complex in terms of Henry and 
Kafura's and Cox's surface area metrics. 
As in the experts' analysis, it is important to state 
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the factors and limitations of the outcome. All of the 
observations of the novices' data are limited by the 
following factors. First, the data analyzed are the 
extrapolated data. Even though it is the purpose of the 
experiment to analyze complete programs, the result might 
not reflect similar experiments that measure the programs 
directly without extrapolation methods applied. Secondly, 
the programs produced are under a controlled experiment 
specified in the previous chapter. A different controlled 
experiment might not have the same result. Finally, the 
average of the program size is 650 tokens for C++ where ten 
programs are observed and 450 tokens for Ada where sixteen 
programs are observed. So, a similar experiment with larger 
program sizes and a larger number of observations might not 
reflect the analysis above. 
As discussed in Conte, Dunsmore, and Shen [14], the 
ideal controlled experiment is costly, time consuming, and 
probably impossible. This experiment was an attempt to meet 
the requirements necessary to have a valid result according 
to Conte, Dunsmore, and Shen. It is true that the outcome 
might not reflect as wide of a population as expected but 
the outcome is still worth analyzing and comparing to other 
similar studies. 
Expert and Novice Data Analysis and Comparison 
In the previous sections experts' and novices' 
programs were analyzed and compared. The fact that the 
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experts' programs and the novices' programs were obtained in 
different ways was also discussed. The experts' programs 
were obtained from the textbook which the experts wrote and 
the novices' programs were obtained from a controlled 
experiment. Clearly, the experts' and the novices' programs 
cannot be compared on a one to one basis. But, if the 
experts' programs are seen as the completed programs, the 
experts' and the novices' programs could be compared by 
focusing on how close the novices' programs are to the 
experts' programs. 
The experts' and the novices' programs are analyzed by 
using correlation coefficients applied to Halstead's, 
McCabe's, Henry and Kafura's, and Cox's metrics. Due to the 
differences in the number of subjects and programs between 
the expert and novice groups, some experts' data needed to 
be duplicated and extracted. There are eight programs for 
the eight problems produced by the expert group in each 
language (Ada and C++). However, the novices were assigned 
only four of the eight problems. To make the metrics 
comparable, the experts' programs that the novices did not 
produce are ignored. 
Since five novice programmers solved a similar problem, 
the metrics produced by the expert for that program were 
replicated as often as necessary to match the number of 
novices who wrote that program. Table XXIII illustrates the 
adjustment made for the expert versus novice comparison. 
After the adjustment (duplication and extraction), 
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there are ten novices' and experts' C++ programs as well as 
sixteen novices' and experts' Ada programs to be observed. 
As discussed in the novice analysis above, there are two 
sets of novice metrics. One is produced by extrapolating the 
selected metrics with Halstead's program length and the 
other one is produced by extrapolating the selected metrics 
with Halstead's estimated program length. In the analysis 
which follows, both sets of metrics are compared with the 
expert metrics. The correlation coefficient tables for the 
novices' and experts' comparison (Table XIX and Table XX) 
are different compared to the ones in the novice analysis or 
expert analysis. The tables show only the correlation 
coefficients of the experts' metrics correlated to the 
similar novices' metrics. The correlation between different 
metrics is irrelevant for the analysis. The novices' and 
experts' comparison for Ada programs is presented in the 
next section followed by the novices' and experts' 
comparison for c++ programs. 
Experts' and Novices' Comparison for Ada Programs 
Table XIX shows that expert metrics correlate better 
with the novice metrics that have been extrapolated with 
Halstead's estimated program length. This finding supports 
the correlation coefficients in the novice analysis as shown 
in Table XIII and XIV which also suggested that the novice 
metrics extrapolated by estimated program length correlate 
better with the other metrics than the metrics extrapolated 
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by program length. 
As shown in Table XIX, Halstead's and McCabe's expert 
metrics correlate well with the corresponding novice metrics 
with the exceptions of Halstead's number of operators metric 
and the volume metric. The good correlation coefficient 
between the experts' and novices' metrics was surprising 
because the novices' programs are mostly partial programs. 
The extrapolation of the novice metrics was believed to be 









CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR NOVICES' 
AND EXPERTS' COMPARISON 
FOR ADA PROGRAMS 








V(G) .99 .99 
N 1. 00 .95 
Ne .92 1. 00 
(N) the values are extrapolated with program length. 
(Ne) the values are extrapolated with estimated program 
length. 
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Table XXI shows the average value of the experts' and 
the novices' metrics. As shown in the table, Halstead's and 
McCabe's metric between the novices and the experts are very 
close to each other. On the average; Henry and Kafura's 
expert metric is also close to the similar novice metric. 
The experts seemed to have more operations in using an 
object than the novices (refer to the TSO metric). This is 
partly caused by a good programming practice followed by the 
experts which is always destroying an object when it is not 
needed. Cox's data sharing and data abstraction metrics in 
Table XXI show that the novices used more unprotected data 
than the experts. This result is expected since a lot of the 
novice Ada programmers defined data in the specification 
part of the Ada package for easy access to the data while 
the experts defined them in the package body or declared 
them as private. Table XXI shows that the experts' Ada 
program level is more complex than the novices' Ada program. 
This proves again that Halstead's program level is not a 
fixed value as Halstead had expected but simply a decreasing 
function of the size metrics. 
Novices' and Experts' Comparison for c++ Programs 
When the experts' metrics for c++ programs are 
correlated to the corresponding novices' metrics, they 
produce a high correlation coefficient. As shown in Table 
XX, this is true for Halstead's and McCabe's metrics. Unlike 
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the Ada comparison, the correlation coefficients between the 
expert metrics and the novice metrics extrapolated by the 
program length are almost similar to the correlation 
coefficients between the expert metrics and the novice 
metrics extrapolated by the estimated program length. This 
finding supports the assumption stated in the previous 
section that the extrapolation of the novice data causes the 
novices' metrics to have a good correlation with the 
corresponding experts' metrics. 
Table XXII shows the average value among the selected 
metrics for the novices' and experts~ programs written in 
C++. It shows that, on the average, the novice programmers 
used more unique operands and unique operators than the 
expert programmers even though the novices' and the experts' 
program sizes are almost the same. This finding is also 
surprising since it is expected that the expert programmers 
use more unique operands than the novice programmmers. Since 
the novice programmers used more unique operands, according 
to Halstead, their programs need less effort to write than 
the expert programs. The program level of the experts and 
the novices is also different. The average program level 
value only indicates that the experts' programs are more 









CORRELATION COEFFICIENTS AMONG THE 
SELECTED METRICS FOR THE NOVICES' 
AND EXPERTS' COMPARISON 
FOR C++ PROGRAMS 


















1. 00 .90 
.97 1. 00 
TABLE XXI 
MEANS AMONG THE SELECTED METRICS FOR 
NOVICES' AND EXPERTS' COMPARISON 
FOR ADA PROGRAMS 
Expert Novice (N) Novice (Ne) Novice 
37 42 41 
35 45 46 
177 234 173 
285 289 297 
2020 2724 2482 
153 135 136 
478965 141034 146467 
V(G) 10 10 12 
H&K 29 25 
TSO 3 2 
DH 11 35 
DA 2 5 
N 461 461 469 
Ne 274 274 274 
L .17 .54 .46 
(N) the values are extrapolated with program length. 











MEANS AMONG THE SELECTED METRICS FOR 
NOVICES' AND EXPERTS' COMPARISON 
FOR C++ PROGRAMS 
Expert Novice (N) Novice (Ne) 
45 98 49 
31 71 35 
244 245 . 129 
404 404 209 
2910 2659 1377 
320 294 149 
1386527 312338 159509 
Novice 
V(G) 15 19 9 
H&K 17 25 
TSO 1 1 
DH 10 23 
DA 3 3 
N 649 649 338 
Ne 286 579 286 
L .11 .45 .21 
(N) the values are extrapolated with program length. 
(Ne) the values are extrapolated with estimated program 
length. 
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Table XXII also shows the average of Henry and Kafura's 
and Cox's surface area metrics. It shows that, on the 
average, novices' programs passed and received data in the 
program modules more than the experts' counterpart. Cox's 
TSO metrics of the experts' and the novices' programs are 
the same. This is primarily because of the way an object is 
defined in c++. When the object is initiated, it is ready to 
be used and it is automatically destroyed when the object 
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is not in use. Table XXIII indicates that ,on the average, 
Cox's data abstraction of the experts' programs are also 
equal to the novices' programs. The only difference 
regarding Cox's surface area metrics between the experts' 
and the novices' programs is the data hiding. The novice 
programmers, on the average, used more global or external 
data than the experts. As mentioned before, data can be 
. 
variables, constants, or data types (user or defined). 
Novices' and Experts' Comparison Overview 
The novices' programs were compared to the experts'· 
programs by means of how close the novices' programs are to 
the experts'. Problems arose when the number of subjects and 
programs between the expert and novice groups differed. 
Extraction and duplication of the experts' programs were 
applied to obtain a match-up of the metrics. Table XXIII 
illustrated the adjustments. 
After applying the correlation between the novices' Ada 
metrics and the corresponding experts' metrics, it was found 
that there was a linear relationship between the two sets of 
metrics except for Halsteads' number of operators and the 
volume metrics. The metrics applied were Halstead's and 
McCabe's metrics. In the c++ comparison between the experts 
and the novices, the correlation coefficients produced were 
better than the Ada counterpart. A good correlation between 
the experts' and the novices' metrics was unexpected since 
the novices' metrics were produced from extrapolated partial 
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programs. The extrapolation methods applied to the novices' 










ILLUSTRATION OF EXPERTS' METRICS 
ADJUSTMENT 
Expert Metric Novice Metric 
2 1 
2 <DUPLICATED> 3 
2 <DUPLICATED> 2 
4 3 
4 <DUPLICATED> 5 
5 6 
5 <DUPLICATED> 4 
5 <DUPLICATED> 7-
7 <EXTRACTED> not available 
8 <EXTRACTED> not available 
7 9 
7 <DUPLICATED> 8 
7 <DUPLICATED> 9 
When the means of the Ada program level metric between 
the novices' and the experts' programs were compared, the 
metrics varied greatly. The metrics' ordinal values only 
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implied that the experts' programs were more complex and 
difficult to write than the novices' 'programs. The result 
was also true for the C++ program level analysis. In the Ada 
analysis, it was found that the experts' program modules 
passed and received data almost as much as the novices' 
program modules. However, in the c++ analysis, the novices' 
program modules passed and received more data than the 
experts' program modules. In the Ada programs, it was found 
that the expert programmers used more operations in using an 
object than the novice programmers. While in c++ programs, 
both the expert and the novice programmers needed only one 
operation to use an object. Both in Ada and c++ programs, 
the novice programmers defined more external data than the 
expert programmers. 
Comparing the experts' programs and the novices' 
programs is a stimulating issue. Many questions can be posed 
regarding this evaluation. A general question would be 
"Did the experts produce better programs than the novices?". 
There are certainly many definitions of "better programs". 
But, in this study, "better programs" is defined as "less 
complex programs". The complexity of a program is measured 
by Halstead's, McCabe's, Henry and Kafura's, and Cox's 
metrics. 
The discussion above tried to answer this question with 
the following factors in mind. First, the experts' and the 
novices' programs were obtained in different ways. Second, 
the novices' metrics were extrapolated values. Third, the 
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average programs were about 300 tokens. Finally, the 
programs were designed by using the object-oriented style. 
Even though the result is constrained to a small population 
with the above factors in mind, the result was intended to 
reflect the population with the first and the second factors 
removed. 
Discussion 
This chapter analyzed and evaluated the experts' and 
the novices' programs. A total of twenty-four object-
oriented programs were obtained from various textbooks (2, 
7, 16, 21, 33, 43, 52-56]. The programs were written in 
Ada, Modula-2, and c++ (eight programs for each language 
were considered). These programs were called the experts' 
programs. The novices' programs were obtained in a 
controlled experiment. Because of time and resource (no 
Modula-2 compiler was available) constraints, only four 
programs of the eight possible programs were implemented in 
Ada and c++ language for the experiment. Volunteers for the 
experiment were eleven students consisting of computer 
science graduate and advanced undergraduate students. From 
those eleven students, three used C language more than three 
semesters, four used it for two semesters, and four used it 
in one semester or less. When asked how long they used 
Pascal, six used it three semesters or more, one used it two 
semesters, and three used it one semester or less. 
The programs produced by the expert and novice 
programmers were measured by complexity analyzers. These 
analyzers (written in Ada and c++) read a program and 
produced Halsteads' and McCabe's metrics. Henry and 
Kafura's data sharing and Cox's surface area metrics were 
produced manually. 
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A correlation coefficient has been used to analyze and 
compare programs in similar studies. It was felt that this 
method of evaluation was good for this experiment. The 
Pearson correlation coefficients discussed in this chapter 
were obtained from feeding the metrics to SAS (Statistic 
Analysis System) . SAS also produced the means of the metrics 
for each language. These average values were quite useful 
for comparison where a correlation coefficient between two 
metrics was not meaningful. In case of Halstead's program 
level, Cox's metrics, or metrics between two languages, the 
average value was proven to be better for comparison. 
In this experiment, it was found that more than half of 
the targeted novice programs were not completed. To overcome 
this problem, the percentage and extrapolation methods were 
applied to the metrics. Even though the experts' and the 
novices' programs were not obtained in a similar way, the 
correlation coefficients and the average values of two 
metrics were still valuable to be evaluated. There was a 
problem in making this evaluation possible. The number of 
programs between the two groups of programmers were 
different because only four of the eight programs were 
implemented by the novices and also five to six novices 
wrote similar problems. Extraction and duplication 
techniques were used to balance out the programs being 
compared. 
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There were three evaluations discussed in this chapter. 
They were the experts• program evaluation, the novices' 
program evaluation, and the experts' versus novices' program 
evaluation. At the end of every evaluation, the limitation 
factors were discussed. It was intended to eliminate 
misunderstandings pertaining to the interpretation of the 
results. Even with these limitation factors, it was felt 
that this study accomplished the intention of understanding 
the effect of the object-oriented style on developing 
programs. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
This thesis evaluates object-oriented programs written 
by expert and novice programmers. The comparison between the 
experts' and the novices' programs are also analyzed. The 
experts' programs were written in Ada, C++, and Modula-2. 
Eight programs for each language were collected from various 
books. These twenty-four programs are called the experts' 
programs. The novices' programs were obtained from a 
controlled experiment. These programs were written by eleven 
Oklahoma State University advanced undergraduate and 
graduate students. The students wrote four of the eight 
programs written by the experts. Ada, c++, and Modula-2 
source code analyzers were developed to produce eleven 
selected metrics (Halstead's, McCabe's cyclomatic, Henry and 
Kafura's data sharing, and Cox's surface area metrics). 
Extrapolation and percentage techniques were applied to the 
novices' partial programs to normalize the partial metrics. 
Extraction and duplication methods were applied to the 




In the expert evaluation, it was found that Halstead's 
metrics correlated well with McCabe's metric. That was true 
for all programs which were written in Ada, c++, and 
Modula-2. When the data sharing metric was observed, the 
expert Ada and Modula-2 programs were linearly related. It 
was also found that, on the average, C++ programs have the 
least shared data followed by Ada and then Modula-2 
programs. As expected, Cox's TSO metric of C++ programs had 
the least sequence of operations while Ada and Modula-2 
required almost the same number of operations. On the 
average, the expert Ada, C++, and Modula-2 data sharing 
metrics had the same ordinal number. As with the data 
sharing metric, the expert programmers used the same number 
of data abstraction in Ada, c++, and modula-2 programs. 
There were two methods applied to the novices' 
programs: extrapolation and percentage methods. The 
extrapolation method attempted to estimate the metrics from 
the novices' partial programs. These metrics were then 
correlated as in the expert evaluation. The percentage 
method measured the percentage of the partial program over 
the expected finished program. When the extrapolated novice 
metrics and the percentage number of the novice programs 
were examined, it was clear that the novice programmers 
wrote better in Ada than in C++. From the number of 
unfinished programs, it was felt that the novice programmers 
needed more treatment in learning object-oriented 
programming. 
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When the percentage numbers were observed, no 
programmer produced a complete c++ program. Complete means a 
program without a compilation or run-time error. Three 
novice programmers finished over seventy-five percent and 
the rest finished below fifty percent. It was also found 
that six novice programmers finished at least one Ada 
program; three finished two programs; and five finished 
below fifty percent. 
In this study, the partial metrics were extrapolated 
with Halstead's length metric. For comparison, they were 
also extrapolated with Halstead's estimated length metric. 
It was found that they produced almost similar correlation 
coefficients. The extrapolated Halstead's metrics correlated 
well with their own member metrics. Unlike the expert 
Halstead's metrics, they did not correlate well with 
McCabe's metric. On the average, Henry and Kafura's metric 
of novice C++ programs was larger than Ada programs. As in 
the expert programs, the TSO metric of c++ had a lower 
number than the same metric of Ada. The novice programmers, 
on the average, used less data abstraction and less external 
data in C++ than in Ada. 
Because of different numbers of expert and novice 
programmers as well as a different number of tasks written 
by both groups of programmers, extraction and duplication 
methods were applied to the expert metrics to balance out 
the metrics being compared. With the exception of the volume 
and the number of operations metrics, Halstead's and 
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McCabe's metrics of expert programs correlated well with the 
novice programs. It was found that the experts' and novices' 
Ada program modules, on the average, passed and received 
almost equal numbers of data. While in c++, the novices' 
program modules passed and received more data than the 
experts' program modules. In Ada programs, the novices used 
more data abstraction and more unprotected data than the 
experts. It was also found that the Ada expert programmers 
used more TSO than the novice programmers. This was partly 
caused by a good. programming practice followed by the 
experts which was always destroying an object when it was 
not needed. In c++ programs, the expert and novice 
programmers used the same number of TSO and data 
abstraction. The novices, however, used more unprotected 
data than the experts in c++ programs. 
When Halstead's language level was observed, both the 
experts' and the novices' metrics show that c++ has a lower 
language level than Ada. It needed to be pointed out that 
the language levels were not a fixed number. In fact, it can 
be proved that the language level is a decreasing function 
of the size metrics. It was also found that the Modula-2 
language level was lower than Ada but higher than c++. 
Halstead hypothesized that lower language level meant more 
complex language. In general, both in the expert and the 
novice analysis, c++ programs were larger in size but 
smaller in surface area than Ada and Modula-2 programs. In 
the expert analysis, Modula-2 programs were larger in size 
than Ada and C++ programs. In surface area, both Modula-2 
and Ada metrics had almost the same number. 
101 
There are some factors that need to be discussed in 
order to avoid misunderstanding the results of this study. 
First, all of the programs were written in the object-
oriented style. So, the result does not generalize to other 
styles of programming. Second, the experts' programs were 
selected from various textbooks while the novices' programs 
were obtained from a controlled experiment. Third, the 
average program size of the expert programs was about 750 
tokens and 500 tokens for the novice programs. Fourth, the 
novice metrics were extrapolated metrics. Finally, eight 
expert programs for each language were evaluated and a total 
of sixteen novice programs were observed. So, this study 
might not reflect populations with larger program sizes and 
larger numbers of observations. Even with these limiting 
factors, it was felt that this study achieved its purpose of 
understanding the effect of the object-oriented style on 
developing programs. The results were felt to be worth 
analyzing and comparing to other similar studies. 
Recommendations 
There are several null hypotheses that could be 
formulated from this exploratory study. First, novices write 
programs faster in Ada than in C++. Second, C++ programs 
have lower surface area than Ada or Modula-2 programs. 
Third, novice c++ programs are larger than novice Ada 
programs. Fourth, experts' programs have less surface area 
and size than novices' programs. Finally, expert Ada 
programs and Modula-2 programs are comparable in size and 
surface area. 
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Future studies could investigate several areas. A 
controlled study with a larger population of subjects would 
be helpful. Other object-oriented languages, such as Small-
talk, Flavors, and Loops could be used in addition to Ada, 
c++, and Modula-2. The hyphotheses formed as a consequence 
of this initial pilot study could be tested. Problems that 
exploit inheritance could be included. Finally, Syntactic 
and semantic differences among the object-oriented program-
ming languages pertaining to issues (including understand-
ability and relative complexity), that may justify or 
explain the differences demonstrated by the controlled 
experiment could be investigated. 
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Task la - MATRIX and COMPLEX 
Design object MATRIX that implements the following operations: 
- add two matrixs 
- subtract two matrixs 
- multiply two matrixs. 
Design object COMPLEX that implements the following operations: 
- add two complex numbers 
- subtract of two complex numbers 
- multiply of two complex numbers 
- divide of two complex numbers. 
Definition of COl(>le1 ntllber 
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A Complex number is an ordered pair of numbers. The first number of the pair is co111110nly 
called the "real part" and the second one the "imaginary part". Complex numbers are 
colllllOnly written as: 
A + iB, 
where A is the real part, B is the imaginary part and i is the square root of l; for 
computational purposes,however, it is more co111110n to write c011plex numbers as : 
A,B 




C + D = (A,B) + (E,F) = (A+E,B+F) 
C - D = (A,B) - (E,F) = (A-E,B-F) 
Multiplication: C * D = (A,B) * (E,F) 
= (A*E - B*F, A*F + B*E) and 
Division: c I D = (A,B) I (E,F) 
Task lb - LIST and QUWE 
= (A*E + B*F, B*E - A*F) / 
(E**2 + F**2, 0) 
= ((A*E + B*F)/(E**2 + F**2), 
(B*E - A*F)/(E**2 + F**2)) 
Design object LIST to represent singly link list data structure that has the following 
operations: 
- insert integer number (add to the front of the list) 
- append integer number (add to the back of the list) 
- remove integer number (remove the head of the list) 
- clear (remove all the nodes in list). 
Design object QUEUE to represent queue data structure that has the following operations: 
- put integer number (add to the front of the list) 
- get integer number (remove the head of the list). 
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Task 2 - TABLE 
Design object TABLE that implements tree data structure. The object has the following 
operations: 
- insert a string into the table 
- display all the string inside the table 
(use traverse in-order). 
111 
APPENDIX B 
MAIN DRIVERS FOR C++ PROGRAMS 
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II assign value into matrix a and b 
a.m[l,l] = l; b.m[l,l] = 2; 
a.m[l,2] = 2; b.m[l,2] = 3; 
a.m[l,3] = 3; b.m[l,3] = 4; 
a.m[2,l] = 2; b.m[2,l] = l; 
a.m[2,2] = 3; b.m[2,2] = 2; 
a.m[2,3] = 4; b.m[2,3] = 3; 
a.m[3,l] = 3; b.m[3,l] = 4; 
a.m[3,2] = 3; b.m[3,2] = 4; 




c = a + b; 
c.display; 
matrix c; 
c = a * b; 
c.display; 
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II c011plex nUllber driver 
#include "complex.h" 
#include <streain.h> 
II suggested output of complex number 
ostream& operator << (ostream &s, complex z) 
{ 






cout << "\na = " << a; 
cout << "\nb = " << b; 
c = a + b; 
cout << "\nc = a + b = " << c; 
c = a - b; 
cout (( "\nc = a - b = n (( c; 
c = a * b; 
cout << "\nc = a * b = ft << c; 
c = a I b; 
cout << "\nc = a I b = ft << c; 
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int_list rnylist(lO); II size of rnylist is 10 
cout << "\n LIST" II test object list 
a = l; 
my list. insert(a); 
a = 2; 
~ylist.insert(a}; 
a = 3; 
mylist.append(a}; 
a = 4; 
mylist.append(a}; 
a= mylist.get(); 
cout « a; 
a= rnylist.get(}; 
cout « a; 
a=mylist.get(); 
cout << a; 
a=mylist.get(); 
cout « a; 
int_queue rnyqueue; 
cout « "\n QUEUE " 11 test object queue 
a = 1; 
myqueue.put(a); 
a = 2; 
myqueue.put(a); 
a = 3; 
myqueue.put(a); 
a= myqueue.get(); 
cout « a; 
a= myqueue.get(}; 
cout « a; 
a = myqueue.get{); 
cout « a; 
ll5 



















MAIN DRIVERS FOR ADA PROGRAMS 
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-- matrix driver 
with MATRIX, TEXT_IO; 
use MATRIX; 
procedure MATRIX_TEST is 
A : MATRIX; 
B : MATRIX; 
C : MATRIX; 
-- assign value into matrix a and b 
A(l,l) := l; B(l,l) = 2; 
A(l,2) := 2; B(l,2) = 3; 
A(l,3) := 3; B(l,J) = 4; 
A(2,l) := 2; B(2,l) = l; 
A(2,2) := 3; B(2,2) = 2; 
A(2,3) := 4; B(2,3) = 3; 
A(3,l) := 3; 8(3,1) = 4; 
A(3,2) := 3; B(3,2) = 4; 
A(3,3) := l; B(J,3) = 2; 
TEXT_IO.PUT ("Matrix A is"); OUTPUT_MATRIX(A); 
TEXT_IO.PUT ("Matrix Bis"); OUTPUT_MATRIX(B); 
C := A t B; 
TEXT_IO.PUT (" C = A t B = "); OUTPUT_MATRIX(C); 
.c : = A * B; 
TEXT_IO.PUT (" C =At B = "); OUTPUT_MATRIX(C); 
end MATRIX_TEST; 
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-- c011plex nllllher driver 
with COMPLEX, TEXT_IO; 
use COMPLEX; . 
procedure COMPLEX_TEST is 
A : COMPLEX_TYPE; 
B : COMPLEX_TYPE; 
C : COMPLEX_TYPE; 
begin 
A.Re := 4; -- real part of A 
A.Im := 5; -- imiginary part of A 
B.Re := -10; 
B.Im := 6; 
TEXT_IO.PUT (•a= "); OUTPUT_COMPLEX(A); 
TEXT_IO.PUT ("b = "); OUTPUT_COMPLEX(B); 
C : = A + B; 
TEXT_IO.PUT ("c = a + b = "); OUTPUT_COMPLEX(C); 
C := A - B; 
TEXT_IO.PUT ("c =a - b = "); OUTPUT_COMPLEX(C); 
C : = A * B; 
TEXT_IO.PUT ("c =a* b = "); OUTPUT_COMPLEX(C); 
C := A I B; 
TEXT_IO.PUT ("c =a/ b = "); OUTPUT_COMPLEX(C); 
end COMPLEX_TEST; 
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-- list, queue driver 
with TEXT_IO, LISTS, QUEUES; 
procedure LIST_QUEUE is 
package INT_IO is new TEXT_IO. INTEGER_IO( INTEGER); 
A : INTEGER; 
THE_LIST : LISTS.LIST; 
THE_QUEUE : QUEUES .QUEUE; 
TEXT IO.PUT ("***LIST TEST***"); 
A :=-1; LISTS.ADD_HEAD_TO_LIST (A, THE_LIST); 
A := 2; LISTS.ADD_HEAD_TO_LIST (A, THE_LIST); 
A := 3; LISTS.ADD_TAIL_TO_LIST (A, THE_LIST); 
A := 4; LISTS.ADD_TAIL_TO_LIST (A, THE_LIST); 
LISTS.REMOVE_HEAD(A, THE_LIST); INT_IO.PUT_LINE (A); 
LISTS.REMOVE_HEAD(A, THE_LIST); INT_IO.PUT_LINE (A); 
LISTS.REMOVE_HEAD(A, THE_LIST); INT_IO.PUT_LINE (A); 
LISTS.RFJIOVE_HEAD(A, THE_LIST); INT_IO.PUT_LINE (A); 
TEXT_IO.PUT ("***QUEUE TEST***"); 
A := l; QUEUES.JOIN (A, THE_QUEUE); 
A := 2; QUEUES.JOIN (A, THE_QUEUE); 
A := 3; QUEUES.JOIN (A, THE_QUEUE); 
A := 4; QUEUES.JOIN (A, THE_QUEUE); 
QUEUES.REMOVE (A, THE_QUEUE); 
QUEUES.REMOVE (A, THE_QUEUE); 
QUEUES.REMOVE (A, THE_QUFlJE); 







-- table driver 
with TABLES: 
procedure TABLE_TEST is 

















1) Knowledge level of Pascal: (circle one) 
I have progra1M1ed in Pascal for 
ID #: ---
(a) one semester (b) two semesters (c) three semesters 
(d) more than three semesters (e) every day 
2) Knowledge level of C: (circle one) 
I have pr9graJ1111ed in C for 
(a) one semester (b) two semesters 
(d) more than three semesters (e) every day 
(c) three semesters 
3) On a scale of 1 - 5 (lowest to highest) rate the understandability of 
(a) type definitions in Ada 
(b) type definitions in C++ 
(c) functions and procedures in Ada 
(d) functions and procedures in C++ 
(e) packages in Ada 
(f) classes in C++ 
4) On a scale of 1 - 5 (lowest to highest) rate the ease of use of 
(a) type definitions in Ada 
(b) type definitions in c++ 
(c) functions and procedures in Ada 
(d) functions and procedures in C++ 
(e) packages in Ada 
(f) classes in C++ 
5) On a scale of 1 - 5 (lowest to highest) how do you rate Ada and 
C++ in the following categories? 
123 
(a) personal preference as 
a progralfilling language 
usefulness of diagnostic messages 
(b) compilation 
(c) run time 
Ada C++ 
6) On a scale of 1 - 5 (lowest to highest) how do you rate the tasks 
in the following categories? 
(a) appropriateness for application of 
object oriented techniques 
(bl sufficiency to distinguish between 
Ma and C++ 
(c) difficulty of task #l 
(d) difficulty of task #2 
(e) availability of resources 
technical assistance 
manuals and reference material 
7) Colfillents and suggestions: 
(a) tasks 





PROGRAM TO CALCULATE HALSTEAD'S AND 
McCABE'S METRICS OF ADA PROGRAMS 
125 
T' tr r r r r 1r11rr1 r r r rt r r 1 rt r r r r r r r r rt 11 r r, rt t tr 1rtrr11111rrr1 r r 
This program reads an Ada proqra11, 
parses the program into operands and 
operators, 
inserts them into a symbol table, and 
calculates the software metrics and 
McCabe's metric from the symbol table. ' 
Author : Budy Tjahjo 
updated: Dec 10, 1988 




word AS STRING * 15 
wordType AS INTEGER 
count AS IMTEGER 
CONST EOFILE = -1 
CONST OPERATOR = 1 
CONST OPERAND = 2 
DIM SHARED symTab(500) AS symbol 
DIM SHARED nTable 
DIM SHARED delimS(O TO 31) 
DIM SHARED keyS(l TO 78) 
DIM SHARED lastEnt 
DIM SHARED CODlllentFlag 
'BEGIN 
' symbol table 
' number of symbols 
' deli111eters 
' keywords 
' last record number 
' c0111ent toggle 
CALL loadKey ' load the Ada keywords 
END 
DO ' loop until no more tile 
CLS 
INPUT "Enter the filename "; filenames ' get the filename 
CALL strip(filenameS) 
IF LEN( filename$) = O THEN EXIT DO ' no 1110re file 
CALL initialize(filenameS) ' open the file 
CALL readString(rec$, mode) ' read record from file 
WHILE (mode <> EOFILE) ' loop until eof 
CALL strip(recS) 
IF LEN(recS) > 0 THEN CALL insert(recS) ' parse and insert 




LPRINT "******* H a 1 s t e a d ******** " 
CALL halstead 
LPRINT "******* McCabe complexity *********R 
CALL 111cCabe 
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f It I 111IItft11 I I 11 t It I I It t f I I I I It ft I Ir I I 111 Ir I It t I I It I I 
close the file when finish processing 
t' Ir' f It I I I I It Ir' I I 11' 'I, I 1111'' t' I I' I I' I I I 11IIrII11 Ir I 
SUB clear All 
CLOSE #1 
END SUB 
r' f I I I' I I I I I I I I' t'' 'I I' I, Irr I I I I I I I' I I I',' I I' I I I I I'' I' I I 
get the position of delimeter inside word$ 
I I I It' r r' t I Ir I I' I' 11 I 111 I I Ir If I I' t I 11' It I 11 I I I If f'' t I I I' 
SUB getDelimPos (word$, delS, post) 
post = O 
DO 
IF index > 31 THEJl post = 0: EXIT SUB 
delS = delilLS(index) 
post = INSTR(word$, del$) 
index = index + 1 
LOOP UNTIL post > 0 
END SUB 
111I1t11 t It I I I I I I I I If f I I I I I I I I I I I It ft I I I I I I I I It f I It I I It I I I I It 
' calculate the halstead's metrics 
'11 I, I I Ir' I I, I' t 111 I' It'' I 111 I 11 I I' I I I'' I I I I 11'I'r11 If''''' I I 
SUB halstead 
FOR i = 1 TO nTable 
IF symTab(i).wordType =OPERAND THEN 




bigNl = bigNl + symTab(i).count 
smallN2 = smallN2 + 1 
bigN2 = bigN2 + symTab(i).count 
LPRINT •number of unique operators : "; smallNl 
LPRINT "nUllber of unique operands : "; smallN2 
LPRINT "total occurences of operators : "; bigNl 
LPRINT "total occurences of operands : "; bigN2 
LPRINT ·1ength : "; bigNl + bigN2 
LPRINT "Estimate Length : "; (smallNl * LOG(smallNl)) + (smallN2 * LOG(smallN2)) 
snallN = smallNl + snallN2 
bigN = bigNl + bigN2 
VI = bigN * LOG(s11allN) 
LPRINT "volume : "; VI 
ilnpLevell = (2 * smallH2) / (smallNl * bigN2) 
impEf fortl = VI / impLevell 
langLevell = (impLevell * impLevel#) * V# 
LPRINT •Level of Implementation of a program : "; impLevel# 
LPRINT "The difficulty :"; 1 / impLevel# 
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LPRIMT •rmple11entation Effort : n; impEffortt 
LPRINT •r.evel of progranvning language : n; langLevelt 
LPRINT : LPRINT 
EHD SUB 
','Ir 11 Ir I'' I I,,'' r I,''''' I' I'' r Irr t f 't, I,, r, I I' I I I Ir I I I I I I I Ir 
' open the file to start 
I I I Ir I I Ir I I' r I' I' I I Ir It' t I' It' I I I I I I I I I I Ir I I I, I I I 11 I, r It I I I I I I 
SUB initialize (filename$) 
OPEN ni", #1, filename$ 
END SUB 
t fr r I I' r ' '' f It' r I,, f I' t I I' I I' I I I', r I' t I' I I, I 111 I If I I Ir Ir'' I'' I I 
parse and insert the keywords inside the rec$ into 
symbol table 
f I I I I I I I I I 11 I I I I I 1111It1 I If f I I I I I I I 1111 If I I I I I 111 It I I I 1111 t I 11 I 
SUB insert (rec$) 
END SUB 
DIM word$(50) 
CALL split(rec$, word$(), nword) 
FOR i = 1 TO nword 
NEXT 
IF wordS(i) = "--" THEN EXIT SUB 
wordType = isKeyWord(wordS(i)) 
IF wordType = OPERATOR THEN 
CALL insert2SYJllbTab(word$(i), OPERATOR) 
ELSE 
CALL insert2SymbTab(word$(i), OPERAND) 
END IF 
EXIT SUB 
It' I I I I I I I, I' I'''' I' I 11' 11 Ir, 11' I' r I I'' 11 ''I' I I'' I I I I I I I' 
insert the string w$ and its type into symbo table ' 
I I I If I I I I 111ffrII1 t If I I IP 11 I I It f I I I I It I I I I It I I I I I 11 I I I I I I 
SUB insert2S}'llbTab (w$, wordType) 
IF connentFlag THEN EXIT SUB 
index = lookUp(w$) 
IF index > nTable THEM 
nTable = index 
symTab(index).word = UCASE$(w$) 
symTab(index).wordType = wordType 
END IF 
symTab(index).count = symTab(index).count + 1 
END SUB 
128 
t I t t t t t I t I I I I I I I t t t I t I f I I I I t I I I t I f I t f I I I I f I I f I I t t I t I t t t I I 
return the type of the word$ (OPERATOR or OPERAXD) ' 
111 If It I I If It f It I I I I I It I I I It I I It I I I 11 ff I 11 t t t I If I I It t t t f I 
FUNCTION isKeyWord (word$) 
FOR index = 1 TO 78 
MEXT 
IF UCASE$(word$) = key$(index) THEN 
isKeyWord = OPERATOR 
EXIT FUNCTION 
END IF 
FOR index = 0 TO 31 
NEXT 
IF word$ = delinS(index) THEM 
isKeyWord = OPERATOR 
EXIT FUMCTIOM 
EMD IF 
isKeyWord = OPERAND 
END FUNCTION 
''I','' I I I I I I' Ir t' I I 111 r r I' I I' I I I I I I I I I, t t t, It t If It' 111 r I 
load the keywords and delimeters 
'I I' I I I, Ir I' I I I' I I 11' I' 11 f I I I' I'' 11111 I' t I 111IrI11' t I' I 11 
SUB loadKey 
key$(1) = "ABORT" 
key$(2) = "ABS" 
key$(3) = "ACCEPT" 
key$(4) = "ACCESS" 
key$(5) = "ADDRESS" 
key$(6) = "ALL" 
key$(7) = "AND" 
key$(8) = "ARRAY" 
key$(9) = "AT" 
key$(10) = "BASE" 
key$(11) = "BEGIN" 
key$(12) = "BODY" 
key$(13) = "CASE" 
key$(14) = "COMSTAXT" 
key$(15) = "CONSTRAIMED" 
key$(16) = "COUNT" 
key$(17) = "DECLARE" 
key$(18) = "DELAY" 
key$(19) = "DELTA" 
key$(20) = "DIGITS" 
key$(21) = "DO" 
key$(22) = "ELSE" 
key$(23) = "ELSIF" 
key$(24) = "EMD" 
key$(25) = "ENTRY" 
key$(26) = "EXCEPTION" 
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tey$(27) = •gxrr• 
tey$(28) = •rrRsr• 
tey$(29) = ·roR· 
key$(30) c "FUNCTION" 
key$(31) = "GENERIC" 
key$(32) = "GOTO" 
key$(33) = "IF" 
key$(34) = "IMAGE" 
key$(35) = "IN" 
key$(36) = "rs· 
key$ { 37 ) = "LAST" 
key$(38) = "LENGTH" 
key$(39) = "LIMITED" 
key$(40) = "LOOP" 
key$(41) = "MOD" 
key$(42) = "NEW" 
key$(43) = "NOT" 
key$(44) = "NULL" 
key$(45) = "OFS" 
key$(46) = "OR" 
key$(47) = "OTHERS" 
key$(48) = "OUT" 
key$(49) = "PACKAGE" 
keyS(SO) = •ros· 
key$(51) = "POSITION" 
key$(52) = "PRAGHA" 
key$(53) = "PRED" 
key$(54) = "PRIVATE" 
key$(55) = "PROCEJXJRE" 
key$(56) = "RAISED" 
key$(57) = "RANGE" 
key$(58) = "RECORD" 
key$(59) = "REM" 
key$(60) = "RENAMES" 
key$(61) = •RETURN" 
key$(62) = "REVERSE" 
key$(63) = "SELECT" 
key$(64) = ·sEPARATE. 
key$(65) = "SIZE" 
key$(66) =."SUBTYPE" 
key$(67J = •succ· 
key$(68) = "TASK" 
key$(69) = "TERMINATE" 
key$(70) = •THEN" 
key$(71) = "TYPE" 
key$(72) = "USE" 
key$(73) = "VAL" 
key$(74) = "VALUE" 
key$(75) = "WHEN" 
key$(76) = "WHILE" 
key$(77) = "WITH" 
key$(78) = "XOR" 
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EHD SUB 
deli11$(0) = ·--· 
deli11$(1) = ·;=· 
delimS ( 2) = •**" 
delim$(3) = "<>" 
delim$(4) = "<=" 
delim$(5) = ">=" 
delim$(6) = "=>" 
de lim$ ( 7 ) = " : =" 
delill$(8} = " .. " 
delimS(9) = "+" 
deli111S(l0) = "-" 
delim$(11} = "*" 
delim$(12) = "/" 
deli.Jn$(13} = "&" 
deli11$(14) = "'" 
delill$(15) = "." 
delill$(16) = II I W 
delim$(17) = "(" 
delil\$(18) = ")" 
delim$(19) = "[" 
deli11$(20) = "]" 
delim$(21} = "{" 
deli11$(22) = "}" 
delimS(23} = """ 
delil\$(24) = "~" 
deli.Jn$(25) = "=" 
delil\$(26) = "#" 
delim$(27) = "<" 
delil\$(28) = ">" 
delim$(29) = ":" 
de limS ( 30) = ": " 
delimS ( 31) = ";" 
't tr rt It, t ''I' r' r' t'' f I', I Ir,'' r '' 11I1111''', I J' I, I'' I, 111 
return the index of the word$ inside the symbol table' 
I I' I 111IrIt11 f',' f' I'' f I', 11tII''I1111fr1111I'I'I'11'I'I11 
FUHCTIOH lookup (word$) 
index = 1 




IF temps = UCASES(word$) THEN 
lookup = index 
EXIT FUNCTIOK 
ELSE 
index = index + 1 
EHD IF 
lookup = index 
END FUHCTION 
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'r''''' 'I' r Ir If' rt 11 r',, ''' f 111 f I I' I I If'' t f I' It I It If f'' 'I 
' calculate the McCabe's metric and print it 
111 I I'' f I'' r I I' I' I' I I, I' It', Ir I I'' I I 11II'III111 ''I I I I I 111 
SUB mcCabe 
count = 0 




IF key$=":" THEN count= count+ symTab(i).count 
IF key$="&" THEN count= count t symTab(i).count 
IF key$= "AND" THEN count= count+ s}'lllTab(i).count 
IF key$ ="OR" THEN count= count+ symTab(i}.count 
IF key$ = "PROCEOORE" THEN count = count t symTab(i).count 
IF key$= "CASE" THEN count= count+ symTab(i}.count 
IF key$= "FOR" THEN count= count+ symTab(i).count 
IF key$ = "MOIXJLE" THEN count = count + symTab(i).count 
IF key$= "REPEAT" THEN count= count+ symTab(i).count 
IF key$= "WHILE" THEN count= count t symTab(i).count 
IF key$= "IMPLEMENTATION" THEN count= count+ symTab(i).count 
IF key$ ="DEFINITION" THEN count= count+ symTab(i).count 
LPRINT "v(G) = "; count + 1 
END SUB 
'I''' I I It I',''' I'' I I I I I Ir' 111 I' I' It' It I I I' It' I 11 r' I I I I It' 
' read record from the file 
'I I' I' I, I I'' I I' 11 'f I I' t',, 11' 11rrII11' 111fI,I11f11' I I 11 I I 
SUB readString (line$, lllOde) 
IF EOF(l) THEN 
mode = EOFILE 
ELSE 
INPUT #1, line$ 
PRINT lines 




fr It t t t f I I I I I I I 111 I I I If I I If ff t I I It I It It I It I I If I I 11 t t t If I I 
' split the rec$ into keywords and insert them into 
' word$ array. nword is the nllllber of keywords found 
' inside the rec$ 
ft I Ir I' I 11 I I I I''' I'''' I I If I I It 11r111' 'I I'''' I 11 'r' If' f 11 t 
SUB split (rec$, word$(), nword) 
DIM wordLine$(15) 
DO ' split into word seperated by a blank 
CALL strip(recS) 
IF LEN(rec$) = 0 THEN EXIT DO 
post = INSTR(rec$, " ") 
nwl = nwl + 1 
IF post = 0 THEN 
wordLineS(nwl) = rec$ 
ELSE 
wordLineS(nwl) = LEFT$(rec$, post - 1) 
rec$= MIDS(rec$, post+ l, LEl(rec$)) 
END IF 
LOOP UNTIL post = 0 
nword = 0 
FOR i = 1 TO nwl ' spilt into words seperated by delim 
END SUB 
rec$ = wordLine$(i) 
DO 
CALL getDelimPos(rec$, del$, post) 
IF post = 0 THEN 
ELSE 
END IF 
nword = nword + 1 
word$(nword) = rec$ 
IF post > 1 THEN 
nword = nword + l 
word$(nword) = MID$(rec$, l, post - 1) 
END IF 
nword = nword + 1 
word$(nword) = del$ 
IF del$ = "--" THEN EXIT SUB 
IF post = LEN(rec$) THEN EXIT DO 
rec$= MID$(rec$, post+ l, LEN(rec$)) 
LOOP UNTIL post = 0 
NEXT 
I I' I' I' I' I I I I I I I' I I I I' t I I', It I' I' I' r I It r I It I If t 11 I I I' I I I, 
' strip the blank of the word$ 
I I I I I I 11f11,' 11 '''I It,', I I' I I'' 111 It If' I If r 111 'I I I' Ir I'' I 
SUB strip (word$) 
word$ = RTRIM$(word$) 




PROGRAM TO CALCULATE HALSTEAD'S AND 
McCABE'S METRICS OF c++ PROGRAMS 
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''''I'' r I I'' r 111'' I'''' I''''' 111' 11111''' '11' 11 't It I'''''' I''' t 
' This program reads a C++ program, parses it into operators ' 
and operands, from the operatorsand operands, produce ' 
the Halsteads' and McCabe's metrics 
' Author: Budy Tjahjo 
' Update: Dec 10, 1988 





word AS STRING * 15 
word'l'ype AS INTEGER 
count AS INTEGER 
END TYPE 
CONST EOFILE = -1 
CONST OPERATOR = 1 
CONST OPERAND = 2 
DIM SHARED symTab(SOO) AS symbol 
DIM SHARED nTable 
DIM SHARED delill.$(41) 
DIM SHARED key$(41) 
DIM SHARED lastEnt 




INPUT "Enter the filename "; filenames 
CALL strip(filenameS) 
IF LEN(filename$) = 0 THEN EXIT DO 
CALL initialize(filename$) 
' symbol table 
' nllllber of keywords 
' delimeters 
' keywords 
' last record nllllber 
' c011111ent toggle 
' load keywords 
' get the file 
' no more file 
' get the file ready 
CALL readString(rec$, lllode) ' read record form the file 
WHILE (llOde <> EOFILE) 
CALL strip(recS) 
IF LEJl(rec$) > 0 THEN CALL insert(rec$) ' parse and insert 




LPRINT "******* H a 1 s t e a d ******** " 
CALL halstead 
LPRINT "******* McCabe complexity *********" 
CALL ocCabe 
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'' f'''' I'', I' I 1 ''' t I''' r Ir' I' I I' I''''' r ''I 11 I I I I I' I'' I' 
close the file when finish processing 




''','I I If rt' I I I' t' I' It I',',_,',' I Ir'' 11 r r' I I, I' t I Ir I Ir I' I 
get the position of delimeter inside word$ 
'I'''' 11' I'' I'' I' I 11 t I' I I I I I I I I, r If I I I''' I Ir 111' I'' I I' I' 
SUB getDelinPos (word$, delS, post) 
post = 0 
DO 
index = index + 1 
IF index > 41 THEN post = 0: EXIT SUB 
post = INSTR(word$, deli11$lindex)) 
LOOP UJlTIL post > 0 
delS = deli11$1 index) 
END SUB 
'Ir It' I''' I' I' I I, I' I' I'' If I, r'' I I It If I''' 111 I Ir'' I'' I I''' I', r 
' calculate the halstead's 111etrics 
11I1 I I I I I I I I I If I I I I I It If I I I I I I If I I It t I It It 11 It t t f If If f I I 11 I I I 
SUB halstead 
FOR i = 1 TO nTable 
IF symTab(i).wordType =OPERAND THEN 




bigNl = bigNl t symTab(i).count 
smallN2 = smallN2 + 1 
bigN2 = bigN2 + symTab(i).count 
LPRINT •nUllber of unique operators : "; s111allNl 
LPRINT "nUllber of unique operands : "; s11allN2 
LPRINT "total occurences of operators : •; bigNl 
LPRINT "total occurences of operands : "; bigN2 
small.I = snallNl + smallN2 
bigN = bigNl + bigN2 
Vt = bigN * LOG(smallN) 
LPRINT •v : •; Vt 
impLevelt = (2 * smallM2) I (smallNl * bigN2) 
· impEfforU = Vt I impLevell 
langLevell = (impLevel# * impLevell) * VI 
LPRINT •Level of Implementation of a program : "; illpLevell 
LPRIMT •The difficulty :"; 1 / impLevell 
LPRINT "Implementation Effort : "; impEffortl 
LPRINT "Level of progra1111ing language : "; langLevell 
LPRINT : LPRINT 
EMD SUB 
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rt 11ttfI11II11 I I I I I 111fIII11 t If I It I I If t I I 11 It It I I I I I I 11 I If f I It 
' open the file to start 
If I If 111fIIIf111IIIIft11fI11 I I I It I If It t I I I 111111I11 I I I I If t 11 It 
SUB initialize (filename$) 
OPEN "i", tl, filenane$ 
END SUB 
ft I' I I''' I I,' I I' I I' I I'' tr f I Irr I I' I' Ir'',, I I I I' I' I I I'''',' Ir' 
split the recs into keywords and insert each keyword ' 
into symbol table 
I I 11 I I I I I I I I I If t I I I I I I I If I If I I I I If f 11 I I I I It ff I I 11 I I I 1111 I I If 
SUB insert (rec$) 
EHD SUB 
DIM lt0rd$(50) 
CALL split(rec$, word$(), nword) 
FOR i = 1 TO nword 
NEXT 
wordType = isKeyWord(word$(i)) 
IF wordType = OPERATOR THEN 
ELSE 
IF word$(i) = "/*" THEN 
co11111entFlag = -1 
ELSEIF word$(i) = "*/" THEN 
c01111entFlag = O 
ELSE 
CALL insert2SymbTab(word$(i), OPERATOR) 
END IF 
CALL insert2SymbTab(word$(i), OPERAND) 
END IF 
EXIT SUB 
f I,'' t t I I' I' 1111II11 I If f' It Ir 11 r I, I 11tI'11''' 11 f' I' I I'' I I, r I' f I 
insert ws and the type into s}'llbol table 
ft I I I I'' I'' I I I I I, t 11IIIII11 I I' I I It If It I' I'' I' r I If f I' I' I I''' Ir I I 
SUB insert2SymbTab (w$, wordType) 
IF COlllentFlag THEM EXIT SUB 
index = lookUp(wS) 
IF index > nTable THEM 
nTable = index 
SYJ11Tab(index).word = UCASE$(W$) 
SYJllTab(index).wordType = wordType 
END IF 
symTab(index).count = symTab(index).count + 1 
END SUB 
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I' I'' I' t 11 'r I' Ir'''' If I' f, I I' I I' I'' I, I 11' I' t I I'' 11''''11 t'''' 
return OPERATOR if the word$ is operator or 
OPERANDS otherwise 
'I I I I I I' I I I I I I Ir tr' I I I I I' t I' I' r I It I I' Ir I' I I I, I 111 I I, I' I I I 11' I 
FUNCTION isKeyWord (word$) 
FOR index = 1 TO 41 
NEXT 
IF UCASE$(word$} =key$( index) THEN 
isKeyWord = OPERATOR 
EXIT FUNCTION 
END IF 
FOR index = l TO 41 
NEXT 
IF word$ = delinS(index) THEN 
isKeyWord = OPERATOR 
EXIT FUNCTION 
END IF 
isKeyWord = OPERAND 
END FUNCTION 
rt t t t 11'' I I I'' I' Ir t 11' I'' f I I' 1111 r 111,, 'I 11'' I 111 r I' I''' I 
load the keywords into key$(} array and opreators ' 
and delimeters into delimS() array 
I I I I I I If It I I I It I I I I I If I It I I I I I 11I11 I I I I I I I It I I 11 I 11 Ir I It I 
SUB loadKey 
key$(1) = "ASM" 
key$(2) = "AUTO" 
key$(3) = "BREAK" 
key$(4) = "CASE" 
key$(5) = "CHAR" 
key$(6) = "CLASS" 
key$(7) = "CONST" 
key$(8) = "CONTINUE" 
key$(9) = "DEFAULT" 
key$(10) = "DELETE" 
keyS(ll} = "DO" 
key$(12) = "DOUBLE" 
key$(13) = "ELSE" 
key$(14) = "ENUM" 
key$(15) = "EXTERK" 
key$(16) = "FLOAT" 
key$(17) = "FOR" 
key$(18) = "FRIEND" 
key$(19) = "GOTO" 
key$(20) = "IF" 
key$(21) = "INLIHE" 
key$(22) = "INT" 
key$(23} = "LONG" 
138 
keyS(24) = ·xEW" 
key$(25) = "OPERATOR" 
key$(26) = "OVERLOAD" 
key$(27) = "PUBLIC" 
key$(28) = "REGISTER" 
key$(29) = "RE'ruRN" 
key$(30) = "SHORT" 
key$(31) = "SIZEOF" 
key$(32) = "STATIC" 
key$(33) = "STRUCT" 
key$(34) = "SWICTH" 
key$(35) = "THIS" 
key$(36) = "TYPEDEF" 
key$(37) = "UNION" 
key$(38) = "UNSIGNED" 
key$(39) = "VIRTUAL" 
key$(40) = "VOID" 
key$(41) = "WHILE" 
delim$(1) = "//" 
delim$(2) = "/*" 
delim$( 3) = "* /" 
delim$(4) = "::" 
delim$(5) = "->" 
delim$(6) = "--" 
deli111$(7) = "++" 
delim$(8) = "«" 
delil\$(9) = "&&" 
delimS(lO) = ">>" 
delimS(ll) = "<=" 
delim$(12) = "!=" 
delim$(13) = "==" 
delim$(14) = "ii" 
delim$(15) = ">=" 
delim$(16) = n~n 
de limS ( 17) = "! " 
delimS(lB) = "+" 
delimS(l9) = "-" 
delim$(20) = "*" 
delil\$(21) = "/" 
deli111$(22} = "&" 
delill$(23} = "." 
delim$(24) = "," 
delil\$(25) = ·1· 
deli111$(26) = ")" 
delim$(27} = "[" 
delim$(28) = "]" 
delim$(29) = "{" 
delim$(30) = "}" 
delim$(31) = """ 
delim$(32) = "\" 
delil\$(33) = "=" 
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END SUB 
delill$(34) = "I" 
delill$(35) = •<" 
delill$(36) = ">" 
delill$(37) = ":" 
delili$(38) = "?" 
deli11$(39) = "l" 
delim$(40) = "@" 
delim$(41) = ";" 
, I' r I I, I'' If'' I I' I I I I I' Irr 11 r,' I' r I' I Ir I''' 11'' 11 r I' I' It' It 
' return the table index of the keyword word$ 
, I I I'' r,' If r I' It t I' I I I If' I I I'' I I, I I 11II,,.,'1 '''I Ir I I It I'' r I 
FUNCTION lookup (word$) 
index = l 




IF temp$ = UCASE$(word$) THEN 
lookup = index 
EXIT FUNCTION 
ELSE 
index = index + 1 
END IF 
lookup = index 
END FUNCTION 
I' 111 It I' 11111 'I''' I I I I I 11 I I'' tr' fr I I' I I' I I I I'' I' 11' 
' Calculate the McCabe's metric 
I,' 111' ''I I I'' I I' Ir I I' I I' I'' tr I I It I I It' I I' I' I I I' I I I' 
SUB mcCabe 




IF key$= "IF" THEN count= count+ symTab(i).count 
IF key$ = "WHILE" THEN count = count + S}'llTab(i).count 
IF key$= "FOR" THEN count= count+ S}'DITab(i).count 
IF key$="&&" THEN count= count+ symTab(i).count 
IF key$= ":l" THEN count= count+ symTab(i).count 
LPRINT "v(G) = "; count + 1 
END SUB 
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f If 11 ft 111 I I It If If I I I It t Ir I I I I I I I 11f111 It 11 t f It I I I I I I I 
get the record 
, t If t I' If 11'II11 f' t I' I I' Irr' 11 t I 11 I' 111 111' 11 t I I I I' I'' 
SUB readString (lines, mode) 
IF EOF ( 1) THEN 
mode = EOFILE 
ELSE 
INPUT #1, lines 




r I I I I I I I'''' 11 ''I' I I I 111 t I I It f I It'' I I If' I'' I 11 I I'' r f' I I 
split the recs into keywords, insert them into 
word$() array. nword is the nUllber of keywords ' 
inside the word$() 
I I'' I I I It I' 11IIf11 I'' JI r I,' Ir It I I,' 11' f' I' I I I' I' I I' I I I I 
SUB split (rec$, word$(), nword) 
DIM wordLine$(30) 
DO ' split into word seperated by a blank 
CALL strip(recS) 
IF LEN(rec$) = 0 THEN EXIT DO 
post = INSTR(rec$, " ") 
nwl = nwl + 1 
IF post = 0 THEN 
wordLineS(nwl) = recS 
ELSE 
wordLineS(nwl) = LEFTS(recS, post - 1) 
recS = MIDS(recS, post+ 1, LEN(recS)} 
END IF 
LOOP UNTIL post = 0 
nword = 0 
FOR i = l TO nwl ' spilt into words seperated by delim 
recS = wordLineS(i) 
DO 
CALL getDelimPos(recS, delS, post) 
IF delS = "//" THEN EXIT SUB 
IF post = 0 THEM 
ELSE 
nword = nword + 1 
word$(nword) = recs 
IF post > 1 THEM 
nword = nword + 1 
wordS(nword) = MID$(rec$, l, post - 1) 
END IF 
nword = nword + 1 
wordS(nword) = del$ 
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END SUB 
IP post = LFJ(rec$) THEI EXIT 00 
rec$= MID$(rec$, post t l, LEM(rec$)) 
FJD IF 
LOOP UNTIL post = 0 
NEXT 
'' r r ''It I 11I111 t' I''' r If I' I I' I 11 I' I I I I' 11f1111' r I I''''' I 
strip the blanks of the word$ 
I'' I',, t' I I'' 11 J ', r r I I 1111t'''f11r11 I I I Ir I I'' I 111111 I'' f 
SUB strip (word$) 
word$ = RTRIMS(word$) 




PROGRAM TO CALCULATE HALSTEAD'S AND McCABE'S 
METRICS OF MODULA-2 PROGRAMS 
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If I I rt t I It 1111f11tI11I1·1I11111I11II11tIt11I11I1111tIIt11 t It 
' This program reads a llOdula-2 progra.11 and parses the 
progra11 into operands and operators. FrOll these 
operands and operators, Halstead's and McCabe's 
metrics are calculated. 
' Author: Budy Tjahjo 
' Update: Dec 10, 1988 





word AS STRING * 15 
wordType AS INTEGER 
count AS IITEGER 
END TYPE 
CONST EOFILE = -1 
CONST OPERATOR = 1 
CONST OPERAND = 2 
DIM SHARED symTab(SOO) AS symbol 
DIM SHARED nTable 
DIM SHARED delill$(30) 
DIM SHARED key$(50) 
DIM SHARED lastEnt 




' symbol table 
' number of keywords in the program 
' delimeters 
' keywords 
' last record number 
' c011111ent toggle 
' load keywords 
IMPUT "Enter the filename •; fileNameS ' get the file 
CALL strip(fileNa.11e$) · 
IF LEN(f ileNameS) = 0 THEN EXIT DO ' no more file 
CALL initialize(fileNa.11e$) ' prepare the file 
CALL readString(rec$, Diode) ' read the first record 
WHILE (node <> EOFILE) ' loop until eof 
CALL strip(rec$) 
IF LEN(rec$) > 0 THEN CALL insert(recS) ' parse and insert 




LPRINT "******* H a 1 s t e a d ******** • 
CALL halstead 
LPRINT •ttttttt McCabe C0111Plexity *********" 
CALL 11ecabe 
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'''''', r I'' t'' I' I I I I'' t''' I' I''' I' ft It I I' I'' t'' I I' r I' I' 
close the file when finish processing 




'111 I, r r,' r' I,'' t' I If r 111' I Ir I, I I Ir'' I I Ir Ir If 11 I' I 11 I','' 
get the position of delimeter delS inside word$ 
11 f, I I' I' I I I It r I' r I I I' t I Ir' I I 11 t''' Irr' fr Ir' r' I I''' f',' I I 
SUB getDelimPos (word$, delS, post) 
post = 0 
DO 
index = index + 1 
IF index ) 29 THEM post = 0: EXIT SUB 
post= INSTR(wordS, delim$(index)) 
LOOP UHTIL post > 0 
delS = del im$ (index) 
EHD SUB 
I' t I 11 I'' If I I I' I Ir'' I' I I, I I, I I I I, I' Ir,'', I I' I I I' I'' I I I I' I 
' calculate hastead metrics from the symbol table 
'If I'' I, 11 I I I I' I'' I'' I I I I'' Ir Ir I I I Ir' I, 11 'I I I I'' I 11 I 11, r' 
SUB halstead 
FOR i = 1 TO nTable 
IF symTab(i).wordType =OPERAND THEN 




bigNl = bigNl + symTab(i).count 
smallN2 = smallN2 + l 
bigN2 = bigN2 + symTab(i).count 
LPRINT "number of unique operators : "; smallNl 
LPRINT "number of unique operands : "; smallN2 
LPRINT "total occurences of operators : "; bigNl 
LPRINT "total occurences of operands : "; bigN2 
smallN = smallNl + smallN2 
bigM = bigNl + bigN2 
Vt = bigN * LOG(smallN) 
LPRIMT "v : "; Vt 
illpLevelt = (2 * smallN2) I (smallNl * bigN2) 
impEf fortt = VI / impLevel# 
langLevel# = (impLevell * impLevelt) * Vt 
LPRINT "Level of Implementation of a program : "; impLevel# 
LPRINT "The difficulty :"; 1 / impLevel# 
LPRINT "Implementation Effort : "; impEffortt 
LPRINT "Level of prograrrwning language : "; langLevell 
LPRINT : LPRIMT 
END SUB 
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I' t' 11r'I'11''11 It' t t'' I, I' I I'' I I' I I I, I I' r If' I' I I Ir' I I' I I 
get the file ready 
I' f I I 11 'r f I'' I I' I I' 1111 r r f'' I, 111' I I I' I I' I I 11 f' I I I 111 I''' 
SUB initialize (f ileHame$) 
OPEN "i", tl, f ileNa11e$ 
EHD SUB 
, I' It'' Ir I' I I' I I' I I I I'' r I Ir I Ir' I I, f' fr I I I'' I Ir I I I I 11 r 'I' I 
parse the rec$ and insert the keywords into symbol 
table 
t f J 111 r I I I I If I 11 I J 11IIfIII1111 ff I I I 11 I I It I It 11 I I It I If 11 t I 
SUB insert (rec$) 
END SUB 
DIM word$(50) 
CALL split(rec$, word$(), nword) 
FOR i = 1 TO nword 
NEXT 
wordType = isKeyWord(wordS(i)) 
IF wordType· = OPERATOR THEM 
ELSE 
IF word$(i) = "(*" THEH 
coumentFlag = -1 
ELSEIF word$(i) = "*)" THEH 
coll1!\entFlag = O 
ELSE 
CALL insert2SymbTab(word$(i), OPERATOR) 
END IF 
CALL insert2SymbTab(word$(i), OPERA11D) 
END IF 
EXIT SUB 
I, It 11 I' r I Ir 111I',II11'' 'I'' 11 It,''' I' 11 I It I It It I' It Ir I' t 
insert keyword w$ and its type into symbol table 
t I I 11 I I I I I I I I I I It t I I I I I I I It It 1111 ft 1111111IIf111 t I I I I It 11 
SUB insert2SymbTab (w$, wordType} 
IF coumentFlag THEH EXIT SUB 
index = lookUp(w$) 
IF index > nTable THEH 
nTable = index 
S}'llTab(index).word = UCASES(wS) 
S}'llTab(index).wordType = wordType 
EHD IF 
symTab(index).count = symTab(index).count + 1 
END SUB 
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'11 f,' t f'''' I'. I' 11 '''I'' 11' rt'' I I I It' r' I I Ir''' 11II''I'11 
return the type of word$ 
11IItrI'11' I' If I''' If 1111I111'' I I I It tr' I 11 ff I I' I I I'' I I I I' 
FUNCTION isKeyWord (word$) 
FOR index = 1 TO 47 
NEXT 
IF UCASE$(word$) = key$( index) THEN 
isKeyWord = OPERATOR 
EXIT FUNCTION 
END IF 
FOR index = 1 TO 29 
NEXT 
IF word$ = delimS(index) THEN 
isKeyWord = OPERATOR 
EXIT FUNCTION 
END IF 
isKeyWord = OPERAND 
END FUNCTION 
If I I I I I I I I I I If I I I If 11 I I I I I I I If f I If r I I I I I I I I 11 I I If If t I I I 11 
' load modula-2 keyword$ and delimeters 
I It I Ir It r r'' It I I' r I' 1111 I' 111 I Ir'' I' t I If I'' t 11 If r I I I'' If I 
SUB loadKey 
key$ ( 1) = "AND" 
key$(2) = "ARRAY" 
key$(3) = "BEGIN" 
key$(4) = "BITSET" 
key$(5) = "BOOLEAN" 
key$(6) = "BY" 
key$(7) = "CASE" 
key$(8) = "CARDINAL" 
key$(9) = "CHAR" 
key$(10) = "CONST" 
key$ ( 11) = "DIV" 
key$(12) = "DO" 
key$(13) = "ELSE" 
key$(14} = "ELSIF" 
key$(15} = "END" 
key$(16) = "EXIT" 
key$(17) = "EXPORT" 
key$(18) = "FALSE" 
key$(19) = "FOR" 
key$(20) = "FROM" 
key$(21) = "IF" 
key$(22) = "IMPORT" 
key$(23) = "IN" 
key$(24) = "INTEGER" 
key$(25) = "LOOP" 
key$(26) = "MOD" 
key$(27) = "MODULE" 
key$(28) = "NOT" 
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END SUB 
key$(29) = "OF" 
key$ ( 30) = "OR" 
key$(31) = "POINTER" 
key$(32) = "PROCEIXJRE" 
key$(33) = "QUALIFIED" 
key$(34) = "RECORD" 
key$(35) = "REPEAT" 
key$(36) = "RE~RN" 
key$(37) = "SET" 
key$(38) = "THEM" 
key$ ( 39) = "TO" 
key$(40) = "TRUE" 
key$(41) = "TYPE" 
key$(42) = "UNTIL" 
key$(43) = "VAR" 
key$(44) = "WHILE" 
key$(45) = "WITH" 
key$(46) = "IMPLEMEMTATION" 
key$(47) = "DEFINITION" 
delim$(1) = "(*" 
delim$(2) = "*)" 
delim$(3) = ":=" 
delim$(4) = "<>" 
delim$(5) = "<=" 
de lilll.$ ( 6) = ") =" 
delimS ( 7) = " .. " 
deli111$(8) = "+" 
delim$(9) = "-" 
delilll$(10) = "*" 
delim$(11) = "/" 
delim$( 12) = "&" 
de lim$ ( 13) = n • " 
delim$(14) = "," 
delim$ (15) = " (" 
de lillS ( 16) = ")" 
delim$(17) = "[" 
de limS (18 ) = " ] " 
delim$(19) = "{" 
delilll.$(20) = "}" 
delim$(21) = "A" 
delill$(22) = "~" 
deli111$(23) = "=" 
delilll.$(24) = "#" 
delim$(25) = "<" 
deli81$(26) = ">" 
delim$(27) = ":" 
delim$(28) = "i" 
delim$(29) = ";" 
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I I I 11II11 It I I I If I I I 11111I11I111III11 t I It I I I 111I11I111111 t 
return the index of word$ inside the s}'llbol table 
f I I 11111I1111111IIIII1111IfIII11 It I I I I It I 111ItII111 It I I I I 
FUNCTION lookup (word$) 
index = 1 




IF temp$ = UCASE$(word$) THEW 
lookup = index 
EXIT FUNCTION 
ELSE 
index = index + 1 
EWD IF 
lookup = index 
END FUNCTION 
1111fIttt111ItII11t111IIIIII11 I I I I I I I I I I 11II11II11ttt111 I 
measure the McCabe's metric and print it 
1111IftII111111I11IIIfI111 t I I I I I I I I 11 f I I I If I 11It11II111 I I 
SUB mcCabe 




IF key$= "I" THEH count= count+ symTab(i).count 
IF key$="&" THEN count= count t symTab(i).count 
IF key$= •AND" THEH count= count+ symTab(i).count 
IF key$= "OR" THEN count= count+ symTab(i).count 
IF key$= "PROCEOORE" THEW count= count+ symTab(i).count 
IF key$= "CASE" THEN count= count t symTab(i).count 
IF key$= "FOR" THEW count= count+ symTab(i).count 
IF key$= "MODULE" THEN count= count+ symTab(i).count 
IF key$= "REPEAT" TREK count= count+ symTab(i).count 
IF key$= "WHILE" THEW count= count+ symTab(i).count 
IF key$= "IMPLEMEHTATION" THEH count= count+ symTab(i).count 
IF key$= "DEFINITION" THEN count= count t symTab(i).count 
LPRINT "v(G) = •; count + 1 
END SUB 
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''''''It rt' I' t''' r' If If 11fII'I11ttI11tI'111 I If I'' r If'' If t 
read record fr<>11 the file 
t' r I' 111 t I' ft t''''' f'' 111I111 tr r I I, It 11 I I' r I I It I' Ir t t' I'' 
SUB reads tr ing (lines·, mode) 
IF EOF(l) THEN 
mode = EOFILE 
ELSE 
INPUT #1, line$ 
lllOde = O 
END IF 
END SUB 
t' f'' I 111r''11 I''''' I, I' I''''', If I' I'''' t 111 I I''' r I'''' 11 
I split the recs into keywords and insert the keywords' 
' into word$() array. nword is t of keywords inside the' 
' word$() ' 
r I I' I' I' 11' r 11111'' 11 t' I' I' I I I I It' I I' I' f'' If''' r I I' Ir I' I I 
SUB split (rec$, word$(), nword) 
DIM wordLine$(30) 
DO ' split into word seperated by a blank 
CALL strip(rec$) 
IF LEN(rec$) = 0 THEN EXIT DO 
post = INSTR(rec$, • •) 
nwl = nwl + 1 
IF post = 0 THEN 
wordLineS(nwl) = rec$ 
ELSE 
wordLineS(nwl) = LEFT$(rec$, post - 1) 
rec$= MIDS(rec$, post+ l, LEN(recS)) 
END IF 
LOOP UNTIL post = 0 
nword = 0 
FOR i = 1 TO nwl ' spilt into words seperated by delim 
rec$ = wordLineS(i) 
DO 
CALL getDelimPos(recS, del$, post) 
IF post = 0 THEN 
ELSE 
nword = nword + 1 
wordS(nword) = rec$ 
IF post > 1 THEN 
nword = nword + 1 
word$(nword) = MID$(rec$, l, post - 1) 
END IF 
nword = nword + 1 
wordS(nword) = delS 
IF post = LEN(rec$) THEN EXIT DO 
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EJID SUB 
rec$= MID$(rec$, post+ 1, LEJl(rec$)) 
END IF 
LOOP UNTIL post = 0 
NEXT 
I I I' I' t, Ir I Ir t' I, I I If r I' Ir I, Ir I I I I I, r 11, I 11' I I I' I I I I' Ir, f 
' strip blanks of. the words 
I I I I I I I I I I I I I I I I I I Ir I I I If I I I I I I I I I I I I I I I I I 11 I I I I I I I I I I I I I 
SUB strip (word$) 
word$ = RTRIM$(word$) 




SAS TABLES AND PLOTS 
152 
The following tables and plots are for the expert 
programs analysis. The variables are represented as 
l_m. 
Where, 
l could be 
and 
A for Ada; or 
C for C++; or 
M for Modula-2; 
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c 
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c - .. 
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SAS 
OBS C_Nt C_N2 C_llNt C_llN2 c_v c_o C_E C_l 
t 10 38 378 633 4734 5611 2HHt2 O.Otll 
2 30 211 tlll t811 t426 119 IH48t o. tot 
I t7 23 101 t70 tOOO 63 821()8 0.253 
4 117 41 287 483 3822 343 1241284 0.003 
11 38 H 143 268 t773 142 29t7H O.OH 
8 112 Ill 180 3t4 2205 tll4 33H70 0.083 
7 llt 113 1119 3tt 3713 tllO 2911110 0. 1611 
• 248 tt• •tt tllll• 141187 1810 234112970 0.008 
c_va C_HK C_TSO 
24 38.37 t 
t t.00 t 
• t.00 t • 11.H t • ". 211 t 8 12.00 I 
• 12.00 I 48 so. 38 3 
tll:23 THURSDAY, JUNE 8, t888 
C_OH c_oA C_N C_NE 
It 1 tOOll 440 
8 2 3116 t83 
3 t 27t t20 
13 2 790 383 
6 2 4t2 267 
8 3 474 4t6 
10 3 470 411 





SAS ... •_NI •_N2 •_lllU •_BN2 •_v •_D M_E 
I .. 48 311 921 3833 383 1187413 
2 H 23 170 234 1972 132 207H3 
:I 18 H .. 180 1092 .. • .. llO 
4 30 32 200 320 2321 187 4737H 
9 18 27 104 183 1137 •• 77217 • H 31 107 219 1301 80 I 17378 7 :112 31 1111 281 1780 149 211998:11 
• In 212 1117 2228 21214 17llO 171H840 
•_l M_VG .. _ .. M_TSO 
0.032 22 IH.H 2 
0.013 I t.00 I 
0.248 8 t.00 2 
0.005 II 2.34 I 
0.247 3 tt.28 2 
o. lllO II 12.00 I 
O.OH • 12.H I 0.007 H IN.98 • 
19:23 THURSDAY, JUNE 8, 11188 
M_DH •_DA M_N M_NE 
• 3 832 4117 • I 404 1117 4 2 278 141 
10 3 920 213 
II 2 287 149 
8 2 322 181 
7 2 432 217 





SAS tll:23 THURSDAY, .JUNE I, 19111 4 
v ... , ... u MUN STD DEV SUll MINI- MAXI-
A NI 73. 780000 117 .031113 llll0.00000 11.00000000 31111.00000 
A:N2. 14.000000 12.1140&0 1112.00000 24.00000000 
2611.00000 
A INf 272.179000 3111.44142 2113.00000 ll0.00000000 1132.00000 
.. -- 4114.000000 812.17901 39112.00000 f f 3. 00000000 2142.00000 .. :v 4tH.OOOOOO 1140.13412 33411.00000 121.00000000 21051.00000 
AD 214.2llOOOO 4711.71541 23!14 .00000 21.00000000 14311.00000 
.. -£ 4ff91&8 .129000 fOH2tl2 .03724 321121741.00000 11301.00000000 30209 1111 . 00000 
A:L 2.2037llOOOOE-OI 2 . 137121337E -0 I I. 76300 I . 000000000£ -03 
7.3IOOOOOOOE-OI 
A_VQ 17.000000 21.023IO 131.00000 t . 000000000£ •00 71.00000 
A HK 21.lllTllO 39.917113 230.1111000 t . 000000000£ •00 16.67000 
A:TSo 2.179000 4. 12094 23.00000 t . 000000000£ +00 
13 .00000 
A_DH t f. 2llOOOO 111.40840 I0.00000 4.00000000 411.00000 
"-°" 2. 129000 3.93111133llOIE-OI 17 .00000 
2.00000000 3.00000 
AN 771.2llOOOO 1072. 12093 6226.00000 193. 00000000 33&11.00000 
.. : .. 9()11. 129000 1023.7IOH 4173.00000 133.00000000 3083.00000 
C NI 70. 129000 72.ff073 Hl.00000 17 . 00000000 24&.00000 
~=:, 41.129000 
30.llOHI 3H.OOOOO 23.00000000 1111.00000 
211. 129000 217. 71132 23011.00000 10 t . 00000000 1111.00000 
c:- 413.2!!0000 4111.17749 31148.00000 170. 00000000 111118 . 00000 
c_v 4130. 000000 4409.312211 33040.00000 tOOO. 00000000 141117 .00000 c_o 393.129000 1117 .17441 3141.00000 13.00000000 1110.00000 
C_I 3112H21.129000 1100711.12114 21231221.00000 Hll0.00000000 234112170.00000 
C_L 1.0IOOOOOOOl-02 1.11111201491-02 7.240000000£-01 3. OOODOOOOOE-03 2 .1130000000£-01 
C YG 14 .12llOOO 14 .111123 t 17 .00000 t . 000000000£+00 41.00000 
c:HK • 11.lllOOOO 11.21110 132.14000 t . 000000000£ +00 llO. 36000 
~== 
t. 2llOOOO 7 .0710l7112E-OI 10.00000 1 . ooooooooor •oo 3.00000 
10.000000 11.07093 10.00000 3.00000000 20.00000 
2.179000 I .10772 23.00000 t ,OOOOOOOOOf+OO 7.00000 
CN 711 .37IOOO 724.00314 1291.00000 27 t . 00000000 24111.00000 
~=~ 1117.17IOOO 
1111.171111 4143.00000 120. 00000000 1923.00000 
111.000000 IOll.411111 11112.00000 111.00000000 3311.00000 .-N2 113.7IOOOO 14.:111223 430.00000 23.00000000 212.00000 .-.. , 284.17llOOO 3111 .321411 2271.00000 n.00000000 I 137 .00000 
•=llN2 1121 .IOOOOO 1911. 13200 4172.00000 llO. 00000000 2221.00000 .. v 429 t . 2llOOOO 1100.12349 34330.00000 tOl2 .00000000 21214.00000 
.-D 341.378000 9711.493311 2711.00000 11.00000000 17IO.OOOOO .-, 4•123f .129000 130767113. 119111 Hll21153.00000 IHI0.00000000 37336840.00000 
11:L l.IUllOOOOOl-02 t .0411791911£-0t 7. lllOOOOOOOE-01 1.000000000£-03 2. 470000000£-01 
• Y8 13.290000 11.42111 t0&.00000 t .OOOOOOOOOf +OO !16.00000 
II-NC 47. 1212llO 75.12098 377.01000 I . ODDOOODOOl •00 189.11000 •:rso 2.llOOOOO t.I03117 20.00000 I . OOOOOOOOOE +00 6.00000 
II DH 10.179000 
.... ti .13380 17.00000 4.00000000 40.00000 
II-DA 2.290000 7 .07 tOl7112E-Ot 11.00000 I • 000000000! +00 3.00000 .-N eol.379000 10411.04704 14111 .00000 271.00000000 33611.00000 


















SAS 19:23 Tl«JRSOAY, JUNE 8, 1888 
Pf.ARSON CORRELATION COEFFICIENTS I PllOll > IRI UNDER HO:RHD•O / N • I 
A_NI A_N2 A_8NI A_8N2 A_V A_O A_E A_L A_VQ A_t« A_TSO A_DH A_oA· 
1.00000 o ... 799 o ... 312 o.ee832 o.88710 o.88897 o.88381 -o.•3172 o.87852 o.79092 o.87788 o.85082 -0.15795 
0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0. 28115 0.0001 0.0211 0.0001 0.0001 o. 7087 
o ... 789 1.00000 o.aa9aa o.ee•8• 0 .... 18 o.88337 o.8882• -0.37335 o.87•15 o.7•328 o.8830!I o.91282 -0.11531 
0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 o.3523 0.0001 o.03•8 0.0001 0.0001 o.577• 
o ... 312 o.•81 .. 1.00000 o.88758 0.99521 o.88771 0.11019 -o.•9577 o.95121 o.71441 o.87111 o.87219 -o.oe228 
0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 o.21os 0.0001 o.0489 0.0001 0.0001 o.8278 
o .... 32 o.ee•ae o ... 788 1.00000 o.88841 o.98848 0.91931 -0.45742 o.95948 0.13230 o.97890 0.811115 -0.119112 
0.!)001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 . 0.2!1•!1 0.0001 0.03H 0.0001 0.0001 O. 7780 
o ... 1eo 0 .... 11 0 .... 21 0.11941 .1 .00000 o.99113 0 ... 1:11 -0.02119 o.9691• o.1no1 o.H•19 0.81919 -0.13052 
0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.28.. 0.0001 o.0413 0.0001 0.0001 o. 1!180 
0 .... 11 o.18337 0 ... 111 o .... 48 o.88113 1.00000 0.81184 -0.•5857 o.97309 o.74811 o.87387 o.96913 -0.12!190 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.241• 0.0001 o.0328 0.0001 0.0001 o. 111&• 
0 ... 391 o ... •2• o.8ao11 o.81138 o.89129 o.91184 1.00000 -o.39033 o.83•11 0.14218 0.81•12 0.88811 -o.1•550 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 o. 39•8 0.0001 o.oHo 0.0001 0.0001 o. 1290 
-0.43172 -0.37339 -0.4 .. 77 -0.49742 -0.43259 -0.41897 ·0.39033 1.00000 -0.•11!11 ·0.43814 ·0.391•1 -0.•095• -0.32377 
0.2899 0.:..23 0.2109 0.2149 0.2••4 0.2•18 o.3149 0.0000 o.3047 0.2110 o.3851 0.3137 o.•3•o 
o.87892 o.87•19 o.ee121 o.81948 o.9555• o.97309 0.83418 -0.•16!11 1.00000 o.94128 o.83260 o.18787 -0.20933 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.30"7 0.0000 o.ooa1 0.0001 0.0033 0.6181 
0.19092 o.7•321 0.11•41 0.13230 0.11101 o.1•111 o.8•211 -o.•386• 0.14929 1.00000 o.54731 o.96321 -0.30699 
0.0289 0.0348 0.0489 0.0311 0.0453 0.0328 O.OllO 0.2770 O.OOll 0.0000 0.0927 0.1•60 o.•985 
o.e11ae o ... 309 o.97111 o.97990 0.8••1• o.97397 0 .... 12 -0.398•• o.a32eo o.14731 1.00000 0.81111 -0.19395 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3861 0.0001 0.0927 0.0000 0.0001 0.6630 
o . ..a.2 0 ... 282 0.81218 o.97199 o.97819 o.91953 o.aa811 -0.40814 0.81111 o ... 329 0.81111 1.00000 -0.03211 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3137 0.0033 O.l•IO 0.0001 0.0000 0.9386 
-0.111 .. -0.17138 -0.08229 -0.11892 -0.13092 -0.12!190 -0.14190 -0.32377 -0.20933 -0.304l88 -0.19311 -0.03271 1.00000 
0.7097 0.1771 0.1279 0.77IO 0.7980 0.7814 0.7290 0.43•0 0.1198 0.4191 0.1830 0.8391 0.0000 
0.81704 0.812111 0.88118 0.89971 0.98909 0 .... 21 0.91992 -0.48711 0.81124 0.72321 0.87789 0.87396 -0.11127 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.2432 0.0001 0.0421 0.0001 0.0001 o. 7931 
o .... 39 o .... ,. o.89098 o.99731 o.9878• o.99172 0.81191 -o.40213 o.978•9 o.74 ... 0.81111 o.983•o -0.16661 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3220 0.0001 0.0322 o.oocu 0.0001 0.6933 
0.87841 O.aae .. 0.91121 0.97190 0.91117 0.97901 0.99073 ·0.3312• 0.93930 0.70019 0.81221 0 ... 729 -0.07269 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.029 o.oooe o.oe22 0.0001 0.0001 0.8 .. 2 
o.ao1aa o.92404 0.11211 o.9913• o.~11 0.11111 o.82932 -0.11112 o.1•181 0.90411 o.aoe19 o.90l28 -o.1ooe8 







SAS 11:23 TKJllSOAY, JUNE I, 1919 
,EAaSON COAaELATION COE,,ICllNTS / Plt09 > jaf UNDER HO:llHO•O / H • I 
A_Nt A_N3 ,._ ... , A_llN2 A_Y A_D A_I A_L A_YQ "-*. A_TSO A_OH A_OA 
o.99094 0.11 ... 2 0 ... 102 0 ... 213 0.11111 0.11311 o.1111e1 -0.47eoo 0.111140 0.111:11 0.1~ 0.14747 0.01331 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 0.2309 0.0002 0.0311 o.oooe 0.0003 0.1149 
0.17171 0.17721 0.17124 0.17131 0.17119 0.17130 O.ltle47 -0.4~ 0.911919 0.79()()1 0.13174 0.94231 -0.00022 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 0.21111 0.0002 o.02n o.OOOI o.ooos o.9996 
c_v o.17480 0.11141 o ... 421 o.97!IOO 0.11413 0.81211 o.111eo -0.31121 o.9481111 0.12121 o.94127 o.94911 -o.0461111 
c_o 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.311115 o.0004 o.040ll o.0004 0.0003 0.8121 
0 ... 1211 0 ... 111 o ... 472 0.11111 0 ... 121 o.91 ... o ... 411 -o.411111 o.97t91 0.11111 0.14111 o.14907 -0.039110 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.0oo1 0.21192 0.0001 0.0211 0.0003 0.0003 o.u6o 
c E 0 ... 112 o ... 331 0 ... 111 0 ... 221 0 ... 1111 0.11112 0.11121 -0.31412 o.94621 0.11111 o.110e1 o.91667 -o. 11414 
- 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.3104 o.0004 0.0109 0.0001 0.0001 0.111111 
C_L -0.80322 -0.47131 -0.11134 -0.IOlllt -0.411111 -0.12119 -0.42274 0.114320 -0.4IOll& -O.tle111 -0.371IO -0.41713 -0.40791 
c_va 
0.2037 0.23a4 0.!112 0.2002 0.2192 o. 1141 0.2117 0.1141 0.2271 0.1473 0.31411 0.2432 0.31117 
o ..... , o ... 1t1 o.H111 0.1111132 o.H1111 0.111744 0.12470 -0.31122 o.H123 0.11411 0.12311 0.11.749 -o. 111231 
0.0001 0.0001 O.OOOll 0.0002 0.0003 0.0002 o.ootO 0.311113 0.0001 O.OOll 0.0010 0.0042 o 71117 
C tee 0.11123 0.11211 0.12117 0.14111 0.13IOI 0.111128 0.71173 -0.31190 0.82109 0.114IO 0.77211 0.71212 -0.241111 
- 0.0091 O.OOlll 0.01111 O.OOl2 0.0097 O.OOll 0.02!1 0.3126 0.0009 0.0001 0.0241 0.0471 0.11644 
C_TSO 0.170l9 0.17121 0.111411 0.17113 O.llllO 0.11171 0 .... 17 -0.32224 0.91207 0.19127 0.98271 0.9800& -0.14216 
0.000! 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.4363 0.0011 0. 1114 0.0001 0.0001 0. 73111 
C DH 0.12111 0.12504 0.13131 0.13314 0.12900 0.133117 O.IOl23 -0.311174 0.71111' O.IOl31 0.71111 0.12131 0.23llO!I 
- o.ot11 0.0111 o.01011 0.0101 0.0110 o.oto1 o.01110 o.34113 0.0211 a.toe• 0.0314 0.0111 0.11111 
C_DA 0.24311 0.22211 0.19381 0.20918 O.tll03 0.23224 O.Ol211 -0.11323 0.39111 0.7tlel0 0.09113 -0.003111-O.1911111 
0.9110 0.111111 0.14113 0.120I 0.1192 0.1791 0.1413 0.1141 0.3370 0.0211 0 .... 1 0.1921 0.6421 
C N O.ll014 0.1770ll 0.17117 O.ll077 0.97711 0.11109 0.11111 -0.44111 O . .-o42 0.71740 0.13844 0.94491 0.00411 
- o.ooot o.ooot 0.0001 0.0001 0.0001 0.0001 0.0002 0.28!111 0.0002 0.0211 O.OOOI 0.0004 0.HIO 
C_NI! 0.17012 O.ll072 0.111810 0.96921 0.97313 0.11414 0.11222 -0.2l!IO!I 0.9240& 0.11744 0.814117 0.96741 -O.Oll391 
0.0001 0.0001 0.0002 0.0001 0.0001 0.0001 0.0001 o.4931 0.0010 o.01oe 0.0001 0.0001 0.1241 
•_Nt 0.91208 0 .... 33 0.11119 0.99302 0.98107 0.918IO 0.99171 -0.31273 0.9114111 0.11711 0.11190 0.97166 -0.141121 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.3112 0.0002 o.09111 0.0001 0.0001 o. 1314 
N_N2 O.Htl(J9 O.ll!I07 0.11111 O.llH3 O.H3IO O.Hllt O.H7H -0. 34427 0.14134 0.177114 O.ltlOOI O.HO!l9 -0. t36!IO 
._ ... , 
._IN2 
•_v 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.4037 0.0003 o.0841 0.0001 0.0001 o. 1412 
0 ... 408 0.11328 0.11431 0.19711 O.H781 0.111131 0.11120 -0.42731 0.11111 0.70431 0.17131 0.97712 ·O.Oll781 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.28011 0.0002 o.oett 0.0001 0.0001 0.11111 
0.11322 o.l9I02 0.11901 o.91417 0.81103 0.11202 0.19411 -0.31147 0.11130 0.11411 0 ... 311 0.91119 -0.11112 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.3443 0.0002 o.oe11 0.0001 0.0001 o.7833 
0.18112 0.11471 0.11111 0.11409 0.18611 0.88070 0 .... 14 -0.31322 0.9110. O.-.o20 0 .... 21 0.11371 -0.111136 






SAS 111:23 THURSDAY, JUNE I, 1989 
PEA•SDH COAAflATION COEFFICIENTS / ~ltOll > jAj UNDER HO:RHO•O / N • I 
A_Nt A_N2 A_IH1 A_llN2 A_V A_O A_E A_L A_VQ ._ .. A_TSO A_DH A_OA 
o....... o .... ,. o.99002 0.11948 o.887114 0 ... 281 o ... 4111 -o.31181 0.111110 o...... 0.11341 0.81111 -o. 13221 
o.ooot o.ooot 0.0001 0.0001 0.0001 0.0001 0.0001 o.301 0.0002 o.0941 0.0001 0.0001 o. 1a49 
•I 0.11909 O.llll03 0.17111 0.881111 0.88733 0.17807 0 .... 17 -0.33743 0.92410 0.12111 0.11334 0.81880 -o. 139119 
- 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot 0.4131 0.0010 o.oeee 0.0001 0.0001 o. 7417 
·-" 







-0.43171 -0.40882 -0.,13111 -0.41317 -0.431111 -0.41118 -O.:llOOO 0.49181 -0.41091 -0.322 .. -0.29214 -0.42llOll -0.31450 
0.21.. 0.3114 0.2212 0.21188 0.2771 0.2411 0.2131 0.21117 0.3111 0.4202 0.4828 0.2118 0.3747 
0.111412 0.11120 0.11780 0.87711 0.97130 0.87147 0.19908 -0.31083 0.811141 0.1()4()7 0.111217 0.11213 -0.11096 
0.0001 0.0001 0.0001 0.0001 0.0001 0 0001 0.0002 0.3!123 0.0001 O.Ollt 0.0003 0.00111 0 6680 
0.11391 0.83943 0.12817 0.13711 0.11771 0.111•93 0.12241 -0.439411 0.71427 0.19113 0.111117 0.44150 -0.23557 
0.0121 o.oa78 o.oao o.oe13 o. 1021 o.ono 0.1141 o 2no 0.0212 0.0002 o. .... 0.21311 o.5744 
0.141t1 0.87140 0.7.781 0.123811 o.1377• 0.11411 0.17133 0.080!!5 0.111111 O.tle211 0.875113 0.811133 -0.37791 
0.0091 0.0044 0.0202 0.0118 0.0084 0.0137 0.0043 0.149& 0.0132 0.1214 0.0044 0.0131 0.3559 
0 ... 214 0.11211 o.19110 o.1&838 o.IMI08 0.81141 o.11324 -0.28138 o.81ao1 0.11241 o.1H1•01 0.11123 -0.02 .. 3 
O.OOOI 0.0001 0.0003 0.0002 0.0001 0.0003 0.0001 o. 4111 0.0031 0.14H 0.0001 0.0001 0.94411 
0.13111 0.12111 0.11111 0.53017 O.lllll09 0.13218 0.41111 -0.39121 O.IOllSI 0.13241 0.411341 0.43930 0.42157 
o.noa o.1780 0.1801 0.1111 0.1814 0.1141 0.21131 0.311111 0.1111 o.Ol24 0.2511 0.2112 0.21194 
o ... ,.. 0.119llO 0 ... 120 0.91110 0.11711 0.113114 0 ... 323 -0.40032 0.15751 0.18111 0.18120 0.87852 -0. 11030 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3257 0.0002 O.Oll4t 0.0001 0.0001 0.7949 
0 .... 111 o ... 403 o.88274 o.88818 o.88402 0.11591 o .... 80 -0.35034 0.141182 0.11113 o.111011 o.91352 -0.14314 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3941 0.0004 0.0703 0.0001 0.0001 0. 7340 
A_N A_NI C_HI C_N2 C_llNI C_llN2 c_v c_o C_E C_l C_VQ C_HK C_TSO 
0 ... 704 0 ... 838 0.87841 0.90131 0.910114 0.97171 0.17480 0.91829 0.11972 -O.ll0322 0.81111 0.11923 0.97099 
0.0001 0.0001 0.0001 0.0022 0.0001 0.0001 0.0001 0.0001 0.0001 0.2037 0.0001 o.00111 0.0001 
a N2 0 ... 2111 o .... 31 0.818111 0.12404 0.11412 0.81121 o.87841 0.881111 0.18331 -o.41131 0 ... 111 0.112911 0.81121 
- 0.0001 0.0001 0.0001 0.0010 0.0001 0.0001 0.0001 0.0001 0.0001 0.2314 0.0001 O.OOlll 0.0001 
._ .. I 
A_9N2 
o...... o.990fl8 0 ... 121 0.11211 0.11102 0.11124 o ... 421 0.91412 0.816111 -0.11134 o.93SHl7 0.12511 o.96145 
0.0001 0.0001 0.0001 0.0047 0.0001 0.0001 0.0001 0.0001 0.0001 o. 1112 0.0008 0.01111 0.0001 
0 .... 71 0.89731 0.97190 0.89134 0.81293 0.178311 0.87900 0.81919 0.912211 -0.~111 0.8111132 0.841161 0.97513 
0.0001 0.0001 0.0001 0.0021 0.0001 0.0001 0.0001 0.0001 0.0001 0.2002 0.0002 0.0082 0.0001 
A_Y o.eeeoe 0.18711 0.91117 0.80477 0.179111 0.871119 0.87413 0.11621 0.99551 -0.41111 O.IHllll 0.13101 0.91180 
0.0001 0.0001 0.0001 0.0020 0.0001 0.0001 0.0001 0.0001 0.0001 o. 2182 0.0003 0.0097 0.0001 
A_D 0 .... 28 0 .... 12 0.87I01 0.11111 0.91371 0.97130 0.97211 0.91988 0.81152 -0.12118 0.95744 0.15829 0.81871 
A_E 
0.0001 0.0001 0.0001 0.0032 0.0001 0.0001 0.0001 0.0001 0.0001 0.1141 0.0002 0.0066 0.0001 
0.11812 0.11787 0.91073 0.92832 0.95561 0.111647 0.81150 0 ... 456 0.99121 -0.42274 0.12470 0.71173 0.99117 





SAS 19:23 THURSDAY, JUNE I, 1919 
PEARSON CORRELATION COEFFICIENTS / Pll08 > IRI UNDER HO:RHO•O / N • 8 
A_N A_NE C_NI C_N2 C_llNI C_llN2 c_v c_o c_E C_l c_vo C_HK C_TSO 
A l -0.•871t -0.•03t3 -0.33824 -0. tt792 ·0.47100 -0.4~ -0.37821 -0.45679 -0.37472 0.94320 -0.37622 -0.39190 -0.32224 
- 0.2•32 0.3220 0.4t29 0.71t7 0.2308 0.2875 0.3585 0.2852 0.3604 0.1141 0.3583 0.3826 0.4363 
A VQ 0 .... 2• 0.97145 0.83930 0.14167 0.989•0 0.98988 0.8•158 0.97t99 0.94626 -0.4llOIMI 0.91723 0.92108 0.91207 
- 0.0001 o.ooot o.0009 0.0011 0.0002 0.0002 o.0004 o.ooot o.0004 0.2211 0.0001 o.oooa 0.0011 
A H1C 0.72321 0.7•911 0.70018 0.60411 0.78138 0.7500!! 0.72725 0.76911 0.66756 -0.86181 0.15476 0.96490 0.59927 
- 0.0421 0.0322 0.0932 0.1127 0.0316 0.0216 0.0408 0.0287 0.0705 0.1473 0.0066 0.0001 0. 1164 
A_TSO o.877 .. o ... 189 0 ... 221 o.aoe15 o.9360& o.93874 0.14121 o.94978 o.89068 -o.311ao o.92398 0.11299 o.99276 
o.ooot o.ooot 0.0001 0.0020 o.oooe o.OOOll o.0004 o.0003 0.0001 o.31•• 0.0010 0.0248 0.0001 
A OH 0.113111 o ... 3•0 o.96725 o.90926 o.94747 o.94238 o.•••88 o.94907 o.98667 -0.417t3 o.87749 0.11292 o.99006 
- o.ooot 0.0001 0.0001 0.0011 0.0003 o.OOOll 0.0003 0.0003 o.ooot 0.202 0.0042 o.0411 0.0001 
A_DA -0.11127 -0.11 .. t -0.07219 -0.10088 0.01339 -0.00022 -0.04188 -0.03950 -0.1141• -0.40798 -0.18238 -0.24156-o.14216 
0.7931 0.1933 0.1142 0.8119 0.9749 0.9991 0.8128 O.UIO 0.7178 0.3t97 0.7187 o.H44 0.7358 
AN 1.00000 0.119872 0.97646 0.19083 0.98221 0.97114 0.97211 0.91776 0.99t69 -0.90774 0.94977 0.83719 0.97419 
- 0.0000 0.0001 0.0001 0.0030 0.0001 0.0001 0.0001 0.0001 o.ooot o. tll90 o.0003 o.ooe8 0.0001 
A_NE 0.99S72 1.00000 0.98279 0.91257 0.97797 0.97804 0.97727 0.98749 0.992!!0 -0.48997 0.91653 0.86428 0.97640 
0.0001 0.0000 0.0001 0.0011 0.0001 0.0001 0.0001 0.0001 0.0001 0.2228 0.0001 0.0056 o 0001 
c N1 o.e1141 o.ae219 1.00000 o.964IO 0.81014 o.98679 0 ... 211 o.98393 o.98693 -O.ll411H o.a4911 o.14427 o.97401 
- 0.0001 0.0001 0.0000 0.0001 o.ooot o.ooot o.ooot o.ooot o.ooot o. tit• 0.0003 o.oo.. 0.0001 
c N2 o.allOl3 o.et281 o.9&•60 t.00000 o.90054 o.e2391 o.95115 o.ao111 o.92943 -0.41••8 o.88390 0.11919 o.93203 
- o.OOIO 0.0011 0.0001 0.0000 o 0023 0.0011 o.0003 0.0019 o.oooe o.2413 0.0031 o.02a 0.0001 
C_llNI 
C_llN2 
0 ... 221 o.97797 o.98014 o.llOOll4 1.00000 o.9•183 o.e1311 o.99108 o.97065 -0.12421 o.99983 0.81161 o.93994 
o.ooot 0.0001 0.0001 0.0023 0.0000 . 0.0001 o.ooot 0.0001 0.0001 o.oe8t 0.0002 o.0048 0.0008 
0.971t4 0.97804 0.98179 0.92357 0.99683 1.00000 o ....... 0.99721 0.97112 -0.81202 0.97078 0.18421 0.94117 
0.0001 0.0001 0.0001 0.0011 0.0001 0.0000 o.ooot 0.0001 0.0001 o.t018 0.0001 0.0036 o.OOOll 
c_v 0.11211 0.97727 o.99271 o.99165 0.91367 0.91996 1.00000 0.91594 o.97529 -o ... 2oe 0.98749 0.86212 o.99642 
0.0001 0.0001 0.0001 0.0003 0.0001 0.0001 0.0000 0.0001 0.0001 o. 1191 0.0002 o.0059 0.0002 
co 0 ... 111 o.a87•9 o.91393 o.eo111 o.99108 o.99121 o ... 8a4 1.00000 o.911ao -o.8a283 0.11221 o.88497 o.94905 
- o.ooot o.ooot 0.0001 o.oot9 0.0001 0.0001 0.0001 0.0000 o.ooot o. 1214 o.ooot 0.0035 0.0003 
C I O ... tl9 0.99290 0.98193 0.92943 0.97069 0.97112 0.97929 0.97780 1.00000 -0.•137• 0.93948 0.10452 0.99376 
- 0.0001 0.0001 0.0001 o.oooa 0.0001 0.0001 0.0001 0.0001 0.0000 0.2•11 o.OOOll o.ot6o o.ooot 
CL -0.9077• -0.•8987 -0.54986 -0.46449 -0.12421 -0.61202 -0.94209 -0.99213 -0.46374 t.00000 -0.9t68t -0.10049 -0.39397 
- 0.1990 0.2228 0.1118 0.2413 0.0881 0.IOH 0.1191 0 1214 0.241t 0.0000 O.t900 0.1155 0.3342 
C VG 0.94977 0.91153 0.949tt 0.88390 0.98913 0.97078 0.99745 0.97229 0.93941 -0.91191 1.00000 0.94338 0.90396 
- 0.0003 0.0001 0.0003 0.00M 0.0002 0.0001 0.0002 0.0001 O.OOOll O. 1900 0.0000 0 0004 0.0021 
C_HIC o.93719 o.H428 o.a4427 o.77818 o.8111t o.a842t o.812t2 o.88497 o.80452 -o.8004• o.94331 1.00000 o.74724 





SAS tl:23 THURSDAY, JUNE I, 1919 
PEARSON CORRELATION COEFFICIENTS / PA08 > IRI UNOER HO:llHO•O / N • I 
A_N A_NI. C_NI c_N2 C_llNI C_llN2 c_v c_o C_I! C_L c_VG C_HK c_Tso 
0.17411 0.17140 0.17401 0.13203 0.13194 0.14tl7 0.19142 0.14909 0.11378 -0.31317 0.80311 0.74724 1.00000 
o.ooot o.ooot 0.0001 0.0001 o.OOOI o.ooos 0.0002 0.0003 0.0001 o.3342 0.0021 0.0331 0.0000 
C DH 0.13217 0.12ll04 0.11903 0.17151 0.80714 O.I071t O.IOI02 0.11841 0.13092 -0.71170 0.10824 0.78112 0.79612 
- O.Ot02 O.Ott7 0.002.7 0.0041 0.00tl O.OOtl O.OOtl 0.0034 O.Ot07 0.021t O.Ot52 0.0210 0.0171 
C DA O.tll30 0.22118 0.20701 O.t4117 0.29211 0.291411 0.25930 0.29537 0.12191 -0.49124 0.40081 0.66691 0.02794 
- 0.1371 0.1143 0.1221 0.7211 0.4111 0.4727 0.94t7 0.4775 0.7737 0.2071 0.3254 0.0708 0.9476 
C_N 0.17112 0.17174 0.1150I 0.11173 0.11174 0.19997 0.11131 0.19127 0.17117 -0.11111 0.91749 0.11020 0.14189 
0.0001 0.0001 o.ooot 0.0014 0.0001 0.0001 0.0001 0.0001 0.0001 0.1032 0.0001 0.0031 o.0005 
C NI 0.11141 0.17111 0.19794 0.17724 0.11489 0.17444 0.11722 0.97020 0.11517 -0.90211 0.13641 0.12100 0.17909 
- 0.0001 o.ooot 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.2043 o.oooa 0.01211 0.0001 
•_Nt 0.19199 0.11908 0.11181 0.93311 0.97134 0.17223 0.11043 0.17929 0.99133 -0.41708 0.94533 0.12211 O.llOll 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0001 0.21141 o.0004 0.0123 0.0001 
• N2 O.Hlll 0.1121t O.H941 0.14081 0.96780 0.17140 0.87809 0.17681 0.99112 -0.44131 0.14918 0.81581 0.11317 
- o.ooot 0.0001 0.0001 o.OOOI 0.0001 0.0001 0.0001 0.0001 o.ooot 0.2140 o.0004 0.0131 0.0001 
._ ... I 
·--
0.19700 0.1949t 0.91871 0.11641 0.184&0 0.91083 0.91311 0.91161 0.91421 -0.11()131 0.14111 0.13221 0.11002 
o.ooot o.ooot 0.0001 0.0014 0.0001 0.0001 0.0001 0.0001 0.0001 0.2004 o.0004 0.0104 0.0001 
0.19404 0.11143 0.19049 0.93112 0.17112 0.17170 0.11414 0.11413 0.19791 -0.471()1 0.14902 0.12777 0.11761 
0.0001 0.0001 0.0001 0.0008 0.0001 0.0001 0.0001 0.0001 0.0001 0.2217 0.0003 O.Olt2 0.0001 
• v 0.11342 0.11410 0.11915 0.13109 0.17120 0.1790!! 0.18t81 0.911197 0.11900 -0.47091 0.14304 0.81158 0.99086 
- 0.0001 o.ooot 0.0001 o.0008 0.0001 0.0001 o.ooot 0.0001 o.ooot 0.2314 o.0004 0.0139 0.0001 
•_D 0.11489 0.19191 0.11147 0.12771 0.97870 0.17111 0.11211 0.98343 0.11742 -0.4734t 0.14721 0.12119 0.11731 
o.ooot o.ooot 0.0001 o.oooe 0.0001 0.0001 0.0001 0.0001 0.0001 o.238t o.0004 0.0111 0.0001 







o.ooot o.ooot 0.0001 0.0001 0.0003 0.0003 0.0001 0.0002 0.0001 0.3109 0.0014 0.0291 0.0001 
-0.48120 -0.41112 -0.48982 -0.31082 -0.94990 -0.91111 -0.90817 -0.90899 -0.40873 0.87408 -0.37244 -0.41911 -0.39671 
0.:0111100 0.30tl 0.2447 0.3119 0. 11!179 0. t114 0. 1 .. 9 0. 1111 0.3173 0.0881 O.H31 0.3095 0.3891 
o.97491 0 ... 122 ·0.11105 0.11261 0.1&&11 0.11031 o.11427 0.11911 0.11411 -o.41341 0 ... 111 o:I050I 0.13151 
o.ooot 0.0001 0.0002 o.0037 0.0001 o.ooot 0.0001 o.ooot o.ooot o.2111t o.ooot 0.0020 o.oooe 
0.83032 0.84144 0.11717 0.48211 0.17714 0.17911 0.12&40 0.11781 0.158t7 -O.llt72 0.77274 0.11034 0.47t04 
o.oen 0.0814 0. t214 0. 2411 O.<M141 O.<M182 O.OISI 0.0994 o. tl23 o. , .. , 0.0241 0.0017 o. 2311 
O.lt4 .. 0.11114 0.17193 0.13177 0.71370 0.11771 O.lllOI O.IOlll 0.16411 ·O.tlll4 0.14411 0.74317 0.18192 
O.OIH 0.0084 0.0041 0.0009 0.0214 0.0131 O.OOIO 0.0148 0.0091 0.8137 0.0083 0.0349 0.0031 
0 .... 21 0.19a42 0.11316 0.95180 0.14168 0.11268 0.11447 0.15016 0.18327 -0.47141 o ..... , 0.73118 0.11611 
0.0002 0.0002 0.0001 0.0002 0.0003 0.0003 0.0001 0.0003 0.0001 0.2309 0.0031 0.0374 0.0001 
0.12302 0.53001 O.SCl42 0.90823 0.14119 0.66322 O.I06!IO 0.82994 0.50285 ·0.80t44 0.11728 0.67723 0.42197 













SAS 1!1:23 Tt«JRSDAY, JUNE I. 1919 
PEARSON CORRELATION COEFFICIENTS I PllD8 > IRI UNOER HO:llHO•O / N • 8 
A_N A_Nll. C_NI C_N2 C_BNI C_8N2 c_v c_o c_E C_l c_VG C_HK c_rso 
0 ..... 1 0 .... 112 o ..... 3 0.82103 o.aaoe• o.87890 o...... o.a8648 0.18112 -o.49841 o.a41!19 0.128!18 o.9a!l!IO 
o.ooot 0.0001 0.0001 o.oooe 0.0001 0.0001 0.0001 0.0001 0.0001 0.2194 0.0003 0.0108 0.0001 
o ...... 0 ... 224 0.881.. o.a3609 0.861110 o.86aao o.81a10 o.87363 0.19910 -o.44181 o.83848 o.eoeo.c o.a94a7 
0.0001 0.0001 0.0001 o.oooe 0.0001 0.0001 0.0001 0.0001 0.0001 0.2133 o.oooa 0.01!11 0.0001 
C_DH c_oa C_N C_NE lll_NI •_N2 M_llNI •_1111i2 lll_V •_o •_E lil_l •_VG 
o.aau o.2u11a o.1eo1• 0.11012 o.1182oe o.88tl09 o."•oe o.118322 o.98162 o.•39• o.87108 -0.43111 o.a1472 
. o.oua o.N10 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.21!1!1 0.0001 
0.12llO<l 0.222.. 0.8770ll 0.99072 0.1194133 0.88!I07 0.98328 0.89602 0.8947!1 0 .... 3<1 0.8l!I03 -0.40!!92 0.91!120 
O.Ott7 0.119H 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.3114 0.0001 
0.93136 0.19399 0.87!1117 0.9!1110 0.89619 0.91111 0.119<l39 0.91901 0.891!19 0.89002 0.87!111 -0.4931!1 0.96710 
0.0109 o.1<1113 0.0001 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.22112 0.0001 
o.9338<1 o.ao.19 o.99077 0.11&828 0.19302 0.19113 0.99111 o.a84a7 o.8a408 o.111t1•• 0.811611 -o.4!1367 0.81116 
0.0101 o.1aoe 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.21111 0.0001 
0.92900 0.19803 0.87768 0.87313 0.89607 0.883!IO 0.88761 0.88703 0.88689 0.897114 0.81733 -0.4391!1 0.97630 
O.OttO 0.1992 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o. 2776 0.0001 
0.93397 0.23224 0.9910!! 0.864&4 0.11890 0.81!1&1 0.881139 0.98202 0.89070 0.992911 0.87607 -0.<161118 0.87147 
0.0101 o.111n 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.2411& 0.0001 
A I 0.90923 0.09299 0.81168& 0.81222 0.88678 0.88761 0.98920 0.98488 0.88664 0.119<l91 0.98887 -0.39000 0.8!1!108 
- o.01ao o.9413 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.31131 0.0002 
AL -0.38174 -0.18323 -0.44811 -0.28!!05 -0.36273 -0.34427 -0.42739 -0.38647 -0.31322 -0.38881 -0.337<13 0.<18188 -0.38063 
- 0.3413 o ... 41 0.26!1!1 0.4838 0.3772 0.4037 0.2808 0.3443 0.3487 0.3439 0.4137 0.21!17 0.3!123 
A VG 0.781 .. 0.38188 0.88042 0.82409 0.81141!1 0.84834 0.9118 .. 0.8!1630 0.8!1108 0.911770 0.92410 -0.41091 0.88!148 







o.aoe39 o.711890 0.111140 o.66744 0 ... 1119 o.a11114 0.10431 o.88418 0.68020 o.a ... 8 0.12118 -o.33298 o.80401 
0.1099 0.02.. 0.02911 0.070!! 0.098!1 0.0848 O.Ollll O.O!l!l8 0.0634 O.OIM8 0.0998 0.4203 0.0161 
0.711"9 0.091113 0.9384<1 0.86<1117 0.91690 O.ll9008 0.9711311 0.883!1!1 0.881211 0 ... 1411 0.99334 -0.28214 0.8!1267 
0.0314 o.8 .. 8 o.oooa 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.4826 0.0003 
o.82839 -0.003911 o.84496 o ... 741 o.8716& o.88091 0.81112 o.87988 o.a8378 o.97987 o.98880 -0.42llO!I 0.81283 
O.Ottl 0.9828 O.OOO<l 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.28H 0.00111 
0.23908 -0.1811H 0.00481 -0.08381 -0.141128 -0.13890 -0.08781 -0.11682-0.11938 -0.13227 -0.13988 -0.38450-O.18086 
0.118.. 0.84211 0.8810 0.8248 0.7314 0.7472 0.1191 0.7833 0.71H 0.78<19 0.7417 0.3747 0.6610 
o.13297 0.1 .. 30 0.87112 o.86641 o.8818!1 0.88811 0.88700 o ... 404 o.89342 o.984 .. o.99129 -0.4&120 o.97411!1 
0.0102 o.8378 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o. 2!IOO 0.0001 
0.1211()4 0.22 .. 8 0.97174 0.87&111 0.99!IOll 0.88291 0.984111 0.88!143 0.88410 0...... 0 ... 278 -0.41882 0.88!122 





















.. _ .. , 
SAS 19:23 T..,_SDAY, JUNE 8, 1181 
PEARSON CORRELATION COEFFICIENTS / PllDll > IRI UNDER HO:llHD•O / N • 8 
C_DH C_DA C_N C_NE N_NI N_N2 ll_BNI N_llN2 N_V 11_0 N_E N_L N_VG 
o.l9IOI 0.20101 o.99909 o ... 794 o.9111&& o.99941 0 ... 111 o.99049 0.111919 o ... 947 o.97903 -0.4&982 0.19109 
0.0021 0.1228 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0001 o.ooot 0.0001 0.0001 0.2447 0.0002 
0.87t .. 0.14117 0.91973 0.97724 0.93389 0.940&8 0.91141 0.93112 0.93109 0.927711 0.932&1 -0.31KM12 0.882&9 
0.0048 0.7288 0.0014 0.0001 0.0007 0.0009 0.0014 0.0008 0.0008 0.0008 0.0007 0.3519 0.0037 
o.90714 0.28281 o.891174 o.e&489 o.97134 0.11190 o ... 4&0 o.97892 0.91920 0.81910 o.94180 -o.94980 0.8&&11 
0.0019 0.4911 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0003 o. 1919 0.0001 
o.80781 o.28948 o.88997 o.97444 0.81223 0.91140 o.88083 0.81110 o.97509 o.87981 o.95138 -o.91119 o.97039 
o.oot8 o.4727 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0003 o. 1es4 0.0001 
0.80802 0.29930 0.8883& 0.98722 0.98043 0.87809 0 ... 381 0.98494 0.98189 0.99211 0.88373 -O.!I0817 0.8&427 
0.0019 o.9417 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot o.ooot o.ooot o. 1915 0.0001 
0.81148 0.28937 0.99127 0.97020 0.97929 0.97&81 o ... 8&1 0.11413 0.98157 0.81343 0.198&0 -0.50&19 0.97881 
o.0034 o.4779 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0001 o.ooot o.ooot 0.0002 o. 1H8 0.0001 
o.83082 0.12191 0.11111 0.91911 o.19833 0.19192 o ... 429 0.19799 o.99900 o ... 742 0.11&18 -o.40&73 o.e&419 
0.0101 o. 1131 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.oocJt 0.0001 o.3173 0.0001 
-0.79170 -0.48124 -0.11&18 -0.90211 -0.49709 -0.44931 -O.llOl31 -0.47908 -0.47091 -0.47341 -0.41197 0.&7408 -0.45341 
0.0291 0.2079 0.1032 0.2043 0.2941 0.2140 0.2004 0.2217 0.2394 0.2181 0.3109 0.0981 0.2591 
o.eoe24 o.400&t o.e&749 o.93649 o.94933 0.14911 0.94111 0.14802 o.94304 o.94728 0.11911 -o.37244 0.11191 
o.01sa o.3294 0.0001 o.0006 o.0004 o.0004 o.0004 0.0003 o.0004 o.0004 0.0014 o.aeH 0.0001 
0.79112 0.9 .. 9t 0.11020 0.12100 0.12211 0.11911 0.13221 0.12777 0.81991 0.12119 0.71829 -0.41919 0.9090ll 
0.0280 0.0709 0.0039 0.0129 0.0123 0.0139 0.0104 0.0112 0.0139 O.Ottt 0.0298 0.3099 0 0020 
0.1 ... 2 0.02194 o.94119 0.11808 o.98091 o.99317 o.11eoo2 o.99761 o.98089 0 ... 1:111 o.99949 -0.39111 o.93111 
0.0119 o.9471 o.ooos 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0001 o.319& o.0006 
1.00CJOO 0.32727 0.80911 0.11079 0.13979 0.13007 0.99000 0.14927 0.14344 0.114424 0.10794 -0.74134 0.79121 
0.0000 0.4211 0.0011 0.0039 0.0091 0.0108 O.OOl2 0.0071 0.0089 O.OOl4 0.0193 0.0327 0.0179 
0.12727 t.00000 0.2H&t 0.11420 0.19737 0.13717 0.19274 O.IHl2 0.14717 0.17341 0.09827 -0.40007 0.32710 
0.42.. 0.0000 0.4791 O.H71 0.7098 0.1480 0.1479 0.1810 0.7277 O.llt3 O.HIO 0.32&1 0.4280 
O.eollt 0.28181 1.00000 0.97194 0.97212 0.17082 0 ... 289 0.17938 0.97581 0.117992 0.99192 -0.92989 0.9&974 
0.0011 o.47H 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0003 o. 1101 0.0001 
0.89079 0.11420 0.97194 1.00000 0.98&89 0.11930 0.87991 0.98199 0.91140 o ... 4 .. 0.91217 -0.43073 0.94787 
o.ooft o.9175 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.2e&1 0.0003 
0.13971 0.18737 0.97212 0.11185 1.00000 0.1 .. 14 O.IH21 0.11133 0.1 .. 41 0 .... 48 0.19472 -0.42411 0.17109 
o.0089 o. 7081 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o. 2141 0.0001 
o.83007 0.12111 o.87082 0 ... 130 0.11194 1.00000 0.88281 0.11119 0.1 .. 92 o ... 734 0.19129 -0.21433 o.1&184 
0.0108 o.74&0 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 .0.0001 0.0001 0.0001 o.3337 0.0001 
o.aeooo o.t9274 0.81299 o.97998 o.8e&21 0.88211 1.00000 0.88122 o.81744 o .... 49 0.8181& -0.48723 0.11192 
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SAS 19:23 THURSDAY, JUNE 8, 19111 13 
PEARSON CORRELATION COEFFICIENTS / PllOll > IAI UNDER HO:llH0-0 / N • I 
._llC M_TSO •_Ott •_oa •_N ·--
A_D O.IHH O.lt411 O.ftl49 O.H211 0.9113!14 O.H!lll 
0.0710 0.0137 0.0003 o. 1741 0.0001 0.0001 
,._r 0.111241 0.17133 O.M324 0.4!111!1 O.ff3:13 O.IHIO 
0.1141 0.0043 0.0001 0.2!1H 0.0001 0.0001 
A_L -0.43841 O.OIOll!I -0.21131 -0.31121 -0.40032 -0.39034 
0.2790 0.1411 0.4H!I 0.3111!1 0.32!11 0.3141 
A_ve 0.71427 O.lt7H 0.111101 0.109111 0.11!17!11 0.94112 
0.0212 0.0132 0.003!1 0.1111 0.0002 0.0004 
A_llC O.Hl93 O.H211 O.H348 0.13241 0.811111 0.H113 
0.0002 0.1214 0.14118 0.0824 O.O!l4 I 0.0103 
A_TSO 0.11117 0.17993 O.H407 0.411341 0.111120 o.eeoe1 
0.1111 0.0044 0.0001 0.2511 0.0001 0.0001 
"-°" 0.44190 o.1tl33 0.11123 0.431130 0.978112 0.993112 0.2739 0.0131 0.0001 0.2192 0.0001 0.0001 
A_DA -0.231197 -0.31111 -0.021113 0.421!11 -o. 11030 -o. 14314 
0.9744 0.3991 0.114411 0.2H4 0.111411 0.1340 
A_N 0.9:1032 0.114 .. 0.111121 0.112302 0.811142 0 ...... 
0.0839 0.0131 0.0002 0.11311 0.0001 0.0001 .. _ .. 0.14144 0.911114 0.911142 0.113001 0.99!1!12 0.81224 
0.0814 0.0094 0.0002 o. 1717 0.0001 0.0001 
C_NI O.U717 0.971113 0.111311 0.111142 0.1111183 0.1111•• 
0:1294 0.0041 0.0001 0.1471 0.0001 0.0001 
C_N2 0.41281 0.13111 0.111110 O.!IOl23 0.12103 0.93108 
0.2491 O.OOO!I 0.0002 o. 11194 O.OOOll 0.0008 
C_INI 0.11114 0.71370 0.14881 0.141111 0.111094 O.H!llO 
0.0841 0.0214 0.0003 0.0861 0.0001 0.0001 
C_llN2 0.17911 0.11771 0.911281 0.16322 0.117910 O.HHO 
O.OH2 0.0131 0.0003 0.0730 0.0001 0.0001 
c_v 0.12140 O.UIOI 0.11447 0.I06!IO 0.91491 0.117810 
O.OHI O.OOIO 0.0001 o. llOll 0.0001 0.0001 
c_o 0.11711 o.eoea1 0.99018 0.12994 0.91641 0.97383 
O.OllU 0.0141 0.0003 0.0941 0.0001 0.0001 
c_r 0.9Ht7 0.11491 0.91327 0.9028!1 0.99712 0.99910 
O.IH3 0.00911 0.0001 0.2043 0.0001 0.0001 
C L -0.99172 -0.11914 -0.47141 -O.IOl44 -0.48141 -0.44181 
...... 
"' - O.IH3 0.11137 0.2309 o. 1147 0.2194 0.2133 "' 
SAS 111:23 THURSDAY, JUNE 8, 1989 14 
PEAllSON COllllELATION COEFFICIENTS I PllOB > IAI UNDER HO:AHO•O / N • 8 
._HIC M_TSO M_OH M_DA •_N M_NE 
c_wi 0.77274 0.844ft 0.HHI 0.18728 0.841118 0.83848 
0.0248 0.0083 0.0031 O.OllH 0.0003 o.oooe 
C_HIC 0.81o:N 0.74387 o. 731188 0.87723 0.828!18 0.8()1104 
o.oon 0.03411 0.0374 O.OHO 0.0108 0.01117 
c_rso 0.47104 O.Ul92 0.886111 0.421117 0.981150 O.H487 
0.21U 0.0038 0.0001 0.2184 0.0001 0.0001 
• 
C_DH 0.911:191 o ... 7118 O.IH31 0.63748 0.111320 0.121192 
o. 11192 0.0705 O.OOll4 0.0881 0.0071 0.01111 
C_DA O.lllH9 o. 12320 0.03881 0.474M o. 17743 o. 12467 
0.0070 0.77'3 0.8271 o. 2343 0.9742 0.7188 
C_N o.e1ns 0.80878 0.811180 0.HHll 0.880811 O.H889 
0.0894 O.OtA 0.0003 0.0778 0.0001 0.0001 
c_• 0.9411:14. O.IOIM 0.98120 0.113210 0.98481 0.81708 
o. 1922 0.0021 0.0001 o. 1748 0.0001 0.0001 
·-"' 0.97871 0.171191 0.81814 0.48944 0.99818 0.99830 o. 1319 0.0044 0.0001 0.2118 0.0001 0.0001 
._N2 O.H337 0.8811H 0.98283 0.50678 0.8116118 0.11118118 
0.14118 0.0034 0.0001 o. 11189 0.0001 0.0001 ._.I 0.91021 0.93B90 0.87170 0.112228 0.881122 0.118327 
o. 1()81 0.0097 0.0001 o. 1842 0.0001 0.0001 
._ .. 2 0.119022 O.HHll 0.97893 0.1111111 0.11111180 0.118711 
O.t2H O.OOll7 0.0001 0.1879 0.0001 0.0001 
•_v 0.971:111 0.9HllO O.Hl20 0.11()1117 0.1189311 0.891811 
0. 1374 O.OOll7 0.0001 0.1889 0.0001 0.0001 
•_o O.llN07 o ... 247 0.87620 0.50473 0.811871 0.88784 
o. 1204 0.0059 0.0001 0.2021 0.0001 0.0001 
•_r 0.4Hll9 0.979311 0.88600 0.448111 0.1190112 O.H7H 
0.209• 0.0040 0.0001 0.26114 0.0001 0.0001 
M_L ·0.427llO -0.12138 ·0.43316 -0.323911 -0.4111124 -0.400ll8 
0.2807 0.7747 0.2828 0.4338 0.21123 0. 32114 
._VQ 
0.73tS3 0.111114 0.911178 0.60867 0.972IO 0.96919 
o.ont 0.0074 0.0014 o. 1083 0.0001 0.0001 
._Hk t.00000 0.44037 0.44477 0.84077 0.118717 0.1111383 
0.0000 0.2741 0.28911 0.0889 0. 1110 o. 11144 
I-' 
M_TSO 0.44037 t.00000 0.16870 0.377ff 0.111470 0.18080 
(j\ 
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PLOT Of A N•A YG 
PLOT OF C-N•C-VG 
PLOT OF •=N•N:vo 
0 
SAS 
LEGEND: A • I OBS, B • 2 OBS. ETC. 
SYlllBOL USED IS • 
SY .. OL USED IS 0 
0 
A 
15:23 THUltSDAY. JUNE I. 1119 Iii 
A 
-------------------------·---·---·---+---·---·---·---·---+---·---·---+---+---·---·---·---·---·---·---·-------------------------1 B 9 13 17 21 25 29 33 37 41 45 49 93 57 It IB 19 73 77 
A_VG 

























PLOT Of A N•a H1C 
PLOT OF C-N•C-HIC 




LEGEND: A • t oes. 8 • 2 OBS, ETC. 
SYllBOL USED IS • 
SY .. OL USED IS 0 
0 
19:23 THURSDAY, JUNE I, 1111 t7 
0 
-+----·----+----·----+----+----+----+----+----+----+----+----·----·----+----·----·----+----·----·----·----+----·----·----·----· 
0 10 20 30 40 llO &O 70 10 llO 100 110 120 130 140 190 tlO 170 llO lllO 200 210 220 230 240 290 
A_HK 













300 i 0 0 0 
• 
PLOT OF - VQ•A HK 
PLOT OF c-va·c-HK 
PLOT Of •=N••_Hlc 
A 
0 + 8 • A• A A • A 
SAS 
LEGEND: A • t oes .•• 2 oes. ETC. 
SY .. OL USED IS • 
SYMBOL USED IS 0 
0 
15:23 THURSDAY, .JUNE 8, 1989 ta 
() 
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PLOT OF A N•C N 
PLOT OF A-N•M-N 
PLOT OF c:::N•M:::N 
SAS 
LEGENO: ... t oes. B • 2 oes. ETC. 
SYMBOL USED IS • 
SYMllOL USED IS 0 
A 
15:23 Tt«JRSDAV. JUNE 8, 1989 19 
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0 00 D 
PLOT OF A vo•c VO 
PLOT OF c-vo•N-YQ 
PLOT OF A:vo••:vo 
SAS 
LEGEND: A • 1 OllS, 8 • 2 OBS, (TC. 
SYMBOL USED IS • 
SYMBOL USED IS 0 
0 A 
19:23 T.-..RsOAY, JUNE •. 1989 20 
A 0 
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The following tables and plots are for the novice 
program analysis. 
Where, 
1 could be 
and 
The variables are represented as 
l_m. 
A for Ada with the selected metric 
extrapolated with N; or 
Al for Ada with the selected metric 
extrapolated with Ne; or 
C for C++ with the selected metric 
extrapolated with N; or 
Cl for C++ with the selected metric 
extrapolated with Ne; 
mis the selected metrics. (see nomenclature). 
175 
SAS 
DIH A_Nt A_N2 . _... , A_9N2 A_V 
t ., " 325 eoe 17H 2 101 105 321 112 3705 
3 75 112 315 Ill 3190 
4 4• H Ill 2H 17H 
5 4!1 .. , .. 2111 1132 
• 31 35 1111 259 , .... 7 H 3t 11111 2!111 175• 
• 33 29 1112 2!17 tlH • 15 19 Ill 183 tOl2 10 19 20 IOI 173 tOl3 
II 20 24 97 114 10l9 
12 23 22 ti 1 170 1089 
13 ,. 23 112 119 1043 
14 21 21 1101 170 10711 
ti 70 70 130 '" tt08 ti 29 37 111 209 1202 
A_D A_I ._ .. 
311 316132 0.394 
2114 2117117 O.IH 
207 17131111 t .45t 
171 181090 o. 1411 
112 !12194 t.909 
142 142360 0.2H 
1111 11111179 0.134 
11111 18116111 0.124 
7• 112724 o.oee 
711 94611 o. 133 
73 111431 0.1H 
112 112113• o. 108 
H 17713 0.244 
Ill 1111171 0.120 
Ill 232H :Z.!119 








































085 At_Nt At_N2 A 1_11N1 Al_IN2 At_Y 
1 1111 tt• 461 171 8409 
2 Ill 123 3711 722 4373 
3 tot 1!12 4211 140 412' 
4 21 22 tOll 112 1050 
8 2t 33 71 140 712 
• 27 2!1 134 tit t t•l!I 7 27 23 142 1113 1310 
II 21 24 1'!1 220 141111 
• 111 23 124 230 13H 10 21 22 111 1111 11111 
11 Ill 24 11• 1711 1037 
12 21 20 102 1!16 1011 
13 111 28 111 171 IOllll 
14 21 21 111 170 107• 
Ill :17 37 511 104 !1111 
" 21 31 122 213 1238 
At_O A1_1! At_l 
434 8hllll7 0.1110 
347 332!17!1 0.777 
212 231114• 1.170 
t03 1082113 o.oeo 
44 2!IOOll 0.71• 
1111 1111141 O.tff 
113 14U!lll 0.100 
133 1124•2 0.107 
113 1421!17 0.1211 
17 104104 o. 147 
71 7•04• 0.1•1 
14 103!1!13 O.OH 
70 71408 0. 2117 
9!I •11111111 o. 120 
!12 12341 1.330 
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SAS 
VHIULI N llEAN STD DEV 
A_NI 1• 42.0000000 21.4I00321 
a_N2 1• 4!1. 1129000· 31.4011014 
A INI 1• 234. 2900000 244.3979290 
:::"2 11 288.0000000 1•9.9811171 II :1723 . 8379000 3821.I031212 
::: I& 135.3790000 77.4380387 16 141034.3790000 83H4.0037HI 
A_L I& 11.407900000£-01 7.040223HH-Ot 
::~ 
II 1.13111290 tt .()()13131 
I& 45' . 3790000 244.13IOll34 
•• 274. 1179000 111.8939204 A1 NI ,. 40.1379000 H.2720l23 
A1-N2 fl 49.H79000 43.1331213 
At-INI II 172.9000000 121.!lltHOI 
··=- Ui 287. 1179000 291.21H2H At Y 19 241 t . U90000 2141.3713120 At-D •• t 35. 1379000 113.8172031 A1-E II 14•4&7.3129000 134715.4180293 
Al-L Ui 4 . 9812llOOOO£ -o 1 9. 39 tll00231!-01 
Al-VQ IS tt.H29000 t!l.Hl4841 
Al-N •• 411.0UllOOO 317.30tll441 Al-NI 18 274.2900000 291.2117001 
c iii1 10 81.0000000 l!I. 1101131 
C-N2 10 71.0000000 37 . 300lllOll 
C-INI 10 244.7000000 147.0722049 
c:IN2 10 403.IOOOOOO 239. 0991272 
~=~ 
10 2191.3000000 tti27.4121470 
10 213.IOOOOOO 2tl.39H422 
10 312331.0000000 280403.3147124 
c:L 10 4.134000000f-Ot 4.40S9880Hl-Ot 
c_ve 10 11.IOOOOOO 111. 1749401 
c_N 10 .4 •. 9000000 3I0.1444H4 
~,s.:, 10 971.8000000 H2 .8111117 10 48.5000000 21.9810282 
~!::, 10 3!1.4000000 17.20llM21 10 121.8000000 71.41M421 
Cl - 10 20l.IOOOOOO 
IOI. 7407212 
ci:v 10 1378.1000000 7411. 2494827 
Ct_D 10 148.0000000 H.Oll2128 
Cl_I 10 tsnoe.0000000 120H•.Hl9048 
~!:~ 10 2.0l3IOOOOOE-OI 
t .1172SOllHl-Ot 
10 8. 1000000 7.H31027 
~::::. 10 
337.IOOOOOO 178. 18!11490 
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14:42 ....,.,. JUNE 9, 1888 II 
MINI- u1111•• 
19 . 00000000 101 . 0000000 
11.00000000 112 . 0000000 
IT.00000000 1101.0000000 
118.00000000 111.0000000 
1043 . 00000000 18H8.0000000 
11.00000000 311 .0000000 
23211.00000000 3 .. 132 . 0000000 
1.IOOOOOOOOE-02 2.9190000 
I . OOOOOOOOOI +00 33.0000000 
211 . 00000000 133.0000000 




104 . 00000000 l7ti.0000000 
9H.ooooo0oo ti 119. 0000000 
44.00000000 434.0000000 
12341.00000000 5Hll7.0000000 
l.OOOOOOOOOE-02 t .8700000 
t . 000000000£ +00 49.0000000 
t 73 . 00000000 1343 0000000 
133.00000000 789.0000000 
27.00000000 1711 . 0000000 
18.00000000 111.0000000 
71.00000000 40l.OOOOOOO 




3.700000000E-02 I .3eooooo 
I • OOOOOOOOOI +00 41.0000000 
27 I . 00000000 IOOI. 0000000 
IH. OOOOOIXIO 1000. 0000000 




MB. 00000000 2 100. 0000000 
23.00000000 279.0000000 
H:ll.00000000 3811!1 t . 0000000 
2 ... 00000001-02 4.llOOOOOOOl-01 
t . 0000000001 +00 23.0000000 
H.00000000 1127 . 0000000 









































SAS .t4:0 .,,.,AV. JUNE II. t919 
~EARSON CORRELATION COEFFICIENTS / Pll08 > IRI UNDER HD:IMD-0 / 11&1119ER OF OllSERVATIONS 
A_IG A_llNt A_llN2 A_V A_D A_E A_L a_ve A_N A_NE At_Nt Al_N2 
0.9H24 0.01441 0.11411 O.tN12 0.11171 O.lt409 0.112414 O.Tlt49 0.17141 0.17130 O.H2:NI 0.13314 
o.ooot 0.7140 o.ooot 0.4H4 o.ooot O.Ott4 o.o~ .. 0.001:1 o.ooot o.ooot o.ooot o.ooot 
ti ti ti ti ti ti ti ti II ti ti ti 
t.00000 O.Ol312 0.11209 o. t211t7 0.7:1210 0.4111t3 0.13421 0.71102 0.17147 0.97140 o.H .. 11 0.90912 
0.0000 O.lt49 o.ooot o.•442 0.0011 0.0731 0.009:1 0.0003 o.ooot o.ooot o.ooot 0.0001 
ti II ti II ti II II ti II II ti II 
0.09112 t.00000 0. t2140 -O.Ottl7 o. t4t24 0. tH30 -0. tO:IU O.:IHll o. t2711 O.OI021 o. 111774 o. t3941 
O.lt41 0.0000 O.Hl2 O.llU O.IOtl 0.111111 0. 7094 0.3707 0.1317 o. 7317 0.9!111 O.IOSI 
II ti II 1• ti Ui ti ti t• t• Hi II 
0.11209 o. 12740 t.00000 0.200lt 0.9tll27 o. 77914 o. 23312 O.H741 0.9H71 0.13113 O.HH2 0.9'1142 
o.ooot 0.1312 0.0000 0.411!11 o.ooot 0.0004 0.3839 o.ooot o.ooot o.ooot o.ooot 0.0001 
t• ti t6 II Iii ti II ti t6 16 ti t6 
o. t:t!lt7 -0.0t ti? 0.200ll t .00000 0.2!1H9 0.21111 -0.07<Mlill 0.03tlll 0.23721 o. 11737 0. t419!1 O.tOIH 
0.1442 0.81111 0.49!1• 0.0000 0.3308 0. 430& 0.7141 0.90lll 0.3793 0.1139!1 O.&OtO 0.61114 
ti ti II 16 " 11 ti ti ti t& ti t6 
0.732t0 O.t4t24 O.ltll27 0.211 ... t .00000 0.1274• 0.041tl 0.74412 0.93497 0.H20t 0.11082 o.7Hao 
0.00t3 O.IOtl o.ooot 0.3309 0.0000 0.0001 o.a7H O.OOOI o.ooot o.ooot o.ooot 0.0002 
1• t• 1• ti ti 16 II t• 1• 1• 1• 16 
0.4111t3 o. t111130 0.771194 0.2ttH 0.127411 t.00000 -0.21147 0.13t215 0.71194 0.11421 o. 7740ll 0.130tll 
0.0731 O.HU 0.0004 0.4306 o.ooot 0.0000 0.2908 O.OOl7 0.0002 o.ott• 0.0004 0.0081 
ti ti ti " ti t6 t• ti ti ti Iii ti 
0.13421 -O.t02H 0.23312 -0.0TOlll 0.04tlt -0.21t47 t.00000 o. '7112 0.2tH3 · O.llOHI 0.23441 0.32813 
O.OOl3 o. 7054 0.3131 0.7141 0.17H 0.2IOI 0.0000 0.9071 0.4203 0.04H 0.312t 0.2t39 
ti t• ti t• t• t• t• ti t• ti ti ti 
o. 71802 0.23111 0.1174t 0.031111 0.74412 0.13t211 0. t7882 1.00000 0.815871 0.8t:ll41 0.13083 0.949115 
0.0003 0.3707 0.0001 O.llOll O.OOOI O.OOl7 O.llOT3 0.0000 o.ooot 0.0001 0.0001 0.0001 
ti II ti t• tll t6 t• t• t• 16 1• ti 
0.11947 O.t27H 0.91171 o. 2372& 0.13417 0.71914 0,2tH3 0.8U71 I .00000 0.131111 0.911110 0. 14094 
0.0001 o.a317 0.0001 o. 3783 0.0001 0.0002 0.4203 0.0001 0.0000 0.0001 0.0001 0.0001 
ti ti II 16 1• t6 ti ti ti ti 111 ti 
0.97140 0.08021 0.1Ht3 o. tl737 O.H20t 0.91421 0.90311 O.lt341 0.931111 t .00000 0.921H O.ltt71 
0.0001 0.7H7 o.ooot 0.11311!1 0.0001 O.Ott4 0.0411 o.ooot 0.0001 0.0000 o.ooot 0.0001 
1• ti •• II 1• ti ti t• t• II II 111 
O.llHI o. tl774 0 ..... 2 O.t4119 0.11082 o. 77409 0.23449 0.13083 0.115110 0.12131 t .00000 O.lllH4 
0.0001 0.111111 o.ooot O.IOtO O.OOOt 0.0004 0.3121 o.ooot 0.0001 o.ooot 0.0000 0.0001 
ti ti 19 t• ti ti ti ti tll t6 ti 16 
O.IOH2 O.t3941 O.IH42 0.108H 0.71HO 0.130tl O.HNI O.Mltll O.l4094 O.ltt71 0.1111114 1.00000 
0.0001 O.IOH 0.0001 0.18!14 0.0002 O.OOll 0.2tll 0.0001 o.ooot o.ooot o.ooot 0.0000 
ti t• ti ti ti ti 














































SAS 1•:•2 .aNDAY, JUNE I, IH• 
PEA•SON COAtlELATION COEFFICIENTS / PllOll > IAI UNDER HO:llH0-0 I ..,._EA OF OBSERVATIONS 
A_N2 A_BNI A_llN2 A_V A_O A_E A_l A_VQ A_N A_NE Al_NI Al_N2 
0.7 .. 21 0.17900 O.H337 o. 1117!1 0.11291 O.llH2 0.0571• O.•H97 o.•o•• 0.12•H o.nno o.1•192 
O.OOO!I O.ltll 0.0001 0.!1•81 o.ooot 0.0001 O.IOU 0.0001 c.ooot o.ooot o.ooot 0.0001 
II II II II " II ti ti ti ti II ti 
0.79'130 0. tHlt 0.81122 o. 12108 O.Ht80 0.7718• 0. llltl 0.9'1232 O.Ml9t O.IHI• O.H3!18 O.Hlll 
0.0002 O.!IUI o.ooot 0.41!1!12 0.0001 O.OOO!I 0.1711 o.ooot o.ooot 0.0001 O.OOOt o.ooot 
ti II II t• II ti II II II I& II II 
0.32391 o.°"n2 O.•IU3 o.11112t 0.083!1 o.•2600 -o.oe319 0.320H o.•8211· o.37&&• o.•t233 0.31318 
0.2211 0.8&•7 0.0770 0.0001 0.0808 O.OIH 0.1112 0.22H 0.0Sll O.t~ o. lt21 o. t•28 
" II •• II II I& II " II t& " " 
o. 7209• o. llO!I& 0.131°" o. 1!1313 0.13802 0.19122 -o.oooe• 0.11871 0.93008 0.11!116 O.HI08 0.11180 
0.0011 O.!I03• 0.0001 0.!1713 0.0001 0.0001 0.81172 0.0001 0.0001 0.0001 0.0001 0.0001 
II ,, " " 
,. II II II " 1& " " 
0.!1•309 0. IT•92 0.12111• 0. t2380 0.117•0 0.141!1!1 -0.16717 0.78!131 0.12•80 0.11330 0.1600t 0.7•11!18 
0.02111 0.!1110 0.0001 0.641!1 0.0001 0.0001 0.!1390 0.0003 0.0001 0.00!ll 0.0001 o.oooe 
II 11 II " ,. II II II 11 ,. II ,. 
0.13~ -0.~90 0.1133• -0.01180 0.30l81 -0.00002 0.13313 0.171130 0.5!1112 0.7111• 0.11731 0.71807 
0.0001 0.81!11 0.0177 O.H!ll 0.2•11 o ..... 0.0001 0.0187 0.02•• 0.0011 0.02111 0.0017 
" " II 
,. " 11 II ti II II " •• 
0.71•95 0.22081 O.•H•!I o.°"1111 0.79111!1 0.&730 0.1307!1 O.N280 0.97137 0.782t11 0.130l2 0.9!IOH 
0.000& o.•tto 0.0001 0.1717 0.0007 o.~2 0.6293 0.0001 0.0001 0.0003 0.0001 0.0001 
" II 16 II " " II ti " II " 11 
0.7H21 0.11117 O.IH38 o. 13!131 O.ll•OI 0.71HT o. 10018 O.Ml21 0.84!111 0.13116 0.H411 O.Nl33 
0.0003 0.!1321 0.0001 0.1113 0.0001 0.0003 0. 7120 0.0001 0.0001 0.0001 0.0001 0.0001 
II " II II 11 II ti II II II II II 
O.N290 o. 11171 0.17113 o. t27H 0.17371 0.732U 0.2 .. 78 0.91217 O.H237 0.82tl0 O.Ull& O.llHN 
0.0001 0.!1122 0.0001 0.1311 o.ooot 0.00t3 0.3HI 0.0001 0.0001 0.0001 o.ooot o.ooot 
" 11 16 " 18 " 18 II ti II II 18 
o.•2111 o. 70817 O.Tllllt -0.21112 0.11311 0.02t2 0.1708!1 O.Ultl 0.71718 O.IU81 0.72311 0.72111 
0.0030 0.0219 0.007t O.l•IO 0.0283 0.1113 0.08•7 0.0211 O.OOH 0.0020 0.0110 0.0171 
to to 10 10 to 10 to 10 to to 10 10 
O.l!ltOI o.•B•!IO 0.1•13• -0.~17 0.3N!l3 0.217t!I 0.13888 o.•1•13 0.!12°"1 0.12021 o.•3717 O.•llOI 
O.Ottl 0.1170 o. 1030 0.3820 0.2127 0.1•11 O.Otl3 0.2292 0.1230 O.O!l!ll 0.20!l!I 0.1!12• 
to to to to 10 10 10 10 to to 10 10 
O.ltl3• 0.1120 0.7•!112 -0.09111 0.12116 0.3Hlt 0.13••2 0.12H8 0.727112 O.ltU2 O.Hlt7 0.111•1 
O.OOtO 0.033t 0.013• o ..... O.Oltt 0.2111 o.a.H O.Ollt o.91Tt 0.0031 0.03•3 0.0311 
to tO to 10 to 10 to 10 to to to to 
O.IOIJ2• 0 ... 181 0.71990 -0.11•11 O.H3!11 0.3120 O.HtOI 0.90202 0.702U 0.7Hff 0.13U!I 0.111121 
O.OOt• o.0t2• 0.0181 O.HI• 0.070t 0.3171 0-°"" 0.0111 0.02311 O.OOff O.OtH 0.03H 





SIS 14:42 ...,., ..... I, I ... • 
~11aSON COllll(LITION COE,,ICllNTS / l'll09 > Ill UNDEI HO:IMO•O / .... ,. 0' 09SEIVITIONS 
l_NI l_N2 l_eNI l_llN2 l_V 1_0 a_r l_L ._,,. l_N ·-· ll_NI ll_N2 c_v O.HMI 0.1•1:1• O.IH21 0.11Jl1 -0. 123tl 0.14413 0.311H 0.141!12 O.MltO O.TBHI 0.14791 O.IM•9 0. 7llOO 
0.003• 0.00'9 0.0241 O.OOH 0.7341 o.out 0.2934 0.0429 0.0347 0.0111 0.0020 0.0247 0.0111 
10 10 10 10 10 10 10 10 10 10 10 10 10 
c_o 0.81790 0.1'1093 o. 17711 0.1•3•0 -0.13019 0. '11121 0.92903 0.121H 0.71934 0.12U2 0.9034'1 0.90421 0.'11790 
0.0004 0.0010 O.OOll 0.0022 0.1201 0.0110 0.1117 o. 11!14 O.OOll 0.0030 0.0003 0.0090 O.OOH 
10 to 10 10 10 to 10 10 10 to 10 10 10 
c_r 0.12M2 0.11927 0.90919 0.17•73 -0.07t00 0.1793'1 0.92IOI 0.•1321 0.14121 0.199()1 O.H2JI O.H7'7 0.14912 
0.0001 0.0009 0.0041 O.OOOI 0 ... 9!1 O.OOl4 O. lt91 0.1970 0.00'9 0.0019 o.ooot 0.0011 0.0020 
10 to to 10 10 to tO to 10 tO to to 10 
C_L •0.44429 •0.37743 -0.47422 -0.40971 -0.21143 -0.4JIH -0.21211 -0. tllll -0.311374 -0.43291 -0.41311 -0.423'0 -0.38174 
O.tH3 0.2123 O.IHt 0.2409 o.•22• 0.2031 0.4113 0.74!11 0.2731 0.2111 0.2393 0.222!1 0.2MI 
tO 10 to 10 10 10 10 to to to 10 10 10 
c_,,. 0.41797 0.43322 0.21179 0.33099 -0.340ll2 0.33091 0.11211 0.42113 0. '9213 0.319&1 0.4!1333 0.29232 0.22909 
o. 1730 0.2111 0.420t 0.3!104 o. 33!11 0.3903 0.1!13!1 0.211!1 0.1132 0.3190 o. 1112 0.41'9 O.!l:Jll 
10 tO to 10 to 10 10 10 to 10 10 10 to 
C_N 0.71914 0.1111!1 0.19M2 0.73209 -0.11930 O.IOl92 0.37094 0.14H3 O.lt474 o. '11443 O.IOeTI 0.14139 O.H714 
0.0010 0.0043 0.0311() 0.0111 0.7!111 0.0914 0. 2!1'7 0.0432 0.0!lll 0.0203 0.0041 0.0422 0.0341 
to to 10 10 10 to 10 10 to 10 to 10 10 
C_NI 0.90940 0.133!13 0.11111 0.77117 -0.241!11 0.14374 0.42490 O.lt!l94 O.IT2H o. 79030 0.13121 0. 70099 0.71190 
0.0041 0.0027 0.0219 0.00ll!I O.ll013 0.0441 0.2209 0.0!l12 0.0321 0.0124 . 0.0021 0.0240 0.0112 
to 10 10 to 10 10 to 10 tO to 10 10 10 
Ct_Nt 0.80817 0.9()171 0.11121 0.74190 -0.0ltll 0.19011 0.4'941 0.11113 0.127" 0.71313 0.ltlOO 0.11313 0.17917 
0.0041 0.0041 0.0214 0.0131 0.1111 0.04'9 0.:1271 O.OITI 0.0911 0.0191 0.0031 0.0321 0.0311 
tO to 10 10 10 10 to to 10 to to 10 10 
Ct_N2 0.94UO 0.11040 0.41HO 0.4TIOI -0.0ttM O.H020 o. t2Tl2 0.17099 o.aaeot 0.41111 0.97991 O.:Jll024 0.19S41 
o. 1011 O.OIOI 0.2211 0.1143 0.1731 0.3212 0.7247 . 0.033'1 0.3190 o. 1712 O.Ol17 0.3211 0.2990 
10 to 10 10 10 10 10 to to 10 to 10 tO 
ct_ .. , o .... 11 O.HT92 0.91211 0.91992 0.31990 0.90991 o. 213!11 O.H249 0.44707 0.99241 O.Hlh 0.90321 0.904H 
0.0394 0.0341 0.0907 0.0793 0.2111 0.13'0 0.4111 O.OIOI O.tft:I 0.0172 0.0341 o. 1311 0.1317 
10 10 10 10 10 to 10 10 10 10 10 10 10 
ct __ 
0 ... 111 o. 704!11 O.H333 O.I0033 o. 11411 0. 41!111 0.233111 0.12411 0.41341 o.112n 0.1131'1 0.90927 0.92173 
0.0301 0.0229 O.OIH 0.0H!I O.IOl!I 0.1492 0.!1194 0.0939 o. tT73 0.0709 0.0290 0.1313 O.tlll 
10 10 10 10 10 10 10 10 10 10 10 10 10 
ct_v 0.7H43 0.79933 0.12113 0.11341 0.20500 0.19931 0.28030 0.12913 0.93133 0.19917 0. 79091 0.971H 0.91Jl!I 
0.0147 0.0119 0.0841 0.0319 0.9198 O.OIH 0.4191 0.0933 0.1092 O.OHI 0.0124 0.071!1 0.0702 
10 10 10 10 10 10 10 10 10 10 10 to 10 
Ct_D O.IM24 0.13300 0.749H 0.7Hl2 0.04131 o. 12112 0.47714 0.92711 0.70IN O.TIH2 O.H4n o. 71271 0.13nl 
0.0013 0.0021 0.0'33 o.ooe1 O.IOH 0.0111 0.1132 0.11 .. 0.0211 0.0010 0.0013 0.0120 O.Ot97 ..... 
10 10 10 10 10 10 10 10 10 10 10 10 10 00 
w 
SAS t•:•2 lllltlJAY, JUN( I, tMI I 
~EA•SCl'f COll•ELATION COEFFICIENTS / l"llCl9 > l•I IJllGE• HO:llHll•O I ...... OF 09Sl•VATIONS 
A_NI A_N2 ._ .. I A_IN2 A_V A_D ._, A_L A_Vll A_N A_NI Al_Nt ,,,_N2 
Ct_I O.llTH O.Hll:llt O.THH O.IJH3 O.Ol4H 0. UUt 0.411124 o.•u11s O.l:roM O.H•• 0.IOO<l4 0.13•42 0.11222 
0.0004 0.0012 O.OOl3 0.002• 0.1900 O.OIH o. t!l!ll 0.11!11 O.OO:M 0.0033 0.0004 0.002? 0.00.e:t 
10 10 10 tO 10 10 tO 10 tO 10 10 to to 
Ct_L -o.•?003 -0.•0113 -O.!IOll3 -o.•7311 -0.03031 -0.•172t -0.31111 -O.Oll044 -0.llOllt -0.•88IO -o.••70" -0.!122tl -0.•8321 
o. no.e 0.2•H O.t3:12 O.IH!I 0.1335 O. l•:tT 0.2130 0.IHI 0.1321 o. 11111 O.lff2 0.121!1 0.1!170 
10 10 10 10 10 10 10 10 10 10 10 10 10 
c1_v. 0.3IOOI 0.3118711 O.IMH 0.2•270 -0.32131 0.23122 0.071!17 0.0212 0.10141 0.22•2 0.11817 o. 11227 o. 1•191 
0.2117 o. 3012 o. !11111 0 .... 3 0.3!127 O.!IO!ll 0.1313 0. 2231 o. 7711 0.1221 0.2141 0.1!10 0.IMI 
10 10 10 10 tO 10 tO 10 10 10 10 10 10 
Ct_N 0.178CM 0.11341 O.HS<M O.IHM o.·2s1H 0.IOIO<I 0.24857 O.acMIO o.•A•I 0.1112t o .... llO 0.!IOIOI 0.!12011 
0.0312 0.0212 O.OIH O.Oll• o.•121 o. 1402 0.4131 O.Ol41 0. 1127 0.0718 0.0282 o. 13!11 0. t221 
to 10 10 to tO 10 to tO to to to 10 to 
Ct_NI 0.?8130 0.112H 0.1101 0. T31H -O.Ol730 0.11112 0.31711 0.141H o.eoen 0.11987 0.11037 0.147!11 0.11!123 
0.0061 o.oou O.O:M2 0.0111 0.1!134 o.oeo2 0.21!1!1 0.0432 O.Ol12 0.0181 0.C)()ol!I 0 0428 0.03!11 
to to to 10 10 10 10 to to tO 10 10 to 
At_INI •t_llN2 •t_v At_D "'-' •t_l •t_VG •t_N 
.,_ .. C_Nt C_N2 C_INt C_llN2 
A_lllt O.TH71 O.TIOt2 0. 370llO 0.1771!1 O.HH• 0.1111• 0.704!1!1 0.71tt7 O.HtU 0.121H 0.11710 0.71712 0.714tll 
0.0007 O.OOOI 0. t!l71 0.0004 O.OOIO 0.0092 0.0023 O.OOOI O.OOOt 0.0030 0.0791 0.0097 O.OOll 
ti ti II ti ti ti II ti ti to to tO to 
&_1112 0.71121 0.11!130 0.323111 o. 720I• O.ll•:tOI 0.13IO<I 0.7 .. 1!1 0.1112!1 O.U2llO 0.12117 0.111105 0.111134 o.eos2• 
O.OOOll 0.0002 0.22!1 0.0011 0.0291 o.ooot O.OOOI 0.0003 o.ooot 0.0030 O.O<ltll 0.0040 0.0041 
ti ti II ti ti II ti ti ti to to 10 10 
._.t o. 17900 O.tl311 0.0.-132 o. llOff O.tT•ll2 ·O.OCMIO 0.220lt O.tll17 o. tlll7t O.Y0917 O .... IO 0.172•1 0.14717 
O.lltll 0.11 .. t 0.110 O.ll034 O.ltlO o ..... 0.4110 0.11:1121 0.112:1 0.0211 O. tl?O O.OHt 0.0.-21 
II II ti ti ti II ti II II 10 to 10 10 
·-- 0.111331 0.111!122 o.•s••3 0.131G.e 0.1211• 0.11:11• O.IH•ll 0.111131 o.111n1 o. Tall!lt o ... 114 o. Ullt2 o. 7tll0 O.OOOt 0.0001 0.0770 O.OOOt 0.0001 0.0117 0.0001 0.0001 0.0001 0.0071 o. t030 O.Ot3• 0.0111 
ti II ti II ti II II ti t8 10 10 10 tO 
a_v o. 11!1!1 0.12tOI O.fft21 o. 11313 O. 12no ·O.OttlO O.C>.et!lt o. 13131 0. 12793 -0.211!12 -0 . .,.11 -0.0llttl -o. 18•81 
0.84811 0.1152 o.ooot 0.117t3 0.1•711 O.Hll 0.8717 0.1!?3 o.1M8 0.14IO 0.3120 0 ..... O.H84 
II ti II II II II ti II ti to 10 10 10 
A_O O.H2!1t 0.8lllO 0.4783!1 O.IH02 O.H740 O.:tOIH O. TllHll O.H•OI 0.17111 O.UHI 0.1911111 0.12HI O.H311 
0.0001 0.0001 O.OIOI 0.0001 0.0001 0.2471 0.0007 0.0001 0.0001 0.0293 0.21127 O.Olltt 0.01()1 
ti ti II II II II II II ti 10 10 10 10 ,._, 0.11112 0.77tM O.UIOO 0.11122 0. M 11!1 -0. 00002 0.11147 0.18H7 o.1n•1 o.n212 0.2t?t9 0.31181 0.111242 
0.0001 O.OOOll 0.09H o.ooot o.ooot o ..... o.oo.e2 0.0001 0.0011 O.IM3 o ..... 0.2911 O.ltTI 
II ti II II ti ti II ti II 10 to 10 10 
A_L O.Ol714 o.1t811 -o.oe111 -o.00094 -0.11111 O.HIH o. t3018 O. IOOtl 0.2•111 O.HOM 0.11118 0.13•42 0.18tOI 








































SAS 14:42 MONDAY, JUNE II, t981 
PEAaSON COll•ELATION COEFFICIENTS I Paoe > IRI UNOER HO:llHO•O / lllllllEa OF OBSERVATIONS 
At_llN2 At_V At_D Al_E at_L &t_VG At_N At_NE C_Nt C_N2 C_llNt C_llN2 
0.911232 0.320H 0.98171 0.7H3t 0.97930 O.H290 0.94!129 0.911287 O.•Ht9 0.411t3 0.82K9 0.80202 
o.ooot 0.22111 0.0001 0.0003 O.Ot97 o.ooot 0.0001 o.ooot 0.02H 0.2292 O.O!ll I 0.08!1!1 
t• 1• " 1• t• t• 1• 1• to to to tO 
0.94t!lt 0.412t8 0.93008 0.12490 O.!l!IH2 0.97137 0.94991 O.H2:17 0.78711 0.52041 o. 72792 o. 70234 
o.ooot O.O!IH o.ooot o.ooot 0.0244 o.ooot 0.0001 o.ooot 0.008fi o. t230 0.017t 0.023!1 
t6 t6 t6 t8 t• t8 t6 t• to to tO to 
0.131t4 0.37164 0.111116 O.H330 0.7t6t4 0.782t2 0.13986 0.82t80 0.9411N 0.8202t 0.11742 0.7881!1 
o.ooot o. t!I04 0.0001 O.OO!ll o.oot9 0.0003 o.ooot o.ooot 0.0020 0.09!18 0.0039 0.00!16 
t8 16 t6 t6 t• t6 16 t8 tO to 10 to 
O.ff3!18 0.4t233 O.fftOI O.HOOt 0.56736 0.83082 O.ff411 o.ntH 0.72396 0.43797 0.66917 0.6334!1 
O.OOOt o. 112!1 o.ooot 0.0001 0.02t9 0.000t o.ooot 0.0001 0.0110 o. 209!1 0.0343 0.0493 
t6 t6 16 t6 t6 16 16 16 to 10 10 to 
O.H61t 0.313t9 0.11610 0.748!19 o. 71907 0.89099 0.86133 0.91!111 0.72!1!16 0.41106 0.6761t 0.6!1126 
0.0001 o. 1429 0.0001 0.0008 0.0017 0.0001 O.OOOt o.ooot 0.017!1 0. 1!124 0.0316 0.031!1 
t8 t8 16 16 t6 t6 t8 t6 to tO tO 10 
0.1111363 0.449!1!1 0.97429 0.906!12 0.4194!1 0.9!13t2 O.H727 0.970t4 0.62613 0.3!1!!08 0.!17017 0.!13339 
o.ooot 0.0806 0.0001 o.ooot 0.0949 0.0001 0.0001 o.ooot 0.0!!24 0.3t40 0.08!13 o. tt23 
t6 t6 t6 t6 t6 16 t6 t6 to to 10 to 
t.00000 0.4t382 0.96130 0.81302 0.!13!1H 0.117341 0.1191122 0.N084 0.66711 0.41102 0.61211 0.!177!1t 
0.0000 O. 1110 o.ooot 0.0001 0.0324 0.0001 o.ooot o.ooot 0.0341 0.2310 0.0600 0.0804 
16 t6 16 16 t6 t6 t6 ti tO to to 10 
0."1392 1.00000 0.43tll9 0.31117 o. t27112 0.33813 0.42872 0.40849 -0.03271 -0.2002t 0. 10700 -O.OOH2 
O. 11t0 0.0000 0.0947 o. t3'1t o.•378 0. tl8t O.OH3 o. 1182 0.9294 0.!17112 0.7616 0.111!1!1 
•• ti 16 t6 t• 16 t6 18 10 to 10 to 
O.Ht30 0.43t91 t .00000 O.H311 0.39!17• 0.91214 O.H70I 0.949H O.HtH 0.34t47 0.9740t 0.92493 
0.0001 0.0947 0.0000 O.OOOt o. 1713 o.ooot o.ooot 0.0001 0.0900 0.3342 0.0827 o. tt83 
ti 16 ti t6 t• t6 t8 t• to to to 10 
0.81302 0.38117 O.H389 t.00000 O. t4IOI 0.921187 O.HtlO 0.9Ht2 O.S0..48 0.24847 0.44H2 0.39!1311 
0.0001 o. t34t 0.000t 0.0000 0.9842 o.ooot o.ooot 0.0001 O.t370 o.•HI o. tll32 0.27t!I 
t• t8 ti ti t• ti t8 ,. to 10 to to 
O.H9H o. t2792 0.3HH 0.14808 t .00000 0.911409 O.H1H 0.81774 o.•1139 0.938111 O.IOt32 0.623H 
0.0324 0.8371 0.1193 0.11142 0.0000 0.0280 0.0383 0.0108 0.0804 O. llOt O.Ollll 0.0!!31 
t• t• ti t6 1• ti 18 18 to to to 10 
o.9734t 0.33913 0.11214 0.121187 0.1111409 t .00000 O.H90t 0.99932 O.H3t3 0.40907 O.I082t 0.!17e!lt 
o.ooot O.tHt o.ooot o.ooot 0.0280 0.0000 o.ooot o.ooot 0.03H 0.24911 0.0632 0.0811 
t8 t8 t• t• ti t6 t• t8 to tO to to 
0 .... 22 0.4:1872 O.M708 o.Hteo 0.112tH O.HeOt 1.00000 O.HHt o.a9ee2 0.39300 0.80016 0.56908 
o.ooot o.on3 o.ooot o.ooot 0.0•3 o.ooot 0.0000 o.ooot o.o:n9 O.Ht2 0.0866 0.0887 





SAS 1•:•2 lmND&Y, JUN( !I, 1•9 " 
~E&•SON COllllEL&TJON COEFFICIENTS I ~ > l•I UNDE• HO:llH0-0 I ..... !. OF oesr•Y&TIONS 
"-'"' &t_IN2 &t_Y &t_D &t_E &t_l &t_YG &t_N &t_ .. C_Nt C_N2 C_INI C_IN2 .,_ .. 0.9701t o.990I• 0.•09•11 O ... HI 0. 13312 O.lt7U 0.99!132 0.97111 1.00000 o. 73322 o.•11u O.ll020 O.llltOI 
0.0001 o.ooot o. 1112 O.OOCt 0.0001 O.OIOI o.ooot o.ooot 0.0000 0.01!11 o. 1733 0.030t 0.04t• 
II ti ti ti " ti ti ti ti tO to tO to 
C_NI 0.12813 0.1171t -0.03271 O.HtH 0.!IOt•I O.ltt31 0.11313 0.111912 0.73322 1.00000 0.90128 O.H!llll 0.911()15 
0.0112• 0.03•8 0.121• 0.0900 o. t370 o.~ 0.0311 0.0399 o.01u 0.0000 0.0003 o.ooot o.ooot 
10 10 10 to tO to tO to 10 10 to to tO 
c_N2 0.311909 O.•tt02 -0.2002t O.Ut.-P 0.2•8.-P 0.931'9 o.•oso1 0.31300 o.•1121 0.90921 1.00000 0.Htl2 0.91'°9 
0.3t•O 0.2310 0.11792 0.33•2 0.•111 O. ttOt 0.2•1111 0.25t2 o. 1733 0.0003 0.0000 0.0007 0.0002 
10 tO tO 10 tO 10 to to 10 tO to to to 
c_•1 0.97017 O.lt2tt o. 10700 0. llUOt O.U812 O.IOt32 O.I092t O.IOOtl O.l8020 O.H919 0.88tl2 t .00000 O.IHH 
0.01113 0.0IOO 0.75H 0.0127 o. t832 O.Ol!ll 0.0532 O.Olll O.O:ICM o.ooot 0.0007 0.0000 o.ooot 
tO to tO to tO to to to tO tO to tO 10 
c_IN2 0.!13339 0.977111 •0.00ll2 0.!12•13 o. 38!13!1 0.12381 0.!171!1t 0.91!5()1 O.lltOI o.~• 0.9tlOI 0.11!113 t.00000 
o. tt23 o.~ 0.919!1 o. tt93 0.27t!I 0.0939 0.0ltt O.Ol87 0.04t• 0.0001 0.0002 0.0001 0.0000 
to 10 to 10 to tO 10 to 10 10 to to 10 
c_v 0.11171• 0.14()15 O.Ot929 0.!19073 O.Ull7• 0.1•8t0 0.1•033 0.128•3 0.71U9 O.H•t9 0.18••t 0.99072 O.H•:K 
O.Ollt O.CMlt 0.90t2 0.072t O.tH7 O.CM27 O.CM5t 0.0917 0.0209 O.OOOt 0.0007 o.ooot 0.0001 
tO tO 10 to to 10 10 10 10 10 to 10 tO 
c_D O.IH37 o. 73227 0.07tl3 0.709112 0.9110 0.120llt 0.73H2 o. 72373 O.IOS29 0.972•9 0.71011 O.l•I02 0.91112• 
0.02U O.OtlO 0.107 0.02tl 0.0ltt 0.09!11 O.Ot'57 O.OllO O.OIMI 0.0001 O.OOll• 0 OOOt 0.0001 
to 10 to to to tO ·to 10 fO 10 to 10 to 
c_1 0.11••• 0.71109 o. t•939 0.791•• O.HOIO 0.1•131 O.IOt39 0. 77I03 O.Hlt3 0.19711 0.99099 0.11121 o.1t•12 
O.Otl3 0.0071 O.llC>t O.OtlO 0.0713 0.0497 0.0093 o.ooeo 0.0012 0.0019 0.0723 0.00311 o.~t 
10 to to tO tO to to to 10 to tO to 10 
C_L -0.40l•9 ·0.31909 ·0.37H• ·0.39131 ·0.21••t ·0.H220 •O.H!IOI -0.H .. 7 -0.olOlft -O.tH•7 O.t919• -0.27182 -0.2•271 
0.2•63 0.2139 0.2711 0.2911 0.091 o.•••3 0.2111 0.2713 0.2•H O.IOOI 0.17!12 o.•311 O.•Ht 
tO to to tO 10 to tO 10 10 10 to to to 
c_w O.ttlll O.t919• -0.3tl96 o. 17•12 0. 10173 0.2271!1 o. t!lt77 o. t4!111 0.244()1 0.12H7 O.H7H 0.12072 O.H922 
O.U75 0.16!11 0.3197 0.1211 0.17H 0.9267 0.17'5!1 0.1190 o ..... 0.0033 0.0011 0.0031 0.0012 
to to tO 10 10 10 to to 10 to to to to 
c_N 0.9•1H 0.!19212 O.O:t7U 0.11•1119 o. •tt II 0.1'721 O.HH3 O.lllOl2 O.M412 0.171211 O.IOllll o.n•n O.H7IO 
o. 1000 0.0709 0.9117 o. 1021 0. 2371 0.0973 0.0721 0.07111 O.OMI 0.0001 0.0003 o.ooot o.ooot 
10 10 tO 10 to 10 10 10 10 10 10 to 10 
c_• O.eo.H O.lllOl7 •O.OIHI 0.11924 o.•1130 0.93131 0.14119 0.13119 0.71 .. O.Hl!ll 0.12Hll O.HHI 0.17I01 
0.01•1 0.04tl 0.1121 o·.Ol71 o. tU3 0.0470 O.CM2!1 0.0417 O.OIM 0.0001 0.0001 0.0001 o.ooot 
10 10 10 10 10 10 tO 10 10 10 10 to tO 
Cl_Nt 0.9U22 O.ltt92 O.OM!ll 0.11921 O.•!IOl1 o.uo11 O.IOSO!I O.IOt .. 0 ... 111 0.11211 0.1772• 0.191131 o.•101 
O.Ol21 O.OI01 0.7907 0.0793 o. t913 0.0721 0.0131 O.Ol!l7 o.one 0.0001 0.0009 o.ooot 0.0001 
















SAS 14:42 lllON>AY. JUN£ 9. 1818 
PEARSON CORRELATION COEFFICIENTS / PROll > IRI UNOER HO:llH0-0 / .... ER OF OBSERVATIONS 
A1_11N1 A1_11N2 A1_V At_O At_( A1_L A1_VG A1_N A1_N( C_N1 C_N2 C_llN1 C_llN2 
0.29984 0.30338 0.04131 0.24!1H o. 14331 0.4HH 0.28t42 0.21824 0.3744!1 0.141182 0.820t7 0.111 .. 27 0.8t!l70 
0.47!14 0.3841 O.llOll7 o ... 113!1 0.11128 0.194" 0.4138 0.4171 0.2 .... 0.0020 0.0002 0.0002 0.0002 
10 10 10 tO 10 10 10 10 10 10 10 10 to 
0.40832 O ... HOO 0.4!1211 0 ... 1271 0. 28 .. 38 0.471!13 0.42322 0 ... 2173 0.90788 0.7"174 o.•!54112 0.H!120 0.127111 
o. 2401 0.2071 o. 118!1 0. 23111 o ... oeo 0.1118 o.223o 0. 21112 o. 1338 0.0127 0.03112 0.0007 0.0031 
10 10 10 to tO 10 10 to 10 10 to 10 10 
0.40461 0.43813 0.27 .. 71 0.381171 0. 2!16&3 O.llH14 0.43114 0.43098 0.91171 0.13132 0.7!1827 0.83111 o. 113111 
0.2461 0.2042 o ... 423 0.21177 0.47 .. 2 0. 110t 0.2077 0.2142 o. 1244 0.0021 O.Ot08 0.0001 0.0002 
to 10 10 10 10 10 10 10 10 10 10 10 10 
0.47717 0.1111211 0.311911 0.47()411 0.32&6& 0.H9U 0. 5()412!1 0.90303 0.1!188811 0.14117 0.73111 .. 0.8"113 0.81407 
o. 162 .. o. 1310 0.3686 o. 1681 0.3!169 0.0112 0. 1331 o. 1313 0.0726 0.00111 0.01 .. 6 0.0001 0.0002 
10 10 to 10 10 10 10 10 10 10 to 10 fo 
0.6 .. 142 0.17960 0.21120 0.191106 0.!11083 0.91 .. 82 0. 677114 0.11111 0.7!1t42 0.12 .... 1 o. 730611 0. 8!1!128 0.113778 
0.043 .. 0.0320 0.!1 .... 1 0.03116 o. 1312 0.07!17 0.0312 0.03 .. !I O.Ot22 o.ooot 0.0t64 o.ooot o.ooot 
10 10 tO 10 to 10 10 tO 10 to to 10 to 
0.723!18 0.7 .. 8811 0.288!11 0.72!101 0.!l .. !11!1 0.61711 0.77281 0.7441!1 0.13082 0. llO!lllO 0.!11!1711 0.108 .. 7 0.71837 
0.0110 0.012!1 o ... !114 0.0177 0. 1026 O.O!l70 0.0017 0.0131 0.00211 0.00411 0. 1270 0.004!1 0.00&1 
10 10 10 10 10 10 10 10 10 10 10 10 10 
-0.!11843 -0.41710 -0.11()9() -0.!11123 -0 ... 08112 -0.28311 -0.411502 -0.!IOllO -0.904!11 -0.21131 0.162!16 -0.22323 -0.21286 
o. 1238 o. 1!133 0.81711 0. 1310 0.239!1 0.4103 0. 14!111 0. 1384 0. 1368 0.!1!177 0.6!136 0.!13'53 0.!1!147 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.03016 0.072111 -0.33238 0.09134 0.026!1!1 0. 11106 0.07317 0.060211 o. 1ll!llO 0.71986 0.112!11!1 0.7Ht0 0.12132 
0.8326 0.11428 0.34110 0.11012 0.9420 0.6t67 0.11383 0.116116 0.1171 0.00811 0.0032 0.0071 0.0032 
10 10 10 10 to 10 10 10 10 10 10 10 10 
0.40717 0.43932 0.341117 0.403 .. 6 o. 27188 0.11131111 0.43241 o. 43111 0.111121 o.eoeoo o. 723311 0.82114 0.11 .. 113 
0.2422 0.2040 0.3261 0. 206 o. 4471 0. 12118 0.2120 0.2130 0.1211 0.0048 0.0111 0.0001 0.0007 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.1141163 0.!111117 0.08143 0.114233 o. "O!llll 0.111117 0.111 .. 42 0.117702 0.11222 0.87104 O.IH17 O.llM"3 0.118 .. 1 .. 
o. 1020 0.0733 0.1231 0. 10!l3 0.2448 0.0911 0.0760 0.0901 0.0370 0.0001 0.000.C 0.0001 0.0001 
10 10 10 10 10 10 10 10 10 10 10 10 10 
c_v c_o C_E C_L C_YG C_N C_N( C1_N1 C1_N2 C1_11N1 C1_11N2 C1_V C1_D 
0.12361 0.18760 0.82112 -0.444211 0.417117 0.711184 0.80840 O. IO!lt7 0.114180 0.11111 0.111111 0. 73143 0.1142 .. 
0.0034 0.0004 0.0001 0.1H3 o. 1730 0.0010 0.0041 0.0041 o. 10111 0.0311 .. 0.0301 0.0147 0.0013 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.1"83 .. 0.170ll3 0.181127 -0.37743 o. 43322 O.lllH 0.13H3 O.IOl71 0.11040 O.H712 o. 70"911 0.7111133 0.13300 
0.00111 0.0010 O.OOM 0.2123 0.2111 0.0043 0.0027 0.0041 O.OIOll 0.0348 0.0228 0.01111 0.00211 
10 10 10 10 10 10 10 ·to 10 . 10 10 10 10 
O.Hl26 0.777H O.IO!ltll -0 ... 7 .. 22 0.217711 O.lllH2 O.IHtt O.IH21 0.41980 0.111211 0.111333 0.12113 0.74!1!1& 
0.02 .. 7 0.0081 0.0048 o. 1ffl 0."201 0.0310 0.021!1 0.0214 0.2271 0.0801 O.OIH O.Oll48 0.0133 












.. _ ... 
Al_NI 
Al_N2 
..,_ .. I 
Al_aN:I 
a1_v 
SAS 14:42 lllONDAY, JUNE !I, 1918 
PEARSON CORRELATION COEFFICIENTS / PllOll > jRj UNDER HO:RHO•O / NUllllER OF 08SERVATIONS 
c_v c_o C_E C_L c_vo C_N c_NE Cl_NI Cl_N2 Cl_llNI Cl_IN2 Cl_V Cl_D 
0.77397 0.14340 0.17473 -0.40871 0.3308!1 o. 73:ZOS 0.17117 0.74180 0.476()1 0.!11962 O.I0033 0.66348 0.7M12 
O.OOll 0.0022 0.0008 0.2408 o. 3904 0.01•1 O.OOl8 0.0131 o. 1•43 0.07!13 O.OH!I 0.036!1 o.ooe8 
10 10 10 10 10 10 10 tO 10 10 10 10 10 
-0.12311 -O.t30t9 -0.07t00 -0.21•43 -0.34092 -O.lt930 -0.241!11 -0.0llll -0.011 .. 0.3HIO O. ll4H 0.20IOO 0.04138 
o. 734• 0. 7201 0.14H 0.4224 0.3356 o. 71111 O.!I013 O.H61 0.8731 0.2816 O.IOll!I 0.!16 .. O.llOM 
10 10 10 10 10 10 to to 10 10 tO 10 10 
o.•4493 0.7!112t 0.77!137 -0.43981 0.33081 O.IOH2 0.14374 O.l!IOll 0.39020 0. llO!l!l9 0.48961 0.!19!131 o. 72112 
0.0441 0.0110 0.0084 0.20H 0.3!I03 0.0514 0.0441 0.0411 0.3212 o. 1360 o. 14!12 0.08!16 0.0116 
10 10 to 10 10 10 10 to 10 to to 10 10 
0.31191 0.92I03 0.!12909 -0.28211 o. 15216 0.37054 0.42480 0.4114t o. t2782 0.263!11 0.23381 0.28030 0.47714 
0.2!134 o. 1117 o. 1191 0.4113 0.5!13!1 0.2817 0.2208 o. 2271 o. 7247 0.4611 0.9t!l4 0.41!11 o. 1132 
10 10 10 10 to 10 10 10 10 tO 10 10 10 
0.141!12 0.9289& 0.41321 -O.lllt6 0.0683 0.14613 0.61!1!14 o.s8113 . o.&70I& 0.15124!1 0.82416 0.&2!113 0.!12719 
0.042!1 0. 11!14 o. 1970 0.7491 0.211!1 0.0432 0.0582 0.0671 0.0337 0.080& 0.093!1 0.0933 0. 1161 
to 10 10 10 to 10 10 10 10 10 10 10 10 
0.1&110 o.71!134 0.14128 -0.31374 o. 11213 0.61474 0.67288 0.&279!1 0.30901 0.44707 0.46348 0.!13733 o. 70816 
0.0347 0.0091 0.0018 0.27H 0.6132 0.09•• 0.0321 0.0911 0.3HO o. 11!12 0. 1773 0. 1082 0.0219 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.79H1 0.12112 0.1980I -0.432!18 0.31198 0.11443 o. 79030 0.73313 0.4•1•8 0.!11241 0.!182 .. 0.6!1!117 o. 71!192 
0.011!1 0.0030 0.001!1 0.21 II 0.3610 0.0203 0.0124 0.01!11 o. 1782 0.0772 0.0708 0.0391 0.0070 
10 10 10 10 10 10 to 10 10 to 10 10 10 
0.14793 0.80347 0.83238 -0.4131• 0.4!1333 O.IOl71 0.13828 O.lllOO 0.!17HI 0.Hl!ll 0.183•7 0. 7llO!l9 0.16417 
0.0020 0.0003 0.0001 0.23113 0.1812 0.0048 0.0028 0.0031 0.0917 0.0348 0.02410 0.0124 0.0013 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.181411 O.I0421 0.1&737 -0.42390 o. 215232 o.141:te 0. 700ll8 0.17313 0.39024 O.!I0321 O.!IO!l27 0.11718& 0.79271 
0.0247 O.OOllO 0.0011 0.222!1 0.4118 0.0422 0.0240 0.0328 0.3211 o. t311 o. 1363 0.07811 0.0120 
10 10 10 10 10 10 10 10 ·10 10 10 10 10 
0.711100 o. 717IO 0.14912 -0.31174 0.22905 O.H784 0.71l!IO 0.17117 0.311141 O.!I041• 0.!12773 0.!1138!1 0.733 .. 
0.0188 O.OOll 0.0020 0.2818 0.!1311 0.0341 0.0112 0.0311 0.2tll0 0.1317 0.1118 0.0702 0.01!17 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.!11764 O.lff37 0.79.44 -0.40448 0. 11881 0.114931 O.I04!11 0.97422 0.291114 0.40832 0.404H 0.47717 o.•4142 
0.081t 0.0244 0.0113 0.2483 0.7'178 0.1000 0.0641 o.oe:ze 0.4794 0.2401 0.2461 o. 1124 • 0.0434 
10 10 10 10 10 10 10 to 10 10 10 to to 
0.14041 0.73227 0.71509 -0.3•80I 0.191!14 0.99282 0.19087 o.•1t12 0.30331 0.4HOO 0.43113 0.91129 0.•7980 
0.0411 O.OllO 0.0071 0.2831 O.H!l8 0.0709 0.0411 0.0901 0.3141 0.2071 0.2042 0.1310 0.0320 
10 10 10 10 10 10 10 to fO 10 10 10 10 
0.04929 0.07tl3 0.14838 -0.37 .. 4 -0.3tlH 0.03723 -0.05331 0.098!11 0.041H 0.49211 0.27471 0.3tHI 0.21820 
0.9012 0.1437 0.8104 0.2711 0.3617 0.8117 0.1121 o. 7907 0.9087 0.1119 0.4423 0.36 .. 0.!1441 





SAS ••:•2 ..,..,.,, JUN( !I, tH9 .. 
PIA•SllN COll•ELATICl'I COEFFICIENTS I Pll08 > l•I UNDE• HO:llHD•O I NUlllE• 0' OllSr•v&TIONS 
c_v c_o c_r C_L c_ve C_N C_Nf: Cl_Nt Cl_N2 Cl_llNI Cl_BN2 Cl_V Ct_O 
at_D 0.119013 0.10992 0.798 .. -0.3MH 0. 17•12 O.!MSlll 0.9192• 0.919:11 0.2•9M o .• 1271 0.3H7t o.oos. o.eseo. 
0.0721 0.02t• 0.0110 0.29 .. 0.9219 o. 1021 0.0571 0.0713 0.••39 0. 2:r91 o. 2977 o.1•1• o.on• 
10 10 10 to 10 10 10 to to tO to 10 10 
"'-' 0 .•• 9.,. O.MIH 0.99090 -0.28••1 0. 10173 o.•111• 0 .... 30 o. •!IO!ll o. t•33t 0.21•• 0.2He3 0.3UH 0.!11093 O.IM7 0.091 I 0.0713 0.42!11 0.77N 0:2371 O.IU3 o. 1913 O.H29 0.4090 0.042 0.3!151 0. 1312 
10 10 10 10 10 10 10 10 10 10 10 10 10 
at_L o.••810 o.e20e1 o.••121 -o.2e220 0.2:17H 0.•1721 o.uue 0.!19078 o.•8!1M 0.0193 0 9HI• 0.9198• 0.!11••2 
O.<M27 O.O!IH O.<M97 o.••o 0.!1257 0.0973 o.ono 0.0721 o. 19•• 0. 1ee9 o. 1101 0.0992 0.0797 
10 10 10 10 10 10 10 10 to 10 10 10 10 
"'-" o.•~33 0.73H2 0.80138 -0.H!IOll 0.1!1177 0.!1 .. 93 o.••HI 0.80llOll 0.21t42 0.42322 O.•HI• 0.!IOll2!1 o.•779• O.CM•I O.Ot97 0.0093 0 21M 0.17911 0.012• O.<M2!1 o.on• o.•1n 0.2230 0.2077 0.13H 0.0312 
10 tO 10 10 10 10 10 to to 10 tO tO 10 
at_N o.•28•3 0. ?2373 0.77803 -0.38!1•7 o. 1•91e 0.990!12 O.HH9 o.80tU 0.28924 0.42113 0.•3091 0.90303 o .•• 8.1 
0.0917 o.oteo O.OOllO 0.2713 o.•890 0.0719 0.<M77 O.OH7 o.•n• 0.2192 0.2 .. 2 o. t383 0.03•9 
tO to 10 to to 10 10 to 10 10 10 10 tO 
"'-· o. 71349 0.8092!1 0.8.913 -0.•0929 024404 O.H•92 0.71eH o.e8t87 o. :'74•9 0 90719 0.9187.5 0.9eH!I 0. 79142 0.0209 0.0041 0.0012 0. 2•93 o.•1•• O.OHI 0.0IH 0.0219 0.2H4 o. 1331 0 12•• 0.072• 0.0122 
tO 10 10 10 10 10 10 10 10 10 tO 10 10 
C_Nt O.ll•t• 0.172•9 o.e9T•• -O.tll47 o.e2H7 0.17129 0.IM9t 0.172H 0.141192 0.7••7• 0.834132 0.14887 0.92••8 
0.0001 o.ooot 0.0019 o.•001 0.0033 0.0001 0.0001 0.0001 0.0020 0.0121 0.0025 0.00tl 0 0001 
10 10 10 10 10 10 to 10 10 10 tO 10 10 
c_NI 0.88441 0.78098 0.98099 0.191 .. O.H7H o.aoea8 0.12H9 0.87724 0.92017 o.eHl2 0. 79127 0.7388• 0.73()18 
0.0007 O.OOS• 0.0723 0.57!12 0.0011 0.0003 0.0001 o.oooa 0.0002 0.0312 0.0109 0.01•e O.Ot•• 
10 10 10 10 tO 10 'tO to 10 10 10 10 10 
c_•t O.M072 o.8•802 o.81e21 -o.21e82 0.82072 o ...... , O.HaH o ..... 0.91'27 O.IH20 0.9341H 0.9•••3 0.9!1921 
0.0001 0.0001 0.0038 0.43 .. O.OOH 0.0001 0.0001 0.0001 0.0002 0.0007 0.0001 0.0001 0.0001 
to to 10 10 to 10 10 10 10 10 tO 10 10 
c_.., O.H•H 0.9912• o.e1••2 -0.2•21• o.ee922 O.H790 0.17807 O.HI07 O.lt970 o.e2119 0.9t391 o.91•01 0.93779 
0.0001 0.0001 0.0041 0.4191 0.0012 0.0001 0.0001 o.ooot 0.0002 0.0031 0.0002 0.0002 0.0001 
10 10 10 10 10 10 10 tO 10 10 10 10 10 
c_v t.00000 0.97289 0.81310 -0.211•2 0.92277 0 .... 21 0.979'7 O.H273 O.H317 0.1390I O.IOll•8 0.121CM 0.l!llH 
0.0000 o.ooot 0.0013 O.•IH 0.003!1 0.0001 O.OOOt 0.0001 0.0001 0.0025 0.0003 0.0002 0.0001 
10 10 10 10 10 10 10 10 10 10 10 10 10 
C_D 0.97211 t.00000 0.9••39 -0.3•209 0.79tM O.H32t 0.1!1704 0.8!1937 o. 78077 0.7HBO 0.Ut53 0.8•1•7 0.17111 
0.0001 0.0000 0.0001 0.27!19 O.Ot22 0.0001 0.0001 0.0001 O.OIOll O.OOll• 0.0023 0.0011 0.0001 
10 10 10 10 to tO to tO to 10 10 10 10 
c_r O.H310 O.M•38 t.00000 -o.•1111 0.9•927 0.1117!1 o.1•oea o.e21!12 0.94••1 o.••933 0.7091• 0. 79e21 0.80917 I-' 
0.0013 o.ooot 0.0000 o. t•8• 0. IOOt 0.003• 0.0023 0.0031 o. t022 O.<M22 0.0227 0.0110 0.0003 00 














SAS 14:42 "IJPCIAY. JUNE 9. 1••• 
PEARSON COAAELATIDN COEFFICIENTS I PAOll > IAI UNOER HO:llMll•O I ..... EA OF OISfAVATIDNS 
c_v c_o C_E C_l c_vo C_N C_Nf C1_N1 ·c1_m C1_11N1 Cl_BN2 Cl_V Cl_D 
-0.21163 -0.3120I -0.4117& 1.00000 -0.09111 -0.2!14174 -0.13431 -0.30223 -0.094IO -0.42•16 -0.41086 -0.447•9 -0.41799 
0.4135 o. 27111 0. 1488 0.0000 0.1733 0.4740 0.7113 0.3llO O.HOI 0.2189 0.2382 o. 1149 o. 1434 
to 10 10 10 10 to 10 10 10 10 10 10 10 
0.12277 0.7111111 0.!14127 -0.09811 I .00000 O.HOlll 0.12318 0.131119 O.IHl3 0.9113'17 o. 77320 0.731150 o. 73414 
0.0039 0.0122 o. tOOI 0.1733 0 0000 0.0011 0.0034 0.0025 O.OOtl 0.0404 0.00l7 0.0t!l3 O.OIH 
10 10 10 10 to 10 10 10 10 10 to to 10 
o .... 31 0.9!1321 0.1187!1 -0.211174 O.l!IOl!I t .00000 0.87387 0.9"08 0.81124 0.89231 0.12!1411 0.12172 0.14771 
o.ooot O.OOOt 0.0031 0.4740 0.0011 0.0000 0.0001 0.0001 0.0002 0.0017 0.0001 0.0001 0.0001 
to 10 tO 10 '° to 10 tO 10 10 tO 10 10 
0.17117 0.111704 0.14091 -0.13431 0.123tl 0.17317 1 .00000 0.1617!1 0.1!13H o. 72830 0.1207!1 0.131&3 0.11111 
0.0001 o.ooot 0.0023 0.7113 0.0034 0.0001 0.0000 o.ooot 0.0017 0.0t61 0.0036 0.0021 0.0004 
10 10 tO 10 to to to tO 10 to 10 10 10 
0.11273 0.15137 0.127!12 -0.30223 0 131119 0. lllHIOI O.H17!1 t .00000 0.IOl41 0.17!171 0.137811 0.1144!111 0.16544 
o.ooot 0.0001 0.0031 o. 31160 0.0026 0.0001 0.0001 0.0000 0.0003 0.0009 0.0001 0.0001 0.0001 
10 10 10 tO tO 10 10 10 to 10 10 to 10 
0.11367 0.76077 O. !146411 -0 ."094IO 0.16113 0.111124 0.15311 O.IOl41 t .00000 0.16325 0.111115 O.H077 0. 7112!12 
0.0007 0.0106 o. t022 0.1909 0.0011 0.0002 0.0017 0.0003 0.0000 0.0013 0.0002 O.OOO!I O.OCMl3 
10 10 to 10 10 10 10 10 10 10 to 10 10 
0.13!IOll o. 76110 0.84933 -0.42196 0 6!13!17 0.1!1231 0. 72130 0.17!171 0.1132!1 1 .00000 0.97408 0.117149 0.11041 
0.0026 0.0094 0.0422 0.211!1 o.o•o• 0.0017 0.0169 o.oooe 0.0013 0.0000 0.0001 0.0001 O.OOOI 
10 10 10 10 10 10 10 10 10 10 10 10 10 
0.90841 0.14163 0.7091& -0.41086 0.77320 0.12!1411 0.12079 0.13711 0.1111!1 0.17408 1.00000 0.11.431 0.12406 
0.0003 0.0023 0.0227 0.2312 0.0087 0.0001 0.0036 0.0001 0.0002 0.0001 0.0000 0.0001 0.0001 
to 10 10 10 10 10 10 10 10 10 10 to 10 
0.12104 0.16147 0.7!1121 -0.4476!1 0.73!160 0.12172 0.13113 0.144'51 O.ll077 0.17841 0.11431 1.00000 0.14763 
0.0002 0.0011 0.0110 0.114!1 0.01!13 0.0001 0.0021 0.0001 0.0009 0.0001 0.0001 0.0000 ·0.0001 
10 10 10 10 10 10 10 10 10 to 10 10 10 
0.1!11!16 0.17t91 O.IOl17 -0.497!15 0.73414 0.94771 0.11111 0.16!144 0.79252 0.11041 0.12406 0.14763 1 .00000 
0.0001 0.0001 0.0003 o. t434 O.Ot!l6 0.0001 0.0004 0.0001 0.0083 0.0008 0.0001 0.0001 0.0000 
10 to 10 tO 10 to 10 10 10 10 tO tO 10 
0.14~7 0.111747 0.117197 -0.60712 O.!llllO 0.711179 o. 71042 0.11111 0.!14!IOI 0.72!1H 0.7!1970 0.11073 0.112103 
0.0023 0.0002 0.9001 0.0623 o. 1304 O.OO!l!I 0.0077 0.0031 0.1032 0.01711 0.0110 0.0044 0~0001 
10 10 10 10 10 10 10 10 10 10 10 10 tO 
-0.21176 -0.40!IOI -0.!14991 0.1141117 -0.011133 -0.21784 -0.1119211 -0.2114711 0.07767 -0.23660 -0.2!11211 -0.30l3t -0.411374 
0.41110 0.24!111 0.099!1 o.ooot 0.16&!1 0.114111 O.H03 0.477!1 0.1311 0.11109 0.46111 0.3861 0.1171 
10 10 10 10 10 10 10 10 tO 10 to to tO 
0.77161 0.61180 0.47827 -0.0761!1 0.19071 0.11311 0.76232 0.71111 0.1611t 0.611381 0.76171 0.72471 0.6H20 
0.0080 0.0267 o. 1620 0.1321 o.ooot 0.0042 0.0104 0.0096 0.00t4 0.0403 O.OOl2 0.0177 0.02113 





SAS t4:42 llllllllDAY. JUNf 9. , ... t• 
~r••ICllll COllltELATIOH COIFFICllNTS I l'tlOll • ,., UlllDr• HO:llH0-0 I ....i• OF OllSl•VATIOHS 
c_v c_o C_I C_L C_YG C_N C_Nf Ct_M1 Ct_fd Ct_INI Cl_9N2 c1_v c1_0 
C•_M O.M..0. 0.11••• 0.18581 -0.418 .. O.T:JI04• 0.90182 0. THllO 0.918t4 0.902 .. O.M090 o ..... :a o."409 0 .• llllll 
0.0001 0.0039 0.02H o. 2211 0.011• o.oooe O.OOIT 0.0002 0.00M 0.0001 o.ooot 0 0001 0.0002 
10 10 10 10 10 10 10 10 tO 10 to 10 10 
Ct_ .. o.n42t 0.14932 0.11911 -0.2t•S• 0.14082 o ..... t 0.HSll7 O.ff1'2 o.•24tt O.•llOI o .... 1 0.•••4• 0.85H1 
0.0001 0.0001 0.0040 0 4513 0 0023 0.0001 0 0001 0.0001 o.ooot 0.0009 0.0001 0 0001 0.0001 
tO tO 10 10 10 to 10 10 to to 10 10 10 
Ct_r Cl_L Cl_VQ Cl_M Cl_Nf 
A_N• 0.8175• -0.•7003 O.:JIOOI 0.tTl<M o. 78•30 
o.oooe o. 1104 o. 2787 0.0312 O.OOH 
to 10 10 10 10 
A_M2 o.8•521 -o.•0193 0.35175 o.•8341 0.912H 
0.0012 0.24H 0.3072 0.0262 0.0043 
10 10 10 10 10 
A_IM• 0.77t21 -0.!!0913 0.1Mll O.H!I04 0.11011 
0.()()13 o. 1322 0.51H o.oeH 0.0382 
10 10 10 10 10 
A_IN2 0.83863 -0.47318 o. 24270 0.'5ffH 0.731119 
0.0024 o. 156'5 0.4883 0.06114 0.0161 
10 10 10 10 10 
a_v o.oe•21 -0.02031 -o.3213- 0.25171 -0.()1730 
0.HOO 0.933' 0.3527 O.<IT:ZI 0.8'53• 
10 10 10 10 10 
A_D 0.14231 -o.4•121 0.2392:11 O. ll0104 o.•1112 
0.013• o. 1437 0.llOH o. 1•02 0.0-02 
10 10 10 10 10 
·-· 0.48112• -0.3911• 0.07?117 0.2•11•7 0 3-7•• 0.111'51 0.2130 0.8313 o.•8311 0.21155 10 10 10 10 10 
A_L o.•1•ss -o.0504• 0.42272 O.l<MIO o.••••5 
0.1•58 O.Hff 0. 223' 0.06<11 0.0432 
10 10 10 10 10 
a_ve 0.12099 -0.!!0911 o. 103•'5 0.4'5145 0.50878 
0.003' o. 1328 0.11&1 0. 1127 0.0612 
10 10 10 10 10 
A_N 0.124111 -0.•8180 0.22ff2 0.58121 o. 71587 
0.0033 o. 11117 0.5221 0.0711 o.01n 
10 10 10 10 10 
f-' ._ .. 0.900'• -0.44704 O.H817 0.H&IO 0.11037 \.0 - f-' 
at_N1 
Al_NI 











SAS 14:42 i.JNl>AY, JUNE 9, tH8 
P!A•SON co••ELATION COEPfJCJENTS I PllOll > t•I UN>E• H0:...,-0 I NUllBE• Of OllS!•YATIONS 
Ct_E C1_L Ct_YG C1_N Cl_NE 
0.83442 -0.122t8 o. tl227 O.llOI08 0.14718 
0.0027 o. t2t9 0.1142 O.t3H 0.0421 
to to to to to 
0.11222 -0.41328 o. t4tlt 0.12098 O.Hl23 
0.0043 0.11170 0.1 ... o. t221 0.03111 
tO 10 10 10 10 
0.72311 -0.111143 0.030H 0.40717 0.114113 
0.0180 o. t231 0.1321 0.2422 0.1020 
10 10 10 to to 
0.74 .. I -0.41710 0.07211 0.43132 o.111117 
0.012!1 o. tll33 0.1428 0.2040 0.0733 
to 10 10 to to 
0.21891 -0.tllO!IO -0.33231 0.349!17 O.Olt43 
0.49t4 O.lt78 0.3410 0.32H 0.1231 
tO to to 10 to 
0.72110t -0.9tt23 0.08134 0.40346 0.!14233 
0.0177 o. t3t0 O.IOl2 0.2411 o. tO!l3 
to to to 10 10 
0.9498!1 -0.40882 0.021&!1 0.27tH o. 409111 
0.1026 0.2311!1 0.100 0.4471 0.2Ull 
to to 10 10 10 
0.11781 -0.211311 0.11109 O.lltftl O.ltHT 
0.0970 0.4t03 o.1t&1 0.12811 O.O!llt 
10 to 10 10 to 
0.77211 -0.4IMI02 0.07317 0.43241 0.111442 
0.0011 O.t4H 0.1313 0.2120 0.0150 
10 to 10 to 10 
0.744111 -O.llOt80 0.09021 0.43111. 0.111702 
O.Ot3& O.t384 O.Hll 0.2130 0.0907 
10 10 10 to 10 
O. 13082 -O. ll04H o. 111980 O.StUI O.H222 
0.0021 o. 1311 0.1171 0.1211 0.0370 
10 10 to to 10 
0.80980 -0.2tt31 0.719111 O.IO&oO 0.17t04 
0.0041 0.1117 0.0088 0.0041 o.ooot 
10 to 10 to to 
0.11!!71 0.11211 0.1211111 o. 723311 O.IH17 
o. 1270 O.HH 0.0032 O.Ollt 0.0004 
















ct_ .. , 
Ct_91G 
SAS 14:42 lmNDAY, JUNE 9, 
PEARSON CORRELATION COEFFICIENTS I PllOll > IRI UNDER HO:llHO•O I NJll8ER OF OllSERYATIONS 
Cl_E Cl_L Cl_YQ Cl_N Cl_NE 
0.80947 -o. 22323 0.7Ht0 0.82184 0.8H43 
0.004B 0.93113 0.0071 0.0001 o.ooot 
to 10 10 10 10 
0.71137 -0.21286 0.12132 0.11493 O.H414 
O.OOll 0.9947 0.0032 0.0007 0.0001 
to 10 to 10 10 
0.14()17 -0.21871 0.77111 O.llllOS 0.81421 
0.0023 0.4910 0.0080 0.0001 0.0001 
to to to to 10 
0.81747 -0.40909 0.181IO O.lllH 0.84832 
0.0002 0.24!1!1 0.0217 0.0038 0.0001 
tO 10 10 10 10 
0.87187 -0.!14981 0.47127 O.H!llt O.lt!lll 
0.0001 0.098!1 0.1120 0.0211 0.0040 
10 10 10 10 10 
-O.I0712 0.84187 -0.07115 -0.41111 -0.219!19 
O.Ol23 0.0001 0.1321 0.2211 0.4!113 
10 10 10 10 10 
O.!llllO -0.01!133 0.89071 o. 73041 0.14092 
0.1304 O.HH 0.0001 0.0164 0.0023 
10 10 10 10 10 
0.78171 -0.21714 0.11318 0.80112 0.18111 
0.0099 0.9459 0.0042 0.0004 0.0001 
10 10 10 10 10 
0.7I042 -O.t9829 0.7&232 0.71850 0.8611!17 
0.0071 O.ll03 0.0104 0.00&1 0.0001 
10 to 10 10 10 
O.ltllt -0.2!147!1 o. 71111 0.11114 0.19732 
0.0031 0.417!1 O.OO!ll 0.0002 0.0001 
10 to tO to to 
0.94llOI 0.07797 0.1111t 0.80211 0.12411 
o. 1032 0.1311 0.0014 0.0003 0.0001 
to tO 10 tO to 
0.72SH -0.2HIO O.H31t 0.118050 0.17901 
O.Ot115 0.15105 0.0403 0.0001 0.0009 
10 10 10 10 10 
0.79870 -0.298215 0.71171· 0.119112 0.11311117 
O.OttO 0.4111!1 0.0092 0.0001 0.0001 












SAS 1•:•2 lmN)AY, .JUNE !I, 
PEARSON CORRELATION COEFFICIENTS / PllOll > IRI UNDER HO:llHO•O / ,..._ER OF 08SERY•TIONS 
c1_1 C1_L C1_YG C1_N Cl_NE 
0.81013 -o.ioa31 0.720t o.•1•oe 0.1444' 
o.oou 0.3Ht 0.0177 0.0001 o.ooot 
10 10 10 tO 10 
0.12803 -0.4!1374 O.•H20 0.11192 0.111287 
0.0001 0.1879 0.02!13 0.0002 o.ooot 
10 to 10 10 10 
1.00000 -0.11134 o.•11111 0.7'114 0.80380 
0.0000 0.0!1&2 0.18t3 0.0127 O.OO!lt 
10 tO to 10 to 
-0.1113' 1.00000 -0.01242 -0.2!IOll -0.21644 
0.0992 0.0000 0.1728 0.4841 0.!148t 
10 10 10 10 to 
o.•11111 -0.012•2 t .00000 0.7287!1 0.80427 
o. t813 0.1728 0.0000 O.OtH O.OO!IO 
10 to to 10 to 
0.7•814 -0.2!IOl1 0. 7287!1 1.00000 0.111411 
0.0121 0.4841 O.OtH 0.0000 0.0002 
10 10 tO to 10 
0.80380 -0.21••• 0.80427 0.91HI t .00000 
O.OO!l1 0.9481 O.OO!IO 0.0002 0.0000 










































PLOT OF A N•A VG 
PLOT OF al_N•it_vo 
.. . . 
SAS 
LEGEND: A • I OBS. B • 2 OBS, ETC. 
SY .. OL USED IS • 
A A A 
12:14 WEDNESDAY, JUN£ 7, teee 20 
• 
-------------------·---·---·---·---·---·---·---·---·---·---·---·---·---·---+---·---·---·---·---·---·---·---·-------------------' 3 9 7 8 It 13 19 17 te 21 23 29 27 2e 31 II 19 37 18 41 43 45 
A_YQ 
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PLOT OF A YG•C YO 
PLOT OF Ai_YG•Cl_YQ 




LEOENO: A • I 085, I • 2 OBS, ETC. 
SY .. Ol USED IS • 
A 
A 




3 11 7 9 11 13 t5 1T t9 21 23 25 2T 29 31 33 39 3T 39 41 43 45 
C_YG 




The following tables and plots are for the expert Ada 
programs and novice Ada programs analysis and comparison. 
The novice metrics are extrapolated with N. The variables 
are represented as 
Where g could be 
and 





m is the ~eJ.ected metric. (see nomenclature) 
SAS 
OH E_Nt l_N2 E_llNt IE_9N2 E_V 
t tClt 7• 330 903 4•21 
2 tOt .,. 330 903 4•21 
3 tot .,. 330 903 4921 
4 21 24 t•2 2117 t'JH 
II 2• 24 112 2117 t'JH 
• 21 24 112 291 t791 7 21 24 1•2 2!17 t7H 
• 21 24 112 291 t'Jlll I t7 21 IOI 172 IOl7 
to t7 21 10I 112 IOl7 
ti t7 21 IOI 172 IOl7 
12 17 21 tOI 172 IOl7 
t3 17 21 108 t72 IOl7 
14 t7 2S 108 t72 tOl7 
t9 21 30 t12 214 t321 
ti 21 30 t12 2t4 t321 
IE_CI IE_IE IE_L 
<l()t t•HO• O.Otll 
"°' t•Hoe O.Otll 401 tlH42S O.Otll 
131 2441111 0.09t 
138 244911 0.091 
131 244911 o.08t 
t31 244911 0.09t 
t31 244!111 o.oe1 .. 91430 0.334 
H 91430 0.114 
H 91430 0.334 .. 99430 0.334 
H 111430 0.114 
II& 111430 0.334 
t03 137412 o. 124 






































oes N_N1 N_N2 N_INt N_BN2 N_V 
1 13 13 3:Z!I SOI 3798 
2 tOt tO!I 321 6t2 3709 
3 711 tt2 3111 618 3!190 
4 48 H tit 268 t7H 
II 4!1 .. t!l8 211 t832 
• 31 3!1 tit 2!18 t8HI 7 31 3t t90 2!19 f7H 
I 33 28 t92 2!17 , ... 
I l!I ti .. 113 t082 
to t9 20 toe t73 tOH 
ti 20 24 97 184 tOH 
t2 23 22 tt t t70 tOH 
13 t8 23 tt2 168 1043 
14 21 2t 1101 170 t0711 
Ill 70 70 130 '" 1108 1& 28 37 tt8 208 1202 
N_D N_I! N_l 
3tt 386132 0.3114 
2114 281797 O.HI 
207 17639!1 t.4!1t 
t7t t8toao 0.141 
12 !12114 1.808 
t42 t42310 0.23& 
lllt t98171 0.134 
tllll t8Ktl o. t24 
74 tl2724 O.OH 
71 l4Ht o. t33 
73 80438 O.tH 
92 tt2!138 o. toe 
•• 67793 0.244 B!I 88878 0.120 .. 2328& 2.111!1 
76 !16816 0.!13!1 
t2:24 WEDNESDAY, JUNE 7, 
N_VG N_N N_NI! 
30.DO 133 !1112 
3t.DO 933 874 
33.DO 133 !11!1 
2.DO 441 267 
3.DO 441 338 
2.DO 441 230 
t.DO 449 2tli 
t.DO 441 , .. 
8. 317 21t tOll 
I.DO 281 t21 
B.DO ::lit t37 
7.DO 281 14!1 
I.DO 281 128 
I.DO 281 133 
II.DO 328 377 
3.DO 32& t9!1 




VHIAllLI N MEAN STD DEV 
f_Nt ,. 37 .062'5000 32.0934137 
E_N2 1• 3'5.2llOOOOO 20.3027082 
E INt 18 178.7llOOOOO 14.8731842 
r:IN2 18 214.8250000 182.0.70121 
E_V 18 2020.437llOOO 1424. 1794999 
l!_D 18 1 '52 . 5000000 121. 3074433 
l!_I! 11 4711C4 . 112llOOO 727400.21C4917 
f_L 1• 1 . 720000000( -o 1 1.33171'59031!-0t r_va 18 10.2900000 12 .8'5174H 
l!_N 18 411 . 3750000 244 .931()1134 
r NI! 18 27 4 . 2'500000 2119. 2117001 
N-N1 11 42.0000000 21.4800321 
N-N2 18 4'5 . "2'5000 31. 4011014 
N-IN1 18 234.2'500000 244.3'5792'50 
N:IN2 18 211.0000000 11!1 . '5911871 
NV 18 2723.937!1000 3921.C031212 
N:o 18 13!1.3750000 77.4310397 
N_I! II 141034. 3750000 93114.0037111 
N_L 1• II . 407900000E -01 7 .04022315!1E-01 
==~ 
1• 9.13!182'50 tt.0093138 
18 481 . 37'50000 244 .9380534 






49!14 . 000000 
32327.000000 
2440.000000 
















12: 24 VEDNESOAY, .AM 7, ll!H 
MINIMUM MAXIMUM 
17 . 00000000 101.000000 
24.00000000 7C.OOOOOO 
toe. 00000000 330.000000 
172 . 00000000 903.000000 
10.7 . 00000000 4129.000000 
H.00000000 401.000000 
99430. 00000000 t9H421. 000000 
1.'SOOOOOOOOE-02 3.340000000E-01 
1 . OOOOOOOOOE +00 3'5.000000 
211 . 00000000 933.000000 
133.00000000 715.000000 
1 '5 . 00000000 101.000000 
11.00000000 112.000000 
97 . 00000000 1101.000000 
181.00000000 8tl.OOOOOO 
1043 . 00000000 1C919.000000 
H.00000000 311 .000000 
23218.00000000 3HH2.000000 
l.900000000E-02 2.91'5000 
1 . 000000000£ +00 33.000000 
211 . 00000000 933.000000 






















SAS 12:2• W!DMISDAY, JUN£ T, IN• 
PEARSON CORRELATION COEFFICllNTS / PllOll > IRI ...,IR HO:IHll-0 / N • ta 
E_Nt E_N2 E_llNI E_BN2 r_v E_D E_E E_l E_Vll E_N E_NE N_Nt N_N2 
t.00000 0.9H9t 0.92'700 0.111•1 O.HIH O.HH9 0 .... 29 -o .•• 9H O.HllOO 0.9T•IT o.MTtl O.N331 O.HTH 
0.0000 o.ooot 0.0001 0.0001 0.0001 0.0001 0.0001 0.0032 0.0001 0.0001 0.0001 0.0001 0.0001 
o .... 91 t.00000 O.H9U o.Hl7• 0 ..... 7 0.9029 O.IHt• -O.H719 0.9'72llO 0.931191 0.9HOI O.H.13 O.H211 
o.ooot 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0211 0.0001 o.ooot 0.0001 0.0001 o.ooot 
o.82TOO 0.119•9 1.00000 o ... T70 o.H••• o.91•11 0.13131 -0.11191 0.11191 o.189" o . .a.3• o.8•H1 0.13131 
0.0001 0.0001 0.0000 0.0001 o 0001 0.0001 0.0001 0.0001 o.OOCM 0.0001 0.0001 0.0001 0.0001 
0 ... 111 0 ... 11• 0 ... 110 1.00000 0.1111• 0.11131 0 ... 313 -0.1•1 .. o ... 287 0 .... 20 o ... 1H o.1897& 0.81111 
0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0010 0.0001 0.0001 0.0001 0.0001 0.0001 
0.11118 o ..... 7 o ... 8•• O.llHI I .00000 0 .... 77 0.1111()9 -o. 72519 0.9011• O.ffllll• o ... HI 0.179211 0.11977 
0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0019 0.0001 0.0001 0.0001 0.0001 0.0001 
0.11511 o.1•121 0.11•11 0.11931 0.1 .. 77 1.00000 o.91soa -o.111as 0.8 .. 11 o ... 791 0.91111 0.1.-02 o.19730 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0004 0.0001 0.0001 0.0001 0.0001 0.0001 
0.18129 0.8151• 0.11131 0.11313 o.11!IO!I o.11soa 1.00000 -o.•1111 o.1:1e311 0.11152 0 ... 131 0.111•2 0.11130 
0.0001 0.0001 0.0001 0.0001 0 .. 0001 0.0001 0.0000 0.0052 0.0001 0.0001 0.0001 0.0001 0.0001 
-0.HIH -O.H7tl -0.11151 -0.741 .. -0.72515 -0.778H -0.HIH 1.00000 -0.37009 -0.7710 -0.93300 -O.I03tl2 -0.75390 
0.0032 ·0.0211 0.0001 0.0010 0.00111 o.0004 o.oos2 0.0000 0.103 o.OOOll o.ooe5 0.0002 0.0001 
0.12800 0.17290 0.77197 0.11217 0.9019• O.IH31 0.93131 -0.37009 1.00000 0 . ..027 0 ... 211 0.71182 0.7IOl3 
0.0001 0.0001 o.0004 0.0001 0.0001 0.0001 0.0001 o. 1&13 0.0000 0.0001 0.0001 o.oo•• o.OOOI 
o.97•97 0.131193 o.H511 0.1 .. 20 0.11119• o ... 791 o.n192 -0.111•1 o.'9027 1.00000 0 ... 231 0.11"1 0.11"1 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.oooe 0.0001 0.0000 0.0001 0.0001 0.0001 
o ... 711 0.9"09 o . .a.3• O.HIH 0.18HI 0.971•1 O.Hl37 -O.H300 0.ft2H O.MH7 1.00000 O.HI .. 0.19290 
0.0001 o.ooot 0.0001 0.0001 0.0001 o.ooot 0.0001 0.001& o.ooot o.oocu 0.0000 0.0001 o.ooot 
O.llllt 0.13•13 0.1•1•9 0.11171 0.17121 0.19902 O.Ht•2 -O.IO:t'l2 0.7tltl2 0.1 ...... O ... t .. 1.00000 0.91112• 
o.ooot o.ooot 0.0001 0.0001 0.0001 o.ooot o.ooot 0.0002 0.0011 o.ooot 0.0001 0.0000 o.ooot 
0.11191 o.1•211 0.13131 0.81111 0.11111 o.89'730 o.87730 -0.19390 o.1ao11 0.111•1 o ... 2110 o.9392• 1.00000 
o.ooot o.ooot 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0001 o.oooa 0.0001 0.0001 o.ooot 0.0000 
o."222 O.l.H3 o.112u O.t3•H O.l.Ol3 o.t21H O.tl739 0.05'H 0.21327 O.t27H 0.19171 0.01••• o.OSH2 
0.9113 0.532• 0.1789 0.1180 0.1021 O.a93• 0.9IOI O.l•OI 0.•27'7 0 .• 397 0 ... 22 0.71•0 0.11•1 
0 ... 82• 0.15337 o.173•3 0 ... 111 0.11193 o .... ao 0.11119 -0.111111 o ...... 0 .... 1• o.•1913 0.11•11 0.1920& 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0011 0.0001 0.0001 0.0001 0.0001 0.0001 
o.t1M11 o.oeto1 0.29,.. o.20&t1 o.20t28 o.2220a o.t1211 -o.3•973 0.021 .. 0.2312• o.t2193 o.t1112 0.12817 
o.H11 o.73'73 0.2811 o.••91 o.•9•1 o . .eot• o.5•12 0.1897 o.911t 0.2113 o.a:1aa o.•15• 0.1••2 
0.112•1 0.8•t22 0.1371• 0.12307 0.12111 0.92'°3 0.90011 -0.79929 0.712H 0.93•97 0.17379 0.111'79 0.'73210 






















SAS 12:2• WEDNESDAY, \llJNE 7, 18a8 
PEARSON CORRELATION COEFFICIENTS / PROB > l•I UN>ER HO:llHO•O / N • la 
E_N1 E_N2 E_llNI E_BN2 E_V E_D E_E E_L E_VG E_N E_NE N_N1 N_N2 
0.74302 o. 705•7 o.ateoo 0.71Ull 0.711133 0. 78021 0.7&839 -0.56519 o.a12•• 0.7H8• 0.732•3 o.8t•oe o.•9813 
0.0010 0.0023 0.0001 0.0003 0.0003 0.0004 0.0009 0.0229 0.0043 0.0002 0.0013 O.Otl4 0.0738 
0.2 .. 211 0.23703 o. 17218 0.23749 o. 22376 0.211490 0.214•8 -0.•03811 o. l:zoC>I 0.21 .. 3 0.2•879 0.112•9• O.H428 
0.31 .. 0.37&7 0.11237 o. 3798 o.•048 0.3•111 o.•290 0.1207 0.6!178 0.4203 o.n&8 0.0368 0.0083 
0.828'7 0.87182 0.77838 0.892711 0.90099 O.HHO 0.93•3• -0.37•1• o.8MOe 0.111979 O.H217 !).731•9 0.7 .. 02 
0.0001 0.0001 0.0004 0.0001 0.0001 0.0001 0.0001 0.1•11 0.0001 0.0001 0.0001 0.0013 0.0003 
0.87897 0.931193 0.9HH 0.9H20 O.Hllll• 0.99711• 0.981112 -0.771•7 O.ff027 1.00000 O.H237 0.87848 0.87947 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0009 0.0001 0.0001 0.0001 0.0001 0.0001 
0.838211 0.898•3 0.18744 0.93H2 0.93•90 0.841121 0.822 .. -0.7•7•8 0.7 ... t 0.931K 0.92180 0.87830 0.818•0 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0003 0.0002 0.0001 0.0001 0.0001 0.0001 
N_9NI N_IN2 N_V N_D N_E N_L N_VQ N_N N_NI! 
o. 14222 0.91112& o. 111•111 0.892•8 0.74302 0.2H25 0.82••1 0.97597 0.938211 
0.11993 0.0001 0.11661 0.0001 0.0010 0.3119 0.0001 0.0001 0.0001 
0.1UH 0.911337 0.09107 0.•••22 0.7090 0.23703 0.87112 0.9311113 0.8H43 
0.11324 0.0001 0. 7373 0.0001 0.0023 0.37&7 0.0001 0.0001 0.0001 
o. 112•3 0.87H3 0.29H• 0.93784 o.a1800 o. 17219 0.17838 O.HllH 0.89744 
o.e1aa 0.0001 0.2&97 0.0001 0.0001 0.11237 0.0004 0.0001 0.0001 
o. 13489 0.99781 0.2051& 0.92307 0 .. 181•1 0.217411 0.892711 O.llM20 0.93"2 
o.e1ao 0.0001 O.••H 0.0001 0.0003 0.37119 0.0001 0.0001 0.0001 
0.14093 o.n193 0.201211 0.92189 0.791133 0.22378 o.8ooH O.Hllll• O.H490 
0.8028 0.0001 o.•1148 0.0001 0.0003 o.•048 0.0001 0.0001 0.0001 
O.t2tH o .... 30 0.22208 0.82803 0.78021 0.211•90 o.u8ao O.H7U 0.941121 o.••• 0.0001 0.•084 0.0001 0.0004 0.3•111 0.0001 0.0001 0.0001 
o. 197311 0.8 .. 711 O. tl2H 0.90018 0.7HH 0.21449 0.9313• 0.881112 0.822H 
O.HOS 0.0001 0.11472 0.0001 0.0009 o. 4290 0.0001 0.0001 0.0001 
0.05488 -0.71978 -0.34973 -0.79928 -0.9811111 -0.•0199 -0.37al4 -0.771•7 -0.71748 
0.8401 0.0011 o. 1997 0.0007 0.02211 o. 1207 o. 1•17 0.0009 0.0003 
0.21327 0 ..... 8 0.027U 0.71238 0.87214 o. 1I008 o.8H09 0.18027 0.7 ... 1 
0.4277 0.0001 0.9191 o.oooe 0.0043 O.H71 0.0001 0.0001 0.0002 
O. t27N 0.9"79 0. 23728 0.83•97 0.7 ... 4 0.21H3 0.911979 1.00000 O.H1H 
0.9H7 0.0001 0.3783 0.0001 0.0002 0.420I 0.0001 0.0001 0.0001 
0.1H7t 0.97913 o. 12791 0.87378 0.7:1241 0.24879 0.19287 O.H237 0.82180 
O.H22 0.0001 0.83 .. 0.0001 0.0013 0.3H8 o.ooot 0.0001 0.0001 
0.07448 0.9748• O.IUl2 0.1111179 0.8t•cie 0.92484 o. 731•9 0.9794• 0.97930 


























SAS 12:24 WEDNESDAY, JUNE 7, 
PEARSON CORRELATION COEFFICIENTS / PRDll > f Rf UNDER HO:RHD•D / N • 16 
N_BN2 N_V N_D N_E N_L N_VG N_N N_NE 
0.11920!5 0. 12!117 0.73210 0.4!1913 0. 634211 0. 711902 0.87947 0.97640 
0.0C01 0.6442 0.0013 0.0736 0.0083 0.0003 0.0001 0.0001 
o. 12740 -0.01167 0. 14124 0. 1!1!130 -o. 102!111 o. 23996 o. 12798 0.09021 
0.63112 0.96511 0.6018 0.56511 0.70!14 0.3707 0.6367 0. 7397 
1.00000 0.20091 0.91!127 o. 77!154 0.23362 0.1111741 0.99679 0.93613 
0.0000 0.4!l!l6 0.0001 0.0004 0.31139 0.0001 0.0001 0.0001 
o. 20091 1.00000 0.25999 0.21199 -0.0706!1 0.031115 o. 23726 0. 16737 
0.4!l!l6 0.0000 0.3308 0.4306 0. 7949 0.90611 0.3763 O.!l3!l!l 
0.91!127 0.2!1999 1.00000 0.92746 0.04111 0.74462 0.93497 0.9!1201 
0.0001 0.3308 0.0000 0.0001 0.11799 0.0009 0.0001 0.0001 
0. 77!1!14 0.21199 0.92746 1.00000 -0.211147 0.6312!1 o. 79994 0.61426 
0.0004 0.4306 0.0001 0.0000 0.2909 0.0087 0.0002 0.0114 
0.23362 -0.0706!1 0.04111 -0.211147 1.00000 o. 171192 0.21663 0.!103119 
0. 3839 0. 7949 0.8799 0.2909 0.0000 0.5073 0.4203 0.0466 
0.88741 0.03111!1 0.74462 0.6312!1 0. 17892 1.00000 0.115979 0.111341 
0.0001 0.9068 0.0009 0.0087 0.!1073 0.0000 0.0001 0.0001 
0.99679 0.23726 0.93497 o. 79994 0.21663 0.11!1979 1.00000 0.93196 
0.0001 0.3763 0.0001 0.0002 0.4203 0.0001 0.0000 0.0001 
0.93613 o. 16737 0.11!1201 0.61426 0.503119 0.111341 0.93196 1.00000 
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The following tables and plots are for the expert Ada 
programs and novice Ada programs analysis and comparison. 
The novice metrics are extrapolated with Ne. The variables 
are represented as 




q __ rn. 
for 
for 
t'xper t; or 
novi.ce; 
m _is the selecled metric. {see nomenclature) 
SAS 
DBS E_N1 E_N2 E_BN1 E_BN2 E_Y 
1 101 76 330 603 48211 
2 101 76 330 603 4829 
3 IOI 76 330 603 48211 
4 26 24 192 2!17 17116 
!i 26 24 1112 2!17 17!16 
6 26 24 1112 2!17 17!16 
7 26 24 1112 2!17 17!16 
8 26 24 1112 2!17 17!16 
9 17 26 108 172 1067 
10 17 26 109 172 1067 
11 17 26 IOll 172 1067 
12 17 26 10ll 172 1067 
13 17 26 IOll 172 1067 
14 17 26 109 172 1067 
l!i 29 30 112 214 1329 
16 29 30 112 214 1329 
E_D E_E E_L 
401 1936426 0.01!1 
401 11136426 0.01!1 
401 11136426 0.0111 
1311 244!119 O.Olll 
1311 244!119 0.091 
139 244!1-19 0.0lll 
1311 244!119 0.091 
139 244!119 0.091 
!16 !19430 0.334 
!16 !19430 0.334 
!i6 !19430 0.334 
!16 !19430 0.334 
!16 !19430 0.334 
!16 !19430 0.334 
103 137492 0.124 









































OllS N_N1 N_N2 N_IN1 N_BN2 N_V N_D 
1 t 111 1111 468 878 !1408 434 
2 1111 123 378 722 4373 347 
3 tOt 152 428 840 4128 282 
4 28 22 tOll t82 1080 103 
5 21 33 78 t40 782 44 
6 27 25 t34 tit tt9t5 99 
7 27 23 t42 t93 t3t0 113 
8 28 24 t65 220 1455 133 
II 111 23 124 230 1385 93 
to 2t 22 1 ti t91 1169 87 
11 19 24 94 t79 1037 7t 
12 21 20 t02 156 t011 .. 
13 t9 25 118 178 1098 70 
14 21 2t t 11 t70 1074 15 
HS 37 37 69 104 518 52 
Ul 21 38 122 213 1235 78 
N_E N_L N_VG 
558997 0.5t0 43 
332575 0.777 37 
239148 t.1170 45 
108293 0.090 1 
25009 0.7811 1 
99141 o. t86 1 
t48459 o. too t 
162482 0.107 1 
142t57 0.125 8 
t04104 0.147 9 
78048 o. tit 8 
103553 0.089 7 
71409 0.257 11 
98199 0.120 9 
12346 1.330 2 
51457 o. 550 3 























VARIML.I N llUN STD DIV 
::::: 1• 37 . 0129000 32.oe1•1n II 311 . 21100000 20.3027092 
=== 
1• I.,. . 7900000 14 .9739142 
1• 214.1290000 1•2 .0970129 
1_v 1• 2020.4379000 t 424. I 711•11111 
l_D 1• I 112 . llOOOOOO 12e.:t074433 
1_1 ,. 4719414 . It 29000 727400.2HUt7 
E_L II I. 720000000£-01 t. 3317111903(-01 
E_ve ti I0.2llOOOOD t2.lllt74H 
E_N ,. 41 I . 3790000 244 .HI0934 
E_NE II 274 . 2900000 219.2117001 
:-::: ti 40. 9379000 . 31.2720923 II 411.H79000 43.3339213 
N:•t ,. 172.llOOOOOO 121 .11111909 .. __ 
1• ::1117 . 1179000 21111.21112111 
N_V 1• 241 t . 1290000 21141.3713120 
N_D ti t 3tl . 1379000 tt3.et7203t -· N_I ti 141497. 3129000 I 3471!1. ••902113 
N_L ti •.Ht2llOOOOE-OI ll.3!11H0023E-Ot 
N_VG II tt .!1129000 lll.Hl494e 
NN II 4111.0929000 H7.30H448 





41194 . 000000 












2 17!1. 000000 
2343477 .000000 
7.211000 
f 111 . 000000 
?llOll.000000 
4318.00000D 
12:30 WIDNESOAY, .AIJtl 7, IMe 
lllNI- llAXI-
I 7. 00000000 101 .OODOOD 
24.00000000 7•.00DOOD 
109. 00000000 H0.000000 
I 72 . 00000000 903.000000 
1097. 00000000 4•21.000000 
M.00000000 401.000000 
llM:tO. 00000000 1eH4H. 000000 
t . llOOOOOOOOE -02 3. 140000000£ -o I 
I . OOOOOOOOOI'. +00 311.000000 





104 . 00000000 17•.000000 
llH.00000000 ttl Ill. 000000 
44.00000000 414.000000 
12341.00000000 11Hn7. 000000 
1.000000000£-02 t.•70000 
t . 000000000£ +()() 411.000000 







,_ .. , 
,_..., 
E_Y 
IAS t2:IO Wl*ISOAY. JUNE 7. t•e 
PEA•SON COlt•ELATlON COEFFICIENTS I PllOe > l•I UNDE• HO:llHD-0 / N • 1• 
l_Nt E_N2 E_llN1 E_IN2 E_Y E_D E_E E_L E_W l_N !_NI N_NI N_N2 
t.00000 O.NHt o.e2100 o.n1•1 O.HIH O.HM• 0 .... 29 -O.U8ff 0.92900 o .• 7 .. 7 o ... 7t8 O.ff114 O.N233 
0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0032 o.ooot o.ooot 0.0001 0.0001 0.0001 
o.N••1 1.00000 o.••!14!1 0 ... 114 o.144•7 o.9472• o.N!ll4 -o.119719 o.e12eo o.ea.13 o.eeeos o.N!l7• o ... 388 
o.ooot 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.02111 0.0001 0.0001 0.0001 0.0001 0.0001 
o.e2100 o ... !149 t.00000 0 ... 110 o.es141 o.87471 o.83•39 -o.811s1 o.771!17 o ...... o.90434 o.90322 o.87783 
o.ooot 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 o.0004 0.0001 0.0001 0.0001 0.0001 
o.n1•1 O.Hl74 O.H710 I .00000 0.99998 0 ..... o ... 3'3 -0.14194 O.ff287 o .... 20 O.Nlff 0.17793 o.N214 
0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0010 0.0001 0.0001 0.0001 0.0001 0.0001 
o.Hll9 O.H417 O.Hl41 0.111968 1.00000 O.ffl77 0.99909 -0.72919 0.90194 0.119914 o ... 311 0 .• 7137 0.98402 
0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.001!1 0.0001 0.0001 0.0001 0.0001 0.0001 
ED O.N!l•e 0.1472• 0.17471 O.ffl31 0.99877 1.00000 O.ll!IOll -0.77811 O.ISl38 0 ... 7!11 0.17111 0.H843 0.9!1218 












O.ffl21 0.18914 0.13831 0.99313 0.9l!IO!I O.ll!IOI 1.00000 -0.11119 0.93831 O.Nl92 O.ff937 O.N792 0.17798 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.00!J2 0.0001 0.0001 0.0001 0.0001 0.0001 
-o.181ff -0.11911• -0.11199 -0.14114 -0.12919 -0.11811 -0.11119 1.00000 -0.37008 -0.11141 -0.13300 -0.19233 -0.11913 
0.0032 0.0211 0.0001 0.0010 0.001!1 0.0004 0.00!J2 0.0000 0. 1!113 0.000!I 0.008!1 0.00l2 0.010!! 
o.12eoo 0.11250 0.11151 o.•8211 o.80154 0.1113• o.8313• -0.37008 1.00000 0 . ..021 o.1!1281 o.83511 o.e3887 
0.0001 0.0001 o.0004 0.0001 0.0001 0.0001 0.0001 0.1513 0.0000 0.0001 0.0001 0.0001 0.0001 
o.111s1 o.83593 o.8•!1ff o.81H120 o.89554 o.n1111 o.••192 -0.11141 o.•1a21 t.00000 o.N237 0 .... 10 o.94094 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooos 0.0001 0.0000 0.0001 0.0001 0.0001 
0.99711 O.lllOI 0.90434 0.89191 0.1.311 0.17111 O.l.937 -0.13300 0.1!12•8 O.N237 1.00000 0 ... 1 .. o.N981 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 o.ooe!I 0.0001 o.ooot 0.0000 0.0001 0.0001 
0.18134 o.1•911 o.90322 0.111•3 0.11131 o.Hl43 o ... 792 -o.•9233 0.13111• o.eee10 0 ... 1•1 1.00000 o.e5N4 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 O.OOl2 0.0001 0.0001 0.0001 0.0000 0.0001 
0.18233 0.113•1 0.87783 0.1Hi214 0.IHl402 0.1!1211 0.177!18 -0.81113 0.13887 0.94094 O.N988 O.l!IH4 1.00000 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 O.OIO!I 0.0001 0.0001 0.0001 0.0001 0.0000 
o.14!190 o.1Hi478 o.90333 0.14011 0.11413 o.14•78 o.e7414 -o.!l8e23 o.e38!11 o.94788 o.11ot4 o.ll!leeo o.941!12 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0113 0.0001 0.0001 _0.0001 0.0001 0.0001 
0.172H 0.88031 O.Hl80 O.l!IH3 O.H40I 0.9411t3 0.98002 -0.99041 O.HOeO 0.94t91 O.IN094 O.H399 O.Hl11 
o.ooot 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0231 0.0001 o.ooot 0.0001 0.0001 0.0001 
o.4240ll o.37913 o.a1111 o.••131 o.48003 o.••n3 o.43423 -o.44311 0.12242 o.48211 o.4094!1 0.41233 o.3•311 
O. tOll 0. 1!113 0.042• 0.0720 0.0730 0.0983 0.0929 0.0192 0.2213 0.08ff 0. 1112 0. 1129 O. 1429 
0.94291 0.83874 0.1901!1 0.840H 0.14443 o.12n2 0.1!12!1!1 -O.U40ll O.lttH o.1aoo. 0.949" O.Hloe O.UHO 





SAS t2:'° VEDNfSO&Y, JUNE 7. 19811 5 
~!ARSON COllllELATION COEFFICIENTS I "'°9 > l•I IJll)ER HO:llH0-0 / N • ti 
E_Nt E_N2 E_BNt E_IN2 E_Y E_D E_E E_l E_YG E_N !_NE N_N1 N_N2 
N_E 0.12111 o.8Ht 1 0.7M22 0.83070 o.8Hl4 o.8t7H 0.84544 -0.47281 0.12314 0.82490 0.1:1312 O.H001 0.74H9 
o.ooot 0.0001 0.0002 o.ooot 0.0001 0.0001 0.0001 O.Ol43 0.0001 o.ooot 0.0001 o.ooot 0.000I 
N_L 0.1241t O.UI02 0.49021 0.5U40 O.U045 0.81221 0 .... 11 -o.51211 0.52172 o.asaa2 O.lt7n 0.517H 0.71907 
O.OOl7 o.ott 1 0.0939 O.OlH o.01a4 0.0151 O.OIH 0.0423 0.0HI 0.0244 O.OIOI 0.0219 0.0017 
N_YQ O.H274 0.87201 0.79526 0.90144 o.eoen 0.17151 0.9443t -0.39440 O.ff~ 0.11117 0.95532 0.130l2 0.95099 
0.0001 0.0001 0.0002 0.0001 0.0001 0.0001 0.0001 o. 1308 0.0001 0.0001 0.0001 0.0001 0.0001 
N_N 0.117221 0.117H4 O.H420 O.M180 0.-15 o.94•'° O.llOll -0.57207 O.H47a 0.94198 0.1178111 O.H418 O.H133 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0208 0.0001 0.0001 0.0001 0.0001 0.0001 
N_NE O.H718 0.llHOI 0.80434 O.llllff O.H311 0.87111 o.~37 -0.63300 O.IS2N O.M237 I .00000 0.11196 0.9115811 
o.ooot 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 O.OOH 0.0001 o.ooot 0.0000 0.0001 0.0001 
N_llN1 N_llN2 N_Y N_D N_E N_L N_YQ N_N N_NE 
E_N1 O.M580 0.97211 0.424()11 0.94211 0.12713 0.62411 0.113274 0.117226 0.1111711 
0.0001 0.0001 o. 1016 0.0001 0.0001 0.0097 0.0001 0.0001 0.0001 
E_N2 0.111471 O.UOH 0.375113 0.13974 0.92811 0.61602 0.17201 0.17114 O.fflOI 
0.0001 0.0001 o. 1513 0.0001 0.0001 0.0111 0.0001 0.0001 0.0001 
E_BN1 0.80333 O.Hl80 0.51119 0.98015 0.711122 0.48021 0.7H26 0.811420 0.80414 
0.0001 0.0001 0.0421 0.0001 0.0002 0.05311 0.0002 0.0001 0.0001 
E_9N2 O.M077 O.HH3 0.41137 0.94091 0.13070 0.5H40 0.80144 0.111180 0.HI• 
0.0001 0.0001 0.0720 0.0001 0.0001 0.0165 0.0001 0.0001 0.0001 
E_Y O.M473 O.H40I 0.48003 0.94443 0.93Cl4 0.58045 o.eoen O.KllS 0.91311 
0.0001 o.ooot 0.0730 0.0001 0.0001 0.0114 0.0001 0.0001 0.0001 
E_D 0.114879 0.8411:1 0.41ff3 0.92952 0.11715 0.119229 0.87851 0.1141'° 0.1171111 
0.0001 0.0001 0.0113 0.0001 o.ooot 0.0151 0.0001 0.0001 0.0001 
E_E 0.97494 0.91002 0.43423 O.H25S 0.14544 0.5H78 0.84431 0.91011 0."537 
0.0001 0.0001 O.Ol21 0.0001 0.0001 O.OlH 0.0001 0.0001 0.0001 
E_l -0.118923 -O.!ll041 -0.44311 -0.118405 -0.472H -0.5121t -O.H440 -0.97207 -0.13300 
0.0113 0.0231 O.Ol52 0.0175 O.Ol43 0.0423 0.130I 0.0208 O.OOlll 
E_YQ O.Hllll O.HOIO 0.12242 O.llttH 0.12314 0.11217:1 o.•402 0.15478 0.11112N 
0.0001 0.0001 o. 2213 0.0001 0.0001 O.OH1 0.0001 0.0001 0.0001 
E_N 0.847N 0.1141111 0.4121C 0.93008 0.12480 O.HH2 0.11'1137 0.114551 O.M237 
o.ooot 0.0001 O.OIJH 0.0001 0.0001 0.0244 0.0001 0.0001 0.0001 ._ .. 0.117014 O.MOC4 o.~11 0.8411M 0.11312 0.11774 o.neu 0.117HI 1.00000 
0.0001 0.0001 o. 11112 0.0001 0.0001 0.010I 0.0001 0.0001 0.0000 
N_N1 O.ffHO O.MISll 0.41233 O.H10I O.llOOI 0.517:19 0.113092 O.M411 O.HIM 
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The followlny tab]Ps and plots are fur the expert C~+ 
programs and novlce C++ programs analysis and comparison. 
The novice metrics are extrapolated with N. The variables 
are represented as 
Where g could be 
N 
and 





m ls the selected metric. (see nomenclature) 
SAS 
09!1 r_Nt (_N2 E_INt E_IN2 E_Y E_D 
' 70 3• 
,.,. 933 4734 !181 
2 70 3• 371 133 4734 ti•• 
3 70 31 3711 833 4734 1181 
4 70 31 371 933 4734 !184 
ti 70 31 3711 833 4734 tlll4 
• 30 211 t91 tH t421 ttl 7 17 23 101 170 tOOO 13 
• t7 23 tot 170 tOOO 83 • t7 23 tot 170 tOOO 83 10 t7 23 101 170 tOOO 83 
E_E l_L l_YG 
28119t2 O.Otll 24 
21119t2 O.Otl 24 
2811112 0.0111 24 
2Hlit2 O.Otl 24 
211111t2 0.01tl 24 
119411 0. t01 1 
12106 0.293 I 
112106 0.2!13 I 
12806 0.2H I 
82106 0.213 I 
















DISS N_N1 N_N2 N_BN1 N_llN2 N_V 
1 110 47 199 29!1 2031 
2 77 39 170 27!1 1969 
3 7!1 47 171 295 1991 
4 78 !16 112 319 1919 
!I 72 62 200 326 2100 
6 30 30 177 226 1!107 
7 11 22 29 72 379 
I 19 16 !14 94 607 
9 17 21 31 51 365 
10 20 14 69 129 123 
N_D N_E N_L 
250 24166!1 0.1230 
27!1 3911!11 0.0!i!iO 
232 272261 o. 1020 
22!1 176!1711 0.2!130 
190 1609111 0.34IO 
113 119047 0.2430 
30 12036 0.3750 
Ill !111344 0.0710 
23 1939 0.4190 





























VHIMLI N •AN STD DIV 
l_Nt 10 44.IOOOOO H.144409 
E_N2 to :lt.200000 1.241111 
l!_INt 10 244.200000 t39.H4111 
E_INI 10 4()4.IOOO(IO 24t.2tl414 
::: to HOl.IOOOOO tl27.219H2 to 320.:IOOOOO 299.193009 ·-· to I 111921. 900000 t 313203. 2 11902 E_L tO t • tllOOOOOOl!-Ot t. tl4214t2H-Ot r_ve to t!I. 300000 l.40llOlt 
::::. 10 141.IOOOOO :ll0.144491 to 211.:IOOOOO 113.oeetH 
N_Nt to 41.IOOOOO 21.913021 
N_NI to H.400000 n.201M2 
N_INt to t21.IOOOOO 7t.4-3 
N_IN2 to 20l.IOOOOO tOl.T40'J2t 
N_v tO t:ITI . IOOOOO 749.:1414il3 
N_D 10 149.000000 H.OM213 
=:~ 
tO lllllOI. 000000 120l21. 291909 
to 2. Ol3900000l -OI 1.!172IOlltHE-01 
N_V. to •. 100000 T .H:ll03 
N_N to :131.IOOOOO 111.119149 
























I 2 : 34 WEDNE SOU , JUNE 1 , IN• 
•INI- MIU-
t 1 . 00000000 70.000000 
23.00000000 n.000000 
tot . 00000000 311.000000 
t TO. 00000000 13:1.000000 
tOOO. 00000000 4134 . 000000 
13.00000000 511.000000 
HIOl.00000000 21111 t2 .000000 
t. BOOOOOOOOE-02 2 . !130000000E-Ot 
t • OOOOOOOOOE+oo 24.000000 
21 I . 00000000 tOOI. 000000 
t20. 00000000 440.000000 




:119. 00000000 2100. 000000 
23.00000000 279.000000 
HH .00000000 n1111.oooooo 
2.llOOOOOOOl-02 4 lllOOOOOOOE-Ot 
























SAS 12:34 WEDNfSOAV, JUNE 7, 1111 
PEA•SDN CDtt•ElATION COEFFICIENTS / Pll08 > l•I i.«IE• HO:llHO•O / N • tO 
l_Nt (_N2 (_ .. , E_IN2 (_Y E_D (_( E_L (_YO f_N (_Nf N_Nt N_N2 
t.00000 0.11137 o.11173 o.11313 0 ..... 1 o .... 74 o.112eo -0 ... 14• 0.13211 o .... 14 o.111t17 0.11111 0.12191 
0.0000 0.0001 0.0001 0.0001 0.0001 o.ooot 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.11737 1.00000 o.91171 0.11121 0.11111 0.11119 0.11111 -0.1411& 0.111141 0.11111 o.1'907 o .... 39 o.1110t1 
0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
0.11113 0.11111 1.00000 0 .... 21 0.11149 0.11133 0.11919 -o ... 3s2 o.14011 0.11141 0.11111 0.11130 0.12411 
0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.11313 O.ffl21 0.11121 1.00000 O.ffl91 0.11194 O.ffll3 -O.IH91 0 ... 111 0.11141 0.11174 0.11311 0.11320 
0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
0 .... 11 0 ...... 0.11149 0.11191 1.00000 0.11111 O.lllOll -0.14710 0.19133 1.00000 0.11171 O.lll04 0.11114 
0.0001 o.ooot 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
0.1111• 0.1111& 0.11133 0.11154 0.11111 1.00000 0.11114 -o.14194 o.19171 0.11111 0.11 .. 1 o.11Hi11 0.11•14 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
o.112eo 0.11111 0.11919 0.11113 o.11101 0.11114 1.00000 -0.13250 0.11111 o.1ll09 o.11979 0.11211 0.11111 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
-0.1114• -0.14119 -0.11392 -0.IHBI -0.14710 -0.14.94 -0.13250 1.00000 -0.11914 -0.14730 -0 ... 111 -0.19192 -0.lllllO 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0040 0.0001 0.0001 0.0001 0.0002 
0.13211 0.19141 0.14081 o ... 111 0.19133 0.19171 0.11117 -0.11914 1.00000 0.19814 0.14303 0.14019 0.13111 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0040 0.0000 0.0001 0.0001 0.0001 0.0024 
0 .... 14 0.11111 0.11141 0.11141 1.00000 0 ...... O.llllOI -0.14730 0.19114 1.00000 0.11111 O.lllOI 0.11124 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0002 
0.111117 O.lfl907 0.11111 O.H974 0.111118 0 ...... 0.11979 -0.Hllt 0.14303 O.ffll1 1.00000 0.11732 0.12411 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0:0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 
O ..... t 0.11139 0.11730 0.11311 0.11104 0.11111 0.11218 -0.19192 O.l40t9 O . ...al 0.11732 t.00000 0.IOll48 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0003 
0.12191 O.ltlOll 0.12471 0.11320 0.11114 0.11114 O.lt1t7 -0.llS.0 0.83811 0.11824 0.12411 O.IOl41 1.00000 
0.0001 0.0002 0.0001 0.0002 0.0002 0.0002 0.0002 0.0002 0.0024 0.0002 0.0001 0.0003 0.0000 
0 ... 711 0.19911 0.17777 O.IH41 0.19207 0.89093 0.13099 -0 ... 2&3 0.17803 0.19231 0.17501 0.17971 0.11329 
O.OOOI 0.0016 O.OOOI 0.0026 0.0017 0.0011 0.0021 0.0001 0.0312 0.0017 O.OOOI 0.0008 0.0013 
0.14799 0.12743 0.14111 O.lt50t 0.12940 0.12421 0.11081 -0.17131 0.7 .. 17 0.12911 0.13117 0.13711 0.11189 
0.0001 0.0001 0.0001 0.0002 0.0001 0.0001 0.0002 0.0001 o.0091 0.0001 0.0001 0.0001 0.0002 
0.19224 0.13191 0.14111 0.11111 0.12191 0.12113 0.1147• -0.11412 0.71711 0.12172 0.14444 0.14491 0.18077 
0.0001 0.0001 0.0001 0.0002 0.0001 0.0001 0.0002 0.0001 o.0097 0.0001 0.0001 0.0001 o.0009 
0.19411 0.14144 O.r.1337 0.14311 0.147•3 0.14839 0.14122 -0.13IO!I 0.17119 0.14771 0.19217 0 ... 944 0.71292 





SAS I 2 : 34 WfDNHDA Y , JUNIE 1 , I ... • 
PEARSON CDRRELATIDN COEFFICIENTS / PltOll > jRj UNDER HO:RHD-0 / N • 10 
E_NI l_N2 E_IN1 E_llN2 E_V E_D E_E E_l 1!_118 E_N E_NE N_NI N_IG 
.. _, O.llOll30 O.I0031 O.I0411 0.1H13 0.1111113 0.8011!1 0.711412 -0.18024 o. 13118 0.1H18 O.IOHO 0.8101 0.14909 
0.0048 O.OOM O.OO!IO 0.0091 0.009!1 0.0093 O.OOIO 0.00ll!I 0.0llO O.OOllll 0.0091 0.0038 o. 1032 
N_L -0.21!147 -0.217113 -0.218211 -0.211111 -0.2171!1 -0.22031 -0.21828 0.11199 -0.21409 -0.21114 -0.21844 -0.2114111 0.01181 
0.114H ·o.!1480 0.!148!1 0.11441 0.!14!11 0.!1407 o. !1448 0.!1796 O.!l!IH 0.!14118 0.!1481 0.471!1 0.1311 
N_VQ 0.787K 0.81223 0.80211 0.81788 0.11321 0.11()11 0.1111411 -0.11817 0.12!111 0.11318 0.90427 0.1N11 0.Hl11 
O.OOll7 0.0043 0.00!!2 0.0031 0.0042 0.0044 0.0037 0.01113 0.0032 0.0042 0.00!IO 0.00IK 0.0014 
.. _ .. 0.82131 0.90414 0.821711 0.88913 0.80117 0.80048 0.18433 -0.117180 0. 711318 0.80182 0.81H5 0.111H4 0.802M 
0.0001 0.0003 0.0001 O.OOOI 0.0004 0.0004 0.0001 0.0001 0.0118 0.0004 0.0002 0.0002 o.oooa 
.. _ .. 0.-111 O.lff07 0.118911 0.911174 0.88878 O.ff888 0.11111111 -0 ... 191 0.14303 O.ff881 1 .00000 O.ff732 0.82411 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
N_IN1 N_8N2 N_V N_D N_E N_L N_VG N_N .. _ .. 
l_N1 O.H7H 0.1147!111 0.8!1224 0.9!1411 0.80!l30 -0.21547 0. 797111 0.82931 0.-1 
O.OOOI 0.0001 0.0001 0.0001 0.0049 0.114H 0.00!!7 0.0001 0.0001 
E_N2 0.111!118 0.92743 0.931119 0.94144 0.80037 -0.217113 0.81223 O.ll0414 O.HI07 
0.0019 0.0001 0.0001 0.0001 O.OO!l4 0.11480 0.0043 0.0003 0.0001 
1_•11 0.17777 0.141H 0.14111 0.111331 0.10411 -0.218211 0.102119 0.82171 0 ...... 
o.oooe 0.0001 0.0001 0.0001 O.OO!IO 0.!14111 0.00!!2 0.0001 0.0001 
r_9N2 0.13145 o. 11!!01 0.11888 0.94311 0.79613 -0.218111 0.117H 0.18113 O.ffl74 
o.ooa 0.0002 0.0002 0.0001 0.00!ll 0.!1449 0.0038 O.OOOI 0.0001 
l_V 0.111207 0.1121140 0.8211!11 0.14713 0.7 .. 73 -0.217111 0.81321 0.80157 O.IM11 
0.0017 0.0001 0.0001 0.0001 O.OO!lll 0.114!11 0.0042 0.0004 0.0001 
E_D 0.111083 0.12421 0.12183 0.11483!1 0.8018!1 -0.22031 O.llOl1 0.80048 0 ...... 
0.0011 0.0001 0.0001 0.0001 0.00113 0.!1401 0.0044 0.0004 0.0001 
E_I 0.130!!5 0.11081 0.111476 0.14122 0.71452 -0.21128 0.11149 0.18433 0."915 
0.0029 0.0002 0.0002 0.0001 0.0060 0.!1446 0.0037 0.0007 0.0001 
E_L -0.96213 -0.91831 -0.91412 -0.113llO!I -0.79024 O.t .. 19 -0.71817 -0.17180 -0 ... 111 
0.0001 0.0001 0.0001 0.0001 0.00611 0.!17911 0.0113 0.0001 0.0001 
1_vo 0.11803 0.1H11 0.1111H 0.11111!1 0.73718 -0.2140I 0.121171 o. 711371 o .... 3111 
0.0312 0.0099 0.0097 0.0010 0.0190 0.!11121 0.0032 0.0111 0.0001 
,_ .. 0.111231 0.12Ht 0.112112 0.84771 0.78979 -0.21714 0.81311 0.80192 0 ..... 1 
0.0017 0.0001 0.0001 0.0001 0.0099 0.54!11 0.0042 0.0004 0.0001 N 
0.811217 0.80380 -0.21144 
N 
l_NI 0.17110t 0.13191 0.114444 0.10427 0.111 ... 1.00000 N 
O.OOOI 0.0001 0.0001 0.0001 O.OO!l1 0.!1411 O.OO!IO 0.0002 0.0001 
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The following tables and plots are for the expert C++ 
programs and novice C++ programs analysis and comparison. 
The novice metrics are extrapolated with Ne. The variables 
are represented as 







m is the selected metric. (see nomenclature) 
SAS 
oes E_NI E_N2 E_llNI E_llN2 E_V 
I 70 31 376 C33 4734 
2 70 31 375 633 4734 
3 70 31 376 633 4734 
4 70 31 37C 633 4734 
II 70 31 371 1133 4734 
• 30 25 158 Ill 1421 7 17 23 101 170 1000 
I 17 23 101 170 1000 
I 17 23 101 170 1000 
10 17 23 101 170 1000 
r_o E_E E_l E_VG 
!Ill 2HH12 0.015 24 
561 21181112 0.015 24 
!Ill 2Hlll2 0.0111 24 
!114 2Hl112 0.0111 24 
514 2111112 0.0111 24 
Ill 161411 o. 101 I 
13 128(11 0.2113 I 
63 12106 0.2113 8 
13 12809 0.2113 I 
13 12IOI 0.2113 I 
















OBS N_N1 N_N2 N_llN1 N_llN2 N_V N_D 
1 193 .. - •03 •1•• ti 11 2 1711 8• 3811 •2• ••72 12• 3 1•t 103 371 •3• 43111 903 
4 ttll 112 :K7 U2 400ll 4114 
ti 137 ,,. 3114 12!1 •022 H!I 
• 27 27 1!17 11111 1331 100 7 4• H 71 1113 1014 80 
8 311 211 811 172 1110 tO!I 
II .. IO 10& Hi!! W31 l!I 
10 28 18 114 177 1127 1211 
N_t: N_L N_V9 
-•02 0. 291 29 
••"6•11 0.129 28 
11811110 0.220 11 
3!1!1127 O.tltO 4• 
30l1llO o.••3 38 
10!! 1 Ill 0.21!1 1 
32214 1.004 10 
108490 0. 1211 8 
210t11 1 .380 ti 
11171111 0.037 7 

















VAltlMLI N .... STD DIV 
l_NI 10 44.IOODOO :le 1444(11 
1_N2 10 :ti .200000 • 24391• 
I!_ .. , 10 244. :IOOOOO 139 H4e1e 
:=r 10 
4(M.300000 2•1.21.484 
10 -.90000() 1e27.219N2 
10 3:10.300000 2119 H3'009 
=~~ 
10 1-128. 900000 137:t203. 211902 
10 I . leeooooool -0 I I. 1 .. 2941211-01 
10 11.300000 •. 409081 
l_N 10 141.900000 390.1444H 
::: 10 :IM.300000 183.GeelH 10 M.000000 81. 110183 
N_IO 10 71.000000 37.~I 
N .. I 10 244.700000 141.012204 
N:MI 10 ollO:t.eooooo 2311.099921 
N_V 10 HA.300000 1827. 412•47 
ND 10 293.IOODDD 218.311M42 
N:I! 10 3 I 2339 . 000000 290403. 3947•2 
N l 10 4 .• 34000000£-01 •.408llll092E-01 
.. -VQ 10 11.IOODOO t!I 174140 
N:N 10 14 •. 900000 3eO .. 44H 
N_NI 10 ne.eooooo :Hi2 .ettUO 
~ 






















12: U WIDNESOAY, olUNI 1, I- :t ..... _ 
llAlll-
11 . 00000000 10.000000 
23.00000000 n.000000 
10 I . 00000000 ne.000000 
110. 00000000 e:H.000000 
1000. 00000000 4734.000000 
8:t. 00000000 .... 000000 
e:reoe.00000000 neee12.oooooo 
I . 90000000Cll -02 2.•~-01 
I . OOOOOOOOOI +00 2• .000000 
:17 I . 00000000 1009. 000000 
120.00000000 440.000000 






:leOH.00000000 ...... 000000 
:t.?OOOOOOOOl-02 1.MOOOO 
I . 00000000()( +oo 41.000000 
27 I . 00000000 1009. 000000 





SAS 12:32 WEDNESOAY, JUNE 7, 1919 
PEARSON CORRELATION COEFFICIENTS / PROI > IRI UNDER HO:llHO•O I N • 10 
E_NI E_N2 E_Mll E_BN2 E_Y E_D E_E E_L E_VQ E_N E_NE N_NI N_N2 
1.00000 0.19737 0.98873 0.19383 0.88518 0.9 .. 74 0.112IO -0.115841 0.13211 0 .... 94 0 ..... 57 0 ... 557 0.11821 
0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 O.OOOll 
E N2 0.18737 1.00000 0.11171 0.11128 0.11911 0.11115 0.11171 -0.94115 0.1!1141 0.18111 0.18107 0.17751 0.90412 




0.11973 0.18171 1.00000 0.1111621 0.91145 0.99133 0.19515 -O.IK352 0.94081 0.19141 0.19991 0.16194 0.11471 
0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0009 
o.18393 0.11121 0 .... 21 '-DODOO o.11es1 o.11854 o.n113 -0.13659 0 ..... 1 o.18141 o .... 74 o.N110 o.111011 
0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
0 .... 11 O.ffllll 0.11149 0.19151 I.DODOO 0.9 .... 0.lllOI -0.14710 0.95933 I.DODOO 0.91171 0.17133 O.llO!lll 
0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0003 
ID 0.18174 0 ... 195 0.19133 0.91154 0.91991 1.00000 0.11814 -0.94154 0.15179 0.19111 0.111&1 0.87111 O.llO!lll 
- 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0003 
EE o ... 2IO 0.11171 0.11515 0.911113 0.81908 0.111114 I.DODOO -0.13250 0 ..... 7 o ... 908 0.19575 0.18270 0.91211 




-0 ... 941 -0.14115 -0 ... 352 -0.13651 -0.14710 -0.14194 -0.13250 I.DODOO -0.11914 -0.14730 -0 ... 111 -0.11708 -0.90157 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0040 0.0001 0.0001 0.0008 0.00!l3 
0.13291 0.95&4& 0.14091 0.16611 0.15133 0.15179 0.11117 -0.11594 1.00000 0.15114 0.14303 0.17273 0.11150 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0040 0.0000 0.0001 0.0001 0.0001 0.0002 
0.11114 0.11111 0.19141 0.11941 I.DODOO 0.11191 0.99ll06 -0.14730 0.15114 1.00000 O.llelal 0.17125 O.llO!llll 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0003 
E NI 0.18157 O ... I07 0 ..... 9 0.11674 0.91171 O ... HI 0.19575 -0.IKlll 0.14303 O.Hlll 1.00000 0.17104 O.l .. 17 
- 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0004 
N Nt o ... 997 o.97751 0 ... 114 0.11110 0.11133 0.11111 0.11210 -o.111oe 0.11213 0.11129 0.11104 1.00000 o.aoe21 
- 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0008 0.0001 0.0001 0.0001 0.0000 0.0003 
N N2 0.19129 0.90412 0.19471 0.11105 0.llO!lll O.llO!l19 0.11211 -O.IOl97 0.91150 0.90ell 0.18117 o.aoe21 1.00000 





o .... 31 o ... 411 o .... 41 0.81211 o.91451 o.19413 0.11103 -0.11111 0.13941 o.18413 o .... 43 o.81515 0.11112 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0007 
0 ... 115 0.11111 0.11421 0.11161 0.11112 0.11111 0.111&2 -0.13309 o ... 1oe o.111eo o.11414 o.11oe1 o.911011 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002 
o ... 1eo 0 .... 11 o ... 377 o .... 31 o.18132 0 .... 11 0 .... 11 -0.13114 o.19193 o .... 31 o.~21 0.91411 o.19441 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0007 
0 .... 917 0.19211 0.14119 0.99492 0.19324 0.194IO 0.18479 -0.11411 0.12141 0.99321 0.14132 0.17249 0.71Qel 






SAS '2::112 WlllNHDAY, .JIJNI! 7, ,_ 9 
PEARSON CORRELATION COfFFIClfNTS / PllOll > IRI UNOER HO:llH0-0 / N • tO 
l_Nt E_N2 E_llNI f_IN2 r_v E_D f_f E_L f_VQ l!_N f_NE .. _ .., N_N2 
N_I! 0.9t3t0 0.91190 0.9tl29 0.9tH2 o.8t97• 0.82t29 0.9tl72 -0.76273 0.7HH o.8tn11 O.atNI 0.8117 .. 0.111111111 
0.0042 0.0038 0.0040 0.0037 0.003• O.OOH 0.0037 0.0103 O.OOlll O.OO:ta 0.0040 O.OOtll 0.0723 
N_L -0.277~ -0.211830 -0.27t20 -0.24800 -0.2!1617 -0.29712 -0.244at 0.32990 -0.t .... -0.2H74 -0.28"9 -O.tH47 o. tll194 
0.4384 0.4712 0.4489 0.4117 0.4743 0.4719 0.48!14 0.3!12!1 0.9409 0.4740 0.4!113 0 . .001 0.97112 
N_VQ O.HHO o.•4987 0.8394• 0.8H42 0.111107 0.14818 0.1!1117 -0.74183 0.15122 o.8110M o.8-2 0.82H7 0.887 .. 
0.0027 o.oot8 0.0024 0.0016 0.0011 0.0019 0.0011 0.0130 o.oou o.oot8 0.0023 0.0033 0.0011 
.. _ .. 0 ..... 4 o ...... 0 .... 4• O.IH48 I .00000 0 ...... 0.8811()9 -0.84730 0.811814 1.00000 o .... 81 0.878211 O.IOSH 
o.ooot 0.0001 0.0001 o.ooot 0.0001 o.ooot o.ooot o.ooot 0.0001 0.0000 o.ooot 0.0001 0.0003 
N_NI! o.all849 0.8730t O.H433 0.8780ll 0.87386 0.974H 0.11930 -o.a1910 0.874N 0.87397 O.Hllll7 o .... 11t 0.82Mll 
0.0001 o.ooot o.ooot o.ooot 0.0001 0.0001 0.0001 0.0009 0.0001 0.0001 0.0001 o.ooot 0.0001 
N_BNI N_llN2 N_V N_O N_E N_l N_VQ N_N N_NE 
l!_NI O .... H O.HIH O.Ht80 0.849a7 0.11310 -0.27703 0.83390 0.8H84 0.8!18411 
o.ooot 0.0001 0.0001 0.0001 0.0042 0.4314 0.0027 0.0001 0.0001 
l!_N2 O.H487 O.H7H 0.9Hla 0.911216 0.11890 -0.2!1130 0.14897 O.H881 0.81301 
0.0001 0.0001 o.ooot 0.0001 0.0031 0.4712 0.0011 0.0001 0.0001 
r_ ... , o.ns48 O.H428 0.88317 0.94H!I o.a11129 -0.21120 0.13841 0.8H41 O.H433 
0.0001 o.ooot 0.0001 0.0001 0.0040 0.441!1 0.0024 0.0001 0.0001 
l_llN2 0.88211 O.HHI 0.8H38 0.8!1492 o.a1H2 -0.24IOO O.aH42 0.98848 0.8780ll 
0.0001 0.0001 0.0001 0.0001 0.0037 0.4H7 o.oot• 0.0001 0.0001 
l!_V O.H4111 0.19792 0.98632 0.8!1324 o.a1911 -0.25911 0.811107 1.00000 0.173" 
0.0001 0.0001 0.0001 0.0001 0.0038 0.4743 0.0011 0.0001 o.ooot 
1_0 o.•41:1 O.H7a7 0.8H11 0.19460 0.8212!1 -0.211712 o ...... 0.81HI 0.874H 
0.0001 0.0001 0.0001 0.0001 0.0036 0.4718 0.0011 0.0001 0.0001 
1_1 O.ff 103 O.HH2 0 .... 1. 0.911471 o.a1912 -0.244a1 O.Hal7 O.HIOll 0.87830 
0.0001 0.0001 0.0001 0.0001 0.0037 0.48!14 0.00111 0.0001 0.0001 
l_L -0 ... 181 -0.13306 -0.837•4 -0 ... 481 -0.71273 0.32990 -0.74993 -0.14730 -0.17170 
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