Computing the Homology of Basic Semialgebraic Sets in Weak Exponential Time by Bürgisser, Peter et al.
HAL Id: hal-01545657
https://hal.archives-ouvertes.fr/hal-01545657v2
Submitted on 19 Dec 2018
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Computing the Homology of Basic Semialgebraic Sets in
Weak Exponential Time
Peter Bürgisser, Felipe Cucker, Pierre Lairez
To cite this version:
Peter Bürgisser, Felipe Cucker, Pierre Lairez. Computing the Homology of Basic Semialgebraic Sets
in Weak Exponential Time. Journal of the ACM (JACM), Association for Computing Machinery,
2018, 66 (1), pp.1-30. ￿10.1145/3275242￿. ￿hal-01545657v2￿
5
Computing the Homology of Basic Semialgebraic Sets
in Weak Exponential Time
PETER BÜRGISSER, Technische Universität Berlin, Germany
FELIPE CUCKER, City University of Hong Kong
PIERRE LAIREZ, Inria, France
We describe and analyze an algorithm for computing the homology (Betti numbers and torsion coefficients) of
basic semialgebraic sets which works in weak exponential time. That is, out of a set of exponentially small
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1 INTRODUCTION
Semialgebraic sets (that is, subsets of Euclidean spaces defined by polynomial equations and
inequalities with real coefficients) come in a wide variety of shapes and this raises the problem of
describing a given specimen, from the most primitive features, such as emptiness, dimension, or
number of connected components, to finer ones, such as roadmaps, Euler-Poincaré characteristic,
Betti numbers, or torsion coefficients.
The Cylindrical Algebraic Decomposition (CAD) introduced by Collins [23] and Wüthrich [63] in
the 1970’s provided algorithms to compute these features that worked within time (sD)2
O(n)
where s
is the number of defining equations, D a bound on their degree and n the dimension of the ambient
space. Subsequently, a substantial effort was devoted to design algorithms for these problems with
single exponential algebraic complexity bounds [4, and references therein], that is, bounds of the
form (sD)n
O(1)
. Such algorithms have been found for deciding emptiness [6, 37, 49], for counting
connected components [7, 19, 20, 38, 39], computing the dimension [9, 41], the Euler-Poincaré
characteristic [2], the first few Betti numbers [3], the top few Betti numbers [5] and roadmaps
(embedded curves with certain topological properties) [11, 21, 50].
As of today, however, no single exponential algorithm is known for the computation of the
whole sequence of the homology groups (Betti numbers and torsion coefficients). For complex
smooth projective varieties, Scheiblechner [52] has been able to provide an algorithm computing the
Betti numbers (but not the torsion coefficients) in single exponential time relying on the algebraic
De Rham cohomology. The same author provided a lower bound for this problem (assuming integer
coefficients) in [51], where the problem is shown to be PSpace-hard.
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Another line of research, that has developed independently of the results just mentioned, focuses
on the complexity and the geometry of numerical algorithms [18, and references therein]. The
characteristic feature of these algorithms is the use of approximations and successive refinements.
For most problems, a set of numerically ill-posed data can be identified, for which arbitrarily small
perturbations may produce qualitative errors in the result of the computation. Iterative numerical
algorithms may run forever on ill-posed data, and may take increasingly long running time as data
become close to ill-posed. The running time is therefore not bounded by a function on the input
size only and the usual worst-case analysis is irrelevant. An alternate form of analysis, championed
by Smale [60] and going back to [40], bounds the running time of an algorithm in terms of the size
of the input and a condition number, usually related to, or bounded by, the inverse to the distance
of the data at hand to the set of ill-posed data.
Then, the most common way to gauge the complexity of a numerical algorithm is to endow
the space of data with a probability measure, usually the standard Gaussian, and to analyze the
algorithm’s cost in probabilistic terms. More often than not, this analysis results in a bound on the
expectation of the cost, that is, in an average-case analysis. But recently, Amelunxen and Lotz [1]
introduced a new way of measuring complexity. They noticed that a number of algorithms that are
known to be efficient in practice have nonetheless a large, or even infinite, average-case complexity.
One of the reasons they identified for this discrepancy is the exponentially fast vanishing measure
of an exceptional set of inputs on which the algorithm runs in superpolynomial time when the
dimension grows. A prototype of this phenomenon is the behavior of the power method to compute
a dominant eigenpair of a symmetric matrix. This algorithm is considered efficient in practice, yet
it has been shown that the expectation of the number of iterations performed by the power method,
for matrices drawn from the orthogonal ensemble, is infinite [42]. Amelunxen and Lotz show that,
conditioned to exclude a set of exponentially small measure, this expectation is O(n2) for n × n
matrices. The moral of the story is that the power method is efficient in practice because it is so
in theory if we disregard a vanishingly small set of outliers. This conditional expectation, in the
terminology of [1], shows a weak average polynomial cost for the power method. More generally, we
will talk about a complexity bound being weak when this bound holds out of a set of exponentially
small measure.
Several problems related to semialgebraic sets have been studied from the numerical point of
view we just described, such as deciding emptiness [29], counting real solutions of zero-dimensional
systems [26], or computing the homology groups of real projective sets [28]. Our main result follows
this stream.
Main result. A basic semialgebraic set is a subset of a Euclidean space Rn given by a system of
equalities and inequalities of the form
f1(x) = · · · = fq(x) = 0 and д1(x) ≻ 0, . . . ,дs (x) ≻ 0 (1)
where F = (f1, . . . , fq) and G = (д1, . . . ,дs ) are tuples of polynomials with real coefficients and
the expression д(x) ≻ 0 stands for either д(x) ⩾ 0 or д(x) > 0 (we use this notation to emphasize
the fact, that will become clear in §4.1.4, that our main result does not depend on whether the
inequalities in (1) are strict). LetW (F ,G) denote the solution set of the semialgebraic system (1).
For a vector d = (d1, . . . ,dq+s ) of q + s positive integers, we denote by Pd (or Pd [q ; s] to
emphasize the number of components) the linear space of the (q + s)-tuples of real polynomials
in n variables of degree at most d1, . . . ,dq+s , respectively. Let D denote the maximum of the di . We
will assume that D ⩾ 2 because a set defined by degree 1 polynomials is convex and its homology
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This is the size of the semialgebraic system (1), as it is the number of real coefficients necessary
to determine it. We endow Pd with the Weyl inner product and its induced norm, see §4.1. We








(we note, however, that we could equivalently work with the uniform distribution on the unit
sphere in Pd ). Finally, we distinguish a subset Σ
aff
∗ of Pd [q ; s] of ill-posed data (see §4.1.5 for a
precise definition). Pairs (F ,G) on this set are those for which the Zariski closure in Rn of one
of the algebraic sets defining the boundary ofW (F ,G) is not smooth. We will see that Σaff∗ is a
hypersurface in Pd [q ; s] and hence has measure zero.
The complexity model we consider is the usual Blum–Shub–Smale model [13] extended (as often)
with the ability to compute square roots. What we call “numerical algorithm” is a machine in this
model.
Theorem 1.1. There is a numerical algorithm Homology that, given a system (F ,G) ∈ Pd with q ⩽
n equalities and s inequalities, computes the homology groups of W (F ,G). Moreover, the number of
arithmetic operations in R performed by Homology on input (F ,G), denoted cost(F ,G), satisfies




where δ is the distance of 1
∥(F ,G) ∥ (F ,G) to Σ
aff
∗ .
Furthermore, if (F ,G) is drawn from the Gaussian measure on Pd , then








(iii) cost(F ,G) ⩽ 2O(N
2)
with probability at least 1 − 2−N .
The algorithm is numerically stable.









for some C > 0 as soon
as N is large enough, even if some of the parameters s , n or D are fixed.
Point (ii) above does not imply, strictly speaking, weak exponential time because for given n,




and this may not be
exponentially small in the input size N (for instance, when n is fixed and D and s grow). But
Point (iii) shows exactly what we can call weak exponential complexity: out of an exponentially
small set in the space of data the cost of the latter is bounded by a single exponential function on
the input size.
It is difficult to compare our algorithm with previous ones: because of its numeric nature, it
only deals with the generic case, at positive distance from ill-posed problems, and its worst-case
complexity is unbounded. Nevertheless, it compares favorably with the doubly exponential worst-
case bound obtained from the CAD. The latter is reached on generic inputs, whereas we show a
single exponential worst-case complexity outside a vanishingly small subset. Another difference
with previous works is the fact that our results are valid only for polynomials with real coefficients
as our proofs use some analytical techniques. This is in contrast with, for instance, the work by
Basu [3, 5] where the results are valid for semialgebraic sets defined over arbitrary real closed fields.
In this work, we approach the topology of a set by approximating it by a union of Euclidean balls
in the ambient space, as initiated in the field of topological data analysis [32, e.g.]. Following ideas
in [22, 47], for the coverings, we choose a union of balls of sufficiently small radius to which we can
apply the Nerve Theorem. In constrast, previous work by Basu et al. [3, 8, 10], with a more algebraic
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flavor, approaches the topology from inside by computing covering by contractible subsets of the
original set.
Lastly, we note that all the ingredients in algorithm Homology easily parallelize. Doing so, we
obtain a parallel algorithm working in weak parallel polynomial complexity: out of an exponentially
small set in the space of data the parallel cost of the algorithm is bounded by a polynomial function
on the input size. The PSpace-hardness result by Scheiblechner [51] mentioned above (together
with the classical equivalence between space and parallel time [14]) suggests that further complexity
improvements are limited as they are unlikely to be below parallel polynomial time.
Overview. This article follows some algorithmic ideas (grid methods, theory of point estimates)
introduced by Cucker and Smale [29] and extended by Cucker et al. [26, 28]. In particular, an
algorithm for computing the homology of a real algebraic subset of Sn (defined with only equalities,
as opposed to semialgebraic sets) has been studied in [28]. The spirit and the statement of our main
result is very close to this previous work but the methods are substantially renewed. There is a
significant overlap with [28] where we felt that the theory could be simplified (§3.3 and §4.1.2), but
the specificity of the semialgebraic case called for the application of different tools, such as the
reach (§2), continuous Newton method (§3.2), or the relaxation of semialgebraic inequalities (§4.2).
Besides, the numerical stability of the algorithm in Theorem 1.1 will not be discussed here. The
precise meaning of this stability and its proof are a straightforward variation of the arguments
detailed in [28, §7] which in turn are based on those in [26, 29].
Our method relies on several quantities reflecting corresponding aspects of the conditioning of a
semialgebraic system. The first one is the reach. This is a measure of curvature for sets without the
structure of a manifold. The second one measures how much the solution set of a semialgebraic
system is affected by small relaxations of the equalities and inequalities of the system. The third
one is the condition number κ∗ which reflects the distance of a semialgebraic system to the closest
ill-posed system. The facts that κ∗ bounds the other two measures and that we can compute it
efficiently are cornerstones of our algorithm. In a number of respects, this condition number is a
natural extension of the first instances of this notion, for systems of linear equations, introduced
by Turing [61] and von Neumann and Goldstine [62].
Sections 2, 3 and 4 study all these notions. They decrease in the generality of the context (closed
sets, analytic sets, and semialgebraic sets, respectively) but increase on the computational use of
the results.
In a few words, to compute the homology group of an arbitrary basic semialgebraic setW , we
first reduce to the case of a closed semialgebraic subset S of a sphere Sn . Then we gather a finite
set X of points in Sn that is sufficiently dense and retain only the points that are close enough
to S . A point is close enough to S if it satisfies the defining equations and inequalities of S up to
some ε . Extending a theorem of Niyogi, Smale and Weinberger [48], we argue that this finite set of
close enough points is sufficient to compute the homology of S . The condition number κ∗ acts as a
master parameter: it controls the meaning of “sufficiently dense” and “close enough” and, beyond
that, the total complexity of the algorithm and the required precision to run it.
Besides the main result, this work features several notable contributions. First, an extension to
sets with positive reach of the Niyogi-Smale-Weinberger theorem about the computation of the
homotopy type of a set via an approximation with a finite set (Theorem 2.8). Second, a continuous
analogue of Shub and Smale’s α-Theorem in which Newton’s iteration is replaced with Newton’s
flow (Theorem 3.1). Third, an inequality relating the reach and the γ -number at a point of a real
analytic set (Theorem 3.3). This strenghtens and simplifies a result of Cucker, Krick and Shub [28].
Four, a theory of the conditioning of a semialgebraic system relating the distance to the closest
ill-posed problem to the sensitivity of the solution set to small relaxations of the equalities and
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inequalities of the system (Theorem 4.19). This is reminiscent of the Eckhart–Young theorem for
linear systems.
2 APPROXIMATION OF SETS WITH POSITIVE REACH
The reach of a closed subset of a Euclidean space E is a notion introduced by Federer [34] to quantify
the curvature of objects without the structure of a manifold. We establish a few useful properties
of the reach and we use this notion to extend a theorem of Niyogi, Smale and Weinberger [48] that
gives a criterion to compute the topology of a compact subset of an Euclidean space by means of a
finite covering of balls with the same radius (Theorem 2.8). It will play a fundamental role in our
arguments.
2.1 Measures of curvature
For a nonempty subsetW ⊆ E and x ∈ E, we denote by dW (x) := infp∈W ∥x − p∥ the distance of x
toW . We note that the function dW : E → R is 1-Lipschitz continuous, that is, |dW (x) − dW (y)| ⩽
∥x − y∥ for all x,y ∈ E.
Definition 2.1. LetW ⊆ E be a nonempty closed subset. The medial axis ofW is defined as the
closure of the set
∆W := {x ∈ E | ∃p,q ∈W ,p , q and ∥x − p∥ = ∥x − q∥ = dW (x)} .
The reach (or local feature size) ofW at a point p ∈W is defined as τ (W ,p) B d∆W (p). The (global)
reach ofW is defined as τ (W ) B infp∈W τ (W ,p). We also set τ (∅) := +∞.
Note that τ (W ) is also given by infx ∈∆W dW (x). We can also characterize τ (W ) as the supremum
of all ε such that for every x ∈ E with dW (x) < ε , there exists a unique point p ∈W with ∥x − p∥ =
dW (x). We shall denote this unique point by πW (x). This gives a map πW : T (W ) → W , where
T (W ) :=
{
x ∈ E | dW (x) < τ (W )} denotes the open neighborhood ofW with radius τ (W ).
WhenW is a smooth submanifold of E, the reach ofW can be characterized in terms of the
normal bundle ofW as follows. Let Nε (W ) := {(x,v) ∈ W × E | v ⊥ TxW , ∥v ∥ < ε} denote the
open normal bundle ofW with radius ε . The reach τ (W ) is the supremum of all ε such that the map
Nε (W ) → T (W ), (x,v) 7→ x +v , is injective [48].
Proposition 2.2. If τ (W ) > 0, then πW : T (W ) →W is continuous and the map
T (W ) × [0, 1] → T (W ), (x, t) 7−→ tπW (x) + (1 − t)x
is a deformation retract of T (W ) ontoW .
Proof. Concerning the continuity of πW , let (xk )k⩾0 be a sequence inT (W ) converging to some
x ∈ T (W ). We have
∥πW (xk ) − x ∥ ⩽ ∥πW (xk ) − xk ∥ + ∥xk − x ∥ = dW (xk ) + ∥xk − x ∥ ⩽ dW (x) + 2∥xk − x ∥,
where we used the Lipschitz continuity of dW for the last inequality. Hence the sequence πW (xk ) is
bounded. Let y ∈W be a limit point of πW (xk ). The above inequality implies that ∥y − x ∥ ⩽ dW (x),
hence y = πW (x). Thus πW (x) is the only limit point of the sequence πW (xk ) and therefore,
limk→∞ πW (xk ) = πW (x).
The second claim is obvious. □
We will use the following well-known fact.
Lemma 2.3. Assume there is an open neighborhoodU of πW (x), x ∈ E, such thatW ∩U is a smooth
submanifold of E. Then πW (x) − x is normal to the tangent space ofW at πW (x). □
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The main result of this section is a lower bound on the reach of an intersectionW ∩V in terms
of the reach ofW and the reach of the intersection ofW with the boundary ∂V of V .
Theorem 2.4. For closed subsets V ,W of E we have τ (W ∩V ) ⩾ min(τ (W ), τ (W ∩ ∂V )).
For the proof, we introduce an auxiliary notion. LetW ⊆ E be a closed subset and p ∈ W .
Moreover, consider u ∈ E with ∥u∥ = 1. It is easy to see that {t ⩾ 0 | dW (p + tu) = t} is an interval
containing 0. We are interested in those directions u, where this interval has positive length and
define the reach τ (W ,p,u) ofW at p along direction u as the length of this interval, that is,
τ (W ,p,u) B sup {t ⩾ 0 | dW (p + tu) = t} .
We note that πW (p + tu) = p for any 0 ⩽ t < τ (W ,p,u). For example, we have τ (Rn+, 0,u) > 0 iff
u is in the normal cone of Rn+ at 0, that is, ui ⩽ 0 for all i . In this case, τ (R
n
+, 0,u) = ∞. The next
lemma is a slight variation of a result by Federer [34].
Lemma 2.5. LetW ⊆ E be a closed subset, p ∈W , and u ∈ E be a unit vector such that τ (W ,p,u) is
positive. Then we have τ (W ,p) ⩽ τ (W ,p,u).
Proof. The assertion is trivial if τ (W ,p,u) = ∞. So assume that 0 < τ (W ,p,u) < ∞. Federer,
in [34, Theorem 4.8(6)] states that under this assumption, the point x := p + τ (W ,p,u)u lies in the
closure of ∆W . Therefore τ (W ,p) ⩽ ∥x − p∥ = τ (W ,p,u). □
Proof of Theorem 2.4. Let x ∈ ∆W ∩V and p and q be distinct points in W ∩ V such
that dW ∩V (x) = ∥x − p∥ = ∥x − q∥. It is sufficient to prove that
∥x − p∥ ⩾ min(τ (W ), τ (W ∩ ∂V )), (3)
since the assertion then follows by taking the infimum of ∥x − p∥ over x ∈ ∆W ∩V .
If both p and q lie in ∂V , then x ∈ ∆W ∩∂V and ∥x − p∥ = dW ∩V (x) = dW ∩∂V (x) ⩾ τ (W ∩ ∂V ),
which implies (3).
So we may assume that one of p and q, say p, does not lie on ∂V , that is, p is an interior point
of V . Consider the unit vector u :=
x−p
∥x−p ∥ (note that x , p). We first observe that τ (W ∩V ,p,u) ⩽
∥x − p∥, because of the presence of the point q, see Figure 1. Moreover, τ (W ∩V ,p,u) > 0 since
dW (x) = ∥x −p∥ > 0. From this we can we deduce that τ (W ,p,u) > 0. Indeed, the setsW andW ∩V
coincide on a neighborhood of p, hence the distance functions dW and dW ∩V coincide for points on
the segment [p, x] that are sufficiently close to p. Using Lemma 2.5, we then obtain
τ (W ) ⩽ τ (W ,p) ⩽ τ (W ,p,u) ⩽ ∥x − p∥,
which shows (3) and completes the proof. □
We can extend Theorem 2.4 to the intersections of several closed subsets.
Corollary 2.6. For closed subsets V1, . . . ,Vs andW of E we have
τ (W ∩V1 ∩ · · · ∩Vs ) ⩾ min
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Fig. 1 Illustration of the inequality τ (W ,p,u) ⩽ ∥x − p∥: A point x ′ beyond x on the half-line from p
to x is closer to q than to p.
Proof. The case s = 1 is covered by Theorem 2.4. In general, we argue by induction on s ,
τ (W ∩V1 ∩ · · · ∩Vs+1)
⩾ min
(














I ⊆{1, ...,s }
τ
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where we have applied Theorem 2.4 and twice the induction hypothesis. □
We conclude with a relation between the reach of a subset of the unit sphere S(E) := {x ∈ E |
∥x ∥ = 1} and the reach of the cone over it.
Lemma 2.7. Let V ⊆ S(E) be closed and V̂ = R · V be the closed cone in E spanned by V . For
any p ∈ V , we have τ (V ,p) ⩾ min{τ (V̂ ,p), 1}.
Proof. We may assume that E equals the span of V̂ because the reach of a subset remains
unchanged after restriction to a subspace that contains this subset. It follows from this assumption
that, for all x ∈ E, πV̂ (x) = 0 if and only if x = 0.
Elementary geometry shows that for all x ∈ E, whenever πV̂ (x) is well-defined and not zero,





Now let p ∈ V . Recall that the reach τ (V ,p) is the supremum of all r > 0 such that πV is well-defined
on B(p, r ).
Consider any r < min{τ (V̂ ,p), 1} and let x ∈ B(p, r ). As r < 1 we have x , 0, and as r < τ (V̂ ,p),
we have that πV̂ (x) is well-defined and not zero (as x , 0). Which, as we noted above, implies that
πV (x) is well-defined. This shows that πV is well-defined on all of B(p, r ) for all r < min{τ (V̂ ,p), 1},
from where the claim follows. □
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2.2 An extension of the Niyogi-Smale-Weinberger theorem
Again, we work in a Euclidean vector space E. By the (open) neighborhood of radius r ⩾ 0 around a
nonempty set S ⊆ E we understand the set
U(S, r ) B
{
p ∈ E | dS (p) < r
}
.
Niyogi, Smale and Weinberger [48, Prop. 7.1] gave an answer to the following question: given a
compact submanifold S ⊆ E, a finite set X ⊂ E and ε > 0, which conditions do we need to ensure
that S is a deformation retract ofU(X, ε)?
In what follows, we observe their arguments extend to any compact subsets S,X provided
S has positive reach τ (S). The proof is a variation of the original proof. A much more general
extension [22] of the Niyogi-Smale-Weinberger theorem includes our, with slightly worse constants
and, naturally, at the cost of a more involved proof.
1
The Hausdorff distance between two nonempty closed subsets A,B ⊆ E is defined as









Theorem 2.8. Let S and X be nonempty compact subsets of E. The set S is a deformation retract




Proof. For any x ∈ U(X, ε) we have
d(x, S) ⩽ d(x,X) + dH (X, S) < 4
3
ε < τ (S),
henceU(X, ε) ⊆ T (S). This shows that the map
U(X, ε) × [0, 1] → E, (x, t) 7−→ (1 − t)x + tπS (x)
is well-defined. The map is also continuous (Proposition 2.2). It remains to prove that its image is
included inU(X, ε), that is, for any v ∈ U(X, ε) the line segment [v, πS (v)] is included inU(X, ε).
The argument involves seven points depicted in Figure 2.
Let v ∈ U(X, ε) and p B πS (v). By definition, there is some x ∈ X such that ∥v − x ∥ < ε .
If ∥p − x ∥ < ε , then the line segment [v,p] is entirely included in the ball of radius ε around x ,
which is a part ofU(X, ε), and we are done. So we assume that ∥p−x ∥ ⩾ ε . Letu be the unique point
in [v,p] such that ∥u − x ∥ = ε . The line segment [v,u) being included in the ball B(x, ε) ⊆ U(X, ε),
it only remains to check that [u,p] is also included inU(X, ε).
Let r B 1
3
ε . Also, let ℓ be the open half-line starting from p and passing through v and w be
the unique point in ℓ such that ∥w − p∥ = 6r . Our assumption states that 6r = 2ε < τ (S). Also, as



















. This implies that πS (w) = p and dS (w) = ∥w − p∥ = 6r .
Let q B πS (x). We first note that ∥x − q∥ ⩽ r because dS (x) ⩽ dH (X, S) < r by our assumption.
Next we have
∥w − x ∥ ⩾ ∥w − q∥ − ∥q − x ∥ ⩾ 5r , (4)
because ∥w − q∥ ⩾ dS (w) = 6r .
Since dH (X, S) ⩽ r , there is a point y ∈ X such that ∥y − p∥ ⩽ r . To conclude the proof, it is
enough to prove that [u,p] ⊆ B(y, ε); since ∥y −p∥ ⩽ r < ε , it is sufficient to check that ∥y −u∥ < ε .
By the triangle inequality,
∥y − u∥ ⩽ ∥y − p∥ + ∥p − u∥ ⩽ r + ∥w − p∥ − ∥w − u∥ = 7r − ∥w − u∥. (5)
Furthermore, the triangle (xuv) has an acute angle at u, because u is on a sphere of center x and v
lies inside this sphere; the same holds true for the triangle (xuw) because u, v and w are on the
1
We thank Théo Lacombe and a referee for raising this point.
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Fig. 2 Schematic view of the proof of Theorem 2.8
same line, in this order (cf. Figure 2). It follows that ∥w − u∥2 ⩾ ∥w − x ∥2 − ∥x − u∥2 > (5r )2 − ε2,
where we used (4) for the second inequality. Therefore, with (5),
∥y − u∥ < 7r −
√
25r 2 − ε2 = 3r = ε, (6)
which concludes the proof. □
3 SHUB–SMALE THEORY AND EXTENSIONS
We recall the definition and basic properties of quantities (α , β and γ numbers) introduced by
Shub and Smale to study the complexity of numerical methods for solving polynomial systems. We
prove two results. First, an analogue of the α-Theorem for the continuous Newton method, where a
continuous Newton’s flow replaces the discrete sequence obtained with Newton’s iteration. Second,
an inequality relating the reach and the γ -number. It strengthens and simplifies a result of Cucker,
Krick and Shub [28], for it is pointwise whereas the latter is only global.
3.1 Measures of proximity
Let E be a Euclidean space and F : E → Rm be an analytic map such thatm ⩽ dimE. It is well-
known that, under certain conditions, the (Moore-Penrose) Newton iteration with initial point x0,
given by
xk+1 := xk − DF (xk )
†F (xk ) (7)
is well-defined for all k ⩾ 0 and converges quadratically fast to a zero ζ of F . In this case, we
say that x0 is an approximate zero of F with associated zero ζ (see [18, Def. 15.1] for the formal
definition). Here DF (x)† : Rm → E is the Moore-Penrose inverse of the full-rank matrix DF (x) (we
say that (7) is undefined if it is not of full rank).
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An obvious question is whether we can, for a given x0, ensure the convergence of Newton’s
iteration. That is, whether we can check that x0 is an approximate zero of f . An answer to this
question was provided by Smale [59] for the zero-dimensional case (m = dimE) and extended by
Shub and Smale [58] to the underdetermined case (m < dimE). They defined the quantities (all
norms are the spectral one)
γ (F , x) B sup
k⩾2
 1k !DF (x)†DkF (x) 1k−1 ,




α(F , x) B γ (F , x)β(F , x),
(8)
and proved that there exists a universal constant α•, around
1
8
, such that if α(F , x0) < α• then x0 is
an approximate zero of F . The quantities β and γ are not without meaning themselves. Clearly,
β(F , x) is the length of the Newton step at x . Also, in the zero-dimensional case, Smale’s γ -Theorem
shows that, for a zero ζ of F , all points on the ball around ζ with radius 3−
√
7
2γ (F ,ζ ) are approximate
zeros of F .
3.2 Continuous α-theory
While the Shub–Smale theory focuses primarily on the discrete iteration (7), the numbers α and β
also give quantitative information on the convergence of the continuous analogue of Newton’s
iteration. To the best of our knowledge, this has never been highlighted before.
We consider again a point x0 in E such that DF (x0) is surjective. We define xt with the following
system of ordinary differential equations, for t in the maximal domain of solution containing 0,
Ûxt = −DF (xt )
†F (xt ), (9)
where Ûxt denotes
d
dt xt . We also denote αt B α(F , xt ) and βt and γt accordingly. It may be that γt
(and thus αt ) is not differentiable everywhere. However, γt is at least locally Lipschitz continuous
(cf. Lemma 3.2), which implies absolute continuity and, in turn, that γt is differentiable almost
everywhere and that γt − γ0 =
∫ t
0
Ûγtdt [46, IX§4]. This regularity is good enough for our purposes.






⩽ 5γ 2t βt .
The domain of definition Ω of the differential equation is the open set of all x ∈ E such that DF (x)
is surjective.
Theorem 3.1. If α0 <
1
13
, then xt is defined for all t ⩾ 0 and
(i) F (xt ) = F (x0)e
−t
;
(ii) ∥xt − x0∥ ⩽ 2β0(1 − e−t );
(iii) xt converges when t →∞.
Lemma 3.2. For all t ⩾ 0 where xt is defined, we have (i) ∥ Ûxt ∥ = βt , (ii) Ûγt ⩽ 5γ 2t βt , (iii) t 7→ γt is
locally Lipschitz, (iv)
Ûβt ⩽ −βt + 3γt β2t , and (v) Ûαt ⩽ −αt + 8α
2
t .
Proof. (i) It follows from (9).
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(ii) Let y = xt+ε for some small positive ε . Let u = ∥x − y∥γt = γt ∥ Ûxt ∥ε + O(ε
2). By [30,
Lemme 131],
γ (F ,y) − γ (F , xt ) ⩽
(
1
(1 − u)(1 − 4u + 2u2)
− 1
)
γ (F , xt )
= 5uγt + O(ε
2),
so that γt+ε −γt ⩽ 5γ 2t ∥ Ûxt ∥ε +O(ε
2). With the equality ∥ Ûxt ∥ = βt , this gives the claim when taking
the limit for ε → 0.
(iii) This follows from (ii).
(iv) Let At B DF (xt ), Bt B A
†
t F (xt ), and Pt := idE −A
†
tAt (the orthogonal projection on kerAt ).
Then ÛAt = D
2F (xt )( Ûxt ) and (we drop the index t ) [36, Thm. 4.3]
d
dtA
† = −A† ÛAA† + P(A† ÛA)TA†.
This formula derives from the equality A† = AT (AAT )−1 which holds because A is surjective.
Using that DF (x)DF (x)† = idE and given the differential equation (9) for xt , we check that, for
any t ∈ I ,
d
dt F (xt ) = DF (xt )( Ûxt ) = −DF (xt )DF (xt )
†F (xt ) = −F (xt ). (10)
Using this equality we deduce that
ÛB = A† d







= −A†F (x) +
(





− DF (x)†D2F (x)( Ûx) + P(DF (x)†D2F (x)( Ûx))T
]
B.
Let C denote the operator inside the square brackets. Since the two terms in C have orthogonal
images, we easily obtain
∥C∥ ⩽
√
2 ∥DF (x)†D2F (x)( Ûx)∥ ⩽ 2
√





⟨ ÛBt ,Bt ⟩, we obtain item (iv).
(v) From the previous inequalities,




t − γt βt ,
which is exactly the claim. □
Proof of Theorem 3.1. Let I = [0, τ ) be the maximum domain of solution of the differential
equation (9) with the fixed initial condition x0. We will shortly see that τ = ∞.
By Equation (10) we have that, for any t ∈ I , d
dt F (xt ) = −F (xt ). This gives the first claim.











After some calculation, using Lemma 3.2(iv), we obtain that
d
dt log βt ⩽ −1 + 3αt , and therefore,
for t ∈ I ,








where we used thatα0 ⩽ 1
13
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By Inequality (12) and Lemma 3.2(i), ∥ Ûxt ∥ = βt is bounded for t ∈ I . Therefore, if the interval I =
[0, τ ) is bounded, then xt approaches, as t → τ , a point y in the complement of Ω, the domain of




and [30, Lemme 123] implies that DF (y) is surjective, which contradicts y < Ω. We have thus shown
that τ = ∞.
Next, with Lemma 3.2(i), it follows that, for t ∈ I ,
∥xt − x0∥ ⩽
∫ t
0
∥ Ûxs ∥ds ⩽ 2β0(1 − e
−t ).




convergent, therefore xt has a limit when t →∞. □
3.3 An inequality relating the reach and the γ -number
We keep assuming that E is a Euclidean space and F : E → Rm an analytic map, withm ⩽ dimE.
We will prove the following local inequality, which is a refinement of a result first proved by Cucker,
Krick and Shub [28]. The proof is also much simpler.
Theorem 3.3. LetM ⊆ E be the zero set of the analytic map F : E → Rm and p ∈ M. Then we
have τ (M,p)γ (F ,p) ⩾ 1
14
if γ (F ,p) < ∞.
For p ∈ E such that rankDF (p) =m, let πp : E → E denote the orthogonal projection onto the
kernel of DF (p), that is, πp = idE −DF (p)
†
DF (p). Note that if γ (F ,p) < ∞ then locally around p,M
is a smooth manifold and kerDF (p) is the tangent space TpM at p.
Proposition 3.4. The derivative of the rational map π : E → End(E), p 7→ πp at p ∈ E has an
operator norm bounded by 2γ (F ,p). Here End(E) is endowed with the spectral norm.
Proof. Let p ∈ M. The derivative of π at p, Dπ (p) : E → End(E), evaluated at Ûp ∈ E yields [36,
Cor. 4.2],
Dπ (p)( Ûp) = −DF (p)† · D2F (p)( Ûp) · πp − (DF (p)






 ⩽ γ (F ,p), by the definition (8) ofγ (F ,p), it follows that ∥Dπ (p)∥ ⩽ 4γ (F ,p).
We obtain the sharper bound 2γ (F ,p) by observing that ∥A +AT ∥ = ∥A∥ for any map A ∈ End(E)
such that A2 = 0, which holds for A = DF (p)† D2F (p)( Ûp)πp . □
It is worth noting that the derivative Dπ (p) is an incarnation of the second fundamental form
Bp : TpM × TpM → TpM
⊥
ofM at p and one can see that ∥Dπ (p)∥ = ∥Bp ∥. Proposition 3.4
means that the norm of the second fundamental form ofM at p, a classical measure of curvature
in differential geometry, is bounded by 2γ (F ,p). This is related to [48, Prop. 6.1], where this norm
is upper bounded by 1/τ (M).
Proof of Theorem 3.3. We fix p ∈ M such that γ (p) < ∞. Since τ (p) = infu ∈∆M ∥u − p∥, it is
enough to prove that γ (p)∥u − p∥ ⩾ 1
14
for any given u ∈ ∆M . To shorten notation, we write γ (p)
for γ (F ,p).
Let u ∈ ∆M . By definition, there exist distinct points x and y inM such that dM(u) = ∥u − x ∥ =
∥u − y∥. Using the triangle inequality (three times) we see that
max(∥x − y∥, ∥p − x ∥, ∥p − y∥) ⩽ 2∥u − p∥.
Therefore, denoting
η := γ (p)max(∥x − y∥, ∥p − x ∥, ∥p − y∥),
we obtain γ (p)∥u − p∥ ⩾ 1
2
η. If η ⩾ 1
7
, then we are done, so we can assume that η < 1
7
.
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Let B ⊆ E be the ball of center p and radius η/γ (p) (in particular x,y ∈ B). Since η ⩽ 1
7
, γ is
bounded on B by Kγ (p), where K B 1
(1−η)(1−4η+2η2) [30, Lemme 131]. In particular, γ (x) and γ (y)
are finite, so that x and y are regular points ofM.
We now give a lower and an upper bound for ∥πx (u −y)∥. Let y
′ = x + πx (y − x). By Lemma 2.3,
the vector u − x is normal toM at x , that is πx (u − x) = 0; thus πx (u − y) = x − y
′
, and then we
have the lower bound
∥x − y∥ − ∥y − y ′∥ ⩽ ∥πx (u − y)∥. (14)
Similarly, the vector u − y is normal toM at y, that is πy (u − y) = 0; hence the upper bound
∥πx (u − y)∥ = ∥πx (u − y) − πy (u − y)∥ ⩽ ∥πx − πy ∥ · ∥u − y∥.
Combined with (14), we obtain
∥x − y∥ − ∥y − y ′∥ ⩽ ∥πx − πy ∥∥u − y∥. (15)
Further, we aim at bounding ∥y − y ′∥. By definition of y ′, using that F (x) = F (y) = 0, and
expanding F (y) into a power series at x , we can write
y − y ′ = DF (x)†DF (x)(y − x) − DF (x)†F (y)













kF (x)(y − x, . . . ,y − x).
Hence








∥y − x ∥k




γ (x)∥y − x ∥
)k−1
=
γ (x)∥x − y∥2






the last inequality following from γ (x)∥x − y∥ ⩽ Kγ (p)∥x − y∥ ⩽ Kη and the monotonicity of the
function t 7→ t/(1 − t).
Lastly, we bound ∥πx − πy ∥. By Proposition 3.4, we can upper bound
∥πx − πy ∥ ⩽ sup
z∈[x ,y]
∥Dπ (z)∥ · ∥x − y∥ ⩽ sup
z∈[x ,y]
2γ (z) · ∥x − y∥ ⩽ 2Kγ (p)∥x − y∥. (17)





∥x − y∥ ⩽ 2Kγ (p)∥x − y∥ ∥u − y∥.











⩽ γ (p)∥u − p∥,
where the left-hand inequality is easily checked numerically. □
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4 CONDITION NUMBER OF SEMIALGEBRAIC SYSTEMS
We focus now on semialgebraic sets, and more specifically, on spherical semialgebraic sets S(F ,G)
given by homogeneous semialgebraic systems (F ,G); cf. (20). We do so since, eventually (see §5.3
below), we will reduce the computation of the homology of semialgebraic sets and its complexity
analysis to the same tasks for the spherical case. We define a condition number κ∗ for homogeneous
semialgebraic systems and relate it to three different measures of conditioning: the distance to the
closest ill-posed system in the space of semialgebraic systems (Theorem 4.10); the reach of the
set S(F ,G) (Theorem 4.12); and the sensitivity of S(F ,G) to small relaxations of the equalities and
inequalities of the system (F ,G) (Theorem 4.19). We also bound the degree of the hypersurface
of ill-posed systems (Proposition 4.20). We finally give a notion of condition number for affine
semialgebraic systems that is based on the one for the homogeneous case.
4.1 Measures of condition
4.1.1 The µ numbers. To a degree pattern d = (d1, . . . ,dq) we associate the linear space Hd [q]
of the polynomial systems F = (f1, . . . , fq) where fi ∈ R[X0,X1, . . . ,Xn] is homogeneous of
degree di . Let D = max1⩽i⩽q di . We endowHd [q] with a Euclidean inner product, the Weyl inner

























B d !a0!a1!...an ! is themultinomial coefficient. For anyq-tuples of homogeneous polynomials
F , F ′ ∈ Hd [q] with degree pattern d , say F = (f1, . . . , fq) and F
′ = (f ′
1
, . . . , f ′q ), we define






In other words, the Weyl inner product is a dot product with respect to a specifically weighted
monomial basis. Its raison d’être is the fact that it is invariant under orthogonal transformations
of the homogeneous variables (X0, . . . ,Xn). That is, that for any orthogonal transformation u :
Rn+1 → Rn+1 and any F ∈ Hd [q], we have ∥F ∥ = ∥F ◦u∥. In all of what follows, all occurrences of
norms in spacesHd [q] refer to the norm induced by the Weyl inner product.
For a point x ∈ Rn+1 and a system F ∈ Hd [q], let DF (x) denote the derivative of F at x , which is





. . . √
dq
ª®®¬ .
The condition number µnorm(F , x) of F ∈ Hd [q] at x ∈ S
n
has been well studied [54–58], see also
[18]. We define it as∞ when the derivative DF (x) of F at x is not surjective, and otherwise as




where the norm ∥DF (x)†∆∥ is the spectral norm. We also define the following variant of µnorm,
more specific to homogeneous systems,
µproj(F , x) B µnorm(F |Tx , x) = ∥F ∥
DF (x)|†Tx∆ ,
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where Tx = {x}
⊥
and Tx B x +Tx . (The number µnorm(F |Tx , x) is well-defined after identifying Tx
with Rn .)
The following inequality is a useful result from the Shub–Smale theory [58, Lemma 2.1(b)].
Proposition 4.1. Let F ∈ Hd [q] and x ∈ R
n+1
be a zero of F . Then




2 µnorm(F , x). □
4.1.2 The κ number. The numbers µnorm(F , x) and µproj(F , x) measure the sensitivity of the zero x
of F when F is slightly perturbed. They are consequently useful at a zero, or near a zero, of the
system F . To deal with points in Sn far away from the zeros of F , in particular to understand how
much F needs to be perturbed to make such a point a zero, a more global notion of conditioning
is needed. The following is (modulo replacing µnorm by µproj) the condition measure introduced
in [25] (see also [18, §19] and [26, 27]).
Definition 4.2. The real homogeneous condition number of F ∈ Hd [q] at x ∈ Sn is













If q > n (that is, if the system F is overdetermined) then DF (x)|Tx cannot be surjective
and κ(F , x) = ∥F ∥
∥F (x ) ∥ for all x ∈ S
n
. Thus, κ(F ) < ∞ if and only if F has no zeros in Sn .
The special case F (x) = 0 is worth highlighting.
Lemma 4.3. For any F ∈ Hd [q] and x ∈ S
n
, if F (x) = 0, then
κ(F , x) = µproj(F , x) = µnorm(F , x).
Proof. The first equality follows from the definition of κ. For the second, recall that the pseudo-
inverse DF (x)† is the inverse of DF (x) restricted as a map (kerDF (x))⊥ → Rq . If F (x) = 0,
then DF (x)(x) = 0, by homogeneity, therefore the orthogonal complement of the kernel of DF (x)
is included in Tx . It follows that DF (x)|
†
Tx
= DF (x)† and then µproj(F , x) = µnorm(F , x). □
For x ∈ Sn , let Σx be the set of all F ∈ Hd [q] such that κ(F , x) = ∞, that is F (x) = 0 and DF (x)|Tx
is not surjective. The set of ill-posed algebraic systems is defined as Σ B
⋃
x ∈Sn Σx . It is the set of
all F ∈ Hd [q] such that κ(F ) = ∞. We have
Σ =
{
F ∈ Hd [q] | ∃x ∈ S
n F (x) = 0 and DF (x)|Tx is not surjective
}
. (19)
The set Σ is semialgebraic and invariant under scaling of each of the q components. Note that in
the case q > n, the set Σx just consists of the F ∈ Hd [q] such F (x) = 0, and Σ equals the set of
F ∈ Hd [q] that possess a real zero in S
n
.
Theorem 4.4. For any nonzero F ∈ Hd [q] and any x ∈ S
n
,
κ(F , x) =
∥F ∥
d(F , Σx )




where the distance d(F , ·) is defined via the norm induced by the Weyl inner product.
Proof. The assertion is obvious in the case q > n. We therefore assume q ⩽ n. The special case
q = n is Prop. 19.6 in [18]. One can check that the same proof works in the case q ⩽ n. □
Corollary 4.5. For any F ∈ Hd [q] and any x ∈ S
n
, κ(F , x) ⩾ 1.
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Proof. Since 0 ∈ Σx , this follows directly from Theorem 4.4. □
Remark 4.6. Proposition 6.1 in [28] shows that for the condition number κnorm(F , x) defined as in
Definition 4.2 above, but with µproj replaced by µnorm, we have
∥F ∥
√
2d(F , Σx )
⩽ κnorm(F , x) ⩽
∥F ∥
d(F , Σx )
.
This shows that there is no essential difference between κ and κnorm: they are the same up to a
factor of at most
√
2. It also shows that, for all x ∈ Sn , µnorm(F , x) ⩽ µproj(F , x). So the bound in
Proposition 4.1 holds with µproj(F , x) as well.
However, a bound on µproj in terms of µnorm is not possible. Indeed, take f1(x,y, z) := x + y and
f2(x,y, z) := y














where the left-hand matrix is of full rank, but the right-hand matrix is rank deficient. Hence
µnorm(F , e0) < ∞, but µproj(F , e0) = ∞. We introduced µproj in our development because it allows
for sharper statements and easier proofs.
Proposition 4.7. For F ∈ Hd [q], the map S
n → R, x 7→ κ(F , x)−1 is D-Lipschitz continuous with
respect to the Riemannian metric on Sn .
Proof. Let x,y ∈ Sn . Let u ∈ O(n + 1) be the rotation that maps x to y and that is the identity
on {x,y}⊥. By the invariance of Weyl’s inner product under the action of O(n + 1),
d(F , Σy ) = d(F ◦ u, Σx ).
Since the function д 7→ d(д, Σx ) is 1-Lipschitz, we obtain with Theorem 4.4 that
∥F ∥
 1κ(F , x) − 1κ(F ,y)  = |d(F , Σx ) − d(F , Σy )|
= |d(F , Σx ) − d(F ◦ u, Σx )| ⩽ ∥F − F ◦ u∥.
We conclude the proof with the next lemma. □
Lemma 4.8. For any F ∈ Hd [q] and any x,y ∈ S
n
,
∥F − F ◦ u∥ ⩽ D∥F ∥dS(x,y),
where u ∈ O(n + 1) is the unique rotation that maps x to y and leaves invariant {x,y}⊥.
Proof. We first notice that
∥F − F ◦ u∥2 =
∑
i
∥ fi − fi ◦ u∥
2
so it is enough to prove the claim when q = 1.
We prove a corresponding, more general statement over C and, to this end, we consider the
space of complex homogeneous coefficients of degree d endowed with Weyl’s Hermitian inner
product. The latter is invariant under the action of the unitary group U (n + 1), therefore, without
loss of generality, we may assume that the matrix of u is the diagonal matrix diag(eiθ , e−iθ , 1, . . . ),
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Since 1 − ei(a0−a1)θ  ⩽ |(a0 − a1)θ | ⩽ D θ,
we obtain the claim. □
4.1.3 Condition number of homogeneous semialgebraic systems. We consider (closed) homogeneous
semialgebraic systems, i.e., systems of the form
f1(x) = 0, . . . , fq(x) = 0 and д1(x) ⩾ 0, . . . ,дs (x) ⩾ 0, (20)
where the fi and the дj are homogeneous polynomials in R[X0,X1, . . . ,Xn]. The system is an
element (F ,G) ∈ Hd [q ; s]. The set of solutions x ∈ S
n
of system (20), which we will denote by
S(F ,G), is a spherical basic semialgebraic set. Needless to say, we do allow for the possibility of
having q = 0 or s = 0. This corresponds with systems having only inequalities (resp. only equalities).
To a homogeneous semialgebraic system (F ,G) we associate a condition number κ∗(F ,G) as
follows. For a subtuple L = (дj1, . . . ,дjℓ ) ofG , let F
L
denote the system obtained from F by appending
the polynomials from L, that is,
F L B
(
f1, . . . , fq,дj1, . . . ,дjℓ
)
∈ Hd [q + ℓ]
(where nowd denotes the appropriate degree pattern inNq+ℓ). Abusing notation, we will frequently
use set notations L ⊆ G or д ∈ G to denote subtuples or coefficients of G.
Definition 4.9. Let q ⩽ n + 1, (F ,G) ∈ Hd [q ; s]. The condition number of the homogeneous
semialgebraic system (F ,G) is defined as








We define Σ∗ as the set of all (F ,G) ∈ Hd [q ; s] such that κ∗(F ,G) = ∞.
Clearly, Σ∗ is semialgebraic and invariant under scaling of the q + s components.





Proof. For a subset L of the indices {1, . . . , s}, let pL : Hd [q ; s] → Hd [q + |L|] be the projec-
tion (F ,G) 7→ F L . Clearly Σ∗ = ∪Lp
−1
L (ΣL), where ΣL is the set of ill-posed data in the appropriate
spaceHd [q + |L|]. In particular d(ψ , Σ∗) ⩽ d(pL(ψ ), ΣL). Then, by Theorem 4.4,









Note that we do not define condition for the very overdetermined case q > n + 1, but it is
important to include the overdetermined case q + |L| = n + 1 in the definition of κ∗(F ,G). To see
why, consider the case of three polynomials f ,д1,д2 around a point x ∈ S
2
as in Figure 3.
This system is ill-posed as arbitrarily small perturbations of (f ,G) may result in an empty
intersection around x , and hence, a different topology of S(f ,G). But none of the condition numbers
κ(f ,д1) and κ(f ,д2) capture this fact as x is a well-posed zero for both systems. The following
lemma is related to this matter.
Lemma 4.11. Let (F ,G) be a homogeneous semialgebraic system with κ∗(F ,G) < ∞. For any L ⊆ G
such that |L| ⩾ n + 1 − q, the set S(F L,∅) is empty.
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f = 0д1 = 0
д2 = 0
x
Fig. 3 The shaded area is where д1 ⩾ 0 and д2 ⩾ 0. Locally, the only solution point is the intersection
{x} of f = д1 = д2 = 0.
Proof. We chooseL′ ⊆ L such that |L′ | = n+1−q. Because of the dimensions involved,DF L
′
(x)|Tx
cannot be surjective, thus κ(F L
′




(x)∥ for any x ∈ Sn . Moreover κ(F L
′
) ⩽ κ∗(F ,G) <
∞, by definition of κ∗. Therefore F
L′
has no zero on S. In particular S(F L,∅), the zero set of F L , is
empty. □
We elaborate on Theorem 3.3, relating γ and τ , to obtain the following result that relates κ∗ and τ .
It gives a computational handle on τ which is otherwise hard to get.
Theorem 4.12. For any homogeneous semialgebraic system (F ,G) defining a semialgebraic set S B
S(F ,G) ⊆ Sn , if κ∗(F ,G) < ∞, then
D
3
2 τ (S)κ∗(F ,G) ⩾ 1
7
.
Proof. We first study the case where G = ∅. Let Ŝ ⊆ Rn+1 be the cone over S , that is, the zero
set of F in Rn+1. For any x ∈ S , τ (S, x) ⩾ min(1, τ (Ŝ, x)), by Lemma 2.7. Therefore,
τ (S) = min
x ∈S







Using also that κ(F , x) ⩾ 1 (Corollary 4.5), we obtain that




τ (Ŝ, x)κ(F , x)
)
. (21)
Recall from Lemma 4.3 that κ(F , x) = µproj(F , x) = µnorm(F , x) for all x ∈ S . Combining this with
Proposition 4.1, we obtain that D
3





τ (Ŝ, x)κ(F , x) ⩾ min
x ∈S
2τ (Ŝ, x)γ (F , x) ⩾ 1
7
,
where we have applied Theorem 3.3 to Ŝ for the right-hand side inequality. Combining this with (21),
we obtain D
3
2 τ (S)κ(f ) ⩾ 1
7
.
We turn now to the general case S B S(F ,G) ⊆ Sn . Forд ∈ G we define Pд B {x ∈ S
n | д(x) ⩾ 0}
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The left-to-right inclusion is clear since ∂Pд is contained in the zero set of д. Conversely, let x ∈
S(F L,∅) (in particular, q + |L| ⩽ n, by Lemma 4.11). The derivative DF L(x) is surjective, because
κ(F L, x) < ∞. In particular, for any д ∈ L, Dд(x) , 0 and since д(x) = 0 it follows that the sign of д
changes around x . Thus x ∈ ∂Pд and Equation (22) follows.
Theorem 2.6 implies that


















It suffices to take the minimum over the L ⊆ G such that q + |L| ⩽ n + 1 because S(F L,∅) = ∅ for
larger L. We obtain from the case G = ∅ above,
7D
3











which completes the proof. □
4.1.4 Strict inequalities. We prove here that replacing inequalities дi (x) ⩾ 0 by strict inequalities
дi (x) > 0 in the definition (20) of a spherical basic set S(F ,G) does not change its homotopy type,
provided κ∗(F ,G) < ∞.
The argument is based on a general reasoning in topology. Recall that a closed subset B of a
topological space X is called collared in X if there exists a homeomorphism h : [0, 1) × B → V onto
an open neighborhood V of B in X such that h(0,b) = b for all b ∈ B.
Lemma 4.13. If B ⊆ X is collared in X and X \ B ⊆ X ′ ⊆ X , then X ′ and X are homotopically
equivalent.
Proof. Let τ : V → [0, 1] and u : V → B denote the components of the inverse of h, so that
h(τ (x),u(x)) = x for any x ∈ V . We define the map ϕ : [0, 1] × X → X by
ϕt (x) :=
{
h(t,u(x)) if x ∈ V and τ (x) < t ,
x otherwise.
The idea is that ϕt pushes X increasingly far away from B as t increases. It is easy to verify that ϕ
is continuous, ϕ0 = idX , ϕt (x) = x for x ∈ X \V , and ϕ1(X ) = X \V . In other words, ϕt : X → X
defines a deformation retraction of X to X \V .
Moreover, we have ϕt (X
′) ⊆ X ′, since ϕt (X
′) ⊆ X \ B ⊆ X ′ for t > 0. In addition, X \ V ⊆
ϕt (X
′) ⊆ X \V . Therefore, the restrictions of ϕt define a deformation retraction of X
′
to X \V . We
conclude that X ′ and X are homotopically equivalent. □
We apply this now to basic semialgebraic sets.
Proposition 4.14. Let (F ,G) ∈ Hd [q ; s] be such that κ∗(F ,G) < ∞. Put S := S(F ,G), let r ⩽ s ,
and let S ′ ⊆ S be the solution set in Sn of the semialgebraic system
f1 = · · · = fq = 0, д1 ⩾ 0, . . . ,дr ⩾ 0 and дr+1 > 0, . . . ,дs > 0.
Moreover, let ∂S denote the boundary of S in S(F ,∅). Then S \ ∂S ⊆ S ′, ∂S is collared in S , and S ′ is
homotopically equivalent to S .
Proof. Let x ∈ S and L ⊆ G be maximal such that F L(x) = 0. Note, this implies |L| ⩽ n − q.
Since µproj(F
L, x) = κ(F L, x) < ∞, the derivatives at x of the components of F L are linearly
independent. Therefore, the components of F L are part of some regular system of parame-
ters (f1, . . . , fq,v1, . . . ,vn−q) of S
n
at x such that S is defined locally around x by
f1 = · · · = fq = 0 and v1 ⩾ 0, . . . ,v |L | ⩾ 0,
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and ∂S is defined locally around x by additional requiring vj (x) = 0 for some j ⩽ |L|. Therefore, if
x < ∂S , we must have vi (x) > 0 for all i , and hence дj (x) > 0 for all j . This shows the first assertion
S \ ∂S ⊆ S ′.
This reasoning also proves that locally aroundx , the set S is diffeomorphic to some (−1, 1)a×[0, 1)b
with a,b ∈ N. Therefore, ∂S is locally collared in S . By Brown’s Collaring Theorem [16, 24], ∂S is
collared in S , which proves the second assertion. The third assertion follows by applying Lemma 4.13
to X = S , B = ∂S and X ′ = S ′. □
4.1.5 Condition number of affine semialgebraic systems. We now consider basic semialgebraic
subsets of Rn , rather than Sn . Given a degree pattern d = (d1, . . . ,dq+s ), the homogeneization of
polynomials (with respect to that pattern) yields an isomorphism of linear spaces
Pd [q ; s] → Hd [q ; s], ψ = (F ,G) 7→ ψ
h = (Fh,Gh),
where Fh denotes the homogeneization of F with homogeneizing variable X0. The Weyl inner
product onHd [q ; s] induces an inner product on Pd [q ; s] such that the above map is isometric.
Definition 4.15. Let (d, 1) := (d1, . . . ,dq+s , 1) ∈ Nq+s+1 be the degree pattern obtained from d by
appending 1. Consider the scaled homogeneization map
H : Pd [q ; s] → H(d ,1)[q ; s + 1], ψ 7→ (ψ
h, ∥ψ h∥X0), (24)
that is, the system H (F ,G) is the homogeneization of (F ,G) to which we add the inequality X0 ⩾ 0
with a suitable coefficient. Forψ ∈ Pd [q ; s], we define κ
aff




the set of ill-posed affine semialgebraic systems.
By construction, ∥H (ψ )∥2 = 2∥ψ ∥2. We note that Σaff∗ is a semialgebraic set in Pd [q ; s] that is
invariant under scaling of each of the q + s components.
Proposition 4.16. For any nonzeroψ ∈ Pd [q ; s],
κaff∗ (ψ ) ⩽
4D∥ψ ∥
d(ψ , Σaff∗ )
.
Proof. Fixψ ∈ Pd [q ; s] and put r := ∥ψ ∥ > 0. Further, assume Φ ∈ Hd ,1[q ; s + 1] is an element
of Σ∗ that minimizes the distance to H (ψ ). Theorem 4.10 implies that
κaff∗ (ψ ) = κ∗(H (ψ )) ⩽
∥H (ψ )∥
∥H (ψ ) − Φ∥
. (25)
We write Φ = (Φ1, λ), where Φ1 ∈ Hd [q ; s] and λ ∈ H1[1]. We may assume that λ , 0: otherwise,
we can replace Φ with Φ′ B (0, rX0), which is an element of Σ∗ that is at least as close to H (ψ ) =
(ψ h, rX0) as Φ, since ∥H (ψ ) − Φ
′∥ = r ⩽ ∥H (ψ ) − Φ∥.
Since Σ∗ is invariant under the scaling of each component, the minimality of Φ implies that λ








Let u ∈ O(n + 1) be the rotation that leaves {X0, λ}
⊥
invariant and such that λ ◦ u = ∥λ∥X0.
Then Φ ◦ u = (Φ1 ◦ u, λ ◦ u) ∈ Σ∗ since Σ∗ is invariant under the action of O(n + 1). If we write
Φ1 ◦ u = φ
h
with φ ∈ Pd [q ; s], then H (φ) = (φ
h, ∥φh∥X0) lies in Σ∗, since Σ∗ is invariant under the
scaling of its last component and λ , 0. We therefore obtain,
d(ψ , Σaff∗ ) ⩽ ∥ψ − φ∥ = ∥ψ
h − φh∥ ⩽ ∥ψ h −ψ h ◦ u∥ + ∥ψ h ◦ u − Φ1 ◦ u∥
= ∥ψ h −ψ h ◦ u∥ + ∥ψ h − Φ1∥.
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By Lemma 4.8 and Inequality (26), we obtain that
∥ψ h −ψ h ◦ u∥ ⩽ αDr ⩽ π
2
D∥rX0 − λ∥.
Since ∥rX0 − λ∥ and ∥ψ
h − Φ1∥ are both bounded by ∥H (ψ ) − Φ∥, we get











∥H (ψ ) − Φ∥
∥H (ψ )∥
.
We conclude with Inequality (25). □
4.2 Neighbourhoods of spherical basic semialgebraic sets
The goal of this section is to compare two natural ways of defining neighborhoods of a spherical
semialgebraic set S(F ,G): by relaxing the arguments of the polynomials in F and G (the common,
tube-like neighborhood), or by relaxing their values.
For a subset A ⊆ Sn we denote by
US(A, r ) B {x ∈ S | dS(x,A) < r }
the open r -neighborhood of A with respect to the geodesic distance dS on the sphere S
n
. Also, for a
homogeneous system (F ,G) ∈ Hd [q ; s] and r > 0, we define the r -relaxation of S(F ,G):
Approx(F ,G, r ) B {x ∈ Sn | ∀f ∈ F | f (x)| < ∥ f ∥r and ∀д ∈ G д(x) > −∥д∥r } .
It is clear that S(F ,G) ⊆ Approx(F ,G, r ) for any r > 0. It is easy to see thatApprox(F ,G, r ) converges
to S with respect to the Hausdorff distance, when r → 0. The next two results quantify more
precisely this behaviour in terms of the condition number κ∗(F ,G). Recall, D denotes the maximum
degree of the components of F and G.







⊆ Approx(F ,G, r ).
Proof. For any homogeneous polynomial h of degree d and any x,y ∈ Sn ,
|h(x) − h(y)| ⩽
√
d ∥h∥ dS(x,y).
(This is shown in [18, Lemma 19.22]. The additional hypothesis dS(x,y) < 1/
√
2 there can be easily
removed by splitting the path from x to y in smaller segments.) Hence, for any x ∈ S and y ∈ Sn
such that dS(x,y) <
1√
D
r , any f ∈ F and д ∈ G, we have | f (y)| ⩽ r ∥ f ∥ and д(y) > д(x) − r ∥д∥ ⩾
−r ∥д∥. □
Lemma 4.18. Let H ⊆ L ⊆ G be such that |H | = n−q + 1, and 0 < r < 1κ(FH ) . Then Approx(F
L,G \
L, r ) = ∅.
Proof. Since κ(FH ) < ∞ we have S(FH ,∅) = ∅, by Lemma 4.11. Assume there is a point x ∈










This is in contradiction with the hypothesis on r and hence Approx(F L,G \ L, r ) is empty. □







Approx(F ,G, r ) ⊆ US(S(F ,G), 3κ∗r ).
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Proof. We will abbreviate S B S(F ,G) and κ∗ B κ∗(F ,G). The proof is by induction on the
difference ℓ := n − q + 1 between the number of variables and the number of equations. Before
dealing with the basis of the induction, we note that the assumption on r implies that κ∗ < ∞.
If ℓ = 0, then κ(F ) = κ∗ < ∞ and, because of our hypothesis, r <
1
κ∗
. We deduce from Lemma 4.18,
with L = H = ∅ that Approx(F ,G, r ) = ∅. The desired inclusion is therefore trivially true.
Now we assume ℓ > 0, i.e., q ⩽ n, and consider a point x ∈ Approx(F ,G, r ). It is enough to show
that
dS(x, S) < 3κ∗r . (27)
To do so, we focus on the set of inequalities
L :=
{
д ∈ G | |д(x)| < r ∥д∥
}
.
By construction, we have x ∈ Approx(F L,G \ L, r ), and moreover д(x) ⩾ r ∥д∥ > 0 for all д ∈ G \ L.
We further note that |L| ⩽ n − q, otherwise there would exist H ⊆ L with |H | = n − q + 1 and, we
would use again Lemma 4.18 to deduce that Approx(F ,G, r ) = ∅, in contradiction with the fact that
x ∈ Approx(F ,G, r ). We next divide by cases.
Case 1: L , ∅. As |F L | ⩽ n + 1 we may apply the induction hypothesis to the larger set F L
of equations and the smaller set G \ L of inequalities; note that κ∗(F
L,G \ L) ⩽ κ∗(F ,G) so the
hypothesis on r is still true for (F L,G \ L). The induction hypothesis yields
Approx(F L,G \ L, r ) ⊆ US
(
S(F L,G \ L), 3κ∗(F
L,G \ L)r
)
⊆ US (S, 3κ∗r ) .
Hence we obtain (27) and are done in this case.
Case 2: L = ∅. We put u B ∥F (x)∥/∥F ∥. Then u ⩽ r since x ∈ Approx(F ,G, r ). Moreover,
κ∗u ⩽ κ∗r < 1
13
by assumption. By definition,
κ(F , x)2 ⩾
1










This minimum equals µproj(F , x)
2
since κ∗u ⩽ 1
13






2κ(F , x) ⩾ µproj(F , x) = µnorm(F̃ , x),
where F̃ B F |Tx denotes the restriction of F to the affine space Tx . From the inequality above,
Proposition 4.1, and u < r , it follows that













From the assumption on r , we getα(F̃ , x) ⩽ 1
13
, whichmakes possible the application of Theorem 3.1.
We also note that β(F̃ , x) < 1
13
. As in §3.2, we define xt in the affine space Tx by the system of
differential equations
Ûxt = −DF̃ (xt )
†F̃ (xt ), x0 = x .
Note that xt , 0 for all t ⩾ 0 as ∥z∥ ⩾ 1 for all z ∈ Tx . We define yt B xt/∥xt ∥ ∈ Sn . By
Theorem 3.1, there is a limit point x∞ ∈ Tx , which is a zero of F̃ , and which satisfies ∥x∞ − x ∥ <
2β(F̃ , x). In particular, y∞ is a zero of F and
dS(y∞, x) ⩽ ∥x∞ − x ∥ ⩽ 2β(F̃ , x) ⩽ 2
√
2κ∗r < 3κ∗r ,
where we used (28) for the second inequality. If д(y∞) ⩾ 0 for all д ∈ G, then y∞ ∈ S and
dS(x, S) ⩽ dS(x,y∞), hence (27) and we are done.
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So suppose that д(y∞) < 0 for some д ∈ G and let s > 0 be the smallest real number such
that д(ys ) = 0 for some д ∈ G. By construction, the set H B {д ∈ G | д(ys ) = 0} is nonempty and
element of G \ H is positive at ys . Also, for every f ∈ F ,
| f (ys )| =
| f (xs )|
∥xs ∥deg f
⩽ | f (xs )| = | f (x)|e
−s ⩽ ∥ f ∥re−s
where the second equality is due to Theorem 3.1(i). Therefore, ys ∈ Approx(FH ,G \ H , re−s ).
Using again Lemma 4.18 we deduce that |H | < n−q+1 = ℓ. We can therefore apply the induction
hypothesis to the larger set FH of equations and the smaller set G \ H of inequalities; note that
re−s < r and κ∗(F
H ,G \ H ) ⩽ κ∗. Thus we obtain
Approx(FH ,G \ H , re−s ) ⊆ US
(
S(FH ,G \ H ), 3κ∗(F
H ,G \ H )r
)
⊆ US (S, 3κ∗r ) ,
the latter because S(FH ,G \ H ) ⊆ S and κ∗(F
H ,G \ H ) ⩽ κ∗. We conclude that
dS(ys , S) < 3κ∗re
−s .
Also, by Theorem 3.1(ii),
dS(ys , x) ⩽ ∥xs − x ∥ ⩽ 2β(F̃ , x)(1 − e
−s ) < 2
√
2κ∗r (1 − e
−s ),
the last inequality by (28). We finally deduce that




2(1 − e−s ) + 3e−s
)
κ∗r < 3κ∗r ,
which shows (27) and finishes the proof. □
4.3 The geometry of ill-posedness




F ∈ HCd [q] | ∃x ∈ P
n F (x) = 0, rankDF (x) |Tx < q
}
.
Here Pn denotes the complex projective space of dimension n. Note that because of Euler’s for-
mula [18, (16.3)] we have
ΣC :=
{
F ∈ HCd [q] | ∃x ∈ P
n F (x) = 0, rankDF (x) < q
}
.
In the special case q = n + 1, we have ΣC := {F ∈ HC
d
[n + 1] | ∃x ∈ Pn F (x) = 0}. It is well
known that this is the zero set of the multivariate resultant, which is an irreducible polynomial with




k,i dk [35, §13.1], which is at most (n + 1)D
n
. An extension
of this result to the case q ⩽ n appears in [28, Proposition 5.3]. We further generalize this result to
q ⩽ n + 1, slightly improving the bound in passing.
Proposition 4.20. For any q ⩽ n + 1, the variety ΣC ⊆ HC
d
[q] is a hypersurface defined by an
irreducible polynomial with integer coefficients of degree at most n2nDn .
Proof. We abbreviateH := HC
d
[q] and first assume q ⩽ n. Consider the incidence variety
Σ̃C B
{
(F , x,v) ∈ H × (Cn+1 \ {0}) × (Cq \ {0})
 F (x) = 0 and vT · DF (x) = 0} . (29)
The projection Σ̃C → (Cn+1 \ {0}) × (Cq \ {0}), (F , x,v) 7→ (x,v) is surjective. Moreover, the
fibers are linear subspaces ofH of codimension n + q This implies that Σ̃C is irreducible [53, §6.3,
Thm. 8] and dim Σ̃C = (n + 1) + q + dimH − n − q = dimH + 1. The image of the projection
Σ̃C →H , (F , x,v) 7→ F equals ΣC, which is therefore irreducible. Moreover, since the fibers of this
projection are generically of dimension 2, it follows that dim ΣC = dim Σ̃C − 2 = dimH − 1. Hence
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ΣC is indeed an irreducible hypersurface inH . That its defining equation has integer coefficients
follows from elimination theory [45, §2.C] and the fact that Σ̃C is defined by polynomials with
integer coefficients.
For bounding the degree, we consider a variant of Σ̃C in a product of projective spaces. More
specifically, we consider the variety S of all (F , x,u) ∈ P(H) × Pn × Pq−1, which are solutions of the
multihomogeneous equations 








(x) for 1 ⩽ j ⩽ n.
(30)
We note that the projection (F , x,u) 7→ F maps S ∩ {X0 , 0} to Σ
C
and hits all F ∈ ΣC except those
in a lower dimensional subvariety.
We take now hyperplanes H1, . . . ,HN−1 ⊆ H in general position, where N := dimP(H). Let us
denote by H̃k the inverse image of Hk under the projection (F , x,u) 7→ F . Then we have
deg ΣC = |H1 ∩ . . . ∩ HN−1 ∩ Σ
C | ⩽ |H̃1 ∩ . . . ∩ H̃N−1 ∩ S | =: M . (31)
The numberM of intersections points on the right-hand side can be computed with the multipro-
jective Bézout’s theorem, see e.g. [53, §4.2.1][44]. According to this,M equals the coefficient of the







(a + (D − 1)b + c). (32)
For this, note that the equations for H̃k have the multidegree (1, 0, 0), and the equations in (30) have
the multidegree (1,di , 0) and (1,D−1, 1)with respect to (the coefficients of) F , x , andu, respectively.











DqDn−q ⩽ n2nDn .
Indeed, when expanding (32), the left-hand contribution arises from selecting a in exactly one of
the q factors in the left product and selecting c in exactly q − 1 among the n factors of the right
product. The right-hand contribution arises from selecting a in exactly one of the n factors in the
right product and selecting c in exactly q − 1 among the remaining n− 1 factors of the right product.
In the case q = n + 1 we consider the incidence variety S := {(F , x) | F (x) = 0} ⊆ P(H) × Pn
and argue similarly. In particular, the multiprojective Bézout’s theorem implies that deg ΣC equals
the coefficient of the monomial abn in the product
∏n+1
i=1 (a + dib). This leads to the well known




k,i di . Since this is bounded by (n + 1)D
n
, the degree bound in this case
follows as well. □
The weaker bound deg ΣC ⩽ Dq+n , which is good enough for our purpose, can be obtained with
a significantly simpler argument. From (29) we obtain with Bézout’s Inequality deg Σ̃C ⩽ Dq · Dn
[17, §8.2]. (Note that on an open subset we only need n equations out of vT · DF (x) = 0.) We
conclude that deg ΣC ⩽ deg Σ̃C ⩽ Dq+n [17, Lemma 8.32].
Corollary 4.21. The set Σ∗ ⊆ Hd [q ; s] of ill-posed homogeneous systems is included in the zero
set of a nonzero polynomial with integer coefficients of degree at most n2n(s + 1)n+1Dn . The same
holds true for the set Σaff∗ ⊆ Pd [q ; s] of ill-posed affine systems.
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Algorithm 1 Covering
Input. A homogeneous semialgebraic system (F ,G) ∈ Hd [q ; s] with q ⩽ n.
Precondition. κ∗(F ,G) is finite.
Output. A finite subset X of Sn and an ε > 0.
Postcondition. U(X, ε) is homotopically equivalent to S(F ,G).











return the set X := Gr ∩ Approx(F ,G,D
1
2 r ) and the real number ε := 5Dk∗r
end function
Proof. For a subset L = {i1, . . . , iℓ} of {1, . . . , s}, let pL be the projection
pL : Hd [q ; s] → Hd [q + ℓ], (f1, . . . , fq,д1, . . . ,дs ) ∈ Hd [q ; s] 7→ (f1, . . . , fq,дi1, . . . ,дiℓ )
By definition of Σ∗ and κ∗, Σ∗ is the union of the sets p
−1
L (ΣL) for all L with q+ |L| ⩽ n+1, where ΣL
is the appropriate set of ill-posed data in Hd [q + ℓ]. The number of such subsets L is at most
(s + 1)n+1−q and we conclude with the fact that, for each of them, ΣL ⊆ Σ
C
L ∩ Hd [q + ℓ] and the
latter is the set of real zeros of a polynomial of degree n2nDn by Proposition 4.20.
To settle the affine case, note that the scaled homogeneization map (24) has the structure








be its decomposition into
homogeneous parts. Then each Pi vanishes on H
−1(Σ∗). □
5 ALGORITHMS
5.1 The covering algorithm
The main stepping stone towards computing the homology groups of a spherical semialgebraic set
S is the computation of a finite set X and a real ε > 0 such that S is homotopically equivalent to
Uε (X). We will do so using Theorems 2.8 and 4.19 in conjunction.




∥y ∥ of the set of points x ∈ Z
n+1
with ∥x ∥∞ = ⌈
√
n




BS(x, r ), (33)
where BS(x, r ) := {y ∈ S
n | dS(x,y) < r }. Moreover |Gr | = (n/r )
O(n)
.
Proposition 5.1. On input F and G, Algorithm Covering outputs a finite set X and an ε >
0 such that U(X, ε) is homotopically equivalent to S(F ,G). Moreover, the computation performs(
(s +n)Dκ∗
)O(n)
arithmetic operations, where s = |G | and κ∗ = κ∗(F ,G), and the number |X| of points
in X is (nDκ∗)
O(n)
.
Proof. Let κ∗ B κ∗(F ,G), S B S(F ,G) and let r and k∗ be the values of the corresponding
variables after the repeat loop terminates in Algorithm Covering. By design,
71D
5
2k2∗r < 1. (34)
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We will first show that
κ∗ ⩽ (1 + 1
100
)k∗. (35)
Let L ⊆ G and y ∈ Sn be such that κ∗ = κ(F
L) = κ(F L,y). Because of (33) there is some x ∈ Gr
such that dS(x,y) < r , and κ(F
L, x) ⩽ k∗ by the definition of k∗. Since the map x 7→ 1/κ(F L, x) is


















the last as D ⩾ 2 and k∗ ⩾ 1, and Inequality (35) follows.
Let X B Gr ∩ Approx(F ,G,D
1
2 r ) and ε B 5Dk∗r , that is, the finite set and the real number
output by the algorithm. We will now prove that U(X, ε) is homotopically equivalent to S . By
Theorem 2.8, it is enough to prove the inequalities




The second inequality follows from Inequalities (34), (35) and Theorem 4.12:





















Concerning the inequality 3dH (X, S) < ε , let x ∈ S . Because of (33), there is some y ∈ Gr with
dS(x,y) < r . Hence y lies in Approx(F ,G,D
1
2 r ), by Proposition 4.17. Thus y ∈ X and d(x,X) <




Next, let x ∈ X. Then, x ∈ Approx(F ,G,D
1





2 r ) < 71D
5
2κ2∗r < 1
the last by Inequality (34). Hence, Theorem 4.19 applies and shows that
d(x, S) ⩽ dS(x, S) ⩽ 3κ∗D
1








where we used D ⩾ 2 for the last inequality. Thus we have shown that dH (X, S) < 1
3
ε . This
concludes the proof of (36) and of the homotopy equivalence.
Lastly, we deal with the complexity analysis. We can approximate κ(F L, x) within a factor of 2
in O(N + n3) operations [43, §2.5] and this is enough for our needs. For simplicity, we will do as if
we could compute κ exactly.
The repeat loop performs O(log(Dκ∗)) iterations. Each iteration can be done in O(|Gr |M(N +n
3))






⩽ (s + 1)n+1−q . Moreover, |X| ⩽ |Gr | = (nDκ∗)O(n) and





5.2 Homology of a union of balls
Once in the possession of a pair (X, ε) such that S is a deformation retract of U(X, ε), the com-
putation of the homology groups of S is a known process. One computes the nerve N of the
covering {B(x, ε) | x ∈ X} (this is a simplicial complex whose elements are the subsets N of X such
that ∩x ∈NB(x, ε) is not empty) and from it, its homology groups Hk (N). Since the intersections of
any collection of balls is convex, the Nerve Theorem [e.g. 12, Thm. 10.7] ensures that
Hk (N) ≃ Hk (U(X, ε)) ≃ Hk (S)
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Algorithm 2 Homology
Input. A semialgebraic system (F ,G) ∈ Pd [q + s] with q ⩽ n.
Output. The homology groups of the set
{
f1 = · · · = fq = 0 and д1 ≻ 0, . . . ,дq ≻ 0
}
⊆ Rn .
function Homology(F , G)
(X, ε) ← Covering(H (F ,G))
N ← the nerve ofU(X, ε)
return the homology groups of N
end function
the last because S is a deformation retract ofU(X, ε).
The process is described in detail in of [28, §4] where the proof for the following result can be
found (see also [31, 33] for improved algorithms for computing the nerve of a covering).
Proposition 5.2. Given a finite set X ⊆ Rn+1 and a positive real number ε , one can compute the
homology of ∪x ∈XB(x, ε) with |X|
O(n)
operations. □
5.3 Homology of affine semialgebraic sets
A pair (F ,G) ∈ Pd [q ; s] defines a basic semialgebraic set W (F ,G) ⊆ R
n
as in (1) which is
diffeomorphic to the subset of Sn defined by Fh = 0, Gh ≻ 0 and X0 > 0. As in §4.1.5,
let H (F ,G) ∈ H(d ,1)[q ; s + 1] denote this system of homogeneous polynomials (with X0 > 0
replaced by ∥(F ,G)∥X0 > 0, which does not change the solution set). Proposition 4.14 tells us that,
unless this system is ill-posed, we may replace X0 > 0 with X0 ⩾ 0 and any д > 0 with д ⩾ 0
without changing the homology of the solution set. In other words, if κaff∗ (F ,G) < ∞, then the
spherical set S(H (F ,G)) is homotopically equivalent toW (F ,G).
Based on the tools introduced above, we may compute the homology ofW (F ,G), assuming
that κaff∗ (F ,G) < ∞, by computing the nerve of a suitable covering of S(H (F ,G)) obtained with
Algorithm covering. This leads to Algorithm homology below whose analysis will prove Theo-
rem 1.1.





, where κaff∗ B κ
aff




. By Proposition 5.2, the cost of
computing the nerve N and its homology groups is |X|O(n). Hence, the total cost of the algorithm
is bounded by
(
(s + n)Dκaff∗ )
O(n2)
. Together with Proposition 4.16, this leads to the conclusion. □
The probabilistic analysis is based on the following result by Bürgisser and Cucker [18, Theo-
rem 21.1] and follows a line of similar results that rely on the same ideas. We will be consequently
brief. We rephrased the statement in terms of the isotropic Gaussian distribution instead of the
uniform distribution on the sphere. The scale invariance of the statement makes both formulations
equivalent.
Theorem 5.3. Let Σ ⊆ Rp+1 be contained in a real algebraic hypersurface, given as the zero set
of a homogeneous polynomial of degree d and let a ∈ Rp+1 be a centered isotropic Gaussian random











Proof of Theorem 1.1 (ii) and (iii). Letψ = (F ,G) ∈ Pd [q ; s] be a centered isotropic Gaussian
random variable. By Theorem 1.1 (i), the number of operations performed by algorithm Homology
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d(ψ , Σaff∗ )
)Cn2
,
for some C > 0.












where N B dimPd [q ; s] ⩽ (s + n)(D + 1)
n
. We obtain Theorem 1.1(ii) with t = ((s + n)D)cn and







and that n2 = O(N ). □
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