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Visando otimizar-se um sistema decomponível não 
-linear, estuda-se um algoritmo primal de direções viáveis. 
No decurso desse estudo formalizam-se e demons-
tram-se alguns resultados conhecidos e desenvolvem-se inte_r 
pretações econ8micas. 
Um critério para testar a diferenciabilidade das 
funções pertubação envolvidas no algoritmo é desenvolvido, 
podendo tal propriedade ser utilizada com vantagens compu-
tacionais. 
Rapidamente se discute o conceito de ê -ativida 
de de vínculos ligado à convergência do algoritmo. 
Finalmente, apresenta-se uma subrotina em FOR-
TRAN IV que obtém, em cada iteração do algoritmo, uma dire-
ção viável. 
ABSTRACT 
A primal feasible directions algorithm is stu-
died to optimize non-linear decomposable systems. In the 
course of these studies some lmown results are formalized 
and proved, and economical interpretations are developed. 
A criterion is derived to detect the differen-
tiability of the pertubation functions involved in the al-
gorithm, and this property is used with some computational 
advantages. 
iv 
The concept of E -activity of constraints is 
discussed, and related to the convergence of the algorithm. 
Finally, a FORTRAN ri subroutine is presented 
capable of finding a feasible direction in each iteration 
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C A P I T U L O I 
INTRODUÇAO 
O desenvolvimento de técnicas eficientes de o-
timização para problemas estruturados, é de grande impor-
tância por suas aplicações à Engenharia,e à Economia, ra-
zão pela qual muitos artigos e liv,ros foram publicados na 
-6.ltima década sobre essa matária. 
A expressão problemas estruturados, normalme~ 
te, se associa aos problemas de grande porte, os quais 
queremos lembrar, não se caracterizam unicamente pela sua 
dimensão, mas pela combinação dimensão-estrutura. Aliás, 
explorar a estrutura em problemas de grande porte E! fre-
quentemente uma imposição para sua resolução. 
Destacamos que a presença do grande número 
de variáveis e restrições, pode resultar não somente da 
estrutura intrínseca do problema, mas tambám d:e sua Fe-
presentação. Como observa Geoffrion [ 10 J , p·roblemas com 
poucas não-linearidades, por exemplo, podem ser expres-
sos por programas lineares através de aproximações de ftl!! 
ções e conjuntos, aumentando s·o·b:remodo a dimensro do pro-
blema, possibilitando, no entanto, sua resolução por técn! 
cas conhecidas. 
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Entre os mais comuns tipos de estruturas enco~ 
tradas em sistemas de grande porte, destacam-se: multidiv,! 
sional, combinatorial, dinâmico e estocástico. 
Particularmente nos dedicaremos aos problemas 
de grande porte de estrutura multid1visional ou decomponí-
vel. 
Problemas decompon:!v,eis consistem numa coleção 
de subsistemas interrelacionados a serem otimizados. Os 1 
sub:eistemas podem ser, por exemplo, m6dulos de um sistema 
de engenharia, reservatórios de um sistema de abastecimen 
to de água, d,epartamentos ou divisões de uma organização, 
setores de uma economia etc. 
Uma classe bastante importante de problemas 
denominados problemas de alocação de recursos, são englo-
bados pelos problemas de estrutura decomponível. Nesse ca 
so, do ponto de vista da otimização, após definir-se o 
sistema produtivo, pret:ende-se determinar a alocação de 
recursos que lev.:a ao melhor diesempenho do sistema, o 
qual pode ser medido por funções: objetivo. Nesse caso, o 
sistema decomponível estaria caracterizado por um· conjun-, 
to de subsistemas· que se encontram fracamente coesos pela 
necessidade dos recursos escassos·. 
Abaixo apresentamos interessante exemplo de 
otimização de um sistema decomponível. 
Exemplo - Problema do corte de florestas : grande nwnero 
de plantações· são classificadas para o corte num período 
manos. Cada subsistema: é uma particular plantação ou 
flo:resta. As entradas nos subsistemas são repres·entadas P.! 
las capacidades de corte nos diferentes ane,s. 
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Suponhamos m,plantaçÕe8 em anos. Seja: 
e.. : produção da plantação j se o corte eie-y 
tuar-se no ano i; 
rj : nmnero de hectares da plantação j; 
8i : capacidade de corte medida em hectares, 
no ano i; 
·x1/ : fração da plantação j que será cortada 
no ano i; 
O pro~~ema do corte de florestas pode ser for-
mulado oomo segue: 
'Ili. ,rn> 
Maximizar I: L c.y· x,.J s.a 
(."d J=i 
( ~ ::: 1. •• Ml.) 
,m 
Cxii, ... ,}(-mj)(xJ· = l(x~, ... :c-mj)f L, xi_i 41 A 
.ri G°•1. 
M~todos de coordenação 
A distinção de subsistemas que operam quase i,!! 
dependentemente, compondo um sistema de grande porte deco~ 
pon:!v:-el, conduz, em otimização, à possibilidade de se apli 
car técnicas especiais para sua resolução. Essas tlcnicas, 
são sinteticamente apresentadas no capítulo II, onde se-ª 
borda a Teoria das Equipes e e,s Mêtodos .9:,! Coordenação. 
Entre os métodos de coordenação há duas o·pções 
importantes, a~ e a Primal. Ambas· visam a resolução 
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dos prohlemas de otimização de sistemas decomponíveis, qu~ 
b-ra.ndo-os numa série de sub~roblemas menores associados 
aos subsistemas. No capítulo II, são comentados os dois m~ 
todos de coordenação mencionados, dando-se maior destaque 
ao primal, que será o prop6si to do pres·ente trabalho, que 
estuda os aspectos computacionais reiativ:-os a um algo-
rí tmo primal de direções viáveis. 
Não nos restringiremos ao caso linear exempli-
ficado_ pelo corte de florestas, assumiremos, no entanto, 
algumas hip&teses decididamente impontantes, e comuns no 
tratamento de sistemas de grande porte. Tais hip6teses 
proporcionam-nos série de resultados, expo 1stos no capitu-
lo III, necessários para o estudo de um algorítmo desen-
volvido por Geoffrion, e que se apresenta como escopo do 
presente trabalho. 
Os problemas aqui estudados pressuporão as 
hip6teses de compacidade, convexidade-concavidade e dife-
renciabilidade, bastante com,m~ principalmente em proble-
mas econõmicos. 
Algoritmos primais de direções viáveis 
Uma classe de algoritmos bastante eficazes na 
resolução de problemas diferenciáveis e convexos de oti-
mização, são os algor:!tmos de direções viáveis definidos 
no capítulo III. No tipo de problemas que estamos consi-
derando, esses algoritmos não poderão, no entanto, ser a-
plicados diretamente ao problema original, devido a seu 
porte. Para tirarmos proveito da estrutura decomponível do 
problema de otimização proposto ( problema que denominare-
mos primal ou o:riginal) , com ganho no trabalho compu tacio-
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nal, recaímos num problema manipulado cuja função objetivo 
não~, necessariamente, diferenciável, mesmo que todas fun 
ções do problema original o sejam. Referimo-nos às funções 
pertubação que terão importante papel nesse trabalho (defi 
nidas no apêndice A). 
Como mostra em [ 11 ] , Geoffrion, baseado nas 
propriedades de concavidade das funções pertubação assoei,! 
das aos subsistemas, pôde derivar um programa linear, V'i.-
sando obter uma boa direção viável de incremento local pa-
ra a função <J.bjetivo do problema manipulado. 
Converg@ncia. 
Quando não~ garantida a diferenciabilidade da 
função objetivo do problema de otimização, somente em al-
guns casos· existem a1gorltmos de direções viáveis, cu;ta 
convergência foi provada, tratando-se de problema aberto 
noutros casos. 
Recente trabalho desenvolvido por Hogan [ 16 J, 
Ievou à prova da convergência para um algoritmo de Frank-
-Violfe no caso não diferenciável. 
As propriedades de convergência do algoritmo 
que nos propusemo,s a estuda.r são problemas em aberto, ra-
zão pela qual tem merecido especial atenção por vários pe_!! 
quisadores. 
No capítulo IV como parte de nossas pesquisas, 
estudaremos as implicações computacionais advindas da dife 
renciabilidade local de algumas funções pertubação, bem co 
mo se expõe um critério para determinar a ocorrência d~ d! 
ferenciabilidade local da função pertubação. 
Com a finalidade de ãumentaoo a efici~ncia do 
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algorítmo proposto por Geoffrion, al~~raremos, quando po~ 
sível, a direção viável obtida pelo programa linear, que 
fornece a direção viável. O conceito de f. -atividade ~ 
também introduzido às restrições do referido programa. 
Implementação. 
A parte computacional do referido trabalho a-
presentada no capítulo V, levou à elaboração de uma subro 
tina, que obtém a direção viável para o problema manipul~ 
do, estando incluídas algumas das modificações o.bjetiva-
das no capítulo IV. 
Bibliografia. 
Preferimos citar os trabalhos nos pontos da 
dissertação onde foram utilizados.No entanto,dada a impo_!: 
tancia de alguns trabalhos faz-se mister citá-los. 
Como indicação em análise convexa temos Ro.·cka-
fellar[32 J e Stoer e Vli-tzgalI(34 ]. Em programação mate-
mática de grande porte Lasdon[ 21 J, além dos important-es 
trabalhos de Geoffrion[ 10 J, [ 11 ],[ 12 ]e[ 13 J. 
Tratando mais dos aspectos específicos aos mé-
todos de decentralização na resolução de problemas de alo 
cação de recursos, citamos a tese de Jennergren[ 17 J. -
Algoritmos de direções viáveis podem ser encontrados 
detalhados para programação linean como em não linear con 
vexa em Zoutendi jk[ 38 J; na parte de algor:! tmo s são tam-
b~m importantes os trabalhos de PolakE 29 Je Zangwill -
[ 37 J. 
Notação. 
I 
O conjunto dos números naturais (não incluindo 
o número zero) e dos números reais serão aqui denotados 
respectivamente por 1N e rR. 
Os vetores serão matrizes colunas de números 
reais. O superíndice t associado a um vetor, indica que 
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o mesmo foi transposto, passando a representar uma matriz 
linha de números reais. O superíndice t associado a uma 
matriz qualquer, indicará que estamos considerando a sua 
transposta. 
~ rn'T'l Se x e y sao vetores do 1n 
indica que cada componente de x é menor ou igual (ma-
ior ou igual) à correspondente componente de y. Denota-
remos x ) y (x < y) quando cada componente de x é maior 
(menor) que a correspondente componente de y. 
O interior de um conjunto A será indicado por 
Int A, e a fronteira do mesmo conjunto por Front A. 
Seja f : IR-ri__. IR .Por f(x), X€ IR12 , indicaremos 
o valor da função f no ponto x. Se, no entanto, quizer-
mos explicitar que estamos consi~erando x como variável, 
denotaremos f(.). Por outro lado , se não houver qualquer 
,.., 
preocupaçao em precisar qualquer dos dois sentidos aci-
ma, simplesmente denotaremos f. O gradiente da função f 
num ponto xE IR~ se existir, será um vetor coluna indiC§ 
do por Vf(x). Ai-ésima componente desse vetor será indi 
cada por (..li) (x). A derivada direcional da função f 
aXt: 
no ponto X€ m~, e na direção z E IR~ , será indicada por 
f' (x;z) • 
l'T'I Tr1 ,.., 
Seja g :IR-IR .Essa funçao é um vetor cujas com 
ponentes são funções gi (i=l ••• m) definidas no lR~ com va 
lores em /R • Ou seja, 
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gi {.) 
• • • 
g{.) = ~ ... {.) 
• • • 
gm < • ) 
Por "\] g(x) , xE fR12 , indicaremos, se existir, a matriz cuja 




• • • t 
= '\;Jgi {x) 
• • • 
t 
y7g_,/x) 
Portanto, '\/g{x) é uma matriz mxn. 
Se A f8r uma matriz, o elemento da !-ésima linha 
e J-ésima coluna será indicado por 
A(I,J) 
O símbolo~ indicará igual por definição, sendo 
a expressão isto é indicada sinteticamente por i.e • 
Usaremos para supremo a indicação Sup, para ín 
fimo, Inf, para máximo, max,e para mínimo, min. 
O vetor nulo é indicado por O. 
Em relação às refer@ncias temos: 
I 
capítulos serão numerados com algarismos ro-
manos; 
expressões e subtítulos serão numerados com 
algarismos arábicos. 
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A referência a uma expressão ou subtítulo domes 
mo capítulo , ~ feita colocando-se o número de referência 
entre parênteses (por exemplo, (13)). Referências a expres-
sões ou subtítulos em outros capítulos, serão feitas gra-
fando-se o número do captt.ulo (em algarismos romanos), um 
ponto, o número da secção, um ponto, e o número da expreÊ 
são ou subtítulo ( ~or exemplo, III.3.44). Referências bi 
bliográficas são apresentadas entre co·lchêtes (por exem-
plo, Geoffrion [ 10 J ) . 
A seguir daremos uma breve nota a respei t·o do 
apêndice A. 
Ap~ndice A. 
Antes de iniciannos a apresentação do presente 
trabalho, será interessante indicar que as definições bem 
como alguns teoremas que utilizaremos,podem ser encontr§ 




C A P 1 T U L O I I 
O PROBLEMA GERAL DE ALOCAÇ!O DE RECURSOS, MÉTO 
DOS, MANIPULAÇÃO E TEOREMAS M EQUIVALENCIA. 
Introdução. 
Inicialmente, enuncia-se o problema geral de a 
locação de recursos, o qual é interpretado segundo três 
formas diversas de abordagens, primal, dual e teoria das e 
quipes, optando-se pelo desenvolvimento do prinnal. 
A secção 2 coloca o problema geral de alocação 
de recursos numa forma bastante adequada do ponto de vista 
computacional, gerando o problema mestre de alocação de re 
cursos, possível pelo emprêgo de uma técnica de manipula-
N • N çao: proJeçao ... 
Conveniente é a secção que se segue, já que de 
monstra a equival~ncia entre os problemas geral de aloca-
ção de recursos e o problema mestre, no sentido dos teore-
mas a serem apresentados, salientando-se a perda parcial 
da diferenciabilidade. 
SECÇÃO 1 - PROBLEMA GERAL DE ALOCAÇÃO DE RECURSOS, METODOS 
E INTERPRETAÇ0ES. 




recursos, que se identifica com a otimização de um sistema 
• de grande porte formado por subsistemas interrelacionados,. 
cuja estrutura particular,multidivisionai,~ frequentemente re 
fer~da na teoria de programação matemática como decomponí-
vel. Portanto associaremos a palavra decomponível a um si~ 
tema cuja otimização é um problema da forma: 
,e 
Maximiz~ L ji { x,:} s.a 
I< t'•f 
L..9l {.r,:J-$' Á e 
(=f . 
I1t = { 1, 2 , ••• , k} ; 
xt€ JR.Tii vetor atividade de dimensão ni, as-
sociado com o i-ésimo subsistema. ; 
,v,-xlc 1R i , representando o conjunto dos progra-
mas de operação (conjunto ou região viável) p~ 
ra o i-ésimo sub-sistema, associado com Xi; 
Por subsistemas interrelacionados poderemos,neste caso, 
entender como subsistemas quase autônomos, que se acham 
dependentes a um comando central, que mantém a estrutura 
não separável, pela distribuição de recursos necessários 
ao funcionamento de cada um. Se, no entanto, cada subsis-
tema não carecesse de tais recursos para o completo funci-
onamento, o sistema seria completamente separável em 
subsitemas cada um somente dependente ao seu pr6prio co-
mando central. 
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~ : Xl-+ lR , função objetivo do i-ésimo sub.si.§ 
tema associada com x4 ; 
~ ( •) = (gl~ ( •), • • ;, ~-m ( • )}, função we torial. c_B 
jo domínio é Xi.-, associada com x,1., gl : xl ~ IRm; 
b E /R,m , vetor m- dimensional que denominara-
,., 
mos vetor- recursos cujas componentes sao os r~ 
cursos, colll!Uils aos subsistemas. 
2 lf~p6teses Adicionais. 
Inicialmente iremos supor as hip6teses de con-
cavidade, convexidade e compacidade, além de todas variá-
'11 • 
veis x.i pertencerem aos espaços euclidianos /R '.Destarte, 
as funções f1. são supostas e6ncavas nos conjuntos conve-
xos e compactos X;,, e cada componente g .. ('.) ( j=l ••• m)da 
Ã._/ 
função vetorial gi (i=l ••• k) será suposta convexa em 
X. (i=l ••• k). Finalmente, supomos que o programa (1) tem 
,L 
uma solução viável. Outras hip6,teses sobre as funções se-
rão impostas quando necessário· (III.2). 
As funções fi (i=l ••• k) medem a representativ;! 
dade de cada subsistema, ou seja, a sua contribuição para 
o benefício global, sendo diretamente dependente do prog~ 
ma de produção do subsistema, razão pela qual devem ser 
convenientemente obtidas. 
O sistema opera com dois tipos de restrições,. 
O primeiro, expresso, pela desigualdade vetorial, 
.IC 
L g.i (xi)'° b, advém do uso comum de certos recursos pelos 
e:i 
subsistemas, sendo por isso chamada restrição de acopla-
mento ou de corporação. Podemos então interpretar 
g;; (.) ( i=l ••• k) como função vetorial que mede o nível de 
recurso de acoplamento ( suposto vetorialmente) ~necessário 
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para manter o sub·sistema operando segundo: o programa Xi • 
Conseqüentemente, a restrição de acoplamento exprimirá, 
via vetor-recursos, a disponibilidade dos recursos de uti-
lidade comum. O segundo tipo de restrições associa-se aos 
conjuntos Xl { i=l ••• k). O conjunto X,c: contém os pontos nos 
quais oi- ésimo subsistema pode operar, por isso é fre-
quentemente denominado conjunto {ou região) viável {ou de 
operação), sendo particular para cada subsistema, razão P!. 
la qual é genéricamente representado. Na teoria da aloca-
ção de recursos é associado com as restrições e recursos 
divisionais {ou dos subsistemas), sendo dependente da tecn~ 
logia do subsistema. 
A resolução do problema {l) pode ser encarado 
do ponto de vista da teoria das equipes. Definamos equipe: 
uma equipe, como estamos acostumados a pensar, refere-se a 
um grupo de membros de uma organização, que controlam de-
tenninadas variáveis em ·campos de ação diversos, e sob di-
ferentes infonnações tomam suas decisões, estando, no entan 
to, ligados pelo mesmo objetivo. Uma equipe acerca-se de 
dois problemas fundamentais: 
]lQ) Quais as possív-eis opções de estruturas i,B 
fonnacionai s:; 
22) Como deve cada membro atuar de modo a maxi 
mizar a comum p.refer~ncia. 
Uma equipe, ao contrário do que ocorre nos mé-
todos de coordenação {a serem posterfonnente discutidos), 
não se preocupa com a estrutura partícula~ da função obje-
tivo.Preocupa-se, entretanto, em derivar explicitamente o 
custo da transfer~ncia de infonnações entre seus membros 
na busca do 6timo. Citamos MaF.chak e Radner [ 25 J como im 
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portante referência e Varaiya[ 35 ] , que possui vasta bi-
bliografia sobre o assunto. 
Desde que diferentes caminhos são acionados a 
fim de se obter um mesmo objetivo (maximizar função obj·et,i_ 
voou prefer3ncia comum do sistema), parece-nos interessan 
te a consideração do ponto de vista da Teoria das Equipes, 
de vez que se pode pensar na hibridização desse m~tod-o com 
os de coordenação, ou simplesmente, utilizar resultados 
qualitativos de certos métodos no melhor entendimento dos 
caminhos gerados pelos outros. 
A particular estrutura de um sistema decompon! 
vel (função o.bjetivo e restrições de acoplamento linearmen 
te separáveis por subsistemas), leva a possibilidade de se 
obter a situação global 6tima (resolv,er-se (1)), a partir 
da coordenação das situações 6timas de cada subsistema 
( subotimizaçõ·es). Os métodos ligados às t~cnicas de coor-
denação geram subproblemas parametrizados separáveis (i.e, 
de resoluções independentes), e se desenvoJ.v.em da ild~ia de 
determinar valores dos parâmetros, para os quais alguma 
contribuição das·suhotimizações leva ao 6timo global. A 
existência de tais situações conduz aos valores 6timos dos 
parâmetros. Tais parâmetros bem como a forma dos subprobl~ 
mas derivam da particular escolha do método de coordenação 
Há dois procedimentos principais para se coordenar as res-
postas 6timas dos subsistemas parametrizados: 
- dual • ,
primal. 
Nosso trabalho se preocupará mais de perto com 
o m~todo de coordenação via primal, que se diferencia do 
dual basicamente por que, naquele são distribuídos (sem a 
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possibilidade de consumo extra) recursos, e neste são fix~ 
dos os preços dos mesmos, deixando-se o n!vel de aquisição 
a cargo do subsistema. Passemos a uma breve descrição da 
l -
coo·rdenação v::'ia dual. 
Coo-rdenação via Dual. 
vetor 
O dual envolve a determinação iterativa de um 
do lR'"' , tais que as soluções 6timas dos subproble 
. -
mas À-parametrizados, 
Maximizar fi (xl)_ A ~t Cxt) 
Xi,€.)(~ 
resolve (1). Essa forma de se tentar a solução 6tima, há 
muito tem merecido especial atenção pelos economistas, que 
primitivamente concebiam uma economia miniaturizada 
(March e Simon [ 24 ] ; HirshJ.eifer [14 J ) com sistema de 
preços, referentes a uma organização. Essa forma de encarar 
o problema revitalizou-se com a descoberta de que os multi 
plicadores de Lagrange dos problemas de programação matemá 
tica, poderiam ser convenientem~nte interpretados como pr~ 
ços. O vetor m-dimensional À em (3), ~ assim, frequentemen-
te chamado e interpretado como o vetor-preços dos recursos 
de acoplamento 1, denominação que se lhe cabe natural da in 
-··~ ,..,, . 
_te:rpre_taçao a seguir. 
N 
Suponhamos para efeito de interpretaçao, uma 
companhia con·sti tu!da de n divisões e uma direção central. 
Uma determinada iteração representa a fixação, pela dire-
ção central, do preço À, para os recursos de acoplamento. 
O desejo das divisões ~ de o:b-!ter um programa x,: que maxi-
mize a eficiência de utilização de tais recursos, medida 
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pela diferença entre a contribuição da divisão (ou subsis-
tema), fl (x.l), e o preço pago pelo nível de recurso co-
t 
mum ( ou de acoplam"8nto) requerido, À ~ ( X4 ). A sub:otimiza-
ção (J) ministra, então, o programa, x; E Xl, mais conweni 
ente ao subsistema. A direção central é informada dos ní-
veis de recurso, g'l (x;) (:i=l ••• k), requeridos, associando 
,., 
aos recursos nao totalmente utilizados o preço· zero, recal 
cu.1ando, convenientemente, O·s demais. A reatualização dos 
preços dos recursos leva, dependendo d,o algorítmo partiC,!! 
larmente utilizado, à resolução de diferentes problemas, -
que podem ser chamados problemas diretores, pois se acham 
ao nível da direção central. Novos preços são fixados e 
n·ovas subotimizações são efetuadas. A troca de informações 
direção-divisões pretende, iterativamente, ob:ter os preços 
que otimizam o funcionamento da companhia, i.e, os preços 
cStimos. 
N 
A forma de reatualizar O'.S preços pressupoe que 
a direção possa, se necessário, adquirir n0,ras quantidades 
de recursos, para suprir o n:!v:·el total de recursos de aco-
" plamen to, Í: g,. ( xi ) , requeri do numa de te nninada iteração • 
i:i (. 
Fica desde já, evidente , que a v,iabilidade primal de uti-
lização dos recursos comuns não é considerada. Diz-se em 
programação matemática que não é,garantidamente, mantida e 
a viabilidade primal. Sob: determinadas condições (Geoffrion 
L 12] ) , a situação glob:al ótima i terati-wamente conseguida 
por esse tipo de coordenação, não inviabiliza a restrição 
de disponibilidade dos recursos comuns, garantindo, assin+ 
a viabilidade primal da solução oh-tida. 
Dependendo da estrutura infonnacional (intera-
ção direção central-divisões) particularmente considerada, 
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derivam-se diversas teorias (centralização e decentraliz~ 
ção) a respeito dos métodos usados. 
Como cita Jennergren[17], o mod~lo organizaci 
onal utilizado ,para interpretação econ8mica do dual, bem 
como a terminologia usada, fora originalmente empregada por 
B'aumol e Fabian( 4 ]e também por Zschau89J. Interpretação u-
sada po; Gale [ 8 · J , Kornai e Liptak [ 19] ,Malinvaud [ 22 J 
e Wei tzman [ 36 J é quase equtvalente. Esses autores supoem 
uma economia centralmente dirigida, constituída de uma a-
g@ncia de planejamento e n firmas ou companhias.Ainda devi 
do ao mesmo pesquisador, poucos algorítmos se fundamentam 
na idéia de ajustamento de preços(dual). 
A séria desvantagem advinda da aplicação de 
algoritmos do tipo ajuste de preços é que, não se garante 
a viabilidade das restrições de acoplament.o. 
Coordenação via Primal. 
A par da dificuldade anteriormente exposta, 
foram desenvolvidos os métodos prima.is,i.e, aqueles que~ 
rantem a viabilidade das restrições referentes ao proble-
ma originalmente proposto. 
Esses métodos de ataque ao problema original 
(no presente caso (1) ), tiveram desenvolvimento bastante 
rápido a partir da descoberta do Princípio da Decomposi-
ção de Dantzig-Wolfe, visando quebrar um problema numas~ 
rie de subproblemas menores. Criaram no âmbito da progra-
mação matemática, a Teoria da Decomposição que se desenvo]. 
veu sobremodo na década de 60, conduzindo cada vez mais a 
novos caminhos e aplicações, dada a atenção especial que 
atualmente se lança ao Estudo da Otimização de Sistemas de 
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Grande Porte .Varai.yal35]em recente pesquisa sobre a tendên 
eia da teoria da decisão em sistemas de grande porte, vem 
ratificar a importância desse campo da Teoria da Programa-
ção Matemática. 
Nossa dissertação versará sobre o m~todo de 
coordenação primal de direcionamento de recursos devido a 
Geoffrion [ 11 J • 
A interpretação via primal tornará clara a é@ 
rantia da viabilidade das soluções geradas por ele.No pr~ 
sente caso, as informações transferidas par~ as divisões 
(supondo mantermos o mesmo modêlo institucional que no d.,!! 
al), alteram-se.Neste caso, o planejador não fixa os pre 
ços, mas aloca diretamente o limite superior do nível de 
recurso para cada divisão (este fato determina o nome co-
mumente usado na denominação do problema (1): Problema Ge 
ral de Alocação de Recursos). Desta forma, o subsistema 
~ obrigado a otimizar seu funcionamento enquanto se mantém, 
garantidamente, a viabilidade do problema (1) face adis-
ponibilidade de recursos comuns(representada pelo vetor-
-recursos b). 
Da interpretação estabelecida,dois fatos podem, 
intuitivamente, determinar o caminho pelo qual trataremos 
o problema (1). Em primeiro lugar, a alocação de recursos 
comuns aos subsistemas leva cada subsistema à independ@ncia 
de funcionamento,podendo, assim, operar da melhor maneira 
possível, sem qualquer interação com os demais. Frisamos 
que isso é possível dada a estrutura decomponível do sis-
tema.Cada subsistema ,conseqÜentemente,otimiza seu funcio 
~ namente pelos meios mais adequados.Como veremos na secçao 
2, esse aspecto particular poderá ser explorado aplicando 
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ao problema (1) a tácnica de manipulação cri.amada projeção. 
Finalmente, parece não difícil notar que a alocação de re-
cursos poderá resultar da obtenção de direções viáveis,i.e, 
o coordenador vê o sistema funcionmtdo segundo determinada 
alocação de recursos,tenta redefinir os níveis superiores 
de recursos comuns para cada subsistema, levando em conta 
o problema fundamental: 
de posse das informações divisionais a 
respeito do funcionamento 6timo para 
os níveis de recursos fixados, em quais 
"direções" á possível deslocar a ofer 
ta de recursos comuns, a fim de melhorar 
o funcionamento global do sistema. 
Essa forma de raciocinar nos levará a aplicar 
.a estrat~gia de direções viáveis ao problema manipulado 
(i.e, ao problema, neste caso, pronto para ser desacopl~ 
do) com a conseqüente separabilidade de cada subsistema. 
O processo á, portanto, iterativo e pretende levar ao 6timo 
global pela troca constante de informações entre as divi-
sões e a coordenação; a coordenação procura direções so-
bre as quais poderá alterar as ofertas de recursos para 
cada divisão,a fim de melhorar a situação global. Destar-
te, a coordenação pelo m~todo primal consiste em se obter 
,n'ln -k vetores do ,~ tais que as soluçoes dos subproblemas y~-
-parametrizados 
' 
Maximizar f~ C.x:i) 
.t~ ~ ')('~· 
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~solva (1). O vetor Y.c: E IR"" representa o nível de recursos 
alocados ao i-ésimo subsistema. 
Neste caso, qualquer regra de parada convenien 
te usada, gera solução viável não pior que à original 
(i.e, solução viável utilizada para partida do algoritmo). 
Como teremos oportunidade de verificar o algo-
ritmo de decomposição, que será implementado, não pode· 
ser considerado como representante de um M~todo de Decen 
tralização, embora seja computacionalmente forte : dimi-
nui o trabalho computacional, ao mesmo tempo que possibi 
lita a resolução de problemas cujo porte torna inviável 
a computação por métodos diretos. 
A secção 2' preocupar-se-á com a manipulação do 
programa (1) visando derivar um programa mestre, cuja e_2 
trutura decomponível poderá, posteriormente, ser explOI!; 
da pela aplicação da estratégia das direções viáveis (c~ 
p:!tulo III). 
SECÇÃO 2 - MANIPULAÇÃO. 
Frequentemente sucedem desacêrtos práticos na 
resolução direta de um problema de grande porte. Tais 
problemas podem, dependendo da particular estrutura que 
englobem, ser transformados noutros equivalentes por 
meio de manipulações que objetivam [ 10 ;pg 12] : 
(a) explorar a estrutura particular do proble 
ma; 
(b) linearizar as partes 
... lineares do pro-nao 
blema; 






Manipulando-se o problema (1) por meio da téc 
nica de projeção , o item (a) conduz a (c), devido a es~ 
trutura decomponível do sistema. O programa obtido dessa 
manipulação~ referido na literatura como problema mes~ 
tre. 
Reescrevendo o problema (1) ap6s introduzir 
os vetores yd. •• •Yrr. de IRm ,vem: 
1c. 
~ f• e :x:,J Maximizar 
I< X,~ 
s.a 
L Yi '\' b 
(,d. 
O problema (4) difere do problema (1) por ac.2, 
plar os subsistemas através das variáveis, Yi. (i=l ••• k), 
introduzidas, restando um problema com variáveis de ac~ 
plamento, ao invés de restrições de acoplamento.Como po-
deremos notar mais abaixo, yi , poderá ser interpretado 
como recurso direcionado ao i-ésimo subsistema. Se 
y=(y1 , ••• , yk ) fôr temporariamente fixado,obteremos um 
programa separável. 
Projetando o programa (4) ( [ 10-';pg 11] ) no 




[sup{L, f l Cx~) ;· f ... (v-., E ri<)( x~ € xl " 
{:.! 
".9LCx,) ~ y._) J ] s.a 
ou ainda, observando-se a separabilidade linear da fun-
22 
6 
ção objetivo do programa (1),vem: 
A respeito do programa (6) teceremos alguns 
comentários. Bm primeiro lugar, há de se notar a forma 
implícita das restrições y,E Y'i (i=l ••• k), onde: 
( L::: 1. .. K) 
Ao invés de torná-las explícitas, pode~se optar pela fo.,! 
ma alternada (implícita) que convenciona o valor -ao 
para o supremo de uma função num conjunto vazio. 
A interpretação ecmnômica anteriormente dada 
ao problema primal (1) fica, observando-se (6), natural-
mente introduzida. O planejador fixa uma alocação der~ 
cursos dentro da disponibilidade prevista ( fixação de 
1( 
y tal que L y_J b); a seguir, cada subsistema otimiza seu 
(°=~ ' 
funcionamento (obtenção de S~P.(ft·C:t~)l.xiEt~A 9i.(x1)~gi.} 
para i=l ••• k), sendo que supremos no valor -o:> refletem 
a inadequação dos níveis de recursos distribuídos; os 
subsistemas comunicam à coordenação suas respostas 6ti-
mas, pondo a coordenação a par do resultado global 
k 
<E Sup{f<~.)s.a X.-fX; A 9r,· C~~) f ·ii; } ).O recalculo 
,:t <. 4 l " ~ J,, 
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das ~ovas alocações com base nas respostas 6timas dos su~ 
sistemas é de tratamento mais delicado, razão pela qual, 





Supondo-se ~- ( Y,i) o valor 6timl do programa 
parametrizado em Y,t, : 
Maximizar J~ (xi) 
.Xi:€Xt 
o problema (6) poderá ser colocad9 na forma equivalente 
(9) , como se mostrará em (10), 
" 
Maximi za_r L Oí_· e .Y í) 
Yt . G'=i. 
Observação.As hip6teses (2) não garantem a exist~ncia da 
solução 6tima de (8). Com as hip6teses de diferenciabili 
dade sobre as funções f.c: , g_, e Y,i. E Int Yl necessárias 
aoJdesenvolvimento de (III.2) e mais compacidade de Xi 
(imposta em (2) ), garante-se a existência para a solu-
ção 6tima para (8), e conseqüentemente, valor finito~ 
ra vi ( Y, ) • 
O programa (9) obtido da projeção de (1), re-
presenta nesse caso o programa mestre, sendo uma forma 
modificada de se apresentar o problema geral de alocação 
de recursos (1). 
Do ponto de vista da hierarquização distinguefil 
-se dois níveis: 
1 A função V.(.' (y-'· )=Sup (f i (:ti) s.a .!Ji C:ti) ~ Ji, } ~ den0,-
.JC"' Xi • 
minada função pertubação associada com Pº , sendo, por-
tanto, característica do subsistema considerado. Essa fun 
ção será fundamental no presente trabalho. 
2 Valor 6timo do programa P;. é o valor de "i' (.) no pon-
to Y.(,° E rRm • " 
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1) nível de coordenação, representado pelos 
deveres explícitos em (9); 
2) nível de divisão, representado, implicita-
mente, em (9), pelas subotimizações Pi 
(i=l ••• k). 
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O programa mestre obtido possui explicitamente, 
somente, restrições lineares sendo a função objetivo não 
linear geral. De forma implícita temos as restrições não 
lineares ~€ Y,(, (i=l ••• k) representando a viabilidade do 
recurso comum alocado para oi-ésimo subsistema. Excetu-
ando-se problemas lineares ou quadráticos, expressões e~ 
plícitas para Vi (i=l ••• k) são praticamente impossíveis, 
a menos que a dimensão do vetor-recursos b seja muito p~ 
quena[ 21]. No caso geral, valores de vl são dependentes 
da resolução dos subproblemas Pi (i=l ••• k), Porém, a V8:!1 
tagem de (9) em relação a (1) torna-se particularmente 
interessante quando o número total de restrições que d~ 
terminam os conjuntos Xl (i=l ••• k) é grande em relação, 
ao número de restrições que acoplam os subsistemas, já 
que a aplicação de estratégia conveniente permite obter 
a solução de (1), pelas resoluções independentes dos pr~ 
blemas P,: (i=l ••• k).Fica,portanto, decidido que nos dedi 
' caremos a métodos que visam a resolução iterativa de (9) 
através de série de otimizações. 
Realocação de Recursos. 
Como anteriormente citamos, passamos a inter-
pretar mais de perto a realocação de recursos com base 
no programa (9). Suponhamos que a resposta 6tima do 
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subsistema seja, agora, dada na forma de produtividade 
marginal,i.e, variação da contribuição ótima com a vari~ 
ção unitária dos recursos alocados (essas quantidades 
,,., 
sao referidas, para um determinado subsistema., aos re-
cursos comuns, componentes do vetor b).Tais quantidades 
capacitam o coordenador, com base na disponibilidade dos 
recursos comuns, a obter uma direção ( pode existir uma 
infinidade) de realocação que conduza ao maior incremento 
local na contribuição global. 
Observação: não interessam ao coordenador valores ótimos 
das contribuições dos subsistemas, mas tão somente infor-
mações que lhe permitam deduzir uma nova direção de rea-
locação, que conduza a melhora global. 
Sucessivas subotimizações e realocações pross~ 
guem,até que os efeitos das variações marginais dos re~ 
cursos comuns na contribuição 6tima, sejam equiparados 
para todas divisões (condição de otimalidade quando v~ 
é diferenciável,i=l ••• k, que provaremos no capítulo IV). 
Quando as funções vi forem diferenciáveis, as 
produtividades marginais do recurso j para o subsistema 
i em Y,l , são expressas pelas componentes dos gradientes 
de V,t (.) em ~ ,i.e, e:) (y.l) representará a produtivida 
de marginal do recurso j (j=l ••• m) re1ativo ao subsiste-
ma i ( i = 1 ••• k) • 
Acontece, no entanto, que VL(.) não~ necessa-
riamente diferenciável em Yi ( Rockafellar[32]). Essa 
dificuldade é parcialmente removida dada a concavidade 
das f1.mções v~ (i=l ••• k), como veremos na secção 3,leV8!!, 
do à existência das derivadas direcionais em todas as d! 
reções, e em todos pontos interiores de Y,. lesse fato 
II.3 
que permitirá o desenvolvimento do trabalho mediante a 
estrat~gia das direções viáveis.Isso mostra desde já o 
importante papel exercido pelas hipóteses côncavo-conve-
xas. 
A maior contribuição de Geoffrion foi derivar 
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um programa linear explícito, que mediante algumas su-
posições, leva à obtenção da direção viável que maximiza 
o aumento inicial da função objetivo do programa (9),i.e, 
a direção obtida conduz ao valor máximo da derivada dir~ 
cional da função objetivo de (9). 
Notemos finalmente que o tratamento pode ser 
simplificado nos pontos onde Vi, (.) (i=l •• lt) é diferenci-
ável.Esses pontos não são exceções nos conjuntos Yi 
(i=l ••• k), já que os pontos em que Vi (i=l ••• k) e não) 
diferenciável constituem um subconjunto de Yi (i=l ••• k) 
de medida nula. Por essa razão será exposta no capítulo 
IV, pesquisa visando obter a melhor direção viável de au 
mente da função objetivo de (9), tirando proveito da di-
ferenciabilidade das funções Vi , onde isso ocorrer. Tal 
fato reduzirá consideravelmente as dimensões do programa 
linear utilizado na busca dessas direções viáveis. 
A secção seguinte conduz-nos a resultados bas 
tante adequados,ou seja, a equivalência entre os progra. 
mas (1) e (9) no sentido dos teoremas a serem demonst~ 
dos. Embora perdida parcialmente a diferenciabilidade, 
resta-nos a possibilidade de aplicar estrat~gia conveni 
ente (direções viáveis), que leva a uma sequ@ncia de sub 
programas côncavos diferenciáveis. 
SECÇÃO 3 - TEOREMAS DE EQUIVALENCIA. 
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Dois teoremas de fundamental importância serão 
aqui desenvolvidos. O teorema da equival@ncia propriame~ 
te dito, mostrará como se relacionam as soluções ótimas 
de (1), problema cuja resolução fora inicialmente propo~ 
ta,e, o problema (9) resultado da projeção de (1) sobre 
o espaço das variáveis y. Embora este teorema seja de 
uso frequente,sua demonstração não se encontra na lite~ 
tura geralmente citada. O segundo teorema refere-se a 
propriedades dos conjuntos Yi (i=l ••• k) e à concavidade 
das funções v;; (i=l ••• k) nesses conjuntos [10 ;pg 16] • 
O teorema de equival~ncia propriamente ditos~ 
rá provado para o caso geral, para tanto não serão nece~ 
sárias hip6teses de concavidade-convexidade e compacida-
de. 
As hipóteses utilizadas para obtenção das pro-
priedades dos conjuntos Yi e funções v, serão mencionadas 
nas respectivas provas. 
Para a prova do teorema abaixo, explicitaremos 
os conjuntos Yi associados ao programa mestre (9). 
10 Teorema. são válidas as quatro asserções abaixo: 
A) O programa (1) é inviável se,e somente se, 
(9) também o f6r; 
135) O programa ( 1) tem valor 6 timo+oo se, e somen-
te se, (9) tamb~m o tiver; 
C) Se o programa {l) tiver solução ótima 




Y° ,e, xê (i=l ••• k) será 
(i=l ••• k),sendo g. (xê)' 
' (9) tiver solução ótima 
solução 6tima"de 
Y.: ( i=l ••• k) e [tl~~b; 
e; L=.t.6-: ... 
yº e ¾ (i=l ••• k) 
II.3 
;. 
f5r solução 6tima de Pt {i=l ••• k), então 
' xº= (x~, ••• ,x;) será solução 6tima de (1). 
Para as demonstrações abaixo seja: 
( ~ .,..; .X: X1 , -~ > XK) E IR . onde (~i E. !1<.)(x.: € IR 1'li) 
x = x1 >'- • • .. x x K e lR 
r11, 
y -:: ~ )( . . . X y K e IR I<. ~ onde ( Vi: E. r K)( Yt e 1R ,m) 
J = C,fl ... jK) €"1R K""- onde (Vi: tlk)(yiE. lR,wi) 
L,:{Jé IR,<'"' l ~Yi ~ b} 
L:=.1 
Asserção A. Formalmente teremos: 
K K 
(Jx€ x)( L?i(x1>~b) t.;:=>{:/yéY) (L ~-, 6) 
t'= 1 t•1 
ou equivalentemente, K K 
(3x;€ x) CL,icxL~~t,)<===>(3_y€Y)(L_½·.f 6) 
~1 ~, 
Demonstração. ): seja, por hip6tese,x viável em (1), 
i.e, 
1( 
11 xE {x€x I c!Ji(Xi)~b} 
«:.:: 1 
Definindo ~- = g, {x'-°) para todo i E Iic , obtem-se de (11) 
que 
12 
e, pela definição de Y, { i E Iic), 
13 





o que completa a prova da condição suficiente. 
( : seja,por hip6tese, y tal que 
Como y E Y vem 
Da condição yf ~ e (14) decorre 
IC 
~ 7<X.Hb 
De (14) e (15) vem: 
K 
X€ l.xt,c I b~·<.-qJ~6} 
Asserção B. Se voa representar o valor 6timo do programa 
(a), teremos: 
vOl = + 00 •..,..t--> v-09 = + eo 
Demonstração. --): supondo,por hip6tese, vOl=+a:>, te-





Da viabilidade de x em (1) e definição de y,vem: 
,e. K 
L ;. == L <l· {x1,-J ~ 6 
t'=1 tf l t'= 1 ,,-t 
f€Y 
Logo para cada x viável em (1), temos: 
Como por (16) 
vem, 
llj·(f.J ~Sup 0·(x-l) s.a ~-€Xi~·~J~• } ~ _/t· (.:il) 
para todo i € I K· 






S up q; ~-,0·) y€19Ccl }? Sup{!,;..( c;p /X viável ( 1 >} = +co 
De (17) e (18) , vem 
K K 
Sup f ~V,, 1e,) y <Yn Z} ~ Sup { J;; 4' ~) !,f@ (><) } = +a, 
logo, 
v09 =+a, 
( : como, por hip6tese, v09=+oo,(9) 
é viável. Seja y=(yi. ' ••• 'ytc ) E y n ~ .seja: 
O conjunto© ( y) é não vazio dado que y E Y, sendo evidente 
a inclusão ®(j)c A, para todo y E Y n [: .Logo, 
k ~ 
[0·(!li) ~ Sup {[:ji-<Zi)lx€9 (Y)} ~ 
~ g ~ -
~ Sup {I::h· (.x,,J I x t A } para todo y E Y n z: . 
t=f 
Como YnEé fechado, decorre de (19) : 
k K 
Supq;tf·if,-J lrnn EJ ~ Sup \~;,:<•;J /..r 6 A } 
ou seja, 
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v:09 .{: vOl 
logo 
vOl = +a.:> 
Asserção e. Se xº = (x;, •.• ,x~) ~ solução dtima de (1), 
então existe yº r solução 6tima de (9) satis 
k 
fazend'o g. (x.:•>• y;(i=l ••• k) e Í:,,J/, b, e, 
(. . t•á. ' 
x; E1 solução 6tima de Pi', para todo i t I • 
e. 
Demonstração. Como xº ~ viável em (1), fazendo para todo 
iE I K , g;,_· ( xí) =y/vem, 
e, portanto, y·º E1 viável em (9). 
t. 
a)Provemos que xf ~ ótimo em !}.º para todo i€ I. .. 
l ,r· 







L.i f.J { ~f) + /1,· ( :it:) > ~ f: ( .r;:) 
J:f t=f 
J:t:i. 
conclui-se que xº não ê solução 6tima de (1), o que con-
traria a hip6tese. Logo, ( 'v-i E I )(~ é solução 6tima de 
Pf ) , e portanto, Ví. (y_; )=fl (xJ). 
b)Prov,emos que yº é solução 6tima de ( 9} por r~ 
dução ao absurdo, i.e, 
I< /( 
(3jE Yn E)(B tn· (iJ> ~ v,· (y/'J) 
(:: I t t';-f 
Definindo 
A ={'X€Xl~•Eitc)(.9t"(Zl)~ _;;.)] :::/= (/) pois.Y€ Y 
K 
B = {x· f)(I ~ Jl (.~t-) ~ /;} 
(::1 








Sup f ~[,· <x"1J I XE: A } f :up {/;· (~·) k· €1/'Jl·~)~.i,- }= 
k 
=[ °"' (_i-) 
~;:1 
logo de (21) e (22), vem: 
k k 
Sup {Ú· {x;) 1.rfB} ~ [ Ví' (~.) 
C=t cfd. 
Como, pelo item A, 
de (23), depreende-se 
o que é um absurdo por (20). Logo yº é solução 6tima em 
(9). 
Asserção D. Provemos que : 
Yº é solução 6tima de o ( o • ) . x = xi, ••• xk 
X~· é solução 6tima de 
(, 
P~o ~ é solução 6tima ,· 




Demonstração. Suponhamos ,por absurdo, que xº= (x~, ••• ,x") 
k 




uúf.ocl em (IJ) ( L;;-~-J> ,·=~ 
Se y
4 t ( g
1 
( x!) , ••• , gk ( x:) ) , segue pela viabilidade de 
xA em (1) que: 
e, 
, 
(~•€ IK)(xi e' wavel em 13.,:.4 ) 
Logo, 
k I< 
~q-~.''}>, {~1,- (.r/J 
Como, por hip6tese, yº ~ solução ótima de (6) e xê 
(i=l ••• k) solução 6tima de P{~ (i=1 ••• k), vem: 
' 
I< k. k 
~ tJ;-~'?)= LJrx;,~L q·(j;'.4) 
-l=i. ·<"=i .C•i. 







o que resulta, observando-se (24) num absurdo.Conclui-se, 
portanto, que xº é solução 6tima de (1). 
"" -Teorema. Os conjuntos Yi sao nao vazios, fechados e con-
vexos·. As funções v" são c$ncavas em ~ ,i=l ••• Jê!, 
sendo -oo nos pontos não pertencentes a YJ., 
i=l ••• k, se levannos em conta que o supremo de 
uma função num conjunto vazio ~ - c:o • Finalme!! 
te, as funções v, são não decrescentes,i.e, 
V- yi , y2 E Y e y1. i y~ , vem v, ( yZ) ~ ~- ( yi) • 
A) Y~ é não vazio, i=l ••• k. 
Demonstração. Consideremos a definição de Yi dada na se~ 
ção 2' 
Pelas hip6teses em 
ável, logo, 
( 2), , .problema (1) tem solução vi-






B) Y,<; ~ fechado para todo i E I" • 
Demonstração. Eliminemos os índices i.Seja (y~) uma 
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sequ@ncia qualquer em Y, convergente para um ponto y~. 
Provemos que ya, E Y. Por definição de ". a cada y1< E Y 
pode-se associar um vetor xk E X tal que g(xk), y! 
Assim procedendo-se, constroi-se uma sequ@ncia (xk) em X. 
Como X~ compacto, tomando-se subsequências de (xk) se 
necessário, pode-se considerar que 
Como g ~ contínua em X e g(xK) ~ yk para todo kE\W 
vem 
lim .9 (.xk_;;;; j (x°1 Í ya:; 
l(_.ClO 
Logo , y 00 E Y. 





(J.;ft·€,J) (Yl· é fechado ) 
Esse resultado~ importante e será usado para 
garantir a compacidade do conjunto viável do problema mes 
tre restrito. Alem disso como provaremos em III.2.18, 
Essa propriedade e mais o fato de Yi ser fecha 
do, conduz a 
C) Yl ~ convexo para todo i E II< • 
Demonstração.Sejam y~ e y
2 
pertencentes a Y • 
) (3 x 1 € Xl}(j/ (z) ~ _y;) 
-> (lx2 €xâ(~t"t.z: 2J ~ _f2) 
Como gi. ~ convexa em Xi convexo, vem: 
De (28) e (29), wem: 
II.3 
Como x, ~ convexo, 
Logo, 
Finalmente, temos: 
(V/€[") ( Yl é convexo} 
D) As funções~- são não decrescentes. 









Logo as funções v1, são não decrescentes no 
sentido anteriormente exposto. 
E) As funções ii:t· são côncavas nos conjuntos Yi • 
Demonstração. A definição de vi anteriormente mencionada 
~ dada abaixo: 
para y_, € Y, • 
(. 
Já que o valor de Vi, pode ser + aJ em Y.;., será adequado 
usar o hipografo de v.c; para provarmos a concavidade da 
função VL • A definição de hipografo é dada abaixo: 
A concavidade de~ pode, então, ser depreendida 
da convexidade de seu hipografo. Eliminemos os índices i. 
Provemos ,portanto, a convexidade do hipografo de v, ou 
seja, dados (yi,;i·) e (y2.,jl-) em lp e dado eE [o,i] , 
provemos que 
onde é= 1-0, ou, equivalentemente, 
II.3 
ou, finalmente, pela definição de hipografo de v, 
Pela definição de função pertubação, vem: 
Como X~ convexo, decorre: 
(usando a convexidade de g em X e a concavidade de f em 
X) 
Sup{Bf(x1f 0f (lCZ) s.a J (x~~.!I~ f (xz}~2 J = 
>( l<z€X 
= 8 SupÍf (x'N.a. ~(x'l' ~i.,_6 SupÍf (,c2} 6.a. o ( >CZ)i y2}: 
,< 1 € )( t ~( )( ; 
= eu(Y,,. êo-(j7 
Da definição de hipografo de v, temos: 
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Logo, as funções pertubação v, • associadas aos subproble-
mas P; são c6ncavas nos conjuntos Y,· .. 
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Os teoremas anteriores demonstraram a equival~n 
eia entre (1) e (9). 
Pode, no Brttanto parecer que consideramos (9) 
com intuito, em parte, de obter condições de otimalidade m~ 
is convenientes. Tal fato não sucede, dado que (1) por ser 
um programa diferenciável,leva a condições de otimalidade 
expressas mais convenientemente se usarmos gradientes. 
O que faremos será construir algoritmos que resol --
vam (9), que, como mencionamos, é computacionalmente mais 
interessante, podendo-se utilizar as condições de otimalida 
de para (1) como regra de parada. De fato, o teorema de equi 
val~ncia serve para provar que as condições de otimalidade 
para (1) são suficientes para (9). Ou seja, suponhamos y 
candidato a solução 6tima em (9). Seja x, (i=l ••• k) a solu-
ção 6tima de Pt • Se as condições de otimalidade de Kuhn-
-Tucker para (1) forem satisfeitas no ponto x = (x~,•••,X~), 
pela condição suficiente do Teorema de Kuhn-Tucker [23;pg 74] 
temos que x é solução 6tima de (1). Decorre pela asserção 
C do teorema de equivalência (10) que y é solução 6tima de 
(9). 
•• desde obtenha solu Consequentemente, que se uma 
,., 
ótima (9), imediatamente temos disponível solu çao para uma 
~ ótima {l).Isso nos garantirá, em parte, conveni-çao para a 
~ncia do método utilizado para a solução de (9). 
No capítulo que segue, trataremos da base te-
6rica do método escolhido para resolução do problema mestre 
(9), ressaltando que pela consideração das condições de com 
pacidade dos conjuntos X, , originalmente não impostas por 
Geoffrion, obtém-se a compacidade da região viável do pro-
blema mestre,como veremos. 
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C A P I T U L O I I I 
ESTRAT:!!GIA 
Introdução. 
Nas secções que se seguem será exposto um méto 
do de resoluçãa, do problema II.2.9, reescrito abaixo: 
k k 
1 Maximizar L ~· ( <1) /2.a. B 1./. , /, 't l.=I lt (.:/ /1., 
2 
já que pelo teorema de equivalência II.3.10, teremos aso-
lução 
lução 
' p (. ft, 
6tima do problema original II.1.1, a partir da reso-
do problema mestre ( 1), via subproblemas Pf/ II. 2 .8, 
Maximizar [ (;ct.) ,4. a· ft: (x.") 'ft· 
..zt' €X,: 
O m~todo a ser utilizado,classifica-se comp 
primal ~ direções viáveis já que produz uma sequ@ncia de 
pontos viáveis em (1). 
O algoritmo de direções viáveis aplicável ao' 
problema (1), parte de um ponto y no interior de Y, deter-
minando uma direção viável de máximo crescimento local na 
função objetivo de (1).Executa-se, a seguir, maximização 
da função objetivo de (1) na direção obtida, encontrando-
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-se um novo ponto. Para que a iteração seguinte, possa ser 
executada, e o processo iterativo ter continuidade, o pon-
to de partida para a iteração seguinte deverá também estar 
no interior de Y; esta imposição que constitui limitação 
severa do m~todo,será satisfeita introduzindo pertubação 
na busca unidirecional, a ser discutida na secção 3.Isto é 
necessário devido a dificuldade existente no tratamento de 
pontos de fronteira do domínio de funções côncavas. De fa-
to, mesmo que o conjunto das direções viáveis partindo de 
um ponto fronteira de Y pudesse ser descrito, não consegui 
ríamos garantir a exist@ncia da direção de máximo cresci-
mento local. Um exemplo em que tal direção não existe, en-
contra-se em [8] , sendo o estudo de tais casos ainda um 
problema em aberto. 
Portanto, y( IntY é uma garantia de que todas 
direções a partir de y são viáveis em Y. Outras implica-
ções advém dessa suposição sendo discutidas em (17) e 
(30). 
A secção 1 define o método de direções viáveis 
expondo resumidamente os aspectos mais importantes, além 
de discutir a exist@ncia da solução 6tima para o problema 
original. 
Teoremas e resultados fundamentais são apre-
sentados na secção 2, ressaltando-se as implicações de ca-
da hipótese assumida, sobre as quais se estrutura a secção 
seguinte; aí se caracteriza a obtenção de uma boa direção 
viável, culminando-se com a apresentação do teorema que 
leva à determinação dessa direção. Ainda nessa secção, di~ 
cute-se a otimização na direção obtida (otimização unidire 
cional ou problema mestre restrito), expondo-se um procedi 
3 
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mente de eliminação dos pontos fronteira de Y, caso o 6timo 
do problema mestre restrito pertença a ela. Como produto da 
otimização unidirecional são analisados os subproblemas en-
volvidos, bem como as hip6teses que garantem as soluções 6-
timas dos mesmos. 
Por fim, na secção 4 esquematiza-se o algoritmo 
obtido do método das direções viáveis. 
SECÇÃO 1 - METODO DAS DIREÇ0ES VIAVEIS. EXISTENCIA DAS SOLU 
ÇOES OTIMAS. 
Algoritmos de direções viáveis para resolução 
de problemas não lineares de otimização, foram originalme~ 
te desenvolvidos por Zoutendijk [3~ em 1959, e indepen-
dentemente por Zukhovi tskii [40] em 1962 - 1963, tendo sido 
precedidos pelo m~todo dos centros e o algoritmo de Topkis 
e Veinott, nos quais se apresentam idealizados. 
Seja o problema de otimização abaixo: 
Maximiz::_r jº (;e) ó. a .j'<.xJ ~ o . t::/.,,m 
onde ft (i=O ••• m) são funções de/1?,n emfR. Seja C a região 
viável, i. e, 
Um algoritmo que resolva (3) é dito de dire-
ções viáveis, se dado um ponto x;,é e, ele determina uma 
semi-reta, ( x E fR.rrt I x= xc: -t-p.h-i "'/l~º} , passando pelo interior 
(relativo) de e, e nessa semi-reta um ponto x,~·6 C tal 
III .1 
que f° ( X,i+1) > f
0 
( X,i). Tal método nressunõe que IntC(=~. 
Algoritmos de direções viáveis surgiram da 
vantagem existente em se considerar apenas o comportame~ 
to local das funções critério e vínculos, e, de não se 
1 ... i.. ( ) envo verem todas as funçoes f i=l ••• m, em cada itera~ 
ção quando se calcula o vetor hiER~ que define a semi-re 
ta para cada Xi E e. Contudo, a eliminação das fuilrtçÕes 
f" (i=l •• ~~m) tais que ./ (x,c:) < O (vínculos inativos) ,le 
vava a algoritmos não convergentes, mesmo em casos total 
mente diferenciáveis. Nesses casos, é possível construir 
exemplos nos quais fenômenos de ziguezague levam a pontos 
que não obedecem as condições de otimalidade de Kuhn-Tu-
cker, embora os problemas satisfaçam a condição de quali 
ficação de Slater. 
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" A introdução do conceito de vínculos f ~ -ativos, 
J, 
i.e, f (i=l ••• m) é dito é -ativo em X<: , se 
levou Zoutendijk a algoritmos convergentes. Os algorit-
mos de direções viáveis aplicáveis a (3) pressupõem, pa-
ra se manter as condições de converg@ncia, certas condi~ 
ções. Entre tais condições, destaca-se a diferenciabili-
dade contínua das funções fi(i=O ••• m).Tomadas, portanto, 
as devidas precauções,tais algoritmos podem ser emprega-
dos na resolução de II.1.1,o problema de alocação de re-
cursos.No entanto, como já tivemos oportunidade de obse~ 
var,o trabalho computacional pode crescer assustadorameB 
te,além disso não tiraríamos proveito da estrutura parti 
cular do problema,fator fundamental para sua resolução. 
Por outro lado, tais algorít~os não podem ser aplicados 
III .1 
aos problemas (1), já que as funções vi (i=l ••• k) não 
são necessariamente diferenciáveis em todos os pontos de 
Y;.. (i=l ••• k). 
A busca da direção viável que utilizaremos, a-
plicável a problemas em que a função objetivo~ não di-
ferenciável, deve-se a Geoffrion [ 11 J, fundamentando-se 
nas propriedades de concavidade das funções Vi e na rel~ 
ção entre vetores multiplicadores 6timos e supergradien-
tes (serão definidos na secção 2). l por isso que volta-
mos a mencionar que as hipóteses de concavidade-convexi-
dade, tem aqui papel fundamentalmente importante,sem as 
quais, com as ferramentas de que se dispõe atualmente, o 
desenvolvimento desse trabalho não poderia seguir tal 
linha. 
O programa linear proposto por Geoffrion para 
busca da direção viável pressupõe perda total da difere:n. 
ciabilidade das funções vi, baseado na id~ia de que o n~ 
mero de pontos onde a função~ diferenciável, tende adi 
minuir na busca do 6timo. 
Exist@ncia das soluções 6timas. 
Com as hip6teses de compacidade dos conjuntos 
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Xi (i=l ••• k) teremos a compacidade da região viável do 
problema de alocação de recursos II.1.1 .Co:m as hip6teses 
de diferenciabilidade sobre as fi (i=l ••• k) em Xi (i=l. ••• k), 
que assumiremos na secção 2, temos a continuidade de f.,: 
na região viável compacta,e,po:t-tanto, a garantia da exi_ê. 
t@ncia da solução 6tima de II.1.1. Pelo teorema II.3.10, 
está conseqüentemente, garantida a solução 6tima do pr~ 
blema mestre (1) e dos subproblemas envolvidos. 
A secção seguinte tratará dos teoremas e resul 
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tados que garantem a existência da derivada direcional das 
funções pertubação v"· (i=l ••• k), bem como dos vetores mul-
' tiplicadores 6timos associados aos subproblemas Pj (2). 
' Tais fatos são fundamentais já que se proporá obter na 
secção 3 uma direção viável de incremento local para fun-
ção objetivo de (1) com base em sua derivada direcional. 
SECÇÃO 2 - TEOREMAS E RESULTADOS FUNDAMENTAIS 
@ primeiro teorema importante que segue, rela-
ciona o vetor multiplicador ótimo dos subproblemas :,f 
~- E' IR~ para i=l ••• k) associados com as restrições g,.(~,) €-
, . ~ fi· (i=l •• • k), com o supergradiente da função pertu-
bação "t· , definida no ap@ndice A, (i=l~ •• k), no ponto ~. 
(i=l ••• k). 
6 Teorema: [12;pg 2~ ·• Suponhamos que )r (2) tenha solução 
6tima X1,· • Então 'Xt'E'R~ é vetor multiplicador 6ti-
mo para PJ' associado com as g. ( xl >' y. , se, e so-
"t' l t 
7 
se, e 
mente se,À, ~ um supergradiente de v. (.) para 
~ I, 
y, = y, ' ou seja, o par (x.; Ã. ) satisfaz as con 
t I, (, /,, 




-t- l - -A. [q_ (xl.)_ q_ 
- l ll lt 
( iii) ,\ . ~ o,· ' -. - ~ -(iv:') /l (x.) ... f/. • I. ,t 
{, . 
-t: 
f, (x .)_ Àl. (~. (x:t.)_ q J ,óoblte 
(. l (, /L' 
] =Oj t 
-t 
somente se, v,. ( 1 ) ~ "lf.. ( f/-) + A . { f/ _ q) ,t· t ~,· ' ~t' lfi para todo Í:,· € 11 • 
8 
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Observação: a condição (iv) de (7) ~ dispensável pois por 
hipótese xt• é ótimo para i' • 
Demonstração.-> : eliminemos os :!ndices i e suponhamos 
que À seja vetor multiplicador 6timo para Py associado com 
g(x), y . Logo (i,X ) satisfaz as condições de otimalidade 
de Kuhn-Tucker supra mencionadas. Da c.ondição (i) temos: 
f (.i)_ te/ (X)-í] ~ I fa)_xt r, (x)_y ]~ 
"/õ<.io x€ X 
De (8) e (ii), vem: 
I (X)~ I (x)_ xt [ I (;e)_.f] pua tc1o X€ X. 
usando a condição (iii), para cada ytY, temos: 





já que x é solução 6tima de 1/, temos f(x)=w·(y), e, 
-t 
a-t-~J-,tÂ {j- jJ~ zl--{j) para todo Yé Y. 
Se Yt Y temos v (y)= -a, , e, po:rtanto, 
para todo y €TI?": 
o que completa a prova da condição suficiente. 
< : supondo-se ainda a remoção dos índices 
ja À um supergradiente de v em y. Provemos que (x,X) 
tisfaz as condições de Kuhn-Tucker (i)-(iv). Como x ~ 









Façamos em (9) y = y+ :/ , onde :/ €71(._,_ tendo a j-~sima 
componente unitária e as demais nulas. 
Temos, J , 
logo, 
-




como v(.) ~ não decrescente, vem: 
Fazendo j variar de 1 a m teremos provada, a condição ( iii). 
Fazendo em (g) y= g (x) vem: ,. 
onde a igualdade ocorre, pois decrescendo y para g (i) em 
Py não haverá alteração na otimalidade de x; pela condição 
(iii) e viabilidade de x em Py, temos, _lt[j (xJ-j ]~.O .. 
Essa última desigualdade e (10) levam à condição (ii). Fi-
nalmente1 estabeleceremos (i) fazendo-se y = g {x), em (9), 
para qualquer x € x. Logo: 
para todo x t X. 








Este fato e a relação v--r-.J:::./ (x) , levam a 
-t . 
/CzJ ~/rxJ-À r, (:c)-,y J 
o que, observando-se (ii), leva a (i). 
para todo x € x, 
Observação: o resultado que nonnalmente se obt~m a partir 
do teorema anterior, é a equivalência entre vetor multi-
plicador 6timo e o negativo do supergradiente. A variação 
obtida pelo teorema anterior, decorre da mudança feita na 
fonnalização do enunciado do problema II.1.1, optando-se 
por g (x)~ y, e não g(x)~ y como nonnalmente se encontra 
nos problema ·de maximização II.1.1.0ptou-se pelas funções 
g~ convexas, dada a facilidade em interpretar o vetor y 
como recursos, sem qualquer complicação maior. 
Para esclarecer melhor este ponto, mostramos 
a seguir as variações obtidas na função pertubação deco~ 
rentes dessa variação no problema de otimização. Seja: 
Maximizar f (x) s. a g (x) ~ ,!Z 
X 
Maximizar f ( x) s. a g ( x) ~ y 
X 
Maximizar f (x) s. a - g (x),!o 
~ -




v.e {y) = Sup {f (x) sujei to a x -éX /\. _ 1 (a;)~~} 
Os problemas (11) e (14) coincidem. Vejamos qual 
a relação entre as funções pertubação (13) e (16), associa-
das aos problemas {12) e (15) pertubados. 
a) v1 e v2 , supostas as condições de concavi-
dade-convexidade, são cSncavas; 
b) v 1 ~ não crescente, e v2 não decrescente, e~ 
mo provamos em II.3.27; 
e) v 1 {y) = v2 (-y) para todo y {imediato das 
definições de v1 e v2 ); 
d) nos pontos y e nas direções z em que as de 
rivadas direcionais de v1 e ve existam, te-
mos: 
Esta propriedade decorre da definição de derivada direcional 
e da propriedade ( c), como abaixo verificamos·: 
~'(;;,;)- _ 31 V" 0;J- ~ r~J --
&JJ .,.o - &- 0.:;+o 
~ (-;,'- o/)-- ~1 (-f ~ 
& 
Hip6teses para garantia da exist-@ncia dos vetores multipl,i 
cadores cStimos. 
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O teorema (6) somente relaciona as quantidades 
envolvidas, há, no entanto, de garantir a existência das 
mesmas. Abaixo apresentamos hipóteses suficientes para g~ 
rantir a existência dos vetores multiplicadores 6timos as-
sociados com as restrições g.t' (xt')~ ~. e h,(x,.) ~~• 
17 Hipótese 1 : yi ~· IntYt' (i= 1 ... k), onde Yi , lembramos, 
é definido em II. 2. 7. , i .e, In"trYt :/ ~. 
A necessidade dessa condição fora já discuti-
da na introdução, evitando lidar com pontos da fronteira 
dos conjuntos Y,1,• • 
Essa mesma hip6tese atua como fundamental na 
garantia dos vetores multiplicadores ótimos associados com 
as restrições g/ (X/)~ yl, dos subproblemas t' , o que fi 
ca claro do significado a seguir. 





Concluímos, assim, que a hip6tese 1 (17) resu,l 
os v:,.:!nculos gi satisfazem a condição de qualifica-




No entanto, o maior interesse está em usar a 
condição de qualificação de Slater para garantir Y,1,· t IntY.i. 
Ou seja, se 
então, 
sendo essa 111 tima proposição equiwalente a y € IntY • 





O conjunto At' possui as propriedades abaixo: 
I 
A l é não vazio (yi é A,·), além de convexo e fechado; 
19 At,' C Y,; (imediato); 
III.2 
20 Y1.· f Int; Al· pois yi1 ~ y(,· ( por hipóteses) e yt.· < y/~ (por 
construção). De (19) e(20) vem: 
.½_· € /'nt jt 
Queremos, finalmente, antecipar que, dada a 
-
58 
concavidade de "i' em Yt·, a hipótese Yi € Int:Yl t§ suficien-
t:e para garantir a existência das derivadas direcionais da 
função v~· em Yi, como mostraremos em (30). 
21 Hipóteses 2: suponhamos que os conjuntos Xz sejam caracte 
rizados pelas funções ht· : R ~-~ ~ ,m,· cOn-
cavas, i.e, 
Os conjuntos X,' são tais que 
( 3 x . € IR n,,) ( '- . Cx. ·) > º ) '/, 'lt (, -
Segue, como em (17), que as: ftmções h,c: satisfa 
zem a condição de qualificação de Slater sobre ~ 71t'. 
22 Hipóteses 3, : as· funções f/ e gt· são supostas definidas no 
~1"· e diferenciáveis em x.t· • As funções h i 
supostas diferenciáveis em X/ (i=l •• • k). 
Essas· três· hipóteses e mais as hipóteses de 
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concavidade-convexidade (hipóteses adicionais II.1.2) ga-
rantirão a exist@ncia dos vetores multiplicadores 6timos 
como veremos a seguir. 
· 23 Existência dos vetores multiplicadores associados com 
e;e-Cx{)..f Yi- • 
24 
25 
Seja x,:€11.??c' solução 6tima do problema Py"~ , 
A exist@ncia da solução 6tima é garantida pela 
compacidade dos conjuntos X/ {hip6t:eses II.1.2) e pela coa 
tinuidade das funções f/ (hip<Stes.es 3). Pela condição ne-
cessária do teorema de otimalidade do ponto de sela de 
Kuhn-Tucker [ 23 ;pg 79] , já que X/ é convexo, f/ c6nea-
va em Xt: , gt' convexa em X/ e g/ satisfaz a condição de 
qualificação de Slater sobre X1,· (hipótese 1), vem: 
existe Àl € H("7 tal que, 
-t 
(i) xl maximiza f / (x,·)_ 1(: [jt' (.re·)-Ít,' J 
sobne Xl; 
(iii) l ~ º; 
(iv) /i ( ~.) ~ j,:. 
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Logo, Aiá vetor multiplicador ótimo associado com as restri 
,., L -
çoes g~•(xt') = Yl• 





Da condição ( i) em ( 25) temos que x.l resolve o 
problema: 
Maximiz!r fl (xi) - J.l: [ft, (,x)-,i J 11. a. ?tú:J~E 
t 
-
ondeAl, satisfaz as· condições (ii) e (iii) em (25). 
-t -
Da hip6tese 3,_· fi(•)+A· [g, (.)-yt'] e ht· (.) são definidas 
l -(é.t 
em li<"\ ht' (.) e f~- (. >+ 1( L gi (. )-'it:] são diferenciáveis 
em xi€ Xc·, e h/ satisfaz a condição de Sla ter sobre I r:-:/j:f(~ 
(hip6tese 2) logo pela condição necessária do teorema de 
Kuhn-Tucker, temos: 
Existe ji-G" € '1R "'"t: tal que , 
-t 
< i > 'v /4· t <~.J - ;.., . V1i· <xt:)_,_ /t: t "{· < ~.J; gt; 
( ii) ./t -é [ ~e' { ~J J:::. oi 
(iv) /., <.i-J ~ o 
'lt t' -
As condições em ( 28) garantem,, portanto, a exi.§ 
t@ncia dos Yetores multiplicadores 6timos associados com 8.'S 
restrições h/ (xl)~_g. 
29 
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De (23) e (26) concluímos que os conjuntos dos 
vetores mul tipliz_,adores associados às restrições g/ ( x, ).€-~ 
e hi(xl)'o/E de Pf , ficam, conseqüentemente, caract-erizados 
por: 
-t t 
(i) V ./.t(x.-J ;\, V Q.' <x.Ji. ã \lk· r~,.J::;01:· J/,, t - t ~t '(, T./ t' t .. - I 
t -
(ii)A· [f;t' (Z,-~o " Af fj; (~.>-j;Lo ; 
(iii)/1 o/ €2 A 1~/ f? j 
A seguir expoem-se alguns resultados a respei-
to das derivadas direcionais das funções pertubação~-• 
30 Derivadas direcionais das funções pertubação 
31 
Funções c8ncavas possuem derivadas direa:ionais 
em todas as direções e em todos os pontos in'ti:eriores ao 
seu domínio onde são finitas. Em tal caso, a obtenção das 
derivadas direcionais reduz-se a um problema de minimização. 
Supondo-se vl (yt') finita, com i·é IntYi , se vt'> (Yi;&/ ) fõr 
a derivada direcional da função pertubação no ponto Yt' e na 
direçãojt:éli<m , temos:(ver ap~ndice A) : 
v/{ft· í}t') = min {;,/ $,-//'t• ~ supergralliente de 
pt'Me,; /,:} 
Nesse problema (31) o mínimo 
i 
pois/2-Zt· á contínua (pois á linear) e o 
pergradientes de vt·(.) em ~-á N • nao vazio 
sempre existe, 
conjunto dos su-
e compacto {al~m 
32' 
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de conv:.exo} '• Já que o mínimo ocorre para um~.€ lf-, vemz 
'(- ~) • f ti:,, ( ~· . ,i:,_, - "h, .z, 
t ~ (. / t - ;-t t 
Depreende-se de (32) que a direção que maximi-
za a derivada di re ci onal num ponto Y/ € li< ?>t ~ a direção dada 
por um supergradiente da função pertubação em y,·, o que o 
torna uma generalização do gradiente. Resulta daí que se 
1, • 
perturbarmos as restrições g/(xt'}4 Yt,' do problema Pie· na 
direção desse supergradiente, obteremos a maior variação lo 
t' -
cal no valor 6timo do problema PYi• Essa idéia é interessa.a 
te e valoriza sobremodo o conceito de supergradiente. Ainda 
esse fato torna-se mais evidente se a função vi f6r diferen-
ciável em Yt' , o que ocorre se, e somente se, tiver um úni-
co supergradiente nesse ponto; nesse caso, para qualquer di 
reçãoj/ € li< --n1~ é IntY/), vem, 
- • -t 
!{·' (J:, ; }t' )= fl Z,· 
,. 
onde p, representa o único supergradiente, chamado, nesse c~ 
so particular, gradiente e indicado por V q• ifc,,) • Parece ~ 
gora bem mais evidente que a direção que maximiza v;•(i-;,) 
~ a direção deÂ,:: Vtr Çy~·) • No capítulo IV exploraremos es-
se ponto de vista, b:em como depreenderemos quando a difere~ 
ciabilidade ocorre. 
O teorema que segue mostra como se obterá a de-
rivada direcional da função pertubação Vi no ponto iE IntY, 
e em qualquer direção, bem como as hip6teses que garantem a 
sua exist@ncia e transformação com base nos vetores multi-,. 
plicadores 6timos as,sociados com as restrições de P~·. 
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Esses resultados serão utilizados na secção seguint.e para 
outenção das derivadas direcionais constantes da fonnulação 
do crit~rio (40). 
,· 
33 Teorema: J11 ;jg~ 5] .seja X,i solução dtima de P1t. , sendo 'Wáli 
das as hip6teses 1,2 e 3. Então para todo~·€ 1/<m 




34 Minimiz.ar· it/t" .6, a. 
).i./i. 
A_,;~ <2 A /-i~g 
Demonstração. Da hip6tese 1, da exist@ncia da solução 6ti 
,,,. 
ma para Pt , usando as observações (30) sobre funções c8n-
cavas, para uma direçãojt'€-'<'?lt dada, temos: 
1/Cje Í jâ = min~í•~· é supergradiente de ~--,i-J 
Por outro lado, como são válidas as hipóteses 1.2 e 3 e 
mais as hipóteses de concavidade-convexidade, aplicand.o-se 





7 - f t: , 1:°i. (li,;~)= mi~ Xizi À,á um vetor multiplicador 
, Q, li / - } 
6timo de P~ associado- com 't.: (x)~ 1 , 
ou ainda usando ( 29), v,1 ( Y;_; zl) ~ o valor 6timo do pro-
grama (34), o que completa a demonstração. 
/J. 
Escrevendo (34) na forma matricial de progra-
ma linear (m~~[.:x::tc '. I '. x ~ Q /\ xt A= bt}), temos: .. 
Minimizar Ài. / f'i ~ s.a . [ t: t][ ] 
J,_,µ,, . º 
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[ ~ /,/) [-Y.i ~~'!_j 't_~X.1 ~ J.) __ ~ _ -j'" [vfdo ! o] 
-vL .(x,;); Q I h. (~,) 'l, : ; L 
Antes, de eliminarmos algumas restrições do Pr.2 
grama linear (35),lembramas. serem conhecidas as soluções 
(. 
6timas xi dos subproblemas P~. , antes de se resolver o 
programa (35). Nessas condiçÕ~s, potle-se determinar quais 
vfnculos g,.f (i =• •• k) e hy (i = 1 ••• k) são inativros em 
i.c:(i = I ••• k), o que implica na exclusão das condições 
de complementaridade (29-ii) de (35), já que: 
q (x•J- l/. .. < o 
dij L /<.j 
hy cxiJ > o 
~) Àl) =º 
> )1-y = o 
e, com elas eliminam-se o:s gradientes'\}'}ij e\}l,!ldos víncu-




e V)u (i:l) somente os gradientes dos vínculos g .. e hn ati 
.c.J -, -
vos em x,; ainda das condições (36) e (37) manteremos em 
Ài e f'I. somente as componentes não necessariamente nulas; 
e, finalmente, em .z, somente as componentes corre spondentee 
aos vínculos g.,;j ativos em Xl ,i.e, tais qu&.r· g9 (x,)=y~;,·• 
As componentes z~#retiradas do programa (35) receberão 
tratamento especial apresentando em IV .2.Um tratamento, 
simplificado dessas componentes será visto adiante, nes-
ta secção. Assim sendo, (35) ~ escrito na forma abaixo: 
O walor ótimo de (38) nos ministrará a deriva-
da direcional da função Vi no ponto ~€ Int;Y e na dire-
ção z, €IR..,,.,, originalmente proposta. 
Como podemos perceber, esse programa (38) não-
se apresenta numa fonna adequada, pois a direção Zi apa-
rece como coeficiente de custo, parametrizando (38). 
Se nosso in,tento f6r maximizar a derivada dir!, 
cional v,l Ci ; • ) teremos, praticamente , uma infinida-
de de direções-. a testar, o que, obviamente,~ inadequado. 
Por essa razão, ao problema (38) se aplicará a técnica 
65 
de manipulação chamada dualização, resultando um problema 
em que a direção aparece, convenientemente,como vetor v~ 
riável. 
Dualização do programa linear. 
A dual±ização do programa linear (38), levará 
39 
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à possibilidade de se considerar a direção z como V•etor 
variável. Por outro lado, essa técnica de manipulação é 
plenamente justificável, já que pelo teorema de Dualida-
de em Programação Linear, o problema (38) tem solução 6t!_ 
ma se, e somente se, o seu dual tamb~m tiver, sendo que 
nesse caso os valores 6timos coincidem. Esse resultado~ 
altamente desejável o que torna satisfat6ria a manipula-
ção, pois por hip6tese y"éintYl e da concavidade de vlt~ 
mos garantida a exist@ncia de w}(i;~J para todo zi, como 
.4, 
destacamos em (30). 
11· 
Seja wi €. IR' vetor de variáveis duais.Dualiza:a 
do-se (38), vem: 
t 





pam j tau 9-'-'-e Í,,9 (~-)-==O. 
Portanto, encarando Zi como v,etor variável, fa-
cilmente depreendemos que a solução 6tima do programa 
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(39), conduz à obtenção da direção que maximiza ~.>(i, · •• ), 
. ' , 
e o valor do referido programa o valor máximo da derivada 
direcional. 
Baseado nesse importante resultado, partimos 
para secção 3, que cumpre com o objetivo do presente capí-
K"" tulo: dado yE~ obter uma boa direção viável para o progra 
ma (1). 
SECÇÃO 3 - ESCOLHA DE umA BOA DIREÇÃO VIAVEL PARA o PROBLE 
MA MESTRE. OTIMIZAÇÃO UNIDIRECIONAL. 
Caracteriz·emos o que se entende por boa dire-
ção viável para (1). Seja y= (~_, ..• , Yr- )€~k~ Uma dire-
ção viável de crescimento para (1) em y é um vetor z = 
= ( Zi , ••• , zic ) E IRk""tal que: 
(i) viabilidade : 
(J6>o)~+e-j é viável em (1)), i. e, 
GB>o)C[;fft·-1- e Jt_-~ 6) sendo e real 
(ii) crescimento: 
K K 
(JÀ >oXtt{}E Cq)J)(f/!l {fi,-1-Bj,) -?:f. o/· (i,)) 
onde~eesão reais. 
O critério utilizado para obtenção de uma~ 
direção viável de acréscimo, resume-se na direção viável 
que maximiza a derivada direcional da função objetivo de 
/( 
(l),f~-~ci;, .. ) 'em Y/. Ou seja, uma direção 






"""' z = (zi , ••• , zk)fll ,tal que resolva o problema abaixo: 
f( 
Maximizar 'Z p-:.' (;;, , -? • ) s .a 
1' (:I t tftl ,, 
K 
L -?t'i ~ o para .J' tal que 
1:/tJ ✓ 
K 
I: ½•/:: /;j 
/':/ ~'J (l 
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A condição (41) garante a viabilidade da dire-
~ 
ção z, já que se .E yú' = b/ para algum j , existirá e é IR 





. • < b/ para algum j, sempre existirá .e-
K. /'::=I " ...J 
tal que~(Y!f+-0-zfj )~ bJ • Está, portanto, garantida por 
(41) a -viabilidade da direção zé !RK~ 
A condição de crescimento, nesse caso máxi-
mo crescimento local, fica evidente da própria filoso-
fia do programa (40). 
A condição (42) leva em conta a homogeneida-
de de V/ 1 ( ~- ; Zi), i. e, se 




fato que define a homogeneidade de grau 1 da derivada dire 
cional. Assim sendo, notamos por (43) que conseguimos au.-
mentar o valor de v/ (i·; zi), aumentado-seõ (i.e,obten-
do-se série de vetores paralelos de norma crescente com'Õ). 
Evidentemente isso é não desejável. Assim sendo, restrin-
ge-se z ao conjunto compacto que contém a origem,em seu 
interior expresso mediante (42). 
A garantia do valor 6timo finito para (40) re-
pousa na condição Yc; €. IntYi ( i = 1 ••• k), já que se supõe 
V/ (yt" ) finita (i = 1 ••• k). 
E, destarte, a possibilidade em se obter as 
derivadas direcionais máximas por (39) que vitaliza o cri 
tério proposto em (40). 
Uma série de propriedades associadas com o 
programa (40), segue: 
(a) o programa (40) é c6ncavo pois v t' '1 (yt;.) 
é c8nca'\ra; 
(b) z= e .{ i .e, a direção nula)~ viável; 
(e) o valor 6timo de (40) é não negativo; 
(d) valor 6timo de (40) é nulo se, e somen-
te se, não houver direções viáveis de cres 
cimento; 
(e) qualquer direção viável cujo valor da fun-
ção objetivo de (40) seja positivo, minis-
tra direção viável de crescimento, e vice-
versa. 
Empregando o resultado (39) em (40), vem: 
k. 
Maximizar L vj:f(ztJw;· s. a 
~l. t'=! 
III.3 
45 para i=l ••• k e j tal que 
/f/ (Zt·J:Jv> 
i: 
_ V {í (.z{) u't,' i o ?@a, t ·= t. i. K eJ · lá/ 9ae 
~t.j . ( ,Zt;) ;;: o i 
K 
fana J. &xi 1~ M Yt.J. = f;_;· 
Concluímos, observando-se (44), que de sua so-
lução 6tima obteremos uma direção viável para (1), que le-
va ao maior incremento local da função objetivo d~ (1), re 
sultado a que nos propusemos obter nesse capitulo. 
Notemos que (44) é um programa linear com blo-
cos na diagonal e restrições de acoplamento, sendo, conse-
quentemente, interessante o emprego de t~cnicas especiais 
para a resolução desse programa linear (por exemplo, méto 
do da decomposição de Dantzig Wolfe). 
Variáveis zg· .-. 
Geoffrion [11 i pg1J observa que as variáveis 
zg não constantes de (45) podem ser fixadas no valor -1 
e retiradas do problema. Como será exposto no capítulo 
IV, obteremos forma diversa de manusear as variáveis z~ 
não constantes de (45). 
46 
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Notemos, finalmente, que o programa linear não 
inclui restrições de não negatividade como usualmente oco_r 
re, fato facilmente contornado substituindo-se cada variá-
vel do programa linear (44) pela diferença entre duas não 
negativas. 
Otimização unidirecional 
Originalmente, i.e, em[11], não foram impostas 
condições de compacidade sobre os conjuntos Xi, e portanto, 
N nao se garante o resultado que abaixo depreenderemos. 
Ob,tida a direção viável z= (z~, ••• , z;:_)çjf,e?II(,, 
deparamo-nos com o problema mestre restrito: 
K, 
Maximizar ~ q. ~. + 9-?i) s.a 
& (.:::1 #' 
k. 
k, (_{ 1- & j,.Y I b 
Para melhor entendermos o significado das res-
·trições de (46), explicitemos as restrições relativas aos 
conjuntos Yi,, reescrevendo (46) abaixo: 
K. 
47 Maximizar ~ &-t(~ ,1- 61i) s.a 
8 t::/ d'" ,· 
/( 
'j; <i,•+ &-j) " i A 
III.3 
Inicialmente, voltemos ao problema mestre (1) 
e provemos a compacidade de seu conjunto viável conso-
ante o lema abaixo. 
72 




onde E =-(~tlRl<ltt' 1 ~!iif b J 
c.•1 
é compacto. 
Observação: a compacidade dos conjuntos Xi, foi imposta em 
11.1.2. 
Demonstração. Como a função g~{i€I~)é contínua em Xi. CCI',!!! 
pacto, cada uma de suas componentes g<J :' ( j =1 •• • tamb~m o 
será; logo existe o mínimo para tais funções em Xt, ou 
seja, 
para 
i=l ••• k e j,=l ••• m. 
A m ~ 
Logo, se Li= (11 , ••• ,lic )€ IR decorre para y= {y-i, ••• ,Y k )E. IR 
que: 





logo se l2 i (b-L~, d•, b _ Ltj)E.tK"; decorre que, 
1=2 J:i 
de (51) e (53) decorre, finalmente: 
ou seja, qualquer y viável no problema mestre (1), tem ca-
da uma de suas componentes entre as cor~e~p.and~ntes compo-
nentes dos vetores L~ e L~ 1 , ou seja: 
j:.1 ... K"M. 
para todo y = (!/1 ... !JK-m) viável no problema mestre. 
J ) 
Ressaltamos, no entanto, que o conjuntoy>tal 
que 
N com o sentido anteriormente exposto, nao representa, em 
geral, o conjunto viável do problema mestre, sendo válida 




de onde se conclui a compacidade do conjunto viável do 
blema mestre, dado que o mesmo á fechado (Y é fechado 




Voltando ao problema mestre restrito (47), para 
y e z fixados, dado que: 
,e 
{!I E lRK"'l&+ej) f Y } n {Y€ wt~ 1 f (gi +-0-J D, b } 
é subconjunto fechado da região viável do problema mestre, 
concluímos, pelo lema (48), a compacidade do conjunto em 
(54). 
Conseqüentemente, as restrições de (47) defi-
nem simplesmente um intervalo compacto para e.Seja e o li 
mi te superior desse intervalo .Definindo l/J (.) por meio de 
k 
o/ (e)= [ Vi (Yi:+{1 Ji.) para-9€. [o,e] 
<.= i 
resulta o problema equivalente a (47) 
Maximizar lf (.e) s • a 0 E [ O , é ] 
9 
A função lf (.) é c8ncava em [o,e] pois é 
soma de funções vi c8ncavas nos subconjuntos convexos de 
y l . 
Dois pontos fundamentalmente importantes refe-




-eliminação dos pontos fronteira de Y ; 
-existência da solução 6tima para (47). 
56 Eliminação dos pontos fronteira de Y. 
O valor de 0 qRe limita superiormente o inter-
valo em ( 5 5) , pode levar a um ponto y + éz pertencente à 
fronteira de Y. Como as condições para existência da dire-
ção viável 6tima exigem que y E Int Y, introduz-se uma pe_r 
tubação na busca unidirecional, que consiste em escolher 
um ponto próximo ao 6timo,se este estiver na fronteira de 
Y. 
O intervalo [o,ã(l-'G~, onde'6 é real positivo 
suficientemente pequeno,define o conjunto 
~E1{"'IY.Y+-e-(1-:n j para0€ [a,e ]} 
contido no interior de Y, já que Y é convexo.Nessas con-
k 
dições, comobv" (.) é c8ncava em y-, é contínua no interior 
de Y,e portanio, _contínua em qualquer subconjunto contido 
no interior de Y. Ou seja, ~ (.) é contínua no conjunto 
compacto [o,ã(1-i)] .Conclui-se,portanto, a existência do 
6timo para o problema mestre restrito 'õ -pertubado. 
Assim procedendo, mesmo que o 6timo esteja na 
fronteira de[0,0(1-b)] ,i.e, 
não haverá problemas, e o algoritmo pode ter sequência,já 
que o ponto y+0(1-'b)z gerado pela otimização unidirecio-
nal, está sempre no interior de Y, o que garante a aplica 
ção do programa (44) para se obter uma nova direção viável 
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na busca do 6timo. 
Finalmente, ressaltamos que a~ -pertubação 
não é necessária para garantir a exist@ncia do 6timo de 
(47), o qual sempre existe,pois o problema mestre possui 
como já comentamos, solução 6tima, e portanto, (/)(e) é su 
periormente limitada em [o,e] , pos-suindo conseqüentemente, 
solução 6tima nesse intervalo. 
A 'G-pertubação propicia,portanto, a obtenção de 
um ponto que esteja garant,idamente no interior de Y.Esta 
condição foi imposta para obtermos nova direção viável no 
ponto encontrado da otimização unidirecional, segundo o cri 
té·rio considerado. 
Essa forma de proceder, segundo Geoffrion(ll], 
gera unia solução viável arbitrariamente pr6xima à frontei-
ra de Y, se a solução 6tima do problema mestre pertencer 
à fronteira de Y. 
A inclusão desse procedimento parece-nos crí-
tico para a converg@ncia do algoritmo.No entanto,dada sua 
simplicidade, e as c;ondiçÕes que garante, pode ser admiti 
do antes de se tentar introduzir qualquer outro procedimen 
to complexo. 
Tais procedimentos terão de prever o comport~ 
ment:o das funções v<· nas fronteiras dos conjuntos Y..{. • 
Subproblemas. 
Obtida a direção viável z a otimização unidire 
cional leva-nos à resolução de uma sequ@ncia de subproble-
mas. 
A solução 6tima obtida desses subproblemas ~ 
garantida,dada a continuidade das funções f,i nos conjuntos 
III.3 
compactos 
não v:;azios para quaisquer 0E (o,ê(.1-~)] , já que 
Conforme [ 11 ] , a fonna mais fácil de resol.-
Vier-se o problema unidirecional, é, possivelmente, empre-
gando-se técnicas de programação paramétrica, visando 
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i 
ob'ter as soluções dos subproblemas. P~+sc,- -. 0-parametriz_!! 
( 
dos, 
aumentando-seéde pequenos valores e ao mesmo tempo manten-
do-se a otimalidade dos subJ>roblemas, cujo -v,alor 6timo é o 
valor de ~- no ponto Y,i+e z, . Se, no entanto, técnicas de 
programação param~trica não forem disponív'9is, pode-se 
obter bons resultados com o método de busca unidirecional 
de Fibonacci. 
Em qualque:n·dos casos acima, deparamo-nos com 
série de subproblemas que, para cada increment.o em e , po-
dem ser independentemente resolvidos pelos métodos que 
melhor se lhes ajuste!Jl_• · 
As soluções 6timas dos sub:problemas e - param~ 
trizados, correspondentes ao valor de e que maximiza o pr~ 
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blema mestre restrito (47), serão utilizadas no cálculo dos 
gradientes dos vínculos ativ:,os, que compõem a matriz do pr.Q. 
grama linear. 
Inicialização 
Para que possamos proceder como discutimos aci 
ma, i.e, de cada otimização unidirecional gerar um ponto no 
interior de Y, é mister que' o ponto inicial yºEIRK~ este-
ja no inteiror de Y, ou seja, 
Suponhamos que um ponto viável y=(y~,•••,Y~) 
possivelmente na fronteira de Y,seja obtido por qualquer m~ -· 
todo. Mostraremos como se poderá obter nesse caso, um ponto 
y0 E Int Y, introduzindo, se necessário, pertubação no vetor 
-recursos b. 
Consideremos os tr~s procedimentos abaixo.' 
1) suponhamos que para í € Ik, 
para todo i E Ik - l I J , oco:rrna gij ( X,i )=y"j 
demos definir a quant:idade L1 y por : 
e fazer 
o 
Y,j = Yy +ÂY 
o 
Y-. (k-l)Lly 
y __ = -
") ') 
g _. ( X(' ) ( y_J e 
<.J ( 




Por outro lado, notemos que 
I< 
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r r = I,.; + 1/. L 1,.+ <1t;YÁ;tt-·- <0,· 
c=.1. 1< 'I lfI"·I,} 'I iEI1e-/r.} :1 ') 
= L '-··. ~ ~-
t':1 ') 
Como y ~ viável no problema mestre, o ponto y tal que 
- o 
~')° = ")" 
onde, lembramos Im= [ 1, ••• ,m J , também será viável no proble 
ma mestre. 
Observação: supusemos a exist~ncia de somente um índice i 
tal que f!.. (x.'°)< Y-·, no entanto, se a Última expressão oco,r 
7:J . ') 
rer para vários índices i, obtém-se um ponto y• tal que 
(57) seja verificada, por procedimento análogo. 
2) suponhamos agora que 
Nesse caso há duas alternativas: 
k 
a) se L y;. =b, , deveremos substituir o recurso b
1
- ( suposto 
t•t C.J ., 
positivo) por ~- (1 + w), definindo 
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Segue que, 
Observamos, portanto, que a viabilidade fora inicialmente 
violada,requerendo-se a pertubação w. A hip6tese bj )O pode 
ser eliminada, considerando-se bj + l~lw. No entanto, como 
correntemente falamos em recursos e disponibilidade de recu1: 
sos, preferimos, sem perda de generalidade, supor b ~Q. 
k 
b) se LYc < bJ , definimos 
C:d. j 
Fazendo obteremos 
Utilizando-se esses três procedimentos poderemos, 
de um ponto viável no problema mestre , obter um ponto viável 
no problema mestre porém no interior de Y, pertubando-se qu8:!1 
do necessário o vetor-recursos b. 
Na pr6xima secção apresentamos o esquema do al-
gorítmo primal de direções viáveis. 
SECÇÃO 4 - ALGORITMO PRIMAL DE DIREÇ~ES VIAVEIS. 
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~ A seguir apresentaremos simplificadamente, nao 
incluindo as pertubações anteriormente discutidas, o esquema 
do algoritmo para obter,a partir da resolução do problema 
( ) ~ 6 • ÓTIMO mestre 1, a soluçao tima, x , do problema original 
II.1.1. A solução 6tima do problema mestre (1) será yóT'"º. 
No capítulo V, detalharemos mais o esquema aqui 
apresentado. 
PASSO 1. Seja yº( Int Y solução viável inicial para o probl~ 
ma mestre (1). Resolver PÍ~ (i=l ••• k) por algoritmos de pr2 
mação c8ncava, obtendo as soluções ótimas iJ. • 
PASSO 2.Determinar, resolvendo o programa linear (44), uma 
direção viável z 'ª matriz dos coeficientes para o programa 
linear (44), bem como a determinação dos vínculos ativos, 
são feitas usando-se os pontos~ obtidos no passo 1). Se 
I . I. 
( ) 
Clt'IIID orino 
o valor 6timo de 44 f8r zero, faça y = yº e x = 3(-)= 
=(x;, ... ,~), e pare; caso contrário, seja z a direção 
obtida pelo programa linear (44). Vá para o passo 3. 
PASSO 3. Resolver o problema mestre restrito (47) : 
k k 
Maximiz~r ~ 'lJi:(f +8i,.) s .a ~ ( ~-º+ 9 í,.) 'L 
Seja ê o valor de 0 que resolve (47). Vá para o passo 1 
mudando yº por ·-Y°+ ez • 
No capítulo que segue,apresentaremos alguns 
resultados de nossas pesquisas, ressaltando que abordaremCB 
os problemas da diferenciabilidade loeal das funções pertub~ 
ção v,.. , consideraremos o conceito de t -atividade, bem como 
obteremos um procedimento que visa redefinir a direção obti-
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da pelo programa linear (44) , tornando-a mais conveniente 
sob determinado ponto de vista. 
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CAP! TU LO IV 
ALGUNS ASPECTOS COMPUTACIONAIS 
Introdução. 
No presente capítulo apresentaremos os resulta-
dos de nossas pesquisas, visando tirar vantagens de alguns 
aspectos computacionais do algoritmo de direções viáveis es 
tudado. 
Por essa razão, apresentamos na secção 1, como 
pode a diferenciabilidade local das funções pertubação, ser 
,utiíizada visando diminuir o número de iterações do algorft 
mo que resolve o problema linear, bem como o espaço de mem6 
ria requerido peJ.o computador. Por ~utro lado, apresenta-se 
um 9ritério de ocorrência da diferenciabilidade local facil 
mente verificável.Ainda se expõe, para o caso extremo em que 
todas as funções pertubação são diferenciáveis, um critério 
de otimalidade. 
Na secção 2 apresentamos um procedimento, o qual 
chamamos procedimento de redefinição , que visa melhorar a 
direção viável obtida pelo programa linear, redefinindo al-
gumas componentes da direção obtida. 
Finalmente, guardamos a última secção para breves 
comentários a respeito da convergência do algoritmo.Aí intro 
duziremos e discutiremos rapidamente, os conceitos de €-ati 
vidade para os vínculos y~ e para os vínculos g~ • 
1 
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SECÇÃO 1 - DIFERENCIABILIDADE DAS FUNÇÕES PERTUBAÇÃO. 
Nesta secção pretende-se mostrar como se pode u 
tilizar a diferenciabilidade das funções pertubação vi com 
vantagem computacional, desenvolvendo-se em seguida um cri-
tério visando detetar sua ocorrência, nos casos em que os 
subproblemas são resolvidos por algoritmos de direções viá-
veis. 
Vimos que as funções pertubação definidas no 
capítulo II, eram diferenciáveis num ponto Yt interior ao 
seu domínio , onde eram finitas, se, e somente se, tivessem 
um único supergradiente nesse ponto • Pelo teorema III.2.6 
um único supergradiente equivale a existência de um único 
vetor multiplicador 6timo associado às restrições gi (xJ• y, 
de Pi , desde que Pi tenha solução 6tima (o que se garaE 
te com as hip6teses do capítulo III já que ~ é Int ~). 
Portanto, caso a função Vi(.) seja diferenciável 
em Y;.,. E. In t:4., vem : 
01.J. ainda, 
onde t é o único supergradiente de v,(.) em Y,. 
Suponhamos ser I o conjunto dos índices das 
funções diferenciáveis em 
Utilizando-se o mesmo critério para obtenção de 
uma ~oa direção viável exposto em III.3.4O e levando em con 




Maximizar I='½•(q; zi) + Lv;-'lj/Zi) s.a 
k 2 < </.I I i EI t 1(. 
Li,;·'-º para j tais que L J.. = bj 
i:! i:.! '/ 
lzv 1 ~ 1 para i=i ••• k e j=l ••• m 
Usando-se (1) em (2) para as funções diferenci§ 
veis e III.2.30 em (2) para as não diferenciáveis, decorre : 
s.a 
j tais que q (.i;.)~ f.. 
dij t Lj 
para e j tais que h,j'(X.,.•)).O 
k 
nara j tal que I: 
(d ~- = ~• 
para i=l ••• k e j=l ••• m. 
Para u.m sistema constituído de dois subsistemas, 
se v~ fôr não diferenciável e ~ diferenciável em -YJ. e 
~ respectivamente, a forma matrical das restrições em (3) 
será: 
coe fi ciente!; de 
custo 
·I V'}. ( !i.,J 
J: o o ~I o 
o -vh, (i,) 
o II o - L - __ ,,_ 
-I f () 
r o xi o !} 
L seo-urdo membroJ 




Vemos claramente pela figura anterior, que to-
das as colunas relativas às componentes de w2 podem ser 
suprimidas. 
Fica, portanto, patente a diminuição do número 
de restrições do programa linear (3) em relação a III.3.44, 
tornando menor o tempo de computação gasto na resolução do 
problema linear de obtenção da direção viável. Por outro la 
do, a diminuição do número de colunas, anteriormente citada, 
leva à diminuição no espaço de mem6ria necessário para are 
solução do problema linear. 
Ressaltamos que a diferenciabilidade não deve ser 
forçada, i.e, se Vi(.) ~ não diferenciável no ponto y, , 
não deve haver de·slocamento em qualquer direção a fim de res 
tabelecer a diferenciabilidade. Exemplos simples mostram que 
caminhar sobre pontos de não diferenciabilidade, pode ser 
mais adequado (ver E. -atividade no fim deste capítulo). 
Frisamos, no entanto, que se a diferenciabilid~ 
de fôr verificada, o proeedimento acima mencionado, pode ser 
utilizado com vantagens computacionais. 
em Y: .(. 
Caso todas as funções vi sejam diferenciáveis 
, o programa (3) .reduz-se ao programa (5) abaixo : 
I< 
Maximizar .I: A; ~i s.a 
2 i:1 
para j tais que 
para i=l ••• k e j=l ••• m. 
Nesse caso, i.e, quando todas as funções Yf 
são localmente diferenciáveis, como havíamos citado em II.2 
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durante a análise econômica da realocação de recursos, é po~ 
sível obter-se um teorema a ser utilizado como condição de 
otimalidade. 
Critério de Otimalidade no Caso Diferenciável. 
Jennergren [ 17] cita rapidamente um critério de 
otimalidade no caso em que todas as funções v· " são local-
mente diferenciáveis, não lhe dedicando maior interesse. Com 
base nesse critério, derivamos uma condição necessária e su 
ficiente de otimalidade, a qual passamos a discutir. 





(i=l ••• k). Então se 
M = { l, ... ,mJ 
I = { l, ••• ,k} 
para cada j € J 
( cl'llr ) - ,., 




( ~ ,zr,.) -~ (l) :O para todo 
k 
= { j I t i~- = bi l ,., 
= { 2EIR""'l 'l é viável em 
rr.2.gJ 
para todo i f I1e e 
j É J e todo i€ I" 
se, e somente se, y = (yi.,•••,'yk) fõr solução 6tima para o 
problema mestre rr.2.9 • 
Demonstração. Seja V(y) a função objetivo do problema me~ 







v> (y;z)( O, para qualquer z€ Z , o teorema (6) reduz-se a: 
<(7) e (8) ocorre)> se,e somente se,«:_,l!.l)(V'lj;l)'O~ 
Passemos à demonstração de (9). 
-): da diferenciabilidade das funções 
decorre 
V' (j;z) = 
( i!i) (Ü.) i, .. õ9i.. ✓, ~ = 
') 
De ( 7) vem : 
Como Vi,, (iE' Ik) ~ não decrescente, vem : 
-1i em y4 
para todo! EZ 
De (11) e (12) e da condição de viabilidade para a direção z, 
1c 






De (8) vem: 
Finalmente, levando (13) e (14) em (10), teremos: 
(~z E Z) (V' (ji z)' o) 
o que conclui a demonstração da condição suficiente •. 
e:::=: por hip6tese temos: 
(Vg é Z) {V'(fi2) ,o) 
De (10) e (15) vem: 
Para todo j' (/. J e todo i' € Ik e e positivo e suficiente 
mente pequeno, a direção z tal que 
'i.i')i = 0 >O 
'1.ij = o 








(f l'E I~) ( fJ1 tJ )( ~:•. (~.)~ D) . 
u JL'jl 
De (12) e (18), temos : 
O resultado (19) pode ser usado em (16), obtendo-se : 
" ~ ~ Õ'lJ"' 
L. L ( 0 u~•) (ff..) Zi.j < O. 
Jf.j ,::1. 7') ' 
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Para quaisquer i'', i' E I e j E J e e suficientemente pe-
queno, a direção z tal que 
Zi"j : -8 
Zi.j = O para todo i E. Ik - { i', i''} e todo 
j E M-{ j j 
é viável em II.2.9, i.e, z E z. 
Substituindo-se (21) em (20), vem 
( a 'Vi:• ) (- ) [h:s.•w ) ( - ) -~ !li.:/ z_, 8 + d!Ji•:i !/i,, ( 6) = o 
ou, para cada j E J 
(~·)<~.J =(m) 'Íi,, J 





i,i»EI~, o que completa a demonstração da condição 
A 
Para que possamos proceder como temos discutido, 
i.e, utilizar a diferenciabilidade local de algumas funções 
pertubação V[ , com vantagens computacionais na resolução 
do problema de obtenção da direção viável em cada iteração 
do algorítmo, será importante derivar um critério para dete~ 
minar quando a diferenciabilidade ocorre. No que segue, di~ 
cutiremos uma condição suficiente para diferenciabilidade 1~ 
cal das funções pertubação Vi, bastante simples em serve-
rificada, resultando daí particular interesse em empregá-la 
como critério computacional. Para tanto, partiremos da hip6-
'-tese de que os subproblemas Pii ( onde Y.· fora obtido da o 
~ L 
timização unidirecional) sejam resolvidos por um algoritmo 
de direções viáveis (por exemplo, vide Zoutendijk[38] ). 
Como vimos, para se garantir a diferenciabilid~ 
de da função pertubação V· l em Y: L associada às restrições 
g,(x.)~i de P~ 
L L 1. ;,L· 
, temos de garantir a unicidade do vetor 
multiplicador ótimo associado às restrições g (x )~ v i i. " v,· de 
P~ (já que a equivalência entre vetores multiplicadores 6-
~-
timos e supergradientes está garantida pelas hipóteses doca 
pítulo III). 
Para tal, coloquemos o problema 
abaixo, mais conveni.ente para as discussões que se seguirão: 
o 
Maximizar f (x) s.a 
X 
i 
f (x)~ O para i=l ••• q, 
. ~ 
onde, iremos supor fL (i=l ••• q) definidas em IR com valores 




mo de dire~Ões viáveis convirja, as funções 






Evidentemente, (22) é equivalente a Pi, e porta~ 
to, com as hipóteses que impusemos no capítulo III, temos ga 
rantida a exist@ncia dos vetores multiplicadores 6timos as-
sociados às restrições de (22), o qual segundo as mesmas 
hipóteses também possuirá solução 6tima. Seja x solução 6 
tima de ( 22). Se Àt' e )1-i forem vetores multiplicadores .2, 
timos associados às restrições g. (x. ) , Y. e h• (x.) ~ O 
. i t. ' l t. -
' de P~. temos 
l 
J1 ~ [l] 
também será um vetor multiplicador 6timo de (22) e vice-ver 
sa. 
Destarte, para se garantir a uni~idade .do vetor 
multiplicador 6timo À; associado às restrições g;_ (x,), ~ 
t de Pf. , haveremos de garantir a unicidade do vetor multipli 
' cador Ótimo .O.. associado às restrições de (22). 
Unicidade do vetor multiplicador 6timoA para (22). 
Resolvendo o problemai (22) por um algorítmo de 
direções viáveis, procede-se com as iterações do algoritmo 
até que o valor 6timo do problema 
MaxMin <v f' (x), h ) 
MS* iE~(xJ 
seja nulo, onde 
25 
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s JE ~ { h f. IR.,, 1 I ~-/ ~ 1 1 j = 1 ... 1l} e 
J0 (x) : { i E tJ I f 'ex)== O} U [ O J 
Este Último conjunto, J (x) , representa o con-
º 
junto dos índices dos vínculos ativos em x incluindo-se o 
índice da função objetivo. 
Assim sendo, como -X é solução 6tima de (22) 
teremos 
Max Min ~i (x) ,,h .. , > = O 
h€S- i(J;(iJ 
A condição expressa por (25), exprime o critério 
de otimalidade no empregé de algorítmos.~de direções viáveis. 
No que segue, mostraremos como a partir dares~ 
lução do problema maxmin no ponto x , poderemos garantir a 
exist~ncia de um único vetor multiplicador 6timo ÁÀ .Ou seja, 
de posse das informações oriundas da resolução de (24) em 
x , em que condições 
26 31 n E IR1 tal que 
(i) v f()fxJ + t n~:j Vf'.(x)= º 
. l-=1 
(ii) ifii/tti)::.O i=l ••• q; 
(iii) Àl~Q; 
(iv) f'ci;~o i=l ••• q. 
A condição (iv) de (26) pode ser dispensada já que 
hip6tese, solução 6tima de (22). 
-x é, por 
Suponhamos, sem perda de generalidade, que em 
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x , somente os r primeiros vínculos ft sejam ativos, i.e, 
i (x) = o 
i <x) > o 
i = 1 ••• r 
i=r+ 1 ••• q. 
Com os vínculos ativos associaremos componentes 
do vetor multiplicador 6timo para (22), IÍÀt," (i=l •• • r) ,não n~ 
cessariamente nulas, enquanto aos vínculos inativos estão a~ 
saciadas as componentes nulas do vetor multiplicador 6timo. 
A obtenção de condições suficientes para unicida 
t ~ 
de do vetor multiplicador 6timo (Jl.,O) , resume-se em três 
etapas: 
dualização do maxmin ( 24) -etapa 1 . em x . . 
' 
etapa 2 . relação entre variáveis duais do • 
maxmin e vetores multiplicadores 
ótimos para ( 22) ; 
etapa 3 . critério de unicidade da solução . 
6tima de um programa linear sem 
restrições de não-negatividade. 
Etapa 1. Dualização do maxmin (24) em -X • 
Inicialmente, transformemos convenientemente a 
formulação do problema maxmin (24), a fim de o colocar na 
forma padrão de um problema equivalente de programação line 
ar. 
De ( 24) , temos 
Maximizar h 0 
r,11,,(i 









s.a h 0 -(!fi(x),h)'º i€~(x) 
Í hj f ~ 1 j = 1 ••• n . 
Dualizando-se (27), decorre : 
Minimizar 
I.L~a.~a2 
( to ti t2 ) ~ t :u ,u ,u $ o 
r 1 1 1 
l-vJº(x) -Vf4(x) ... -vf1(x) 
s.a 
onde u 0 é vetor de variáveis duais associadas às restrições 
h0 - ( V t- ( x) ,h) -' O , i E J0 ( x) , uJ. vetor de variáveis du-
ais associadas às restrições 1:,·-' 1 , j=i ••• n, u2 vetor de 
variáveis duais associadas às restrições ~~-1, j=l ••• n e 
1 €. IR'm com todas as componentes iguais a unidade. 
As restrições em (28) podem ser desenvolvidas 
como mostramos a seguir, 
1 ... 1. ] uº .,. 
... - Vf',.(x) 
portanto, 
11. -·-








f t o ! 2 V tx) J.li + a - o/] = º " L 
(=o 
<l~ - ~ t - •• 
Usando-se (29) o dual do ma:xrnin (24) pode então 
ser escrito como segue : 
Minimizar 
fl.~«~«' 
t t t a, 
O uº-,. 1 u" +- 1 u 






u~ = 1 L 
s.a 
O ma:xrnin (27) resolvido no ponto de 6timo -X 
A 
para (22), terá valor 6timo, ho, nulo.Peló Teorema da Dua-
lidade em Programação Linear [9;pg 116] , o problema (30), 
dual de (27), resolvido para x=x fornecerá: 
t t t 
onde ( 'u0 , 'u' , •us) é o vetor dual 6timo. 
De (31) e da restrição de não-negatividade para 
as variáveis duais decorre : 
/jJ. 42 =0 u = u 
e, portanto, o dual do ma:xrnin (27) no ponto de 6timo 




em -X será 






Assim sendo, a solução 6tima do dual do maxmin 
t t t 
( •uo O O ) • ,_ '-
Obtido o dual (32) do maxmin (27) para x=x , 
passamos à segunda etapa, onde se relacionará as variáveis 
duais 6timas não necessariamente nulas, 4u~ (i=O ••• r), do 
maxmin em x = x com as componentes não necessariamente nu 
t t -
las dos vetores multiplicadores 6timos, (..0.: ,Q), para (22). 
Etapa 2. Relação entre as variáveis duais 6timas de (27) 
t, o em u e as componentes dos vetores multiplica-
dores 6timos de ( 22) em Â1 • 
Os dois resultados abaixo caracterizam a relaçfu 
entre as variáveis duais 6timas -não necessar:i)3,m-er1te nulas 
do maxmin (27) no ponto x ,e as componentes não necessari.:. 
amente nulas dos vetores multinlicadores 6timos para (22). 
Lema 1 - Se 4 O ~ u 0 = O entao 
A) existe mais de um vetor multiplicador 6:tinío 
associado às~restrições_ ~e (22); 
B) o problema (32) tem solução não única. 
Demonstrações. Antes de iniciarmos as demonstrações, lembra 
mos que tanto a solução 6tima de (32) (garantida pelo Teore 
ma da Dualidade em Programação Linear), quanto os vetores 




hip6teses dos capítulos anteriores. 
Asserção A. Suponhamos, como fizemos para escrever (27), 
que somente os primeiros r vínculos fi de (22) sejam 
ativos em x .Nesse caso, das condições de não-negatividade 
e complementaridade de caracterização dos vetores multipli 
cadores 6timos, decorre que qualquer vetor multiplicador 6ti 
mo de ( 22) é da forma (d ,Q~, onde .0.f IR,,. , sendo associado -
às primeiras r restrições de (22). Seja t.Jol = (O,'~t'J) 
solução de (32). Provemos que (~+LJ cf) IRt é também um - ,_ E 
vetor multiplicador 6timo para (22). 
Por hip6tese, como (iÍ,Q~ é um vetor multipli-
cador 6timo para (22) vem: 
Como, por hip6tese, (O,¾) é solução de (32) 
decorre 
tr. 
L ~~ vf'<xJ =!2 
i:1 
De (33) e (34), vem: 
As outras condições que caracterizam os vetores 
multiplicadores 6timos associados a (22), i.e, não negativi 
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t ' t1 t ~ dade das componentes de (.Jl:+ ~y ,Q) e complementaridade sao 
facilmente verificadas. 
Portanto, temos que existe mais que um vetor mu1 
tiplicador 6timo para (22). 
ASSERÇÃO B. Provemos que o problema (32) tem solução não ú-
-t: t 
nica. Seja (!l. ,O) vetor multiplicador ótimo para (22).Prov~ 
mos que (K 0 ,K,, ••• ,K1t) tal que 
i=l ••• r 
é solução de (32). 
Usando as definições das componentes de (K0 ,K1 , ••• 
• • • Kit) vem 
n, - 1. ( 1 ~ I1 ) 
!-f-~D,.- 1t + L ,: = 
f:.--, L !+~ ÁÀ· i:1 
= i 
Como fi,~o ( i=l ••• r), vem 
Finalmente, 
4:1 L L 
L=1 
K. ~ O 
L 
(i=O ••• r). 
lt 
+ L, V/ciJ Jli 
i=1 J_ + Ln-
- ' ,~1 
J.á que ( "t,ot) é 6 ( ) ãl. um vetor multiplicador timo para 22 .De 




Teorema. Seja 'U:* O. Então (32) tem solução única se, e s~ 
mente se, existir um único vetor multiplicador 6timo assoei 
ado às restrições de (22). 
Demonstração.<...,,-~==•) : já que .4u: -;: O , pelo lema 1, a demon]._ 
tração deste teorema reduz-se a um simples manuseio alg~bri 





L íl.i" V f'tx)= fl. 
t=, 1+ L "°', 
L·:.1 
ll 
~ºi Q ,\L t1 V/cxJ = Q 
L=I 
onde A (i=-f ... ll.). 
A [t· 
Do teorema acima segue que se ( u:, i 1 ) f8r s~ 
lução única de (32), o problema (22) tem associado um único 
vetor multiplicador 6timo (llt ,d) € IR' , cujas componentes 
não necessariamente nulas são dadas por: 
("\ 4 O 
/J./.a. - ~ 
L - "u.º o 
i=l •.. r 
De (23) e (35) podemos facilmente obter o vetor 
1\ , gradiente da função pertubação vi em Y, • 
Portanto, o teorema anterior reduziu, caso d~-;: O, 
a unicidade do vetor multiplicador 6timo de (22) à unicidade 
da solução 6tima de (32), que por sua vez equivale à unicida 
36 
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de da solução 6tima do dual do maxmin (27) no ponto x. 
Portanto, nosso problema da diferenciabilidade 
da função pertubação associada às restrições gi (x,)J ~ de 
Pf , recai no problema de se garantir a unicidade da solução 
6tima do dual de um problema de programação linear sem restri 
ções de não-negatividade. Na etapa 3 veremos como isso poderá 
ser feito. 
Etapa 3. Critério para Unicidade da Solução õtima do Dual 
de um Problema Linear sem Restrições de Não-Neg~ 
tividade. 
Iniciemos apresentando o teorema abaixo que pode 
ser encontrado em Lasdon [ 21; pg 161] • 






s .a Jrx-b=O. 
Consideremos a função pertubação associada a esse problema: 
y(y)=Inf{ ctx s.a x ~ Q e A½c-b=y} • 
Então ~(.) é diferenciável em y=O se o problema 
-1: 
Minimizar c x s .a x ~ O e Ax=b 
. !(. 
tiver uma solução 6tima não degenerada. 
Esse teorema pode ser aplicado para garantirmos 
que o problema dual do maxmin, tenha solução 6,tima única. Ve 
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jamos como isso pode ser feito. 
Do fato de que :y_(.) é diferenciável em y=O se, 
e somente se, tiver um único subgradiente em y=0 , e da equi 
val~ncia entre vetor dual 6timo associado às restrições Ax=b 
de (36) e subgradiente de :y_ em y=O , temos , usando o teore 
ma anterior vem: 
37 o problema dual associado a (36) tem solução 




Consideremos agora um problema na forma como é 





Supondo-se b~ O (o que sempre ocorre no maxmin 




c w s.a A w + p = b. 
Mudando-se w por W2, -w., com w1 , w2 ~ .Q. , vem : 
Esse problema (39) está justamente na forma de (36). Uma ..!2. 
lução 6tima não degenerada para (39) é uma solução tal que 
as variáveis w1 ,w2 ,p básicas sejam não nulas.No entanto, 
se (w:,W:. ,p') fôr solução 6tima de (39), (w:+a,Wi4+a,p ),c<1m1 
a> Q, também será solução 6tima. Desta forma, pode-se ignorar 
40 
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degeneração nas variáveis W4. ,w2 , interessando somente o com 
portamente das variáveis p básicas. 
Assim sendo, aplicando-se (37) a (39) decorre : 
o dual de (39), ou equivalentemente, o dual de 
(38), tem solução 6tima única se, (39) tiver u 
ma solução 6tima tal que as variáveis de folga 
p básicas sejam não nulas. 
Das três etapas anteriores concluímos : se 
'u: * O , aplicando-se o resultado (40), para garantirmos a 
solução 6tima do dual do problema maxmin, obtem-se o teorema 
a seguir. 
A o ~ ,.., Teorema. Se u
0 
* O , a funçao pertubaçao v, associada às 
restrições g, (x, )~ i do problema Pk ,~ dife-
renciável em Yt 
to de 6timo para 
jas variáveis de 
se, o problema maxmin (no pon-
P}. ) tiver uma solução 6tima cu 
folga básicas são todas não nulas. 
Esse teorema encerra uma condição suficiente 
bastante simples para a verificação da diferenciabilidade 
local da função pertubação Vi ,podendo como tal ser uti-
lizado como crit~rio computacional para diferenciabilidade. 
Na secção que segue, apresentaremos forma diveE 
sa da discutida em III.3, devido a Geoffrion, de se operar 
com as componentes z~ , i=l ••• k e j=l ••• m, da direção vi 
ável. 
Obteremos um procedimento, o qual denominaremos 
procedimento de redefinição , por meio do qual visamos melhorar 
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a direção viável obtida por Geoffrion, no sentido de evitar 
a rápida tendência em se inviabilizar os subproblemas, ao mes 
mo tempo que procuraremos forçar quando possível, a alocação 
de recursos em níveis globais máximos(i.e, distribuição da 
disponibilidade total). 
SECÇÃO 2 - PROCEDIMENTO DA REDEFINIÇÃO. 
Em III.3 atentamos para como Geoffrion operava 
com as variáveis z~ , excluindo do programa de obtenção, 
da direção viável de cada iteração do algorítmo, algumas v~ 
I 
riáveis zy .Essa eliminação, quando possível, e feita 
em dois níveis, fixando-se algumas Zij em -1 e outras em 
+ 1, conforme discutiremos mais adiante. 
No entanto, não nos restringiremos.a essa forma 
de operar, redefinindo, ap6s calculadas as componentes Zij 
não previamente fixadas, aquelas componentes da direção viá 
vel inicialmente fixadas no valor -1. 
O procedimento da redefinição objetivará obter 
direções em que,sem modificar o aumento local da função obj~ 
tivo do problema mestre II.2.9, minimize a tendência de vi 
olar os vínculos ignorados na busca da direção.Procuraremos 
desta maneira obter direções que penetrem mais na região 
viável, aumentando o passo do algoritmo, al~m de se maximizar 
o total dos níveis de recursos alocados. 
Fica, portanto, claro, que tal procedimento so-
mente poderá ser utilizado, quando existir urna infinidade 
de direções viáveis, que levam ao mesmo aumento local da 





Descrição do Procedimento. 
Na busca da direção viável z a partir de um 
ponto y , apresentada em III.3.44, eliminam-se as compo-
nentes zi.j tais que g'Y (xi)< y~i' • Estas componentes de 
z podem ser previamente arbitradas, de modo a se garantir 
a viabilidade dos vínculos 
valores dos 
tes fatos: 
' Zl/ 1' 1 
t k 
L z .. ~o 
(:1 Lj 
para j tais que L ü = b-
1=1 Ji/ 'J 
Para se obter a máxima vantagem na escolha dos 
z .. arbitrados, devemos levar em conta os segui lj 
(a) valores pequenos para as componentes zy 
(z9 =-1) dão-nos a máxima liberdade com res 
peito a (42) para as outras componentes de z: 
(b) valores grandes (zq =1) proporcionam as melho 
res soluçõe·s para os subproblemas pertubados 
por ~+- 0zi , uma vez que as funções pertuba 
~ ~ ~ çao sao nao decrescentes. 
Para apresentar o procedimento de arbitragem das 
componentes z .. 
f.j 
de z proposto, inicialmente definiremos 
os seguintes conjuntos : 
J ( i) = { j € 1N ' Q __ (~-) = ~- } 
''I J'J 
[: 1. ... k. 
(referiremo-nos a esses vínculos como vínculos g9 ativos 








J = f j E 1N I Í: Í. = h· } . /,/ J 
l=I I 
(referiremo-nos a esses vínculos como vínculos ativos 
em Y:·. ) • 
') 
~ As componentes a serem arbitradas sao as corres 
pondentes a J(i) (o traço acima do conjunto indicará o 
seu complementar), enquanto as pertencentes a J(i) corres 
pondem às componentes da direção, a serem obtidas pelo progr~ 
ma linear III.3.44 • 
A determinação da direção viável z será feita 
em duas etapas. 
Etapa 1. 
Fixam-se em 
Zij = -1 
as componentes tais que jE J(i)íl J, devido ao fato (a), e 
z,. = 1 
t) 
as componentes tais que jé J(i)íl J, devido ao fato (b), uma 
vez que essas componentes não aparecem em (42). As demais com 
ponentes de z são , então, obtidas por III.3.44 • 
Obtida a direção z , deve-se procurar melhorar 
os valores fixados por (45), para tirarmos proveito do fato 
(b). Isso será possível sempre que para algum jE J : 




onde L é, portanto, o número de componentes z.' 
tJ ini-
cialmente fixadas em -1 para o índice j considerado em 
(4 7). 
Nessas condições, passamos à etapa 2. 
Etapa 2. 
Fixam-se, para cada jl J onde (47) ocorre, 
Zcj = _ 1 + pa.,za. i tar~ 9 ve i f. I (JJ. 
Como as quantidades 1-L ziJ' são não negati-
i.f!(I} 
vas para cada j E J, o valor das componentes da direção viá 
vel inicialmente fixadas em -1, é, se possível, convenieB_ 
temente redefinido, a fim de cumprir com o objetivo (b). 
Observação : caso os -z .. lj redefinidos por (48) não pertençam 
ao intervalo [-1,+ 1] , fixamo-los em -1 ou + 1 conforme 
o valor obtido por (48) seja, respectivamente, negativo ou 
positivo. 
,.., 
Na secçao 3 abordarem9ê sem quaisquer detalhes, 
que podem ser considerados num trabalho mats cômp!etõ , a 
convergência do algorítmo primal de direções viáveis. 
SECÇÃO 3 - CONVERG:aNCIA. 
Quanto às propriedades de convergência do al-
goritmo estudado , são ainda problemas em aberto. 
Parece-nos ~rucial para convergência do presente 
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algoritmo, a consideração das pertubações presentes nas oti 
mizações unidirecionais, com a finalidade, como vimos, de 
se garantir que cada ponto obtido da resolução do problema 
mestre restrito III.3.46 esteja no interior do conjunto Y. 
Há, portanto, a necessidade de melhor se estudar os pontos 
fronteira do conjunto Y. 
Por outro lado, dois conceitos podem ainda ser 
considerados, que repercutem positivamente na convergência 
do algoritmo. São eles : 
1) E-atividade para os vínculos 





Diremos que o vínculo Yij é é-ativo se, 
k 
e l , \" " E>O e., :,,, Oj - L u . . 
I j:f ltj 
Considerar vínculos Yc/ S -ativos no problema 
de obtenção da direção viável III.3.44 para o problema mes 
tre, significa incluir as restrições : 
para j tais que 
1c 
L Z··-b· ~-€ "E>O 
i=1 tj J 
Considerar vínculos Y,j e -a ti vos é simplesmente 
introduzir restrições no problema diretor, que garantem a 
proximidade da fronteira do poli topo na obtenção da direção 
viável. 
Frisamos que ,esse tipo de E-atividade não á 
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necessária para a convergência do algorítmo considerado , 
já que basicamente operamos sobre um politopo ( vide Zou-
tendijk [38] ). Conduz, no entanto,à obtenção de direções 
que propiciam convergência ( se a mesma ocorrer) mais rá-
pida. Por essa razão, adotaremos (vide capítulo V) forma 





O vínculo gij , i=l ••• k 
E-ativo em X· 
' 
se, 
E~ ü _ Q ti,,) 
Jf/ ''f I 
E>O. 
e j=l ••• m, ~ dito 
Considerar esse tipo de E -atividade no probl~ 
ma de ogtenção da direção viável para o problema mestre, sig 
nifica incluir as restrições 
tais que E~ f,. _ a rx;.J 
':/ ~,; 
Esse tipo de € -atividade é fundamental na obten 
ção da convergência de algorítmos de direções viáveis. 
Hogan [ 16] a partir da consideração de f.-ati-
vidade para tais vínculos, consegue provar a convergência 
de um algoritmo de Frank-Wolfe no caso em que a função obj~ 
tivo do problema é c8ncava e não diferenciável. 
Intui tivament;e, a consideração de vínculos f -a-
tivos para os subproblemas ,i.e, parq os vínculos gij , 
deteta a proximidade de "quinas 11 no gráfico da função 
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pertubação, que é côncava e não diferenciável. Evita-se assim 
a ocorrência de fenômenos de ziguezague devidos a não diferen 
ciabilidade da função critério. 
A convergência de algorítmos para funções não di 
ferenciáveis é ainda quase totalmente desconhecida, conhece.!! 
do-se alguns resultados para problemas de min-max, referen 
ciados em Hogan [16] • 
E interessante observar que o problema de minimi 
zar uma função pertubação,pode ser em geral colocado no for-
mato de um problema de min~max, ap6s alguma manipulação de 
vínculos, o que sugere um interessante caminho para futuras 
pesquisas. 
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C A P I T U L O V 
IMPLEMENTAÇÃO 
Introdução. 
No presente capítulo trataremos da implementa-
ção :parcial do algoritmo de direções viávej_s estudado, 
i.e, descreveremos uir1 conjunto de sul'Jrotinas utilizadas 
na obtenção da direção viável para o problema mestre 
II.2.9. 
Apresentaremos em linhas gerais na secção 1, 
descrição suscinta do algor:í.tmo, bem como destacaremos a 
área coberta pelo programa para computadores, elaboFado 
em linguagem FORTRAN. Nessa secção, discutiremos o volume 
informacional necessário ao funcionamento do programa, o 
qual se detalhará na secção 2. 
A seéção 2 descreverá as subrotinas programa-
das em FORTRAN-IV GH;, visando obter-se a direção viável 
para o problema mestre II.2.9. Introduziremos aí algu-
mas das modificações propostas ho capítulo IV, guardan-
do-se a secção seguinte para um exemplo. 
SECÇÃO 1 - O ALGORITMO PARA IMPLEMENTAÇÃO. 






veniente resolver-se o problema mestre e dai derivar a 
solução do problema original via subproblemas. 
k 
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Problema Original Maximizar [, h (.t:i) /2.a. (·l/ffik)(x,-€XdA 






,. L a r~-J ~ b . 
l=1 <ft: 
k 
Maximiza; ),~,·· 1{-(!f,_) /2.a. (.Yt:éI,)($.(r) 
/( 
"~.9.-,b. 
l :,f l 
~ ~) = S113 { [ {xi) ✓.s. a x, (X, A ~- fr.) i ~ j 
Maximizar ~ (x) .f.Q z.,GX, 11 q (z..H fJ • 
%j l, Ui l J,.· 
A seguir esquematizaremos o algoritmo primal de 
direções viáveis utilizado para resolução do problema 
mestre (2), o qual é baseado no algoritmo expos-
to no capítulo III, considerando-se algumas das modifica 
ções discutidas no capítulo IV: 
- E-atividade para os vínculos Yy 
- procedimento da redefinição • 
Não serão, portanto, consideradas na parte co~ 
putacional, a f-atividade para os vínculos g,. e a dife-
') 
renciabilidade, quando ocorre, das funções Vi .Não nos 
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preocuparemos tamb~m em manusear os valores de E. , que se 
rão supostos dado:s. Note-se que as E-atividades dos VÍE 
culos servem somente para aumentar a rapidez do algoritmo 
(ver capítulo IV). 
O conjunto das subrotinas que descreveremos na 
pr6xima secção, cobrirá o passo 2 do algoritmo que segue. 
5 Algorítmo para Implementação. 
PASSO 1. E dado y=(y! , ••• ,yk) viável em (2).Resolver os 
' subproblemas P~, obtendo-se as soluções 6timas x,. Vá 
para o passo 2. 
Observaçães. Suponhamos que os subproblemas sejam resolvi 
dos por um algorítmo de direções viáveis de Zoutendijk 
para funções diferenciáveis continuamente. As informa-




ponto y=(t , ••• , Y1c ) viável em ( 2) ; 
as soluções 6timas x;. dos subproblemas p~ • 
~- ' 
os vínculos glj e hij ativos nos pontos x, 
(essa informação ~ um subprodut0 da resolu-
ção do problema de busca da direção viável 
para cada subproblema no ponto xl ) . 
PASSO 2. Obter uma direção viável pelo programa III.3.44 
substituindo-se os vínculos Yc,1 ativos por E -ativos, 
determinados no programa principal.Para os vínculos gyeh
9
· 
consideraremos somente os ativos, sendo, no entanto,im~ 
dia ta a inclusão da€ -atividade como mostraremos na des-
crição do programa principal (subrotina ODIVAL). Teste a 
otimalidade da solução viável y no problema mestre; se o 
valor 6timo do programa linear III.3.44 fôr nulo (não ha 
v.1 
verá direções de crescimento local) faça 
I 
yOTll'IO =y e 
XÓriMO - (- - ) t á . 1 t· =x= x~, ••• ,x, , pare; caso con r rio, comp e e a 
obtenção da direção viável, usando o procedimento da re 
definição. Vá para o passo 3. 
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Observação. Na descrição do programa principal apresenta 
remos fonna simplificada de se lidar com é-atividade dos 
vínculos~· , conveniente quando a região viável é um p~ 
J 
li topo. 
PASSO 3. Resolva o problema mestre restrito III.3.47. 
Seja y t ãz o novo ponto obtido. Trocar no passo 1 y 
por y + ez. 
Observações. O manuseio das pertubações possivelmente i~ 
cluídas na otimização unidirecional ,deverá ser consider~ 
do para cada caso particular. Usando-se técnicas paramé-
tricas ou busca por Fibonacci, teremos sem trabalho extra, 
a solução 6tima dos subproblemas P~f 1-ãj, , razão pela qual 
não será necessária,ap6s a primeira iteração, a resoluçã~ . 
dos subproblemas P~ no passo 1. !l 
' 
Subrotinas e Volume Infonnacional. 
Das subrotinas utilizadas para obtenção da dire 
ção viável, destacamos: 
a- subrotina principal; 
b- subrotinas satélites. 
Na classe (a) incluímos a subrotina ODIVAL que 
obterá a direção viável para (2), utilizando para tal as 









O v·olume informacional necessário para resolução 
do problema computacional de obtenção da direção viável 
pela subrotina principal, pode ser classificado em: 
- dados de entrada; 
- dados provenientes do passo 1, 
Em (6) incluiremos dados inerentes à estrutura 
do problema original (1): 
- coeficientes determinativos das funções hl, 
g< ~ fi ; 
- número de subsistemas; 
dimensão do vetor atividade associado a cada 
subsistema; 
- dimensões dos espaços dos contradomínios das 
. funções hi ; 
- vetor-recursos; 
- recursos não utilizados pelos subsistemas; 
- f -valores. 
Em (7) serão incluídos os dados necessários à 
subrotina principal provenientes do passo ido algoritmo: 
- ponto y= ( ~ , ••• , yt< ) ; 
- soluções 6timas, x,, dos subproblemas Pi,; 
' - vínculos gi.j e h,j a ti vos em x, ; 
V.2 
A seguir discutiremos o significado de cada 
subrotina na obtenção da direção viável para o problema 
mestre ( 2). 
SECÇÃO 2 - DESCRIÇÃO DAS SUBROTINAS. 
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Antes de passarmos à descrição das subrotinas 
sat~lites e principal, apresentaremos os tipos de funções 
consideradas nesse trabalho. Queremos, no entanto, ressal 
tar que particularidades aqui assumidas com respeito às 
funções, não restringe a aplicabilidade da subrotina pri~ 
cipal. As funções como também seus gradientes são resul-
tados de subrotinas, sendo, portanto, fácil a mudança 
dessas subrotinas por outras, conforme a conveniência do 
usuário. Por essa razão, preferimos o programa subloca-
do,i.e, o programa constituído por série de subrotinas,o 
qual permite facilmente a mudança de qualquer particula-
ridade assumida no trabalho computacional. 
8 Funções Vínculo. 
Tanto as funções gy como as funções h9 serão, 
-n; IR como já mencionamos, definidas em IR com valores em • 
O número das funções gy , para cada subsistema, será no 
máximo m, dimensão do vetor-recursos.Poderá, no entanto, 
ser menor quem para um subsistema ,se o mesmo não utili 
zar determinadas componentes do vetor-recursos b. As fug 
ções hysão, para cada subsistemas, em número qualquer. 
Assim sendo, sejam os parâmetros presentes na 
subrotina principal : 
S - número de referência do subsistema; 
9 
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MR - dimensão do vetor-recursos b; 
KS - número de subsistemas; 
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L - lista de tamanho KS; L(S) representa o nú 
mero de funções gij não identicamente nulas 
associadas ao subsistema S; 
M - lista de tamanho KS; M(S) representa o nú 
mero de funções h 
tema,-:S; 
associadas ao subsis-
N - lista de tamanho KS; N(S) á a dimensão do 
espaço do vetor atividade associado ao sub 
sistema S; 
IGPER - lista que contém os índices das componen-
tes do vetor-recursos não utilizadas pelos 
subsitemas; essa lista é formada de KS pa~ 
tições cada uma de tamanho MR-L(S),S=l ••• 
••• KS; em cada partição os índices apare-
cem em ordem creseente(mais a frente exem 
plificaremos o uso dessa lista). 







onde Xt€1R ,t=l ••• n~, e as constantes reaisq'te ~t são da-
das pelas listas AA (CC) e BB (DD) respectivamente,para 
os vínculos gy (hlj ); nt é a dimensão do vetor ativida-
de, sendo dada na lista N para cada subsistema. 
Observação.Antes de apresentarmos as listas AA e BB,note 
mos que uma matriz qualquer pode ser convenientemente 
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transformada numa lista, a qual se associam duas quanti-
dades que a caracterizam: 
PC - passo da coluna da matriz; 
PL - passo da linha da matriz. 
Seja a matriz M abaixo: 
M = n ~] 
--M(3,2) 
A matriz M pode ser transformada na lista LM, por exemplo, 
listando os elementos de M coluna ap6s coluna, i.e: 
LM = (1,2,3,5,2,I) 
1---LM ( 6) 
Assim ·sendo, dado o :e1em-en;to M(I,J) de M, obtemos o co.r 
respondente elemento da lista LM, usando as quantidades 
PCM, passo da coluna de M, e PLM, passo da linha de M. 
Optando-se por listar-se colunas ap6s colunas teremos: 
Logo, 
PLM = 1 
PCM = 3 
M(I,J) = LM((I-l)PLM + (J-l)PCM + 1) 
Por exemplo, 
M(3,2) = LM( (3-1)1 + (2-1)3 + l)=LlVI(6) 
Destarte, da observação anterior qualquer matriz 
pode ser transformada numa lista através de uma relação 
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biunívoca. Essa forma de proceder utilizaremos durante 
toda parte computacional,i.e, toda matriz a que nos refe 
rirmos será uma lista coluna após coluna. 
Essa forma opcional de manipular matrizes,le-
va à generalidade das subrotinas, não havendo preocupa-
,.., 
çoes com comandos COMMON. 
As listas AA (ou CC) e BB (ou DD) terão a for-
ma abaixo: 
AA= 
•1• •N •11 ____________ •C•J--\------- ___ 14--N (,:)~i 
L6) 1 
L ..... --. _i_ -~_O(_j~-i _· _· _"'_l_.i._• ·_·_oê_/_ .. ($....Jj f L(•J ,__ __ --JrJ 
88= 
•I• N(1) ,.,r-------··.-1.-___ N(_.s) __ ---n----·-- ·-· 
l (,) s s s L --- -· ~ .--:-:-: ~j,! . - . ~J,i .. . PJ,if(S) l'IR.:L(S) L (K) 
_--fi~l 
fig.l 
A lista AA (fig.l) é constituída de várias sub 
matrizes. A primeira partição da lista AA, refere-se à 
primeira subma triz, estand:o associada ao primeiro sub si~ 
tema .Portanto a-lista AA terá KS partições, sendo o pri 
10 
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meiro elemento da primeira particão AA(l), e o último ele 
IC5 
mento da KS-~sima partição AA(CN(S).L(S)),i.e, ap6s 
.S:1 
listarmos a primeira submatriz coluna ap6s coluna, passa 
mos a listar a segunda submatriz, sempre aumentando o ín 
dice. Mais a frente exemplificaremos a lista AA e BB. 
N t "' d -' 1 em x.s L' IR"''> , a 11.· a cons ruçao o v~ncu o gaj ~
nha j da S-ésima submatriz da lista AA (vide fig.l), re-
presenta os coeficientes das componentes do vetor ativi-
dade x 5 , sendo os correspondentes coeficientes da lista 
BB, os expoentes dessas componentes, i.e, 
onde 




= AA (L N(t). L(t) + (I-1). PCC + (J-1) PLC t-1 ) 
t=t 
i :( ... /J(s) 
sendo, PCC passo da coluna da S-ésima submatriz da lista 
AA e PLC o passo da linha da referida submatriz. 
Vemos, portanto, que tendo as listas L e N, an 
teriormente definidas, para cada subsistema poderemos ob 
ter qualquer coeficiente (ou expoente) associado a qual 
quer componente do vetor atividade através de (10), e po~ 
tanto, qualquer função vínculo. 
Na construção das funções g .. requer-se um cui 
I.J 
dado. Ele provêm do fato de que certas componentes do ve 
tor-vetor recursos, para determinados subsistemas, pode 
não ter utilidade. Como dissemos no capítulo II, glj (xl) 
representa o nível do recurso de disponibilidade b; ,uti-
11 
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lizado pelo subsistema i. Se esse subsistema não utiliza 
tal recurso, teremos sempre nível zero, ou seja, g9 (.)=º· 
Nessas condições, os coeficientes~ em (9), corresponde~ 
tesa esse vínculo gij serão todos nulos, não sendo inclu 
idos na correspondente submatriz da lista AA. A indicação 
de quais componentes do vetor-recursos não são utilizadas, 
~ como já dissemos, dada pela lista IGPER. 
Seja o exemplo, 
1 2 3 7 1 -1 -4 1 2 31 
AA = 4 5 6 8 1 o 3 
--
9 2 3 2 
fig.2 
ou, na forma de lista, 
AA = (1,4,2,5,3,6,7,8,9, ••• , 1,2,3) 
Da figura 2 conforme a figura 1 tiramos: 
1(1) = 2 
1(2) = 3 
1(3) = 1 
N(l) = 3 
N ( 2) = 4 
N(3) = 3 
Suponhamos que a dimensão do vetor-recursos se 
ja 3, i.e, MR=3. 
,., 
Pela figura 2 notamos que , o subsistema 1 nao 
utiliza alguma componente de recurso e o subsistema 3 não 
duas delas. A lista IGPER dará para cada subsistema as 
componentes não utilizadas. Seja rgPER dada abaixo: 
12 
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IGPER = (2,2,3) 
1 ·,:::__,MR-1(3) = 2 
L___,.MR-L(l) = 1 
Observação. A partição referente ao subsistema 2 em IGPER 
-nao existe, pois esse subsistemas utiliza todas compone~ 
tes do vetor-recursos b. 
Assim de (11) e (12) notamos que a primeira 
submatriz da lista AA, representa os coeficientes de g", 
porém a segunda linha os coeficientes de g,u e não g.1~ 
(dado que o índice 2 está em IGPER, e portanto, o subsis 
tema 1 não utiliza essa componente do vetor-recursos).Pa 
ra o subsistema 3, os coeficientes em AA correspondem a 
g~J. por mera casualidade. 
Esse fato, i.e, não utilização de determinadas 
componentes do vetor-recursos b, leva-nos,mais adiante, 
a definir a lista IALG. 
Como vimos, portanto, a descrição das funções 
vínculo gy (hij) são feitas pelas listas AA (CC) e BB 
(DD), que serão lidas no programa principal. 
13 Funções Objetivo. 
14 
As funções objetivo aqui eonsideradas serão da 
forma: 
+ o(J. 
onde x~ €:IR, t=l ••• nt, «t, e !3t: são constantes reais dadas 
respectivamen~e pelas listas EE e GG, e nt é dado pela 
15 
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.....__ UL.TF(.sH) .. 
ULTl=(2J 
Ui.TF(1<.S+.1) 
GG = 2.N(S) 
fig.3 
Cada submatriz coluna da lista EE possui os coe 
ficientes dt referentes à função objetivo de um detenni-
nado subsistema, e cada submatriz correspondente na lista 
GG os expoentes Pt .As submatrizes colunas tanto em EE co 
mo em GG são listadas colunas ap6s colunas, como em AA. 
O primeiro elemento de cada submatriz em EE é 
um indicador da existência ou não da parte exponencial, 
"i.e, se ()(1 =O, observando-se (14) , não existirá a parte 
exponencial , sendo que os coeficientes nas submatriz.es 
em EE correspondem ao tenno polinomial. São possíveis .. e 
ainda duas outras variantes: 




- existência da parte exponencial somente. 
Observando-se (14) e a figura 3, depreendemos 
que a função objetivo do subsistema S, enquadra-se em 
(15). 
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No caso (16) Wi =I= O, mas o número a.e termos na 
submatriz em EE será menor que 2N(S) + 1 (vide fig.3), e 
o número de termos na correspondente submatriz em GG será 
menor que 2N(S). 
Para sabermos, baseado no número de termos des 
sas submatrizes, quando~* O, se a função objetivo pos-
sui ou não termos polinomiais, definimos a lista ULTF de 
tamanho KStl, a ser lida no programa principal. Sendo: 
ULTF(l) = O; 
ULTF(2) = índice do último elemento da primeira 
submatriz em GG (vide fig.3); 
ULTF(S) = índice do último elemento da (S-1)-
-ésima submatriz em GG; 
ULTF (iKS + 1) = índicé do último elemento da KS-ésima 
subma triz. de GG. 
Assim sendo caso~, para o subsistema conside 
rado seja não nulo, verificamos o valor de: 
Q = ULTF(S+l) - ULTF(S) - 2N(S) - 1 
Se Q f8r nulo então a função objetivo do subsistema S pos 
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sui as partes polinomial e exponencial. Caso contrário,Q=O, 
i.e, a parte polinomial não existe. 
A seguir exemplificamos essas variantes. Seja 
o número de subsistemas KS=3, e as listas EE e GG dâdas 
abaixo : 
1 2 o 
3 3 2 4 
4 4 5 5 
EE = 3 5 6 GG = 6 
2 6 7 
1 7 8 
8 
ou na forma de listas teremos, 
EE = (l,3,4,3,2,1,2, ••• ,2,5,6) 











N(l) = 5 N(2) = 3 N(3) = 3 
Observando-se as listas EE e GG dadas acima, 
concluimos : 
ULTF(l) = o 
ULTF(2) = 6 
ULTF(3) = 13 
ULTF(4) = 17 
17 
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Assim sendo, vem: 
6x; + 7x} + 8x! 
f2 (x
2 )=3x/ +- 4xi + 5x; + 2e 
126 
.As funções objetivo ficam, conse~üentemente, de 
terminadas dando-se as listas EE, GG, ULTF e N, que serão 
lidas no programa principal. 
A seguir trªtaremos da descrição das subrotinas 
satélites e principal. 
Morfologia das Subrotinas Satélites. 
As subrotinas satélites, como já mencionamos, 
...., 
sao : PROLIN, DETMAX, NOVIN, GRAGH, GRAF. 
PROLIN. 
Utilizada na resolução de um problema de prog~ 
...., 
maçao linear da forma: 
Maximizar / x 
.X: 
s.a Mx~ b 
n IR711 :\ onde xtm, bE (sendo, po~tanto, M matriz mxn1, através 
do método Simplex Revisado[9;pgl3il.consideraremos b~Q. 
A consideração b~Q para n6s não particulariza 
em nada o problema que propusemos resolver, i.e, obter 






problema linear III.3.44 de obtenção da direção viável 
sempre ocorre b~Q.Como em III.3.44, não se incluem em 
(17) restrições de não-negatividade.Nessas condições, con 
sideremos o problema modificado de (17) pela mudança de 
variável a seguir: 
X = X,t - x-, 
De (18) em (17), vem: 
ou, equivalentemente, 
Maximizar [ e' i -c1 [~ s,a [M / -M] fi;J á b 
[~J) o 
(xt} -
Consideremos a variável er , 
f1 = ( x2 , xi ) 
obtendo-se de (19) 
Maximizar [ct j -c~~ s.a e'~ O [M / -M]d i b 
rr 
O problema (21) equivalente a (17) (pois as mu 
danças de variáveis obedecem a relações lin~ares),tem 
suas soluções ligadas pelas transformações (18) e (20). 
O problema (21) pode então ser resolvido via Simplex Re-
22 
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visado, obtendo-se daí a solução 6tima de seu equivalente, 
(17).' 
Solução do problema (15). 
A subrotina PROLIN efetua a partir de (17) as 
mudanças de variáveis recaindo no problema (21), o qual 
é resolvido pelo método Simplex Revisado. Obtida a solu-
ção de (21), a pr6pria subrotina PROLIN deriva a solução 
6tima de (17). 
Parâmetros da Subrotina PROLIN. 
Descrevamos inicialmente os parâmetros que são 
os dados a serem lidos no programa principal. 
Dados Lidos. Suponhamos ter o problema (17).A matriz A 










~ coeficientes de 
custo 
L+ componentes do vetor b. 
Lembramos que A deve ser lida na forma de lista 
coluna ap6s coluna. A primeira posição de A, A(l), terá 
inicialmente o valor nulo. 
Além de A serão lidos os parâme:tros : 
N - número de colunas da matriz M; 
23 
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M - número de linhas da matriz M; 
PLA - passo da linha da matriz A; 
PCA - passo da coluna da matriz A; 
EPL - zero computacional. 
12,9 
Como para A usamos a forma de lista coluna ap6s 
coluna, vem: 
PLA = 1 ; 
PCA. = M~ 1 • 
Parâmetros. Dado que haveremos de obter a solução de (17) 
via (21), a subrotina PROLIN transforma a matriz A, obten 
do uma nova matriz A dada abaixo : 
o C1 • • • ~ -c.t • •• -~ 
b.! 
A = • --lVI -M • • 
b-m 
correspondente ao problema (21). A subrotina PROLIN opera 
sobre a ma triz A em ( 23), gerando no lugar dos coeficieg 
tes de custo, os coeficientes relativos de custo,no lugar 
do vetor b a solução viável,e na posição A(l), o valor da 
função objetivo para essa solução viável.Abaixo descre-
vemos os parâmetros referindo-os ao problema (21) : 
Jl - dimensão da lista A; 
B! - matriz (M+ l)xM gerada pela subrotina PRO 
LIN correspondentes às variáveis de folga: 
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O ••• O ---· coeficientes de cus 1--'---....;....;;...;.... _ ___;;--+ 
B = - I to das variáveis de 
folga. 
onde I é a ma triz identidade MxM ;. 
JB. - dimensão da lista B; 
C - lista auxiliar; 
JC - dimensão da lista C; 
IVNB - lista dos índices das variáveis não básicas; 
JIVNB - dimensão da lista IVNB; 
IVB - lista dos índices das variáveis básicas; 
JIVB - dimensão da lista IVB; 
TIPO indicador do tipo de solução, i.e, TIPO=l 
a solução é infinita; TIPO=O a solução é 
finita. 
Ll - lista dos índices das colunas de A não bá-
sicas; 
JLl - dimensão da lista Ll; 
110 - tamanho da· lista LI numa determinada ite-
,., 
raçao; 
12 - lista dos índices das colunas de B não bá-
sicas; 
JL2 - dimensão da lista 12; 
120 - tamanho da lista 12 numa determinada itera 
,., 
çao; 
13 - lista das colunas básicas; 
JL3 - dimensão da lista 13; 
9 lista cujos elementos são as componentes do 
vetor ef em (21). 
Jg - dimensão da lista.fr. 
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Observação. Para aumentar o campo de aplicação da subro-
tina PROLIN,independentemente do problema que objetivamos 
resolver, introduzimos a possibilidade de TIPO ser igual 
a 1, embora com as hip6teses que impusemos nos capítulos 
anteriores tal caso nunca ocorra. 
Dimensões. Esses parâmetros servem para determinar o es-
paço de mem6rma suficiente para a resolução do problema 
(21). Assim sendo, para dimensionar as listas haverá de 
se tomar cuidado, pois as listas anteriormente descritas 
(exceto B), referem-se não à matriz A construída para (11), 
mas à matriz A construída para (21) • Este fato,deve-se 
à maneira como opera a subrotina PROLIN: dada a matriz 
A para (17), a subrotina transforma-a, obtendo a matriz 
A para (21). As dimensões podem ser calculadas pelas ex-
pressõis abaixo : 
Jl = (2N+l)(M+l); 
JB = (M+-l.)(M+l); 
JC = (M + 1) ; 
JIVNB = 2N; 
JIVB = lVI ; 
JLl = 2N; 
JL2 = M• ' 
~L3 = Ivl; 
J(D = 2N. 
Observação • Lembramos que essas dimensões correspondem 
às dimensões máximas das listas cujo tamanho varie duran 
te o emprego da subrotina (ex.: IVNB,Ll, etc). 
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Sa{das da Subrotina PROLIN. 
Os parâmetr~ TIPO, a listaU e a lista A, contém 
os valores de saída da subrotina PROLIN que nos interessam. 
TIPO - se o problema linear (17) tiver valor 
6timo +a:> então em TIPO ficará o valor 1; 
caso contrário, TIPO= O; 
g - a solução do problema (21) se existir 
(i.e,TIPO=O), é transferida da lista A 
(primeira coluna) para a lista fJ' .Essa 
lista é então transformada segundo (18) 
e (20), obtendo-se a solução de (17).A_§. 
sim sendo, cada elemento da lista terá 
o valor correspondente das componentes 
da solução ótima para (17).Por essa r§ 
zão,somente os primeiros N elementos de 
/J' terão interesse.Lembremos que essa li~ 
ta fora dimensionada para 2N elementos 
devido à dimensão do problema (21); 
VALOR õTIMO - se a solução fôr finita esse valor fiC§ 
rá disponível em A(l). 
NOVIN. 
Essa subrotina atua como auxiliar da fROLIN, 
determinando em cada iteração a inversa da matriz da ba-
se atual, a solução viável atual e o valor da função obj~ 
tivo para essa solução. 
Parâmetros da Subrotina NOVIN. 
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Para cada uma das funções mencionadas acima, 
damos a significa.ção dos parâmetros da subrotina NOVIN. 
24 1. ~a transformação da inversa da matriz da base : 
B - inversa da matriz da base; 
JB - dimensão da lista B; 
C - lista auxiliar mencionada em PROLIN; 
JC - dimensão da lista C; 
M - parâmetro mencionado em PROLIN; 
IP - índice da linha piv8 de A para (21); 
KS - parâmetro auxiliar; nesse caso, vale 
PLB - passo da linha da matri~ B; 
PCB - passo da coluna de B. 
Saída da Subrotina NOVIN para (24). 
M; 
A matriz inversa da base atual fica disponíYel 
em B. 
25 2. Na determinação da solução viável atual e do valor da 
função obj'etivo : 
B - matriz para (21); 
JB - dimensão de A• ' 
KS - neste caso, vale l; 
PCB - por conveni~ncia feito igual a O. 
Os demais parâmetros, C, JC, M, PLB, IP, tem o signific~ 
do exposto em (24) 
Saída da Subrotina NOVIN para 25. 
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Nesse caso, a subrotina transfonna diretamente 
a primeira coluna de A, gerando em A(l), o valor da fun-
ção objetivo para a solução viável atual, a qual ocupará 
as demais posições da primeira coluna. 
DETMAX. 
Utilizada na determinação do maior elemento da 
linha de índice igual a LCR da matriz A. 
Essa subrotina~ utilizada na PROLIN para de~e~ 
minar em cada iteração o maior dos coeficientes relativos 
de custo, que se encontram colocados na primeira linha de 
A, ou seja determinar a coluna pivô numa determinada it~ 
-raçao. 
Parâmetros da Subrotina DETMAX. 
Possuem a mesma significação dos parâmetros a~ 
presentados em PROLIN, adicionando-se : 
LCR - linha dos coeficiente relativos de custo 
(no presenrte caso LCR=O); 
KP - índice da coluna de A que possui o maior 
coeficiente relativo de custo(coluna pi-
v~); 
MAX valor do maior coeficiente relativo de cus 
to. 
Saídas da Subrotina DETMAX. 






Antes de descrevermos as duas últimas subroti-
nas sqtélites, consideremos algumas listas e parâmetros 
que entram na composição da subrotina principal, e que s~ 
rão utilizados pelas subrotinas que posteriormente descre 
veremos. 
X - lista com KS (número de subsistemas) parti 
ções; cada partição terá N(S) elementos 
correspondentes às componentes do vetor-
-ati:.v:idade associado ao subsistema S. 
De posse da lista N, poderemos para qualquer 
subsistema determinar, através da lista X, os valores das 
componentes do vetor atividade associado a esse subsiste 
ma. 
Y - matriz cuja S-ésima coluna contém os valo-
res das componentes do vetor variável do 
problema mestre associado ao subsistemas. 
Essa matriz terá, entao, MR linhas e KS co 
lunas,ou seja, será uma lista tendo KS Pª.!:. 
tições do mesmo tamanho; 
IATG - lista que contém KS partições.AS-ésima 
partição possui, em ordem crescente, os ÍB 
dices dos vínculos g,i_j ativos para o sub:sis 
tema .Os vínculos g·,j = O, por hipótese, mm 
ca serão ativos; 
IALG - lista com KS partições; a S-ésima partição 
possui, em ordem crescente, os índices das 
linhas de S-ésima submatriz em AA, corres-







parecem na S-ésima partição de IATG; essa 
lista 1é necessária por causa da exclusão 
dos coeficientes das gi.ja O das submatrizes 
em AA; 
KIATG - lista de tamanho KS; KIATG(S) é o tamanho 
da S-ésima partição da lista IATG ou IALG; 
IATH - lista com KS partiç5es; a S-ésima partição 
possui, em ordem crescente, os índices dos 
vínculos h,j ativos, para o subsistema S; 
KIATH - lista de tamanho KS; KIATH(S) é o tamanho 
da S-ésima partição da lista IATH. 
136 
Utilizada para o cálculo dos gradientes das fun 
ções g .. e hiJ. atiwas, para cada subsistema. 
<J 
Parâmetros. 
S - número de refer~ncia do subsistema; 
ALFA - lista dos coeficientes das componentes do 
'vetor atividade dos vínculos gi.) (ou h,f ); 
JALFA - dimensão da lista ALFA; 
BETA - lista dos expoentes das componentes do vetor 
atividade dos vínculos gi.j (ou h1/); 
JBETA - dimensão da lista BETA; 
GR - matriz cujas linhas são constituídas pelas 
componentes dos gradientes dos vínculos gi/ 
(ou hij) ativos; para cada subsistema essa 
matriz será KIATG(S)xN(S) (ou KIATff(S)xN(S)); 
JGR - dimensão da lista GR; 
PLGR - passo da linha da matriz GR; 
34 
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PCGR - passo da coluna da matriz GR; 
X - lista com significação já mencionada; 
JX - dimensão da lista X; 
N - idem X; 
JN - dimensão da lista N; 
IND - S-ésima partição da lista IALG (IATH para 
hlj ) ; 
KIAT - dimensão da lista IND, i.e, nú.mero de víncu 
los gt)' ( ou h;.i) a ti vos; 
PCC - passo da coluna da S-ésima submatriz da lis 
ta AA (ou CC para h.ej ) ; 
ULT - índice do último elemento da (S-1)-ésima 
submatriz da lista AA (CC para h 9· ). 
Dimensões das Listas da Subrotina GRAGH. 
O dimensionamento das listas para o cálculo dos 




JALFA = LN(S) .L(S); 
.!=i - -
JBETA = JALFA; 
$ 
JN =e N(K); 
IC::I 




KIAT = KIATG(S). 
Notamos,portanto, que exceto para a lista IND, 
que se obtém transferindo os índices da S-ésima partição 
de IALG, dimensionamos as demais listas o suficiente para 
incluir os dados necessários ao cálculo dos gradientes 
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para o subsistemas. 
Saída da Subrotina GRAGff. 
Quando utilizada para o subsistemas, a saída 
consta da matriz GR (na forma de lista) com KIATG(S) linhas 
e N(S) colunas, sendo cada linha constituída pelas com-
ponentes dos gradientes dos vínculos g
9 
(ou htj) ativos, 
cujos índices j estão na S-~sima partição da lis~a IALG. 
GRAF. -
Utilizada no cálculo das funções objetivo e das 
repectivos gradientes, para cada subsistema. 
Parâmetros. 
S - número de refer~ncia do subsistema; 
ULTF - lista cuja significação demos em (12); 
JULTF - dimensão da lista ULTF; 
ALFA - lista dos coeficientes das componentes do 
vetor atividade associado ao subsistema S; 
JALFA - dimensão da lista ALFA; 
BETA - lista dos expoentes das componentes do vetor 
atividade associado ao subsistema S; 
JBETA - dimensão da lista BETA; 
N - significação já aludida; 
JN - idem N; 
X - idem N; 
JX - idem N; 
GRF - lista cujos elementos são as componentes do 




JGRF - dimensão da lista GRF; 
F - valor da função objetivo do subsistema S; 
R - lista auxiliar; 
JR - dimensão da lista R; 
MF - indica o tipo de função,i.e, MF=l a função 
objetivo tem termos polinomiais e exponenci 
ais; MF=-1 a função objetivo tem somente a 
parte polinomial e MF=O a função objetivo 
tem somente a parte exponencial. 
Dimensões das listas da Subrotina GRF. 
JULTF = S+ l; 
JALFA = ULTF(S + 1); 
JBETA = ULTF( S t- 1 )-S; 
JN = KS; 
$ 
JX =L N(K); 
k:1 
JGRF = N(S); 
JR = N(S). 
Portanto, para as listas JULTF, JALFA, JBETA e 
JX, dimensionamos o sulficiente para incluir os dados 
necessários ao cálculo do gradiente e da função objetivo 
do subsistema s. 
Saídas para Subrotina GRAF. 
Três são os parâmetros de saída da subrotina 
GRAF quando empregada para o subsistema S: 
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F - valor da função objetivo; 
MF - tipo da função objetivo no sentido anteri-
ormente exposto; 
GRF - lista cujos elementos são as componentes 
do gradiente da função objetivo. 
Passemos, finalmente, à descrição da subrotina 
ODIVAL que obterá a direção viável para o problema mestre 
no ponto Y, se a mesma existir. 
ODIVAL. 
A subrotina ODIVAL como já dissemos, tratará de 
obter a direção viável de maior crescimento local para a 
função objetivo do problema mestre (2), através do prog~ 
ma linear III.3.44, além de incluir duas das modificações 
propostas no capítulo IV : 
- E -atividade para os vínculos Yi.J 
- procedimento da redefinição. 
A inclusão da~ -atividade para os vincul~;s g .. 
') 
e hlj é facil e será discutida. 
Iniciemos. à.presentando as etapas abrangidas pela 
subrotina principal: 
1- Teste de Otimalidade Prévio; 
2- Geração da Matriz D; 
3- Resolução do Problema Linear; 
4- Teste de Otimalidade; 
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5- Geração da Matriz das Direções Viáveis. 
Teste de Otimalidade Prévio. 
O presente teste verifica se o ponto i = (i1 , ••• 
' ... ,x") onde xi é solução 6tima de Pi e y=(y
1 
, ... , ~ ) 
fora obtido da otimização unidirecional, é 6timo, baseado 
na não existência de vínculos ,i=l ••• k e j=l •.. m, 
ativos em ~, i=l ••• k. Se para todos subsistemas, não hou-
ver nenhum vínculo gij ativo em Xi , então a cada res-
estará associado um só vetor multipli-
cador 6timo, o qual será nulo. Logo : 
I< 
(V if I" )(-\lzi é /Rm) ( v;'( q; Zi )=o)==> (-t,tsEJR"m J(C ~·'(f i Zi) =0 ). 
l t:/ t 
deduz-se daí, a otimalidade de y para o problema (2), e, 
portanto, a otimalidade de x para (1). 
Esse teste é possível com base nas informações 
oriundas do passo 1 do algorítmo (5), mais especificamente 
a lista KIATG. No caso de não existir nenhum vínculo 
ativo teremos : 
KIATG(S) = O S = 1 ••• KS. 
Caso haja ao menos um vínculo g ij , para algum 
subsistema, ativo em xi , passamos à geração da matriz D. 
Antes porém, se desejarmos considerar (- ativida 
de para os vínculos gi.j e h;.j , deveremos dispor de uma 
subrotina que redefina as listas IATG, IALG, KIATG, KIATH, 
e, IATH. Assim,por exemplo, IATG deverá conter os índices 
dos vínculos g. € -ativos. No presente trabalho não conside 
lj 
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raremos a exist~ncia de tal subrotina, e portanto, não con 
sideraremos E-atividade para os vínculos g9 
Como vemos a introdução de vínculos gij e hy E -a ti vos não 
apresenta qualquer dificuldade. 
37 Geração da Matriz D. 
Essa matriz (parâmetro da subrotina ®DIVAL) se~ 
virá de dado para a subrotina PROLIN. Assim sendo, deverá 
ser construída na forma da matriz A em (22), onde M re 
presenta a matriz do programa linear III.3.44 considerando-
-se vínculos Yij E-ativos e o procedimento de redefinição. 
A pr6pria subrotina principal encarrega-se de ge 
rara lista IATY, que contém, em ordem crescente, os índices 
j dos vínculos EPM-ativos, ou seja, os índices j 
tais que : 
onde EPM (parâmetro da subrotina ODIVAL) deverá ser conve-
nientemente fixado. Para tais valores de j, i.e, j € IATY , 
lt 
serão consideradas as restrições C z'°;' O, fixando-se os 
L•1 "J 




seja não ativo (ou E -ativo se considerannos 
passará a ter o 
é -ativos) em ~- • Nesse caso, ap6~ fixados 
em -1, se existirem, a restrição L ZLi~ Ü 
l:I ;, 
segundo membro não nulo. A lista CONTA (pa 
râmetro da subrotina ODIVAL) terá para cada índice j em 
IATY, o valor desse segundo membro • 
Portanto, considerando-se essas variações nas 
restrições de III.3.44, geramos a matriz D, dado para a 
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subrotina PROLIN que Fesolverá o problema linear. 
Resolução do Problema Linear. 
O problema linear resolvido para a matriz D 
anteriormente construída, tem seu valor 6timo testado confor 
me a etapa seguinte. 
38 Teste de Otimalidade para o Programa Mestre. 
Se o-valor 6timo do programa lineijr fôr menor 
que uma quantidade EPO (parâmetro da subrotina ODIVAL) 
conveninentemente definida, então testamos o valor da quanti 
dade EPM; se EPM = O temos y é 6timo em (2) e x é 6timo 
em (l); caso contrário, fazemos EPM=O e geramos novamente 
a matriz D. Por outro lado, se o valor 6timo fôr maior que 
EPO, passamos à geração da matriz das direções viáveis. 
Essa forma de manusear a E -atividade para os 
vínculos Yq é simplificada, podendo-se optar por outros 
procedimentos (vide [ 29] ) • 
39 Geração da Matriz das Direções Viáveis. 
A matriz Z das direções viáveis (parâmetro da 
subrotina ODIVAL) é gerada em várias etap~s. 
Essa matriz terá KS colunas, sendo cada coluna 
constituída pelas componentes da direção viável associada ao 
correspondente subsistema. 
Inicialmente colocamos em Z 
calculados pela subrotina PROLIN!. 
os valores z·· 
~ 
A seguir, recalculamos os Zij fixados inicialmente 
em -1 pelo procedimento de redefinição (capítulo IV), se os 
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mesmos existirem. Esse cálculo é baseado nos valores exis-
tentes na lista CONTA (vide 37). ~ou seja, para cada elemento 
não nulo na lista CONTA, geramos um elemento correspondente 
na lista BR(parâmetro da subrotina ODIVAL), tal que 
BK e 11trr(J) J = - J.. + r CO/JTA(J'J- e1..-wJ , 
C.OAITA(J") 
onde El (parâmetro da subrotina ODIVAL) é uma quantidade 
convenientemente fixada e W a soma dos valores Zij cale~ 
lados pela PROLIN para jf IATY. Elementos nulos em CONTA 
indicam a não exist~ncia de zy fixados no valor -1 para 
o correspondente j em IATY. Nesse caso, todos esses zy 
serão calculados pela PROLIN ou serão nulos caso g .. (•J=Ü pa 
y -
ra j E IATY. 
Finalmente, colocamos os z1/ totalmente livres 
no valor 1, obtendo-se a matriz das direções viáveis. 
Parâmetros da Subrotina ODIVAL. 
Inicialmente descreveremos o significado de cada 
parâmetro, calculando-se posteriormente as dimensões das lis 
tas. O usuário de posse das expressões das dimensões das lis 
tas presentes na subrotina, e, do significado de cada parâm~ 
tro, poderá utilizá-la sem maiores dificuldades. 
Entre os parâmetros destacaremos os dados a serem 
lidos no programa principal, as saídas e as dimensões das 
listas. 
Para os parâmetros que possuem significação já 
mencionada em outras subrotinas, daremos simplemente o nú-
mero da referência onde poderão ser revistos. 
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Dados Lidos. 
AA - (8) 
BE - (8) 
CC - (8) 
DD - (8) 
EE - (13) 
GG - (13) 
X - ( 26) 
y - (27) 
IALG - ( 29) 
KIATG - (30) 
IATG - ( 28) 
IATH - (31) 
KIATH - (32) 
IGPER - (8) 
N - '(8) 
L - (8) 
M - (8) 
ULTF - (13) 
KS - (8) 
. 
MR - (8) 
EPL - (vide PROLIN) 
EPIVI - (3 7) 
EPO - (38) 
El - (39) 
RC - lista cujos elementos sao as compoentes do 
vetor-recursos b. 
Parâmetros. Os parâmetro abaixo entram no cálculo da direç,ão 





processamento . • 
CONTA - (3 7) 
BR - (39) 
D - (37) 
GR - (33) 
GRF - (35) 
R - (36) 
B - vide PROLIN 
e - vide PROLIN 
0 - vide PROLIN 
Ll - vide PROLIN 
12 - vide PROLIN 
13 - vide PROLIN 
IVNB - vide PROLIN 
IVB - vide PROLIN 
IATY - (37) 
IND - (34) 
Saídas da Subrotina ODIVAL. 
Na subrotina ODIVAL existem três pontos de saída: 
- o teste de otimalidade prévio é positivo, ou 
seja, y é 6timo em (2) -e X é 6timo em (l); 
o teste de otimalidade é positivo, i.e, y é 
6timo em (2) e x é 6timo em (l); 
- não ocorrem (40) e (41). 
No caso (42) gera-se a matriz das direções viá-
veis que fica disponível em Z • 
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Dimensões das Listas da Subrotina ODIVAL. 
As expressões abaixo indicam como se poderá cal 
cular as dimensões das listas presentes na subrotina ODIVAL. 
Lembramos que essas dimensões correspondem aos valores máxi 
mos quando o número de elementos das listas,depender dos r~ 
sultados do processamento. 
,., 
Antes de apresentarmos as expressoes sejam as de 
finições de NLDMAx e NCDMAx . • 
l<S ICS 
NLD,,.A~ = CM(S)+ 3,LL(S) + MR -:t-. 1 
l::1 J::I 
IC'S ICS 




JAA = L L(S).N(S) 
S:::-t 
JBB = JAA 
l<S 
JCC = L M(S) .N(S) 
S:'1 
JDD = JCC 
JEE = L.(2N(S)+- 1) + L (N(S)+ 1) 
SEI Si:( 
JGG = JEE - KS 
l<S 
JX = L N(S) 
J':1 
v.2 
JY = KS.MR 
JRC = MR 
JCONTA = MR 
JZ = JY 
JBR = MR 
JD = [ 2(NCDMAX - 1) + 1] • NLDH,\ll 
JGR = Max f N(S) .Max f L(S) ,M(S)}} 
S.:.t ... 1(5 
J G RF = Max {N ( S )} 
s::.1. ... ics 
JR = JGRF 
JB = 2NLDHAX 
JC = NL~ H'l)( 
J,5 = 2(NCD,,Ax - 1) 
J(S 
JIATG = L L(S) 
.f:i 
JIALG = JIATG 




JIATH = e M(S) 
J2'f 
JKIATH' = KS 
JIATY = MR 
l<S 
JIGPER = MR.KS - L L(S) 
J:,t 
IND = Max { L ( S ) , M ( S )} 
S:'1 ... l<S 
JN = KS 
JM = KS 
JL = KS 
JULTF = KS + 1 
JIVNB = 2(NCD..,AK - 1) 
JIVB. = (NLDMAX - 1) 
JLl = 2(NCDHAlC -1) 
JL2 = (NLD1-1AJ( - 1) 
JL3 = (NLD,..,Ax - 1). 
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SECÇÃO - EXEMPLO. 
A presente secçao terá por intuito testar o fug 
cionamento da subrotina ODIVAL, cuja listagem é apresentada 
no apêndice B. 
No exemplo que abaixo apresentaremos, as funções 
dadas- funções objetivo e funções vínculo-, possivelmente 
s6 cumprem com as hip6teses de diferenciabilidade. 
O exemplo proposto, cujas funções possivelmente 
não são côncavas ou convexas e nem tão pouco os pontos 
xi€ fR 12i soluções 6timas para os subproblemas Pi , tem por 
finalidade testar o funcionamento da subrotina ODIVAL. Para 
isso, é suficiente verificar se cada etapa é perfeitamente 
executada, independentemente, repetimos, das hip6teses de 
convexidade-concavidade e otimalidade dos pontos xi. 
- n:i11, ,.., Destarte, dados pontos xiG~ , as funçoes e seus 
gradientes devem ser perfeitamente calculados. A matriz D 
corretamente gerada. O problema linear corretamente resolvi 
do, possibilitará obter-se a direção viável supondo-se todas 
as modificações objetivadas pelo procedimento de redefinição. 
A correta execução de todas as etapas, poderá ser 
verificada na impressão dos resultados constantes da listagem 
do programa para o exemplo testado, cujos dados a seguir apr~ 
sentamos. 
MR = 3 
KS = 3 
EPM = 0,100 
EPO = 0,001 
EPL = 0,001 
El = 0,010 
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RC = ( 7 ,o . 5,0 4,0) ' 
y = (y . y . y ) = (3,0 ; 3,0 • 1,5 . 2,5 • ' ' ' ' ' 
1,0 . 1,5 . 1,5 . o,o . 1,0) ' ' ' ' 
Dados :eara o subsistema 1. Seja X,1 = (a,b) • 
f.i (x1 ) 
a_e 1,2 -- + a 2. 
git (X!) = a!· + 
b2 
2 
g1t. ( x,_) =O 
gd (xt) = a,t + b2 
h~ ( x4 ) 
a.2 bª 
= -r+ T 
- (1,0 . 1,0) X;i = ' 
Dados :eara o subsistema 2. Seja x.2=(a, b) . 
f~ ( X.z ) = ~z + J, 2 
~4. ( X,e) = a~ b 
g22 ( X,e) 
a. 
= a 
g23 ( Xz) 
~ 
= b 
- (1,0 . 1,0) X2.. = , 
Dados :eara o subsistema 3. Seja X.3 = a. 
f.3 ( X.3) = a 
g.31 ( X3) = a J., 
g32 (x,) = 1,5 ªa. 
g33 ( X.3) =0 
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Listas. 
L = (2 3 . 2) ' 
M = (1 o O) 
N = (2 . 2 . 1) ' ' 
IGPER = (2 ; 3) 
IATG = (1 ; 1 . 3 . 2) ' ' 
IALG = (1 . 1 . 3 ; 2) ' ' 
KIATG = (1; 2 • 1) ' 
IATH = ( 1) . 
KIATH = (1 ; o . O) ' 
ULTF = (O ; 3 . 6 • 8) ' ' 
Dos dados para os subsistemas decorre : 
AA = (l,O 1,0 . 0,5 . 1,0 . 1,0 . 1,0 o,o ' ' ' , 
1,0 . o,o . 1,0 1,0 • 1,5) ' ' ,
BB = ( 2, O . 2,0 . 2,0 . 2,0 1,0 . 2,0 1,0 ' ' ' ' 
1,0 1,0 . 2,0 4,0 . 2,0) ' ' 
CC = (0,5 . 0,5) ' 
DD = ( 2,0 . 2,0) , 
EE = (o,o . 0,5 ; 0,5 ; o,o . 0,5 1,0 . o,o . ' ' ' ' 
1,0) 
GG = ( 2,0 . 2,0 . 2,0 . 1,0 . 1,0) ' ' ' ' 
X = ( x1 ; Xz ; x3 ) = (1,0 . 1,0 ; 1,0 . 1,0 1,0) , ' 
Cálculo da dimensões das listas. 
Esse cálculo é facilmente feito a partir das e:x -
~ em V .2 pressoes • 
N LD""'°" = (l+ 0+0) + 3(2+3t2) + 3 +l = 26 
V .3 
NCD-ffltx. = (2+2+1) + (2+3+2) + 1 = 13 
JAA = 2,2 3.2 2.1 = 12 
JBB = 12 
JCC = 1. 2+ O. 2 + O .1 = 2 
JDD = 2 
J EE = ( 2 + 1 ) + ( 2 -+ 1) + ( 1 + 1 ) = 8 
JGG = 8-3 = 5 
JX = 2 + 2 t- 1 = 5 
JY = 3 .3 = 9 
JRC = 3 
JCONTA = 3 
JZ = 9 
JBR = 3 
JD = (2(13-1) + 1) .26 = 650 
JGR = 6 
JGRF = 2 
JR = 2 
JB = 26.26 = 676 (fixado em 256) 
JC = 26 
JO = 2(13-1) = 
JIATG = 7 
JIALG = 7 
JIATH = 1 
JKIATH = 3 
IND = 3 
JN = 3 
JM = 3 
JL = 3 






JIVNB = 2(13-1) = 24 
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JIVB = (26-1) = 25 
JLl = 24 
JL2 = 25 
JL3 = 25 
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De posse desses resultados a subrotina ODIVAL 
pode ser utilizada na obtenção da direção viável, a qual 
para o exemplo proposto poderá ser observada na listagem 




O algoritmo estudado apresenta particular impo.! 
tância quando o número de restrições que definem os conjun-
tos x,c 1R•i, é grande em relação à dimensão m do vetor-re-
cursos. Tal fato, liga-se a aplicação do método de direções 
viáveis ao problema mestre, com conseqüente decentralização 
do trabalho computacional. Para que se possa assim proceder, 
importante resultado fora demonstrado, o qual deduz a equi-
valência entre os problemas mestre e original, exceto pela 
diferenciabilidade de suas funções objetivo. Além disso, 
tendo-se a solução 6tima do problema mestre, pode-se imedia 
tamente dispor da solução do problema original. 
Na otimização de sistemas não-lineares de gran-
de porte decomponíveis, o procedimento iterativo proposto 
pela coordenação primal, pode ser o caminho decisivo para 
resolução de tais problemas , já que reduz o trabalho comp~ 
tacional à resolução de uma sequencia de subproblemas menores. 
No curso de toda dissertação , papel de impor-
tância básica é dado às funções pertubação, cuja não diferen 
ciabilidade em . '1: . seu domínio Yi , leva à obtenção de 
um algoritmo cujas propriedades de convergência ainda são pr~ 
blemas em aberto. Notemos dessa forma que a decentralização 
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computacional conduz a uma interessante pesquisa, qual seja, 
A 
a determinação de condições que levam à convergencia do al-
goritmo estudado. 
Mostramos que a diferenciabilidade local de alm 
mas funções pertubação, pode ser utilizada com vantagem 
computacional, diminuindo não somente o trabalho computaci-
onal na resolução do problema linear de obtenção da direção 
viável, mas também o espaço de mem6ria requerido. 
Visando ainda tornar viável o emprego da diferen 
ciabilidade local quando ela ocorre, desenvolveu-se, quando ,· 
os subproblemas P;:. são resolvidos por um método de dire-
ções viáveis, um critério de deteção dessa propriedade, ba-
seado somente nas informações oriundas da resolução ~o max-
' -min no ponto de 6timo x1 para o-; subproblema Pf. . 
Como resultado computacional, elaborou-se uma 
subrotina em FORTRAN IV a qual obtém a direção viável para 
cada iteração do algoritmo. 
Queremos finalmente ressaltar que dois estudos 
merecem atenção , quartdo o intuito é a prova da convergência 
do algoritmo : 
- introdução e estudo da t -atividade para os 
vínculos gq constantes no problema diretor; 
- estudo do comportamento das funções pertubaçro 
na fornteira de seu domínio. 
l 
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A P ! N D I C E A 
DEFINIÇÕES E UM TEOREMA PARA FUNÇÕES CÔNCAVAS 
Apresentamos a seguir definições largamente uti 
lizadas no presente trabalho, as quais podem ser encontra-
das em Rockafellar [ 32J ou Geoffrion ( 121 , onde são deta 
lhadamente analisadas. 
Um teorema para obtenção da derivada direcional 
de uma função côncava é enunciado, cuja demonstração pode 
ser encontrada em Rockafellar [ 32] • 
Definições. 
Seja f : X--+ JR , onde f á uma função c6nc~ 
va em XCIR'11 convexo e g : x---. R11' é convexa em X. 
Definição- Seja o Eroblema primal na forma can~ 
Maximizar f(x) 
~,x 
s.a g(x).§, O 
O problema (1) é definido como problema não pertubado e de-
notado por Pg • 
3 
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Definição- Definimos problema primal pertubado 





é qualquer vetor no IR-m, sendo definido como vetor-
-pertubação associado ao vínculo g de P~ • O problema 
(2) é denotado por P..9 • 
Definição- Dado o problema (1), a função pertu-
bação v associada ao vínculo g de Pg , é definida por: 
v(y) ~ Sup { f(x) s.a xE X ,.. g(x)j y } 
onde V: y--. m' sendo 
Y ~ { YE ,t• f ( 3 x € x) ( g ( x) ~ y) } 
Observação : se considerarmos que o supremo de uma função 
num conjunto vazio é -CX> , poderemos definir v no IR"'", 
estendendo o espaço do contradomínio para fR U f-<Xl,+a:>J . 
Definição- O valor 6timo do program~ (1) é defi 
nido como 
Sup { f( x) f x € X " g( x) ~ O } 
Admitindo que Sup { f( x) 1 XE' ,ef J ~ -oo , temos que o problema 
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(1) sempre terá valor 6timo sendo possivelmente -oo ou+oo. 
Definição- Suponhamos que f(.) seja finita para 
x=x • Diremos que um vetor Õf IR" é supergradiente de f no 
ponto x se • • 
(-VxéX) (f(x) '- f(x) + y,t (x-x)). 
Definição- Seja xé IntX. Definimos derivada di 








Seja x € In tX, sendo f( x) finito. Então 
( "vhElR-n )(l(x;h) = min{ pth I pé supergradiente 
de f em x} ). 
B-1 
A P E N D I C E B 













PROGRAMA PR INC 1PAL 
DIMENSION lA(l2),BF{l2),CC(2l,DD(2J,EE(8),GG(5l, 
1 X ( 5), Y ! g .l, RC ( 3), cmn A ( 3 l, Z ( 9), BP ( 3 l, D í 650), GR ( 6) , 
2 GR F ( 2) , GH ( 2 l , R ( 2 56 l , C ( 2 6} , O ( 2 4) , R ( 2) 
INTEGER S,PLO,PCD,PLY,PCY,PLGR,PCGR,PLZ,PCZ,TlPO, 
1 U TI l\ G, UT I 1. H, N ( ~ 1 , M { 3 ) , L ( 3 ) , K I A T G ( 3) , K IA T H ( 3 J , 
2 UL T F ( 4 ) , J f\ L G f 4 l , I /'. TH ( l) , I l\ T Y ( 3 1 , I GP E R ( 2 l , I !\JD ( 3 ) , 
3 Z fl.li? , P L 1\ , PC /4, IV N R ( 2 1+ ) , IV B ( 2 5 .) , L 1( 2 4 l , L 2 ( 2 5 } , L 3 ( 2 5} , 
4IATGC4l,PCC 
B-2 





READ {8,lJOl) (IATG{t),1=1,4),(IALG(Jl,I=l,4), 
1 ( K II~ T G ! I } , I = l , 3 l , I.A T H ( l ) , ( K I A T H ( I ) , I = 1 , 3 l , ( L ,( I 1 , I = 1, 3 l , 
?. ( M ( I ) , I = 1 , "3 ) , ( N ( I .) , I ·= l , 3 l , ( 1 GP ER ( I l , I = l , 2 ) , K S , M R 
f<EAD (8,1002) (ULTF(Il,I=l, 1+l 
1C102 FOR.f\4AT (412) 
READ (B,10031 !RC(Il,I=l,3),CY(Il.,J=l,9),{X.(l),I=l,5), 
J .( t::. A .. ( I l , l = 1 , 12. l , ( R 8 ( I ) , I ::;-1-,-l 2 -l-, -<-C C { I-l- ,..J = 1 ~- 2-) ,_ ( D LJ_( l l-9 L-= l ,2 J, -
2(EE( Il,,I=l,8.l,(GG(Il,I=l,5} 
READ (871005) EPM,E 0 • ,El,EPL 
1001 FORfvl/\.T U3•)Ill 
1003 FOR~AT f26F3.ll 
1005 FOR~AT 14F5.31 
IMPPESSAO ous DA •ns 
\•! q T TE ( S , 1 O O 4 ) 
100 1+ F()RMl\T ( 'l' ,2RX,' IMPRESSA• DOS DADOS 1 } 
W R I TE ( '.5 , 13 ) ( l A T G ( I ) , I = 1 , 4 l , ( I A L G ( I ) , I-= 1 , 4 ) , 
.l(KIATG(fl,I=l,31,IATH(l.l,(KfATH{Il,I=l,3),(L(I),I=l,3), 
2(½{ I l, I=l,31,(NI Il,I=l,3),( IGPER(I),1=192) ,KS,MR 
q 3 FOR ~"1t T U / l l l í 5X, 16 I 2 ) l 
WRITE (5,971 (ULTF{Il,I=l,4) 
07 FLlR~AT (///5X,413l 
WRITE 15,941 FPM,EPC,El,EPL 
q4 FCJRMAT (///4(5X,F5.~)l 




:sr'& ---;:;:;:_:x-;;- , .. • ,. .- :.- - e ---• ,,..,.,._ --. ......_____,... ._., _ -------.~-
1 ( A D.. ( I l , I = l , 1 2 l , ( R B ( I 1 , I = 1 , l 2 1 , ( C C ( I ) , I = i , 2 l , t O D I I ) , I = l ., 2 .l , 
2(EE(Il,I=l,8l,(CG{IJ,I=l,51 












( AA, l. 2, B R, 12, C C, 2, IJD, 2, E E, 8, GG, 5, 
X,5,Y,g,RC,3,CCNTA,3,Z,9,BR,3, 
D , 6 50 , G R , 6 , G R F , 2 , R , 2 , B, 2 5 6 , C , 2 6 , O , 
24,IALG,4,KIATG,3,IATG,4,IATH,1, 
i<. J A TH , 3 1 f A. TY, 3 , I G PER., 2 , I ND, 3, N, 3, 
L, 3, M, 3, UL l F, 4, IV N8, 2 4, IV B, 2 5, l l, 
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**********************· 




* 08TENCAO DA DIRECAO VIAVEL PARA UM PROBLEMA 
* DE OTIMIZACAíl DE UM SISTEMA NA • LINEAR DE 
* GRANDE PORTE DE ESTRUTURA DECOMPONIVEl E DE 






,:, E T -~ P A S D A. S U 8 R fl T HI A llD I V A L * 
,,. . ,. .,, ,, . 
****************************** 
****************************************** 
· ~,:, TEST-E-DE {lTIMALIDADf: PR!iV-IO 
* GERACAO DA MATRIZ O ,,, ,,. 
~:~ RESOLlJ(AO DlJ PROBLEMA LINE~R 
* TESTE DE OTIMALIDADE 
.,, ,,. 







































---..... ~......... ,______ ..._. -~, .... <~~ -~ -~. -.... -----~-.... ,·--------=--e--~~ 
/1. A ( j Á i~) f B B ( j B f3 ) , C C ( j C () , DO { J Ü O) 1 f t ( J E E) , 
G G { J G G ) ' X ( j )( ) ' y { J y ) ' R e ( j R e ) ' e o N TA ( J e o NT A ) ' 
Z {JZ), RR( JBR) ,D(JD) ,GR( JGR) ,GRF(JGRFl, 
R(JR} ,B(JB) ,C(JC) ,C(JO) 
U'Hí:GER 
1 
It,LG( JIALG 1,K IATGLJ!<IATG), IATG! JitHC 1, ft),TH( JIATHl, 
I<. LA T H ( J K I /., T H ) , I /\ T Y ( J II\ T Y ) , I GP E R ( J I G P E R ) , I N D ( J l 1,1 D ) , 
f\J{ J N ) , L ( J L ) , M ( J M) , UL T f { J UL T r- l , I V N R ( J I V NB J , 2 
3 
4 
I V F: ( _J J V R ) , L 1 ( J L l l , L 2 ( .J L 2 ) , L 3 { J L 3 l , S , P L D , PC D , P L Z , 
PCZ,PLGR,PCGR,PLY,PCY,TIPO,UTIAG,UTIAH,UlT 
••••••••••••• "' ••••••••••••••• o ••••••••••• 
• TESTE ílE OTIMALIDADE PREVIíl 
• VERIFICAR SE TODOS KIATGIS) SAíl NULOS • 
• • • • • • • • • • • • • • o • • • • • • ~ • • e • e • • • • • • o • • • • • • • 
DO l S=l,!<S 




-e--- -- - -•••• -•• -.-••• o • • - .- • -•• -. ···ci ••• - •• -. •••• - ••••• o .-•••• ~. e e ....... ~ 
e • 







• DIMENSIONAMENTU OA MATRIZ D EXCETU 
• CALCULO DO Nurv1cRO DE L Ií\lHAS/NLD/ 
CALCULO DO NUMERO OE COLUNAS/NCD/ 










DO 10 S=l,KS 




R 3 l\f[)"' i\: Ln,:, "iC D 








• • • • e • • • • • • • • • • • • • • • • • • • • • • o • • • • • • • • • • • • • • • 
• DIMENSIONAMENTO DO BL• Cíl DE ACOPLAMENTO • 
• • • • • • • • • • • • • e • • • • • • • • • • • * • • • • • • • ~ • • • • • • • • • 
C GERACAO DA LIST4 IATY DOS JNOICES DOS VINCULOS EPM-ATlVOS 
r ,__ 
e PASSO nA LINHA DA MATRIZ y 
Pl Y =l 
e 




DO 21 K=l,MR 
S(V-1AY=O. 
on 22 S=l,KS 
KHlO=( l<-1H'P1.Y+'l S-l ),~PCY+l 
22 SQMAY=SOMAY+Y(KHlO) 
IFIRCIKI-SOMAY.GT.EPM) GO Tíl 21 
e 
C NUMERO DE LINHAS DO BLOCO OE ACOPLAMENTO/KIATY/ 
e 
Kl!~TY=KIATY+l 
I ,HV ( K IATY l=K 
-21- CONTINl:JE 
e 
C NU~ERO TOTAL D~ ELE~ENTOS DA MATRIZ 0/ND/ 
(, 
e 
ND=ND+ Nco,:, K IA TY 
WRITE {5,84) 
H.'.+ frJR1-~ll_T (//////////28X.,' IMPRESSll.rJ OrJS RESULTADOS•) 
\tP.ITE (5,851 KIATY,(IATY(Il ,J,=l,KIATY},ND,NCD 
85 FQR)4AT (/////5X,'KIATY=',I2////5X,'LISTI\ IAlY =(', 
l I l , ' , ~ , I l , ' ) ~ / / / / 5 X , ' N D = NUM E R fJ D E E L E r,1 EN TOS D A 1 , 
2' MATRIZ D - 1 ,l4////5X,'NCD = NUMERO DE COLUNAS 1 w 
3'DA MATRIZ O =',131 
C ZERACAíl DA MATRIZ O 
r 
v 
DCJ 11 K=l,l\!D 
11 D(K~=O. 
e 






UT I AG=O 
UTIAH=O 








C GERACAíl DOS ELF~ENTOS NAU NULOS DA MATRIZ D 
e 
R6 ~ORMAT (1Hl///5X,I~) 
on 12 S=l,KS 
JO 1 = K I A T G ( S ) 
J02=N{Sl 
J03=K Il\TH( S l 
IFIJOl.~Q.Ol GG TO 6 






K H4=KH 3+J O l 
· -K H-5 = K l+4+J O 1 + J O 3 
e 
C CALCULO DA PRIMEIRA COLU~A GA MATRIZ D 
___ __..,,..,, .. 
C CALCULO íl4S SUB~ATRIZES IDENTIDAOF E ME~OS IDENTIDADE 







1 1 D ( K H 5 ) =- L 
e TkANSFE~ENCIA nos ]~DICES íl~S LINHAS DAS MATRIZES DOS 
B-7 
C COEFICIENTES DOS VJNCULOS G ATIVOS DA LISTA 11'.\TG PARA IND 
e 
e 
f)O 14 1<.=1,JOl 
KH6=UTI l'.\G+1< 
14 IND(Kl:=I/',LG(KH6) 
C CALCULO DAS 8IMENSOES DAS LISTAS E MATRIZES PARA OBTENCAO 
B-8 
---·-----· ----·~- , ..... .,.-- ·---- -- -- ~ -·-_ 














cr\LCULC DOS GRADIE(\TES DClS VIf\!CULOS G 
ATIVOS PELA SUBROTINA GPAGH 
CALL GRAGH (S,AA,JAA,RB,JAh,JAA-J02*L!S},PLGR,PCGR,N, 
l KS,L(Sl ,IND,J0l ,X,JX.,GR,JOl>:<JOZl 
C COLOCACAO DílS GRADIENTES DAS G ATIVAS NA MATRIZ D 
e 
DO 15 K:=1,JOl 
J = I + 1 






I F ( J D 3 • E Q • O l G rJ T iJ 9 9 
e 
C TRANSFERENCIA DOS INOICES DOS VINCULOS 




DO l 7 K= l, JO 3 
KH6=K+UTI AH 
17 IND(K)=IATH(KH6l 
C CALCULO DAS DIMENSílfS OAS LISTAS E MATRIZES PARA DBTENCA• 
C ons GRA01ENTES DOS VINCUlílS H ATIVOS PELA SUBROTINA GRAGH 
e 
JCC-=O 
00 7 K= 1, S 
7 JCC=JCC+MIK)*N(K) 
e 
C CALCULíl 00S GR40IENTES DOS V!NCULOS H 
C àTIVOS PELA SUBROTINA GRAGH 
e 
cnLL GRAGH (S,CC,JCC,DD,JCC,JCC-JOZ*M(SJ,PLGR,PCGR,N, 
1 KS,M(S), INO,JO3,X,JX,GR,JOl*JO2) 
e 





C VERIFICAR SE íl INDICE IATY(KJ ESTA EM IATG.CASO AFIRMATIVO 
C GERE íl INDICE ílA CílLUNA/NVATA/ílA SUBMATRIZ 





00 2 8 .J= 1, J O 1 
l=I~+J 
IF ( IATG( I l-IATY(K)) 30 ,2q,31 
2 9 f,i V A TA = N V/\ TA. + 1 
KH21=(~lD+K-l)*PLD+(KH20+NVATA)*PCO+l 
D ( K H 2 1 l =- l . 
CS=O. 
I2=/v1D-l_(S) 
GIJ T íJ 31+ 
3 O N V A T A = f'i V .A T A + 1 
28 CONTINUE 
C VERIFICAR SE íl INUICE JATY(KJ ESTA EM IGPER 
e 
31 I 2 = M R-1_ ( S l 
I!=( I2) 3~.32,33 
e 


















e s ::::rJ • 
GCl TO 34 
CONTINUE 





VDI\J TA= VONT/HC S 
VALJR RE~EFJNID• A SER COLOCAíln NA PRIMEIRA 
COLUNA DO BLOCO DE ACOPLAMENTO 
CONTA ( K) =VONT A. 





00 18 K=1,J03 
I = J + 1 
D!J 19 J3=1,JC2 
KH7={K-ll*PLGR+{J3-l)*PCGR+l 




•. ,ç::•v .... • --..___:C;;iidl', • __.,... ____ : ___ - -
CALCULO Oíl GRAOIENTE DA FUNCAO OBJETJVíl 00 SUBSISTEMAS 
e 
r -,_,. 
99 CAlL GRAF (S,ULTF,S+l,EE,25,GG,21, 
.J.' N,KS,X,,JX,GPF,J02,F,MF,P,N(Sl l 
e C•L• CACAU DO GRADIENTE DA FUNCAn F EM D 
r 
'-· 
00 20 K=l,J02 
.,J=J+l 
KH9=J>:•P(D+l 
20 f) ( K H 9 l = GR ~ ( K l 
e 







e -- -- --
e TESTE OE EXISTENCIA DO LlLOCO ~E ACOPLAMENTO DA MATRIZ D 
e 
IFIKllTY.EQ.OJGO TO 23 
e 
C GERACAO 00 BLOCO DE ACOPLAMENTO 
e 


















\riRITF: (5,96) (D(Tl,I=l,ND) 
q f, F u R MA T ( l H l / / / / 1. 5 X ' ' !•1 A T R 1 l D { e o l u NA A. p os e o UJ NA }' ' 
1////{5X,4E16.7)) 
e ................................ . 
e 
C • RESOLUCAO D• PROGRA~A LINEAR • 
e 






















23 CALL PROLI~ {D,Níl+(NCD-l)*PCD,B,PCD*PCD,C,PCD,IVNB, 
1 2*{NCD-l),JV8,PCD-l,NCD-1,PCQ-ltT1PO,PlD,PCD, 
2 Ll,2*(NCD-1.),L2,PCíl-l,L3,PCD-1,0,2*(NC0-1.),EPLl 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
• TESTE DE OTt~AllDADF PARA • PROGRAMA MESTRE • 
• • • • • • • o • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
I F ( D ( l ) . L T. O •• OR. n { l l • GT. r= PC I GO T (1 5 
-JF ·( EPM.EQ.O.) RfTIJRN 
F.P"'lc::0. 
G:J TO q 
.............................................. 
• GERACAO DA MATRIZ Ili DAS DIRECOES VIAVEIS. 
............................................... 
C lERACAíl DA MATPIZ Z 
e 
5 NEZ=KS 0:,~« 
DO 37 J=l,NEl 
'.:\? l(Jl=O. 
e 
e PASsns DA LINHA E COLUNA DA MATRIZ z 
r 
v 
B-12 ------- - - ---- ]AÍ ~ .. ------- ,. ... ... ~ ---- -- - .... ,_ ~ - ----- g 
PLZ.=l 





e COLOCACA• ons VALORES ZIJ CALCULADUS 
( PELA SUBROTINA DROLIN N! MATQJZ Z 
e 
DCl 38 S=l,KS 
JOl=KIATG{S) 
IF{JOl.EC-1.0} Gíl TO 38 
DO 39 J=l,,.I01 
Jl=J+JA 
J2=J+JP 




38 COl\lT Jf\JUE 
e 
C TESTE OE EXISTENCIA DA LISTA BR DOS VALORES USADOS 
C f\l,'.\ REfJEFHJI(t\0 üGS CCRRl:SPf'iNDENTES Z IJ 
e 
IF{l<IATY.EQ.Ol GOTO 46 
e 
C GERACAO DA LISTA RR 
r ,,, 
e 
-00 1+0 J=l,KillTY 
IF(CGNT/\(J'l )42,41,42 
I+ 1 B R, ( ! t\ T Y ( J l l = - 2 • 
GOTO 40 
C CALCULC DE BP{Jl 
e 
42 1✓ =0. 
on 4?, I=l,KS 
KH?5=PLZ*(IATY{Jl-ll+PCZ*II-11+1 
4 3 W = i~ + Z ( K H 2 5 ) 
B f-! ( I /1 T Y ( J l ) = - 1 • + ( C O f\l TA { .J ) - f:: 1 -1-J ,1/ C íl NT ti. ( J l 
IF(P,R(It\TY(Jl).L[.J.../'..NfLBR(IA.TY{J)).GE.-1.l GO TU 40 
IF(J.-liR(JATY(J))I Li-4,40,45 
44 t=3q(IATY(J))=l. 
GO TfJ 1+0 
45 BP(IATY(J)l=-1. 
40 CO!\lTJ i\llJí: 
IN=NC0-1 




l D ( l), ( C( J l, I=1, I !\) 
9/3 FOR/vJAT (1Hl//////5X,'LIST/.', CílNTfl. = { 1 ,E16.7, 1 , 1 , 
lf:16.7,'l'////5X,'LISTA E\R = (',El6.7,',',El6.7, 
2' )1////5X, 'Vl\LCR OTIMO DO PRJ3LENiA DIRETOR = •, 
3El6.7////5X,'LJSTA O= (',3F16.7//(16X,3El6.7/ll 





DCJ 47 S=l,KS 
JD-=MR-L ( S) 
JOl=KikíG(S) 
DO 48 J=l,MR 
lF(JC.EQ.O) GOTOSO 
C VERIFICAR SE O I~DICE J ESTA EM IGPEP 
e 
DO 49 J·=l,JD 
Il=I+JC 
IF( IGPER(Jl)-J)49,48,50 
49 C ClNT I NUE 
5G IF(JOl.EQ.O) GOTO 51 
e 
C VERIFICAR SE O INDJCE J E~TA NA LISTA IATG 
e 
e 
D IJ 5 2 J = 1 , J O l 
11-=I+JR 
IH-I-ATG( 11-)--J 152,,,8,51 
52 Cf1NT PfüE 
51 JF(KIATY.EQ.Ol GC TO 54 
C VERIFICAR SE f1 Ii\!OICE J ESTA~:\ LISTti IATY 
e 
DO 53 1=1,!<I.ATY 
IF{ I.ATY{ 1 l-Jl 53,56,54 
56 KH24=Plz,;:{J-1 )+PCZ:::tS-1 )+1 
Z(KH24):=fJR(Jl 
GD TO 4R 
'53 COí\JT rr\iUE 
54 KH24=PL7*1J-ll+PCZ* !S-1)+1 




47 C ONT I NUF. 
\.✓ PITE (5,90) (Z(ll,I=l,G) 
QQ FORMAT ClHl/////ZOX,~OikECAO VIAVEL-MATRIZ Z'/ 
---------
l////C5X,~El~.7)) 
R E TUR f\! 
END 
B-14 

















* A SUBROTINA PROLIN * 
********************** 
**~**************************************** 
,:, RESOLUC/1Cl DE IJM PfWBLEMt1 DE MAXIMIZACAO ,:, 
,:. E ·vi r R o GP, ,\MA e/\ r:: L HJ E,,.,~ s EM R E s T R r e o E s o E ,:, 











* PARA~ETRO TIPíl-INDICADOR DC TIPO DE SOLUCAO * 
,:, TIPO=l SOUJCAC INFINIT1\ 





























-·-. J, ,,.. 
* ADAPTACAO DA MATQIZ DOS COEFICIENRES AS RESTRICOES 
* DE N~íl NEGATIVIDADE 
,:, f;\JTRC10UCNJ 0/1S VARU,VEIS OE FOLGA 
* DETERMINACAO ílA COLUNA PIVOT 
* TESTE ílE OTI~ALIDAOE 
,:, D ET E P f✓, I NA C t._r1 D ti, L I N H A. P IV llT 
* OETERMINACAO DA ~OVA S•LUCA• VIAVEL 
:e:, il,t\ FU/\1CAO OBJETIVO 
* UETERMl~ACAO DOS NOVOS COEFICIENTES 
,:, DETER 1·1P!ACAO D/\ NOVA fvlATPIZ !!\!VERSA 
* ~EO~GANIZACAO DE LISTAS 







RELATIVOS DE CUSTO* 




SUBROUT1NE 0 ROL[N (A,Jl,B,JB,C,JC,IVNR,JIVNB,IVB,JIVB,N,M, 
1 T I P O , P L /J. , P C r\ , L 1 , ,J L 1 , L 2 , J L 2 , L 3 , J L 1 , lJ , J O , E P L ) 
r 
e., 








D1MENSION AiJll ,8(JRl,C(JC),O(JO) 
D IV.E NS I ON t 1. ( J 1.1 J, l. 2 ( J L 2), l 3 ( Jl 3) 
HHtGER f.VNR( JIVNRi ,IVB( JIVBJ ,TIPO,PLti,PC,~ 
REAL Mt,X 
.......... o •••••••••••••••••••••••••• ,. ••• 
• ADAPTACAíl ílA MATRIZ DOS COEFICIENTES • 
• AS RESTRICílES DE NAO-NEGATIVIDAUE • 





DO l J=l,f\J 
K T= M+ 1 
DO l 1I=l.,KT 
I=II-1 
Nl=PLA~I+PCA*J+l 
rn = N l + ·"'~ ( M+ l ) 
A{N2 l=-.'\{1\Jl l 
DO 40 K.=1,N 
Ll(Kl=K 
40 1V1\l\3(K)=I<. 
DO 2 1=1,M 
2 IVB( I l=N+J 
Ll0=/\1 
L 20=0 
• • • • • • • • • • 4 • • • • • • • • • • • • • • • • • • • • • • • • • • 





Díl 3 I=l,1'11 



















aee-."" zadl ,,r ·--= ----------- . ---------~-
3 IFIK.EQ.T-l}R(KH)=-1. 
• • • • • • • • • • • • • • • • • • • e • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• DETERMINAC~O nA COLUNA PIV0 E GEPACAO DO VETOR C. ,. 
• • • • • • • • • • • • • • • • • • • o • • • • • • • • • • • • • • • • • • • • • ' • • • • • • • • • • 
4 MAX=O. 
01=0. 
JF(LlO.E0.01 G• TO 5 
CALL DETMAX (A,Jl,0,PLA,PCA,KP,Ll,ll0,JL1,MAXI 
5 I F t L 2 O • E Q • O} G n TO 6 
DO 7 I-=l,LZO 
KH=L2( I )>:<PCA+l 




• • • • • • • • • e • • • • • • • • o e ~ • • • 
• TESTE DE OTIMALIDADE. 
. . . . . . . . . . . . . . . . . . . . . . . . 
6 IF(MAX.GT.EPL.CR,QJ.GT.EPL) GC TO 8 
- - --r t--P--8 =0 - --
o o 9 I = 1, N 
9 O { I l =O • 
DO 1.0 I=l,M 
IF( IVR( I) .GT .Nl GO TC 10 
J-=IVB{I) 
O ( J) =A ( P LA~'< I + 1) 
10 (ONT I NUf: 
K l. = f'J/ 2 






IF!~AX.GE.Qll GOTO 12 
K=l 
K P= L-2 { K S) 
í;O l. 1 l J ·= 1, '·J\ 1 
KH=( I I-1) ~-PL.~+KS*PC.l\+l 
e 
















13 C ( I I) =-B í K H) 








DO 14 I=l,M 
(Jl-=8. 
DO 15 J=l, 1"1 
KYl=KH+J'~ºLA 
KH2=I*PLA+PCA*J+l 
I F { /\ { I< H l ) • N E • C •• A N D • B ! !< f--l 2 ) • !\i E • O • ) Q 1 = Q 1 + /1. { K H 1 } ,:, B ( K H 2 ) 
C( I+l)=Ql 
••••• .. •••••• .. • .. -e••••oo••--••••• 
• DETERMINACAO DA LINHA PIVO • 
• TRANSFOR~AC~C DO VETOP C • 
• CALCULO OE TATAO 
• • • • • • • • • • a • • • • • • • • • • • • • • • • • • • 
IP=O 
DO 17 I=l,M 
JF(C!I+l).(;T.O.) GO TC 18 









DO 21 I=J,f'v'. 
IF(C(I+l).LE.O.l GOTO 21 
KH=l>:<PL.A+l 




C( iP+ll=l./C( IP+l) 
DO 22 II=1,rv11 
I F ( I í - 1 . NE • I P l C ( I I l =-C ( J T l '~ C ( I P + 1 l 
• • • • • ~ • • • • • • • e • • • • • • • • • e • • • • • • • • • • • • • • • • • • • • o • • • • • • • • • e 
T~ANSF0°i'1ACAO D:\ PfnMEIHA Cf7LJJ1'JA DE A 
• ~OVA SOLUCAO VIAVEL E NOVO VALOR DA FUNCAO OBJETIVO • 
••••••c•••••• .. ••••••c••••••••••••••••••••••••·"'••••••••• 
----.:;.;·--a;..;;-·-~·;;;..-;;,e;--------~----------·-·. 
C ,\ L L N CV J l\J L~ , J 1 , C, .J C, ;.rc, IP , 1 , P L/.\ , O ) 
e 
e ••••~•••••••••a•O-•& .. ••••••••o•••••·••••••• 
e • 
C • Tq/\NSFORMACAO Ol PRIMEIRA LINH~ DE A 













• • • • • • • • • • • • • • • • • • • • • • • • • • e • • • o • • • • • • • • • • 
O:J 23 J=l,;\J 
IF( JJO.KP) GC TC 23 
01=!). 
DO 24 J=l,M. 
KH= I po>, PL li+ I~' PCA.+ 1 
KHl=I*PLA+PCA*J+l 
24 I~(G(KHl.NE.O.) Ql=Ql+B(KH)*/\(KHl) 





• e • • e • • • • • • e • • • • • • B • • • • • $ • e • • • • • • • e • 
• Tf-U,r\iSFn:~MACIHJ D1\ IN\/[PSA DA BASE. 
<t- • e 4 • • • .. e • • •• • •• • • • • e • • ti • • • • ·• e • • e • • e 
C t,-L -L: N l N+ N ( B , .J 8 , C , J C , i".~ , I P -, f'I , P LA , P CA l 
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• REíJPG/\\IIZ.ACAO DAS LISTt,S DE Ii\JDICES DE COLUN,~S 




• e • • • e • • • • • e • • • • • • • ~ • • • • o • • • • O O • • • • • • • • • • • • • • • • • • • • o • • • • • 
IFIK.N~.Q} GOTO 11 
IF(L?O.LT.ll GC1 TO 25 
DO 26 J=1,L20 
I F t I P • E(.) • L 2 ( J l } GU HJ 2 7 
26 C 17NTINUE: 
GrJ HJ 25 
2 7 I F ( L 3 ( J l • E Q • K P ) VJ T D 'UI 
I f-= { L 1 O • L T • l ) G r, Tl-: 2 ° 
fJ!l 28 I=l,LlO 
ZR IF(L]!IJ.EQ.KP) Ll(Il=L3(J) 
29 L"3(J)=i<P 
GCJ TO 3r3 
25 L20=L20+1 
L2(L20l=1P 
L 3(l 20 )-=KP 
30 lF(LlO.LT.ll GOTO 38 
Ofl 32 T=l ,llO 
If-(Ll(fJ.ErJ.KP) GD TO 34 
32 CONT lf\JUE 
GOTO 38 
34 llO=Ll0-1 
DrJ 3'i J=I,l.10 
3 3 l U J l =Ll /.J+ 1l 
GOTO 38 
31 IF{L20.LT.l) GC Tu -:J,7 
Díl 35 J=l,t20 
I F l IP • EQ. L 2 LJ ) ) GU Hl 38 
35 CONTINlJE 
37 l lO=L 10+1 
Ll(Ll0l=L3{KS) 
L?O=LZ0-1 









---- - .-- ... __ , __ _ 





















* DETERMINACAO no MAIGR ELEMENTO* 







SU9ROUTINE DET~AX (A,Jl,LCR,PLA~PCA,KP,Ll,LlO,JLl,MAX) 
DIMENSJON A(Jll 
INTEGEP ºU'I, PCA., Ll ( JLl l 
REAL 1"1/IX 
KH=LCK*PLA+Lllll*PCA+l 
MllX-=.1\ ( i<.H) 
KP=Ll(l) 
IF(L10.LT.21RETURN 
O 8- -1 K z2 t L l O 
KH=LCR*PLA+Ll(Kl*PCA+l 
l~(A(KHl.LE.~AX) GOTO l 
MAX=1\(KHl 
K::>=Ll(K) 







e * * 
e 
e 
e ,:~ :-:: ~~ ~·: ~:( ~i-: ;.'J :='.t ::-;r: ::.: ~~:.: ~: ;:: ~-:~ ';~ ::,!~ ::.:> ;.;-: ~:':" ·/: ';;:~ 
e 
B-22 












::, D C Pi) O G R ,\ M /, L I !.1 E AR 
-· ,,, ·'• .,), • .,,_ .•. • . ._r~ ~·- ~,. •'· .,,, -.1. 
~,, ~,· ·, ~,- ·r · - .,, ~,.. · 1' •1·· ,,- ·,-
:J ! ,,1 e r✓ S l JN ·~ ( J 0 ) , :, l J C ) 
T'lTFGFF' PL:l~PCS 
nn 2 K: = l , I< S 
<H=JP* 8 LB+UCB*K+l 
IF(D..(KHl.F'J.O.l (;Cl 1r1? 
IM= \1+1 
') fl J I l = J , , M 
- -- - · -I :: I ; - 1 
rr (1.F0.Tr) r,n T 7 , 
IF { C ( I I l • E :) • O • J GJ T ;1 3 
!< H 1< ,:, r C 0, + 1 
K. HO = KH + I ,:, D L p, 
'<H} cc/(H+ J p,:, 0) il, 
o.. ( K H O} = P ( i.( 1-iO 1 + 8 ( K H 1 l ,:, C ( I I l 
J e ,~r rnur: 
2 r:: •NT JNUE 
')'] 1+ '<cc·l,KS 
-<H= I p,;, r,L 8+ PC/3~'K + J 
4 ,;, ( K 1 ; ) 8 ( f<', !-1 ) ,:,e { l '> + l l 

















* ~ SUBPOTINA GRAGH * 
*************************************** 
C * CALCUL!l DOS GF:ADii:NTES DOS V INCUlfJS ,:, 






SUBR • UTINE GRAGH (S,ALFA,JALFA,BETA,JBETA,ULT,PLGR,PCGR, 
l N,J~,PCC, IND,KIAT 7 X,JX,GR,JGR) 
e 















e Cl\LCULr DO I~DJCADOR DA LISTA X PAPA o SUBSISTEMA s : KH 
r •., 
e 
rF(S.EQ.l l Gn Tíl 3 
JE=S-1 
no l K=l ,JE 
l KH:::i(H+f\(K) 
3 DQ Z I=l,KJ/\T 
í)(J 2 J = 1 , J t._ 












• • • • • • • • • • • • • • • ~ • • • • • • • • • ~ • • • • • • • • • • • ~ • e • • • • 
CL'sLCULC OA C ''1/PJN[ kT l:: j 
•••••••••• .. ••• .. •4••••o•••••e••••~••••••••••• 








e ,,, ,,, 
C * A SUBROTINA GRAF * 





C >'!: C\LCULO DAS FUNCOES OBJETIVO E GRADIENTES * 
C * D1\S FUI\JCOES-Of3JETIVCi DOS SUBSISTEMAS * 






SIJB?fJUTINE GR.tF (S,ULTF,JULTF,AlFA,JA.LFA,BETl\,JBETt., 







C CALCIJLO DCJ INCICA.DOR ílA LISTA X PARt1. O SUBSISTEMAS 
e 
· KH:=0 
lF{S.EQ.l) GO TG 1 
J= S-1 









2 IFIULTF(S+lJ-IA-Z*N(SJ.EQ.OJ GOTO 4 
5 MF=:J 
GOTO 6 
C F TEM PELíl MENOS UM TER~• POLINOMIAL 
e 
4 MF=l 
G•J Tíl 6 
r ·~ 




e F TE~ PELO MENrs LJM TERMO P[LINOMIAL 
e 
3 Mf-= =- l 
6 /\=D. 
lR=f\!(S) 




A = A + /, L F f.\( I l li.' X { J H, ~' 5 E T t\ ( I 2 ) 
G R F { I ) = A L f td I 1 H' D, E T /d I 2 ) ,:,x { J ) ,:, >'.< ( 8 E T /, ! I 2 1 - 1 • l 







DO ll I=l,18 
ll GRF(Il=GRF(I)>',p 
GO TO li+ 
10 B=O. 




-- B,,..B+b.-lFA+H )-'~-X(d p,::BET/\( h:) 
R ( I '} = A L F /\ ( I 1 ) ,:: BE TA :( I 2 l ,:, X ( J J ,:, ,:, ( R E TA ( I 2 .l - 1 • ) 
12 CDNTINUE 
P=ALFA(T~l*EXP(Rl 
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M~TRIZ D (COLUNA APCS CílLUNAl 
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