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1 Einleitung 
Erstmals wurde Mitte der 40er Jahre des letzten Jahrhunderts die Möglichkeit 
beschrieben, nach elektrischer Stimulation eines Armnervens Potentiale von der 
menschlichen Kopfhaut über dem sensiblen Kortex abzuleiten [Dawson 1947]. Für 
nahezu alle neurologischen Erkrankungen wurde die Beeinflussung dieser 
somatosensorisch evozierten Potentiale untersucht. In der weit überwiegenden Mehrheit 
wurden hierbei die von der Kopfoberfläche abgeleiteten niederfrequenten Signalanteile 
berücksichtigt.  
 
Nach elektrischer Stimulation des Nervus medianus wird die primäre kortikale Antwort 
der menschlichen somatosensibel evozierten Potentiale (SSEP) über der kontralateralen 
parietalen Kalotte am deutlichsten mit einer Negativität nach ca. 20 ms (N20). 
Darüberhinaus zeigen menschliche Medianus-SSEP, die mit einem digitalen 
Hochpassfilter über 400 Hz bearbeitet werden, auch repetitive niedrigamplitudige, 
hochfrequente Oszillationen, die der N20-Komponente unterlagert sind [Eisen 1984; 
Emerson 1988; Yamada 1988; Emori 1991]. Diese Oszillationen bestehen aus 4-7 
Wellen niedriger Amplitude (<500 nV), die mit einer Frequenz von ca. 600 Hz 
aufeinander folgen und auch als σ-Bursts bezeichnet werden [Curio 2000].  
 
Während die hochfrequenten SSEP-Anteile zeitlich nicht von der primären kortikalen 
Antwort nach 20 ms (N20) zu trennen sind, können beide funktionell voneinander 
differenziert werden. Beschrieben wurde das zum ersten Mal für unterschiedliche 
Wachheitsgrade: Die Hochfrequenzaktivität nahm während des Schlafens deutlich ab, 
wohingegen die N20 Aktivität persistierte [Emerson 1988; Yamada 1988] oder sogar 
erhöht war [Hashimoto 1996]. Weitere Untersuchungen beschrieben Unterschiede 
zwischen den hochfrequenten Oszillationen und der N20-SSEP-Komponente bei 
wachen Patienten, z.B. durch Variation der Stimulationsfrequenz [Gobbelé 1999; 
Klostermann 1999], bei verschiedenen Stimulationsintensitäten [Klostermann 1999], 
durch Überlagerung somatosensorischer Reize [Hashimoto 1999] und auch durch den 
Einfluss von Pharmaka [Restuccia 2002]. 
Zusammengefasst zeigten diese Studien, dass die hochfrequenten Oszillationen als 
unabhängige SSEP-Komponente zu sehen sind.  
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Sowohl mittels Dipol-Quellenanalyse [Gobbelé 1998] als auch mit invasiven 
Tiefenhirnableitungen [Katayama 1987; Rasmusson 1996] sind verschiedene 
anatomische Strukturen mit der Fähigkeit, Hochfrequenzaktivität erzeugen zu können, 
identifiziert worden. Mehrere dieser Quellen sind räumlich oder funktionell mit 
verschiedenen thalamischen Strukturen verknüpft [Gobbelé 1998; Gobbelé 2000; 
Klostermann 2001]. 
 
In der hier vorliegenden Arbeit sollte die modulierende Wirkung des Thalamus auf die 
hochfrequenten SSEP-Anteile näher charakterisiert werden. Wegen der großen 
funktionellen Bedeutung des Thalamus für die Abhängigkeit zwischen Aufmerksamkeit 
und Aktivierungszustand [Luria 1973] lag es nahe ein Modell zu verwenden, das diese 
beiden Modalitäten verwendet. Daher sollte in dieser Studie zum einen die 
Abhängigkeit von gerichteter Aufmerksamkeit und zum anderen die von visuell 
veränderten Aktivierungszuständen auf die frühen tief- und hochpassgefilterten SSEP-
Anteile bei wachen Menschen untersucht werden. 
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2 Theoretische und technische Grundlagen 
2.1 Somatosensorisch evozierte Potentiale 
Ein Nervenaktionspotential wird nach Applikation eines Reizes durch 
Permeabilitätsänderung der Zellmembran und daraus resultierender 
Ionenverschiebungen zwischen intra- und extrazellulärem Raum ausgelöst. Synapsen 
übertragen die Erregung zur nächsten Zelle, in dem sie Transmitter ausschütten, die an 
der nächsten Nervenzelle ein erneutes Aktionspotential auslösen (exzitatorisches 
postsynaptisches Potential, EPSP) oder die Weiterleitung verhindern können 
(inhibitorisches postsynaptisches Potential, IPSP). Die Aktionspotentiale erreichen so 
über hintereinandergeschaltete Neurone die spezifischen sensorischen Rindenfelder. 
Potentialunterschiede, die fortgeleitet werden bis in den Kortex und den 
Assoziationssystemen, können mittels EEG-Ableitungen registriert werden. Dabei 
werden viele gleichzeitig auftretende Spannungsunterschiede registriert und letztendlich 
ist der spezielle Spannungsverlauf auf einen einzelnen Reiz im Hintergrundsrauschen 
nicht zu erkennen. Durch häufige Wiederholung der Reizdurchläufe kann eine von 
zufälligen Veränderungen und Störungen bereinigte Kurve erreicht werden. Durch 
Mittelungsverfahren (Averaging) kann die Grundaktivität des EEG „herausgefiltert“ 
und die auf den repetitiven Reiz erfolgte Spannungsänderungen über die Zeit - die 
sogenannten Evozierten Potentiale - sichtbar gemacht werden. 
 
Bei den somatosensorisch evozierten Potentialen (SSEP) erfolgt die Reizung eines 
peripheren Nerven elektrisch von der Körperoberfläche aus. Der Nerv wird unterhalb 
der Kathode des Stimulators depolarisiert und die Erregung wird weitergeleitet. Die 
Registrierung von SSEP ist an die Intaktheit  von peripherem Nerv, Hinterwurzel, 
Hinterhorn, Hintersträngen, Hinterstrangkernen, Lemniscus medialis, Thalamus, 
Tractus thalamocorticalis, und Kortex gebunden (Abb. 1). 
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Abb. 1: Leitungsbahnen, Kerngebiete und kortikale Strukturen des lemniskalen 
Systems, die für die Generierung der SSEP von Bedeutung sind (nach [Lowitzsch 
2000]) 
 
SSEP können an zahlreichen peripheren Nerven evoziert werden. Der N. medianus kann 
in Höhe des Handgelenkes zwischen den Sehnen des M. flexor carpi radialis und 
M. palmaris longus, der N. ulnaris radial der Sehne des M. flexor carpi ulnaris, der 
R. superficialis des N. radialis auf der radialen Streckseite des Unterarmes stimuliert 
werden. Der N. musculocutaneus kann in Höhe des Ellenbogengelenkes auf der 
Beugeseite lateral der Bizepssehne aufgesucht werden. Von den Beinnerven werden der 
N. tibialis dorsal des Malleolus medialis, der N. suralis dorsal des Malleolus lateralis 
gereizt. Der N. peroneus lässt sich am besten oberhalb des Caput fibulae stimulieren. 
Der N. saphenus kann an der Innenseite des Unterschenkels am Patellaunterrand gereizt 
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werden. Für die Reizung des N. trigeminus sind verschiedene Lokalisationen 
vorgeschlagen worden (Ober- und Unterlippe, Zungenrand, Nervenaustrittspunkte). 
Auch die elektrische Reizung einzelner Dermatome ist möglich, die Angaben zu 
Stimulationsorten variieren hier aber beträchtlich. 
Abb. 2 gibt Beispiele für die Reizung und Ableitung von N. medianus und N. tibialis 
wieder. 
 
 
Abb. 2: Beispiele für die Lokalisation der Stimulations- und Ableitelektroden zur 
Untersuchung der SSEP nach Stimulation des N. medianus und N. tibialis (nach 
[Lowitzsch 2000]) 
 
Nach Stimulation der Armnerven können Plexus-, zervikale und kortikale Potentiale 
abgeleitet werden. Als Referenzelektrode wird in der klinischen Routine meist eine 
frontomediane (bei Fz oder Fpz) gelegene Elektrode verwendet. Die SSEP nach 
Medianusstimulation lassen sich in frühe (bis 20ms), mittlere (20-60ms) und späte 
(nach 60ms) Potentiale untergliedern.  
Das Armplexuspotential ist am besten über dem Erb-Punkt ableitbar. Dieser befindet 
sich etwa 1-2cm oberhalb der Klavikulamitte. Das triphasische an dieser Stelle 
ableitbare Potential (Abb. 3) entspringt im proximalen Anteil des Armplexus. Die 
Latenz bis zur dominanten negativen Komponente beträgt im Normalfall 9-10ms. 
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Zervikale SSEP lassen sich mit Elektroden ableiten, die oberhalb der Dornfornsätze von 
HWK 7 und HWK 2 plaziert werden. Die erste Komponente der zervikalen abgeleiteten 
SSEP ist eine negative Welle nach ca. 9 ms. Diese N9-Komponente stellt die “Far-
Field”-Aktivität eines Plexuspotentiales dar, dessen Generator distal des Erb-Punktes 
liegt. Weitere negative Potentialkomponenten finden sich nach 11ms (N11) und 13ms 
(N13). Die über C7 abgeleiteten Wellen haben ihren Ursprung in der 
Hinterwurzeleintrittszone (N11a) bzw. im Hinterhorn (N11b). Die bei C2 registrierten 
Komponenten entstammen dem Funiculus cuneatus (N11b) bzw. dem Nucleus cuneatus 
oder dessen unmittelbarer Umgebung (N13b).  
Für Ableitung der kortikalen SSEP nach Armnervenstimulation werden die Elektroden 
über dem kontralateralen sensiblen Handfeld lokalisiert. Dieses liegt etwa 7cm lateral 
der Mittellinie und 2-3cm occipital der Scheitel-Ohr-Linie. Eine kleine, jedoch deutlich 
ausgeprägte Vorwelle mit diffuser Skalpverteilung nach etwa 15 ms (P15) hat ihren 
Ursprung vermutlich im ventro-postero-lateralen Kern des Thalamus. Die 
Hauptkomponente der Skalp-SSEP ist die Kombination einer negative Welle nach etwa 
20 ms und einer positiven Welle nach 25 ms (N20/P25), hevorgerufen vermutlich durch 
exzitatorische postsynaptische Potentiale (EPSP) pyramidaler Zellen der Area 3b nach 
Brodman (Gyrus postcentralis) [Allison 1991]. Die dem kortikalen Primärkomplex 
folgenden Wellen stehen vermutlich mit der Erregungsausbreitung in den parietalen 
Assoziationsfeldern in Zusammenhang. Leitet man die kortikale Reizantwort statt gegen 
eine frontomediane Referenz (Fz) gegen eine extrazephale Referenz ab, so geht die 
gesamte in Rückenmark und Hirnstamm generierte Feldaktivität (P9, P11, P13, P14) 
mit ein. 
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Abb. 3: SSEP-Komponenten über dem Erb-Punkt, HWK 7 und dem kontralateralen 
Handfeld gegen eine frontale Referenzelektrode nach Stimulation des N. medianus 
(nach [Stöhr 1991]) 
 
 
Klinische Anwendung findet die Untersuchungstechnik der somatosensorisch 
evozierten Potentiale z.B. bei der Polyneuropathie-Abklärung, in der Diagnostik von 
Plexus- oder Wurzelläsionen, bei traumatischen Rückenmarksläsionen, bei der 
Prognoseabschätzung von Komapatienten oder in der Hirntoddiagnostik [Buchner 1987; 
Buchner 1988]. In der modernen Anästhesie kann das Verfahren zur Steuerung der 
Narkosetiefe oder auch zur Erkennung von Komplikationen eingesetzt werden. 
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2.2 Hochfrequente Komponenten der somatosensorisch evozierten Potentiale 
Menschliche Medianus-SSEP, die mit einem digitalen Hochpassfilter über 400 Hz 
bearbeitet werden, enthalten repetitive niedrigamplitudige, hochfrequente Oszillationen, 
die der N20-Komponente unterlagert sind [Eisen 1984; Emerson 1988; Yamada 1988; 
Emori 1991]. Diese Oszillationen bestehen aus 4-7 Wellen niedriger Amplitude 
(<500 nV), die mit einer Frequenz von ca. 600 Hz aufeinander folgen und auch als σ-
Bursts bezeichnet werden [Curio 2000]. Von besonderem wissenschaftlichem Interesse 
sind diese 600 Hz SSEP-Anteile, da sie möglicherweise eine nicht-invasive Methode 
zur Analyse der zeitlichen Abläufen hoch-synchron repetitiv entladender 
Neuronenkomplexe darstellen könnten [Curio 2000]. 
 
Abb. 4: Effekt der Anwendung zweier unterschiedlicher Bandfilter (40-500 Hz und 
500-700 Hz) auf die Oberflächen-SSEP-Daten  
 
Sowohl mittels Dipol-Quellenanalyse [Gobbelé 1998] als auch mit invasiven 
Tiefenhirnableitungen [Katayama 1987; Rasmusson 1996] sind verschiedene 
anatomische Strukturen mit der Fähigkeit, Hochfrequenzaktivität erzeugen zu können, 
identifiziert worden. Eine Hirnstammquelle findet sich in Höhe des Foramen magnum, 
übereinstimmend mit der P14 Komponente der Oberflächen-SSEP. Eine zusätzliche 
Quelle liegt in der Nähe des Thalamus mit einem Amplitudenmaximum im Zeitfenster 
zwischen der Hirnstammquelle (P14) und der kortikalen Quellen (N20 und N22). 
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Unterstützt wird diese Theorie mehrerer Quellen durch eine Arbeit von Klostermann, 
die zeigte, dass intrathalamisch gemessene Hochfrequenzpotentiale unter dem Einfluss 
von Propofol im Vergleich zu kortikalen Hochfrequenzpotentialen keine 
Amplitudenreduktion zeigten [Klostermann 2000]. Mit der Magnetenzephalografie 
wurde ein kortikaler Generator der hochfrequenten Komplexe nahe der N20 Quelle in 
der Area 3b nach Brodman lokalisiert [Curio 1993; Curio 1994; Hashimoto 1996; Curio 
1997; Hashimoto 1999]. Eine unabhängige Studie definierte eine weitere radiale Quelle 
um 22 ms [Ozaki 1998]. 
 
Zu den Generatoren sind verschiedene Hypothesen formuliert worden, eine Übersicht 
findet sich bei [Curio 2000]. Für die tiefe Hirnstammquelle sind cuneothalamische 
Schaltneurone der Hauptkandidat des zellulären Substrates der Hochfrequenaktivität 
[Calvin 1975]. Entladungsserien thalamokortikaler Schaltneurone (TCR), z.B. im 
Nucleus ventralis posterolateralis für das sensorische System oder dem Corpus 
geniculatum laterale für das visuelle System, sind vermutlich Ursprung der 
thalamusnahen Aktivität im Intervall zwischen 15-18 ms. Im Neocortex können 
grundsätzlich mehrere Strukturen zu den Hochfrequenzpotentialen beitragen: 
Präsynaptische (thalamokortikale) Potentiale, kortikale monosynaptische exzitatorische 
postsynaptische Potentiale und/oder disynaptische inhibitorische postsynaptische 
Potentiale (IPSP) [Liepert 2001], Burst-Entladungen verschiedener Typen kortikaler 
Neurone, schnell ausbreitender Aktivität innerhalb verschiedener Schichten des 
Neocortex (siehe Abb. 5), oder kreisende Erregung innerhalb kortikaler 
Mikroschaltkreise. 
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Abb. 5: Schematische Darstellung der neokortikalen Zytoarchitektur. Spalte A 
entsprechend einer Versilberung nach Golgi mit Darstellung der Neurone und ihrer 
Verbindungen; Spalte B nach einer Nissl-Färbung mit Darstellung des Perikaryons; 
Spalte C nach einer Markscheidenfärbung [Junqueira 1984] 
 
Thalamokortikale Neurone zeigen eine Somatotopik im Millimeter-Bereich, dicht 
genug, um einen einzelnen Dipol in der Quellenanalyse zu bilden. Es gibt zwei 
Konzepte, warum die fortgeleitete thalamokortikale Aktivität in den 
Oberflächenableitungen detektierbar sein könnte. Zum einen wäre die direkte 
Erkennung möglich, wenn die Axone vor Eintritt in die graue Substanz einen bogigen 
Verlauf hätten, wodurch ein elektrischer Dipol erzeugt würde. Zum anderen stehen die 
Axone der TCR in Kontakt mit allen Neuronen der IV. Schicht. Dies eröffnet die 
Möglichkeit, dass die Burst-Entladungen von TCR eine Abfolge von EPSP triggern, die 
auch als Oberflächenpotential abzuleiten wären.  
Außerdem könnten die oberflächlich ableitbaren Hochfrequenzaktivitäten dem 
zeitlichen Ablauf rasch und wiederholt entladender kortikaler Neuronenklassen 
entsprechen. Zum einen können dies Pyramidenzellen sein, von denen vier verschiedene 
Typen bekannt sind: „regular spiking cells“ (Schichten II-VI), „intrinsically bursting 
cells“ (Schichten IV und V), „fast spiking cells“ (Schichten II-VI) und „chattering cells“ 
(Schichten II und III) [Gray 1996]. Darüberhinaus besitzen insbesondere inhibitorische 
Interneurone, die ca. 30 % aller Neurone des Primatenkortex ausmachen, die Fähigkeit 
mit bis zu 900 Hz zu entladen [Swadlow 1988; Swadlow 1989]. Diese Interneurone 
verwenden GABA als Neurotransmitter und sind überwiegend in der inneren 
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Körnerschicht (Schicht IV) lokalisiert. Basierend auf einer MEG-Studie, in der 
unterschiedliche Dipolausrichtungen der nieder- und hochfrequenten SSEP-
Komponenten gezeigt wurde, propagiert Ozaki [Ozaki 2001] die Hypothese, der 
Entstehung der Hochfrequenzoszillationen in solchen nicht-pyramidalen Neuronen, eine 
Auffassung, die auch von Hashimoto vertreten wird [Hashimoto 2000]. 
 
Abb. 6: Hypothetisches Modell zur Erzeugung der Hochfrequenzaktivität durch 
Verschaltung von GABAergen Interneuronen in der inneren Körnerschicht, nach 
[Hashimoto 2000] 
 
Als weitere Quelle der Hochfrequenzaktivität sind oligosynaptische 
Erregungsausbreitungen mit sehr geringer Latenz innerhalb verschiedener 
Kortexschichten beschrieben worden [Bode-Greuel 1987].  
 
Welche dieser Hypothesen oder welche Kombination aus ihnen die oberflächlich 
ableitbare Hochfrequenzaktivität am hinreichendsten erklärt, ist letztlich noch nicht 
entschieden [Curio 2000]. Allerdings wird deutlich, dass der Thalamus eine besondere 
Bedeutung für Erzeugung und Modulation der Hochfrequenzaktivität hat. Zum einen ist 
in seiner Nähe eine eigenständige Quelle lokalisiert, zum anderen haben 
thalamokortikale Projektionsbahnen unmittelbaren oder zumindest modulierenden 
Einfluss auf die kortikalen Quellen.  
 
 
Theoretische und technische Grundlagen 
- 12 - 
2.3 Verstärker 
Die von der Kopfoberfläche abgeleiteten Potentiale bewegen sich in einem Bereich von 
unter 1 µV bis einige wenige 100 µV. Diese Bereiche sind für die Steuerung der 
Schreibsysteme oder Bildschirmsignale viel zu klein, so dass eine Verstärkung der 
Potentiale notwendig wird. In der Regel werden hierfür sogenannte Differenzverstärker 
mit zwei Eingängen verwendet, wobei nur die jeweilige Differenz an diesen Eingängen 
verstärkt wird. Der Eingangswiderstand der Verstärker ist besonders wichtig. Er sollte 
möglichst hoch sein, damit das Verhältnis zum Elektrodenwiderstand möglichst klein 
wird. Ist das nicht der Fall, so wird nur ein Teil der Elektrodenspannung verstärkt. 
Der Elektrodenwiderstand liegt im Einflussbereich des Assistenten, der die Elektroden 
platziert und sollte durch bereits erläuterte Maßnahmen (s.o.) unter 5 kΩ gehalten 
werden. Der Eingangswiderstand wird vom Hersteller des Verstärkers vorgegeben. In 
modernen Geräten liegt dieser meist bei 100 MΩ . 
 
Ein weiterer wichtiger Punkt ist, dass die anliegenden Widerstände an beiden 
Verstärkern etwa gleich groß sind, so dass sich eine nahezu optimale 
Gleichtaktunterdrückung ergibt, d.h. gleichphasische Signale werden an beiden 
Eingängen unterdrückt. Wichtig ist das zum Beispiel für die Unterdrückung externer 
Störspannungen wie den 50 Hz Netzbrumm. 
 
 
 
2.4 Filter 
Filter setzt man aus dem Grund ein, um störende Frequenzkomponenten (aus der 
Umgebung oder aus den aufgenommenen neurophysiologischen Signalen) 
abzuschwächen und die innerhalb des interessierenden Frequenzbereiches liegenden 
Informationen möglichst unverzerrt hervorzuheben. 
Zur Verfügung stehen: 
 
• Hochpassfilter 
• Tiefpassfilter 
• Bandpassfilter 
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Hochpassfilter lassen hohe Frequenzen oberhalb einer definierten Grenzfrequenz 
passieren und dämpfen Frequenzen unterhalb dieser ab. 
Umgekehrt ist es bei den Tiefpassfiltern, sie lassen die niedrigen Frequenzen 
ungehindert passieren und dämpfen die Frequenzen oberhalb der Grenzfrequenz ab. 
Eine Kombination beider Filtertypen, der sogenannte Bandpassfilter, führt zu einer 
weiteren Eingrenzung des interessierenden Frequenzbereiches. 
Bei den Bandsperren handelt es sich um sehr steile, schmalbandige Filter, die zum 
Einsatz kommen, wenn bei einer Untersuchung mit Artefakten durch die normale 
Netzspannung zu rechnen ist. Die in Europa mit 50 Hz übliche Netzfrequenz kann einen 
störenden Einfluss haben, wenn der interessierende Frequenzbereich der abgeleiteten 
Potentiale eben diesen Frequenzbereich mit einschließt. Normalerweise lässt sich diese 
gleichphasig an beiden Verstärkereingängen liegende Frequenz bei intakter 
Gleichtaktunterdrückung eliminieren. Bei Asymmetrien, z.B. Ableitung evozierter 
Potentiale auf der Intensivstation, kann sich die Netzfrequenz mit den abzuleitenden 
Potentialen überlagern und sie sogar völlig verzerren. In einer solchen Situation kommt 
die Bandsperre zum Einsatz. 
 
 
2.5 Averager (Mittelwertrechner) 
Die evozierten Potentiale als Antworten auf bestimmte Stimuli sind in der EEG-
Ableitung von der nicht reizkorrelierten Hintergrundaktivität und der elektrischen 
Aktivität anderer Quellen überlagert. Um die spezifischen Reizantworten 
hervorzuheben, wird der sogenannte Averager eingesetzt.  
Die Hintergrundaktivität besteht aus Potentialen mit schwankenden Amplituden und 
Frequenzen. Werden die aufgezeichneten Daten gemittelt, so geht der Mittelwert mit 
zunehmender Anzahl von Mittelungen gegen Null und sichtbar wird das evozierte 
Potential als Antwort auf den gesetzten Stimulus. 
 
 
2.6 Auswertung multikanalig abgeleiteter SSEP Daten / Quellenanalyse 
Um eindeutige topographische Aussagen über die Verteilung der Potentiale im Raum 
und ihren Unterschieden bezüglich Versuchspersonen, Versuchsbedingungen und 
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Versuchszeitpunkten machen zu können, ist eine räumliche und  zeitliche Analyse der 
abgeleiteten SSEP Daten notwendig [Lehmann 1987]. 
 
2.6.1 Die Average Referenz 
Da die Form der konventionellen Potentialkurven sowie Veränderungen in Latenzen, 
Polaritäten und Amplituden von der Wahl der Referenz abhängig sind, empfiehlt 
Lehmann [Lehmann 1992] als „einfachstes und neutralstes“ Verfahren die Umrechnung 
der Daten gegen die Average Referenz. Die Average Referenz stellt die für jeden 
Zeitpunkt ermittelte Berechnung des Mittelwertes aller Potentialdifferenzen, gemessen 
zwischen allen Elektroden, dar. Als Bezugspunkt für die Potentiale einzelner Elektroden 
sollte dieser Mittelwert annähernd Null betragen [Bertrand 1985]. Die Voraussetzung 
dafür wäre, dass ein konzentrisches Kugelschalenmodell mit homogener Leitfähigkeit 
und symmetrischer Elektrodenverteilung über den ganzen Kopf vorliegt. Da in der 
Realität der Schädel nicht konzentrisch ist, das Hirngewebe durch Läsionen 
verschiedenster Art sowie durch das Ventrikelsystem keine homogene Leitfähigkeit 
bietet und die Elektroden nicht symmetrisch verteilt sein können, weicht der Mittelwert 
aber von Null ab. 
Die Average Referenz hat die Funktion eines Hochpassfilters, sie mittelt demnach die 
niedrigen Frequenzanteile weitestgehend heraus. Voraussetzung für die Verwendung 
der Average Referenz als Bezugswert ist zum einen das Postulat, dass die elektrische 
Gesamtladung auf der Körperoberfläche über die Zeit konstant ist und sich nur deren 
Verteilung ändert, zum anderen eine ausreichende Anzahl sowie ein genügend kleiner 
Abstand zwischen den Aufnahmeelektroden vorhanden ist, um ein räumliches Aliasing 
mit der Entstehung von Kunstprodukten zu vermeiden. Der Vorteil der Anwendung der 
Average Referenz ist, dass sie eine Fixierung des Nullpunktes im Raum und damit an 
einen willkürlichen Ort vermeidet. Dadurch erhält jede Elektrode gleiches Gewicht, 
weil die räumliche Distanz zwischen zwei Elektroden für die Spannung keine Rolle 
mehr spielt. 
 
2.6.2 Dipolquellenanalyse 
Für eine gesamtheitliche Darstellung der Quellen, die der elektrischen Aktivität des 
Gehirns zugrunde liegen, ist ein Modell nötig, das die ganzen in den SSEP-Daten 
vorhandenen Informationen berücksichtigt und eine räumlich-zeitliche Übersicht liefert. 
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Die bisher häufig eingesetzten Auswerteverfahren multikanalig erhobener SSEP-Daten 
betrachten entweder nur den Verlauf der Feldstärke über die Zeit (globale Feldstärke) 
oder nur die räumliche Konfiguration der Spannungsverteilung des an der 
Kopfoberfläche abgeleiteten elektrischen Feldes an einem als relevant erachteten 
Zeitpunkt (Brain mapping). 
Ziel der Dipolquellenanalyse ist die Erstellung dreidimensionaler Dipolmodelle, die 
letzlich die Generatoren, also die intrazerebralen Ursprungsorte der elektrischen 
Potentialverteilung, beschreiben. 
Das dabei auftretende „inverse Problem“ (siehe unten) lässt sich analytisch nicht 
eindeutig lösen [Helmholtz 1853]. Die Verteilung der Stromquellen innerhalb des 
Kopfes kann nicht eindeutig aus der gemessenen Potentialverteilung an der Oberfläche 
rekonstruiert werden. 64 Elektroden können nicht den präzisen Erregungsverlauf von 
Milliarden von Nervenzellen ableiten und berechnen. Die einzige Möglichkeit, sich dem 
Verteilungsmuster der Stromquellen realistisch zu nähern, besteht in der Bestimmung 
von Summenaktivitäten für eine hinreichend kleine Zahl von Hirnstrukturen. 
Dieser Ansatz der Dipolquellenanalyse passt hervorragend in die Auswertung evozierter 
Potentiale, da davon ausgegangen werden kann, dass sich nach einem Sinnesreiz nur 
selektiv diejenigen Hirnstrukturen aktivieren, die unmittelbar mit der Reizverarbeitung 
konfrontiert sind. Ausreichend ist die Tatsache, dass der zeitliche Verlauf der 
Summenaktivität in den verschiedenen anatomischen Hirnstrukturen unterschiedlich 
sein wird. Wegen der linearen Überlagerung der elektromagnetischen Felder [Helmholtz 
1853] summieren sich die Beiträge jeder Quellaktivität an den einzelnen Elektroden auf, 
d.h. jede Quelle liefert an jeder Elektrode einen wenn auch unterschiedlichen Beitrag 
zum Potential. Dieser Anteil ist zum einen abhängig von der Entfernung der 
Messelektrode zur Quellstruktur, zum anderen von der Orientierung der Quellaktivität 
beziehungsweise der Richtung des Summendipols, des sogenannten „äquivalenten 
Dipols“ [Nunez 1981; Scherg 1986]. Die jeweils gemessenen Oberflächenpotentiale 
sind demnach Resultat einer gewichteten Aktivitätssummation aller Summendipole. 
 
Drei Elemente gehören nach Scherg zur Quellenanalyse [Scherg 1991]: 
 
1. Der äquivalente Dipol 
2. Ein elektrisches Kopfmodell  
3. Ein Verfahren zur Lösung des inversen Problems 
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Der äquivalente Dipol ist ein aus der Vektoraddition der einzelnen Dipole gleicher 
Orientierung entstandener Summendipol für eine umschriebene kleine Hirnstruktur. 
Das Konzept der regionalen Dipolquelle [Scherg 1990] berücksichtigt die 
dreidimensionale Faltung der Hirnrinde in Projektion des Dipols auf ein 
dreidimensionales Koordinatensystem. Der Dipolursprung liegt hierbei im Schwerpunkt 
der elektrischen Aktivität des umschriebenen Hirnareals. Die regionale Quelle wird 
durch einen festen zeitunabhängigen mittleren Ort (stationär) und durch die drei 
Dipolstärken (eine in jede Raumrichtung) als Funktion der Zeit beschrieben. Diese 
werden als Dipolquellpotentiale bezeichnet. 
Im Vergleich zum Konzept des „moving dipole“, wo zu jedem Zeitpunkt eine 
Dipollösung mit Orts- und Orientierungsparametern bestimmt werden muss, liegt der 
Vorteil der regionalen Quelle darin, dass man den Dipolort unabhängig von seiner 
Orientierung optimieren kann. Durch diese Reduktion der Freiheitsgrade bei dem 
Verfahren der regionalen Quelle erhöht sich die Stabilität der Quelllösung. Darüber 
hinaus erscheint die Annahme eines fixen Dipolortes und die Erklärung der Aktivität 
einer Hirnstruktur durch unter Umständen mehrere verschieden orientierte regionale 
Quellen neuroanatomisch sinnvoller als die eines Dipols, der neben seiner Richtung 
auch kontinuierlich seinen Ort ändert, denn die Nervenzellen sind ebenfalls 
unbeweglich. 
 
Das elektrische Kopfmodell erfordert eine Berechnung der elektromagnetischen 
Feldausbreitung, also im Prinzip der Volumenleitung im biologischen Gewebe. 
Das einfachste Kopfmodell ist das einer Kugel mit homogener Leitfähigkeit. Der 
Vorteil ist eine extrem schnelle und stabile Berechnung von Dipolort und -moment 
[Brody 1973], wobei diese Ergebnisse problemlos auf komplexere 
Kugelschalenmodelle angewendet werden können, die unter anderem die 
unterschiedlichen Leitfähigkeiten der verschiedenen Gewebestrukturen z.B. Kopfhaut, 
Schädelknochen und Gehirn berücksichtigen [Ary 1981]. 
 
Das inverse Problem zur Rückrechnung der momentanen Quellkonfiguration ausgehend 
von den an der Kopfoberfläche gemessenen Potentialkurven ist analytisch wie zuvor 
beschrieben nicht zu lösen. Durch Einsatz eines iterativen Verfahren wird versucht, 
dieses Problem zu umgehen (siehe Abb. 7). Hierbei besteht der Anspruch, nicht nur die 
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Lokalisation einer oder mehrere Quellen, sondern auch ihre Orientierung und zeitlichen 
Aktivitätsverlauf zu berechnen. Für jede Dipolquelle sind 6 Parameter 
(Raumkoordinaten x ,y ,z; Orientierungswinkel 1, 2 und die Dipolstärke) zu bestimmen. 
Das iterative Verfahren besteht vereinfacht betrachtet darin, zunächst eine hypothetische 
Quellkonfiguration anzunehmen. Mittels „Vorwärtsrechnen“ wird die zugehörige 
Potentialverteilung an der Kopfoberfläche simuliert, was durch trigonometrische 
Berechnungen möglich ist. Das Ergebnis dieser Vorwärtssimulation wird mit der real 
gemessenen Spannungskonfiguration verglichen. Dieser Vorgang wird unter 
Modifikation des Quellmodells so oft wiederholt, bis die durch das Modell nicht 
erklärten Anteile minimiert sind. Beschreibende Größe dieser nicht erklärten Anteile 
und somit Indikator für die Güte der Datenerklärung durch eine Quelllösung ist die 
sogenannte Restvarianz. Eine Restvarianz von z.B. 10 % bedeutet, das 90 % aller 
gemessenen Daten durch das zugrundegelegte Quellmodell erklärt werden können.  
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Abb. 7: Schematische Darstellung des iterativen Prozesses zur Lösung des inversen 
Problems 
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Die Darstellung des Quellproblems, wie sie im BESA (Brain Electric Source Analysis)-
Programm verwirklicht ist, beinhaltet zusammenfassend also einen räumlichen Aspekt 
unter Berücksichtigung der Kopfanatomie und der Quelllokalisation und -orientierung 
sowie einen zeitlichen Aspekt, bei dem in Wellenform der Quellaktivitätsverlauf jeder 
Dipolquelle dargestellt wird. 
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3 Experimenteller Teil 
3.1 Versuchspersonen 
An dieser Studie nahmen zehn gesunde rechtshändige Personen im Alter von 23 bis 35 
Jahren teil. Der Mittelwert des Alters betrug 27,8 Jahre. 
Die fünf Männer und fünf Frauen waren über die Freiwilligkeit und den experimentellen 
Charakter der Untersuchung aufgeklärt. 
 
 
3.2 Versuchsaufbau 
Die Messungen wurden in einem vor äußeren Schallreizen abgeschirmten Raum 
durchgeführt. Der Untersucher und die technischen Geräte (Computer, Verstärker, 
Monitor) waren in einem Nachbarraum untergebracht. Die Probanden sollten in lockerer 
Kleidung kommen und wurden wegen der langwierigen Untersuchung zur vorherigen 
Blasenentleerung angehalten. Um qualitativ gute SSEP-Daten zu erhalten ist die tiefe 
Entspannung des Probanden wichtig. Das erreichten wir dadurch, dass die 
Versuchspersonen über den genauen Ablauf der Messung aufgeklärt wurden und 
zusätzlich in entspannter liegender Position untersucht wurden. Nach Einnahme dieser 
Position wurden die 65 EEG-Elektroden angeschlossen. Nach Überprüfung der 
Funktionsfähigkeit aller EEG-Elektroden wurden Elektroden an drei Orten angebracht. 
Zunächst am rechten Handgelenk zur überschwelligen Reizung des Nervus medianus, 
zwei weitere jeweils am rechten bzw. linken Zeigefinger. 
Nach einem Testdurchgang mussten die Probanden folgende Aufgabenstellung erfüllen: 
Präsentiert wurden ein kurzer akustischer Reiz (A) sowie ein Stromreiz sowohl am 
rechten (R) als auch am linken (L) Zeigefinger. Die Reizstärke hierfür wurde soeben 
oberhalb der sensiblen Reizschwelle gewählt. Die Reize wurden abwechselnd in 
zufälliger Reihenfolge vom Computer angesteuert und präsentiert. Das Zeitintervall 
zwischen den einzelnen Reizen variierte zufällig zwischen 2 und 8 s. Die Probanden 
sollten sich während eines Durchganges nur auf den jeweils vom Versuchsleiter 
vorgegebenen Reiz konzentrieren und diesen mental mitzählen. Lautes Zählen wurde 
vermieden, um keine zusätzlichen Muskelartefakte durch das Sprechen zu provozieren. 
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Je acht Durchgänge pro präsentiertem Reiz wurden unter der Bedingung Augen 
geöffnet/heller Raum und Augen geschlossen/dunkler Raum (also16 Durchgänge pro 
Stimulus) durchgeführt [Schütz 1954; Niedermeyer 1982]. 
Insgesamt waren es 48 Durchgänge pro Versuchsperson. 
 
1000 Reize 1000 Reize 1000 Reize 1000 Reize 1000 Reize 1000 Reize
Rechter
Zeigefinger
Rechter
Zeigefinger
Linker
Zeigefinger
Linker
Zeigefinger akustischakustisch
Medianus
-SEP
Aufmerk-
samkeits-
Stimulus
8 Wiederholungen 8 Wiederholungen
Aktivierungszustand:
Raum dunkel, Augen geschlossen
Aktivierungszustand:
Raum hell, Augen geöffnet
 
Abb. 8: Schematische Darstellung des Versuchsprotokolls 
 
Der erforderliche Zeitaufwand für einen Probanden lag zwischen 5-8 Stunden. 
 
 
3.3 Messmethodik 
3.3.1 Messapparatur 
Zur Aufnahme der Nervus Medianus-SEPs wurden folgende Geräte verwendet: 
 
• Oberflächenelektroden 
• Elektrodenbox 
• Verstärker (mit analogem Filter) 
• Analog-Digital Wandler 
• Rechner (digitaler Filter) 
• Monitor 
• Reizgebereinheit 
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Abb. 9: Darstellung der Messapparatur. A) schematisch; B) Proband (Abbildung mit 
Erlaubnis des Probanden verwendet) 
 
Die primäre Signalaufnahme erfolgte durch 65 auf dem Kopf platzierte 
Aufnahmeelektroden, die jeweils einzelne Signalabschnitte aufzeichneten. Solche 
kurzen Signalabschnitte werden auch als Sweeps bezeichnet. Diese wurden an den 
Verstärker weitergeleitet, der die Spannungsdifferenzen zwischen Referenz- und 
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jeweiliger differenter Elektrode weiter verarbeitete und filterte. Es handelte sich um 
zwei 32-Kanal-Verstärker (Neuroscan Synamp) mit einem Bandfilter zwischen 0,05 Hz 
und 2000 Hz.  
Die so verstärkten und gefilterten Daten wurden von einem Analog-zu-Digital (A/D)-
Wandler in Zahlenwerte umgesetzt, die vom Rechner digital weiter verarbeitet werden 
konnten. Die SSEP´s wurden mit 512 Punkten über einen Zeitraum von 10 ms prä- bis 
41,2 ms post-Stimulusgabe aufgezeichnet (entspricht 10.000 Hz Digitalisierungsrate), 
um eine exakte Aufnahme der EEG-Daten bis 2000 Hz zu garantieren. 
Der Rechner mittelte die einzelnen Signalabschnitte (sweeps), um die SSEP-
Reizantworten vom Hintergrundrauschen und/oder Muskelartefakten zu extrahieren. 
Die gemittelten Daten wurden nochmals -nun digital- gefiltert, indem für die im 
Prästimulus-Intervall ermittelten Spannungswerte der Mittelwert errechnet, dieser als 
Nullwert definiert und an jedem Digitalisierungspunkt im Poststimulusintervall von 
dem dortigen Potentialwert abgezogen wurde. 
Als weitere Funktion triggerte der Rechner die Reizgebereinheit.  
Auf dem Monitor konnte die aktuelle Datenaufnahme beobachtet und gesteuert werden, 
sowie die anschließende Datenauswertung erfolgen. 
 
3.3.2 Stimulationsort/-art 
Ort der Stimulation war der N. medianus in Höhe des rechten Handgelenks. Er ist trotz 
seines gemischten Charakters besonders geeignet, weil nach seiner Reizung im 
Vergleich zu den anderen Armnerven höhere Stimulusantworten auftreten [Stöhr 1989]. 
Der Strom (Rechteckreiz) wurde repetitiv mit einer Dauer von 0,2 ms, einer Intensität 
ca. der zweifachen motorischen Schwelle der Thenar-Muskeln (gerade sichtbare 
Kontraktion des Thenars) und einer Stimulusrate von 7 Hz ausgegeben. Laut Schramm 
[Schramm 1985] empfiehlt sich diese Dauer, da zum einen der Reiz hier nicht als 
unangenehm empfunden wird und es zum anderen zu keiner Veränderung der Latenz 
oder Amplitude der SSEP´s kommt. Hinzu kamen die drei Versuchsbedingungen mit 
jeweils zufällig verteilten repetitiven Reizen nahe der sensiblen Schwelle am rechten 
und linken Zeigefinger und ein akustischer Reiz. 
Durch eine bipolare Reizelektrode wurde der Strom appliziert. Um den Hautwiderstand 
zu senken, wurde die Kontaktfläche der Haut mit Alkohol abgerieben und die 
Reizleitung durch eine Elektrodencrème verbessert.  
Experimenteller Teil 
- 24 - 
 
 
Abb. 10: Verschiedene Elektroden zur bipolaren Reizung peripherer Nerven, im 
Rahmen dieser Untersuchung fand der in der Bildmitte dargestellte Elektrodentyp 
Verwendung.  
 
Weiterhin wurde zur Reduktion des Stimulusartefaktes eine Banderdung am rechten 
Oberarm angebracht und mit feuchten Tüchern umwickelt (siehe Abb. 9). 
 
3.3.3 Ableitelektroden 
Zur Ableitung der SSEP´s wurden becherförmige Oberflächenelektroden verwendet, 
wie sie schematisch in der folgenden Abbildung dargestellt sind.  
 
 
Ein wichtiger Faktor für eine korrekte Datenaufnahme ist der Elektroden-
Übergangswiderstand. Normalerweise ist das Elektrodenpotential ein Ruhepotential und 
somit im Gleichgewicht. Werden die Elektroden an den Verstärker angeschlossen, wird 
der Stromkreis zwischen dem Generator der elektrischen Aktivität im Gewebe und dem 
Verstärker geschlossen. Es kommt zu einem Stromfluss über die oben beschriebene 
Grenzschicht, die ihrerseits dem Stromfluss einen Widerstand entgegensetzt. Um diesen 
möglichst klein zu halten, muss beim Anbringen der Elektroden ein guter Kontakt 
zwischen Elektrode und Gewebe hergestellt werden. Geeignete Maßnahmen hierfür sind 
das Entfetten der Haut, die Entfernung der obersten Epithelschicht vor dem Auftragen 
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der Elektrodenpaste sowie ein ordentliches Fixieren der Elektroden zur Vermeidung von 
Bewegungsartefakten.  
Für diese Arbeit wurden 65 Elektroden gemäß des 10-20-Systems (siehe Abb. 11) zur 
Registrierung der SSEP-Kurven mit Elektrodenpaste auf der Kopfoberfläche 
angebracht. 64 Elektroden wurden zur Signalaufnahme verwendet, Elektrode 65 war die 
Referenzelektrode (Fz). Wie auch bei den Stimulationselektroden wurde bei den 
Registrierungselektroden zur Verminderung des Widerstandes zunächst die Haut mit 
Alkohol abgerieben und dann eine Elektrodenpaste aufgebracht. Lagen die Widerstände 
über 5 kΩ, wurden die Elektroden erneut angebracht oder gegen neue ausgetauscht. Die 
Widerstände aller Elektroden sollten annähernd gleich sein. 
Zur Platzierung der Elektroden nach dem internationalen 10-20-System wurden 
kommerziell erhältliche EEG-Hauben verwendet. Die Größe der verwendeten EEG-
Haube wurde für jeden Probanden individuell bestimmt. Ausgangspunkt für die 
individuelle Anpassung der EEG Haube war die Festlegung der Elektrode 65. Diese 
wurde am Schnittpunkt der fronto-okzipitalen und der interaurikulären 
Verbindungslinie positioniert (Cz).  
  
  
Abb. 11: Anordnung der 65 EEG-Elektroden nach dem internationalen 10-20 System.  
 
Durch Abschirmung der Elektrodenboxen mit einem geerdeten Drahtgittergehäuse 
konnte den Problemen des Stimulusartefaktes und externer durch die Netzspannung 
induzierter Einstreuungen begegnet werden. Um auftretende Artefakte z.B. durch 
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Bewegungs- und Schluckvorgänge des Probanden so weit wie möglich zu minimieren, 
konnte mit Hilfe des Rechners ein als irrelevant definierter Bereich bestimmt werden, 
dessen Signale nicht mit in die Berechnung eingingen.  
 
3.3.4 Elektrodenpositionsvermessung 
Die reale Abbildung der Elektrodenanordnung auf dem jeweiligen Kopf des Probanden 
wurde durch einen 3D-Digitizer (Zebris®) nach Beendigung der Untersuchung 
vermessen. Jeweils zwei Durchläufe der Elektrodenvermessung erfolgten, um Artefakte 
durch Schlucken oder Kopfbewegungen ausschließen zu können. Die erhaltenen 3D-
Koordinaten wurden gespeichert und zur Erstellung eines Elektrodenschemas für die 
Dipolquellenanalyse verwendet. 
 
 
3.4 Auswertmethodik 
3.4.1 Auswertung der Rohdaten 
Um den Effekt verschiedener Aktivierungsniveaus (Augen geöffnet / geschlossen) vor 
und nach Anwendung eines 500-700 Hz Bandfilters zu zeigen, wurden die Amplituden 
der Rohdaten des niedrigen und des hohen Frequenzanteils der SSEP´s in dem 
einzelnen Kanal CP3 für jede Versuchsbedingungen eines jeden Probanden getrennt 
gemessen. Die Amplitude war als Abstand zwischen dem negativsten und dem 
positivsten Kurvenausschlag definiert. Diese Amplituden wurden statistisch unter 
Anwendung einer ANOVA mit Messwiederholung ausgewertet, wobei die Zustände 
„Augen geöffnet“ und „Augen geschlossen“ als Messwiederholungsbedingung und die 
drei Stimuli (akustisch, links taktil,  rechts taktil) als Faktoren verwendet wurden. 
 
Die Latenzen der Einzelkanaldaten mit der Frage nach Unterschieden verschiedener 
Quellen wurden nicht untersucht, da es nicht möglich ist, verschiedene Quellaktivitäten, 
deren Wirkungen sich an der Kopfoberfläche überlappen, ohne Verwendung einer 
Dipol-Quellen-Analyse zu separieren. 
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3.4.2 Statistische Verfahren  
t-Test (Student-Verteilung) 
Die t-Verteilung wurde 1908 von dem englischen Statistiker William S. Gosset 
entwickelt, der an einer Brauerei beschäftigt war, die eine Veröffentlichung von 
Forschungsarbeiten nicht gestattete, so dass er die Ergebnisse seiner Arbeiten nur unter 
einem Pseudonym ("Student") publizieren konnte. Sie ist eine in der Statistik der 
kleinen Stichproben wichtige Wahrscheinlichkeitsverteilung für die Mittelwerte aus 
normalverteilten Grundgesamtheiten. Die t-Verteilung wird als der Quotient einer 
standardnormalverteilten Normalverteilung und der Quadratwurzel aus einer Chi-
Quadrat-Verteilung, durch ihre Freiheitsgrade gebrochenen Variablen, dargestell: 
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t differiert dabei in dem Maß von der Normalverteilung, in dem die Maßzahl im Nenner 
variiert. Das Ausmaß dieser Variation ist für größere Stichproben (n > 30) so gering, 
dass es ohne eine nennenswerte Vergrößerung des Fehlers als vernachlässigbar 
behandelt werden kann. Für kleine Stichproben mit n < 30 kann der Unterschied 
allerdings nicht vernachlässigt und folglich die Maßzahl t nicht als eine normalverteilte 
Variable behandelt werden.  
Die t-Verteilung wird also mit wachsendem n immer besser von der standardisierten 
Normalverteilung approximiert, so dass man sie für n > 30 ohne weiteres durch die 
Normalverteilung ersetzen kann. Dementsprechend gehen die meisten Tabellen der t-
Verteilungen nur bis zu n = 30 Freiheitsgraden. Die grafische Darstellung der t-
Verteilung ist ebenso wie die der Normalverteilung glockenförmig, sie verläuft in der 
Mitte etwas schmaler und fällt nach den Enden zu etwas langsamer als diese ab (Quelle: 
http://medialine.focus.de).  
Stammen zwei Gruppen von zu vergleichenden Beobachtungen aus derselben 
Stichprobe kann der t-Test für gepaarte Stichproben angewendet werden. Hierbei kann 
ein beträchtlicher Teil der Inner-Gruppen-Streuung der Werte in beiden Gruppen auf die 
anfänglichen Differenzen zwischen den Beobachtungen zurückgeführt werden. Im Fall 
unabhängiger Stichproben kann man die auf die einzelnen Unterschiede zwischen den 
Beobachtungen  zurückzuführende Streuung nicht identifizieren.  Wenn dieselbe 
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Stichprobe jedoch zweimal getestet wird, ist diese Identifikation leicht durchführbar.  
Statt einer getrennten Behandlung jeder Gruppe und einer Analyse der tatsächlichen 
Werte wird beim paarigen t-Test nur die Differenzen zwischen den beiden Messungen 
für jedes Objekt betrachtet (z.B. "vor dem Test" und "nach dem Test"). Im Vergleich 
zum t-Test für unabhängige Stichproben liefert der paarige t-Test "bessere" Ergebnisse 
(d.h. er ist stets sensitiver bzw. trennschärfer). 
 
ANOVA 
Die ANOVA (analysis of variance) ist ein statistisches Verfahren zur Prüfung, ob die 
Mittelwerte mehrerer Stichproben aus Grundgesamtheiten mit identischem Mittelwert 
entstammen. Das Verfahren ist eine Erweiterung der Zweistichprobentests, z.B. des t-
Tests. Wie für diesen ist eine Vorraussetzung der Varianzanalyse die Annahme, dass 
alle Stichproben aus normalverteilten Grundgesamtheiten stammen. 
Unabhängige Variablen werden im Zusammenhang mit der Varianzanalyse als 
Faktoren bezeichnet. Es handelt sich dabei stets um qualitative, nominalskalierte 
Variablen. Die einzelnen qualitativen Ausprägungen eines Faktors werden als 
Faktorstufen bezeichnet. 
Im Gegensatz zu den Faktoren, handelt es sich bei den in einer Varianzanalyse 
betrachteten abhängigen Variablen immer um quantitative, intervallskalierte Variablen. 
Wird genau eine abhängige Variable betrachtet, so spricht man von einer univariaten 
Varianzanalyse. Werden mehr als eine abhängige Variable untersucht, so spricht man 
von einer multivariaten Varianzanalyse. Wird lediglich ein Faktor betrachtet, so spricht 
man von einer einfaktoriellen Varianzanalyse. Werden mehr als ein Faktor untersucht, 
so spricht man von einer mehrfaktoriellen Varianzanalyse. 
Die Unterscheidung zwischen gepaarten und unabhängigen Stichproben ist auch für die 
ANOVA wichtig. Bei Messungen der gleichen Variablen unter verschiedenen 
Bedingungen oder zu verschiedenen Zeitpunkten an den gleichen Objekten liegt ein 
Messwiederholungsfaktor vor. Dieser wird Inner-Gruppen-Faktor genannt, da zur 
Schätzung seiner Signifikanz die Summe der Quadrate innerhalb der Objekte bzw. 
Personen berechnet wird. Wenn man verschiedene Gruppen von Objekten vergleicht, 
bezeichnet man den Faktor als Zwischen-Gruppen-Faktor. Die Berechnung der 
Signifikanztests unterscheidet sich für diese verschiedenen Faktortypen. Hat in einer 
ANOVA für Designs mit Messwiederholung ein Messwiederholungsfaktor mehr als 
zwei Stufen, so gelten zusätzliche spezielle Voraussetzungen: Die Voraussetzung der 
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verbundenen Symmetrie und die Voraussetzung der Sphärizität. Die Voraussetzung der 
verbundenen Symmetrie verlangt, dass die Varianzen (gepoolte Inner-Gruppen-
Varianzen) und Kovarianzen (über die Objekte bzw. Personen) für die einzelnen 
Messwiederholungen homogen (identisch) sind. Dies ist eine hinreichende Bedingung 
dafür, dass der univariate F-Test für Messwiederholungen gültig ist, d.h. die 
angegebenen F-Werte tatsächlich der F-Verteilung gehorchen. Es ist jedoch keine 
notwendige Bedingung. Die Voraussetzung der Sphärizität ist dagegen eine notwendige 
und hinreichende Bedingung für die Gültigkeit des F-Tests. Sie fordert, dass das Modell 
"im Objekt" aus unabhängigen (orthogonalen) Komponenten besteht. Wenn die 
Voraussetzungen der verbundenen Symmetrie oder der Sphärizität verletzt sind, liefert 
die univariate ANOVA-Tabelle falsche Ergebnisse. Zur Lösung dieses Problems sind 
verschiedene Approximationen zur Kompensation dieser Verletzungen vorgeschlagen 
worden (z.B. nach Greenhouse und Geisser). 
 
3.4.3 Dipolquellenanalyse 
Für jede Person wurde ein Quellenmodell der intrazerebralen Ursprungsorte 
(Generatoren) der elektrischen Feldverteilungen aus allen gemittelten Werten, 
insgesamt 48.000 Sweeps/Person, berechnet. Die Daten wurden in das Brain electric 
source analysis-Programm (BESA, MEGIS Software GmbH, München) eingelesen. 
Dabei erfolgte automatisch ein Umrechnen gegen die Average Referenz. Desweiteren 
kam ein 40 Hz Hochpassfilter zur Anwendung, um das Signal-Rausch-Verhältnis zu 
verbessern und die Überlappung von niedrigfrequenten SSEP-Komponenten zu 
vermindern.  
 
Zugrundegelegt war ein drei-Schalen-Kugelkopfmodell, wobei die äußere Schale in die 
zuvor bei der Messung abgeleitete Elektrodenwolke eingepasst wurde. Berücksichtigt 
wurden dabei die unterschiedlichen Schichtdicken und Leitfähigkeiten der Haut (Dicke 
6 mm, Konduktivität 0,33 Siemens/m), des Schädelknochens (Dicke 7 mm, 
Konduktivität 0,0042 Siemens/m) und des Gehirns (Konduktivität 0,33 Siemens/m) 
[Geddes 1967]. 
Frühere Studien hatten eine radiale Hirnstamm-Komponente (P 14), eine Komponente 
in der Nähe des Thalamus (um 16 ms) [Scherg 1992], eine tangentiale Kortex-
Komponente (N20) und eine radiale kortikale Dipolquelle (P22) [Buchner 1991; 
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Buchner 1994] aufgezeigt. Somit wurde auch für diese Untersuchung für jeden 
Probanden ein vier-Dipol-Quellen-Modell unter Verwendung des „Sequential brain 
source imaging“ (SBSI) berechnet [Scherg 1985; Scherg 1996]. 
Ein solches Quellenmodell besteht aus: 
1. einer Hauptkomponentenanalyse (principal component analysis, PCA) der 
gemittelten SSEP-Daten [Hjorth 1975] 
2. der Anpassung eines ersten, einzelnen Dipols im Zeitintervall von P14 (12-
15 ms), Projektion dieses Dipols in den durch die PCA beschriebenen Raum und 
Subtraktion dieser Quellaktivität vom Gesamtdatensatz 
3.-5. Wiederholung dieses Ablaufes für drei weitere Dipole im Zeitraum von P16 (15-
20 ms), N20 (18-20 ms), und schließlich P22 (20-23 ms) 
 
Dieses Modell, basierend auf den unselektierten, einem weiten Frequenzspektrum 
entstammenden Daten eines jeden Probanden, wurde danach separat für die hoch- und 
tiefpassgefilterten Daten der verschiedenen Versuchsbedingungen angewendet. Die 
Rohdaten jeder Untersuchungsbedingung wurden hierfür separat in BESA eingelesen, 
auf die Average Referenz projiziert und unter Verwendung eines niedrigfrequenten 
Bandfilters, bestehend aus einem 40 Hz Hochpass- und einem 500 Hz Tiefpassfilter, 
digital gefiltert, um den niederfrequenten Anteil des Signals zu extrahieren. In der Folge 
wurde ein hochfrequenter Bandfilter, bestehend aus einem 500 Hz Hochpass- in 
Kombination mit einem 700 Hz Tiefpassfilter, angewendet, um die hochfrequenten 
Anteile zu isolieren. Als Abbruchkriterium für den iterativen Prozess der 
Quellenmodellberechnung wurde eine  Restvarianz von <5 % für die niedrigfrequenten 
Frequenzanteile und von <10 % für die hochfrequenten Anteile festgelegt. 
 
Durch ein solches Verfahren wurde ein Quellenmodell generiert, das die Daten aller 
Untersuchungsbedingungen und Frequenzbänder erklärt, jedoch für alle 
Versuchsbedingungen identisch war. Somit verblieb als einziger variabler Parameter die 
Quellenamplitude, wodurch eine ausgeprägte Datenreduktion mit der Möglichkeit 
statistischer Auswertungen erreicht werden konnte. Dies ist deswegen so bedeutsam, da 
das Ziel dieser Untersuchung die Analyse der Veränderungen von Quellenamplituden 
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bei verschiedenen Paradigmen und nicht die Veränderungen der Quellenkonfiguration 
war.  
 
3.4.4 Statistische Auswertung der Quellenanalyse 
Festgelegt wurden vier Zeitpunkte der maximalen Quellstärke in den Zeitfenstern 12-
16 ms, 14-18 ms, 18-22 ms, und 20-24 ms. Die zeitliche Latenz der Quellaktivierung 
wurde als Abstand zwischen Stimulus und der Welle mit der höchsten Amplitude 
bestimmt. Als Maß der Intensität der Quellaktivierung wurde das Integral unter der 
Kurve in einem Intervall ±1,17ms um das Maximum ermittelt. Dieses Verfahren 
zeichnet sich durch eine geringe Empfindlichkeit gegen Hintergrundrauschen aus, 
insbesondere bei den hochpassgefilterten Daten. 
Die Latenzen und die Quellstärken wurde unter Anwendung einer ANOVA mit 
Messwiederholung für die verschiedenen Aktivierungszustände (Augen geöffnet / 
Augen geschlossen) und die drei Versuchsbedingungen (akustisch, sensorischer Reiz 
links und rechts) analysiert. Wegen der nicht sphärischen Daten wurden die so 
erhaltenen p-Werte unter Anwendung der Greenhouse-Geisser-Approximation 
adjustiert. Im Falle signifikanter Effekte wurde eine post-hoc Analyse mittels paarigem 
t-Test durchgeführt. Als Signifikanzniveau wurde ein Wert von α=0,05 festgelegt.  
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4 Ergebnisse 
4.1 Validität der Messmethodik 
Zur Überprüfung der Annahme valider Messresultate wurden verschiedene 
Umgebungsvariablen, die einen negativen Einfluss haben könnten, kontrolliert. So war 
es bei allen Probanden mit den in Kapitel 3.3.3 beschriebenen Verfahren möglich, die 
Elektrodenwiderstände auf unter 5 kΩ zu reduzieren. In regelmäßigen Abständen 
wurden während der Untersuchung die Elektrodenwiderstände kontrolliert und 
gegebenenfalls optimiert. Für die Berechnung eines Quellenmodells ist die möglichst 
exakte Kenntnis der Raumkoordinaten der Oberflächenelektroden notwendig. Daher 
wurden wie in Kapitel 3.3.4 beschrieben die Elektrodenposition jeweils doppelt 
vermessen. Bei allen Probanden bestand eine geringe Messvarianz.  
Die ermittelten SSEP-Daten waren wegen günstiger Signal-Rauschverhältnisse bei allen 
Probanden auswertbar. Die vier Quellen S1 bis S4 konnten in jedem Fall berechnet 
werden (Abb. 12). 
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Abb. 12: Von BESA berechnete Aktivität an der Quelle S2 während akustischer 
Stimulation bei geöffneten Augen aller 10 Probanden im Frequenzband 500-700Hz. 
Die Probanden mussten zur Kontrolle ihrer Aufmerksamkeit die Häufigkeit eines 
Aufmerksamkeitsstimulus bei gleichzeitiger Vernachlässigung der beiden anderen 
Stimuli bestimmen. Die Anzahl der erkannten Reize wurde nach jedem Durchgang 
abgefragt und mit der tatsächlich applizierten Reizanzahl verglichen. Die Quote der 
Zählfehler lag für beide Aktivierungsszustände (Augen geöffnet/Augen geschlossen) bei 
unter 5 %.  
Die Untersuchung eines Probanden dauerte zwischen 5 und 8 Stunden. Trotz dieser 
relativ langen Untersuchungsdauer ist keiner der Probanden während der 
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Untersuchungsphase mit geschlossenen Augen eingeschlafen, was unter anderem 
anhand der geringen Zählfehler überprüft werden konnte. 
 
 
4.2 Auswertung der Rohdaten 
Bei der Analyse der SSEP-Amplituden einzelner Kanäle (siehe Tabelle 1) fand sich kein 
signifikanten Unterschied für die unterschiedlichen Aktivierungszustände, weder in den 
hochfrequenten noch in den niedrigfrequenten Anteilen der SSEP´s. Jedoch zeichnete 
sich für die hochfrequent-gefilterten Daten in der statistischen Berechnung ein 
deutlicher Trend ab, die Signifikanzebene zu erreichen [F (1,9) = 4,4; p = 0,065], im 
Gegensatz zu den niedrigfrequent-gefilterten Daten [F (1,9) = 2,92; p = 0,122]. 
 
Kanal CP3 Rc [µV] Ro [µV] Lc [µV] Lo [µV] Ac [µV] Ao [µV] 
40-500 Hz 1,336 (0,628) 1,387 (0,682) 1,361 (0,602) 1,394 (0,599) 1,345 (0,581) 1,402 (0,688)
500-700 Hz 0,060 (0,036) 0,066 (0,037) 0,062 (0,035) 0,065 (0,033) 0,061 (0,034) 0,068 (0,036)
Tabelle 1: Mittelwert (± Standardabweichung) der Peak-zu-Peak Amplitude in Kanal 
CP3 der niedrig- und hochfrequenten SSEP-Komponente. A: Akustischer Stimulus; R: 
Stimulus rechter Zeigefinger; L: Stimulus linker Zeigefinger; o: Augen geöffnet; c: 
Augen geschlossen 
 
 
4.3 Quellenrekonstruktion 
Das „Sequential brain source imaging“ (SBSI) Quellenmodell lies vier räumlich 
getrennte SSEP-Generatoren (Dipole) vermuten (siehe Abb. 13) [Gobbelé 1998; 
Gobbelé 1999]: 
• S1: Hirnstamm, kranio-frontal ausgerichtet 
• S2: nahe des Thalamus, kranio-lateral ausgerichtet 
• S3: tangentiale Quelle in Kortexbereich, fronto-medial ausgerichtet 
• S4: radiale Quelle in Kortexbereich, kranio-lateral ausgerichtet 
 
Ergebnisse 
- 35 - 
 
Abb. 13: Quellenkonfiguration errechnet aus den gesamten average-Daten des 
Probanden MH mit S1 im Hirnstamm, S2 nahe des Thalamus, S3 tangentiale und S4 
radiale kortikale Quelle. 
 
 
4.4 Analyse der Latenzen 
Die Peak-Abstände (vom Zeitpunkt des Stimulus bis zur Welle mit der höchsten 
Amplitude) der vier Quellen differenziert für die beiden Bandfilter können Tabelle 2 
entnommen werden. 
 
 S1-L S1-H S2-L S2-H S3-L S3-H S4-L S4-H 
Mittelwert [ms] 14,73 13,91 16,10 16,01 21,53 19,11 22,49 20,17 
Standardabweichung [ms] 0,82 1,09 0,74 0,77 1,89 1,20 1,31 1,60 
Minimum [ms] 13,50 12,40 14,90 14,80 19,00 17,40 20,80 17,90 
Maximum [ms] 15,80 15,70 17,20 17,10 24,90 21,10 24,90 23,10 
p-Wert 0,183 0,443 <0,0001 <0,0001 
Tabelle 2: Statistische Kenngrößen der Latenzen der niedrig- und hochfrequent 
gefilterten SSEP-Daten der einzelnen Quellen S1 bis S4. (L: niedrigfrequenter 
Bandfilter 40-500Hz; H: hochfrequenter Bandfilter 500-700Hz). Angegeben ist auch 
der p-Wert der post-hoc Analyse der ANOVA 
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Wie schon früher beschrieben [Gobbelé 1998; Gobbelé 1999], war auch bei den 
Probanden dieser Studie nachzuweisen, dass die Latenzen der beiden kortikalen 
Generatoren S3 und S4 in den hochfrequent-gefilterten Daten signifikant kürzer 
gegenüber den niedrigfrequent-gefilterten Daten sind (p<0,0001). Für die Quellen im 
Hirnstamm (S1) und in der Nähe des Thalamus (S2) fanden sich hingegen keine 
Unterschiede zwischen den Frequenzbändern. 
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Abb. 14: Mittelwert der Latenzen der Quellen S1 bis S4 nach Anwendung der 
verschiedenen Bandfilter (der Fehlerbalken repräsentiert die Standardabweichung). 
Signifikante Unterschiede der post-hoc Analyse der ANOVA sind mit „*“ markiert 
Exemplarisch für einen Probanden ist dieser Unterschied bezüglich der Latenzen 
zwischen den niedrig- und hochfrequenten SSEP-Komponenten an den Quellen S1 bis 
S4 auch in der folgenden Abbildung erkenntlich. Für diese wurden die Daten der sechs 
verschiedenen Versuchskonstellationen gemittelt und grafisch dargestellt. 
Ergebnisse 
- 37 - 
 
Abb. 15: Zeitliche Darstellung der gemittelten von BESA errechneten 
Spannungsverläufe an den Quellen S1 bis S4 für die beiden Frequenzbänder am 
Beispiel des Probanden MH. Statistisch signifikante Latenzunterschiede sind mit „*“ 
gekennzeichnet 
 
Eine Differenzierung nach den verschiedenen Aktivierungszuständen (Augen geöffnet-
Augen geschlossen) ergab weder für die niedrigfrequent noch für die hochfrequent 
gefilterten Daten signifikante Unterschiede bezüglich der Latenzen (siehe Tabelle 3, 
Abb. 16).  
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A) 40–500 Hz Rc [ms] Ro [ms] Lc [ms] Lo [ms] Ac [ms] Ao [ms] 
Hirnstamm 14,74 (0,78) 14,75 (0,79) 14,68 (0,83) 14,74 (0,80) 14,70 (0,79) 14,76 (0,9) 
Thalmusnah 16,14 (0,73) 16,08 (0,66) 16,18 (0,75) 16,00 (0,70) 16,01 (0,91) 16,19 (0,8) 
tangential kortikal 21,44 (1,82) 21,48 (1,85) 21,58 (1,91) 21,55 (1,88) 21,58 (1,96) 21,54 (1,92) 
radial kortikal 22,54 (1,53) 22,16 (1,14) 22,62 (1,57) 22,68 (1,45) 22,58 (1,56) 22,34 (1,07) 
 
B) 500–700 Hz Rc [ms] Ro [ms] Lc [ms] Lo [ms] Ac [ms] Ao [ms] 
Hirnstamm 13,78 (0,92) 13,81 (1,04) 13,87 (1,2) 14,26 (1,62) 13,92 (1,17) 14,10 (1,00) 
Thalmusnah 16,05 (0,94) 16,06 (0,95) 16,10 (0,76) 15,82 (0,89) 16,06 (0,74) 15,86 (0,84) 
tangential kortikal 19,45 (1,66) 18,86 (1,02) 19,50 (1,61) 18,98 (1,41) 18,88 (1,13) 18,99 (1,64) 
radial kortikal 19,98 (1,65) 20,46 (1,51) 20,20 (1,69) 20,12 (1,82) 20,05 (1,90) 20,22 (1,93) 
Tabelle 3: Mittelwert (± Standardabweichung) der Latenzen zwischen Stimulus und 
dem Peak mit der höchsten Amplitude in ms A) der niederfrequenten SSEP-
Komponente, B) der hochfrequenten SSEP-Komponente. R: Stimulus rechter 
Zeigefinger, L: Stimulus linker Zeigefinger, A: akustischer Stimulus; o: Augen 
geöffnet, c: Augen geschlossen 
 
Grafische Beispiele für den zeitlichen Verlauf der Quellaktivität des Probanden MH in 
Abhängigkeit der Aktivierungsniveaus zeigen die folgenden Abbildungen. Neben 
fehlenden Latenzunterschieden innerhalb des jeweiligen Frequenzbandes ist auch die 
weitest gehende Übereinstimmung der Kurven der beiden Aktivierungszuständen 
bezüglich Wellenzahl oder anderer Kurvenparameter zu erkennen (siehe Abb. 16). 
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a)  
b)  
Abb. 16: Zeitlicher Verlauf der Quellaktivität des Probanden MH an den vier Quellen 
differenziert für die drei Aufmerksamkeitsstimuli, überlagert sind die 
Aktivierungszustände; a) der niedrigfrequenten SSEP-Anteile (Bandfilter 40-500 Hz); 
b) der hochfrequenten SSEP-Anteile (Bandfilter 500-700Hz). Zu beachten ist, dass die 
Zeitachse der Teile a) und b) unterschiedlich skaliert ist. [A: akustischer Stimulus, R: 
rechter Zeigefinger, L: linker Zeigefinger; orange Linie: Augen geöffnet, blaue Linie: 
Augen geschlossen] 
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Auch der Vergleich der einzelnen Aufmerksamkeitsstimuli für die beiden 
Aktivierungsniveaus zeigte eine weitest gehende Identität der Quellaktivität der SSEP-
Komponenten bezüglich Latenz, Wellenzahl und –konfiguration, dieser Sachverhalt ist 
für die hochfrequenten SSEP-Komponenten in der folgenden Abbildung dargestellt. 
 
Abb. 17: Zeitlicher Verlauf der Quellaktivität der hochfrequenten SSEP-Anteile des 
Probanden MH an den vier Quellen differenziert für beide Aktivierungszustände, 
überlagert sind die Wellen der drei Aufmerksamkeitsstimuli (identische Zeitskala wie in 
Abb. 16) 
 
 
4.5 Analyse der Quellstärke 
Vergleicht man die Quellstärke der verschiedenen Aktivierungszustände, gemessen als 
das Flächenintegral unter der jeweiligen Kurve in einem Intervall ±1,17 ms um das 
Maximum, so fällt auf, dass die hochfrequente Quellaktivität der thalamischen Quelle 
[F(1,9)=8,08; p=0,019] und der tangentialen kortikalen Quelle [F(1,9)=10,08; p=0,011], 
unter der Messwiederholungs-Bedingung „Augen geöffnet“ signifikant höher war als 
unter der Bedingung „Augen geschlossen“ (siehe Abb. 16 und Abb. 18). In der post hoc 
Analyse mittels paarigem t-Test zeigte sich, dass dies für die thalamische Quelle 
bedingt war durch einen Unterschied für den akustischen Stimulus (p < 0,05), für die 
tangentiale kortikale Quelle bestand ein Unterschied sowohl für den akustischen 
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Stimulus (p < 0,05) als auch bei Reizung des rechten Zeigefingers (p < 0,01) (siehe 
Abb. 18, Tabelle 4). 
S2 (500-700Hz)
0,00
0,05
0,10
0,15
0,20
0,25
R L A
µV
geschlossen
geöffnet
*
 
S3 (500-700Hz)
0,00
0,10
0,20
0,30
0,40
0,50
0,60
0,70
R L A
µV
geschlossen
geöffnet
**
 
Abb. 18: Statistische Auswertung der hochfrequenten Anteile der Quellaktivität in 
Bezug auf die Fläche ±1,17 ms um das Maximum herum. Für die thalamische (S2) und 
die tangentiale kortikale Quelle (S3) unter den drei Versuchsbedingungen (R: rechter 
Zeigefinger, L: linker Zeigefinger und A: akustischer Stimulus). *: p<0,05 
Bei gleicher Analyse der niedrigfrequent gefilterten Daten fand sich kein Unterschied 
zwischen den verschiedenen Aktivierungszuständen und Aufmerksamkeitsbedingungen 
(siehe Abb. 19, Tabelle 4). 
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S2 (40-500Hz)
0,00
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2,00
3,00
4,00
5,00
R L A
µV
geschlossen
geöffnet
 
S3 (40-500Hz)
0,00
2,00
4,00
6,00
8,00
R L A
µV
geschlossen
geöffnet
 
Abb. 19: Statistische Auswertung der niederfrequenten Anteile der Quellaktivität in 
Bezug auf die Fläche ±1,17 ms um das Maximum herum. Für die thalamische (S2) und 
die tangentiale kortikale Quelle (S3) unter den Versuchsbedingungen (R: rechter 
Zeigefinger, L: linker Zeigefinger und A: akustischer Stimulus) 
 
In einer weiteren post hoc Analyse wurden die Quellstärken der verschiedenen 
Aufmerksamkeitsstimuli jeweils eines Aktivierungszustandes verglichen. Ein 
signifikanter Unterschied war weder bei den niedrig- noch bei den hochfrequent 
gefilterten Daten zu finden (siehe Tabelle 4, Abb. 18, Abb. 19). 
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A) 40–500 Hz Rc [µV] Ro [µV] Lc [µV] Lo [µV] Ac [µV] Ao [µV] 
Hirnstamm 7,14 
 (3,12) 
7,54  
(3,19) 
6,97 
 (2,99) 
7,13  
(3,28) 
7,05 
 (2,77) 
6,73 
 (2,95) 
thalamusnah 2,30 
 (1,42) 
2,69  
(1,98) 
2,54  
(1,57) 
2,59  
(2,26) 
2,36  
(1,63) 
2,50  
(1,76) 
tangential kortikal 4,82  
(2,27) 
5,06  
(2,14) 
4,87  
(2,08) 
4,92  
(2,14) 
4,78  
(2,10) 
4,85  
(1,94) 
radial kortikal 2,46  
(1,76) 
2,50  
(1,93) 
2,59  
(1,70) 
2,67  
(1,76) 
2,45  
(1,65) 
2,66  
(2,01) 
 
B) 500–700 Hz Rc [µV] Ro [µV] Lc [µV] Lo [µV] Ac [µV] Ao [µV] 
Hirnstamm 0,387 
(0,386) 
0,443 
(0,452) 
0,429 
(0,460) 
0,405 
(0,373) 
0,381 
(0,371) 
0,431 
(0,363) 
thalamusnah 0,121 
(0,077) 
0,131 
(0,070) 
0,128 
(0,081) 
0,129 
(0,075) 
0,114 
(0,063) 
0,138 
(0,086) 
tangential kortikal 0,277 
(0,202) 
0,323 
(0,224) 
0,278 
(0,198) 
0,298 
(0,202) 
0,265 
(0,180) 
0,304 
(0,210) 
radial kortikal 0,174 
(0,213) 
0,189 
(0,241) 
0,209 
(0,226) 
0,201 
(0,252) 
0,171 
(0,214) 
0,198 
(0,276) 
Tabelle 4: Mittelwert (± Standarabweichung) der maximalen Quellstärke a) der 
niederfrequenten SSEP-Komponente, b) der hochfrequenten SSEP-Komponente. A: 
Akustischer Stimulus, R: Stimulus rechter Zeigefinger, L: Stimulus linker Zeigefinger; 
o: Augen geöffnet, c: Augen geschlossen 
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5 Diskussion 
5.1 Diskussion der Messmethodik 
Die sensorisch evozierten Potentiale wurden nach einem Standardverfahren [Schramm 
1985; Stöhr 1989] abgeleitet. Dies ermöglicht eine hohe Vergleichbarkeit mit 
zahlreichen älteren Publikationen.  
Zur Messung der evozierten Potentiale wurde ein Multikanal-EEG verwendet. Die 
Verwendung vieler Kanäle ist eine wesentliche Voraussetzung für eine möglichst 
präzise Quellenlokalisation. Da auch nicht-tangentiale Quellaktivität und tief im 
Zwischenhirn gelegene Quellen analysiert werden sollten ist für diese Fragestellung die 
Anwendung des EEG sinnvoller als z.B. die des MEG. Das MEG hat im Unterschied 
zum EEG den Vorteil einer höheren räumlichen Stabilität und der besseren Analyse 
tangentialer kortikaler Quellen. 
Für die Analyse der SSEP-Rohdaten wurde der Kanal CP3 verwendet, weil diese 
Elektrode über dem von der rechten Seite aus gesehenen kontralateralen sensorischen 
Kortex lokalisiert ist (siehe Abb. 11), und demnach die höchste N20 Amplitude bei 
günstigstem Signal-Rausch-Verhältnis aufweist. 
 
Die Verwendung von BESA zur Quellenlokalisation hat sich zwischenzeitlich zu einer 
Standardlösung entwickelt und wurde demnach auch hier verwendet. 
 
Für die Grenzfrequenz der Bandfilter zur Differenzierung niedrig- und hochfrequenter 
SSEP-Anteile hat sich in der Literatur hingegen noch kein Standard etabliert. 
Hashimoto und Kollegen verwendeten 300 Hz als Grenzfrequenz zwischen niedrig- und 
hochfrequenten SSEP-Komponenten [Ozaki 1998; Nakano 2000; Ozaki 2001], Curio 
verwendete 400 Hz [Curio 1994], Klostermann verwendete 428 Hz [Klostermann 1999; 
Klostermann 2001], und Gobbelé 450 Hz resp 475 Hz [Gobbelé 1998] [Gobbelé 1999]. 
Da die überwiegende Frequenz der hochfrequenten SSEP-Komponenten im Bereich von 
600 Hz liegen [Curio 1994] wurde hier mit einem Bandfilter von 500 bis 700 Hz 
gearbeitet. 
 
Aufgrund der Kurvenmorphologie der Spannungsverläufe an den mit BESA 
berechneten Quellen mit schmalen, steilen Peaks war die Bestimmung der verwendeten 
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Kurvencharakteristika (Latenz vom Stimulus bis zum höchsten Peak und Amplitude) 
valide möglich. Die Verwendung eines Zeitintervalls um das Kurvenmaximum zur 
Bestimmung der Quellstärke als Integral unter der Kurve hat den Vorteil einer 
geringeren Störung durch Hintergrundsrauschen. Es war notwendig, eine Intervallbreite 
unterhalb einer Schwingungsdauer zu wählen, die bei 600 Hz Potentialen 1,66 ms 
beträgt. Um eine höhere Vergleichbarkeit mit den Vorstudien zu erreichen wurde die 
Intervallbreite auf 1,17 ms festgelegt. 
 
Ziel dieser Arbeit war die Beeinflussung hochfrequenter SSEP-Komponenten durch 
geringe Aktivierungsunterschiede zu evaluieren, dabei sollten jedoch keine 
Wachheitsunterschiede auftreten. Dies erreichten wir durch Augen geschlossen / Augen 
geöffnet. Auch die Verwendung eines Paradigmas, das selektive Aufmerksamkeit 
fordert, d.h. Aufmerksamkeit auf einen bestimmten Stimulus unter simultaner 
Vernachlässigung anderer Stimuli, hilft bei dem Vorhaben, keine 
Wachheitsunterschiede zu erzeugen, da bei längeren ungerichteten 
Aufmerksamkeitsaufgaben eine deutliche Ermüdung eintritt. 
 
Eine Schwierigkeit bei dem hier verwendeten Versuchsaufbau ist die sichere 
Differenzierung solcher Aktivierungsdifferenzen von verschiedenen Wachheitsgraden. 
Da unsere Probanden die Aufmerksamkeitsaufgaben sowohl mit geschlossenen als auch 
geöffneten Augen gleich gut durchgeführt haben, gehen wir davon aus, dass die 
Probanden in der Phase mit geschlossenen Augen nicht eingeschlafen sind. Die 
Fehlerquote beim Zählen lag bei allen Probanden bei beiden Aktivierungszuständen 
unter 5 %. Eine bessere Kontrolle könnte evtl. eine dauerhafte parallele EEG-Ableitung 
mit der Kontrolle schlaftypischer Veränderungen (Kurvenverflachung, Verlangsamung) 
oder auch durch eine direkte visuelle Beobachtung erreicht werden, z.B. per 
Videoüberwachung oder mittels einer Glasscheibe zwischen den beiden Räumen. 
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5.2 Diskussion der Resultate 
Aufmerksamkeit und Aktivierungszustand basieren auf unterschiedlichen anatomischen 
Strukturen. Die für den Aktivierungszustand verantwortlichen Systeme sind 
überwiegend subkortikal lokalisiert, die für Aufmerksamkeit vorwiegend kortikal. 
Allerdings teilen sich beide Systeme eine wichtige anatomische Struktur, den Thalamus 
[Schütz 1954; Luria 1973; Stuss 1986]. Der Thalamus, der das Zusammenspiel von 
Wachheit und Aufmerksamkeit bei Menschen vermittelt [Portas 1998], wird als 
gemeinsame Struktur von beiden Systemen verwendet. Diese spezielle Funktion des 
Thalamus als Vermittler der gerichteten Aufmerksamkeit und Wachheit wurde in 
funktionellen MR-Studien bestätigt [Portas 1998]. Die Autoren untersuchten den 
modulierenden Effekt von Koffein auf die durch eine Aufmerksamkeitsaufgabe 
hervorgerufene Aktivierung des ventrolateralen Thalamus, dabei fand sich die höchste 
Thalamusaktivierung während des niedrigeren Aktivierungszustandes. Die Nuclei 
ventrales  posteromedialis und posterolateralis (Schaltstellen des somatosensorischen 
Systems), der Nucleus ventralis lateralis (Teil des motorischen Thalamus), der Nucleus 
centromedianus (Verbindung zum Wachheitssystem), der Nucleus medialis dorsalis 
(Verbindung zum präfrontalen Kortex), und der Nucleus reticularis (Modulation anderer 
thalamischer Kerne) sind die Thalamusanteile, die potentiell einen solchen 
modulierenden Einfluss auf die Interaktion zwischen Aufmerksamkeit und 
Aktivierungszustand haben könnten. Insbesondere der Nucleus reticularis thalami, der 
axonale Kollateralen von kortikothalamische und thalamokortikalen Projektionsfasern 
sowie Fasern aus der mesencephalen Formatio reticularis [Crick 1984; Newman 1995; 
Guillery 1998] erhält, scheint ein geeigneter Regler für die hochfrequenten Anteile der 
SSEP´s zu sein.  
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Abb. 20: Kerngebiete des Thalamus und ihre kortikalen Projektionsareale (aus: Netter, 
Farbatlanten der Medizin, Band 5, Nervensystem I) 
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Verschiedene Neurone des Thalamus zeigen in tierexperimentellen Studien eine 
weitreichende Änderung des Entladungsmusters zwischen Wachheit (anhaltende 
tonische Aktivität) und Schlaf (repetitive Entladungen) [McCormick 1990; Steriade 
1993]. Die umschaltenden Zellen des Thalamus, die multimodale sensorische Zuflüsse 
erhalten, können die Aktivität ihrer kortikalen Projektionszonen erhöhen [Crick 1984]. 
Anders ausgedrückt, sie können kortikale Aufmerksamkeitsprozesse beeinflussen [La 
Berge 1989; La Berge 1992; Olshausen 1993; Newman 1995; Frith 1996]. Insbesondere 
vom Nucleus reticularis thalami wird vermutet, dass er in die Kontrolle von Aktivierung 
und selektiv gerichteter Aufmerksamkeit einbezogen ist [Guillery 1998]. 
Aktivierungszustand und Aufmerksamkeit stehen in einer engen funktionellen 
Beziehung. Parasuraman [Parasuraman 1984] unterscheidet zwischen anhaltender und 
selektiver Aufmerksamkeit. Ersteres ist definiert als Aufmerksamkeit gegenüber einer 
einzelnen Informationsquelle über einen längeren Zeitraum, wohingegen selektive 
Aufmerksamkeit definiert ist als Aufmerksamkeit gegenüber einer Informationsquelle 
unter paralleler Vernachlässigung anderer Reize. Sowohl anhaltende als auch selektive 
Aufmerksamkeit sind vom Aktivierungszustand beeinflusst [Das 1994]. Zwischen der 
korrekten Bewältigung von Aufmerksamkeitstest und der Höhe des 
Aktivierungszustands besteht ein enger Zusammenhang [Babkoff 1991]. Allerdings 
stehen Aufmerksamkeit und Aktivierungszustand nicht in einer direkten linearen 
Beziehung. Die Aufmerksamkeit nimmt mit einer mäßigen Aktivierungssteigerung zu, 
fällt aber bei Übererregung wieder rapide ab [Easterbrook 1959]. Andererseits erschöpft 
anhaltende Aufmerksamkeit und erzeugt Müdigkeit. 
 
In dieser Untersuchung sollten keine unterschiedlichen Vigilanzzustände verglichen 
werden, wie dies bei Yamada und Halboni der Fall war [Yamada 1988; Halboni 2000], 
sondern nur geringe Veränderungen des Aktivierungszustandes. Unsere Probanden 
waren während der gesamten Untersuchung wach, sowohl bei geschlossenen als auch 
bei geöffneten Augen.  
 
Die Analyse einzelner Oberflächen-SSEP-Kanäle zeigte statistisch allenfalls einen 
Trend in Richtung einer Beeinflussung der hochfrequenten Aktivität durch 
unterschiedliche Aktivierungsniveaus. Allerdings ist die Analyse der Einzelkanaldaten 
wegen der Überlagerung der von verschiedenen Quellen erzeugten elektrischen Felder 
(in unserem Fall Hirnstamm, Thalamus, Kortex) mit deutlichen Schwierigkeiten 
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behaftet. Die Aktivität einer berechneten Quelle ist wegen der Mittelung zahlreicher 
Kanäle zudem weniger vom Hintergrundsrauschen beeinflusst. Aus diesen Gründen ist 
die Analyse der Quellstärke in einem Dipolmodell sensitiver und reliabler als die 
Auswertung der Oberflächen-SSEP´s. 
 
Als wesentlichstes Resultat fanden wir für die in der Nähe des Thalamus lokalisierten 
Quelle des Dipolmodells (S2) eine Variabilität der 600 Hz-Aktivität bei schon gering 
wechselnden Aktivierungszuständen. Gleiches fand sich für die tangentiale kortikale 
Quelle (S3). Zumindest ein Teil der Potentiale dieser kortikalen Quelle ist durch 
Entladungen thalamokortikaler Projektionsneurone bedingt, wie bereits in Kapitel 2.2 
beschrieben. Diese Beobachtung, dass an beiden Quellen mit thalamischem Einfluss im 
Gegensatz zur Quelle im Hirnstamm (S1) und der thalamusunabhängigen kortikalen 
Quelle (S4) eine Veränderung bei verschiedenen Aktivierungsniveaus festzustellen ist, 
bestätigt somit die Hypothese der Beteiligung des Thalamus an der Modulation des 
Aktivierungszustandes. Möglicherweise kann die Hochfrequenzaktivität nicht nur der 
Bestimmung dieser Funktion dienen, sondern stellt das elektrophysiologische Korrelat 
dieses Aktivierungssystems dar. 
Diese Hypothese war von Halboni und Kollegen formuliert worden, die beobachtet 
hatten, dass die thalamische und kortikale Hochfrequenzaktivität in Abhängigkeit 
verschiedener Schlafstadien deutlich differierte [Halboni 2000]. Bei wachen Probanden 
waren die Amplituden signifikant höher als während verschiedener Schlafstadien. 
Interessanterweise war während der REM-Schlafphasen die Amplitude der 
Hochfrequenzaktivität etwas höher im Vergleich zu den Non-REM-Phasen. Solche 
Veränderungen hatten sich für die Hirnstammquelle nicht gezeigt, ebenso waren die 
niederfrequenten SSEP-Komponenten nicht von verschiedenen Wachheitszuständen 
beeinflusst. Diese Befunde bestätigten die Arbeiten anderer Arbeitsgruppen, die 
ähnliche Befunde an den hochfrequenten Anteilen kortikaler SSEP-Potentiale gezeigt 
hatten [Emerson 1988; Yamada 1988]. 
In zukünftigen Projekten bliebe zu überprüfen, ob es einen kontinuierlichen Abfall der 
Hochfrequenzaktivität von hohem Aktivierungszustand, über geringen 
Aktivierungszustand bis hin zum Schlaf gibt. 
 
Allerdings war die hier beschriebene Modulation der Hochfrequenzaktivität in Bezug 
auf die thalamische Quellen nur während des akustischen Paradigmas signifikant. Eine 
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Hypothese zur Erklärung dieser Beobachtung könnte sein, dass akustische Signale im 
Thalamus anders gewichtet und gefiltert werden als die somatosensiblen Stimuli und 
dadurch einen prägnanteren Einfluss auf Änderungen des Aktivierungszustandes haben. 
 
Beim Vergleich der drei Aufmerksamkeitsaufgaben unter konstantem Aktivierungs-
zustand fand sich kein Unterschied der Quellaktivität. Dies betrifft sowohl den inter-
modalen (akustisch vs. sensorisch) als auch den intramodalen (sensorisch links vs. 
sensorisch rechts) Vergleich. Aus früheren Studien ist der fehlende steuernde Effekt des 
Thalamus auf selektive Aufmerksamkeit für die niederfrequenten SSEP´s bis 40 ms 
bekannt [Desmedt 1989; Garcia-Larrea 1991; Mauguiere 1997]. Die Resultate dieser 
Arbeit beschreiben dies nunmehr auch für die frühe Hochfrequenzaktivität (bis 20 ms). 
Einschränkend ist jedoch zu beachten, dass die geforderten Aufgaben eventuell nicht 
schwer genug waren, um eine messbare Veränderungen der hochfrequenten SSEP-
Potentiale zu bewirken. 
 
Anzumerken ist des weiteren, dass für die niederfrequenten SSEP-Anteile kein 
modulierender Effekt durch Aktivitätsänderung oder durch gerichtete Aufmerksamkeit 
feststellbar war. Diese Beobachtung bestätigt verschiedentliche Vorbefunde [Halboni 
2000] und lässt den Schluss zu, dass die Analyse der hochfrequenten SSEP-Anteile für 
die Untersuchung solch hochkomplexer Neuronensysteme wie dem Thalamus 
besonders geeignet ist. 
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6 Zusammenfassung 
Medianus-SSEP zeigen nach Bearbeitung mit einem digitalen Hochpassfilter über 
400 Hz, repetitive niedrigamplitudige, hochfrequente Oszillationen, die der N20-
Komponente unterlagert sind. Diese Oszillationen bestehen aus 4-7 Wellen niedriger 
Amplitude (<500 nV), die mit einer Frequenz von ca. 600 Hz aufeinander folgen und 
auch als σ-Bursts bezeichnet werden. Während diese hochfrequenten SSEP-Anteile 
zeitlich nicht von der primären kortikalen Antwort nach 20 ms (N20) zu trennen sind, 
können die verschiedenen Potentialanteile funktionell voneinander differenziert werden. 
In der hier vorliegenden Arbeit sollte die modulierende Wirkung des Thalamus auf die 
Hochfrequenzaktivität näher charakterisiert werden. Dafür wurde der Einfluss selektiver 
Aufmerksamkeit und verschiedener Aktivierungszustände untersucht.  
An dieser Studie nahmen fünf Frauen und fünf Männer im Alter zwischen 23 und 35 
Jahren teil. Den Probanden wurde eine selektive Aufmerksamkeitsaufgabe gestellt. In 
einer zufälligen Abfolge wurden ihnen ein kurzer akustischer Reiz, ein Stromreiz am 
rechten, oder am linken Zeigefinger präsentiert. Die Probanden sollten sich während 
eines Durchganges nur auf den jeweils vom Versuchsleiter vorgegebenen Reiz 
konzentrieren und dessen Auftretenshäufigkeit leise mitzählen. Um den Effekt 
verschiedener Aktivierungsniveaus zu untersuchen, wurde diese Aufgabe sowohl bei 
geöffneten als auch bei geschlossen Augen durchgeführt. 
Die Auswertung der Messergebnisse erfolgte einerseits anhand der Oberflächen-SSEP 
nach Anwendung eines 500-700 Hz Bandfilters. Bei der Analyse der entsprechenden 
SSEP-Amplituden fand sich kein signifikanter Unterschied für die unterschiedlichen 
Aktivierungszustände.  
Zum anderen wurde eine Dipolquellenanalyse durchgeführt. Frühere Studien hatten eine 
radiale Hirnstamm-Komponente (P 14), eine dem Thalamus benachbarte Quelle um 
16ms, eine tangentiale Kortex-Komponente (N 20), und eine radiale kortikale 
Dipolquelle (P 22) der Hochfrequenzaktivität ausgemacht. Daher wurde in dieser Arbeit 
die Quellaktivität in einem Dipol-Quellen-Modell unter den verschiedenen 
Aufmerksamkeitsaufgaben für beide Aktivierungszustände verglichen. Als 
wesentlichstes Resultat fanden wir für die thalamusnah lokalisierte Quelle und für die 
tangentiale kortikale Quelle des Dipolmodells eine Zunahme der 600 Hz-Aktivität bei 
schon gering wechselnden Aktivierungszuständen. Zumindest ein Teil der kortikalen 
Aktivität ist durch Entladungen thalamokortikaler Projektionsneurone bedingt. Unsere 
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Ergebnisse zeigen, dass eine progrediente Reduktion der Amplitude thalamischer 
Hochfrequenzoszillationen vom hohen Aktivitätsniveau (Augen geöffnet) über 
niedriges Aktivitätsniveau (Augen geschlossen) bis hin zum Schlaf eintritt. Eine 
Beeinflussung der Hochfrequenzaktivität durch die einzelnen Aufmerksamkeitsauf-
gaben war nicht festzustellen.  
Für die niederfrequenten SSEP-Anteile war weder durch Aktivitätsänderung noch durch 
gerichtete Aufmerksamkeit ein modulierender Effekt feststellbar; dies lässt den Schluss 
zu, dass die Analyse der hochfrequenten SSEP-Anteile für die Untersuchung solch 
hochkomplexer Neuronensysteme wie dem Thalamus besonders gut geeignet ist.  
Desweiteren wird durch unsere Beobachtungen die Hypothese gestützt, dass der 
Thalamus und die thalamokortikalen Projektionsbahnen eine wesentliche Rolle bei 
Aktivierung besitzen, und dass die Hochfrequenzaktivität elektrophysiologisches 
Korrelat des Aktivierungssystems sein könnte. 
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