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Abstract : In this paper, for a new Stekloff eigenvalue problem which is non-
selfadjoint and not H1-elliptic, we establish and analyze two kinds of two-grid dis-
cretization scheme and a local finite element scheme. We present the error estimates
of approximations of two-grid discretizations. We also prove a local error estimate
which is suitable for the case that the local refined region contains singular points
lying on the boundary of domain. Numerical experiments are reported finally to show
the efficiency of our schemes.
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1 Introduction
Numerical methods for solving Stekloff eigenvalue problems have attracted the
attention of academia for their important physical background and wide ap-
plications. Till now, systematical and profound studies on the finite element
approximations are mainly for selfadjoint Stekloff eigenvalue problems, for ex-
ample, see [1, 2, 3, 4, 5, 10, 15, 17, 22, 27, 28, 29, 34, 38], etc.
Recently the study for Stekloff eigenvalues in inverse scattering has aroused
researchers’ interest (see [13, 30]). The differential operator corresponding to
this problem is non-selfadjoint and the associated weak formulation does not
satisfy H1-elliptic condition, which are the main differences from those stud-
ied before. [13] studies the mathematical properties of this problem and its
conforming finite element approximation, later [30] proves the error estimate of
eigenvalues. In this paper we study further the finite element method for the
problem, and the features of our work are as follows.
(1) The existing work analyzes that the discrete solution operator Th con-
verges to T , the solution operator of source problem, in L2(∂Ω). In this paper,
to devise and analyze efficient schemes, we prove that Th converges to T in
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”negative” space H−
1
2 (∂Ω), then we give the error estimates of eigenfunctions
and eigenvalues. We also give the local a priori error estimates. With the local
error estimates we establish and analyze a local computational scheme.
(2) The two-grid discretization introduced by Xu [39, 40] is an efficient
method for reducing the computational costs and maintaining the accuracy of
approximation at the same time. This powerful computing technique has been
used and developed by many scholars later (see, e.g., [12, 18, 26, 32, 42, 43, 46]).
In this paper we establish two kinds of two-grid discretization scheme for the
Stekloff eigenvalue problem, in particular, the second scheme performs better
because the matrices are constructed to be symmetric and definite in solving
linear systems. We provide the error analysis and numerical experiments to
show the efficiency of our schemes.
(3) For elliptic boundary value problems, Xu and Zhou [41] combine the two-
grid finite element discretizations with the local defect-correction technique to
propose a local and parallel finite element algorithm, and this computing tech-
nique has been applied successfully to other problems (see, e.g., [8, 20, 23, 24]).
For the eigenfunctions with local low smoothness, or singularity, based on the
two-grid discretizations we present a local computational scheme. Theoretical
analysis and numerical experiment all indicate that the local correction does
work as we expected.
The rest of this paper is organized as follows. In the next section, some pre-
liminary materials are presented. Local a priori error estimates for conforming
finite elements approximations for the Stekloff eigenvalue problem are analyzed
in Section 3. In Section 4, two kinds of two-grid discretization scheme for the
Stekloff eigenvalue problem are established and analyzed. In Section 5, a local
finite element scheme is presented and its error estimates are proved. Numerical
experiments are provided in Section 6 to show the efficiency of our schemes.
We refer to [7, 9, 11, 19, 33, 36] as regards the basic theory of finite element
methods in this paper.
Throughout this paper, C denotes a generic positive constant independent of
mesh diameters, which may not be the same at each occurrence. For simplicity,
we use the symbol a . b to mean that a ≤ Cb.
2 Preliminaries
Let Ω ⊂ R2 be a bounded polygon with Lipshitz boundary ∂Ω and ν be the
unit outward normal to ∂Ω. Let Ht(Ω) denote the usual Sobolev space with real
order t on Ω and H0(Ω) = L2(Ω). ‖ · ‖t,Ω is the norm on Ht(Ω). Let Ht(∂Ω)
denote the Sobolev space with real order t on ∂Ω with the norm ‖ · ‖t,∂Ω.
Consider the following Stekloff eigenvalue problem to find λ ∈ C and a
nontrivial function u ∈ H1(Ω) such that{ 4u+ k2n(x)u = 0 in Ω,
∂u
∂ν + λu = 0 on ∂Ω,
(2.1)
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where k is the wavenumber and n(x) is the index of refraction. Assume that
n = n(x) is a bounded complex valued function given by
n(x) = n1(x) + i
n2(x)
k
,
where i =
√−1, n1(x) > 0 and n2(x) ≥ 0 are bounded smooth functions.
Denote
(u, v) =
∫
Ω
uvdx, 〈f, g〉 =
∫
∂Ω
fgds,
and define the continuous sesquilinear form
a(u, v) := (∇u,∇v)− k2(nu, v), ∀u, v ∈ H1(Ω).
For any g ∈ H1(Ω), 〈f, g〉 has a continuous extension to f ∈ H− 12 (∂Ω) so that
〈f, g〉 is continuous on H− 12 (∂Ω)×H 12 (∂Ω).
The weak form of (2.1) is to find (λ, u) ∈ C×H1(Ω), u 6= 0, such that
a(u, v) = −λ〈u, v〉, ∀v ∈ H1(Ω). (2.2)
From [30] we know that a(·, ·) satisfies G˚arding’s inequality, i.e., there exist
constants K <∞ and α0 > 0 such that
Re{a(v, v)}+K‖v‖20,Ω ≥ α0‖v‖21,Ω, ∀v ∈ H1(Ω).
Let K be a positive constant which is large enough, and define the sesquilinear
form
a˜(u, v) := a(u, v) +K(u, v) = (∇u,∇v)− k2(nu, v) +K(u, v), u, v ∈ H1(Ω),
then it is easy to verify that a˜(·, ·) is H1(Ω)-elliptic (see [30]).
Let pih = {τ} be a mesh of Ω, h(x) be the diameter of the element τ con-
taining x, hG = max
x∈G
h(x), and hΩ = h be the mesh diameter of pih. Let
Vh(Ω) ⊂ C(Ω), defined on pih, be a piecewise polynomial space of degree
m(m ≥ 1) and V Bh := Vh(Ω)|∂Ω be the restriction of Vh(Ω) on ∂Ω.
We assume that the finite element spaces in this paper satisfy the following
condition (see, e.g., [41]):
(C0) Approximation. There exists m ≥ 1 such that for ψ ∈ H1+s(Ω),
inf
v∈Vh(Ω)
(‖h−1(ψ − v)‖0,Ω + ‖ψ − v‖1,Ω) ≤ Chs‖ψ‖1+s,Ω, 0 ≤ s ≤ m.
The finite element approximation of (2.2) is to find (λh, uh) ∈ C × Vh(Ω),
uh 6= 0 such that
a(uh, vh) = −λh〈uh, vh〉, ∀vh ∈ Vh(Ω). (2.3)
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Consider the following source problem (2.4) associated with (2.2), and the
approximate source problem (2.5) associated with (2.3):
Given g ∈ H− 12 (∂Ω), find φ ∈ H1(Ω) such that
a(φ, v) = 〈g, v〉, ∀v ∈ H1(Ω); (2.4)
Find φh ∈ Vh(Ω) such that
a(φh, v) = 〈g, v〉, ∀v ∈ Vh(Ω). (2.5)
Introduce the following Neumann eigenvalue problem:{ 4φ+ k2n(x)φ = 0 in Ω,
∂φ
∂ν = 0 on ∂Ω.
(2.6)
When k2 is not a Neumann eigenvalue of (2.6), from Fredholm Alternative (see,
e.g., Section 5.3 of [25]) we can prove that for g ∈ H− 12 (∂Ω), there exists a
unique solution φ ∈ H1(Ω) to (2.4) satisfying
‖φ‖1,Ω ≤ C‖g‖− 12 ,∂Ω. (2.7)
Thus, one can define the operator A : H−
1
2 (∂Ω)→ H1(Ω) by
a(Ag, v) = 〈g, v〉, ∀v ∈ H1(Ω), (2.8)
and the Neumann-to-Dirichlet map T : H−
1
2 (∂Ω)→ H 12 (∂Ω) by
Tg = (Ag)′, (2.9)
where ′ denotes the restriction to ∂Ω, namely, Tg = Ag|∂Ω.
Then, (2.2) has the equivalent operator form as follows:
Au = − 1
λ
u. (2.10)
Similarly, (2.5) defines a discrete operator Ah : H
− 12 (∂Ω)→ Vh(Ω) satisfying
a(Ahg, v) = 〈g, v〉, ∀v ∈ Vh,
and Th : H
− 12 (∂Ω)→ V Bh such that
Thg = (Ahg)
′. (2.11)
Then, (2.3) has the equivalent operator form as follows:
Ahuh = − 1
λh
uh. (2.12)
In this paper, we always assume that k2 is not a Neumann eigenvalue of
(2.6).
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Consider the dual problem of (2.2): Find (λ∗, u∗) ∈ C×H1(Ω), u∗ 6= 0, such
that
a(v, u∗) = −λ∗〈v, u∗〉, ∀v ∈ H1(Ω). (2.13)
The primal and dual eigenvalues are connected via λ = λ∗.
The discrete variational formulation associated with (2.13) is to find (λ∗h, u
∗
h) ∈
C× Vh(Ω), u∗h 6= 0 such that
a(vh, u
∗
h) = −λ∗h〈vh, u∗h〉, ∀vh ∈ Vh(Ω). (2.14)
The primal and dual eigenvalues are connected via λh = λ∗h.
Similarly, from the source problem corresponding to (2.13) and (2.14) we
can define the operator A∗, T ∗ and A∗h, T
∗
h , respectively.
For (2.4), there holds the following regular estimates which will be used in
the sequel.
Lemma 2.1. Let φ be the solution of (2.4). If g ∈ L2(∂Ω), then φ ∈
H1+
r
2 (Ω) and
‖φ‖1+ r2 ,Ω ≤ C‖g‖0,∂Ω; (2.15)
If g ∈ H 12 (∂Ω), then φ ∈ H1+r(Ω) and
‖φ‖1+r,Ω ≤ C‖g‖ 1
2 ,∂Ω
. (2.16)
Here r = 1 when the largest inner angle θ of Ω satisfying θ < pi, and r < piθ
which can be arbitrarily close to piθ when θ > pi.
Proof. According to [21] and Proposition 4.1 in [1] we can prove the desired
results. 
Lemma 2.1 guarantees that the eigenfunction of (2.2) u ∈ H1+r(Ω).
Let Ph : H
1(Ω)→ Vh(Ω) be the projection defined by
a(φ− Phφ, v) = 0, ∀v ∈ Vh(Ω). (2.17)
Thus, for any g ∈ H− 12 (Ω), we have
a(Ahg − Ph(Ag), v) = a(Ahg −Ag +Ag − Ph(Ag), v)
= a(Ahg −Ag, v) + a(Ag − Ph(Ag), v) = 0, ∀v ∈ Vh(Ω).
Since the above equation admits a unique solution, we have Ahg = PhAg,∀g ∈
H−
1
2 (Ω), then Ah = PhA.
Lemma 2.2. Let φ be the solution of (2.4). If φ ∈ H1+t(Ω) (t ≥ r), then
‖φ− Phφ‖1,Ω . hσ‖φ‖1+t,Ω, (2.18)
‖φ− Phφ‖− 12 ,∂Ω . h
r+σ‖φ‖1+t,Ω, (2.19)
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where σ = min{m, t} and the principle to determine r see Lemma 2.1.
Proof. From Theorem 3.1 in [30] and the interpolation error estimates we can
immediately get (2.18).
Next we use Aubin-Nitsche technique to prove (2.19). According to the defini-
tion of A we deduce that for any v ∈ Vh(Ω),
‖φ− Phφ‖− 12 ,∂Ω = sup
g∈H 12 (∂Ω),g 6=0
|〈φ− Phφ, g〉|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),g 6=0
|〈g, φ− Phφ〉|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),g 6=0
|a(Ag, φ− Phφ)|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),g 6=0
|a(φ− Phφ,Ag)|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),v∈Vh(Ω)
|a(φ− Phφ,Ag − v)|
‖g‖ 1
2 ,∂Ω
≤ sup
g∈H 12 (∂Ω),v∈Vh(Ω)
‖φ− Phφ‖1,Ω‖Ag − v‖1,Ω
‖g‖ 1
2 ,∂Ω
. hr‖φ− Phφ‖1,Ω,
where the last inequality is valid because of the interpolation estimate and
(2.16). Substituting (2.18) into the above inequality we obtain (2.19). The
proof is completed. 
Since we also need the error estimate ‖φ − Phφ‖0,Ω, now we consider an
auxiliary problem: Find ξf ∈ H1(Ω), such that
a(v, ξf ) = (v, f), ∀v ∈ H1(Ω). (2.20)
From Theorem 2.1 and Remark 3 in [6] we have the following regularity
result.
Lemma 2.3. If f ∈ L2(Ω), then there exists a unique solution ξf ∈ H1+r(Ω)
to (2.20), and
‖ξf‖1+r,Ω ≤ C‖f‖0,Ω, (2.21)
where the principle to determine r see Lemma 2.1.
Lemma 2.4. For any φ ∈ H1(Ω), there holds
‖φ− Phφ‖0,Ω . hr‖φ‖1,Ω, (2.22)
‖φ− Phφ‖0,Ω . hr‖φ− Phφ‖1,Ω. (2.23)
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Proof. Let P˜h : L
2(Ω)→ Vh(Ω) be the projection defined by
a(v, ξ − P˜hξ) = 0,∀v ∈ Vh(Ω).
Taking
f = φ− Phφ and v = φ− Phφ
in (2.20), and by using Aubin-Nitsche’s technique we get
‖φ− Phφ‖20,Ω = (φ− Phφ, φ− Phφ) = a(φ− Phφ, ξφ−Phφ)
= a(φ− Phφ, ξφ−Phφ − P˜hξφ−Phφ)
= a(φ, ξφ−Phφ − P˜hξφ−Phφ)
. ‖φ‖1,Ω‖ξφ−Phφ − P˜hξφ−Phφ‖1,Ω
. ‖φ‖1,Ω · hr‖ξφ−Phφ‖1+r,Ω
. ‖φ‖1,Ω · hr‖φ− Phφ‖0,Ω,
i.e.,
‖φ− Phφ‖0,Ω . hr‖φ‖1,Ω.
From the above deduction we can easily get (2.23). This ends the proof. 
From (2.22) we can get the following property of the projection Ph which
is obvious in the case that a(·, ·) is coercive. But, unfortunately a(·, ·) in this
paper is not coercive.
Lemma 2.5. For any φ ∈ H1(Ω), there holds
‖Phφ‖1,Ω . ‖φ‖1,Ω. (2.24)
Proof. Since
a(φ− Phφ, Phφ) = 0,
we derive that
|a(Phφ, Phφ)| = |a(φ, Phφ)| . ‖φ‖1,Ω‖Phφ‖1,Ω,
thus,
‖Phφ‖21,Ω . |a(Phφ, Phφ) +K(Phφ, Phφ)|
. ‖φ‖1,Ω‖Phφ‖1,Ω +K‖Phφ‖0,Ω‖Phφ‖1,Ω,
so we have
‖Phφ‖1,Ω . ‖φ‖1,Ω + ‖Phφ‖0,Ω.
Noting that ‖Phφ‖0,Ω ≤ ‖Phφ− φ‖0,Ω + ‖φ‖0,Ω, we just need to prove ‖Phφ−
φ‖0,Ω . ‖φ‖1,Ω, which follows from (2.22). 
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(2.7) can be expressed as ‖Ag‖1,Ω ≤ C‖g‖− 12 ,∂Ω, thus, from Ah = PhA and
(2.24) we have ‖Ahg‖1,Ω ≤ C‖g‖− 12 ,∂Ω.
With the error estimates of boundary value problem, (2.18), (2.19) and
(2.23), we can get the error estimates of eigenvalue problem according to the
classical spectral approximation theory (see [7]) as long as we prove that ‖T −
Th‖
H−
1
2 (∂Ω)→H− 12 (∂Ω) → 0.
Lemma 2.6. ‖T −Th‖
H−
1
2 (∂Ω)→H− 12 (∂Ω) → 0 as h→ 0 and T is a compact
operator.
Proof. From the definitions of A, Ah, T and Th we have
‖(T − Th)ϕ‖− 12 ,∂Ω = sup
g∈H 12 (∂Ω),g 6=0
|〈(T − Th)ϕ, g〉|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),g 6=0
|〈g, (T − Th)ϕ〉|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),g 6=0
|a(Ag, (A−Ah)ϕ)|
‖g‖ 1
2 ,∂Ω
= sup
g∈H 12 (∂Ω),v∈Vh(Ω)
|a((A−Ah)ϕ,Ag − v)|
‖g‖ 1
2 ,∂Ω
≤ sup
g∈H 12 (∂Ω),v∈Vh(Ω)
‖(A−Ah)ϕ‖1,Ω‖Ag − v‖1,Ω
‖g‖ 1
2 ,∂Ω
. hr‖Aϕ‖1,Ω,
thus, from (2.7) we deduce
‖T − Th‖
H−
1
2 (∂Ω)→H− 12 (∂Ω) = sup
ϕ∈H− 12 (∂Ω),ϕ6=0
‖(T − Th)ϕ‖− 12 ,∂Ω
‖ϕ‖− 12 ,∂Ω
. sup
ϕ∈H− 12 (∂Ω),ϕ6=0
hr‖Aϕ‖1,Ω
‖ϕ‖− 12 ,∂Ω
. hr → 0(h→ 0).
Note that Th is a finite rank operator, thus, T is a compact operator. The proof
is completed. 
In this paper, we suppose that {λp} and {λp,h} are enumerations of the
eigenvalues of (2.2) and (2.3) respectively according to the same sort rule, each
repeated as many times as its multiplicity, and λ = λj is the jth eigenvalue with
the algebraic multiplicity q and the ascent α, λ = λj = λj+1 = · · · = λj+q−1.
Since Th converges to T , q eigenvalues λj,h, λj+1,h, · · · , λj+q−1,h of (2.3) will con-
verge to λ. Let M(λ) be the space spanned by all eigenfunctions corresponding
to the eigenvalue λ, and Mh(λ) be the space spanned by all generalized eigen-
functions of (2.3) corresponding to the eigenvalues λp,h(p = j, j+1, · · · , j+q−1).
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In view of the dual problem (2.13) and (2.14), the definitions of M∗(λ∗) and
M∗h(λ
∗) are analogous to those of M(λ) and Mh(λ).
Theorem 2.1. Let λ and λh be the jth eigenvalue of (2.2) and (2.3), respec-
tively. Let M(λ),M∗(λ∗) ⊂ H1+t(Ω) (t ≥ r), then
|λ− λh| . h 2σα , (2.25)
suppose that uh is an eigenfunction corresponding to λh, then there exists an
eigenfunction u corresponding to λ such that
‖uh − u‖1,Ω . h
r+σ
α + hσ, (2.26)
‖uh − u‖0,Ω . h
r+σ
α , (2.27)
‖uh − u‖− 12 ,∂Ω . h
r+σ
α , (2.28)
where σ = min{m, t} and the principle to determine r see Lemma 2.1.
Proof. Since ‖T−Th‖
H−
1
2 (∂Ω)→H− 12 (∂Ω) → 0, from Theorem 7.3 and Theorem
7.4 in [7] we know that there exists an eigenfunction u corresponding to λ and
| λ− λh |. {
j+q−1∑
l,p=j
| 〈(T − Th)ϕl, ϕ∗p〉 |
+ ‖(T − Th) |M(λ) ‖− 12 ,∂Ω‖(T
∗ − T ∗h ) |M∗(λ∗) ‖ 12 ,∂Ω}
1/α, (2.29)
‖uh − u‖− 12 ,∂Ω . ‖(Th − T ) |M(λ) ‖
1
α
− 12 ,∂Ω
, (2.30)
where ϕj , · · · , ϕj+q−1 are any basis for M(λ) and ϕ∗j , · · · , ϕ∗j+q−1 are the dual
basis in M∗(λ∗).
From the definitions of A∗ and Ah, we deduce that
| 〈(T − Th)ϕl, ϕ∗p〉 | = | a((A−Ah)ϕl, A∗ϕ∗p) |
= | a((A−Ah)ϕl, A∗ϕ∗p −A∗hϕ∗p) |
. ‖(A−Ah)ϕl‖1,Ω‖A∗ϕ∗p −A∗hϕ∗p‖1,Ω
. h2σ. (2.31)
It is easy to know that the second term on the right-hand side of (2.29) is a
quantity of higher order than h2σ, then substituting (2.31) into (2.29) we get
(2.25).
From (2.19) we obtain
‖(T − Th)|M(λ)‖− 12 ,∂Ω = sup
f∈M(λ),‖f‖− 1
2
,∂Ω
=1
‖Tf − Thf‖− 12 ,∂Ω
. hr+σ sup
f∈M(λ),‖f‖− 1
2
,∂Ω
=1
‖Af‖1+t,Ω. (2.32)
Substituting (2.32) into (2.30) we get (2.28).
By calculation, we have
uh − u = λAu− λhAhuh
= (λ− λh)Au+ λhA(u− uh) + λh(A−Ah)uh, (2.33)
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then, from (2.25), (2.7), (2.28) and (2.18) we derive
‖uh − u‖1,Ω ≤ ‖(λh − λ)Au‖1,Ω + ‖λhA(uh − u)‖1,Ω + ‖λh(Ah −A)uh‖1,Ω
. |λh − λ|+ ‖A(uh − u)‖1,Ω + ‖(PhA−A)uh‖1,Ω
. h 2σα + ‖uh − u‖− 12 ,∂Ω + ‖(PhA−A)(uh − u+ u)‖1,Ω
. h 2σα + h r+σα + ‖(PhA−A)(uh − u)‖1,Ω + ‖(PhA−A)u‖1,Ω
. h 2σα + h r+σα + hσ
. h r+σα + hσ,
‖u− uh‖0,Ω ≤ ‖(λh − λ)Au‖0,Ω + ‖λhA(uh − u)‖0,Ω + ‖λh(Ah −A)uh‖0,Ω
. |λh − λ|+ ‖A(uh − u)‖1,Ω + ‖(PhA−A)uh‖0,Ω
. h 2σα + ‖uh − u‖− 12 ,∂Ω + h
r‖(PhA−A)uh‖1,Ω
. h 2σα + h r+σα + hr+σ
. h r+σα .
The proof is completed. 
For the dual problem (2.13) and (2.14), we have the corresponding conclu-
sion as Theorem 2.1.
3 Local a priori error estimates
In this section, we will discuss local a priori error estimates which are a basic
issue in finite element method and a basic tool for analyzing the local compu-
tational algorithm we will talk about later.
ForD ⊂ G ⊂ Ω, we use the notationD ⊂⊂ G to mean that dist(∂D\∂Ω, ∂G\∂Ω) >
0 (see Fig. 1).
Fig.1. Subdomains
Given G ⊂ Ω, we define pih(G) and Vh(G) to be the restriction of pih(Ω) and
Vh(Ω) to G, respectively. Denote supp v = {x : v(x) 6= 0}, and
V 0h (G) = {v ∈ Vh(Ω) : v|∂G\∂Ω = 0}, V h0 (G) = {v ∈ Vh(Ω) : (supp v\∂Ω) ⊂⊂ G}.
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Let Ω0 ⊂ Ω. We assume that the meshes and finite element spaces in this
paper satisfy the following conditions (see [41]):
(C1) There exists γ ≥ 1 such that
hγΩ ≤ Ch(x),∀x ∈ Ω.
(C2) Inverse Estimate. For any v ∈ Vh(Ω0),
‖v‖1,Ω0 ≤ C( min
x∈Ω0
h(x))−1‖v‖0,Ω0 .
(C3) Superapproximation. For G ⊂ Ω0, let ω ∈ C∞(Ω) with (supp ω \
∂Ω) ⊂⊂ G. Then for any ϕ ∈ Vh(G), there exists v ∈ V h0 (G) such that
‖h−1G (ωϕ− v)‖1,G ≤ C‖ϕ‖1,G.
From [14, 35] we know that (C0), (C2) and (C3) also hold for conforming spec-
tral element.
For some G ⊂⊂ Ω, we consider the following mixed boundary value problem:
4ψ + k2n(x)ψ = g in G,
ψ = 0 on ∂G \ ∂Ω, (3.1)
∂ψ
∂ν
= 0 on ∂G ∩ ∂Ω.
The weak form of (3.1) is given by: Find ψg ∈ H1Γ(G) = {v ∈ H1(G) :
v|∂G\∂Ω = 0}, such that
a(v, ψg) = (v, g), ∀v ∈ H1Γ(G). (3.2)
For (3.1) we need the following assumption.
R(G). For any f ∈ L2(G), there exists ϕ ∈ H1+rΓ (G) satisfying
a(v, ϕ) = (v, f) ∀v ∈ H1Γ(G)
and
‖ϕ‖1+r,G ≤ C‖f‖0,G.
Here, since G is a local domain, we can easily control the shape of G to make
the intersection angle of two boundary parts is less than pi, even less than or
equal to pi2 . Thus, from Theorem 2.1 and Remark 3 in [6], or [31, 37] we know
that the above assumption R(G) is reasonable.
Let
a0(u, v) =
∫
Ω
∇u · ∇vdx.
From [41, 44], after a minor modification, we have the following technical
result.
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Lemma 3.1. Let D ⊂⊂ Ω0 ⊂ Ω ⊂ R2, and ω ∈ C∞(Ω) be a real valued
function with (supp ω \ ∂Ω) ⊂⊂ Ω0. Then
a0(ωψ, ωψ) ≤ |a(ψ, ω2ψ)|+ C‖ψ‖20,Ω0 ,∀ψ ∈ H1(Ω). (3.3)
Proof. By calculating, ∀ψ ∈ H1(Ω), we have
a0(ωψ, ωψ) =
∫
Ω
2∑
i=1
∂(ωψ)
∂xi
∂(ωψ)
∂xi
=
∫
Ω
2∑
i=1
(
∂ω
∂xi
ψ + ω
∂ψ
∂xi
)(
∂ω
∂xi
ψ + ω
∂ψ
∂xi
)
=
∫
Ω
2∑
i=1
(
∂ω
∂xi
ψ + ω
∂ψ
∂xi
)(
∂ω
∂xi
ψ + ω
∂ψ
∂xi
)
=
∫
Ω
2∑
i=1
(| ∂ω
∂xi
ψ|2 + 2Re{ ∂ω
∂xi
∂ψ
∂xi
ωψ}+ |ω ∂ψ
∂xi
|2),
and
a0(ψ, ω
2ψ) =
∫
Ω
2∑
i=1
∂ψ
∂xi
∂(ω2ψ)
∂xi
=
∫
Ω
2∑
i=1
∂ψ
∂xi
(2ω
∂ω
∂xi
ψ + ω2
∂ψ
∂xi
)
=
∫
Ω
2∑
i=1
∂ψ
∂xi
(2ω
∂ω
∂xi
ψ + ω2
∂ψ
∂xi
) =
∫
Ω
2∑
i=1
(2
∂ψ
∂xi
∂ω
∂xi
ωψ + |ω ∂ψ
∂xi
|2).
Noting that ω is a real valued function and comparing the above two relations,
we have
a0(ωψ, ωψ) = Re{a0(ψ, ω2ψ)}+
∫
Ω
2∑
i=1
| ∂ω
∂xi
ψ|2
= Re{a(ψ, ω2ψ) + k2(nψ, ω2ψ)}+
∫
Ω
2∑
i=1
| ∂ω
∂xi
ψ|2
≤ |a(ψ, ω2ψ)|+K(n1ψ, ω2ψ) +
∫
Ω
2∑
i=1
| ∂ω
∂xi
ψ|2, (3.4)
where K is a positive constant that is large enough.
Since ω ∈ C∞(Ω) , (supp ω \ ∂Ω) ⊂⊂ Ω0,∫
Ω
2∑
i=1
| ∂ω
∂xi
ψ|2 ≤ C‖ψ‖20,Ω0 ,
which together with (3.4) yields (3.3). The proof is completed. 
Using the proof method in [41, 44] we prove the following conclusions.
Lemma 3.2. Suppose that D ⊂⊂ Ω0 and (C1), (C2) and (C3) hold. If
f ∈ H−1(Ω) and ψ ∈ Vh(Ω0) satisfies
a(ψ, v) = f(v), ∀v ∈ V h0 (Ω0), (3.5)
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then
‖ψ‖1,D . ‖ψ‖0,Ω0 + ‖f‖−1,Ω. (3.6)
Proof. Let p ≥ 2γ − 1 be an integer, and let
D ⊂⊂ Ωp ⊂⊂ Ωp−1 ⊂⊂ · · · ⊂⊂ Ω1 ⊂⊂ Ω0.
Choose D1 ⊂ Ω satisfying D ⊂⊂ D1 ⊂⊂ Ωp and ω ∈ C∞(Ω) such that ω ≡ 1
on D1 and (supp ω \ ∂Ω) ⊂⊂ Ωp. Then, from (C3), there exists v ∈ V h0 (Ωp)
such that
‖ω2ψ − v‖1,Ωp . hΩ0‖ψ‖1,Ωp ,
so we have
|a(ψ, ω2ψ − v)| . hΩ0‖ψ‖21,Ωp , (3.7)
and from the trace theorem we get
|f(v)| . ‖f‖−1,Ω‖v‖1,Ω . ‖f‖−1,Ω‖v‖1,Ωp
. ‖f‖−1,Ω(hΩ0‖ψ‖1,Ωp + ‖ωψ‖1,Ω). (3.8)
Since v ∈ V h0 (Ωp) ⊂ V h0 (Ω0), (3.5) implies
a(ψ, ω2ψ) = a(ψ, ω2ψ − v) + f(v). (3.9)
It follows from (3.3), (3.9), (3.7) and (3.8) that
‖ωψ‖21,Ω . a0(ωψ, ωψ) . |a(ψ, ω2ψ)|+ ‖ψ‖20,Ω0
≤ |a(ψ, ω2ψ − v)|+ ‖ψ‖20,Ω0 + |f(v)|
. hΩ0‖ψ‖21,Ωp + ‖ψ‖20,Ω0 + ‖f‖−1,Ω(hΩ0‖ψ‖1,Ωp + ‖ωψ‖1,Ω),
thus
‖ψ‖1,D . h1/2Ω0 ‖ψ‖1,Ωp + ‖ψ‖0,Ω0 + ‖f‖−1,Ω. (3.10)
Similarly, we can get
‖ψ‖1,Ωj . h1/2Ω0 ‖ψ‖1,Ωj−1 + ‖ψ‖0,Ω0 + ‖f‖−1,Ω, j = 1, 2, · · · , p. (3.11)
By using (3.10) and (3.11), we get from (C1) and (C2) that
‖ψ‖1,D . h(p+1)/2Ω0 ‖ψ‖1,Ω0 + ‖ψ‖0,Ω0 + ‖f‖−1,Ω
. h(p+1)/2Ω0 ‖( minx∈Ω0 h(x))
−1ψ‖0,Ω0 + ‖ψ‖0,Ω0 + ‖f‖−1,Ω
. ‖ψ‖0,Ω0 + ‖f‖−1,Ω.
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This completes the proof. 
Theorem 3.1. Suppose that ψ ∈ H1(Ω), D ⊂⊂ Ω0, (C0), (C1), (C2), (C3)
and R(Ω0) hold. Then
‖Phψ‖1,D . ‖ψ‖1,Ω0 + ‖Phψ‖0,Ω0 . (3.12)
Proof. Let PΩ0h : H
1(Ω0)→ Vh(Ω0) be the projection defined by
a(ψ − PΩ0h ψ, v) = 0, ∀v ∈ Vh(Ω0). (3.13)
Similar to (2.24) we can prove that ‖PΩ0h ψ‖1,Ω0 . ‖ψ‖1,Ω0 for any ψ ∈ H1(Ω0).
Choose D1 ⊂⊂ Ω such that D ⊂⊂ D1 ⊂⊂ Ω0, ω ∈ C∞(Ω), ω ≡ 1 on D1,
(supp ω \ ∂Ω) ⊂⊂ Ω0. Let ψ˜ = ωψ, then ∀v ∈ V h0 (D1),
a(PΩ0h ψ˜ − Phψ, v) = a(PΩ0h (ωψ)− ωψ + ωψ − Phψ, v)
= a(PΩ0h (ωψ)− ωψ, v) + a(ωψ − Phψ, v) = 0.
Thus, from Lemma 3.2, we have
‖PΩ0h ψ˜ − Phψ‖1,D . ‖PΩ0h ψ˜ − Phψ‖0,D1 ,
then, we derive
‖Phψ‖1,D ≤ ‖PΩ0h ψ˜‖1,D + ‖PΩ0h ψ˜ − Phψ‖1,D
. ‖PΩ0h ψ˜‖1,D + ‖PΩ0h ψ˜ − Phψ‖0,D1
. ‖PΩ0h ψ˜‖1,D1 + ‖Phψ‖0,D1
. ‖ψ˜‖1,Ω0 + ‖Phψ‖0,D1
. ‖ψ‖1,Ω0 + ‖Phψ‖0,Ω0 .
The proof is completed. 
Using Theorem 3.1 and the proof method of Theorems 3.4-3.5 in [44] we can
prove the following local estimates.
Theorem 3.2. Suppose that ψ ∈ H1(Ω), D ⊂⊂ Ω0, (C0), (C1), (C2) and
(C3) hold. Then
‖ψ − Phψ‖1,D . inf
v∈Vh(Ω)
‖ψ − v‖1,Ω0 + ‖ψ − Phψ‖0,Ω. (3.14)
Theorem 3.3. Under the assumptions of Theorem 3.2, let (λh, uh) be the
jth eigenpair of (2.3), and λ be the jth eigenvalue of (2.2). Then there exists an
eigenfunction u corresponding to λ such that the following error estimate holds:
‖u− uh‖1,D . inf
v∈Vh(Ω)
‖u− v‖1,Ω0 + ‖u− Phu‖0,Ω
+‖λu− λhuh‖− 12 ,∂Ω. (3.15)
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4 Two-grid discretizations for the Stekloff eigen-
value problem
In this section, we present two kinds of two-grid discretizations for the Stekloff
eigenvalue problem (2.1).
Scheme 1.(Two-grid scheme I)
Step 1. Solve (2.3) on a coarse grid piH : Find (λH , uH) ∈ C× VH(Ω), uH 6= 0
such that
a(uH , v) = −λH〈uH , v〉, ∀v ∈ VH(Ω).
Let λ∗H = λH , and find u
∗
H ∈M∗H(λ∗) such that |〈uH , u∗H〉| has a positive lower
bound uniformly with respect to H.
Step 2. Solve two linear boundary value problems on a fine grid piw(w < H):
Find uw ∈ Vw(Ω) such that
a(uw, v) = −λH〈uH , v〉, ∀v ∈ Vw(Ω);
find uw∗ ∈ Vw(Ω) such that
a(v, uw∗) = −λH〈v, u∗H〉, ∀v ∈ Vw(Ω).
Step 3. Compute the generalized Rayleigh quotient
λw = −a(u
w, uw∗)
〈uw, uw∗〉 .
Scheme 2.(Two-grid scheme II)
Step 1. The same as Step 1 of Scheme 1.
Step 2. Solve two linear boundary value problems on a fine grid piw: Find
uw ∈ Vw(Ω) such that
(∇uw,∇v) + (uw, v) = −λH〈uH , v〉+ ((k2n+ 1)uH , v), ∀v ∈ Vw(Ω);
find uw∗ ∈ Vw(Ω) such that
(∇v,∇uw∗) + (v, uw∗) = −λH〈v, u∗H〉+ (v, (k2n+ 1)u∗H), ∀v ∈ Vw(Ω).
Step 3. Compute the generalized Rayleigh quotient
λw = −a(u
w, uw∗)
〈uw, uw∗〉 .
Remark. Let u−H be the orthogonal projection of uH to M
∗
H(λ
∗) in the sense
of the inner product 〈·, ·〉, and u∗H = u
−
H
‖u−H‖0,∂Ω
, then when H is small enough
|〈uH , u∗H〉| has a positive lower bound uniformly with respect to H. One can
refer to [45] for the proof of this conclusion. Therefore, u∗H in Step 1 of Schemes
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1 and 2 can be obtained in this way.
Lemma 4.1. Let (λ, u) and (λ∗, u∗) be the eigenpair of (2.2) and (2.13),
respectively. Then, for any v, v∗ ∈ H1(Ω), 〈v, v∗〉 6= 0, the generalized Rayleigh
quotient satisfies
−a(v, v
∗)
〈v, v∗〉 − λ = −
a(v − u, v∗ − u∗)
〈v, v∗〉 − λ
〈v − u, v∗ − u∗〉
〈v, v∗〉 . (4.1)
Proof. From (2.2) and (2.13), and by a simple calculation, we have
−a(v − u, v∗ − u∗)− λ〈v − u, v∗ − u∗〉 = −a(v, v∗)− λ〈v, v∗〉,
dividing both sides by 〈v, v∗〉 we obtain the desired result. 
Theorem 4.1. Let (λH , uH), (λ
∗
H , u
∗
H), u
w, uw∗, and λw be obtained by
Scheme 1. Let M(λ),M∗(λ∗) ⊂ H1+t(Ω)(t ≥ r), then there exists an eigen-
function u ∈M(λ) and an eigenfunction u∗ ∈M∗(λ∗) such that
‖uw − u‖1,Ω . H
r+σ
α + wσ, (4.2)
‖uw∗ − u∗‖1,Ω . H
r+σ
α + wσ, (4.3)
‖uw − u‖0,Ω . H
r+σ
α , (4.4)
‖uw∗ − u∗‖0,Ω . H
r+σ
α ; (4.5)
further, assume that the ascent of λ is equal to 1, then
|λw − λ| . H2r+2σ + w2σ, (4.6)
where σ = min{m, t}.
Proof. Let u ∈ M(λ) such that uH − u and λH − λ satisfy Theorem 2.1.
From (2.10) we get u = −λAu, and from the definition of Aw and Step 2 of
Scheme 1 we get uw = −λHAwuH . Then,
‖λHAwuH − λAwu‖21,Ω . a˜(λHAwuH − λAwu, λHAwuH − λAwu)
= a(λHAwuH − λAwu, λHAwuH − λAwu) +K(λHAwuH − λAwu, λHAwuH − λAwu)
= 〈λHuH − λu, λHTwuH − λTwu〉+K(λHAwuH − λAwu, λHAwuH − λAwu)
≤ ‖λHuH − λu‖− 12 ,∂Ω‖λHTwuH − λTwu‖ 12 ,∂Ω +K‖λHAwuH − λAwu‖
2
0,Ω
≤ (‖λHuH − λu‖− 12 ,∂Ω +K‖Aw(λHuH − λu)‖1,Ω)‖λHAwuH − λAwu‖1,Ω
. (‖λHuH − λu‖− 12 ,∂Ω +K‖λHuH − λu‖− 12 ,∂Ω)‖λHAwuH − λAwu‖1,Ω
. ‖λHuH − λu‖− 12 ,∂Ω‖λHAwuH − λAwu‖1,Ω,
so we have
‖λHAwuH − λAwu‖1,Ω . ‖λHuH − λu‖− 12 ,∂Ω.
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Therefore, from Lemma 2.2, Theorem 2.1 and Lemma 2.4 we get
‖uw − u‖1,Ω = ‖ − λHAwuH + λAu‖1,Ω
≤ ‖λHAwuH − λAwu‖1,Ω + ‖λAwu− λAu‖1,Ω
. ‖λHuH − λu‖− 12 ,∂Ω + ‖Aw(λu)−A(λu)‖1,Ω
. H 2σα +H r+σα + wσ . H r+σα + wσ,
‖uw − u‖0,Ω = ‖ − λHAwuH + λAu‖0,Ω
≤ ‖λHAwuH − λAwu‖0,Ω + ‖λAwu− λAu‖0,Ω
≤ ‖λHAwuH − λAwu‖1,Ω + ‖λAwu− λAu‖0,Ω
. ‖λHuH − λu‖− 12 ,∂Ω + ‖Aw(λu)−A(λu)‖0,Ω
. H 2σα +H r+σα + wr+σ . H r+σα .
Similarly we can prove (4.3) and (4.5).
From Lemma 4.1 we have
λw − λ = −a(u
w − u, uw∗ − u∗)
〈uw, uw∗〉 − λ
〈uw − u, uw∗ − u∗〉
〈uw, uw∗〉 . (4.7)
Note that uH and u
w just approximate the same eigenfunction u, u∗H and u
w∗
approximate the same eigenfunction u∗, and 〈uH , u∗H〉 has a positive lower bound
uniformly with respect to H. Hence, from
〈uw, uw∗〉 = (〈uw, uw∗〉 − 〈u, u∗〉) + (〈u, u∗〉 − 〈uH , u∗H〉) + 〈uH , u∗H〉,
we know that |〈uw, uw∗〉| has a positive lower bound uniformly. Therefore, from
(4.7) we get
|λw − λ| . ‖uw − u‖1,Ω‖uw∗ − u∗‖1,Ω. (4.8)
Substituting (4.2) and (4.3) with α = 1 into (4.8) we get (4.6). The proof is
completed. 
Theorem 4.2. Let (λH , uH), (λ
∗
H , u
∗
H), u
w, uw∗, and λw be obtained by
Scheme 2. Let M(λ),M∗(λ∗) ⊂ H1+t(Ω)(t ≥ r), then there exists an eigen-
function u ∈M(λ) and an eigenfunction u∗ ∈M∗(λ∗) such that
‖uw − u‖1,Ω . H
r+σ
α + wσ, (4.9)
‖uw∗ − u∗‖1,Ω . H
r+σ
α + wσ; (4.10)
further, assume that the ascent of λ is equal to 1, then
|λw − λ| . H2r+2σ + w2σ, (4.11)
where σ = min{m, t}.
Proof. We write (2.2) as follows:
(∇u,∇v) + (u, v) = −λ〈u, v〉+ ((k2n+ 1)u, v), ∀v ∈ H1(Ω). (4.12)
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We regard λ and u on the right-hand side of (4.12) as fixed, and due to the
ellipticity of the left-hand side of (4.12) we can define Ritz projection P̂wu of u
onto Vw(Ω), namely,
(∇P̂wu,∇v) + (P̂wu, v) = −λ〈u, v〉+ ((k2n+ 1)u, v), ∀v ∈ Vw(Ω), (4.13)
then, the first equation in Step 2 of Scheme 2 minus (4.13) and taking v =
uw − P̂wu in the resulting equation we derive
(∇(uw − P̂wu),∇(uw − P̂wu)) + (uw − P̂wu, uw − P̂wu)
= −〈λHuH − λu, uw − P̂wu〉+ ((k2n+ 1)(uH − u), uw − P̂wu),(4.14)
thus we get
‖uw − P̂wu‖1,Ω . |λH − λ|+ ‖uH − u‖− 12 ,∂Ω + ‖uH − u‖0,Ω.
Hence, from the triangle inequality, Theorem 2.1 and the error estimate of Ritz
projection we deduce that
‖uw − u‖1,Ω ≤ ‖uw − P̂wu‖1,Ω + ‖u− P̂wu‖1,Ω . H
r+σ
α + wσ.
Similarly, we can prove (4.10). And from the proof of (4.6) we can obtain
(4.11). 
5 A local finite element scheme and the its error
estimate
In this section, base on the two-grid discretizations and referring to Algorithm
B0 in [20] we establish a local computational scheme as follows.
Let piH(Ω) be a shape-regular grid of size H ∈ (0, 1), D ⊂ Ω be a subdomain
which contains a singular point, and Ω0 be a slightly larger subdomain contain-
ing D (namely D ⊂⊂ Ω0). Let piw(Ω) be a refined mesoscopic shape-regular
grid (from piH(Ω)) and pih(Ω0) a locally refined grid (from piw(Ω))) that satisfy
h w  H. In our discussion, we shall use an auxiliary fine grid pih(Ω) which
is globally defined.
Scheme 3.(A local scheme)
Step 1. The same as Step 1 of Scheme 1.
Step 2. Solve two linear boundary value problems on a globally mesoscopic
grid piw(Ω): Find u
w ∈ Vw(Ω) such that
a(uw, v) = −λH〈uH , v〉, ∀v ∈ Vw(Ω);
find uw∗ ∈ Vw(Ω) such that
a(v, uw∗) = −λH〈v, u∗H〉, ∀v ∈ Vw(Ω).
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Step 3. Solve two linear boundary value problems on a locally fine grid pih(Ω0):
Find eh ∈ V 0h (Ω0) such that
a(eh, v) = −λH〈uH , v〉 − a(uw, v), ∀v ∈ V 0h (Ω0);
find eh∗ ∈ V 0h (Ω0) such that
a(v, eh∗) = −λH〈v, u∗H〉 − a(v, uw∗), ∀v ∈ V 0h (Ω0);
Step 4. Set
uw,h =
{
uw + eh on Ω0,
uw in Ω \ Ω0,
uw,h∗ =
{
uw∗ + eh∗ on Ω0,
uw∗ in Ω \ Ω0,
and compute the generalized Rayleigh quotient
λw,h = −a(u
w,h, uw,h∗)
〈uw,h, uw,h∗〉 , λ
w,h∗ = λw,h.
Next, we shall analyze the error estimation of Scheme 3.
Theorem 5.1 Assume that uw,h, uw,h∗ and λw,h are obtained by Scheme
3 and the assumption R(Ω0) holds. If M(λ),M
∗(λ∗) ⊂ H1(Ω) ∩ H1+r(Ω) ∩
H2(Ω \ D), then there exists an eigenfunction u corresponding to λ and an
eigenfunction u∗ corresponding to λ∗ such that
‖u− uw,h‖1,Ω . hr + w +H 2rα , (5.1)
‖u∗ − uw,h∗‖1,Ω . hr + w +H 2rα , (5.2)
further, assume that the ascent of λ is equal to 1, then
|λ− λw,h| . h2r + w2 +H 4rα , (5.3)
where the principle to determine r see Lemma 2.1.
Proof. Let u ∈ M(λ) such that uH − u and λH − λ satisfy Theorem 2.1.
Because of
‖u− uw,h‖1,Ω ≤ ‖u− Phu‖1,Ω + ‖Phu− uw,h‖1,Ω
and Lemma 2.2, we only need to estimate ‖Phu− uw,h‖1,Ω.
Choose G ⊂ Ω satisfying D ⊂⊂ G ⊂⊂ Ω0. Since
‖Phu− uw,h‖1,Ω ≤ ‖Phu− uw,h‖1,D + ‖Phu− uw,h‖1,G\D + ‖Phu− uw,h‖1,Ω\G,
we will estimate ‖Phu − uw,h‖1,D, ‖Phu − uw,h‖1,G\D, and ‖Phu − uw,h‖1,Ω\G
one by one. For these purpose, we take F ⊂ Ω such that D ⊂⊂ F ⊂⊂ G ⊂⊂ Ω0.
First, from the equation
a(Pwu− uw, v) = −λ〈u, v〉+ λH〈uH , v〉, ∀v ∈ Vw(Ω),
19
and
−λ〈u, v〉+ λH〈uH , v〉 = (λH − λ)〈u, v〉+ λH〈uH − u, v〉, (5.4)
we have by using the H1-coerciveness of a˜(·, ·) that
‖Pwu− uw‖1,Ω ≤ |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +K‖Pwu− u
w‖0,Ω. (5.5)
From Step 3 of Scheme 3 we have the following identity
a(uw,h − Phu, v) = −λH〈uH , v〉+ λ〈u, v〉, ∀v ∈ V 0h (Ω0), (5.6)
then, from (5.4) and Lemma 3.2 we can derive
‖Phu− uw,h‖1,D . ‖Phu− uw,h‖0,Ω0 + |λ− λH |+ ‖u− uH‖− 12 ,∂Ω. (5.7)
Since
‖Phu− uw,h‖0,Ω0 ≤ ‖Phu− uw‖0,Ω0 + ‖eh‖0,Ω0
≤ ‖Phu− Pwu‖0,Ω0 + ‖Pwu− uw‖0,Ω0 + ‖eh‖0,Ω0 ,
which together with (5.5) and (5.7) we get
‖Phu− uw,h‖1,D . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +K‖Pwu− u
w‖0,Ω
+‖Phu− Pwu‖0,Ω + ‖eh‖0,Ω0 . (5.8)
Next, we will use Aubin-Nitsche duality argument to estimate ‖eh‖0,Ω0 .
Given any ζ ∈ L2(Ω0), there exists η ∈ H1Γ(Ω0) satisfying (3.2), namely,
a(v, η) = (v, ζ), ∀v ∈ H1Γ(Ω0).
Let η0h ∈ V 0h (Ω0) and η0H ∈ V 0H(Ω0) satisfy
a(v, η − η0h) = 0, ∀v ∈ V 0h (Ω0),
a(v, η − η0H) = 0, ∀v ∈ V 0H(Ω0).
Then we deduce that
(eh, ζ) = a(eh, η) = a(eh, η0h) = a(u
w,h − uw, η0h)
= a(Phu− uw, η0h) + a(uw,h, η0h)− a(Phu, η0h)
= a(Phu− uw, η0h)− λH〈uH , η0h〉+ λ〈u, η0h〉
= a(Phu− uw, η0h − η) + a(Phu− uw, η − η0H) + a(Phu− uw, η0H)
− λH〈uH , η0h〉+ λ〈u, η0h〉
= a(Phu− uw, η0h − η) + a(Phu− uw, η − η0H)
− λ〈u, η0H〉+ λH〈uH , η0H〉 − λH〈uH , η0h〉+ λ〈u, η0h〉
= a(Phu− uw, η0h − η) + a(Phu− uw, η − η0H)
+ λ〈u, η0h − η0H〉+ λH〈uH , η0H − η0h〉
= a(Phu− uw, η0h − η) + a(Phu− uw, η − η0H)
+ 〈λu− λHuH , η0h − η0H〉.
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From the error estimate of finite element and the local regularity assumption
R(Ω0) we have
‖η0H − η‖1,Ω0 . Hr‖ζ‖0,Ω0 , ‖η0h − η‖1,Ω0 . hr‖ζ‖0,Ω0 .
Thus, we get the estimation for any ζ ∈ L2(Ω0) that
|(eh, ζ)| ≤ (Hr‖Phu− uw‖1,Ω + |λ− λH |+ ‖u− uH‖− 12 ,∂Ω)‖ζ‖0,Ω0 ,
which leads to
‖eh‖0,Ω0 . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− uw‖1,Ω.
From (5.5) and the triangle inequality
‖Phu− uw‖1,Ω ≤ ‖Phu− Pwu‖1,Ω + ‖Pwu− uw‖1,Ω,
we obtain
‖eh‖0,Ω0 . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− Pwu‖1,Ω
+KHr‖Pwu− uw‖0,Ω. (5.9)
From Aubin-Nitsche duality argument we can easily get the estimation
‖Phu− Pwu‖0,Ω . wr‖Phu− Pwu‖1,Ω.
Substituting the above estimate and (5.9) into (5.8) we obtain
‖Phu− uw,h‖1,D . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− Pwu‖1,Ω
+wr‖Phu− Pwu‖1,Ω +K(Hr + 1)‖Pwu− uw‖0,Ω
. |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− Pwu‖1,Ω
+‖Pwu− uw‖0,Ω,
which together with Theorem 2.1, Lemma 2.2, Lemma 2.4 and Theorem 4.1
yields
‖Phu− uw,h‖1,D . H 2rα +H
r+r
α +Hrwr + wr+r +H
r+r
α . H 2rα .(5.10)
Similarly, by using the same argument for (G \D) ⊂⊂ Ω0 we can obtain the
estimation
‖Phu− uw,h‖1,G\D . H
2r
α . (5.11)
Now, the remainder is to analyze ‖Phu− uw,h‖1,Ω\G. From the definition of
uw,h we see that
‖Phu− uw,h‖1,Ω\Ω0 = ‖Phu− uw‖1,Ω\Ω0 ,
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thus
‖Phu− uw,h‖1,Ω\G ≤ ‖Phu− uw‖1,Ω\Ω0 + ‖Phu− uw‖1,Ω0\G + ‖eh‖1,Ω0\G
. ‖Phu− uw‖1,Ω\G + ‖eh‖1,Ω0\G
. ‖Phu− u‖1,Ω\G + ‖u− uw‖1,Ω\G + ‖eh‖1,Ω0\G.
From the fact that
a(eh, v) = −λH〈uH , v〉+ λ〈u, v〉 − a(uw − u, v), ∀v ∈ V h0 (Ω0 \ F ) (5.12)
and Lemma 3.2 we derive that
‖eh‖1,Ω0\G . ‖eh‖0,Ω0\F + |λ− λH |+ ‖u− uH‖− 12 ,∂Ω + ‖u
w − u‖1,Ω0\F ;(5.13)
we then arrive at
‖Phu− uw,h‖1,Ω\G . ‖eh‖0,Ω0 + |λ− λH |+ ‖u− uH‖− 12 ,∂Ω
+‖Phu− u‖1,Ω\F + ‖uw − u‖1,Ω\F . (5.14)
From (5.5) and the triangle inequality
‖uw − u‖1,Ω\F ≤ ‖u− Pwu‖1,Ω\F + ‖Pwu− uw‖1,Ω\F ,
we get
‖uw − u‖1,Ω\F ≤ ‖u− Pwu‖1,Ω\F + |λ− λH |+ ‖u− uH‖− 12 ,∂Ω
+K‖Pwu− uw‖0,Ω.
Thus, substituting the above inequality and (5.9) into (5.14) we conclude that
‖Phu− uw,h‖1,Ω\G . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− Pwu‖1,Ω
+K(Hr + 1)‖Pwu− uw‖0,Ω + ‖u− Phu‖1,Ω\F + ‖u− Pwu‖1,Ω\F .(5.15)
Since (Ω \ F ) ⊂⊂ (Ω \D), we obtain by using Theorem 3.2 that
‖Phu− uw,h‖1,Ω\G . |λ− λH |+ ‖u− uH‖− 12 ,∂Ω +H
r‖Phu− Pwu‖1,Ω
+K(Hr + 1)‖Pwu− uw‖0,Ω
+ inf
v∈Vh(Ω)
‖u− v‖1,Ω\D + ‖u− Phu‖0,Ω
+ inf
v∈Vw(Ω)
‖u− v‖1,Ω\D + ‖u− Pwu‖0,Ω,
which together with Theorem 2.1, Lemma 2.2, Lemma 2.4 and Theorem 4.1
yields
‖Phu− uw,h‖1,Ω\G . H
2r
α +H
r+r
α +Hrwr + wrwr +H
r+r
α + w + wrwr
. H 2rα + w. (5.16)
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Combining (5.16), (5.11), (5.10) and (2.18), we prove the desired result (5.1).
Similarly, we can prove (5.2). Using the same argument of (4.6) we can prove
(5.3). 
In the first two steps of Scheme 3 we actually use Scheme 1 to compute. We
can also use the second kind of two-grid scheme, Scheme 2, to devise the local
computational scheme. When the number of isolated singular points is larger
than 1, we can design the parallel version of Scheme 3.
6 Numerical experiments
In this section, we shall report some numerical experiments to show the effi-
ciency of our schemes. Consider the problem (2.1) with k = 1 on the test domain
ΩS = (−
√
2
2 ,
√
2
2 )
2, ΩL = (−1, 1)2\([0, 1)×(−1, 0]), and ΩSL = (−
√
2
2 ,
√
2
2 )
2\{0 ≤
x ≤
√
2
2 , y = 0}. We use Matlab 2012a to solve (2.1) on a Lenovo ideaPad PC
with 1.8GHZ CPU and 8GB RAM. Our program is compiled under the package
of iFEM [16]. In our computation, we adopt a uniform isosceles right triangula-
tion and the triangle linear element (m = 1), and take n(x) = 4 or n(x) = 4+4i.
For simplicity we use the following notations in our tables :
S,L, and Slit stand for the domain ΩS ,ΩL and ΩSL, respectively.
λj,H is the jth approximate eigenvalue derived from Step 1 of our schemes.
Here we use the sparse solver eigs(A,B, j,′ sm′) to get the first j eigenvalues.
λwj is the jth approximate eigenvalue obtained by Step 2 of Schemes 1 and
2.
Here we use Matlab solver ′\′ to solve j equations at the same time to get the
first j eigenvalues.
λw,hj is the jth approximate eigenvalue obtained by Scheme 3.
dofH is the number of degrees of freedom for solving the eigenvalue problem
directly on piH(Ω).
dofw is the number of degrees of freedom for solving the boundary problem
on mesoscopic grid piw(Ω).
dofh is the number of degrees of freedom for solving the boundary problem
on locally fine mesh pih(Ω0).
t(s) is the CPU time from the program starting to the current calculating
results appearing.
The symbol ’–’ means that the calculation cannot proceed since the com-
puter runs out of memory.
According to the regularity results, we have r = 1 on ΩS , r =
2
3 on ΩL, and
r = 12 on ΩSL. Thus, the approximate eigenvalues obtained by Schemes 1 and
2, when taking w = O(H2), can achieve O(w2) on ΩS , O(w 43 ) on ΩL and O(w)
on ΩSL. When the index of refraction n(x) is real, the problem is selfadjoint
and all Stekloff eigenvalues are real. Comparing Table 1 and Tables 2-3, Table
23
4 and Tables 5 and 6 we can see that under the same accuracy, the two-grid
discretization Schemes 1 and 2 take less time to get the asymptotically opti-
mal approximations. Especially, Scheme 2 works more efficiently than directly
solving and Scheme 1 since the matrices are constructed to be symmetric and
definite in solving linear systems.
From numerical experiments we find that the eigenfunction corresponding to
the second eigenvalue is singular near the origin on ΩL and ΩSL. We compute
the second approximate eigenvalue by Scheme 3 on ΩL and ΩSL, and the results
are listed in Tables 7 and 8 from which we can see that the local correction does
work.
Table 1: The first four eigenvalues computed directly when n = 4.
domain H λ1,H λ2,H λ3,H λ4,H t
S 1/512 2.202501387 -0.212254531 -0.212255107 -0.908066632 20.77
S 1/1024 2.202505691 -0.212252760 -0.212252904 -0.908058722 109.80
L 1/512 2.533187700 0.857690917 0.124518848 -1.085315271 14.14
L 1/1024 2.533207148 0.857750492 0.124523033 -1.085302932 67.98
Slit 1/512 1.484704242 0.460698784 -0.184178326 -0.690081852 20.46
Slit 1/1024 1.484709990 0.461215008 -0.184176518 -0.690076859 98.87
Table 2: The first four eigenvalues computed by Scheme 1 when n = 4.
domain H w λw1 λ
w
2 λ
w
3 λ
w
4 t
S 1/64 1/512 2.202501132 -0.212254531 -0.212255108 -0.908066630 15.71
S 1/64 1/1024 2.202505431 -0.212252760 -0.212252904 -0.908058720 82.38
S 1/128 1/1024 2.202505676 -0.212252760 -0.212252904 -0.908058722 83.45
L 1/64 1/512 2.533179767 0.857690001 0.124518848 -1.085313547 10.22
L 1/64 1/1024 2.533199015 0.857749498 0.124523032 -1.085301167 49.58
L 1/128 1/1024 2.533206625 0.857750348 0.124523033 -1.085302824 50.07
Slit 1/64 1/512 1.484704002 0.460697127 -0.184178327 -0.690081762 11.91
Slit 1/64 1/1024 1.484709743 0.461213101 -0.184176518 -0.690076761 58.80
Slit 1/128 1/1024 1.484709973 0.461214611 -0.184176518 -0.690076844 59.84
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Table 3: The first four eigenvalues computed by Scheme 2 when n = 4.
domain H w λw1 λ
w
2 λ
w
3 λ
w
4 t
S 1/64 1/512 2.2025013 -0.2122545 -0.2122551 -0.9080666 8.54
S 1/64 1/1024 2.2025056 -0.2122528 -0.2122529 -0.9080587 41.73
S 1/128 1/1024 2.2025057 -0.2122528 -0.2122529 -0.9080587 42.60
L 1/64 1/512 2.5331872 0.8576891 0.1245188 -1.0853154 6.11
L 1/64 1/1024 2.5332066 0.8577485 0.1245230 -1.0853030 27.53
L 1/128 1/1024 2.5332071 0.8577502 0.1245230 -1.0853029 28.08
Slit 1/64 1/512 1.4847042 0.4606756 -0.1841783 -0.6900818 8.21
Slit 1/64 1/1024 1.4847099 0.4611884 -0.1841765 -0.6900768 37.75
Slit 1/128 1/1024 1.4847100 0.4612092 -0.1841765 -0.6900768 38.82
Table 4: The first four eigenvalues computed directly when n = 4 + 4i.
domain H λ1,H λ2,H λ3,H λ4,H t
S 1/64 0.686951 -0.343131 -0.342924 -2.802148 0.75
+2.495332i +0.850617i +0.85054i +0.542231i
S 1/128 0.686652 -0.343068 -0.343016 -2.797931 1.81
+2.495304i +0.850714i +0.850695i +0.541106i
S 1/256 0.686577 -0.343052 -0.343039 -2.796876 9.42
+2.495296i +0.850738i +0.850734i +0.540824i
S 1/512 0.686558 -0.343048 -0.343045 -2.796612 46.18
+2.495295i +0.850744i +0.850743i +0.540753i
S 1/1024 – – – – –
L 1/64 0.5163544 0.39617526 -0.0769975 -1.4419097 0.60
+2.882867i +1.457866i +1.04222i +0.805745i
L 1/128 0.5148057 0.39665783 -0.0771338 -1.4408607 1.27
+2.882465i +1.458552i +1.042563i +0.804959i
L 1/256 0.5144169 0.39687654 -0.0771676 -1.4405978 6.98
+2.882359i +1.458814i +1.042649i +0.804761i
L 1/512 0.5143195 0.39696985 -0.077176 -1.4405319 33.05
+2.882332i +1.458916i +1.042671i +0.804711i
L 1/1024 – – – – –
Slit 1/64 0.9198804 0.28552179 -0.2626473 -0.7423903 0.96
+1.770436i +0.995916i +0.75731i +0.608702i
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+1.770765i +0.998908i +0.757442i +0.608773i
Slit 1/512 0.9193164 0.29173723 -0.2626151 -0.7420981 46.20
+1.770782i +0.999395i +0.757448i +0.608775i
Slit 1/1024 – – – – –
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Table 5: The first four eigenvalues computed by Scheme 1 when n = 4 + 4i.
domain H w λw1 λ
w
2 λ
w
3 λ
w
4 t
S 1/64 1/512 0.6865577 -0.3430479 -0.3430446 -2.7966123 39.95
+2.4952946i +0.8507445i +0.8507433i +0.5407542i
S 1/64 1/1024 0.6865530 -0.3430469 -0.3430461 -2.7965463 230.36
+2.4952942i +0.850746i +0.8507457i +0.5407366i
S 1/128 1/1024 0.6865534 -0.3430469 -0.3430461 -2.7965461 215.01
+2.4952941i +0.850746i +0.8507457i +0.5407357i
L 1/64 1/512 0.5143181 0.3969728 -0.0771760 -1.4405317 25.28
+2.8823326i +1.4589166i +1.0426708i +0.8047119i
L 1/64 1/1024 0.5142937 0.3970116 -0.0771781 -1.4405152 131.40
+2.8823258i +1.4589567i +1.0426763i +0.8046995i
L 1/128 1/1024 0.5142950 0.3970089 -0.0771780 -1.4405153 133.61
+2.8823255i +1.4589562i +1.0426762i +0.804699i
Slit 1/64 1/512 0.9193164 0.2917455 -0.2626151 -0.7420981 34.47
+1.7707824i +0.9993949i +0.7574481i +0.6087755i
Slit 1/64 1/1024 0.9193077 0.2921926 -0.2626147 -0.7420944 181.84
+1.770787i +0.999637i +0.7574498i +0.608776i
Slit 1/128 1/1024 0.9193078 0.2921851 -0.2626147 -0.7420944 187.01
+1.770787i +0.999637i +0.7574498i +0.608776i
Table 6: The first four eigenvalues computed by Scheme 2 when n = 4 + 4i.
domain H w λw1 λ
w
2 λ
w
3 λ
w
4 t
S 1/64 1/512 0.6866414 -0.3430158 -0.3429982 -2.7957018 14.19
+2.4955259i +0.8507372i +0.8507316i +0.5401331i
S 1/64 1/1024 0.6865532 -0.3430469 -0.3430460 -2.7965460 67.51
+2.4955282i +0.8507386i +0.8507338i +0.5401081i
S 1/128 1/1024 0.6865743 -0.3430388 -0.3430345 -2.7963187 69.35
+2.4953521i +0.8507442i +0.8507428i +0.54058i
L 1/64 1/512 0.5148525 0.3975831 -0.0770520 -1.4407879 9.97
+2.8832036i +1.4581667i +1.0426418i +0.8041698i
L 1/64 1/1024 0.5148345 0.3976471 -0.0770526 -1.4407746 44.34
+2.8832075i +1.458175i +1.0426468i +0.8041508i
L 1/128 1/1024 0.5144287 0.3972538 -0.0771471 -1.4405817 46.03
+2.8825473i +1.4586488i +1.0426688i +0.8045621i
Slit 1/64 1/512 0.9194996 0.2930070 -0.2625644 -0.7420884 14.15
+1.7708477i +0.9969382i +0.7574283i +0.6087121i
Slit 1/64 1/1024 0.9194939 0.2935419 -0.2625634 -0.7420857 62.20
+1.7708533i +0.9970054i +0.7574298i +0.6087082i
Slit 1/128 1/1024 0.9193597 0.2928178 -0.2626020 -0.7420970 63.15
+1.7708054i +0.9984062i +0.7574448i +0.6087449i
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Table 7: The second eigenvalue computed by Scheme 3 when n = 4.
domain dofH dofw dofh λ2,H λ
w
2 λ
w,h
2 t
L 3201 49665 48896 0.8561269 0.8575382 0.8576781 5.60
L 3201 49665 196096 0.8561269 0.8575382 0.8577346 11.32
L 3201 49665 785408 0.8561269 0.8575382 0.8577574 42.08
Slit 4257 66177 65152 0.4533833 0.4596629 0.4606905 7.15
Slit 4257 66177 261376 0.4533833 0.4596629 0.4612043 14.92
Slit 4257 66177 1047040 0.4533833 0.4596629 0.4614613 53.20
Table 8: The second eigenvalue computed by Scheme 3 when n = 4 + 4i.
domain dofH dofw dofh λ2,H λ
w
2 λ
w,h
2 t
L 3201 49665 48896 0.3961753 0.3968789 0.3969791 7.95
+1.4578657i +1.4588146i +1.458904i
L 3201 49665 196096 0.3961753 0.3968789 0.3970194 23.14
+1.4578657i +1.4588146i +1.4589409i
L 3201 49665 785408 0.3961753 0.3968789 0.3970356 115.94
+1.4578657i +1.4588146i +1.458956i
Slit 4257 66177 65152 0.2855218 0.2908523 0.2917435 11.08
+0.9959158i +0.9989086i +0.9993878i
Slit 4257 66177 261376 0.2855218 0.2908523 0.2921890 32.71
+0.9959158i +0.9989086i +0.9996281i
Slit 4257 66177 1047040 0.28552179 0.29085229 0.2924118 175.7167
+0.9959158i +0.9989086i +0.9997486i
27
[3] M. G. Armentano, The effect of reduced integration in the Steklov eigenvalue problem,
Math. Mod. and Numer. Ana. (M2AN), 38(2004), pp. 27-36.
[4] M.G. Armentano, C.Padra, A posteriori error estimates for the Steklov eigenvalue prob-
lem, Appl. Numer. Math., 58(2008), pp. 593-601.
[5] M. G. Armentano, C. Padra, R. Rodr´ıguez, M. Scheble, An hp finite element adaptive
scheme to solve the Laplace model for uid-solid vibrations, Comput. Methods. Appl.
Mech. Eng., 200(2011), pp.178-188.
[6] I. Babuska, B. Q. Guo, Regularity of the solution of elliptic problems with piecewise
analytic data. Part I. Boundary value problems for linear elliptic eqnarray of second
order. SIAM J. Math. Anal., 19(1)(1988), pp. 172-203.
[7] I. Babuska, J. E. Osborn, Eigenvalue Problems, in: P. G. Ciarlet, J. L. Lions(Eds), Finite
Element Methods (Part I), in: Handbook of Numerical Analysis, Vol. 2, North-Holand:
Elsevier Science Publishers, (1991), pp. 641-787.
[8] H. Bi, Y.D. Yang, H. Li, Local and parallel finite element discretizations for eigenvalue
problems, SIAM J. Sci. Comput., 35(6)(2013), pp. A2575-A2597.
[9] D. Boffi, Finite element approximation of eigenvalue problem, Acta. Numer., 19(2010),
pp. 1-120.
[10] J.H. Bramble, J. E. Osborn, Approximation of Steklov eigenvalues of non-selfadjoint
second order elliptic operators, in: A. K. Aziz, (Ed.), Math.Foundations of the Finite
Element Method with Applications to PDE, New York: Academic, (1972), pp. 387-408.
[11] S.C. Brenner, L.R. Scott, The Mathematical Theory of Finite Element Methods, 2nd
ed.. Springer-Verlag, New york, (2002).
[12] M. Cai, M. Mu, J. C. Xu, Numerical solution to a mixed NavierCStokes/Darcy model
by the two-grid approach, SIAM J. Numer. Anal., 47 (2009), pp. 3325-3338.
[13] F. Cakoni, D. Colton, S. Meng, P. Monk, Stekloff eigenvalues in inverse scattering, SIAM
J. Appl. Math., 76(2016), pp.1737-1763.
[14] C. Canuto, M. Y. Hussaini, A. Quarteroni, T. A. Zang, Spectral Methods Evolution to
Complex Geometries and Applications to Fluid Dynamics, Springer, (2007).
[15] L. Cao, L. Zhang, W. Allegretto, Y. Lin, Multiscale asymptotic method for Steklov
eigenvalue equations in composite media, SIAM J. Numer. Anal., 51(1)(2013), pp. 273-
296.
[16] L. Chen, iFEM: An Innovative finite element methods package in MATLAB,
http://ifem.wordpress.com, (2008)
[17] P. Cheng, J. Huang, Z. Wang, Nystro¨m methods and extrapolation for solving Steklov
eigensolutions and its application in elasticity, Numer. Meth. Part.D.E., 28(6)(2012),
pp. 2021-2040.
[18] C. S. Chien, B. W. Jeng, A two-grid discretization scheme for semilinear elliptic eigen-
value problems, SIAM J. Sci. Comput., 27 (2006), pp. 1287-1304.
[19] P.G. Ciarlet, Basic error estimates for elliptic proplems, in: P. G. Ciarlet, J. L. Li-
ons(Eds), Finite Element Methods (Part I), in: Handbook of Numerical Analysis, Vol.
2, North-Holand: Elsevier Science Publishers, 1991, pp.21-343.
[20] X.Y. Dai, A.H. Zhou, Three-scale finite element discretizations for quantum eigenvalue
problems, SIAM J. Numer. Anal., 46(1) (2008), pp. 295-324.
[21] M.Dauge, Elliptic boundary value problems on corner domains: smoothness and asymp-
totics of solutions. in: Lecture Notes in Mathematics, vol.1341. Berlin: Springer, (1988).
[22] E.M. Garau, P.Morin, Convergence and quasi-optimality of adaptive FEM for Steklov
eigenvalue problems, IMA J. Numer. Anal., 31(2011), pp. 914-946.
[23] Y.N. He, L.Q. Mei, Y.Q. Shang, J. Cui, Newton iterative parallel finite element algorithm
for the steady Navier-Stokes equations, J. Sci. Comput., 44(1) (2010), pp. 92-106.
28
[24] Y.N.He, J.C.Xu, A.H.Zhou, Local and parallel finite element algorithms for the Stokes
problem, Numer. Math., 109 (2008), pp. 415-434.
[25] G.C.Hsiao, W.L.Wendland, Boundary Integral Equations. Applied Mathematical Sci-
ences, 164. Springer-Verlag, Berlin, (2008).
[26] X.Z.Hu, X.L.Cheng, Acceleration of a two-grid method for eigenvalue problems, Math.
Comput., 80(2011), pp. 1287-1301.
[27] J. Huang, T. Lu¨, The mechanical quadrature methods and their extrapolation for solving
BIE of Steklov eigenvalue problems, J. Comput. Math., 22(5)(2004), pp. 719-726.
[28] Q. Li, Q. Lin, H. H. Xie, Nonconforming finite element approximations of the Steklov
eigenvalue problems and its lower bound approximations, Appl. Math., 58(2013), pp.129-
151.
[29] M. X. Li, Q. Lin, S.H. Zhang, Extrapolation and superconvergence of the Steklov eigen-
value problems, Adv. Comput. Math., 33(2010), pp. 25-44.
[30] J. Liu, J. Sun, T. Turner, Spectral indicator method for a non-selfadjoint Steklov eigen-
value problem, https://arxiv.org/list/math/
[31] I. Mitrea, M. Mitrea, The Poisson problem with mixed boundary conditions in Sobolev
and Besov spaces in non-smooth domains, Trans. Amer. Math. Soc., 359(2007), pp.
4143-4182.
[32] M. Mu, J. Xu, A two-grid method of a mixed StokesCDarcy model for coupling fluid
flow with porous media flow, SIAM J. Numer. Anal., 45 (2007), pp. 1801-1813.
[33] J.T. Oden, J.N. Reddy, An Introduction to the Mathematical Theory of Finite Elements.
Wiley, New York, (1978)
[34] A. D. Russo, A. E. Alonso, A posteriori error estimates for nonconforming approxima-
tions of Steklov eigenvalue problem, Comput. & Math. Appl., 62(2011), pp. 4100-4117.
[35] J. Shen, T. Tang, L. L. Wang, Spectral Methods Algorithms, analysis and applications,
vol. 41, Springer, Heidelberg, Germany, 2011.
[36] J.G.Sun, A.H.Zhou, Finite Element Methods for Eigenvalue Problems. CRC Press, Tay-
lor & Francis Group, (2017)
[37] J. L. Taylor, K. A. Ott, R. M. Brown, The mixed problem in Lipschitz domains with
general decompositions of the boundary, Trans. Amer. Math. Soc., 365(2013), pp. 2895-
2930.
[38] H. Xie, A type of multilevel method for the Steklov eigenvalue problem, IMA J. Numer.
Anal., 34(2014), 592-608.
[39] J.C. Xu, A new class of iterative methods for nonselfadjoint or indefinite problems,
SIAM J. Numer. Anal., 29(1992), pp. 303-319.
[40] J.C. Xu, Two-grid discretization techniques for linear and nonlinear PDEs, SIAM J.
Numer. Anal., 33(1996), pp. 1759-1777.
[41] J.C. Xu, A.H. Zhou, Local and parallel finite element algorithms based on two-grid
discretizations, Math. Comput., 69 (2000), pp. 881-909.
[42] J.C. Xu, A.H. Zhou, A two-grid discretization scheme for eigenvalue problems, Math.
Comput., 70 (2001), pp. 17-25.
[43] Y. D. Yang, H. Bi, A two-grid discretization scheme based on shifted-inverse power
method, SIAM J. Numer. Anal., 49(2011), pp. 1602-1624.
[44] Y. D. Yang, H. Bi, Local a priori/a posteriori error estimates of conforming finite ele-
ments approximation for Steklov eigenvalue problems, Sci China Math., 57(6) (2014),
pp. 1319-1329.
[45] Y. D. Yang, J. Y. Han, H. Bi, Error estimates and a two grid scheme for approximating
transmission eigenvalues, https://arxiv.org/list/math/
[46] J. Zhou, X. Hu, L. Zhong, S. Shu, L. Chen, Two-grid methods for Maxwell eigenvalue
prolems, SIAM J. Numer. Anal., 52(2014), pp. 2027-2047.
29
