Abstract Document clustering has been recognized as a central problem in text data management. Such a problem becomes particularly challenging when document contents are characterized by subtopical discussions that are not necessarily relevant to each other. Existing methods for document clustering have traditionally assumed that a document is an indivisible unit for text representation and similarity computation, which may not be appropriate to handle documents with multiple topics. In this paper, we address the problem of multi-topic document clustering by leveraging the natural composition of documents in text segments that are coherent with respect to the underlying subtopics. We propose a novel document clustering framework that is designed to induce a document organization from the identification of cohesive groups of segment-based portions of the original documents. We empirically give evidence of the significance of our segment-based approach on large collections of multi-topic documents, and we compare it to conventional methods for document clustering.
coherent groups, has emerged as a key enabling technology and is used extensively to facilitate a wide range of computational methodologies including summarization, browsing, topic identification, and information visualization.
The focus of this paper is on developing a document clustering approach for collections in which each document can potentially belong to multiple topics. Such multi-topic document collections arise in various application domains including scientific articles, news stories, patents, judgments and decisions reported in courts and tribunals (case law documents), and speeches delivered by plenary sessions (e.g., parliamentary debates). For instance, scientific articles in the field of biomedicine may discuss techniques from biology and chemistry, but also from statistics, machine learning, artificial intelligence, and database systems. Similarly, newspaper articles corresponding to investigative reports may discuss various topics that are related to or impact the article's main topic.
Existing methods for clustering multi-topic document collections address the problem by producing overlapping clustering solutions. In these methods, each cluster is assumed to represent a single topic and each document is assigned to potentially multiple clusters based on the set of topics that it includes (i.e., based on the topical terms that it contains). Various methods have been developed for both finding the set of clusters and for assigning the documents to multiple clusters, including fuzzy clustering (e.g., [32, 36, 53] ), clustering based on document generative models (e.g., [7, 6, 23, 29] ), and subspace clustering (e.g., [26, 35, 41] ).
The common characteristic to all of the above methods is that they model the entire document as a single unit of information. For example, approaches that utilize a "bag-ofwords" representation of the document create a single document vector that contains the frequency of each term irrespective of where the term occurs. We believe that even though such a representation is reasonable for single-topic documents, it is suboptimal for multitopic documents. This is because, in multi-topic documents, the different topics are usually discussed at different parts of the text. For example, in scientific articles, the multiple topics often correspond to distinct sections (or subsections) of the manuscript. By creating a single all encompassing vector for the document, this type of within-section thematic coherence is being lost. That can negatively affect the correct assignment of a document to its constituent multiple topics; in particular, the assignment of a document to a topic may fail because the signal present in a section is substantially diluted when combined with the rest of the document, or simply because the document contains sufficiently many topic-defining terms, even when these terms are randomly distributed throughout the document.
In this work, we present a novel document clustering framework for multi-topic documents that is explicitly designed to overcome the above limitation of existing multi-topic clustering algorithms. This clustering framework involves the following four steps. First, each document is decomposed into a number of segments such that each segment corresponds to a thematically coherent contiguous text passage in the original document. Second, the segments in each document are clustered (potentially in an overlapping fashion) into groups, each referred to as a segment-set, that contain the thematically coherent segments that may exist at different parts of the document. Third, each segment-set is treated as a minidocument and the segment-sets across the different documents are clustered together into non-overlapping thematically coherent groups. Finally, the segment-set clustering is used to derive an overlapping clustering solution of the original documents.
The key assumption underlying this segment-based document clustering framework is that multi-topic documents can be decomposed into smaller single-topic text units (segment-sets) and that the clustering of these segment-sets can lead to an overlapping clustering solution of the original documents that accurately reflects the multiplicity of the topics that they contain. We experimentally evaluated the quality of the solutions produced by our segment-based clustering framework on four different multi-topic data sets and assessed the implications associated with various algorithmic choices for performing the initial segment identification, within-document segment clustering, and across-document segment-set clustering. Our evaluation showed that under a wide range of algorithmic choices, the proposed framework is robust and leads to clustering solutions that are better than those produced by traditional multi-topic clustering algorithms based on fuzzy clustering and generative models.
The rest of the paper is organized as follows. Section 2 briefly overviews related work; since a broad variety of methods for document clustering is present in the literature, we only consider directly relevant related work, that is, research studies that are explicitly concerned with the presence of multiple topics in a document. Section 3 introduces definitions and notations used throughout this paper and provides background on text representation and document similarity employed in our framework. Section 4 presents the segment-based document clustering framework. Sections 5 and 6 provide a detailed experimental evaluation of the framework. Finally, Sect. 7 contains concluding remarks and presents directions for future research.
Related work
Clustering of multi-topic documents has traditionally been accomplished by methods that are designed to produce overlapping clustering solutions. Among these methods, those based on fuzzy clustering and probabilistic generative models represent some of the most widely used and effective methodologies for producing overlapping clustering solutions for document data sets [1, 6, 7, 23, 32, 36, 48, 53, 55] .
The fuzzy k-Means algorithm [5] represents a prototypical example of a fuzzy clustering algorithm [4] . It is derived from the traditional k-Means algorithm [24] by adding a fuzzy membership function that associates each document with different clusters. An overlapping clustering solution is derived by assigning each document to all the clusters whose fuzzy membership function is greater than a user-specified threshold value. Besides the k-Means clustering criterion function, fuzzy versions of other criterion functions have also been developed that are better suited for clustering document data sets [53] .
Clustering approaches based on probabilistic document generative models assume that a document can be modeled as a mixture of topics, each of which is represented as a probability distribution over the collection's terms [6, 7, 23, 29, 48, 55] . One such method is probabilistic latent semantic analysis (PLSA) [22, 23] , which is a probabilistic extension of the dimensionality reduction approach based on latent semantic analysis (LSA) [11] . PLSA defines a statistical topic model in which the conditional probability between documents and terms is modeled as a latent variable. In this way, it is possible to assign an unobserved class variable to each observation (e.g., the occurrence of a term in a given document), since each document is composed by a mixture of distributions. Each term may belong to one or more classes and a document may discuss more than one topic. Another method is latent Dirichlet allocation (LDA) [6] that is also able to consider mixture models that express the so-called exchangeability of both terms and documents. In LDA, the generative process consists of three levels that involve the whole corpus, the documents, and the terms of each document: For each document, a distribution over topics is sampled from a Dirichlet distribution; for each document's term, a single topic is selected according to this distribution; each term is sampled from a multinomial distribution over terms specific to the sampled topic. In this way, LDA defines a more sophisticated generative model for a document collection, whereas PLSA generates a model for each document separately from the other ones in the collection.
Another important corpus of research is concerned with overlapping model-based clustering. This represents a family of approaches to overlapping clustering that overcome a limit of traditional mixture models, in which each data object is assumed to be generated from a single component, hence making the models unsuitable for overlapping clustering. The potential of model-based overlapping clustering was revealed in [2] , which presents the first generalization of traditional mixture models capable of working with any regular exponential family distribution, while [44] brings for the first time a model-based overlapping approach to co-clustering problems. In [15] , multiplicative mixture models are inspired by the product-of-experts model so that they assume that each data object is generated from a product of a subset of the component distributions. Closely related to multiplicative mixture models is the non-parametric Bayesian model proposed in [21] , which introduces a notion of unbounded number of clusters based on a Beta-binomial model underlying the so-called Indian Buffet Process. A Bayesian overlapping subspace clustering model is developed in [16] to address the problem of finding dense subblocks, which may potentially overlap, in (sparse) data matrices. The model assumes that the number of subblocks is "a priori" specified and uses Beta-Bernoulli distributions in the generative process. Gibbs sampling is applied to approximate the expectation in the proposed EM-like algorithm for inference and parameter estimation. All such methods are useful and applicable to text data, although they are not developed to explicitly handle multiple latent word-topics, as it is the case of language model-based generative processes. In this respect, advances in statistical topic modeling that also take into account subspace/co-clustering approaches have been increasingly developed to enhance LDA, such as hierarchical Bayesian models [3, 43] .
Besides the above classes of methods, a number of specialized approaches have been developed for producing overlapping clustering solutions for document data sets. Preferential domains of development fall into the Web, in which sufficiently long text data hosted by Web sites tend to cover more topics. Moreover, in order to organize the results returned by search engines [8, 31, 39, 40, 50, 51] , a few approaches handle overlapping clusters to a certain extent. An exemplary method is the suffix tree clustering (STC) algorithm [50] . STC treats a search result snippet as a string of words, builds a suffix tree over the collection of snippets to contain all string suffixes, and exploits a suffix tree to create a cluster graph. In this graph, each node corresponds to a group of snippets sharing a phrase, and the final clustering solution is obtained by finding the connected components in the graph. However, in general, it is arguable if producing meaningful overlapping clustering solutions is feasible when dealing with short texts like search result snippets, questions, forum, or blog data (e.g., tweets), due to their tight size limits, lack of content when analyzed individually, and in most cases, informality of language.
Despite their differences, the aforementioned clustering methods consider every document being clustered as a whole text unit. By contrast, our segment-based approach (whose key ideas were originally presented in [46] ) solves the problem of multi-topic document clustering by first breaking each document into its constituent topically coherent segments, then organizing these segments into groups according to their content, and finally inducing an overlapping document clustering solution by clustering these segment-sets.
Definitions and notations
Given a collection D of documents, a document d ∈ D is seen as being comprised of contiguous, non-overlapping chunks of text, called segments, which in turn are composed of sentences and terms. A set of segments, S, is called a segment-set. We denote with S d the set of segment-sets from a document d and with S = d∈D S d the set of segment-sets from all the documents in D.
A segment-set S is said to be contiguous if there exists a permutation of the segments in S such that segments in such a permutation are ordered according to the document parsing order and there are not "gaps" between them; otherwise, S is called non-contiguous. A pair of segment-sets S 1 and S 2 from the same document are called disjoint if they do not contain any segments in common; otherwise, they are called overlapping. Let s 1 , s 2 , . . . , s l be the l segments that compose a document: for example, a contiguous segment-set is {s 1 , s 2 , s 3 }, and a non-contiguous one is {s 2 , s 6 }; segment-sets {s 1 , s 2 , s 3 } and {s 2 , s 6 } are overlapping, whereas segment-sets {s 1 , s 2 , s 3 } and {s 5 , s 6 } are disjoint.
For clustering purposes, we represent each text object to be clustered using the vectorspace model [42] that is as a vector in the term-space. Unless otherwise specified, term relevance is weighted by using the conventional tf-idf function: Given a text collection X , the weight of a term w with respect to any text object x ∈ X is computed as tf-idf(w, x) = tf (w, x) × log(N /N (w)), where tf (w, x) denotes the number of occurrences of w in x, N is the number of texts in X , and N (w) is the portion of N that contains w. To account for texts of different lengths, the length of each vector is normalized so that it is of unit length (i.e., ||x|| = 1). Moreover, to compute the similarity between two text vectors x 1 and x 2 , we resort to the well-known cosine similarity, which is defined as cos(x 1 , x 2 ) = x 1 ·x 2 /(||x 1 ||×||x 2 ||); this formula can be simplified to cos(x 1 , x 2 ) = x 1 · x 2 , as the text vectors are of unit length.
Finally, we will use h to denote the number of distinct classes, or topics, that exist in a set of documents D, and h d to denote the number of distinct classes that a particular document d belongs to. Table 1 reports on main notations used throughout this paper.
Segment-based document clustering
The various steps involved in our segment-based document clustering framework are illustrated in Fig. 1 . In the first step, each document is decomposed into a set of disjoint text fragments (segments) that correspond to contiguous blocks of the initial document. These segments are designed to be topically cohesive and to cover the entire document. In the second step, segments that are related to the same topic are grouped together by clustering the various segments of each document. The resulting segment clusters, referred to as segment-sets, are designed to combine the various sections that are about the same topic but are located at different parts of the original document. The clustering of each document's segments can be performed using either a disjoint or an overlapping clustering method, with the later allowing for the assignment of a segment to multiple topically related segmentsets. Note that this segment-set identification is performed independently for each document, which is both computationally efficient and also allows the use of various sophisticated but less scalable clustering methods. In the third step, each segment-set is treated as a single mini-document and a document clustering algorithm is used to cluster them. The resulting clusters of segment-sets are designed to identify the various topics that exist in the entire document collection, and due to the earlier steps, it assumes that each segment-set can only be assigned to a single topic. Finally, the fourth step is designed to use the various topics identified by clustering the segment-sets in order to derive an overlapping clustering solution of the original documents. This is done by inducing a clustering for each document based on the clustering of its constituent segment-sets. The pseudo-code of the overall method is shown in Fig. 2 . The extent to which such a framework will actually lead to good solutions depends on how each of the framework's four steps are performed. The rest of this section describes how these steps were performed in this study.
Identifying segments within a document
In order to identify the thematically coherent contiguous regions of text in a document, we adopt the TextTiling [19, 20] segmentation algorithm. This algorithm has been successfully used for several application domains (e.g., science magazine articles, topic detection, and tracking data) and different tasks including document similarity search and summarization (e.g., [20, 38, 49] ). TextTiling is able to subdivide a text into multi-paragraph, contiguous, and disjoint blocks that represent passages, or subtopics, thus reflecting the text's underlying topic structure. More precisely, TextTiling detects subtopic boundaries by analyzing patterns of lexical co-occurrence and distribution in the text. Terms that discuss a subtopic tend to co-occur locally, and a switch to a new subtopic is detected by the ending of co-occurrence of a given set of terms and the beginning of the co-occurrence of another set of terms. All pairs of adjacent blocks of text are compared using the cosine similarity measure, and the resulting sequence of similarity values is examined in order to detect the boundaries between coherent segments. Figure 3 shows an example of application of TextTiling for segmenting a Reuters news about wars and international relations, whose main topic is "summit on African conflicts 
... hosted by South Africa." The result consists of four paragraphs, which respectively discuss the following: mission of a Mandela's tour (texttile #1), political situations regarding particular countries (texttiles #2 and #3), and the Mandela's chairmanship of SADC (texttile #4).
TextTiling requires the setting of interrelated parameters, such as the size of the text block to be compared and the number of words in a token sequence, which determine the textwindow size. For example, using a smaller window size yields a higher number of segments. Although a setting of such parameters is suggested in [38] , we experimentally performed parameter tuning because of the variety of the evaluation collections (cf. Sect. 6.1).
Clustering document segments
To cluster the segments extracted from each document, we consider algorithms that produce both disjoint and overlapping clustering solutions. We consider overlapping clustering solutions for two reasons. First, some of the document's segments may provide background information that is equally applicable to multiple topics. For example, in a structural bioinformatics review article, a paragraph discussing the chemical properties of amino acids can be equally applicable to the topics of protein structure prediction and protein-ligand docking that are discussed in that article. Second, by allowing for overlapping solutions, we can circumvent the problem of identifying the "correct" number of clusters in which to group the segments and instead compute a solution with a relatively large number of clusters (i.e., overcluster the segments). Due to the overlapping nature of this solution, each resulting cluster will contain a large number of segments from the original document and thus has sufficient information to define a topic. As a result, an overlapping clustering solution at the segment level in conjunction with over-clustering can improve the robustness of the overall approach.
Since the focus of this paper is on developing a segment-based framework for clustering multi-topic documents, we employ existing algorithms for clustering the segments within each document. Specifically, for disjoint clustering solutions, we use Spherical k-Means (Sk-Means) [12, 30, 52] , whereas for overlapping clustering solutions, we use fuzzy Spherical k-Means (FSk-Means) [53] and latent Dirichlet allocation (LDA) [6] (Sect. 2). These algorithms were selected because they are widely known to produce high-quality clustering solutions for document data sets.
Clustering segment-sets
Once the within-document clustering has been performed on all the documents in the collection, the resulting set S of segment-sets becomes the input to the subsequent phase, which is designed to identify the document topics in the collection by clustering these segment-sets. We perform this clustering step by using an algorithm that produces a disjoint clustering of the segment-sets. The use of disjoint clustering is motivated by the fact that due to the method used in deriving the segment-sets, each of them will describe a single topic from the original document and, as such, there is no need for an overlapping clustering solution.
The actual partitioning of the set of segment-sets was performed using a bisecting version of the Spherical k-Means [45, 52] . This algorithm derives the desired k-way clustering solution by performing a sequence of k − 1 two-way partitionings (bisections) of successively smaller collections of segment-sets. The bisecting version of Spherical k-Means tends to produce better results than the standard Spherical k-Means when the number of clusters and the document collection are large. Moreover, since it only needs to compute two-way partitionings on successively smaller collections, its computational complexity is lower than that of the standard Spherical k-Means, which is important as the number of segment-sets can easily be an order of magnitude greater than the size of the initial document collection.
Modeling segment-sets Using segment-sets as constituents of documents makes the term relevance weighting a non-trivial issue. Intuitively, the conventional tf-idf function can be adapted to be segment-set-oriented, segment-oriented, or document-oriented. To maintain an analogy with tf-idf, the modified term weighting functions should be defined in such a way each of them increases with the term frequency within the local text unit (segment) and with the term rarity across the whole collection of text objects (i.e., segments, segment-sets, or documents).
Let w be an index term and S ∈ S be a segment-set. We denote with tf (w, S) the number of occurrences of w over all the segments in S. The segment-set-oriented relevance weight of w with respect to S is computed by the Segment-set Term Frequency-Inverse Segment-set frequency function as:
where N S is the number of segment-sets in S, and N S (w) is the portion of S that contains w. At a higher level (i.e., at document level), the relevance weight of w with respect to S is computed by the Segment-set Term Frequency-Inverse Document Frequency function as:
where N D is the number of documents in D, and N D (w)is the portion of D that contains w. Moreover, at a lower level (i.e., at segment level), the relevance weight of w with respect to S is computed by the Segment-set Term Frequency-Inverse Segment Frequency function as:
where N S is the number of segments in S, n S is the number of segments in S, and N S (w) and n S (w) are the portions of S and S, respectively, that contain w. In the above formula, an exponential factor is used to emphasize the segment frequency of the terms within the local segment-set. The rationale here is that terms occurring in many segments of a segment-set should be recognized as (discriminatory) characteristics of that segment-set; thus, they should be weighted more than terms with low segment frequency.
Inducing a clustering of the documents
The final step in our framework is to use the disjoint clustering solution C S of the segment-sets in order to derive an overlapping solution C of the initial document collection that correctly reflects the multiple topics that may exist in the collection's documents. Each cluster of segment-sets is considered to be a single topic, and each document is assigned to all the topics that contain at least one of its segment-sets. That is, if the segment-sets of document d belong to m clusters in C S (i.e., m segment-sets S), then d will be assigned to m document clusters in C. The consequence of this assignment is that the number of document clusters will be equal to the number of segment-set clusters computed in the previous step. Note that depending on the underlying application, alternate ways can be used to induce a document clustering from the segment-set clustering by taking into account the number of segment-sets of each document that belong to each cluster and/or the fraction of the original document's length that each segment-set accounts.
Computational complexity aspects
In this section, we analyze the complexity of the proposed framework, by focusing on each one of its four major steps. In the course of this analysis, we will use N D to denote the number of documents in the collection, l d to denote the average number of words in a document, k d to denote the average number of segment-sets in each document, and m d to denote the average number of segment-sets that a segment belongs to. Note that m d = 1 when the segments are clustered using a disjoint clustering approach, and m d > 1 when an overlapping approach is used.
The complexity of identifying the initial segments
, where f (·) is a function that depends on TextTiling's parameters. Assuming that these parameters are set to reasonable values, its complexity is approximately linear [19] . For each document, because the segments identified by the document segmentation are disjoint, the complexity of clustering its segments is O(l d k d ). Note that this expression assumes that the number of outer iterations performed by the clustering algorithm is small and independent of the number of segments. This is a reasonable assumption, as from our experience, these clustering algorithms typically converge after a small number of iterations. Thus, the overall complexity
Step 3 in the framework consists of two major components. The first is to derive the vector-space representation of the segment-sets that takes into account the particular document model (Sect. 4.3) and the second is to compute the k-way clustering of these segment-sets. By utilizing sparse data structures, the complexity of creating the vector-space representation is O (N D l d m d ) . Note that this expression accounts for the fact that when an overlapping clustering of the segments is computed (i.e., m d > 1), each segment (and hence its terms) contributes to multiple segment-set vectors. The k-way clustering of the N D k d segment-sets is obtained using CLUTO's recursive bisectioning-based Spherical k-Means algorithm. Since the average length of each segment-set is l d m d /k d words, the complexity of this step is
where the log(k) term assumes that each bisection results in a fractional split of the data set, which is almost always the case. Finally, Step 4 is a mapping of the partition C S of the collection of segment-sets to a clustering of documents C, and its complexity
Focusing only on the higher order complexity terms, then the overall complexity of computing a k-way clustering using the proposed framework is
which is linear with the number of documents that need to be clustered. Note that the k d term in the above expression can potentially be reduced to log(k d ) by using a recursive bisectioning approach, which for Spherical k-Means leads to high-quality clustering solutions [45] .
Experimental methodology
We experimentally evaluated our segment-based document clustering framework on different data sets, by varying text representation models and clustering strategies. The ultimate goal was to identify what advantages come from addressing the clustering problem for multi-topic documents by modeling them based on their constituent segments. The rest of this section describes the data sets used in our experimental evaluation, provides implementation details for the algorithms used to perform the steps in our framework, and explains the methodology and criteria adopted in the experimental evaluation.
Data sets
We built up four collections of documents that belong to different application domains. For each collection, we set two main constraints for the selection of documents and relating topiclabels: (i) each document must be associated with at least 3 topics, and (ii) each topic must cover at least about 3 % of the documents. To preprocess the document texts, we discarded strings of digits, retained alphanumerical terms, and performed removal of stop-words and word stemming (based on Porter's algorithm 1 ). Table 2 summarizes the main features of the data sets, whereas Table 3 shows details about the distribution of the documents with respect to the topic-labels. It should be emphasized that documents were selected from each collection in order to possibly ensure high topical heterogeneity, since we are particularly interested in dealing with interdisciplinary documents. A brief description of each data set is given next.
CaseLaw-A collection of case law documents available from an Australian online service. 2 Each document was originally associated with a number of tags corresponding to relevant topic-words present in the text. A selection of twenty distinct topical terms were used as keywords to query this service and retrieving documents based on their tags. Case law documents are very long texts (3,519 words on average), whose content is poorly organized in terms of logical structure.
IEEE-This collection represents the plain-text version of the IEEE XML corpus 2.2, which has been used in the INEX document mining track 2008. 3 IEEE consists of approximately 5,000 full articles (2,335 words on average), which were originally published in 23 different IEEE journals from 2002 to 2004. These article journals correspond to broad thematic categories such as 'computer,' 'internet,' 'hardware.' We reviewed this initial document categorization in order to increase the overlap of topics among the documents, thus achieving about 7 topics per document on average. PubMed-A collection of full free texts of biomedical articles, with an average size of 2,213 words per document, available from the PubMed Web site. 4 Fifteen topics were chosen from the Medline's Medical Subject Headings (MeSH) taxonomy, in such a way that no ancestor-descendant relationship holds for every pair of the selected topics. Articles were retrieved based on their MeSH field values.
Reuters Corpus Volume 1 (RCV1) [34] -The first 100 compressed XML archives were selected from the first cd-rom of the original RCV1 distribution. After filtering out very short news (i.e., XML documents with size less than 6 KB) and highly structured news (e.g., lists of stock prices), the remaining 23,000 XML documents were subject to the above constraints and labeled with the associated values of the TOPICS field. Also, since Reuters news are usually plain texts made of few sentences (310 words on average), we required a paragraph to be comprised of at least two consecutive lines and a document to have a number of paragraphs at least double the number of associated topics. Note that unlike in the other document collections, the topics in RCV1 are quite related to each other, to the point that hierarchical relationships inherently hold for most of the Reuters topics.
Clustering algorithms
The Sk-Means, FSk-Means, and LDA algorithms that are used to cluster the segments in each document were implemented locally. These algorithms terminate when the clusters are stable or a maximum number of iterations is reached; in all of our experiments, the maximum number of iterations was set to 100. Our implementation of the FSk-Means algorithm incorporates a final step that removes extremely low membership values. Specifically, for each object x i and for each cluster C j , the x i 's membership to C j (μ i j ) is set to zero if it holds that μ i j < μ and μ i j < |μ − σ |, where μ and σ are the mean and the standard deviation, respectively, over all the membership values. This post-processing step was designed to eliminate the cases in which objects are assigned to a very large number of clusters with very low membership values.
Clustering of the segment-sets was performed by using the bisecting Sk-Means algorithm available in the CLUTO clustering toolkit [27] . To facilitate the different methods for modeling the segment-sets (Sect. 4.3), the weights associated with the different terms were determined prior to inputting them to CLUTO for clustering.
The performance of the methods developed in this paper was compared against local implementations of the document clustering algorithms based on Sk-Means, FSk-Means, LDA, and PLSA (Sect. 2).
Evaluation methodology and assessment criteria
Information about the classes that each document belongs to was used to determine the number of segment clusters (i.e., segment-sets) within each document. For each of the evaluation data sets and choices for the various parameters associated with segment clustering, we computed two types of solutions that differ on the number of clusters: one has as many clusters as the number of classes that the document belongs to, whereas the second has the square of that number of clusters. These two solutions will be referred to as the h d -way and the h 2 d -way clusterings. The h 2 d -way clustering solution enables us to evaluate how well the different clustering algorithms group together document segments that are part of the same class, without imposing the constraint of also finding the right number of classes (which is the case when the number of segment clusters is equal to the number of document classes). We will use the term segment-level over-clustering to refer to the document clustering solution obtained by clustering the segments of each document d into h 2 d groups. We assessed the quality of the clustering solutions by comparing how well they match against the known classification of the documents. For this purpose, we resort to the most commonly used external criterion in information retrieval, known as F-measure, which is based on the concepts of precision and recall. Given a collection D of documents, let C * = {C * 1 , . . . , C * h } be a reference classification of the documents in D, and C = {C 1 , . . . , C k } be a clustering over D. For each pair (C j , C * i ), local precision of C j with respect to C * i (P i j ) is the proportion of the documents in C j that has been correctly classified, that is, P i j = |C j ∩ C * i |/|C j |, whereas local recall of C j with respect to C * i (R i j ) is the proportion of the documents in C * i that has been correctly classified, that is, R i j = |C j ∩ C * i |/|C * i |. In order to score the quality of C with respect to C * by means of a single value, we computed its macro-averaged and micro-averaged F-measures. Specifically, the macro-averaged F-measure (F M ) is computed as F M = 2P R/(P + R), with
where for i = 1 . . . h, P i = P i j and R i = R i j such that j = argmax j=1...k {P i j , R i j }. The micro-averaged F-measure (F μ ) is defined as [33, 45] 
where
We hereinafter refer to F M and F μ as macro F-measure and micro F-measure, respectively. Note that, since the micro F-measure is more often used in evaluating the quality of clustering solutions, we will primarily focus on that measure during the discussion of the experimental results in Sect. 6. Since all of the above clustering algorithms rely on a random initialization, each clustering solution was computed 50 times, and the results reported correspond to the averages over these multiple runs.
Model selection for overlapping clustering algorithms
The FSk-Means, LDA, and PLSA algorithms require the specification of a parameter that controls the degree of overlap in the computed clustering solution (i.e., fuzzyfier in the case of FSk-Means, or probability threshold in the case of LDA and PLSA). The performance of these methods is sensitive to the value of this parameter and its optimal selection may require extensive experimentation. In our experiments, we evaluated the performance of these methods by using a leave-onedata-set-out approach to select a specific value for the parameter based on its performance in the other data sets. This latter evaluation allows us to measure how well an overlapping clustering method will perform on a data set based on the knowledge gained from other data sets and represents the performance that will be obtained on a data set for which no reference classification is available for an extensive parameter tuning.
The parameter selection for the leave-one-data set-out evaluation was performed as follows. For each data set, the performance of the overlapping clustering algorithm on the remaining data sets was assessed for different values of the parameter that controls the degree of overlap-from 1.5 to 10 as for the fuzzyfier values, and from 5.00E−07 to 0.25 as for the probability threshold values. Since different data sets may have different range of F-measure values, the F-measure for each data set was normalized by the maximum F-measure obtained for that data set. The value of the parameter that achieved the maximum average micro F-measure over these data sets was then used to obtain an overlapping clustering solution for the left-out data set. Note that as discussed earlier, each individual data set clustering was computed 50 times, and the final F-measure corresponds to the average F-measure of these runs.
Results
We evaluated the various algorithmic choices involved in the segment-based document clustering and performed a quantitative as well as a qualitative comparison of the effectiveness results produced by our segment-based schemes and those produced by traditional document clustering schemes. This section concludes with a discussion on the efficiency and scalability of the proposed segment-based approach.
Segment extraction
The TextTiling algorithm used for segment detection requires the setting of some interdependent parameters, the most important of which are the size of the text unit to be compared and the number of words in a token sequence (i.e., the number of words to skip before computing the similarity values). There is no ideal setting of such parameters as they are data-dependent, although suggested values are 6 ÷ 10 for the text unit size and 20 for the token-sequence size [19] . We tried different combinations of the parameters by setting the token-sequence size around ±10 of the default 20 and by varying the text unit size from 3 to 15, yielding text windows with size from 80 to 140. Table 4 reports on statistics about the number of document segments obtained by TextTiling on each data set. More precisely, the first group of statistics shows how the average number of Table 4 refers to values corresponding to the best setting, that is, the TextTiling setting that will lead to the best clustering quality, computed as the highest micro F-measure averaged over the clustering algorithms, clustering parameter settings, and segment-set representation models. For each data set, we randomly chose 30 % of the documents as a test set, while the remaining 70 % was used as a training set for parameter tuning. In relation to the best setting of TextTiling on the various data sets, we found the token-sequence size equal to 10 in all data sets and the text unit size equal to 10 in RCV1 and 12 in CaseLaw, IEEE, and PubMed. Moreover, the last column in the table reports the percentage of documents for which the number of identified segments is greater than or equal to the number of topic-labels of each document (cf. Table 2 ): For the majority of the documents, TextTiling is able to identify a sufficiently large number of segments that may correspond to the documents' different topics.
We also conducted a sensitivity study on TextTiling's two parameters. Table 5 summarizes the TextTiling performance variations over all different combinations of the parameters. These results were obtained using disjoint clustering (Sk-Means) and correspond to the standard deviations computed over the average F-measure scores for each data set, with and without segment-level over-clustering. Variation of both macro-and micro F-measure is always below 1 % when no over-clustering is performed. Segment-level over-clustering may lead to some fluctuations in the F-scores over all settings of TextTiling. Looking at the total (i.e., regardless of the presence of over-clustering), the performance variation is fairly marginal (ranging from 0.5 to 1.1 %) especially for data sets containing long texts. Bold values refer to the highest micro F-measure scores per data set. Results correspond to the h-way document clustering solution of the respective data set
Segment-level over-clustering
A key element of the proposed segment-based document clustering framework is the approach used to cluster the segments within each document. This segment-level clustering is influenced by two parameters, which are the algorithm used to obtain the clustering solution and the number of segment clusters that are computed. Table 6 shows the quality of the final document clustering solution that was obtained by the proposed segment-based document clustering framework when the segment-level clustering was computed using the Sk-Means, FSk-Means, or the LDA algorithm. For each segment-level clustering algorithm, two sets of results are presented that correspond to the cases in which the number of segment clusters for each document was h d and h 2 d , respectively (recall that h d is the number of topics that each document belongs to).
These results show that on all four data sets, the overlapping clustering algorithms (SBFSk-Means and SB-LDA) outperform the non-overlapping algorithm (SB-Sk-Means), with SB-LDA achieving nearly consistently the best results across the different data sets-up to 14.9 % F μ and 18.6 % F M against SB-Sk-Means, with an average improvement of 5.9 % F μ and 7.3 % F M . The performance advantage of overlapping over disjoint clustering algorithms is not surprising because, as discussed in Sect. 4.2, some segments may be equally applicable to multiple topics (e.g., segments discussing background material), and consequently, they can belong to multiple clusters.
Also, these results show that the overall quality of the clustering solution improves as the number of segment clusters increases. For all data sets and segment-level clustering algorithms, the quality of the results obtained when the segments were clustered in h 2 d clusters is higher than their corresponding h d -way clustering solution. Moreover, with the exception of the RCV1 data set, the relative performance gains are considerable, ranging from 15 to 41 %. However, one question that arises from the improved performance when the number of segment-level clusters increases is whether this step (i.e., clustering the segments) is actually To answer the above question, we performed a series of experiments in which we varied the number of segments that can belong to each segment-set and measured the performance of the overall clustering solution produced by the segment-based clustering algorithm. Specifically, for each data set, we computed different segment-level clustering solutions by setting the number of segment clusters for each document d ∈ D to N
1− p d
, where N d is the number of segments in d and p takes values from the set {0.0, 0.1, . . . , 0.9, 1.0}. Note that in the approach, p = 0.0 corresponds to the case in which each segment belongs to a cluster by itself, whereas p = 1.0 corresponds to the case in which all segments are assigned to a single cluster, which is equivalent to the traditional document clustering. Figure 4 shows how the micro F-measure of the overall clustering solution varies as p increases from 0.0 to 1.0. These results were obtained by using the LDA algorithm to perform the segment-level clustering. It can be noted that the best performance is achieved at low values of p ( p = 0.1 for IEEE and RCV1; p = 0.2 for CaseLaw and PubMed); a similar behavior was also observed in the case of SB-FSk-Means. This supports our initial intuition that having segment-sets that contain more than one segment is beneficial for improving the performance of document clustering. However, the good performance achieved by the segment-based method for p = 0.0 when compared to the performance of the traditional document clustering approaches ( p = 1.0) indicates that better clustering solutions can be obtained by focusing on the document's segments even when these segments are not grouped into segment-sets. Bold values refer to the highest micro F-measure score for each combination of data set and segment-level clustering algorithm. Results correspond to the h-way document clustering solutions in which an h 2 d -way segment-level clustering was used 6.3 Segment-set representation models Table 7 shows how the different segment-set representation models (discussed in Sect. 4.3) impact on the quality of the clustering solution for the different data sets and segmentlevel clustering algorithms. The best results are obtained by stf-issf and stf-isf, which both dominate stf-idf up to 8 ÷ 9 % F μ (PubMed), with an average difference between stf-idf and the relative best-performing model of 3.73 %. Moreover, the relative difference between stf-issf and stf-isf is small and no scheme consistently outperforms the other: The performance difference between the two models is just 1.2 % F μ and 1.2 % F M on average and even lower (0.7 % F μ and 0.8 % F M ) by considering only the best-performing method, SB-LDA. These results suggest that in the context of segment-set clustering, it is better to utilize a representation model in which the importance of a term is determined as a function of the segment-sets or segments that it belongs to and not as a function of the number of the original documents that it is part of.
We also observed (results not shown) that the size of the token sequence chosen for the TextTiling-based segment identification may have a certain impact on the performance of the segment-set representation models. In general, the gap between stf-idf and the other models tends to decrease as the token sequences are designed to contain more words, which leads to detect less segments. Table 8 compares the performance achieved by the segment-based approaches developed in this paper with approaches that perform the clustering directly by treating each document as a single object. Specifically, we used Sk-Means, FSk-Means, LDA, and PLSA to obtain an h-way clustering solution for each of the data sets. With the exception of Sk-Means, the other three methods produce overlapping clustering solutions and are well suited for clustering Bold values refer to the highest F-measure scores per data set and number of clusters. Results correspond to h-way document clustering solutions multi-topic documents. The results for the segment-based methods were obtained by clustering the segments in each document in h 2 d segment-sets and clustering the segment-sets using the best segment-set modeling scheme relating to each data set.
Comparison with methods for document clustering
A number of observations can be made by analyzing the results in this table. First, the Sk-Means document clustering method achieves the worst performance. This is primarily due to the non-overlapping nature of the clustering solution that it produces, which is not suited for effectively clustering multi-topic document collections. This can also be seen by noticing that Sk-Means's solutions achieve the best performance in terms of precision, but the worst performance in terms of recall. The low recall scores are directly related to the fact that documents belong to multiple topics. Second, SB-FSk-Means and SB-LDA outperform the traditional document-based clustering methods in all data sets (with the exception of the F μ score for IEEE). The best-performing segment-based clustering method, SB-LDA, outperforms the best-performing document-based clustering method (LDA or PLSA), especially in terms of macro F-measure (average improvement of 7.3 %). Third, in terms of precision, the segment-based approaches perform considerably better than the documentbased methods (average improvements are over 55 %). This shows that the segment-based approach is capable of selectively assigning the documents to the appropriate clusters better than the traditional document-based clustering. On the other hand, the low precision but high recall values achieved by the traditional document-based overlapping clustering algorithms indicate that they are less selective and assign the documents to a large number of clusters. Finally, the good performance achieved by the SB-Sk-Means, when compared to that achieved by both disjoint and overlapping document-based clustering algorithms, provides strong evidence that the segment-based modeling of the documents is a good approach for handling multi-topic documents. In order to validate the statistical significance of the better performance of segmentbased methods with respect to document-based methods, we carried out an unpaired T test, under the null hypothesis of no difference in the means between any two groups of performance scores of the competing methods. We chose not to assume homogeneity of variances, since our implementations of document-based clustering methods generally obtained relatively higher standard deviations than segment-based methods; for example, σ ≈ 4.0E−3 in SB-Sk-Means and σ ≈ 1.0E−2 in Sk-Means. We recall, however, that an unequal variance test is fair and generally tougher than an equal variance test (i.e., the p-value with unequal variance test becomes higher than the one with the assumption of equality of variances). Table 9 reports the p values for the T test, where for each data set and both F-measure scores, we compare the 50-run pools of the baseline segment-and document-based methods (i.e., SB-Sk-Means and Sk-Means) in the third column, and the 50-run pools of the respective best-performing methods for the two approaches (cf. Table 8) in the fourth column. Looking at the results in the table, there is a strong evidence that the null hypothesis is rejected, at α = 0.01 significance level, in all the cases. The p values are in fact extremely low, not only in the comparison of SB-Sk-Means with Sk-Means but also in the comparison of best-performing methods. This corresponds to T-statistic values higher than 25 for the third column, and 5.3 up to 28.7 for the fourth column of the table; note that the T value critical for α = 0.01 (2-tail) with 98 degrees of freedom is equal to 2.627. The superiority of segmentbased methods over document-based methods, in terms of both micro-and macro F-measure, is hence statistically significant. Bold values refer to the highest F-measure scores per data set. Results correspond to h-way document clustering solutions
Evaluation in mixed-mode scenarios
The experiments presented so far corresponded to collections in which each document belonged to multiple topics. However, in most real-world settings, the collections will be comprised of both multi-and single-topic documents. To evaluate the performance of the segment-based document clustering methods under such mixed-mode scenarios, we constructed two data sets, referred to as RCV1_1T10 and RCV1_1T20, by adding single-topic documents into the RCV1 data set. RCV1_1T10 contains 659 single-topic documents (10 % of RCV1's size), and RCV1_1T20 contains 1318 single-topic documents (20 % of RCV1's size). These single-topic documents belong to one of the original topics of the RCV1 data set (cf. Table 3 ). Table 10 summarizes the clustering results obtained by the various methods on the two mixed-mode RCV1 collections; the table also reports the summary of clustering results on RCV1 from Table 8 . As far as the setting of the various methods, we adopted the same methodology as that leading to the results reported in Table 8 .
A first remark is that, as the percentage of single-topic documents increases, the baseline method Sk-Means tends to improve its recall, which leads to better macro-and micro F-measure scores with respect to a non-mixed-mode scenario. Overlapping document clustering methods achieve consistently lower precision and hence lower overall F-measure scores. The performance of segment-based methods decreases as well, which again is due to a generally decreasing trend of precision in the final document clustering solution. However, it is interesting to note that SB-Sk-Means, which overall produces mixed-mode clustering solutions with higher recall and lower precision, tends to reduce the gap from the other segment-based methods, achieving slightly lower micro F-measure and even better macro F-measure on RCV1_1T20.
Comparing to document-based clustering methods, the segment-based methods retain their superiority in mixed-mode scenarios as well, not only always outperforming their document clustering counterparts but also achieving the best F-measure scores per data set (up to +5.5 %, if compared to the best document clustering method per data set). In addition, it should be noted that SB-Sk-Means is good enough to achieve better results than all document clustering methods as the number of single-topic documents gets higher. All such remarks suggest that in the final segment-based overlapping document clustering solutions, the single-topic documents are less likely to be assigned to multiple clusters, hence making the segment-based approach better suited to handle single-topic documents in mixed-mode scenarios.
Scalability and efficiency study
In order to evaluate the scalability of the proposed segment-based document clustering approach, we performed a series of experiments in which we varied the size of the collection and measured the amount of time required by the various steps of the clustering algorithm. The collection that we used in these experiments was obtained by combining the documents of the four data sets in our experimental testbed into a single collection consisting of 17,516 documents. This collection was then used to derive five data sets of different sizes using a random sampling with replacement approach. These data sets contained 4,400, 8,800, 17,600, 35,200, and 70,400 documents, respectively. Note that each successive data set is twice as large as the previous one. Each of these data sets was then processed using TextTiling in order to identify its segments. For each document, we used the segmentation settings that correspond to the best settings for each source collection (as was determined in Sect. 6.1). This segmentation process resulted in producing approximately 29 segments per document on the average. Thus, the number of segments in the five data sets ranged from 127K to 2,032K segments. We performed all of these experiments on a Mac OS X platform with a 3.06 GHz CPU and 8 GB of memory. All algorithms were developed using Java 1.6, except CLUTO's bisecting Spherical k-Means that was implemented using ANSI C [27] . Note that besides CLUTO, which is highly optimized, the rest of the algorithms are not. This affects the actual times required by the different steps but does not affect their scaling characteristics.
Recall from the complexity analysis presented in Sect. 4.5, the steps associated with within-document segment clustering (Step 2) and across-document segment-set clustering (Step 3) have the higher computational requirements. This is something that we also observed in our experiments. For this reason, we focus our discussion primarily on those two steps. Figure 5 shows the amount of time required for within-document segment clustering for the five different data sets. Three sets of results are shown, one for each of the different clustering algorithms that were considered for this task, namely SB-Sk-Means, SB-FSk-Means, and SB-LDA. These results were obtained by performing an h d -way segment clustering within each document. Also, in order to observe the impact on the runtime and scaling of the overlapping clustering algorithms when there is a significant overlap in the resulting segmentsets, the SB-FSk-Means fuzzyfier and the SB-LDA probability threshold were set to low values (respectively, 1.5 and 5.00E−07, cf. Sect. 5.3). Note that since the size of each successive data set doubles, the y-axis is in log-scale to make the interpretation of the performance easier. These results show that for all three methods, their performance scales linearly with the size of the collection. Of course this is not surprising, as the within-document clustering is performed independently on each document. Also, the results show that the time performance required by SB-LDA is worse than that of the other two methods. However, the difference is not significant so as to limit the applicability of LDA for within-document segment clustering. Figure 6 shows the amount of time required for across-document segment-set clustering for the five different data sets. Four sets of results are shown that correspond to a 25-, 50-, 100-, and 200-way clustering solution. The segment-set representation that was used for these results was the stf-issf weighting scheme; however, no significant difference in the segmentset clustering performance was observed by using either of the other two schemes. For each number of desired clusters, these results show that the performance of the across-document segment-set clustering step scales linearly with the number of documents and logarithmically with the number of clusters, which confirms the analysis presented in Sect. 4.5. Also comparing the actual times in Fig. 6 with those of Fig. 5 , we can see that for a small number of clusters, the within-document segment clustering takes more time than the across-document segment-set clustering. This is due to differences in the programming language and level of optimization of the two codes involved. We believe that a well-optimized C implementation of Step 2 will require less time than Step 3.
Computational requirements of TextTiling
For the identification of segments in each document (Step 1), we observed the time performance of the TextTiling algorithm by varying its two main parameters, namely text-window size and token-sequence size, according to the setup described in Sect. 6.1. As shown in Fig. 7 , regardless of the type of document collection and its main characteristics (e.g., average length of document), runtimes tend to increase by increasing the text-window size, whereas higher token-sequence sizes lead to a decrease in time. Generally, the increase in time due to a larger text-window size is more evident for lower token-sequence sizes: For instance, for a token-sequence size set to 10, the average increase in time (over all values of the text-window size parameter) was 5 % on RCV1 and CaseLaw, 7 % on IEEE, and 8 % on PubMed. Considering both the best configuration and the average over all configurations of TextTiling for the specific data set (cf. Sect. 6.1), the average time per document spent for identifying the segment boundaries was (in milliseconds) as follows: 30.59 (32.22) on CaseLaw, 16.63 (17.76) on IEEE, 16.27 (16.81) on PubMed, and 2.88 (2.53) on RCV1. This also indicates that, in practice, the time performance of TextTiling is not significantly affected by a particular configuration of its two main parameters.
Qualitative evaluation
We performed a qualitative evaluation of document clustering as well as of segment-based document clustering according to the descriptions of the clusters. For each data set, we looked at the clustering solutions having the best F-measure scores, each cluster being represented by a list of the terms with significantly high tf-idf weight in that cluster. We leave over-clustering solutions out of presentation, although they were also taken into account in our qualitative analysis and, in general, they provided relatively similar descriptions to those here presented.
At a first glance, we observed that in both document and segment-based clusterings the cluster descriptions usually contain "macro topic terms" (e.g. 'market,' 'bank,' 'politics,' 'protein,' 'cancer,' 'employ,' 'environment,' 'health') as well as "micro topic terms", that is, terms that are more specific of a given domain (e.g., 'iraq,' 'dollar,' 'republican,' 'israel,' 'hiv,' 'breast,' 'dna'). Also, some specific terms such as proper names (e.g., 'palestin' and 'israel') occur in multiple topics, hence in multiple clusters (e.g., 'war,' 'markets,' 'international relations,' and 'politics').
From a comparative perspective, segment-based document clustering is able to produce clusters whose descriptions (i.e., top ranked terms) are likely to be more useful. Description usefulness was substantially evaluated on the basis of three main aspects:
-Coherence between terms-a cluster description is expected to be cohesive with respect to the underlying topic; in a sense, topical coherence should reflect the homogeneity of the text objects within any given cluster. -Presence of discriminating terms-it concerns the understanding of how many of the descriptive terms are also able to discriminate each cluster from the rest in the clustering. -Richness of the description-it concerns the topic coverage of the descriptive terms in each cluster.
Descriptive coherence of clusters appears to be better satisfied in segment-based clustering than in document clustering. For example, the PubMed cluster #9's description in Table 11 contains terms concerning 'mass spectrometry for proteomics' (e.g., 'peptid,' 'ms,' 'mass') together with other terms concerning 'genomics' (e.g., 'splice,' 'exon,' 'rna'); by contrast, segment-based clustering is able to distinguish such two topics in separate clusters, precisely the PubMed clusters #2 and #13 in Table 12 . Even worse, it seems in some cases that document clustering may detect clusters that do not discuss relevant topics: For example, the IEEE cluster #11 in Table 11 is labeled with terms that do not adhere to any of the main topics of IEEE, whereas this does not occur in segment-based clusters as it can be noted in the IEEE column of Table 12 .
Segment-based clustering is more capable than traditional document clustering in capturing discriminative terms for cluster descriptions. Indeed, Table 11 shows that some document-based clusters have overlapping descriptions, and the terms in common are quite domain-generic: For example, in RCV1, the cluster descriptions #7, #11, and #12 share the terms 'dollar', 'index', 'currenc', and 'stock'; in IEEE, the term 'processor' is contained in the cluster descriptions #4, #8, #12, and the term 'servic' in #7 and #9.
As far as descriptive richness, the descriptions of segment-based clusters tend to reveal "more topics" than in the document-based setting. For example, the CaseLaw cluster #12's description in Table 12 includes terms such as 'depress,' 'mental,' and 'psychiatr,' which indicate the cluster content in a more specific way. In PubMed, the cluster #4's description contains terms concerning 'methodologies and equipments' in the biomedical context. Also, the IEEE cluster #6's description in Table 11 shows more vague terms such as 'matrix,' 'vector,' and 'estim,' in contrast to the corresponding IEEE cluster #7's description in Table 12 , which captures domain-specific terms such as 'protein,' 'molecul,' 'acid,' 'amino,' and 'probe.'
Conclusion
We addressed the problem of clustering multi-topic documents, that is, documents whose content inherently concerns different subject matters. We developed a new, general approach that essentially decomposes the original documents based on text segmentation, identifies cohesive groups of such text segments, and finally derives an assignment of the original documents to multiple clusters from a clustering of the computed sets of segments.
We also devised a segment-level over-clustering strategy, which is orthogonal to disjoint or overlapping clustering. This strategy can improve the robustness of the overall clustering approach, since it allows for relying less on the ability of the clustering algorithms to correctly identify the number of topics present in a document and group together all the relevant segments.
We tested our approach on a number of large data sets and compared it to conventional document clustering by using standard hard/soft partitional clustering algorithms. Some important results we found in the evaluation can be summarized as follows: -The segment-based views over the documents allow for an effective identification of overlapping clustering solutions. Indeed, a simple k-Means, hard clustering of document segments enables the induction of a final organization of the documents that is possibly more accurate than an overlapping clustering of the documents. -The over-clustering strategy turns out to be effective to further improve the final document clustering performance. In particular, the segment-level over-clustering improves the quality of both disjoint and overlapping clustering solutions, while it can be used without requiring any a priori knowledge on the number of clusters. -Segment-based document clustering leads to cluster descriptions that are more "useful" according to a number of aspects, including higher coherence of terms within a description, higher presence of discriminating terms, and wider coverage of topics. -The segment-based document clustering approach scales linearly with the number of documents in the collection.
Our segment-based document clustering framework can also be used to develop better algorithms for problems where handling the manifold topical structure of documents is essential. For example, new methods for multi-class and multi-label text classification and the related tasks of topic detection [18] and novelty detection [28, 47] could explicitly identify and utilize the topically coherent segments of each document. In addition, new topic modeling and segmentation methods that combine document generative models and text segmentation [13, 37] could be developed based on our segment-based modeling approach. Finally, our segment-based modeling approach could be used to facilitate the definition of finer-grained measures of term statistical correlations or conceptual relations in semanticsaware and ontology-based document clustering [9, 14, 25] . 
