The asymptotic distribution of the sup-norm of the heavily weighted empirical process is established in the multidimensional case. This theorem extends in particular the famous result in Jaeschke (1975 Jaeschke ( ,1979 ) to higher dimensions. There is a striking difference between the behaviour for higher dimensions and that for dimension one, especially the limiting distribution is now a simple transformation of a standard exponential random variable.
INTRODUCTION AND MAIN RESULTS
Let Xl," "Xn be independent random vectors, each uniformly distributed on [0, 1] Of course, for II E [0, l), we immediately have from the weak convergence of an,,,, as a process
For d = 1, the weak limiting behaviour of the properly normalized statistic in (1.3) is we11-known. It is the purpose of this paper to extend the one dimensional results to higher dimensions; surprisingly the behaviour turns out to be completely different then. Let us briefly describe the one dimensional results now. This famous result in empirical process theory is established in Jaeschke (1975 Jaeschke ( ,1979 ; closely related results (with F in the denominator in (1.1) replaced by Fn) can be found in Eicker (1979) . Now we consider v E (l,I] . Let N and Iv be two independent homogeneous unit intensity Poisson processes on [0,(0) , then it is shown in Mason (1983) that, as n _ 00,
Without making this more precise, we mention that the behaviour of the left hand side of (1.5) is determined by the extreme tails of the (uniform) distribution, whereas in (1.4) the moderate tails are responsible for the behaviour of its left hand side.
Now we turn to our main result, i.e. the proper extensions of (1.4) and (1.5) to dimen-
Remark 1. It is striking that in the multivariate case the behaviour differs substantially from that in the one dimensional situation. Observe also that in (1.6) the cases v = l and v Eel, 1] are treated' simultaneously', in contrast to the behaviour in dimension one. It will become clear from the proof that the behaviour of the left hand side of (1.6) is determined by the left tail ({ t : F( t) 'small '}) of the distribution, to be more precise, we will show that the 'multivariate minimum' (the Xi with F(Xi) = minl<j<nF(Xj» plays the dominant role.
Remark 2. There is already a related result for d = 2 and v E (l,1) in the literature (Csorgo and Horvath (1990». This result yields
where N is a homogeneous unit intensity Poisson process on [0,(0)2. However, it can be readily verified that the right hand side of (1.7) is equal to infinity with probability one. This 1 means that the normalization (n2"-V) is not appropriate, which is also confirmed by Theorem 
P( sup n:r-vlan(t)I/(F(t)t ~ >.) a $ F(t) $13 131(1-6) d
: This shows that in the' middle' no contribution to the limit is made. Hence it suffices to consider the left ta.il and the right tail separately. However, it can be shown as in Theorem 3.2 in Einmahl (1987) , that' large d-dimensional points' behave (modulo multiplicative constants) as 'small (or large) I-dimensional points '. By using ( 1.4) 
Using x1f;(x) -00 (x -00), the right hand side of (2.3) is for large n bounded from above by
which tends to 0, as n -00. Since e > 0 is arbitrary, it is now sufficient to prove (2.2) with ~ replaced by an. But since on {t
(1-F(t»" s 1 and limn _ co(1 -an)" = 1, it finally remains to show that
and Fact 3 yields (2.6) P( sup nFn(t) = 0) -0 (n -00).
Statements (2.5) and (2.6) play the crucial role in the proof of (2.4). They imply, that, with arbitrarily high probability (n large), there are observations in the region {t
an}, but in that region nF,,(t) is at most one. Set Mn = sUPF(t) ~ a.". nF,,(t). We have by (2.5) and (2.6)
where F(Xh:n = mint < i < n F(Xi)' Then it follows that for n > 3 Also, using (2.7), From (2.7) -(2.9) and it follows tha.t for a proof of (2.4), it rema.ins to show tha.t for x > 0, as n -00, (2.10)
Using, e.g., that -logF(Xd has a gamma distribution with density «d-l)!)-lx d -l e1Il 1(o,oo)(x), a straightforward but tedious ca.lculation shows that the left hand side of (2.10) converges to
Observing that
now comple~es the proof of (2.4) and hence that of Theorem 1. o For the proof of Theorem 2 we will need the following 'local' generalization of the one dimensional probability integral transform, which may be of independent interest. PROPOSITION 1. Under the condition on I in Theorem 2 we have (2.12)
PROOF. The proof is essentially easy, but the details are somewhat technical. Therefore we will only give a sketch of the proof. When F(t) = II1=1 til i.e. the uniform distribution On
[0, 1]d I then(2.12) easily follows, e.g., by using that -logF(XI) has a gamma density (see the end of the proof of Theorem 1). If F(t) = cII1=ltj, c E (0,00), for small F{t), then (2.12) also easily follows by using the fact that it holds for c = 1, which we just observed. .~o
It similarly follows that the' Uminf' is not smaller than 1. o PROOF OF THEOREM 2. The proof follows along the same lines as that of Theorem 1, using obvious modifications of Facts 1 -3 (see section 6.2 in Einmahl (1987) for details). The 6 only problem arises in the very last part of the proof, i.e. proving that the left hand side of (2.10) converges to (2.11). This, however, follows immediately from Proposition 1. 0
