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Abstract
Many service enterprise systems such as the airport departure systems are typical multistage multi-
variable systems with non-linear complex interactions between stages. These systems function over a
wide range of operating conditions and are subject to random disturbances, which further enhance the
non-linear characteristics. Also, there are many uncertain factors which often makes it is dicult to
describe the process dynamics with complete information and accurate physical and empirical mod-
els. Adaptive controllers based on the analytical and/or articial intelligence techniques can provide
improved dynamic performance of the multistage process by allowing the parameters of the controller
to adjust as the operating conditions change, and are known to operate in model free environment.
One such example of an adaptive controller, is the combination of analytical dynamic programming
methods and articial intelligence techniques to achieve superior control of operations and improved
quality of nished products. This new branch of research has become known as Approximate Dynamic
Programming (ADP) methods. This paper rst presents a state-of-the-art review including the advan-
tages and limitations of ADP methods. Next, it develops a novel multiresolution assisted reinforcement
learning controller (MARLC) based on ADP principles, which is used in an agent-based control model
for improving the performance quality of the multistage airport departure planning process. The re-
search is ongoing in collaboration with the Center for Air Transportation Systems Research at George
Mason University.
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11 Introduction
Ecient real-time control of large-scale service, manufacturing, and distribution systems is a challenging
task due to the dimension of the problem and the dynamic uncertainties that aect them. Such large
systems seldom have accurate process models and are typically made up of interacting smaller subsystems.
The conventional linear or xed parameter controllers are good for a localized control of single or simple
process within a given range of inputs, but the same quality of performance under all conditions cannot
be maintained. Some of these smaller subsystems if linear can be controlled optimally. However, real
world applications are far from being linear and are corrupted with multiscale (multiple features in time
and frequency) noise. The control of such non-linear processes corrupted with Gaussian noise (typical
assumption) is achieved either through robust or adaptive control (both feedback and feed-forward).
They have a centralized architecture, which is often hierarchical for large-scale systems. These centralized
control methods have certain limitations which include lack of scalability to an enterprise level due to
the large number of variables at that level. Hence, they are only tested to work for single processes
or simple distribution systems with a few controllable variables under the assumption that the number
of system transition states is nite. In reality, large-scale systems are comprised of a set of interactive
hybrid dynamical systems (HDS), consisting of many discrete and continuous variables, which results in
a large number of system states (state space explosion). Another limitation arises at the time of practical
implementation, when linear assumptions and simplications on the process models are made because
the non-linear complex dynamic models lack the speed of evaluation in real-time. Such simplications
fail to completely capture risks and uncertainties in the system, and the failure to remove multiscale
noise further results in sub-optimal control strategies due to which, the eciency of hierarchical control
is restricted. Yet another limitation of conventional non-intelligent control methods includes the lack of
an autonomous upset recovery or an auto-recongurability feature when the enterprise is subjected to
unexpected disturbances. Additional features of multistage systems such as cascading variations in quality
characteristics between stages, and scalability to larger systems further motivate the need to research for
controllers that can handle such features. The above discussion raises some fundamental questions 1)
is it possible to construct and test a general information-driven intelligent controller, which is scalable
from an individual process to an enterprise, to control large-scale non-linear systems that operate under
uncertainties? 2) can such a control method be adaptive to a hybrid dynamical enterprise system?
3) is it possible to incorporate auto-recongurability features, which are enabled by the conversion of
information into storable useful knowledge, into such enterprise control methods, and 4) what would be
the limitations of the enterprise control system so constructed? Clearly, a better understanding of the
concepts of emergence and self-organization are needed, especially from the perspective of designing such
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analysis of intelligent decision support systems (IDSS), which can help enterprises, cope with problems
of uncertainty and complexity, and increase their eciency.
With the above broader perspective of an enterprise control as the nal goal of this research, this
paper is focused on methods for active control and process adjustment for quality improvement in a
multistage system of an airport service enterprise. The purpose of this paper is to review many new
schemes that have been proposed recently in the eld of adaptive control, motivate the need and present
the implementation steps for using approximate dynamic programming (ADP) methods for adaptive
control, and discuss the viability of ADP for quality improvement in multistage systems. The paper
presents models, solutions techniques, and a real world case study (airport departure planning process)
that emphasize the use of an intelligent decision support system for quality improvement in a multistage
manufacturing environment. We present the use of wavelet-based multiresolution analysis (WMA) in
conjunction with reinforcement learning (RL) to design an intelligent learning-based control approach for
multistage systems with multiscale features. In this research we exploit the excellent feature extraction,
pattern recognition, data compression, and function approximation capabilities of wavelet analysis, and
intertwine them with the RL based controller to obtain a new breed of superior controllers. These
are then implemented in a decentralized heterarchical architecture using multi-agents for modeling a
multistage airport departure planning system that improves its performance quality. In this architecture,
the multistage system is divided into local subsystems, and each agent is associated with a local subsystem
that is controlled by the learning-based controller. The decision making capability of the controller is
developed using a probabilistic Semi-Markov decision process (SMDP) framework with is solved using
ADP techniques. We henceforth refer our learning-based control method as multiresolution assisted
reinforcement learning control (MARLC). It is our strong belief that insights presented in this paper will
serve as foundation to extend the ADP methods for large-scale enterprise control.
The contributions of this paper are three fold. First, our primary contribution is the novel model-
free MARLC methodology, which combines the power of wavelet-based multiresolution analysis and
learning-based ADP. Second contribution includes the application of the MARLC methodology to benet
the design and practical implementation of a new decentralized multi-agent control architecture for a
multistage airport departure planning system, which is also applicable to other engineering problems-
particularly those for which governing equations (predetermined models) are unknown. Final contribution
includes the state-of-the-art review of adaptive control methods and their comparison with adaptive
control using ADP approaches.
The paper is organized as follows. In Section 2 we review the related literature in adaptive control
methods, and provide the motivation for using model-free learning based adaptive control. Section 3
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proximate dynamic programming. In Section 4, implementation of the MARLC for multistage airport
departure planning and control is presented, which is followed by conclusions and further research in
Section 5.
2 Related Literature
A host of enterprise systems ranging from Manufacturing Execution Systems, Intelligent Manufacturing
Systems (IMS), Enterprise Resource Planning (ERP), Advanced Planning Systems (APS) and Customer
Relationship Management (CRM) [1], aim to facilitate integration of the manufacturing chain within
the networked enterprise, in order to control and to manage the customized manufacturing of both
goods and services as desired. Among the above, the IMS has received considerable attention in recent
years [2]-[4]. Particularly, the multi-agent systems and holonic manufacturing systems (HMS) have been
the latest advancement in the IMS area [5], [6] and has shown a promising trend in manufacturing
enterprise control. However, even today IMS is faced with a lack of complete modeling framework for
industry, and the extension of the concepts to service sector such as air transportation has not been
fully researched. This is mainly due to the lack of tools to test and validate the information-interaction-
intelligence complexity that exist in large-scale systems [7], [8]. Consequently, the main paradigm shift
in future manufacturing and service automation and control is to bridge the gap between the traditional
hierarchical approaches-predetermined modeling approach towards more appropriate heterarchical (often
hybrid) approaches-emerging modeling approaches, so that the system can be automatically controlled
according to system theory and information-intelligence structure. This can be achieved eectively only
via a learning-based control system which has the self-organizing capability to perform autonomously.
Our paper aims to assist in bridging the above gap by providing a framework for decentralized model-
free learning-based control structure for large-scale service systems and validating it with a real world
application to predict and control a multistage airport departure planning system. In what follows we
describe the more common model-based control approaches and motivate the need for learning-based
model-free approaches.
2.1 Why Model-Free Control?
Control theory has its roots in many disciplines with multitude applications. Typically, control theory
is classied into optimal, robust, and adaptive control. However, the literature reviewed for this paper
pertains to the model-based and model-free classication of adaptive control theory, and provides a
historical motivation both for pursuing the model-free approach and for the need to use wavelets in
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2.1.1 Model-Based Control
The model-based controllers use two main types of models: dierential-algebraic equations and dierence
equations. The dierential-algebraic equation approach has been used for both linear and linear-quadratic
optimal control [9], [10] and control of non-linear systems [11], [12]. Robust control for non-linear systems
have been addressed by [13], which in turn reduces to nding a solution to the Hamilton-Jacobi-Bellman
(HJB) equation. In recent years, linear and non-linear hybrid dynamical system (HDS) have been the
focus of research [14] -[18]. The most popular form of control using dierence equations is the Run-by-Run
(RbR) controller, in which the control laws are obtained from designed experiments and/or regression
models. Some of the RbR algorithms include exponential weighted moving average control (EWMA) [19],
optimizing adaptive quality control [20], and model predictive R2R control [21]. Comparative studies
between the above types of controllers is available in [22] and [23]. Among the above controllers, the
EWMA controller has been most extensively researched and widely used to perform RbR control [24]
-[35]. Also, model-based simulation techniques have been used for the control of discrete-event dynamic
systems (DEDS) lacking closed form solutions [36] -[40].
Limitations: Some of the primary limitations of above model-based controllers include 1) dependence
on good process models, 2) control actions are based on the parameters of ltering method, which are
often xed, 3) cannot handle large perturbations of the system because the system is not intelligent, 4)
need multiple ltering steps to compensate for drifts and autocorrelation, and 5) impossible to scale up to
higher dimension real-world systems due to the lack of large complex models that can capture the whole
system dynamics. One of the ways to handle some of the above drawbacks is through adaptive control.
Many types of model based adaptive control techniques are available in the literature [41] -[43]. These
are Dual Adaptive control [44] -[46], Model Reference Adaptive Controllers (MRACs), and Model Iden-
tication Adaptive Controllers (MIACs). In these controllers the control law is modied because the
parameters of system being controlled changes over time. Again these controllers are only eective in the
presence of known process models and are subject to linear assumptions. By linearizing control, these
methods have been applied to non-linear systems as well. In the next section we review the relatively
new model-free adaptive control.
2.1.2 Model-Free Control
Learning-based model-free control systems, though has been in existence, its potential has not been fully
explored. The word model-free is often a misnomer since it is understood as a lack of mathematical
construction. Typically, these systems use some form of articial intelligence such as neural networks,
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construction. These intelligent controllers have been tested on robots and hierarchical manufacturing
systems as well. Some of these systems, particularly neural networks and fuzzy-logic rules, though are
claimed to be model-free, do contain certain hidden or implicit models, and make certain strong modeling
assumptions when it comes to proving the stability of the controller. Some examples of these controllers
include [47] -[52]. Hence, data-driven machine-learning-based controllers (such as the newly developed
MARLC) are preferred, and they have been shown to be more eective than neural networks and fuzzy-
logic based controllers. However, their wide spread use in the industry has been limited due to the lack
of comprehensive studies, implementation procedures, and validation tests. The above types of learning-
based control can be further classied based on three major learning paradigms. These are supervised
learning, unsupervised learning and reinforcement learning (a strand of ADP).
Neural network based control schemes use supervised or unsupervisedlearning. In a supervised learning,
the learner is fed with training data of the form (xi;yi) where each input xi is usually an n-dimensional
vector and the output yi is a scalar. It is assumed that the inputs are from a xed probability distribution.
The aim is to estimate a function f in yi = f(xi) so that the yi can be predicted for new values of xi.
For a successful implementation of neural network using supervised learning, the training data samples
must be of good quality without noise. The learning of the weights on the network arcs during training
is usually done using the back-propagation algorithm. In unsupervised learning there is no a priori
output. The network self organizes the inputs and detects their emergent properties. This is useful
in clustering and data compression but not very useful in control where corrective actions based on
outputs are desired. The model-free (information-driven) reinforcement learning-based (RL) control, a
simulation-based optimization technique, is useful when examples of desired behavior is not available
but it is possible to simulate the behavior according to some performance criteria. The main dierence
from supervised learning is that there is no xed distribution from which input x is drawn. The learner
chooses x values by interaction with the environment. The goal in RL is not to predict y but to nd an
x that optimizes an unknown reward function R(x). The learning comes from long term memory. In
what follows we describe the advantages of reinforcement learning-based control.
2.1.3 Why a Reinforcement Learning-Based Model-Free Control?
These RL-based controllers built on strong mathematical foundations of approximate dynamic program-
ming (ADP) are an excellent way to obtain optimal or near-optimal control of many systems. They have
certain unique advantages. One of the advantages is their adaptive nature and exibility in choosing
optimal or near-optimal control action from a large action space. Moreover, unlike traditional process
controllers, they are capable of performing in the absence of process models and are suitable for large-scale
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Machine learning based controllers use stochastic approximation (SA) methods, which have been proved
to be eective for control of non-linear dynamic systems. In this method the controller is constructed
using a function approximator (FA). However, it is not possible for a model-free framework to obtain the
derivatives necessary to implement standard gradient-based search techniques (such as back-propagation)
for estimating the unknown parameters of the FA. Usually such algorithms for control applications rely on
well-known nite-dierence stochastic approximations (FDSA) to the gradient [54]. The FDSA approach,
however, can be very costly in terms of the number of system measurements required, especially in high-
dimensional problems for estimating the parameters of the FA vector. This led to the development of
simultaneous perturbation stochastic approximation (SPSA) algorithms for FA, which are based only
on measurements of the system that operates in closed-loop [55] -[61]. Among the several variants and
applications of SPSA, the implementation of SPSA in simulation-based optimization using RL oers
several advantages in solving many stochastic dynamic sequential decision-making problems of which the
control problem is a subset [62] and [63]. RL (a strand of ADP) is a method for solving Markov decision
processes (MDP), which is rooted in the Bellman [64] equation, and uses the principle of stochastic
approximation (e.g. Robbins-Monro method [65]). Howard [66] rst showed how the optimal policy for a
MDP may be obtained by iteratively solving the linear system of Bellman equations. Textbook treatment
of this topic can be found in [67] and [68]. Convergent average reward RL algorithms can be found in
[69]. The connection between various control theories and ADP is available in [70] and [71]. Some
applications of ADP include electric power market design [72], improved fuel exibility and eciency for
cars and trucks [73], aircraft control [74], semiconductor manufacturing [75], nancial decision making,
and large-scale logistics problem [76].
Limitations: Some of the factors that can limit the ecacy to real-time implementation and wider
reach of the data-driven simulation-based optimization using RL include 1) data uncertainties (multiscale
noise), and 2) `curse of dimensionality' which prevents scalability due to the storage of large volumes of
data. We address these limitations in this research paper.
2.2 Motivation for Wavelets in Control
The wavelet methods, unlike Fourier transform methods, provide excellent time-frequency localized in-
formation, i.e. they analyze time and frequency localized features of the system data simultaneously
with high resolution. They also possess the unique capability of representing long signals in relatively
few wavelet coecients (data compression). A thorough review of control literature reveals that the
potential impact of the use of WMA in control of complex hybrid dynamical enterprise systems remains
largely unexplored. We have performed some basic research on the use of wavelet as a denoising tool in
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in [77] and [78]. The only other work that uses wavelet in process control (again for denoising purpose
only) is available in [79]. Due to the exceptional properties of wavelets, we have used WMA as an integral
part in several areas of the controller design such as denoising of multiscale random noise of the input
data reacting to which reduces controller eciency, extraction of patterns and data features owing to
assignable causes (events, trends, shifts, and spikes) for which the controller must take compensating
actions, value function approximation (through diusion wavelets) that will improve the scalability of the
learning component of the controller algorithm, and perhaps result in a higher convergence rate.
3 The MARLC Methodology
This research is primarily driven by the need for a technological breakthrough in real-time adaptive
control of large-scale service, manufacturing and distribution systems. The research also addresses the
need to nd methods that will signicantly improve the learning process in ADP, and make ADP suitable
for control of large-scale systems. As a step forward in fullling the above needs, we present the design
of MARLC method, which is applied in modeling a multi-agent control framework for improving the
performance quality of multistage processes. The dynamic multi-stage process is assumed to be hybrid
with both discrete and discrete abstractions of continuous process variables.
3.1 WRL-RbR Control
A simpler version of the MARLC method was successfully developed (which we named Wavelet-based Re-
inforcement Learning Run-by-Run Controller, WRL-RbR), and tested it to eciently control a nanoscale
chemical mechanical planarization (CMP) process of silicon wafer polishing. Both model-free and a lin-
earized (for simplicity) model-based version of control were tested on the same process, and compared
to non-wavelet and non-learning based approaches. Results from the model-based WRL-RbR version is
available in [77]. The purpose of the wavelet analysis in WRL-RbR control was only denoising the system
output before it was used for uncertainty prediction and control decision making. This resulted in many
benets which include 1) lower mean square deviation of process outputs, 2) quicker convergence of the
expected value of the process to target, 3) faster learning of control actions by the RL algorithm, and 4)
protection of the controller against sudden spikes in the noisy process output.
Figure 1a shows a schematic of the model-based WRL-RbR controller. The controller consists of
four elements: the wavelet modulator, process model, oset predictor, and recipe generator. The noisy
dynamic process output signal y(t) is rst wavelet decomposed, thresholded and reconstructed to extract
the signicant features of the signal. This step eliminates the multiscale stationary noise for which
8Figure 1: Structure of the (a) model-based and (b) model-free WRL-RbR controller.
the controller need not compensate. The second step involves forecast error a(t) prediction which is
accomplished via the RL based stochastic approximation scheme. The input to this step is E(t) =
f(t)   ^ y(t), where f(t) is the wavelet reconstructed signal and ^ y(t) is the predicted model output for
the run t. For the CMP process, a simplied linear regression model was chosen as the predicted model
(control law). Finally, a control recipe u(t + 1) is generated using the forecast error prediction a(t) and
gain of the controller b, which is then passed on as set-points to the automatic controller, and to the
process model for predicting the next process output at run t + 1.
Figure 1b shows a schematic of the model-free WRL-RbR controller. The dynamic system is considered
as an emergent system, and adaptive control laws are learnt dynamically based on system measurements
only. The input to the RL controller is E(t) = f(t)   T, where f(t) is the wavelet reconstructed signal
and T is the target for the run t. The output of the RL controller is the control recipe u(t+1), which is
then passed on as set-point for the automatic controller. Next, we briey describe the salient features of
the WRL-RbR controller.
3.1.1 Salient Features of WRL-RbR Controller
1. The wavelet decomposition was performed using Daubechies [80] fourth order wavelet, and the
coecients were thresholded using Donoho's universal threshold rule [81]. Reconstruction of the
signal f(t) in the time domain from the thresholded wavelet coecients were achieved through
inverse wavelet transforms.
2. The evolution of error E(t) = f(t)  ^ y(t), (a random variable) during the process runs was modeled
as a Markov chain. The process of making forecast error (a(t)) prediction decision after each process
run was modeled as a Markov decision process (MDP). The MDP model was solved using average
reward RL schemes (R-learning).
3. The learning scheme that we have adopted for the WRL-RbR controller was a two-time scale
9approximation scheme [69].
4. Once learning was completed, the R-values provide the optimal action choice for each state. At
any run t, as the process enters a state, the action corresponding to the lowest non-zero absolute
R-value would indicate the predicted forecast error a(t). This was used in the calculation of the
recipe u(t + 1) using the control law obtained from the process model.
5. For the model-free approach, the RL controller directly learnt the recipe u(t + 1) and no process
model was used to generate the recipe.
Further details of the WRL-RbR controller is available in [77]. The successful implementation of WRL-
RbR served as a motivation for designing the MARLC controller for dynamic enterprise systems, which
is presented next.
3.2 Designing the MARLC Architecture for Dynamic Enterprise Systems
Traditionally, in modeling dynamic systems, the hybrid nature has been modeled as purely discrete or
continuous systems, which is referred in the literature as aggregation or continuation paradigms [82].
In aggregation, the entire system is considered as a nite automaton or discrete-event dynamic system
(DEDS). This is usually accomplished by partitioning the continuous state space and considering only the
aggregated dynamics between the partitions. In the continuation paradigm, the whole system is treated as
a dierential equation. This is accomplished by 1) embedding the discrete actions in non-linear ordinary
dierential equations (ODE's) or 2) treating the discrete actions as disturbances of some (usually linear)
dierential equation. Unied model-based approaches have also been suggested as given in [82]. However,
literature contains little knowledge on model-free approaches to dynamic systems with hybrid variables.
The paper lls this void by designing a model-free MARLC approach for such dynamic systems with both
discrete and discrete abstractions of continuous process variables that works as follows: rst it captures
the features of the process outputs through the WMA analysis. Next, the dynamic system is modeled
as a semi-Markov process. Finally, the decision-making process of the control problem is modeled as
a semi-Markov decision process (SMDP) and is solved using reinforcement learning-based semi-Markov
average reward technique (SMART). The unique feature of the MARLC method is that unlike the usual
discretization of the state and action space, the states and actions are approximated as functions using
diusion wavelets. Figure 2 shows the MARLC controller for the dynamic system. In what follows we
give a description of the elements of model-free MARLC.
3.2.1 WMA for Multiscale Denoising, Feature Extraction, and Pattern Recognition
The goal of this step is to extract true process information for further processing by the controller. In
most real world applications, inherent process variations, instead of being white noise with single scale
10Figure 2: Schematic diagram of the MARLC for Dynamical Systems.
(frequency), are often multiscale with dierent features localized in time and frequency (example, process
industry data on dynamic yield). Thus, the true process outputs ~ y(t) could be masked by the presence
of these multiscale noises. Extracting the true process from a noisy sensor data is critical to take the
most appropriate control action. Also, this step prevents the controller from reacting to chance cause of
variations in the signal. The task of multiscale denoising and feature extraction is accomplished via the
classical WMA method. Other denoising schemes are clearly inecient as they do not match the excellent
localized time-frequency analysis properties of wavelets, and the ability of wavelets to analyze multiple
frequency bands at the same time by altering the time window width. Another advantage of wavelet is
its ability to analyze data that contain jumps and discontinuities (via translations and dilations of the
wavelet), which are characteristics of real-world dynamic systems. Hence, classical WMA is applied on the
outputs for multiscale denoising and feature extraction of the dynamic system, which will be accomplished
as follows: First, a selection of the best basis function is made using diusion wavelet (Section 3.2.3).
This will help to best represent the original signal with minimal loss of signicant features due to wavelet
decomposition. Next, wavelet decomposition, thresholding, and reconstruction is performed using the
best basis functions via fast wavelet transforms (FWT) to denoise and extract signicant features of the
signal.
Conceptually, multiscale denoising can be explained using the analogy of nonparametric regression in
which a signal f(t) is extracted from a noisy data y(t) as y(t) = f(t) + noise1; where noise1 is the noise
removed by the wavelet analysis procedure described below. The benets of classical wavelet analysis in
denoising were noted in the development of WRL-RbR controller. A denoising strategy similar to what
was used in WRL-RbR controller will be used for MARLC. After decomposition of the signal into its
constituent elements via FWT, denoising will be done using thresholding of the wavelet coecients dj;k
11(j is the scale and k is the translation index), which simultaneously extracts the signicant coecients.
This will be accomplished by using appropriate thresholding rules. A good review of various thresholding
methods and a guideline for choosing the best method is available in [83] and [84]. It is important to
select the number of levels of decomposition and the thresholding values in such as way that excessive
smoothening of the features of the original signal is prevented. This will be done through the analysis
of the energy content in each level of decomposition [85]. Finally, reconstruction of the signal in time
domain (f(t)) will be done using inverse fast wavelet transforms (IFWT). Pattern recognition will also
be done on outputs ~ y(t) using wavelets to detect unusual events, and to predict trends and drifts in the
data. This information along with the denoised outputs is passed on to the RL controller as shown in
Fig. 2. A more detailed theory on multiresolution analysis can be found in [86].
3.2.2 RL Based Recipe Generation
The goal of this step is to use the wavelet ltered data and pattern related information to assess the state
of the dynamic system and generate (near-) optimal control actions. In Fig 2, the output is ~ y(t), the
disturbance is ~ (t), target ~ T(t), the permissible control ~ u(t), and the wavelet-processed outputs are ~ f(t).
SMDP Model for the Control of Dynamical System
In what follows we provide a brief outline of the SMDP model of the MARLC controller which is solved
using RL. Assume that all random variables and processes are dened on the probability space (
;F;P).
The system states at the end of the tth run is dened as the dierence between the wavelet processed
output ~ f and their respective Targets ~ T; ( ~ E(t) = ~ f(t)   ~ T(t)). Let ~ E(t) : t = 0;1;2;3::: be the system
state processes. Let E denote the system state space, i.e., the set of all possible values of ~ E(t) and ~ x(t) 2 E
be the system state. In the absence of any event (internal or external), the dynamics are evolving under
the inuence of disturbances ~ (t) (chance causes of variations). The system is inspected unit time apart,
and at every time point t a change in the current action recipes ( ~ u(t)) may/may not happen. However,
due to randomly occurring events in time (assignable causes of variations), the system is also inspected
at those event times and control actions are generated. Thus, the time between inspections of the system
follows some general distribution, and the process ~ E(t) of the dynamic system can be shown to be a
semi-Markov process.
Clearly the state transitions in the semi-Markov process of the dynamic system are guided by a decision
process that is triggered by events and/or disturbances, where a decision maker selects an action from a
nite set of actions at the end of each run. Thus, the combined system state processes and the decision
process becomes a semi-Markov decision process (SMDP). Then the control system can be stated as
follows. For any given ~ x(t) 2 E at run t, there is an action ~ u(t) selected such that the expected value of
the process ~ y(t + 1) at run t + 1 is maintained at target ~ T(t). We denote the action space as ~ u(t) 2 U.
12We dene reward r( ~ x(t); ~ u(t)) for taking action ~ u(t) in state ~ x(t) at any run t that results in a transition
to the next state ~ x(t)
0
, as the actual error ~ E(t + 1) = ~ f(t + 1)  ~ T(t + 1) resulting from the action. Since
the objective of the SMDP is to develop an action strategy that minimizes the actual error, we have
adopted average reward as the measure of performance. The SMDP will be solved using SMART [87].
The strategy adopted in SMART is to obtain the R-values, one for each state-action pair. After the
learning is complete, the action with the highest (for maximization) or lowest (for minimization) R-value
for a state constitutes the optimal action. The learning scheme that we have adopted for the controller
is the two-time scale scheme [69]. As in the case of WRL-RbR controller, both the R-values R( ~ x(t); ~ u(t))
and the average reward (t) are learned.
SMART for solving SMDP
Let E denote the system state space, and U denote the action space when at the end of the tth run (decision
epoch) the system state is ~ E(t) = ~ x(t) 2 E. Bellman's theory of stochastic dynamic programming says
that the optimal values for each state-action pair (x;u) (note: now onwards vector notations and time
indices have been dropped for simplicity) can be obtained by solving the average reward optimality
equation
R(x;u) = min
u2U
[
X
x
02E
p(x;u;x
0
)r(x;u;x
0
)]   (x;u)
+ [
X
i2E
p(x;u;i)min
u2U
jR(i;u)j] 8x; 8u;
(1)
where  is the optimal average reward, (x;u) is the sojourn time of the SMDP in state (x) under
action (u), p(x;u;x
0
) is the transition probability, and minu2U jR(i;u)j indicates that for any state (i),
the greedy action (u) for which the non-zero R-value that is closest to zero should be chosen. Value and
policy iteration based algorithms are available to solve for the optimal values R(x;u) from which optimal
policies (u) are derived. However, for problems with large state and action spaces, and complicated
process dynamics, obtaining the transition probability and the immediate reward matrices are dicult.
Even when these matrices are available, carrying out the steps of value and policy iterations could be
computationally burdensome. RL based approaches such as SMART to solve SMDP, have been shown
to yield optimal values and therefore optimal policies under some conditions.
The learning scheme that we have adopted for MARLC is also a two-time scale scheme [69]. This is
because, in this scheme, both the R-values R(x;u) and the average reward  (not known apriori) are
learned (updated) via the following equations.
R(t + 1)(x;u)   (1   (t))R(t)(x;u) + (t)[r(x;u;x
0
)   t(x;u)+
min
m2U
jR(t)(x
0
;m)j] 8x; 8u;
(2)
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(t + 1) = (1   (t))(t) + (t)
"
(t)T(t) + r(x;u;x
0
)
T(t + 1)
#
; (3)
where T(t) is the cumulative time till the tth decision epoch.
The learning parameters (t) and (t) are both decayed by the following rule.
(t);(t) =
0;0
1 + z
; z =
t2
K + t
; (4)
where K is a very large number. The learning process is continued until the absolute dierence between
successive R-values in every state is below a predetermined small number  > 0,
jR(t + 1)(x;u)   R(t)(x;u)j < ; 8x: (5)
Once learning is completed, the R-values provide the optimal action for each state (x).
3.2.3 Diusion Wavelets
The diusion wavelet method builds basis functions to approximate value functions by analyzing the
system state space, which are represented as graphs or manifolds. In the classical wavelet analysis
performed on 1-D Euclidean spaces, dilations by powers of 2 and translations by integers are applied
to a mother wavelet, to obtain orthonormal wavelet bases. However, for diusion wavelet, the diusion
operators acting on functions of the state space (and not on the space itself) are used to build the
wavelet basis functions. For the MARLC algorithm developed here, the diusion wavelet helps to obtain
the best basis function for multiscale denoising, and for function approximation to mitigate the curse
of dimensionality. The details of diusion wavelets are available in [88], [89] and a brief summary is
presented here.
Best Basis Selection
This step helps in obtaining the best basis function for multiscale denoising of the process output ~ y(t).
This is achieved using diusion wavelets which generalize classical wavelets. The input to the diusion
algorithm is a weighted graph (G;E;W) and a precision parameter . The graph can be built from the
output data set of a process using Gaussian kernels as follows. For 2 points x1;x2 2 G,
Wx1x2 = e
(kx1 x2k)
 (6)
where  is the width of the Gaussian kernel. Dene D as the diagonal matrix
Dx1x1 =
X
x22G
Wx1x2; (7)
Dx1x2 = 0 8x1 6= x2: (8)
14The diusion operator T is obtained from the Laplacian L of (G;E;W) as
T = D 0:5WD 0:5 = I   L; (9)
where I is an identity matrix. The dyadic powers of T establish the scale j for performing the multiresolu-
tion analysis as follows. At level j = 0, assume the scaling function 0 = I spans space V0. The diusion
operator T 2j
= T1 for j = 0 is obtained from the sparse (QR) factorization of T as in Equation (9). The
columns of Q give the orthogonal scaling functions Q1 2 V1. Using the self-adjoint property of T the next
dyadic power T 2 at level j = 1 can be obtained from T 2 = R  R where R is the complex conjugate
of R. Diusion wavelet basis functions w1 are obtained via spare factorization of I   (1  1) = Q0R0
where w1 are the columns of Q0. We select the optimal basis j and wj at level j for a given signal
through minimization of the information measure (entropy) [90]. The information measure is dened as
a distance measure between the signal and its projection onto the subspace spanned by the wavelet basis
in which the signal is to be reconstructed.
Mitigating `Curse of Dimensionality'
The goal of this step is to make MARLC scalable (handle more variables and higher number of states)
by integrating with its learning module, a diusion wavelet-based function approximation method. For
systems with large state-action spaces, the learning algorithms are well known to suer from `curse of
dimensionality' since they are required to maintain and update an R-value for each state-action combi-
nation. One approach to address this computational diculty is to divide the state-action space with a
suitable grid and represent the R-values in each segment of the grid by a function, a method known as
value function approximation. In recent years, the concept of diusion wavelet-based function approxi-
mation of state space has been presented to the literature [91]. In this research we have developed fast
and stable multiscale algorithms for constructing orthonormal bases for the multiscale approximation of
the reward space, and to compute the transform of the reward function in time which is proportional to
N, the number of samples in that space. In the case of MARLC, these wavelet basis functions will serve
to approximate the reward function by obtaining a multivariate wavelet density estimator as described
below.
The multidimensional state and action spaces are represented by monotonically increasing functions
^ S = fs(x1;x2; ;xd1) and ^ A = fa(u1;u2; ;ud2). Since the range of each state and action variable is
known, ^ S and ^ A are estimated using non-parametric or nonlinear regression methods by sampling from
state space E and action space U respectively. It is to be noted that this step is executed only once before
learning since the range for state and action variables do not change.
Let ^ R be the estimated reward density function from L2R2, where R2 is a 2-dimension state-action
space represented using ^ S and ^ A. Mathematically, R : EXU ! R where R is the reward function and
15R is the R-value space. As the learning algorithm proceeds, ^ R is estimated for each segment on the
state-action function grid, which is then continuously updated. It is to be noted that the reward function
is now a function of estimated state ^ S and action ^ A, which are themselves functions. For a given segment
on the state-action function grid, the estimated ^ R(^ S; ^ A) is an image that is obtained using multivariate
wavelet density estimation technique as
^ R(^ S; ^ A) =
1 X
k= 1
cj0;kj0;k(^ S; ^ A)+
1 X
j=j0
1 X
k= 1
3 X
l=1
d
(l)
j;kw
(l)
j;k(^ S; ^ A);
(10)
where  and w are obtained using diusion wavelets as described in the previous section, j is the dilation
index, k is the translation index, l = 1;2;3 are the horizontal, vertical and diagonal wavelet detail index
respectively, from 2-dimensional classical wavelet theory. For a given sample of size N from R( ^ S; ^ A) in
the state-action function grid, the coecients can be calculated by
cj0;k = hR(^ S; ^ A);j0;k(^ S; ^ A)i =
1
N
N X
i=1
Ri(^ S; ^ A)j0;k(^ S; ^ A); (11)
d
(l)
j;k = hR(^ S; ^ A);wj;k(^ S; ^ A)i =
1
N
N X
i=1
Ri(^ S; ^ A)w
(l)
j;k(^ S; ^ A): (12)
However, fast wavelet transforms (FWT) are used in practice. The coecients are derived using the
cascade (pyramid) algorithm, in which the next level coecients are derived from the previous level. As
new data is generated during learning, only a xed amount of data is stored in each state-action function
grid to obtain , w, c, and d.
The advantage of the above method is that the reward matrix for each state-action combination is
not explicitly stored, which signicantly reduces computational memory. The state and actions vectors
are stored as functions, which minimizes the need to store explicit values. The wavelet transforms are
well known to store information in a compact set of signicant coecients and are excellent methods
to compress data in time-frequency domain. This property further helps to minimize computational
memory. It is to be noted that even the state and action functions can be obtained using multivariate
wavelet density estimation though nonlinear regression was used in this research.
During the learning phase of the MARLC algorithm, , w, c, and d are updated at every step as R( ^ S; ^ A)
values are learnt. In the learnt phase, the estimated state S and R( ^ S; ^ A) are known. An action A is
chosen that minimizes jR(^ S; ^ A)  ^ R(^ S; ^ A)j, which is made possible by the convex properties of the reward
functions. The properties of SMART algorithms and assumptions related to learning step size ensure
convergence of the algorithm, and that the convergence is to optimal values. The convergent results are
available in [69].
164 Implementation of the MARLC for Multistage Airport Departure
Planning and Control
In this section we describe the implementation model of the MARLC developed above for performing
an agent-based adaptive control of the multistage airport departure planning process. Future trends in
manufacturing and service enterprise control, as reported by the International Federation of Automatic
Control's (IFAC) coordinating committee [7], consists of high exibility that allows them to rapidly change
to a highly supply and demand networked market, increased automation and control through collabora-
tion, integration and coordination, and a networked decision support system for day-to-day operations
with autorecongurability feature which is extendable to large-scale complex systems. Agent based ap-
proaches have helped in moving away from a centralized hierarchical control structure in manufacturing
systems to a more holonic system consisting of autonomous, intelligent, exible, distributed, cooperative
and collaborative agents (holons). In these agent based systems, the ecient synthesizing of vast amount
of information to assist the capabilities of decision making under uncertainties and autorecongurability
cannot be imagined without the use of articial intelligence techniques such as machine learning. RL-
based ADP approaches are a form of machine learning technique, with exceptional capabilities to learn,
adapt, and continuously improve the performance of a controllable system. In what follows, we present
the background and motivation for our application in multistage airport departure planning, in which a
multi-agent based control approach is modeled using MARLC.
4.1 Background and Motivation
This research investigates the most pressing problem of ground delays during the departure planning
process at major airport hubs in the National Airspace System (NAS) by modeling a multi-agent based
control approach using MARLC technique. The United States NAS is one of the most complex networked
systems ever built. The complexity of NAS poses many challenges for its ecient management and control.
One of the challenges includes reducing ight delays. Delays propagate throughout NAS and it has a
cascading eect. It results in losses for the airlines via cancellations, increased passenger complaints, and
diculty in managing the airline and airport operations since both gate operations and airport air trac
controllers (AATC) could simply be overwhelmed at certain peak hours by excessive demand for take-os
and landings. Delays are caused by several factors, some of which include 1) poor departure planning, 2)
near capacity operation of the major hubs, 3) weather, and 4) air trac management programs such as the
ground stop and ground delay program. The total delay of a ight segment from its origin to destination
comprises of turn-around time delay, gate-out delay, taxi-out delay, airborne delay, taxi-in delay, and
gate-in delay. Among these delay elements, historical data indicates that taxi-out delay contributes to
17over 60% of the total delay, which is primarily caused by congestion on ground due to the factors listed
above. The taxi-out delay has been increasing over the past years with current averages of about 30-60
minutes after gate push-back at major hubs. Hence, it is imperative to minimize taxi-out delay, which
could signicantly improve the eciency of airport operations, and the overall performance of the NAS.
As of today, only queuing models, linear-quadratic regression models, and gradient based search methods
have been used for taxi-out prediction with marginal success. Such models do not capture the dynamics
arising from changing airport conditions and do not provide a feedback mechanism with suggestions to
adjust and optimize schedules. This is because of the lack of an Intelligent Decision Support System
(IDSS) with a holistic integrated airline-AATC network system that is capable of predicting the airports
dynamics under uncertainties and suggesting optimal control measures that could reduce delays. The
objective of the MARLC application is to minimize taxi-out delays and achieve optimal trac ow at
airports by modeling and testing a novel machine learning-based IDSS that 1) accurately predicts taxi-
out time from a simulated model of the look-ahead airport dynamics, and 2) obtains optimal control
actions for airlines and AATC to dynamically adjust departure schedules, make ecient gate, taxiway,
and runway assignments, and improve trac routing.
There is a great potential for increased and ecient utilization of the airport capacity, which is one
of the key focus items of Next Generation Air Transportation System (NGATS), as per the report from
Joint Program and Development Oce (JPDO) [92]. This will also lead to signicant improvement in the
capabilities for Flow Contingency Management and Tactical Trajectory Management, and will benet
the implementation of an holistic Total Airport Management (TAM) system [93]. As an example of a
future concept of automating airport control towers and Terminal Radar Control (TRACON) operations,
it will be necessary to predict airport dynamics such as taxi-out times, and feedback this information
for aiding articial intelligence-based decision making at the airport operational level. Improved taxi-
out time prediction can be used by airline operating centers (AOC), and airline station operations to
increase utilization of ground personnel and resources. Many recent studies have proposed dierent
methods to predict and then use the prediction to minimize taxi-out times. One such study is to predict
gate push back times using Departure Enhanced Planning And Runway/Taxiway-Assignment System
(DEPARTS) [94], in which the objective for near-term departure scheduling is to minimize the average
taxi-out time over the next 10 to 30 minutes, to get ights into the air from the airport as early as
possible without causing downstream trac congestion in the terminal or en route airspace. DEPARTS
uses a near-real time airport information management system to provide its key inputs, which it collects
from the airport's surface movement advisor (SMT), and recommends optimal runway assignment, taxi
clearance and takeo clearance times for individual departures. The sensitivity of taxi-out delays to gate
push back times was also studied using DEPARTS model. Another research that develops a departure
18planning tool for departure time prediction is available in [95] -[101]. Direct prediction of taxi-out
times has been presented to literature. Such direct prediction methods attempt to minimize taxi-out
delays using accurate surface surveillance data [102][101]. One such work is presented in [103], which
uses surface surveillance data for developing a bivariate quadratic polynomial regression equation that
predicts taxi time. In this work, data from Aircraft Situation Data to Industry (ASDI) and that provided
by Northwest Airlines for Detroit DTW (Flight Event Data Store, FEDS) were compared with surface
surveillance data to extract gate OUT, wheels OFF, wheels ON, and gate In (OOOI) data for prediction
purposes. Algorithms such as space time network search which uses Dijkstra's algorithm, event based
A* algorithm, and co-evolution based genetic algorithm have been compared for taxi-time prediction in
[104]. Cheng et al. [105] studied aircraft taxi performance for enhancing airport surface trac control in
which they consider the surface-trac problem at major airports, and envision a collaborative trac and
aircraft control environment where a surface trac automation system will help coordinate surface trac
movements. Specically, this paper studies the performance potential of high precision taxi toward the
realization of such an environment. Also a state-of-the-art nonlinear control system based on feedback
linearization is designed for a detailed B-737 aircraft taxi model. Other research that has focused on
departure processes and departure runway balancing are available in [106] and [107]. Many statistical
models have evolved in recent years which considers the probability distribution of departure delays and
aircraft take-o time for taxi-time prediction purposes [108] [109]. For example, queuing models have
been developed for taxi time prediction as in [110]. A Bayesian networks approach to predict dierent
segments of ight delay including taxi-out delay has been presented in [111].
With the advent of sophisticated automation techniques and the need to automate airport functions for
ecient surface ow movements, the use of information-driven intelligent decision support system (IDSS)
to predict and control airport operations has become a necessity. However, industry still lacks the use of
intelligent recongurable systems that can autonomously sense the state of the airport and respond with
dynamic actions continuously. Thus, in many cases decisions are still dependent on human intervention,
which are based on local considerations, which are often not optimal. One of the primary reasons for this
deciency is the lack of comprehensive tools for achieving 'automation in decision making', and validated
procedures that can simultaneously look at the whole system dynamics, account for uncertainties, and
suggest optimal decisions, which can be used by airline and trac controllers to improve the quality of
airport operations. As a rst step in the direction of developing such an IDSS for the entire airport, this
paper presents a novel MARLC method that uses articial intelligence to predict taxi-out time, which
can be fed back for making optimal schedule adjustments to minimize taxi-delays and congestions. This
approach overcomes many limitations of regression model based approaches with constant parameters
that are not suitable in the presence of adverse events such as weather that aect airport operations.
19Figure 3: Multi-agent Control Architecture for a Multistage Airport Departure Planning System.
Another limitation arises due to the complex nature of airport operations and the uncertainties involved,
which often make it dicult to obtain mathematical models to describe the complete airport dynamics.
In such situations model-free learning based techniques can perform better that model based approaches.
A unique feature of this model free approach is its adaptive nature to changing dynamics of the airport.
4.2 MARLC Methodology for Multistage Control
The airport departure planning process is a multistage system which can be broadly divided into two
stages: stage 1 consisting of airline scheduling and stage 2 is the ATC departure clearance (Fig 3). Each
stage is modeled as a locally functioning MARLC-driven agents (1 and 2 respectively) having a SMDP
framework. The taxi-out prediction problem is cast in the framework of probabilistic dynamic decision
making and is built on the mathematical foundations of dynamic programming and machine learning,
which is modeled as agent 3, also having a SMDP framework. The agents interact two-way with a data
server. The evolution of airport dynamics (states) is visualized as a sequential dynamic decision making
process, involving optimization (actions) at every step. The objective of the departure planning process
is to minimize taxi delays, ensure maximum eciency of airport operation via optimal utilization of
resources such as runways, taxiways, gates, and ground personnel, and also maintain safety standards. In
what follows the roles played by the agents to improve the performance quality of the multistage airport
departure planning system are described.
In Fig 3, agent 3 houses the airport simulator and performs taxi-out prediction. The airport dynamics
is simulated using Total Airport and Airspace Modeler (TAAM) available at George Mason University's
(GMU) Center for Air Transportation Systems Research (CATSR). The objective of this agent is to
20Figure 4: RL based Functional Diagram for Taxi-Out Prediction.
accurately predict taxi-out times. The key inputs to the simulator are airline arrival and departure
schedules, airport runway congurations, gate assignments, weather, taxi-way assignments, and airport
capacity. This data is obtained from the Aviation System Performance Metrics (ASPM) data base
maintained by Federal Aviation Administration (FAA). The RL based functional block diagram for taxi-
out prediction is shown in Fig 4. The system state ~ x = (x1;x2;x3;x4) is dened as the number of ights
in the departure queue waiting for take o (x1), number of departing ights taxiing (x2), number of
arriving ights that are taxiing (x3) and the average taxi time in the last 30 minutes from current time
(x4). A ight is said to be waiting in the departure queue if it has exceeded the nominal taxi time and
has still not departed. The purpose of the RL estimator is to predict taxi out time given the dynamic
system state. The dynamic system state evolution is modeled as a semi-Markov chain and the prediction
process is modeled as a Semi-Markov decision process (SMDP). The SMDP process is solved using RL
based stochastic approximation scheme, SMART, as described earlier. The input to RL is the system
state and the output of the learning process is a reward function R(x;u) where u is the predicted taxi
out values. The utility function (reward) R(x;u) is updated based on the dierence between the actual
and predicted taxi-out values.
The simulation of airport dynamics is done in a moving window. As seen from Figure 4, the scheduled
arrivals and departures up to t + 45 minutes is used to obtain the system state ~ x where t is the current
time. Prediction is done for ights in a moving window of length t to t + 15 minutes. This means that
for each departing ight in the 15 minute interval from current time, the airport dynamics was simulated
for 30 minutes from its scheduled departure time. The window is then moved in 1 minute increments
and all ights in the window are predicted again. This means that every ight, unless it leaves before
scheduled time, its taxi-out time will be predicted at least 15 times. To calculate average taxi-out times
before current time t, actual ight data between t and t   30 are used.
21Agent 1 represents the airlines. The purpose of this agent is to dynamically adjust ight schedules
within the above moving window time width such that ight departures are evenly distributed especially
at peak hours. Today's scheduling issue is that airlines do not collaborate when scheduling ights. This
is partly because of competition, government regulations, and also an infeasible task to satisfy every
airline with an optimal schedule due to the complexity and size of NAS. Another major reason is the
dynamics of the airports that continuously force schedule changes making it impossible to collaborate.
Hence, every airline tends to schedule its ights based on its own network connections and passenger
demand. This results in multiple ights intending to arrive and depart at the same time due to which
both security/gate operations and airport air trac controllers (AATC) are overwhelmed at certain peak
hours. A departure clearance queue forms and AATC handles the requests based on rst in rst out rules
while maintaining safety standards. This situation leads to taxi-out delays arising from congestion. While
it is not possible to roll out a schedule that satises all airlines and which is robust in the presence of
uncertainties, one of the ways to handle the above issue of congestion is to make dynamic adjustments to
schedules in a small time window so that departures are evenly distributed. The motivation is that instead
of pushing back from gate and waiting 30-40 minutes for take o, a well planned departure schedule that
is dynamically adjusted to current airport conditions will reduce the taxi-delay. The insight gained from
such adjustments can also be used by airlines to make permanent changes to their departure schedules.
We believe that such changes at every major airport that ensures at least a near-optimal departure
planning process will improve the overall performance of NAS.
To achieve the above objective of mitigating congestions, agent 1's operation is cast in a MARLC-driven
SMDP framework. The input to the agent consists of predicted taxi-out times from agent 3 (indicator
of congestion), airline schedules, and OOOI data (gate-out, wheels-o, wheels-on, gate-in) obtained from
ASPM database for this research. For a given time window, the system state ~ x consists of predicted
taxi-out times for individual ights, the aircraft type, and dierence between their present scheduled
departure times. The action consists of changes to departure schedules within the time window. As
learning proceeds, a reward function for the state-action combination is updated. The reward is based
on dierence between taxi-out times from agent adjusted and non-adjusted schedules. The advantage of
this moving window approach is that the schedules are adjusted for only a few ights at a time based
on current and predicted (over a 15 minute) airport conditions. Also the model provides for real-time
adjustments, which provide the much needed exibility in the departure planning process.
Agent 2 models the AATC functions. Its objective is to assist the AATC with sequencing departure
clearance, taxi-way assignments, and runway assignments. Presently, the AATC operations are human
controlled. The operators are trained over an extensive period of time and each operator handles a set
number of ights at any given time. This system is prone to human errors such as simultaneous runway
22occupancy, near collision situations, and deviations from safe separation distances between departing
aircrafts. In order to minimize such human errors a high level of safety standard has been established
by keeping larger than required separation distances, but this has resulted in reducing the capacity of
the airport. Also sequencing is done manually which is not often optimal. The sequencing must consider
time between take-os which depends on aircraft size in order to avoid wake-vortex eects. Hence, it is
imperative to optimize departure sequencing while maintaining safety, which includes optimal sequencing
of departure clearance, and gate, taxiway, and runway assignments. Agent 2 will take as input, the
departure requests from ights whose times are adjusted by agent 1, taxi-out predictions from agent
3, type of ight, and airport conditions such as weather converted into airport arrival and departure
rates. The actions suggested by the RL module of agent 2 are again in a small (15 minute) moving
window, which include sequencing departure clearance, taxi-way assignments, and runway assignments.
The reward function is updated based on dierence between taxi-out times that results from using and
not using agent 2's suggestions to the AATC operator. An advantage of using an IDSS for departure
sequencing is that it provides optimal action policies for departure clearance, adapts to the changing
environment, can help in autoreconguration from an unusual event, and also provides higher safety
levels for airport operations. This model also paves way for automated AATC operations, which is a
futuristic concept.
All of the above agents will be initially trained using simulation-based optimization techniques where
each local system is a cast in a SMDP framework and solved using SMART. The inputs (only those that
are necessary), the system states (and state space), and the actions (and action space) are dened for
each agent. Wherever possible physical laws (if any), and capacity constraints will be fed into the SMDP
model to ensure that the actions taken do not violate them. As necessary, wavelet based multiresolution
analysis is performed to denoise the inputs and obtain pattern related information about them. Diusion
wavelet is used to obtain the best basis functions for denoising. As learning proceeds, the SMART
algorithm within MARLC will use the wavelet-processed data to generate control actions. As the system
proceeds from one state to another, the agent's reward matrix will be updated continuously, until optimal
actions for each state are learnt. Function approximation methods using diusion wavelets are integrated
with the SMART algorithm for mitigating curse of dimensionality. The learning scheme will also be
used to train the system to acquire auto-recongurability feature in the presence of adverse conditions.
As the system evolves, it is made to learn actions by subjecting it to many extreme situations that are
pre-classied as points of reconguration at the start of simulation. Once simulation is complete, the
implementation is carried out on the real world system using the learnt policies, and further learning for
continuous improvement is achieved by using real world data.
It is to be noted that the actual taxi-out time that results from actions taken by agents 1 and 2 are fed
23into agent 3 for updating its reward. Thus the system is set up in such a way that every agent attempts
to optimize its local system (selsh learning), but at the same time, part of their inputs come from other
agent's actions (induces cooperative learning). Also taxi out time is the common performance metric
that is used by every agent in its rewarding scheme. A common model evaluation metric is the mean
square error (MSE) between the actual and predicted taxi-out values. Also mean, median and standard
deviation of the actual and predicted taxi-out times are compared. The RL based estimator is coded
using Matlab software.
4.2.1 Benets of the MARLC methodology
One of the unique benets of the MARLC method is its ability to eectively handle uncertainties. The
change of system state occurs due to events within the local system and also due to events outside the
system. These events are both deterministic and stochastic. The multiresolution analysis, an integral
part of MARLC (see Fig 2), has the capability to separate noise from the reported system data so that
accurate control actions can be initiated. In the absence of any local system model, the MARLC control
is a model free adaptive feedback type controller. The idea of a decentralized multi-agent structure
provides a framework for intelligent-interactive-information based control where global optimization is
an aggregation of several locally optimized interactive subsystems. In general, other benets such as
superior response (often optimal/near optimal) to a given airport condition and an overall improvement
in the NAS performance is anticipated from the adoption of the MARLC methodology.
4.2.2 Autorecongurability and Scalability
The intelligence capability of a system tted with MARLC that allows it to get trained, continuously
learn, and memorize optimal actions is a unique benet that is useful at the time of auto-reconguration.
Another benet is scalability from individual processes to large enterprise systems. It is to be noted
that the enterprise operation is divided into many agents handing only a smaller task by acting on
information and using its intelligence. Thus, scalability would mean an increase in the number of agents
or sub-systems which is computationally much easier to handle in comparison to a large number of input
and controllable variables within a centrally controlled system. Also function approximation methods
using diusion wavelets allow for dimensional scalability by mitigating the curse of dimensionality in RL
based ADP systems.
4.2.3 Possible Limitations
The following limitations are anticipated and would be researched in continuation to this research. Real
world implementation could be slowed due to the need for interfacing the MARLC method with the
24diverse softwares that are already in use. Eect of human intervention is not explicitly studied, however
it will be included in future research. In the current model, both agent 1 and 2 adapt to airport dynamics
and suggest actions which may be followed or overridden within the local system (airline and AATC) by
human inputs. Conict-resolution and computer-generated negotiations between agents have not been
explicitly modeled. For example, the actions taken by agent 2 in departure sequencing are assumed to be
acceptable by agent 1 representing airlines. Training labor and managers to adapt and trust the actions
taken by the new intelligent MARLC-driven multi-agent approach will be challenging.
4.3 Computational and Validation Studies on the MARLC Method
The scope of this paper is to present the modeling approach for a multiagent learning-based adaptive
control that is suitable for multistage system. The taxi-out prediction agent (Agent 3) has been fully
developed and tested on Detroit Wayne County Metropolitan Airport (DTW) and the results are available
in [112]. Agent 1 and 2 are currently being tested. Comprehensive testing of this method will be
accomplished using airport simulation model TAMM in CATSR at GMU. Data for validation is available
from the ASPM database maintained by the FAA. A prototype of the IDSS will also be validated on New
York, Boston, San Francisco, Atlanta, and Chicago airports, which experience major delays in the NAS.
5 Conclusions
Model-free learning based controllers built using ADP principles though have been in existence, their
wide spread use has been limited due to lack of comprehensive studies and tools to implement them. One
of the reasons is the curse of dimensionality that results in state and action space explosion. Despite
these limitations, it has been argued in recent literature that as the system size and complexity increases,
predetermined models are less accurate often due to the lack of complete information (system states
are partially observable) and in such cases information (data)-driven learning based systems built on
the concepts of dynamic programming and articial intelligence (called ADP) have been found to be
very eective in predicting and controlling such systems. This paper presents a novel control strategy
(MARLC), which has high potential in controlling many process applications. The control problem is
cast in the framework of probabilistic dynamic decision making problems for which the solution strategy
is built on the mathematical foundations of multiresolution analysis, dynamic programming, and machine
learning. The wavelet ltering of the process output enhances the quality of the data through denoising
and results in extraction of the signicant features of the data on which the controllers take action.
The paper also presents a new method to overcome the curse of dimensionality using diusion wavelet
based function approximation methods. The MARLC strategy is then customized for a multi-agent based
25control model for improving the performance quality of the multistage airport departure planning process.
In this model every agent is modeled using MARLC methodology and is trained to improve the quality of
a local operation. While the scope of this paper is modeling of the multistage system, our initial results
to predict taxi-out time using MARLC have shown promising results, which are not presented in this
paper. These performance improvements include an increase in the rate convergence of learning, and a
quicker convergence of the expected value of process output on to target, which is due to the intertwining
of wavelet analysis with ADP. Further research is underway to comprehensively test the methodology
on the complete airport system, and to derive mathematically rational conditions for (near-) optimality,
stability and convergence of the MARLC method.
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