We prove that the groups SL(3, R) and Sp(2, R) do not have the p -approximation property for any 1 < p < ∞, which implies in particular that they are not p -weakly amenable. It follows that the same holds for any connected simple Lie group with finite center and real rank greater than 1, as well as for any lattice in it. This extends Haagerup and de Laat's result for the AP, which in this language corresponds to the case p = 2.
Introduction
In [1] the authors define what we could call L p versions of weak amenability and the approximation property (AP). In order to do this, they work with the Figà-Talamanca-Herz algebra of a group instead of its Fourier algebra, and consider its p -completely bounded multipliers. These objects arise from the theory of p -operator spaces, which finds its origins in Pisier's work [21] . We refer the reader to [1] and [4] for a detailed treatment of this subject.
For a complex Banach space E, we denote E * its dual and B(E) the algebra of bounded operators on E. Let G be a locally compact group endowed with a left Haar measure. For 1 < p < ∞ let λ p : G → B(L p (G)) be the left regular representation λ p (s)f (t) = f (s −1 t).
Consider the Banach space projective tensor product L p ′ (G)⊗L p (G), where p −1 + p ′−1 = 1, and C 0 (G) the space of continuous functions on G that vanish at infinity. We may define a map Λ p :
wheref (t) = f (t −1 ). The Figà-Talamanca-Herz algebra A p (G) is defined as the image of Λ p endowed with the norm given by L p ′ (G)⊗L p (G)/Ker(Λ p ), namely
It is a commutative Banach algebra under pointwise operations. Recall that the space B(L p (G)) may be identified with the dual of L p ′ (G)⊗L p (G) by
In order to define the p -approximation property we need to view M p-cb (G) as a dual space. This can be done as follows. Consider the injective contraction L 1 (G) → M p-cb (G) * given by f, ϕ =ˆG f (t)ϕ(t) dt, ∀ϕ ∈ M p-cb (G), ∀f ∈ L 1 (G).
Let Q p-cb (G) be the norm closure of L 1 (G) in M p-cb (G) * . Miao proved (see [1, §4] ) that
We say that G has the p -approximation property (p -AP) if there exists a net (ϕ i ) in A p (G) ⊆ M p-cb (G) such that ϕ i → 1 in the weak* topology σ(M p-cb (G), Q p-cb (G)).
, where C c (G) is the space of continuous compactly supported functions on G. Then A p,c (G) is dense in A p (G), and since the inclusion A p (G) ֒→ M p-cb (G) is contractive, the net (ϕ i ) can be taken in A p,c (G).
For 1 < p < ∞ fixed, amenability implies p -weak amenability, which in turn implies p -AP. For a discrete group Γ, these last two properties have equivalent formulations in terms of approximation properties of the p -operator spaces P M p (Γ) and P F p (Γ) (see [1, §5] for details). If p = 2, the p -AP is the approximation property (AP) of Haagerup and Kraus [13] .
One of the motivations for asking whether a group possesses the p -AP is that this property implies that the convolvers are pseudo-measures. The algebra of p -convolvers CV p (G) is defined as the commutant of {ρ p (s) : s ∈ G}, where ρ p : G → B(L p (G)) stands for the right regular representation ρ p (s)f (t) = f (ts)∆(s) 1 p . Since CV p (G) is weak*-closed and the right and left regular representations commute with each other, it is always true that P M p (G) ⊆ CV p (G). Cowling [2] showed that when G is weakly amenable, P M p (G) = CV p (G) for every 1 < p < ∞, suggesting that similar arguments show that the same holds when G has the AP. This was explained in detail by Daws and Spronk [5] . With minor changes in their proof, we show that for 1 < p < ∞ fixed, if G has the p -AP, then P M p (G) = CV p (G). In terms of proposition 2.1, this is (a priori) a stronger statement; however, we do not know if there exist groups satisfying the p -AP for some p, but failing to have the AP.
The major part of the paper is devoted to the proof of the following theorem. Theorem 1.3. The group SL(3, R) does not have the p -AP for any 1 < p < ∞.
Next we prove the following result, omitting some details which can be easily filled in with the proof of theorem 1.3. Theorem 1.4. The group Sp(2, R) does not have the p -AP for any 1 < p < ∞.
These two results imply our main theorem. The second part of this theorem provides examples of exact discrete groups which fail to have the p -AP for every 1 < p < ∞. One of them is SL(3, Z).
Following the work of Lafforgue and de la Salle [19] , where they proved that SL(3, R) does not have the AP, Haagerup and de Laat [11] showed that all connected simple Lie groups with finite center and real rank greater than 1 fail to have the AP. This was achieved by treating the case of Sp(2, R) and then using some stability properties of the AP. We follow the same strategy of [11] with some slight differences. Instead of using the general theory of Gelfand pairs and the decomposition of completely bounded multipliers on spherical functions, we work with some families of averaging operators on L 2 (K), where K is a maximal compact subgroup of SL(3, R) (resp. Sp(2, R)). This allows, by interpolation, to obtain the same kind of results for p -completely bounded multipliers. These averaging operators were already considered in [18] , [19] and [17] . Also, we don't make use of the Krein-Smulian theorem. Instead of this, we construct a Cauchy net of measures on SL(3, R) (resp. Sp(2, R)) that converges to a linear form that cannot exist if the group has the p -AP. Remark 1.6. As a continuation of [11] , Haagerup and de Laat [12] studied the AP for the universal covering group Sp(2, R) of Sp(2, R), which allowed them to remove the assumption of finite center. Namely, a connected simple Lie group has the AP if and only if it has real rank 0 or 1. This suggests that the same kind of generalization can be made for theorem 1.5 by treating the case of Sp(2, R). This paper is organized as follows. In section 2 we state some preliminary results regarding the algebra A p (G) and the p -AP. We also recall the KAK decomposition of SL(3, R) and Sp(2, R).
Sections 3 and 4 are devoted to the proofs of theorems 1.3 and 1.4 respectively.
In section 5 we prove some stability properties of the p -AP, which allow us to obtain theorem 1.5 as a consequence of the ones above.
Finally, in section 6 we show how the arguments in [5] can be adapted to prove that the p -AP implies that P M p (G) = CV p (G).
Preliminaries
In this section we study how the p -AP relates to the q-AP for different values of p and q. Then we prove that, for a compact group K, the inclusion A p (K) ֒→ M p-cb (K) is surjective. We also recall the KAK decomposition of a connected semisimple Lie group with finite center. This is an essential step, that will allow us to restrict the analysis to the maximal compact subgroups of SL(3, R) and Sp(2, R).
Relations between p -AP and q-AP
Let G be a locally compact group endowed with a left Haar measure. The following proposition was proven in [1, §6] for G discrete. We include the proof of the general case for the sake of completeness.
If G has the q-AP, then it has the p -AP.
and this net lies in A p (G). Hence, G has the p -AP.
. The other inequality follows analogously.
, a change of variable shows thatμ is given by the functioñ g(s) = ∆(s −1 )g(s −1 ) which satisfies g 1 = g 1 . Thus, the isometry µ →μ maps Q p ′ -cb (G) to Q p-cb (G). Therefore
Thanks to proposition 2.3 we may restrict all the analysis to the case 2 ≤ p < ∞.
The space
. This is a particular case of what Herz calls representative functions (see [15] ). As explained in [4, §8] in a more modern language, if E is Banach space and π : G → B(E) is a strongly-continuous representation such that π(s) is an isometry for all s ∈ G, then we can define a map Π :
The space A(π) is defined as the image of Π endowed with the norm of (E * ⊗ E)/Ker(Π).
See [6, Chapter 7] for more details. Then, we may define the representation
Herz proved the following.
This theorem allows us to obtain the following characterisation.
with equality of norms.
Proof. Recall that the inclusion
and take E, α and β as in (2) . Since K is compact, we can endow it with its normalized Haar measure. Define X = L p (K; E) and observe that if p ′ is the Hölder conjugate of p, then every g ∈ L p ′ (K; E * ) defines an element of X * by
Thus,
Hence, theorem 2.4 implies that ϕ ∈ A p (K) with
Taking the infimum over all E, α and β, we get
The KAK decomposition
If G is a connected semisimple Lie group, then its Lie algebra g admits a Cartan decomposition g = k + p. The real rank of G is defined as the dimension of any maximal abelian subspace a of p. If G has finite center, then it may be decomposed as G = KAK, where K is a maximal compact subgroup and A = exp a. This decomposition is not unique; however, fixing a Weyl chamber a + and letting A + = exp a + , we still have G = KA + K, where A + is the closure of A + in G. See [14, §IX.1] for details. The advantage of this decomposition is that for every g ∈ G, if g = kak ′ with k, k ′ ∈ K, a ∈ A + , then a is unique. This is the main tool that will allow us to work with averages of multipliers when G is SL(3, R) or Sp(2, R), since in those cases K and A + are explicit and very well known.
The
The special linear group G = SL(3, R) is the Lie group of 3 × 3 matrices over R with determinant 1. The group K = SO(3, R) = {g ∈ G : g t g = I} is a maximal compact subgroup of G. 
The symplectic group G = Sp(2, R) is the Lie group of all 4 × 4 matrices over R that preserve the standard symplectic form ω(x, y) = Jx, y , where
Namely, G = {g ∈ SL(4, R) : g t Jg = J}. A maximal compact subgroup of G is given by
This group is isomorphic to U(2) via the following map
Then A + = {D(β, γ) : β ≥ γ ≥ 0}.
The special linear group SL(3, R)
This section is devoted to the proof of theorem 1.3. In the following we fix G = SL(3, R), K = SO(3, R) and p ∈ [2, ∞).
The operators T δ and averages of multipliers
The idea of the proof of theorem 1.3 is to find an element µ ∈ Q p-cb (G) such that 1, µ = 1 and ϕ, µ = 0 for every ϕ ∈ M p-cb (G) ∩ C c (G). In order to do this, we will construct a
for every ϕ ∈ C c (G). The main tool used for this construction is the family of operators (T δ ) considered in [18, §2] and [19, §5] , which can be viewed as operators on L p (K) when identifying the sphere S 2 with a quotient of SO(3, R). We detail this now.
Let U be the subgroup of K given by
.
where
Observe that U\K may be identified with the sphere S 2 by
This isometry relates the operators T δ with those defined in [18] .
is the average of f on the circle {y ∈ S 2 : x, y = δ}. Moreover,
Proof. First observe that all the vectors y ∈ S 2 that satisfy e 1 , y = δ are of the form
with θ ∈ [0, 2π). So if we put x = k −1 e 1 , then
So if δ ∈ (−1, 1),
The previous proposition implies that the operators Θ δ are exactly those defined in [18, §2] .
We wish now to view the family (T δ ) as operators on L p (K).
So, using proposition 3.1 and [18, Lemme 2.2], there exists a constant C 1 > 0 such that
Moreover, by [11, Lemma 3.11] , one can take C 1 = 4. This proves the lemma when p = 2. If p > 2, choose θ and q such that 1 − 2 p < θ < 1 and
. This implies that q > p.
By interpolation we get
, we obtain (8) .
So the previous lemma states that
Observe that, since the left regular representation commutes with the right regular representation, the same holds for the operators T δ , namely,
So T δ ∈ CV p (K). Furthermore, K is compact, so in particular it is amenable. Hence, [16,
Now we state the main inequality used in the proof of theorem 1.3, which involves averages of multipliers. For a continuous function ϕ : G → C, we definẽ
This function is continuous and K-biinvariant. We will also consider the following family of elements of G,
These matrices satisfy uD a = D a u for every u ∈ U.
Proof. Consider the function φ : K → C given by
where α and β are as in (2) . The integrals in the last expression are well defined because α and β are continuous and K is compact. So we have found functionsα :
and sup
Finally,α andβ are continuous thanks to the uniform continuity of k → α(k
* , thus, using lemma 3.2,
On the other hand,
And so we obtain (10).
Proof of the theorem
This section follows the ideas of [18, §2] , which were later used in [19] and [11] . The letters r, s, t will be now reserved for real numbers. Consider the set
Recall that the KA + K decomposition of SL(3, R) states that, for every g ∈ G, there exists a unique (r, s, t) ∈ Λ such that g ∈ KD(r, s, t)K, where
Therefore we may define functions γ 1 , γ 2 , γ 3 : G → R by
Observe that the eigenvalues of g t g are e 2γ i (g) , i = 1, 2, 3. So these functions are continuous. Moreover, for every ϕ ∈ M p-cb (G),
Proof. Observe first that, since the elements of K are isometries of ℓ
with k ∈ SO(2, R). So, for a > 0,
On the other hand, 
This implies δ ≤ e r+2t and so we get (11).
Let us now define a family of measures in G bŷ
Since
* of norm at most 1 for all g ∈ G. Then lemma 3.4 implies the following.
Proof. Observe that, for every ϕ ∈ M p-cb (G),
Then lemma 3.4 together with the triangle inequality implies
and the result follows.
Moreover, if instead of fixing γ 3 , we fix γ 1 , we obtain a similar result.
Proof. Consider the continuous group isomorphism θ :
where α and β are as in (2) . Let (r, s, t), (r ′ , s ′ , t ′ ) ∈ Λ such that r = r ′ . We may use corollary 3.5 to get
for every ϕ ∈ M p-cb (G). On the other hand, since θ restricted to K is the identity,
And
and the result follows as in corollary 3.5.
We will use corollaries 3.5 and 3.6 repeatedly on some particular paths joining two points of Λ in order to obtain the desired Cauchy net.
Lemma 3.7. There exists a constant C > 0 such that, for all g, g
Proof. Put (r, s, t) = (γ 1 (g), γ 2 (g), γ 3 (g)) and (r ′ , s
. We shall consider first the case t ≤ −1. Let n ≥ 0 such that
Let ϕ ∈ M p-cb (G) with ϕ M p-cb (G) = 1 and define φ(r, s, t) =φ(D(r, s, t)). Assume first that
Observe that ε(e −a ) =Ce − a p for all a ≥ 0. Then, using corollaries 3.5 and 3.6, we get
p ,
p , and
Here we used the fact that t − 2(n + 1) − t ′ < 0. We also get
Putting everything together we obtain 
In both cases we found (r, −1,t) ∈ Λ satisfying
with C 2 depending only on p, and such thatt ≤ t. Therefore
with C 3 = (C 1 + 2C 2 ). This is valid when t ≤ −1.
with C 4 = 2e 1 p . We obtain the result taking C = max{C 3 , C 4 }.
Proof of theorem 1.3. Let p ∈ [2, ∞). Observe that, for g ∈ G, g = e γ 1 (g) and γ 3 (g) ≤ − 1 2 γ 1 (g). So γ 3 (g) → −∞ when g → ∞. Then lemma 3.7 implies the existence of µ ∈ M p-cb (G) * such that m g → µ as g → ∞. Now define a new family of measuresm g on G byˆf
where B 2 = {g ∈ G : g < 2}. These again are probability measures. Furthermore, they are absolutely continuous with respect to the Haar measure λ on G. Indeed, let A ⊂ G such that λ(A) = 0, theñ
On the other hand, for all ϕ ∈ M p-cb (G) with ϕ M p-cb (G) = 1,
And som g converges to µ. This implies that µ is in the adherence of
And if ϕ ∈ M p-cb (G)∩C c (G), then for every g sufficiently large, ϕ(g) = 0. Since kgk ′ = g for all k, k ′ ∈ K, we have also ϕ(kgk ′ ) = 0. Therefore
Thus, if G had the p -AP, there would exist a net (ϕ i ) in A p,c (G) such that
And this is a contradiction. Therefore, G does not have the p -AP for any p ∈ [2, ∞). By proposition 2.3, the same holds for 1 < p < 2.
The symplectic group Sp(2, R)
In this section we prove theorem 1.4. The strategy is the same as for SL(3, R), with the main difference being the choice of the paths in the Weyl chamber in order to establish a result analogous to lemma 3.7. This is achieved by considering two different families of operators that will play the role of (T δ ), namely (13) and (14) . These operators were defined in [17] . From now on we fix p ∈ [2, ∞), G = Sp(2, R) and K as in (5) .
Recall that K is isomorphic to U(2), and
may be viewed as a subgroup of U(2) by inclusion. Therefore, using the isomorphism (6), we may define a family of operators (T θ ) on L p (K) by
Here SO (2) is endowed with the normalized Haar measure. We consider also
Lemma 4.2. There is a constant C 2 > 0 such that, for all θ 1 , θ 2 ∈ R,
Proof. The case p = 2 is given by [17, Lemma 3.2] and the others follow by interpolation as in lemma 3.2.
Again since P M p (K) = CV p (K), the operators T θ and S θ belong to P M p (K). In order to obtain a result analogous to lemma 3.3, we define the following elements of G: Consider also
which again, by the isomorphism (6), defines an element of K. Then, defining the averagẽ ϕ of a multiplier ϕ ∈ M p-cb (G) as in (9), we obtain the following two lemmas, which can be proved in the same way as lemma 3.3, using the operators T θ and S θ instead of T δ .
Lemma 4.4. For every ϕ ∈ M p-cb (G) and a, θ 1 , θ 2 ∈ R,
The remaining of this section consists mostly on adaptations of some of the results in [11, §3] . Recall that A + = {D(β, γ) : β ≥ γ ≥ 0}, where D(β, γ) is defined as in (7). 
, then |β − 2s| ≤ 1,
Lemma 4.7. There exists a constant C 3 > 0 such that whenever β ≥ γ ≥ 0 and s = s(β, γ) is chosen as in lemma 4.5, then
Proof. First assume that β − γ ≥ 8. Then by (the proof of) [11, Lemma 3.17] , there exist r 1 , r 2 ∈ 0, 1 2 and w 1 , w 2 ∈ SU(2) given by
and
, such that , so by lemma 4.3,
for every ϕ ∈ M p-cb (G). Using the inequality | arctan(x) − arctan(y)| ≤ |x − y|, we obtain
The last inequality can be justified as follows:
Again by the proof of [11, Lemma 3.17] , r 1 , r 2 ≤ 2e γ−β 4 . So
where C > 0 depends only on p. Finally, if β − γ ≤ 8, then
with C ′ = 2e 2 p . Hence, the result follows with C 3 = max{C, C ′ }.
Lemma 4.8. There exists a constant C 4 > 0 such that whenever β ≥ γ ≥ 0 and t = t(β, γ) is chosen as in lemma 4.5, then
Proof. Assume first that γ ≥ 2. Then the proof of [11, Lemma 3.18] gives the existence of
for some a > 0. Then, using lemma 4.4 we get
for every ϕ ∈ M p-cb (G), with C > 0 depending only on p. Finally, if γ < 2, then
. The result follows with C 4 = max{C, C ′ }.
Lemma 4.9. There exists a constant C 5 > 0 such that whenever s, t ≥ 0 satisfy 2 ≤ t ≤ s ≤
Proof. Take β ≥ γ ≥ 0 given by lemma 4.6. Then, by propositions 4.7 and 4.8, 
Proof. Assume first that t ≥ 5. Write s = t + n + δ where n ≥ 0 is an integer and δ ∈ [0, 1). Then, by lemma 4.9, for every j ∈ {0, 1, ..., n − 1},
with C > 0 depending only on p. Finally, if t < 5, then
The result follows by taking C 6 = max{C, 2e 5 8p }. Lemma 4.11. There exists a constant C 7 > 0 such that for all
, so by lemma 4.7,
. If β i < 2γ i , by lemma 4.8,
. In both cases there exists r i ≥
with C = max{C 3 , C 4 }. Moreover, by lemma 4.10,
with r = min{r 1 , r 2 }. Observe that r ≥ min{
. Putting everything together we get
Now we are in position of proving theorem 1.4 in the same way as theorem 1.3. Define the functions β, γ :
and the family of measures m g as in (12) . Then lemma 4.11 can be stated as follows.
Corollary 4.12. There exists a constant C > 0 such that, for all g, g
Proof of theorem 1.4. The proof is almost the same as that of theorem 1.3, by using corollary 4.12 instead of lemma 3.7. Just observe that in this case, g = e β(g) and
for every g, h ∈ G. The last inequality holds because h −1 = J −1 h t J, where J is the matrix defined in (4).
Simple Lie groups with finite center
Now we state the proof of theorem 1.5 using theorems 1.3 and 1.4. For this purpose, we first need to discuss some stability properties of the p -AP.
Stability properties
Let G be a second countable locally compact group and 1 < p < ∞.
Proposition 5.1. Let K be a compact normal subgroup of G. Then G/K has the p -AP if and only if G has the p -AP.
Proof. Suppose first that G/K has the p -AP. Define a linear map Ψ :
where α and β are as in (2) and π : G → G/K is the quotient map. Hence, taking the infimum over all α, β, we see that
whereṡ = π(s). This map is well defined and does not depend on the choice of the representative ofṡ. As shown in [22, §3.4] , we may fix the Haar measure on G/K so that T extends to a contraction from L 1 (G) onto L 1 (G/K), and
for every f ∈ L 1 (G). We wish now to extend
Here we have used the fact that Ψ(ϕ) ∈ C b (G), which implies that f Ψ(ϕ) ∈ L 1 (G). The previous computation shows two things. First, it implies that T may be extended to a map from
Second, it shows that Ψ = T * . Hence, Ψ is weak*-weak* continuous. Now take a net ( (1) is the constant function 1 on G, we conclude that G has the p -AP. The proof of the other direction follows the same idea. We shall define operatorsT andΨ by the same formulas as T and Ψ, but in different spaces. ConsiderT :
Let us prove that this map is well defined and continuous. Take ϕ ∈ M p-cb (G) and functions α : G → E, β : G → E * as in (2) . Thus
Defineα(ṫ) =´K α(k −1 t) dk. To see that it is well defined, take t ∈ G, k ′ ∈ K and recall that tk
Now let F be the closed subspace of E generated by {α(ṫ) : t ∈ G}. Observe that F ∈ SQ p and thatα : G/K → F is a continuous function because t →´K α(k −1 t) dk is continuous thanks to the compactness of K. Now define a functionβ :
Again, it is well defined because
for all s, t ∈ G and k ′ ∈ K. Moreover, it is continuous since by definition,
. We wish to extend this map to Q p-cb (G/K) and prove thatΨ * =T . Observe that by (15) ,
So by Fubini's theorem,
Let us prove now that ϕ * ψ defines an element of M p-cb (H). Take α and β like in (2), so
Recall that the function ψ has compact support, soα is well defined and continuous, and the equality (17) is justified. Moreover,
So, in particular,
Hence, Φ extends to a contraction from Q p-cb (H) to Q p-cb (G), and its adjoint Φ * :
Observe that Φ * (1) = 1, so if we prove that Φ maps A p (G) to A p (H), we can conclude that H has the p -AP as in proposition 5.1. Take f ∈ L p (G) and g ∈ L p ′ (G), where p ′ is the Hölder conjugate of p, and observe that
Since H is a closed subgroup of G, by [7, Theorem 7.8 .2] we have that a * ψ | H ∈ A p (H) and a * ψ | H Ap(H) ≤ a * ψ Ap(G) . Therefore, Φ * maps A p (G) to A p (H), which concludes the proof. Now let Γ be lattice in G. This means that Γ is a discrete subgroup of G such that G/Γ has a finite G-invariant measure. This implies the existence of a Borel subset Ω ⊂ G such that the restriction of the quotient map G → G/Γ to Ω is bijective. Observe that this allows to define maps ω :
and this decomposition is unique. Let µ G be the Haar measure on G. Since Γ is a lattice, µ G (Ω) is finite and strictly positive, so we may normalize µ G in such a way that µ G (Ω) = 1.
The following proposition corresponds to [13, Theorem 2.4] for p = 2 and the proof uses the same ideas.
Proposition 5.3. Let 1 < p < ∞. If Γ has the p -AP, then so does G.
Proof. Again the strategy is to define a suitable map Φ : M p-cb (Γ) → M p-cb (G) and consider the image of an approximating net in A p (Γ). For ϕ ∈ M p-cb (Γ) put Φ(ϕ) = 1 Ω * ϕµ Γ * 1 Ω , where 1 Ω (resp.1 Ω ) is the indicator function of Ω (resp. Ω −1 ) and µ Γ is the counting measure on Γ. More explicitly,
This map satisfies Φ(1) = 1. Let us show that Φ(ϕ) ∈ M p-cb (G). Take E, α and β as in (2) .
As was shown in the proof of [10, Lemma 2.1], the map u ∈ Ω → ω(tu) ∈ Ω preserves µ G for all t ∈ G. Hence we get
In the first line we have used Fubini's theorem, which holds becausê
Thus, defining
the previous computations show that Ψ(f ) ∈ ℓ 1 (Γ) and that Φ = Ψ * , as in the proof of proposition 5.1. We conclude that Φ : M p-cb (Γ) → M p-cb (G) is weak*-weak* continuous. Finally, we need to check that Φ maps A p (Γ) to A p (G). Take f ∈ ℓ p (Γ) and g ∈ ℓ p ′ (Γ), and definef
Observe thatˆG
This shows thatf ∈ L p (G) and
for all finite families (f n ) in ℓ p (Γ) and (g n ) in ℓ p ′ (Γ). Taking the infimum over all the decompositions we get Φ(a)
By density the same holds for all a ∈ A p (Γ). Thus, if (ϕ i ) is a net in A p (Γ) such that
Proof of the theorem
Now we are ready to give the proof of theorem 1.5, which relies in the following lemma. [3] that if G has real rank 1, it is weakly amenable. And it follows from the KAK decomposition that if G has real rank 0, it is compact, which in turns implies that it is amenable. By [13, Theorem 1.12], these properties are stronger than the AP, so we conclude using proposition 2.1. Part (b) is a consequence of (a) plus propositions 5.2 and 5.3.
6 The p -AP implies that the convolvers are pseudomeasures Let G be a locally compact group. It was proven in [5] that the approximation property AP implies that CV p (G) = P M p (G) for all 1 < p < ∞. In this section we show how their arguments actually prove the following somewhat stronger result.
Theorem 6.1. Let 1 < p < ∞. If G has the p -AP, then CV p (G) = P M p (G).
Remark 6.2. By proposition 2.1, the previous theorem implies that, if G has the q-AP, then CV p (G) = P M p (G) for all 1 < p, q < ∞ such that
Recall that P M p (G) is the dual of A p (G). Cowling showed [2] that CV p (G) can also be viewed as a dual space. Let e be the identity element of G. For every compact neighbourhood K of e in G, let L p (K) be the subspace of L p (G) consisting of those functions supported on K, and letǍ p,K (G) be the space of functions of the form
such that n g n p ′ f n p < ∞. LetǍ p (G) = KǍ p,K (G) and a Ǎ p = inf n g n p ′ f n p : a = g n * f n ∈Ǎ p,K (G), K compact nbhd. of e .
ThenǍ p (G) * may be identified with CV p (G) by T ∈ CV p (G) → Φ T ∈Ǎ p (G) * , where
For every τ ∈ L p ′ (G)⊗L p (G), T ∈ CV p (G) and ψ ∈Ǎ p (G) such that ψ ≥ 0 and´ψ = 1, we can define µ ∈ M p-cb (G) * by µ, ϕ = T, (ψ * ϕ) · τ , ∀ϕ ∈ M p-cb (G),
and ϕ · τ (s, t) = ϕ(st
viewing τ as a function on G × G. Under these conditions, µ ≤ τ T .
Proposition 6.3. Let µ be as above. Then µ is * -weak continuous, that is, µ ∈ Q p-cb (G).
Proof. Since C c (G) ⊗ C c (G) is dense in L p ′ (G)⊗L p (G), by continuity we may assume τ ∈ C c (G) ⊗ C c (G). We will construct g ∈ L 1 (G) such that µ, ϕ =´ϕg for all ϕ ∈ M p-cb (G). Let a be the element inǍ p (G) defined by τ . We have (ψ * ϕ)(s)a(s) = (ψ * χ S ϕ)(s)a(s), ∀s ∈ G, where S = supp(ψ) −1 supp(a) ⊆ G is compact. Define ψ t (s) = ψ(st) and g(t) = χ S (t)∆(t −1 ) T, ψ t −1 a , t ∈ G.
Then g ∈ L 1 (G) andˆG ϕ(t)g(t) dt = µ, ϕ , ∀ϕ ∈ M p-cb (G).
See [5, Proposition 4.1] for details.
Proof of theorem 6.1. It is always true that P M p (G) ⊆ CV p (G). Now let T ∈ CV p (G) and (ϕ i ) be a net in A p,c (G) such that ϕ i → 1 in σ(M p-cb (G), Q p-cb (G)). Fix ψ ∈Ǎ p (G) as above and take τ ∈ L p ′ (G)⊗L p (G). By the previous proposition, there exists µ ∈ Q p-cb (G) such that ϕ, µ = T, (ψ * ϕ) · τ for all ϕ ∈ M p-cb (G). Therefore Here we have used the M p-cb (G)-module structure of CV p (G) (see [5, Proposition 3.2] ). This is valid for all τ ∈ L p ′ (G)⊗L p (G), so (ψ * ϕ i ) · T → T in the weak* topology of B(L p (G)). Since ψ and ϕ i have compact support, so does ψ * ϕ i . Thus, by [5, Proposition 3.3] , (ψ * ϕ i ) · T ∈ P M p (G) for all i, and since P M p (G) is weak* closed, this implies that T ∈ P M p (G).
