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Abstrakt
Pra´ce se zaby´va´ analy´zou medic´ınsky´ch dat, jejich prˇedzpracova´n´ım a konstrukc´ı
klasifika´toru za u´cˇelem predikce kardia´ln´ı autonomn´ı neuropatie u pacient˚u s di-
abetem. Data minigove´ metody nacha´zej´ı cˇasto uplatneˇn´ı v medic´ıneˇ, kde mu˚zˇe
klasifika´tor slouzˇit jako pomocny´ na´stroj prˇi diagnostice. C´ılem pra´ce je porovnat
vlastnosti klasifika´toru random forest v prˇ´ıpadeˇ, zˇe na vstupu budou nedoplneˇna´
data, a v prˇ´ıpadeˇ, zˇe data na vstupu budou umeˇle doplneˇna.
Jsou pouzˇita rea´lna´ vstupn´ı data. V prvn´ı rˇadeˇ je nutne´ jejich prˇedzpracova´n´ı,
vcˇetneˇ implementace metody na doplneˇn´ı chybeˇj´ıc´ıch hodnot. Byla vybra´na me-
toda k -NN. Pro predikci je vyuzˇit klasifika´tor random forest. Kvalita klasifikace je
zhodnocena na za´kladeˇ kontingencˇn´ı tabulky, ROC krˇivky (receiver operating cha-
racteristic curve), AUC (area under the ROC curve), celkove´ prˇesnosti, senzitivity,
specificity a pozitivn´ı a negativn´ı prediktivn´ı hodnoty. K porovna´n´ı vy´sledk˚u pro
nedoplneˇna´ a doplneˇna´ data na vstupu byl vyuzˇit McNemar˚uv test a dvouvy´beˇrovy´
t-test.
Provedene´ testy nepotvrdily na hladineˇ vy´znamnosti 5 % rozd´ıl v celkove´ prˇesnosti
klasifika´tor˚u pro nedoplneˇna´ a doplneˇna´ data, ani ve strˇedn´ı hodnoteˇ AUC. Rozptyl
hodnot AUC byl vysˇsˇ´ı prˇi klasifikaci doplneˇny´ch dat.
Z dosazˇeny´ch vy´sledk˚u plyne, zˇe umeˇle´ doplneˇn´ı chybeˇj´ıc´ıch hodnot metodou
k -NN nema´ vliv na kvalitu klasifika´toru random forest. Aplikace metody k -NN by prˇi
pouzˇit´ı jine´ho klasifika´toru, ktery´ nemu˚zˇe mı´t na vstupu chybeˇj´ıc´ı u´daje, umozˇnila
vyuzˇ´ıt i p˚uvodneˇ nekompletn´ı prˇ´ıpady a lze se domn´ıvat, zˇe by zvy´sˇila u´speˇsˇnost
klasifika´toru.
C´ıl pra´ce byl splneˇn, vliv doplneˇn´ı hodnot na chybu klasifikace nebyl proka´za´n.
Kl´ıcˇova´ slova
random forest, na´hodny´ les, predikce, diabetes mellitus, kardia´ln´ı autonomn´ı neuro-
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Abstract
The subject of this thesis is medical data analysis and preprocessing and construction
of a classifier able to predict cardial autonomy neuropathy among patients with
diabetes. Data mining methods are frequently used in medicine, where classifiers can
be used as decision support tools. The aim of the thesis is to compare performance of
random forest classifier with input dataset with missing data and with synthetically
completed dataset.
Real dataset is used. Initial preprocessing is necessary, including imputation me-
thod implementation. Chosen method is k -NN imputation. For prediction purposes,
random forest classifier is used. Classifier performance is evaluated using confusion
matrix, ROC curve (receiver operating characteristic curve), AUC (area under the
ROC curve), accuracy, sensitivity, specificity, positive predictive value and negative
predictive value. McNemar’s test and two-sample t-test were used for comparison of
classifier using incomplete dataset and classifier using completed dataset.
At the 0.05 significance level, performed tests did not confirm a statistically
significant difference in accuracy of classifiers for incompleted and completed data,
neither in the expected value of AUC. Variance of AUC was higher for classification
of imputed dataset.
The results show that synthetic imputation of missing data using k -NN impu-
tation does not influence performance of random forest classifier. Application of
k -NN imputation method before using a classifier which is not able to handle in-
complete dataset would enable to use initially incomplete samples. It is possible to
believe that more samples would increase classification accuracy
The aim of the thesis was accomplished, impact of missing data imputation on
classification error was not proved.
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Diabeticka´ autonomn´ı neuropatie je cˇastou a vy´znamnou komplikac´ı u diabetik˚u
1. i 2. typu. Jej´ı nejza´vazˇneˇjˇs´ı formou je kardia´ln´ı autonomn´ı neuropatie (KAN), kdy
jsou postizˇeny autonomn´ı nervy a ktera´ zp˚usobuje odchylky v schopnosti adaptace
srdecˇn´ı frekvence na zmeˇny mı´ry za´teˇzˇe srdce.
KAN vy´razneˇ zvysˇuje pravdeˇpodobnost vzniku va´zˇny´ch kardiovaskula´rn´ıch kom-
plikac´ı u diabetik˚u, zejme´na riziko infarktu myokardu, srdecˇn´ı slabosti, malign´ıch
arytmi´ı a na´hle´ smrti. Vcˇasne´ stanoven´ı diagno´zy mu˚zˇe prˇispeˇt ke sn´ızˇen´ı rizika
budouc´ıch komplikac´ı. Odhalen´ı autonomn´ı neuropatie v subklinicke´ fa´zi je vsˇak
obt´ızˇne´.
V ra´mci bakala´rˇske´ pra´ce je u´kolem prˇedzpracovat data o pacientech s diabe-
tem mellitus a kardia´ln´ı autonomn´ı neuropati´ı do takove´ podoby, aby mohla slouzˇit
jako vstup do klasifika´toru random forest. Dalˇs´ım u´kolem je doplnit chybeˇj´ıc´ı data.
V na´sleduj´ıc´ım kroku slouzˇ´ı zvla´sˇt’ nedoplneˇna´ a zvla´sˇt’ doplneˇna´ data k natre´nova´n´ı
klasifika´toru, ktery´ rozdeˇluje prˇ´ıpady na pacienty pouze s diabetem a na pacienty
s diabetem a za´rovenˇ kardia´ln´ı autonomn´ı neuropati´ı.
Dalˇs´ım c´ılem je porovnat kvalitu klasifikace prˇi natre´nova´n´ı souborem s chybeˇj´ıc´ı-
mi hodnotami a s doplneˇny´mi hodnotami na za´kladeˇ kontingencˇn´ı tabulky, ROC
krˇivky (receiver operating characteristic curve), senzitivity, specificity, pozitivn´ı pre-
diktivn´ı hodnoty a negativn´ı prediktivn´ı hodnoty a zjistit, jaky´ vliv ma´ umeˇle´ do-
plneˇn´ı hodnot na tyto parametry.
Pro implementaci algoritmu˚ bylo pouzˇito programove´ prostrˇed´ı Matlab R2015b.
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1 ZPRACOVA´NI´ LE´KARˇSKY´CH DAT
1 Zpracova´n´ı le´karˇsky´ch dat
Medic´ınska´ data mı´vaj´ı v neˇkolika ohledech specificke´ vlastnosti, ktere´ je trˇeba zo-
hlednit prˇi jejich zpracova´va´n´ı. Vzhledem k tomu, zˇe data obsahuj´ı citlive´ osobn´ı
u´daje, prˇina´sˇ´ı s sebou jejich zpracova´n´ı a uchova´va´n´ı i eticke´ a pra´vn´ı za´vazky [1].
1.1 Le´karˇska´ data
Datove´ soubory z´ıskane´ ve zdravotnictv´ı cˇasto obsahuj´ı relativneˇ ma´lo prˇ´ıpad˚u,
ovsˇem popsane´ velky´m mnozˇstv´ım atribut˚u. Prˇi sbeˇru dat je prˇ´ıtomno neˇkolik
zdroj˚u, ktere´ mohou do dat vna´sˇet zkreslen´ı, naprˇ. subjektivita prˇi sebehodnocen´ı
pacientem, interpretace le´karˇe i nejednotna´ forma za´pisu odborny´ch termı´n˚u, zvla´sˇteˇ
pokud data pocha´z´ı z v´ıce zdroj˚u [1].
Obezrˇetneˇ je trˇeba prˇistupovat k odlehly´m hodnota´m. Jako ve vsˇech jiny´ch ob-
lastech mohou by´t zp˚usobeny chybou prˇi z´ıska´va´n´ı cˇi za´pisu, v neˇktery´ch prˇ´ıpadech
jsou vsˇak zcela spra´vne´ a prˇedstavuj´ı vza´cne´ patologicke´ prˇ´ıpady, ktere´ je nutne´ do
zpracova´n´ı zahrnout [2].
Vzhledem k velke´mu pocˇtu atribut˚u je cˇasty´m krokem prˇi zpracova´n´ı medic´ın-
sky´ch dat snizˇova´n´ı dimeznionality, cozˇ vede k poklesu vy´pocˇetn´ı na´rocˇnosti dalˇs´ıch
metod a take´ k usnadneˇn´ı interpretace a vizualizace dat [3].
Proble´mem spolecˇny´m pro veˇtsˇinu medic´ınsky´ch dat je velke´ mnozˇstv´ı chybeˇj´ıc´ıch
hodnot. Du˚vody mohou by´t r˚uzne´. U´daje mohly by´t pouze nezaznamena´ny, nebo
v˚ubec nezmeˇrˇeny z technicky´ch, ekonomicky´ch nebo eticky´ch d˚uvod˚u [4]. Pokud je
veˇtsˇ´ı mnozˇstv´ı chybeˇj´ıc´ıch dat prˇi zpracova´n´ı ignorova´no, nebo doplneˇno nevhodneˇ,
mu˚zˇe to ve´st k va´zˇne´mu ovlivneˇn´ı dat a t´ım i vy´sledk˚u jejich zpracova´n´ı [5].
1.2 Vyuzˇit´ı klasifika´tor˚u v medic´ıneˇ
Data mining (dolova´n´ı dat) je obecne´ oznacˇen´ı pro metody z´ıska´va´n´ı skryty´ch a po-
tencia´lneˇ uzˇitecˇny´ch informac´ı z datovy´ch soubor˚u. V medic´ıneˇ a zdravotnictv´ı je
prˇ´ıtomno velke´ mnozˇstv´ı v´ıcerozmeˇrny´ch dat, ktere´ prˇi efektivn´ım pouzˇit´ı data mi-
ningovy´ch metod a odhalen´ı skryty´ch trend˚u a za´vislost´ı mohou by´t pomocny´m
na´strojem prˇi diagnostice a volbeˇ le´cˇby [6].
Michaela Benesˇova´ 10 CˇVUT FBMI 2016
1.2 Vyuzˇit´ı klasifika´tor˚u v medic´ıneˇ 1 ZPRACOVA´NI´ LE´KARˇSKY´CH DAT
Pro popsa´n´ı za´vislosti mezi vy´sledkem a atributy a na´slednou klasifikaci se v me-
dic´ıneˇ cˇasto vyuzˇ´ıva´ linea´rn´ı regrese, logisticka´ regrese a diskriminacˇn´ı analy´za. Tyto
metody jsou povazˇova´ny za
”
tradicˇn´ı“. V posledn´ıch desetilet´ıch se dosta´vaj´ı do
poprˇed´ı data miningove´ metody jako naprˇ´ıklad neuronove´ s´ıteˇ, support vector ma-
chines (SVM), rozhodovac´ı stromy a lesy a naivn´ı Bayes. Tyto na´stroje se vyuzˇ´ıvaj´ı
naprˇ´ıklad v predikci obt´ızˇneˇ diagnostikovatelny´ch srdecˇn´ıch chorob [6, 7, 8].
Vznika´ mnozˇstv´ı prac´ı, ktere´ srovna´vaj´ı tradicˇn´ı prˇ´ıstupy s data miningovy´mi
metodami, naprˇ. neuronovy´mi s´ıteˇmi [7], regresn´ımi stromy [9], nebo se veˇnuj´ı po-
rovna´n´ı v´ıce r˚uzny´ch metod [10, 11, 12].
V [13] je pro predikci chronicke´ho onemocneˇn´ı jater vyuzˇita extrakce cˇa´sti atri-
but˚u z ultrazvukove´ho obrazu. V [11] bylo prˇi predikci progrese demence a jej´ı
odliˇsen´ı od lehke´ poruchy pozna´vac´ıch funkc´ı porovna´no sedm data minigovy´ch me-
tod se trˇemi tradicˇn´ımi klasifika´tory. Jednalo se o klasifikaci do dvou trˇ´ıd, tedy
bina´rn´ı klasifikaci. Nejle´pe z hlediska celkove´ prˇesnosti, senzitivity a specificity obsta´-
ly v te´to u´loze metody random forest a linea´rn´ı diskriminacˇn´ı analy´za. Random forest
byl s u´speˇchem pouzˇit rovneˇzˇ prˇi predikci diabetu [14].
Vy´hodou linea´rn´ı regrese je snadna´ interpretace modelu, zjevnou nevy´hodou je
neschopnost vyja´drˇit nelinea´rn´ı vztahy mezi atributy a vy´stupem. Prˇednost´ı metody
random forest je schopnost pracovat s nelinea´rn´ımi vztahy obsazˇeny´mi v datech,
jak je zmı´neˇno naprˇ. v [15]. Dalˇs´ı vy´hodou je mozˇnost zpracova´n´ı nekompletn´ıch
vstupn´ıch dat pouzˇit´ım metody na´hradn´ıho deˇlen´ı [16].
Random forest lze vyuzˇ´ıt i v jiny´ch oblastech, naprˇ´ıklad v bioinformatice prˇi
vyhodnocova´n´ı exprese gen˚u na DNA cˇipu [17] nebo v ekologii prˇi studiu vy´skytu
druh˚u [18].
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2 TEORETICKY´ ZA´KLAD
2 Teoreticky´ za´klad
Metody data miningu prˇedstavuj´ı jeden z prˇ´ıstup˚u prˇi analy´ze medic´ınsky´ch dat
a konstrukci predikcˇn´ıch model˚u. Pro vyhodnocen´ı a vysloven´ı za´veˇru o kvaliteˇ kla-
sifika´toru nestacˇ´ı zna´t pouze jeho celkovou prˇesnost, ale je nutne´ pohl´ızˇet na v´ıce
charakteristik, naprˇ. senzitivitu a specificitu [19].
Prˇi zpracova´va´n´ı dat je vzˇdy d˚ulezˇite´ mı´t poveˇdomı´ o tom, co data reprezen-
tuj´ı a jak byla z´ıska´na, proto jsou v na´sleduj´ıc´ı kapitole strucˇneˇ charakterizova´na
onemocneˇn´ı, jejichzˇ rozliˇsen´ım se pra´ce zaby´va´.
2.1 Diabetes mellitus a kardia´ln´ı autonomn´ı neuropatie
Diabetes mellitus je chronicke´ onemocneˇn´ı vznikaj´ıc´ı v d˚usledku nedostatecˇne´ pro-
dukce nebo nedostatecˇne´ho vyuzˇit´ı hormonu inzulinu. Tato dysfunkce vede ke zvy´sˇe-
ne´ hladineˇ gluko´zy v krvi (hyperglyke´mii). Prˇi fyzicke´ aktiviteˇ bez dostatecˇne´ho
doplneˇn´ı energie z potravy naopak docha´z´ı ke sn´ızˇen´ı hladiny gluko´zy v krvi (hypo-
glyke´mii). Rozliˇsuje se diabetes mellitus prvn´ıho typu (absolutn´ı nedostatek inzu-
linu) a druhe´ho typu (relativn´ı nedostatek inzulinu) [20].
Jednou z mozˇny´ch pozdn´ıch komplikac´ı je u diabetik˚u tzv. diabeticka´ neuro-
patie, cozˇ je neza´neˇtlive´ posˇkozen´ı funkce a struktury perifern´ıch nerv˚u. Prˇ´ıcˇinou
tohoto posˇkozen´ı je dlouhodoba´ hyperglyke´mie. Mohou by´t postizˇeny nervy moto-
ricke´, senzitivn´ı i vegetativn´ı (autonomn´ı nervovy´ syste´m). Podle typu posˇkozeny´ch
nerv˚u a postizˇene´ oblasti lze rozliˇsit mnoho druh˚u neuropati´ı, nejza´vazˇneˇjˇs´ı z nich
je kardia´ln´ı (kardiovaskula´rn´ı) autonomn´ı neuropatie, kdy je v d˚usledku posˇkozen´ı
autonomn´ıch nerv˚u negativneˇ ovlivneˇna funkce srdce a vy´razneˇ se zvysˇuje riziko
vy´skytu za´vazˇny´ch kardiovaskula´rn´ıch komplikac´ı [20].
Urcˇen´ı prevalence diabeticke´ neuropatie je obt´ızˇne´ vzhledem k tomu, zˇe senzo-
rickomotoricka´ i autonomn´ı neuropatie mu˚zˇe dlouho prob´ıhat asymptomaticky. Di-
agnostika se prˇi prvn´ım kontaktu s nemocny´m z rizikove´ skupiny diabetik˚u prova´d´ı
formou dotazn´ıku, ktery´ se ty´ka´ prˇ´ıtomnosti symptomu˚ postizˇen´ı jednotlivy´ch orga´n˚u.
Senzitivita i specificita dotazn´ıku je vsˇak n´ızka´ a tento zp˚usob nen´ı vhodny´ pro
vcˇasnou diagnostiku [21].
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2.2 Random forest 2 TEORETICKY´ ZA´KLAD
Standardizovane´ autonomn´ı funkcˇn´ı testy mohou onemocneˇn´ı odhalit, prˇestozˇe
se jesˇteˇ neprojevily charakteristicke´ prˇ´ıznaky. Jedna´ se o vysˇetrˇen´ı variability srdecˇn´ı
frekvence pomoc´ı neinvazivn´ıch test˚u z tzv. Ewingovy baterie test˚u. Patrˇ´ı sem: test
hluboke´ho dy´cha´n´ı, ortostaticky´ test, Valsalv˚uv mane´vr a isometricky´ stisk ruky [21].
2.2 Random forest
Metoda random forest (na´hodny´ les) patrˇ´ı do skupiny tzv. souborovy´ch metod (en-
semble methods) [22]. Vy´sledkem souborovy´ch metod je komplexn´ı model slozˇeny´
z d´ılcˇ´ıch model˚u. Kombinova´n´ı se prova´d´ı za u´cˇelem zlepsˇen´ı predikcˇn´ıch vlastnost´ı.
Random forest se skla´da´ z bina´rn´ıch rozhodovac´ıch stromu˚ typu CART (Classifi-
cation and Regression Trees) a lze ho vyuzˇ´ıt pro klasifikacˇn´ı i regresn´ı u´lohy. Doka´zˇe
zpracovat i data, ktera´ v ra´mci atribut˚u obsahuj´ı chybeˇj´ıc´ı hodnoty. Take´ odstranˇuje
neprˇ´ıznivou vlastnost rozhodovac´ıch stromu˚, kterou je nestabilita [23].
Kazˇdy´ strom souboru je vytvorˇen s vyuzˇit´ım podmnozˇiny prˇ´ıpad˚u a podmnozˇiny
atribut˚u. Tre´novac´ı soubor je tzv. bootstrapovy´m vy´beˇrem z datasetu, tedy vy´beˇrem
s opakova´n´ım. Pouzˇit´ım odliˇsny´ch tre´novac´ıch soubor˚u je dosazˇeno mensˇ´ı korelace
mezi stromy. Prˇi tre´novan´ı se u bootstrapove´ho vy´beˇru pouzˇije m na´hodneˇ vy-





pro regresi je doporucˇena´ hodnota
m = log2 (M + 1). (2)
Prˇi klasifikaci prˇ´ıpadu z testovac´ı mnozˇiny je kazˇdy´m stromem provedeno zarˇazen´ı
do klasifikacˇn´ı trˇ´ıdy. Celkovy´ vy´sledek je potom da´n veˇtsˇinovy´m vy´sledkem (u re-
grese je pouzˇit pr˚umeˇr vy´stup˚u jednotlivy´ch stromu˚) [22].
Jak bylo zmı´neˇno, prˇi tre´nova´n´ı konkre´tn´ıho stromu nejsou pouzˇity vsˇechny
prˇ´ıpady, je na´hodneˇ vybra´na jejich podmnozˇina. Prˇ´ıpady mimo tuto podmnozˇinu
se nazy´vaj´ı out-of-bag prˇ´ıpady, neboli OOB prˇ´ıpady. Lze je vyuzˇ´ıt jako testovac´ı
mnozˇinu jizˇ prˇi konstrukci klasifika´toru. Po natre´nova´n´ı n-te´ho stromu vznikne n-ta´
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skupina OOB prˇ´ıpad˚u. I -ty´ OOB prˇ´ıpad je na´sledneˇ klasifikova´n kazˇdy´m stromem,
prˇi jehozˇ konstrukci nebyl pouzˇit. Z pomeˇru spra´vneˇ klasifikovany´ch prˇ´ıpad˚u ku
vsˇem provedeny´m klasifikac´ım je dosazˇeno odhadu chyby klasifikace nazy´vane´ OOB
error [23].
OOB prˇ´ıpady lze pouzˇ´ıt i pro urcˇen´ı d˚ulezˇitosti atribut˚u. Prˇi zjiˇst’ova´n´ı d˚ulezˇitosti
atribut˚u se po vy´pocˇtu OOB erroru provede na´hodna´ permutace hodnot v ra´mci
m-te´ho atributu a klasifikace OOB prˇ´ıpad˚u se opakuje. Je zaznamena´va´n vzr˚ust
OOB erroru. Du˚lezˇitost atributu je t´ım vysˇsˇ´ı, cˇ´ım je vzr˚ust OOB erroru vy´razneˇjˇs´ı.
Naopak pokud dany´ atribut nen´ı pro klasifikaci vy´znamny´, po jeho permutaci se u´s-
peˇsˇnost klasifikace nezmeˇn´ı [22].
Dalˇs´ım z parametr˚u metody random forest je pocˇet stromu˚, ze ktery´ch se skla´da´.
Obecneˇ plat´ı, zˇe cˇ´ım vysˇsˇ´ı pocˇet stromu˚, t´ım prˇesneˇjˇs´ı vy´sledek, ovsˇem prˇi urcˇite´m
hranicˇn´ım pocˇtu je jizˇ zlepsˇen´ı nevy´znamne´ a dalˇs´ı zvysˇova´n´ı pocˇtu stromu˚ jen
zvysˇuje cˇas potrˇebny´ k natre´nova´n´ı klasifika´toru [24].
Vyuzˇit´ı metody random forest je vhodne´ pro zpracova´n´ı u´loh, kde je ve vstupn´ıch
datech velke´ mnozˇstv´ı atribut˚u [22].
2.3 Testova´n´ı model˚u
K testova´n´ı modelu se vyuzˇ´ıva´ testovac´ıch dat, ktere´ nebyly vyuzˇity prˇi tre´nova´n´ı.
Cˇaste´ je deˇlit data na tre´novac´ı a testovac´ı mnozˇinu naprˇ´ıklad v pomeˇru 2:1 nebo
4:1 [22, s. 4]. Alternativneˇ lze vyuzˇ´ıt krˇ´ızˇovou validaci, ktera´ je mj. vhodna´ v si-
tuac´ıch, kdy je k dispozici male´ mnozˇstv´ı prˇ´ıpad˚u. Prˇi k -na´sobne´ krˇ´ızˇove´ validaci
je mnozˇina dat rozdeˇlena do k disjunktn´ıch podmnozˇin stejne´ velikosti. Kazˇda´
podmnozˇina je pouzˇita pra´veˇ jednou pro testova´n´ı modelu vznikle´ho ze zbyly´ch
dat. Tre´nova´n´ı a testova´n´ı se tedy opakuje k -kra´t. Leave-one-out je extre´mn´ı prˇ´ıpad
krˇ´ızˇove´ validace, kdy se jako tre´novac´ı mnozˇina pouzˇij´ı vsˇechny prˇ´ıpady kromeˇ jed-
noho, ktery´ je vyuzˇit jako testovac´ı. V tomto prˇ´ıpadeˇ plat´ı, zˇe pocˇet podmnozˇin k
je rovny´ p, cozˇ je celkovy´ pocˇet prˇ´ıpad˚u [22].
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2.4 Hodnocen´ı klasifikace
Pro zhodnocen´ı klasifika´toru se standardneˇ vyuzˇ´ıva´ neˇkolika charakteristik. Jednou
z nich je celkova´ prˇesnost, ktera´ je definova´na jako procento spra´vneˇ klasifikovany´ch
prˇ´ıpad˚u.
Prˇehlednou mozˇnost´ı zhodnocen´ı je kontingencˇn´ı tabulka (confusion matrix ).
V prˇ´ıpadeˇ bina´rn´ı klasifikace se jedna´ o tabulku o rozmeˇrech 2 × 2, kde jsou zazna-
mena´ny vy´sledky klasifikace vzhledem k rea´lne´mu stavu, viz tabulka 1.
Tabulka 1: Kontingencˇn´ı tabulka
Rea´lny´ stav
pozitivn´ı (+) negativn´ı (−)
Vy´sledek testu
pozitivn´ı (+) skutecˇneˇ pozitivn´ı (SP) falesˇneˇ pozitivn´ı (FP)
negativn´ı (−) falesˇneˇ negativn´ı (FN) skutecˇneˇ negativn´ı (SN)
Mohou nastat cˇtyrˇi mozˇnosti:
• SP = pozitivn´ı prˇ´ıpad je klasifikova´n jako pozitivn´ı,
• FP = negativn´ı prˇ´ıpad je klasifikova´n jako pozitivn´ı,
• SN = negativn´ı prˇ´ıpad je klasifikova´n jako negativn´ı,
• FN = pozitivn´ı prˇ´ıpad je klasifikova´n jako negativn´ı.
Kontingencˇn´ı tabulka obsahuje pocˇty prˇ´ıpad˚u v jednotlivy´ch kategori´ıch a mu˚zˇe
z n´ı by´t vypocˇ´ıta´no mnoho parametr˚u, vcˇetneˇ jizˇ zmı´neˇne´ celkove´ prˇesnosti.




SP + SN + FP + FN
(3)
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Pozitivn´ı prediktivn´ı hodnota (PPH) uda´va´ pomeˇr spra´vneˇ pozitivn´ıch vy´sledk˚u





Negativn´ı prediktivn´ı hodnota (NPH) uda´va´ pomeˇr spra´vneˇ negativn´ıch vy´sledk˚u





ROC krˇivka je graficke´ vyja´drˇen´ı za´vislosti senzitivity a specificity bina´rn´ıho
klasifikacˇn´ıho syste´mu na hodnoteˇ prahu. Prahem se mysl´ı mezn´ı hodnota, ktera´
rozdeˇluje oblast klasifikovanou jako negativn´ı (−) od oblasti klasifikovane´ jako po-
zitivn´ı (+) [26], viz obra´zek 1. Posunem prahu se meˇn´ı pocˇet spra´vneˇ pozitivn´ıch
a negativn´ıch prˇ´ıpad˚u i falesˇneˇ pozitivn´ıch a negativn´ıch prˇ´ıpad˚u a t´ım i hodnoty
senzitivity a specificity.
Obra´zek 1: Zobrazen´ı mnozˇiny pozitivn´ıch a negativn´ıch prˇ´ıpad˚u a prahu, podle
ktere´ho se prˇ´ıpady klasifikuj´ı na pozitivn´ı a negativn´ı
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Prˇ´ıklad ROC krˇivek je zobrazen na obra´zku 2. Pro porovna´n´ı v´ıce ROC krˇivek
lze vyuzˇ´ıt hodnoty plochy pod krˇivkou, tzv. AUC (area under the ROC curve). ROC
krˇivka je komplexn´ı charakteristika, ktera´ vypov´ıda´ nejen o kvaliteˇ klasifika´toru, ale
i o charakteru vstupn´ıch dat. Jestlizˇe je plocha rovna 1, je klasifika´tor nebo test
idea´ln´ı, poprˇ´ıpadeˇ jsou trˇ´ıdy, do nichzˇ prob´ıha´ klasifikace, jednodusˇe oddeˇlitelne´,
tedy senzitivita i specificita je 100 %.
Obra´zek 2: ROC krˇivky, fialova´ u´secˇka prˇedstavuje ROC krˇivku na´hodne´ klasifikace,
jej´ı AUC je 0,5 [27]
2.5 Porovna´n´ı klasifika´tor˚u
K otestova´n´ı statisticke´ vy´znamnosti odliˇsnosti prˇesnosti klasifika´tor˚u lze pouzˇ´ıt
McNemar˚uv test [28]. K tomu je trˇeba zaznamenat vy´sledky klasifikace stejny´ch
prˇ´ıpad˚u odliˇsny´mi klasifika´tory, viz tabulka 2.
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Tabulka 2: Tabulka vy´sledk˚u klasifikace dveˇma klasifika´tory
Klasifka´tor 1
trˇ´ıda 1 trˇ´ıda 0
Klasifka´tor 2
trˇ´ıda 1 a b
trˇ´ıda 0 c d
Nulova´ hypote´za rˇ´ıka´, zˇe rozd´ıl v prˇesnosti klasifika´tor˚u nen´ı statisticky vy´znamny´,
alternativn´ı hypote´za rˇ´ıka´, zˇe rozd´ıl v prˇesnosti je statisticky vy´znamny´.





Pokud je soucˇet na diagona´le mensˇ´ı nezˇ 25, pouzˇ´ıva´ se vy´pocˇet s Edwardsovou
u´pravou
χ2 =
(| b− c | −1)2
b+ c
. (9)
Za platnosti nulove´ hypote´zy ma´ statistika χ2 rozdeˇlen´ı s jedn´ım stupneˇm vol-
nosti. Vypocˇ´ıtane´ testovac´ı krite´rium se na´sledneˇ na zvolene´ hladineˇ vy´znamnosti
α porovna´va´ s kritickou hodnotou χ21−α(1). Pokud je χ
2 mensˇ´ı nezˇ χ21−α(1), ne-
zamı´ta´me nulovou hypote´zu.
Obecneˇ lze pro porovna´n´ı dvou neza´visly´ch vy´beˇr˚u pouzˇ´ıt dvouvy´beˇrovy´ nepa´rovy´
t-test, ktery´ porovna´va´ strˇedn´ı hodnoty obou vy´beˇr˚u. Mus´ı by´t dodrzˇena podmı´nka
normality obou vy´beˇr˚u [29].
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3 Na´vrh rˇesˇen´ı
Data zpracova´vana´ v bakala´rˇske´ pra´ci poskytla Fakultn´ı nemocnice v Motole. V prvn´ı
fa´zi pra´ce byl vytvorˇen postup pro jejich zpracova´n´ı, ktery´ je popsa´n v na´sleduj´ıc´ı
kapitole.
3.1 Rea´lna´ vstupn´ı data
Z´ıskana´ data byla multidimenziona´ln´ı. U celkem 130 vysˇetrˇovany´ch osob bylo sle-
dova´no 130 atribut˚u, ktere´ by bylo mozˇne´ rozdeˇlit do neˇkolika skupin:
• za´kladn´ı u´daje, naprˇ. veˇk, vy´sˇka, va´ha, krevn´ı tlak,
• hodnoty z laboratorn´ıch vysˇetrˇen´ı, naprˇ. koncentrace glykovane´ho hemoglo-
binu, cholesterolu, kreatininu, CRP,
• prˇ´ıtomnost/neprˇ´ıtomnost konkre´tn´ıho onemocneˇn´ı, prˇ´ıpadneˇ proveden´ı/nepro-
veden´ı konkre´tn´ıho za´kroku, naprˇ. ischemicka´ choroba srdecˇn´ı, steno´za karotid,
diabeticka´ noha, kompletn´ı revaskularizace,
• vy´sledky dotazn´ık˚u a proveden´ı autonomn´ıch funkcˇn´ıch test˚u, naprˇ. test hlu-
boke´ho dy´cha´n´ı, Valsalv˚uv mane´vr, ortostaticky´ test,
• vy´sledky proveden´ı cˇasove´ a spektra´ln´ı analy´zy variability srdecˇn´ı frekvence.
Zaznamena´vane´ promeˇnne´ byly ve veˇtsˇineˇ prˇ´ıpad˚u spojite´ kvantitativn´ı, v mensˇ´ım
zastoupen´ı byly promeˇnne´ kvalitativn´ı (nomina´ln´ı i ordina´ln´ı).
Prˇ´ıpady (osoby) byly rozdeˇleny do trˇ´ı skupin:
• 0 – osoba netrp´ı diabetem mellitus, ani KAN, jedna´ se o osobu ze zdrave´
kontroln´ı skupiny,
• 1 – osoba ma´ diabetes mellitus prvn´ıho cˇi druhe´ho typu a za´rovenˇ KAN,
• 2 – osoba ma´ diabetes mellitus prvn´ıho cˇi druhe´ho typu, KAN nema´.
Cˇa´st tabulky ukazuje obra´zek 3.
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3.2 Sjednocen´ı forma´tu
Vzhledem k tomu, zˇe data byla sb´ıra´na na r˚uzny´ch oddeˇlen´ıch, byl forma´t za´pisu
nejednotny´. Bylo nutne´ upravit tabulku do takove´ podoby, aby bylo mozˇne´ ji al-
goritmicky zpracova´vat. U´prava musela by´t provedena rucˇneˇ po prˇedchoz´ı analy´ze
sledovany´ch atribut˚u a zahrnovala:
• odstraneˇn´ı sloupc˚u nesouc´ıch stejnou informaci (ponecha´n´ı pouze jednoho),
• odstraneˇn´ı slovn´ıch hodnocen´ı nebo pozna´mek,
• sjednocen´ı za´hlav´ı,
• sjednocen´ı forma´tu za´pisu,
• sjednocen´ı vyja´drˇen´ı chybeˇj´ıc´ıch hodnot.
Vy´stupem byla tabulka v jednotne´m forma´tu. V kazˇde´m sloupci obsahovala
pouze cˇ´ıselne´ hodnoty (definovane´ v za´hlav´ı) nebo oznacˇen´ı pro chybeˇj´ıc´ı (nezjiˇsteˇnou)
hodnotu.
3.3 Definice trˇ´ıd
Vzhledem k zadane´mu u´kolu bylo trˇeba pro klasifikaci vybrat pouze pacienty s dia-
betem. Data byla klasifikova´na do dvou trˇ´ıd:
• 0 – pacienti s diabetem libovolne´ho typu bez prokazatelne´ kardia´ln´ı autonomn´ı
neuropatie
• 1 – pacienti s diabetem libovolne´ho typu s kardia´ln´ı autonomn´ı neuropati´ı
Prˇ´ıtomnost cˇi neprˇ´ıtomnost kardia´ln´ı autonomn´ı neuropatie byla prˇi sbeˇru dat
urcˇena na za´kladeˇ vy´sledku testu hluboke´ho dy´cha´n´ı, kdy je prˇi rˇ´ızene´ dechove´
frekvenci 6 dech˚u/min kontinua´lneˇ odecˇ´ıta´na srdecˇn´ı frekvence. V kazˇde´m dechove´m
cyklu je urcˇen nejkratsˇ´ı (RRmin) a nejdelˇs´ı (RRmax) R-R interval a vypocˇ´ıta´n jejich
pr˚umeˇr prˇes cykly. Na´sledneˇ je spocˇ´ıta´n pomeˇr RRmax/RRmin [21]. Pokud byla
vypocˇ´ıtana´ hodnota vysˇsˇ´ı nezˇ stanovena´ norma pro veˇk, byl pacient zarˇazen do
skupiny s KAN.
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3.4 Prˇedzpracova´n´ı
Prˇed samotnou klasifikac´ı bylo nutne´ data upravit (prˇedzpracovat). Prˇedzpracova´n´ı
zahrnovalo odstraneˇn´ı nepouzˇitelny´ch prˇ´ıpad˚u i atribut˚u, at’ jizˇ z d˚uvodu velke´ho
mnozˇstv´ı chybeˇj´ıc´ıch hodnot, nebo kv˚uli nevhodnosti z hlediska zadane´ho u´kolu.





kde ni je normalizovany´ i -ty´ prvek ze souboru, xi je prvek na stejne´ pozici prˇed
normalizac´ı a min(x) a max(x) je minima´ln´ı a maxima´ln´ı hodnota v souboru prˇed
normalizac´ı.
Aby byla zajiˇsteˇna vyva´zˇenost klasifika´toru, bylo trˇeba dosa´hnout stejne´ho pocˇtu
prˇ´ıpad˚u ve skupineˇ diabetik˚u bez KAN a ve skupineˇ diabetik˚u s KAN. Nejjednodusˇsˇ´ı
mozˇnost eliminace nadbytecˇny´ch prˇ´ıpad˚u z pocˇetneˇjˇs´ı skupiny nebyla v tomto prˇ´ıpadeˇ
vhodna´, jelikozˇ bylo k dispozici relativneˇ male´ mnozˇstv´ı prˇ´ıpad˚u. Nerovnova´hu
v pocˇtu prˇ´ıpad˚u v jednotlivy´ch skupina´ch lze vyrˇesˇit generova´n´ım novy´ch (umeˇly´ch)
prˇ´ıpad˚u. Jednou z pouzˇitelny´ch metod je algoritmus SMOTE (Synthetic Minority
Over-sampling Technique) [31]. Novy´ prˇ´ıpad je vytva´rˇen tak, zˇe se ze skupiny do-
stupny´ch prˇ´ıpad˚u, kterou je nutne´ rozsˇ´ıˇrit, vybere jeden za´stupce. Na´sledneˇ se meto-
dou k -nearest neighbours najde k jeho nejblizˇsˇ´ıch soused˚u a na´hodneˇ se vybere jeden
z nich. Urcˇ´ı se vektor rozd´ıl˚u p˚uvodn´ıho prˇ´ıpadu a vybrane´ho souseda. Kazˇdy´ atribut
nove´ho prˇ´ıpadu se vypocˇ´ıta´ tak, zˇe se vezme vypocˇ´ıtany´ rozd´ıl vyna´sobeny´ na´hodnou
hodnotou z rozsahu (0; 1) a prˇicˇte se k hodnoteˇ atributu p˚uvodn´ıho prˇ´ıpadu. Tedy
hodnota atributu bude vzˇdy mezi hodnotou p˚uvodn´ıho prˇ´ıpadu a vybrane´ho sou-
seda [31].
Byly navrzˇeny cˇtyrˇi metody doplneˇn´ı chybeˇj´ıc´ıch hodnot – doplneˇn´ı pr˚umeˇrem,
media´nem, metodou k -NN a doplneˇn´ı na za´kladeˇ odhadu distribucˇn´ı funkce. Metody
byly porovna´ny tak, zˇe prˇi doplnˇova´n´ı za´meˇrneˇ smazany´ch hodnot byla pocˇ´ıta´na
odchylka od spra´vne´ hodnoty. Z tohoto srovna´n´ı vysˇla jako nejvhodneˇjˇs´ı metoda
k -NN. Ta byla pouzˇita pro vytvorˇen´ı fina´ln´ıho datasetu s doplneˇny´mi hodnotami,
ktery´ slouzˇil jako jeden ze vstup˚u do klasifika´toru random forest. Alternativn´ım
vstupem byl dataset s nedoplneˇny´mi hodnotami.
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Pro posouzen´ı d˚ulezˇitosti atribut˚u byly pouzˇity OOB prˇ´ıpady. Prˇi tre´nova´n´ı byl
pocˇ´ıta´n OOB error. Na´sledneˇ byly hodnoty v ra´mci atributu na´hodneˇ prˇeskupeny
(permutova´ny) a byla zaznamena´va´na zmeˇna OOB erroru. Cˇ´ım v´ıce vzroste po per-
mutaci OOB error, t´ım je atributu prˇiˇrazena vysˇsˇ´ı d˚ulezˇitost. Atributy byly serˇazeny
podle d˚ulezˇitosti. Bylo vyzkousˇeno peˇt podvy´beˇr˚u atribut˚u a na za´kladeˇ AUC byla
vybra´na nejlepsˇ´ı varianta. Tento proces byl proveden zvla´sˇt’ pro nedoplneˇna´ a zvla´sˇt’
pro doplneˇna´ data.
3.5 Klasifikace
Vstupem do klasifika´toru byla normalizovana´ data se stejny´m pocˇtem prˇ´ıpad˚u v obou
skupina´ch a sadou atribut˚u vybrany´ch podle jejich d˚ulezˇitosti. Za pouzˇit´ı cele´ho da-
tasetu byly vybra´ny parametry klasifika´toru.
Du˚lezˇity´m parametrem klasifika´toru random forest je pocˇet rozhodovac´ıch stromu˚,
ze ktery´ch se skla´da´. Dalˇs´ımi specificky´mi voleny´mi parametry jsou velikost bo-
otstrapove´ho vy´beˇru, pocˇet atribut˚u pouzˇity´ch pro natre´nova´n´ı jednoho stromu
a take´ dalˇs´ı charakteristiky beˇzˇneˇ pouzˇ´ıvane´ u rozhodovac´ıch stromu˚, naprˇ´ıklad
pocˇet prˇ´ıpad˚u v termina´ln´ım uzlu.
Na´sledneˇ byl klasifika´tor natre´nova´n na nedoplneˇny´ch a doplneˇny´ch datech.
U´speˇsˇnost klasifika´toru byla zhodnocena pomoc´ı celkove´ prˇesnosti, senzitivity,
specificity, pozitivn´ı prediktivn´ı hodnoty, negativn´ı prediktivn´ı hodnoty a ROC
krˇivky s vypocˇtenou AUC.
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4 Realizace
Na za´kladeˇ na´vrhu byly metody v porˇad´ı uvedene´m v prˇedchoz´ı kapitole apli-
kova´ny na rea´lna´ data. Po prˇedzpracova´n´ı na´sledovala fa´ze klasifikace a zhodno-
cen´ı dosazˇeny´ch vy´sledk˚u. V na´sleduj´ıc´ı kapitole jsou obsazˇeny detaily prova´deˇny´ch
krok˚u a jejich d´ılcˇ´ı vy´sledky.
4.1 Filtrace dat
V prvn´ı rˇadeˇ bylo ze souboru vyrˇazeno 46 prˇ´ıpad˚u ze zdrave´ kontroln´ı skupiny,
protozˇe odliˇsen´ı zdravy´ch jedinc˚u od diabetik˚u s KAN nebylo v souladu se zada´n´ım
pra´ce. Vstupn´ı data potom obsahovala 84 prˇ´ıpad˚u (45 diabetik˚u a 39 diabetik˚u
s KAN).
Sloupec splnˇuje/nesplnˇuje normu pro veˇk u testu hluboke´ho dy´cha´n´ı musel by´t
ze vstupn´ıho datasetu vyloucˇen, protozˇe korelace s vy´sledkem byla velmi vysoka´
a k zarˇazen´ı do spra´vne´ trˇ´ıdy by stacˇil pouze tento jeden atribut. Protozˇe stejna´
informace by se dala odvodit i ze zby´vaj´ıc´ıch dvou sloupc˚u testu hluboke´ho dy´cha´n´ı
(zmeˇrˇena´ hodnota a norma pro veˇk), byly odstraneˇny i tyto sloupce.
Ve vstupn´ıch datech bylo velke´ mnozˇstv´ı chybeˇj´ıc´ıch hodnot. Jejich rozmı´steˇn´ı
nebylo na´hodne´. Velke´ mnozˇstv´ı chybeˇj´ıc´ıch hodnot vznikalo v prˇ´ıpadech, kdy se prav-
deˇpodobneˇ upustilo od sledova´n´ı jiste´ho atributu a ten byl zaznamena´n jen u drˇ´ıve
vysˇetrˇeny´ch pacient˚u. Podobneˇ tomu bylo u atribut˚u, ktere´ byly prˇida´ny pozdeˇji
a u prˇedesˇly´ch pacient˚u dosud nebyly doplneˇny. Chybeˇj´ıc´ı data v ra´mci rˇa´dk˚u vzni-
kala naprˇ´ıklad pokud se pacient nedostavil na neˇjake´ vysˇetrˇen´ı, tedy cela´ sada sou-
visej´ıc´ıch atribut˚u nemohla by´t zmeˇrˇena a ohodnocena.
C´ılem byla filtrace co nejveˇtsˇ´ıho mnozˇstv´ı chybeˇj´ıc´ıch hodnot prˇi zachova´n´ı co
nejvysˇsˇ´ıho pocˇtu buneˇk tabulky.
Prˇi filtraci bylo vypocˇ´ıta´no procento chybeˇj´ıc´ıch hodnot v ra´mci sloupc˚u a rˇa´dk˚u.
Hodnoty byly serˇazeny sestupneˇ a postupneˇ odstranˇova´ny sloupce/rˇa´dky s nejvysˇsˇ´ım
procentem chybeˇj´ıc´ıch u´daj˚u. Po kazˇde´m kroku byly zaznamena´n celkovy´ pocˇet
buneˇk tabulky, viz obra´zek 4.
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Obra´zek 4: Za´vislost procenta chybeˇj´ıc´ıch hodnot (modrˇe) a celkove´ho rozmeˇru ta-
bulky (cˇerveneˇ) na pocˇtu smazany´ch sloupc˚u/rˇa´dk˚u, zeleneˇ je vyznacˇen vy´sledny´
stav po filtraci
Vysˇsˇ´ı procento hodnot chybeˇlo nejdrˇ´ıve v ra´mci sloupc˚u, v neˇkolika prˇ´ıpadech to
bylo te´meˇrˇ 100 %. Kazˇdy´ smazany´ sloupec znamenal u´bytek o stejny´ pocˇet buneˇk,
proto celkovy´ rozmeˇr tabulky klesal linea´rneˇ. Po smaza´n´ı sloupc˚u, ktere´ obsahovaly
me´neˇ nezˇ 10 % dat, byl pokles procenta chybeˇj´ıc´ıch hodnot pozvolneˇjˇs´ı. V te´to fa´zi,
po 19 iterac´ıch, byla vytvorˇena´ tabulka ulozˇena. Z grafu je patrne´, zˇe po proveden´ı
42 iterac´ı jizˇ byly odstraneˇny vsˇechny chybeˇj´ıc´ı hodnoty.
4.2 Normalizace
Data byla metodou Min-Max normalizova´na na rozsah (0; 1). Du˚vodem normali-
zace bylo na´sledne´ zamy´sˇlene´ pouzˇit´ı metody k -NN, kde se vyuzˇ´ıva´ euklidovska´
vzda´lenost, a prˇi r˚uzny´ch rozsaz´ıch atribut˚u by byl vy´sledek vychy´leny´. Random
forest je k normalizaci invariantn´ı, protozˇe v algoritmu se nikdy vza´jemneˇ nepo-
rovna´vaj´ı hodnoty r˚uzny´ch atribut˚u.
4.3 Doplnˇova´n´ı
Zprvu bylo za´sadn´ım proble´mem datasetu velke´ mnozˇstv´ı chybeˇj´ıc´ıch hodnot. Ve vy´-
choz´ım stavu to bylo te´meˇrˇ 20 % z celkove´ho pocˇtu buneˇk. Nicme´neˇ prˇi filtraci bylo
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zjiˇsteˇno, zˇe veˇtsˇina pocha´z´ı z atribut˚u, ktere´ jsou vyplneˇny jen z peˇti azˇ deseti
procent. Vzhledem k tomu, zˇe dalˇs´ım krokem prˇi prˇedzpracova´n´ı bylo doplnˇova´n´ı
dat, musely by´t tyto atributy vyloucˇeny, protozˇe jejich u´cˇinne´ doplneˇn´ı by nebylo
mozˇne´. Po proveden´ı filtrace tabulka obsahovala celkem 280 chybeˇj´ıc´ıch hodnot, cozˇ
prˇedstavovalo me´neˇ nezˇ 4 % z celkove´ho pocˇtu buneˇk.
Byly vyzkousˇeny a porovna´ny na´sleduj´ıc´ı cˇtyrˇi metody doplneˇn´ı chybeˇj´ıc´ıch hod-
not.
Nejdrˇ´ıve byla implementova´na a aplikova´na metoda pro doplneˇn´ı hodnot arit-
meticky´m pr˚umeˇrem vypocˇ´ıtany´m z dostupny´ch hodnot v ra´mci kazˇde´ho atributu.
Dalˇs´ı pouzˇitou metodou bylo doplnˇova´n´ı media´nem urcˇeny´m z dostupny´ch hod-
not [30].
Dalˇs´ı metodou bylo doplneˇn´ı na za´kladeˇ odhadu distribucˇn´ı funkce. Distribucˇn´ı
funkce vystihuje rozlozˇen´ı dostupny´ch hodnot. Chybeˇj´ıc´ı elementy jsou doplneˇny
tak, aby vyhovovaly vypocˇ´ıtane´mu rozlozˇen´ı. Za t´ımto u´cˇelem byly kvantitativn´ı
atributy rozdeˇleny na trˇi skupiny podle prˇedpokla´dane´ho rozdeˇlen´ı odhadnute´ho
z histogramu – na velicˇiny s norma´ln´ım rozdeˇlen´ım, lognorma´ln´ım rozdeˇlen´ım a ex-
ponencia´ln´ım rozdeˇlen´ım, viz obra´zek 5.
Obra´zek 5: Uka´zka histogramu˚ normalizovany´ch hodnot atribut˚u zarˇazeny´ch podle
rozdeˇlen´ı do jedne´ ze trˇ´ı skupin
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Na´sledneˇ byly z existuj´ıc´ıch hodnot urcˇeny parametry rozdeˇlen´ı (strˇedn´ı hod-
nota a prˇ´ıpadneˇ rozptyl) a odpov´ıdaj´ıc´ı distribucˇn´ı funkce. Doplnˇovana´ hodnota
byla urcˇena tak, zˇe pro na´hodneˇ vygenerovane´ cˇ´ıslo z rovnomeˇrne´ho rozdeˇlen´ı z roz-
sahu (0; 1) byla pomoc´ı distribucˇn´ı funkce odecˇtena prˇ´ıslusˇna´ hodnota na ose x (viz
obra´zek 6).
Obra´zek 6: Doplneˇn´ı chybeˇj´ıc´ı hodnoty dle distribucˇn´ı funkce odhadnute´ z do-
stupny´ch hodnot
Dalˇs´ım implementovany´m postupem bylo doplnˇova´n´ı chybeˇj´ıc´ıch hodnot me-
todou k -NN (k -nearest neighbours) [30]. Metoda pracuje s jednotlivy´mi prˇ´ıpady
(rˇa´dky). Pokud prˇ´ıpad obsahuje chybeˇj´ıc´ı hodnotu, vypocˇ´ıta´ se jeho euklidovska´
vzda´lenost od vsˇech ostatn´ıch prˇ´ıpad˚u (chybeˇj´ıc´ı hodnoty v obou prˇ´ıpadech jsou
ignorova´ny). Vybere se k nejblizˇsˇ´ıch soused˚u a chybeˇj´ıc´ı hodnota se dopln´ı va´zˇeny´m
pr˚umeˇrem hodnoty tohoto atributu k soused˚u. Va´ha je upravena tak, zˇe hodnoty
s nizˇsˇ´ı vzda´lenost´ı maj´ı veˇtsˇ´ı va´hu. Va´ha konkre´tn´ıho prvku je neprˇ´ımo u´meˇrna´
vzda´lenosti sloupce, ve ktere´m se nacha´z´ı, od sloupce, do neˇjzˇ je doplnˇova´no.
4.3.1 Srovna´n´ı pouzˇity´ch metod
U´speˇsˇnost metod byla testova´na na´sledovneˇ. Byla vytvorˇena tabulka normalizo-
vany´ch kompletn´ıch dat, z n´ızˇ bylo urcˇite´ procento hodnot na´hodneˇ odstraneˇno.
Na tuto nekompletn´ı tabulku byly opakovaneˇ neza´visle pouzˇity cˇtyrˇi metody pro
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doplneˇn´ı chybeˇj´ıc´ıch hodnot a byla pocˇ´ıta´na absolutn´ı chyba. Stejny´ postup byl
opakova´n pro r˚uzne´ mnozˇstv´ı odstraneˇny´ch hodnot od 1 % do 50 % s krokem 0,5 %
(viz obra´zek 7). U metody k -NN bylo pocˇ´ıta´no s 5 nejblizˇsˇ´ımi sousedy.
Obra´zek 7: Pr˚umeˇr absolutn´ı chyby ze sta doplneˇn´ı jednotlivy´mi metodami
v za´vislosti na procentu odstraneˇny´ch hodnot
4.3.2 Volba parametru metody k-NN
Z implementovany´ch metod dosa´hla nejlepsˇ´ıch vy´sledk˚u metoda k -NN, proto byla
zvolena pro doplneˇn´ı dat pouzˇity´ch jako vstup do klasifika´toru.
U te´to metody je kl´ıcˇovy´m parametrem zvoleny´ pocˇet nejblizˇsˇ´ıch soused˚u k. Prˇi
volbeˇ parametru k byla c´ılem co nejnizˇsˇ´ı odchylka od spra´vne´ hodnoty. Byla pouzˇita
kompletn´ı tabulka vytvorˇena´ za u´cˇelem srovna´n´ı metod pro doplnˇova´n´ı hodnot.
Z tabulky bylo na´hodneˇ smaza´no 3,42 % hodnot, cozˇ odpov´ıda´ procentu chybeˇj´ıc´ıch
hodnot v rea´lny´ch datech. Tato tabulka byla tis´ıckra´t doplnˇova´na metodou k -NN
s r˚uzny´mi hodnotami parametru k a byla pocˇ´ıta´na chyba. Parametr k pro doplneˇn´ı
rea´lneˇ chybeˇj´ıc´ıch hodnot byl vybra´n podle teˇchto vy´pocˇt˚u jako ten s minima´ln´ı
odchylkou (tzn. k = 4), viz obra´zek 8.
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Obra´zek 8: Za´vislost pr˚umeˇrne´ absolutn´ı chyby z tis´ıce doplneˇn´ı na parametru k
v metodeˇ k -NN
4.4 Vyva´zˇen´ı skupin
K vyva´zˇen´ı skupin byl implementova´n a pouzˇit algoritmus SMOTE, pocˇet pouzˇity´ch
nejblizˇsˇ´ıch soused˚u byl 5. Pocˇet byl zvolen podle autor˚u metody [31]. Bylo trˇeba vy-
tvorˇit sˇest novy´ch prˇ´ıpad˚u ze skupiny diabetik˚u s KAN. Nejprve byl na´hodneˇ vybra´n
vzorek sˇesti prˇ´ıpad˚u, ktery´ byl vstupem do algoritmu SMOTE. Na za´kladeˇ kazˇde´ho
vybrane´ho prˇ´ıpadu a jednoho z peˇti jeho nejblizˇsˇ´ıch soused˚u byl vygenerova´n jeden
novy´ prˇ´ıpad.
4.5 Optimalizace klasifika´toru
Po prˇedzpracova´n´ı byla provedena klasifikace pomoc´ı metody random forest. V prvn´ı
rˇadeˇ bylo nutne´ definovat vhodne´ parametry klasifika´toru.
Pro vy´beˇr optima´ln´ıho pocˇtu stromu˚ byl na vsˇech datech tre´nova´n les s pocˇtem
300 stromu˚. Prˇi volbeˇ nejvhodneˇjˇs´ıho pocˇtu byl zohledneˇn odhad chyby klasifikace
OOB error. V pr˚ubeˇhu tre´nova´n´ı byl po kazˇde´m dalˇs´ım vytvorˇene´m stromu pocˇ´ıta´n
OOB error. Vy´sledky zpr˚umeˇrovane´ ze sta opakova´n´ı ukazuje obra´zek 9.
Po pocˇa´tecˇn´ım strme´m poklesu se hodnota OOB erroru snizˇuje velmi pozvolna.
Jako vhodna´ volba se jev´ı hodnota bezprostrˇedneˇ po nejveˇtsˇ´ım poklesu – 10 stromu˚.
Ovsˇem prˇi pouzˇit´ı jiny´ch dat by mohl by´t klasifika´tor s t´ımto pocˇtem stromu˚ ne-
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Obra´zek 9: Za´vislost OOB erroru na pocˇtu stromu˚, zeleneˇ je vyznacˇena zvolena´
hodnota pocˇtu stromu˚
stabiln´ı. Je patrne´, zˇe prˇesnost klasifika´toru by byla t´ım vysˇsˇ´ı, cˇ´ım by byl vysˇsˇ´ı
pocˇet stromu˚. Nicme´neˇ s rostouc´ım pocˇtem stromu˚ roste i cˇas nutny´ k natre´nova´n´ı
klasifika´toru a prˇ´ıspeˇvek dalˇs´ıho navysˇova´n´ı pocˇtu stromu˚ nen´ı tak vy´razny´. Pocˇet
stromu˚ byl stanoven na 80.
Dalˇs´ım voleny´m parametrem byla velikost bootstrapove´ho vy´beˇru pro tre´nova´n´ı.
Podle hodnoty popisovane´ v cˇla´nku autora metody random forest [32] byla defi-
nova´na jako dveˇ trˇetiny z celkove´ho pocˇtu prˇ´ıpad˚u.
Pocˇet na´hodneˇ vybrany´ch prediktor˚u m byl ponecha´n na doporucˇene´ hodnoteˇ
pro klasifikacˇn´ı u´lohy, tedy odmocnina z celkove´ho pocˇtu prediktor˚u.
Klasifika´tor se stejny´mi parametry byl pouzˇit i pro vy´pocˇet d˚ulezˇitosti atribut˚u
a srovna´n´ı kvality klasifikace vstup˚u s r˚uzny´m pocˇtem atribut˚u.
4.6 Du˚lezˇitost atribut˚u
Datasety po dosavadn´ıch u´prava´ch (filtrace, normalizace, vyva´zˇen´ı skupin, prˇ´ıpadneˇ
doplneˇn´ı chybeˇj´ıc´ıch hodnot) obsahovaly 90 prˇ´ıpad˚u a 91 atribut˚u. Vy´pocˇet d˚ulezˇitos-
ti atribut˚u byl proveden za u´cˇelem redukce dimenzionality. Prˇedpoklad byl takovy´,
zˇe neˇktere´ atributy maj´ı na zarˇazen´ı do vy´sledne´ trˇ´ıdy veˇtsˇ´ı vliv nezˇ jine´. C´ılem bylo
vybrat pouze ty atributy, jejichzˇ absence by zp˚usobovala nejveˇtsˇ´ı chybu klasifikace.
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Prˇi vysoke´m pocˇtu atribut˚u ma´ klasifika´tor tendenci nacha´zet i velmi jemne´ vztahy
mezi atributy a na tento
”
sˇum“ se adaptovat.
K urcˇen´ı d˚ulezˇitosti atribut˚u byly vyuzˇity OOB prˇ´ıpady. Prˇi tre´nova´n´ı klasi-
fika´toru byl pocˇ´ıta´n OOB error a byl sledova´n vzr˚ust OOB erroru prˇi na´hodne´
permutaci prvk˚u konkre´tn´ıho atributu. Z tohoto vzr˚ustu (prˇ´ıpadneˇ poklesu) byla
vypocˇ´ıta´na d˚ulezˇitost atributu. Postup byl opakova´n stokra´t, cˇ´ımzˇ bylo pro kazˇdy´
atribut z´ıska´no 100 hodnocen´ı d˚ulezˇitosti. Vy´sledky pro jednotlive´ atributy byly
zpr˚umeˇrova´ny a atributy byly serˇazeny podle vypocˇ´ıtane´ d˚ulezˇitosti sestupneˇ. Vy´sledky
pro p˚uvodn´ı soubor s chybeˇj´ıc´ımi hodnotami ukazuje obra´zek 10.
Obra´zek 10: OOB d˚ulezˇitost atribut˚u pro soubor s nedoplneˇny´mi hodnotami, sveˇtle
modrˇe jsou oznacˇeny mezn´ı sloupce podvy´beˇr˚u
Byly vytvorˇeny cˇtyrˇi nove´ podmnozˇiny atribut˚u. Hodnoty byly zvoleny na za´kladeˇ
grafu v mı´stech prˇedcha´zej´ıc´ıch prudsˇ´ımu poklesu. Prvn´ı podmnozˇina obsahovala
pouze atributy s vypocˇ´ıtanou OOB d˚ulezˇitost´ı veˇtsˇ´ı nezˇ nula, jejich pocˇet byl 69.
Du˚lezˇitost mensˇ´ı nezˇ nula znacˇ´ı, zˇe prˇi permutaci prvk˚u prˇesnost klasifikace vzrostla.
Dalˇs´ı vy´beˇry obsahovaly pouze 5, 20 a 32 atribut˚u s nejvysˇsˇ´ı dosazˇenou d˚ulezˇitost´ı.
Obra´zek 11 ukazuje vy´sledky pro doplneˇny´ soubor. Postup byl stejny´ jako u nedo-
plneˇny´ch dat. Rozd´ıl v d˚ulezˇitosti proti nedoplneˇny´m dat˚um byl velmi maly´, porˇad´ı
se ovsˇem mı´rneˇ liˇsilo, proto byl kazˇdy´ dataset vyhodnocen zvla´sˇt’. U doplneˇny´ch dat
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byly z grafu stejny´m zp˚usobem jako k prˇedchoz´ım prˇ´ıpadeˇ zvoleny mezn´ı hodnoty
pocˇtu atribut˚u 5, 23, 57 a 74.
Obra´zek 11: OOB d˚ulezˇitost atribut˚u pro soubor s doplneˇny´mi hodnotami, sveˇtle
modrˇe jsou oznacˇeny mezn´ı sloupce podvy´beˇr˚u
4.7 Klasifikace
Vytvorˇene´ datasety slouzˇily jako vstup do klasifika´toru random forest. K vyhodno-
cen´ı byla pouzˇita leave-one-out krˇ´ızˇova´ validace. Byly porovna´ny hodnoty plochy
pod ROC krˇivkou (AUC) pro jednotlive´ vstupy. Vy´sledky shrnuje tabulka 3.
Pro za´veˇrecˇne´ srovna´n´ı byly vybra´ny vstupy s nejvysˇsˇ´ı hodnotou AUC. Pro nedo-
plneˇna´ data to byl dataset s 32 nejd˚ulezˇiteˇjˇs´ımi atributy, pro doplneˇna´ data soubor
s 57 atributy.
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Tabulka 3: Vypocˇ´ıtane´ hodnoty AUC pro klasifikaci nedoplneˇny´ch a doplneˇny´ch
dat s r˚uzny´m pocˇtem atribut˚u, tucˇneˇ jsou vyznacˇeny nejvysˇsˇ´ı dosazˇene´ vy´sledky
a odpov´ıdaj´ıc´ı pocˇty atribut˚u
Nedoplneˇna´ data
Pocˇet atribut˚u 5 20 32 69 91
AUC 0,7638 0,8097 0,8274 0,8197 0,8079
Doplneˇna´ data
Pocˇet atribut˚u 5 23 57 74 91
AUC 0,7603 0,8152 0,8314 0,8234 0,8199
4.8 Hodnocen´ı kvality klasifikace
Vzhledem k pomeˇrneˇ n´ızke´mu pocˇtu prˇ´ıpad˚u byla k vyhodnocen´ı byla pouzˇita
krˇ´ızˇova´ validace. Pro porovna´n´ı byla provedena desetina´sobna´ krˇ´ızˇova´ validace a leave-
one-out krˇ´ızˇova´ validace. Informace o klasifikaci prvk˚u z testovac´ı mnozˇiny byly
uchova´va´ny po dobu jednoho pr˚ubeˇhu validace. Z vy´sledny´ch zarˇazen´ı testovac´ıch
prˇ´ıpad˚u v ra´mci jedne´ validace byla vytvorˇena kontingencˇn´ı tabulka a vypocˇ´ıta´ny
ostatn´ı parametry, vcˇetneˇ ROC krˇivky. Cely´ proces byl opakova´n desetkra´t a vy´sledky
vypocˇ´ıtany´ch parametr˚u jsou prezentova´ny ve formeˇ pr˚umeˇr ± smeˇrodatna´ od-
chylka, viz tabulka 6. V kontingencˇn´ı tabulce byly vy´sledky pouze pr˚umeˇrova´ny,
viz tabulky 4 a 5.
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5 Vy´sledky
U klasifika´tor˚u byly zaznamena´va´ny a vyhodnocova´ny ROC krˇivky, kontingencˇn´ı
tabulky a z nich vypocˇ´ıtane´ parametry prˇesnost, senzitivita, specificita, pozitivn´ı
a negativn´ı prediktivn´ı hodnota.
Byly vyuzˇity dveˇ mozˇnosti validace – desetina´sobna´ krˇ´ızˇova´ validace a leave-
one-out krˇ´ızˇova´ validace. Nizˇsˇ´ı smeˇrodatneˇ odchylky od pr˚umeˇr˚u vypocˇ´ıtany´ch pa-
rametr˚u byly z´ıska´ny z leave-one-out krˇ´ızˇove´ validace, pr˚umeˇrne´ hodnoty byly zpra-
vidla vysˇsˇ´ı. Vy´sledky obou metod jsou pro srovna´n´ı uvedeny v prˇ´ıloze A a B.
5.1 Kontingencˇn´ı tabulky
Kontingencˇn´ı tabulky obsahuj´ı pocˇet prˇ´ıpad˚u zarˇazeny´ch do jednotlivy´ch trˇ´ıd vzhle-
dem k rea´lne´ trˇ´ıdeˇ, do ktere´ prˇ´ıpady na´lezˇ´ı.
Tabulka 4: Zpr˚umeˇrovana´ kontingencˇn´ı tabulka pro klasifikaci nedoplneˇny´ch dat
(metoda leave-one-out krˇ´ızˇova´ validace)
Rea´lny´ stav
trˇ´ıda 1 trˇ´ıda 0
Vy´sledek trˇ´ıda 1 36,2 8,8
klasifikace trˇ´ıda 0 13,5 31,5
Tabulka 5: Zpr˚umeˇrovana´ kontingencˇn´ı tabulka pro klasifikaci doplneˇny´ch dat (me-
toda leave-one-out krˇ´ızˇova´ validace)
Rea´lny´ stav
trˇ´ıda 1 trˇ´ıda 0
Vy´sledek trˇ´ıda 1 37,6 7,4
klasifikace trˇ´ıda 0 14,3 30,7
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5.2 Odvozene´ parametry
Na´sleduj´ıc´ı charakteristiky byly vypocˇ´ıta´ny z kontingencˇn´ı tabulky pro kazˇde´ pro-
veden´ı leave-one-out krˇ´ızˇove´ validace, na za´veˇr byly vy´sledky zpr˚umeˇrova´ny.
Pro nedoplneˇna´ data byla pr˚umeˇrna´ celkova´ prˇesnost 75,22 %, pro doplneˇna´ vysˇla
prˇesnost 75,89 %. V tabulce 6 je uveden pr˚umeˇr a smeˇrodatna´ odchylka tohoto i
ostatn´ıch vypocˇ´ıtany´ch parametr˚u.
Tabulka 6: Odvozene´ parametry klasifika´toru pro nedoplneˇna´ a doplneˇna´ data (me-
toda leave-one-out krˇ´ızˇova´ validace)






AUC 0,83 0,01 0,84 0,01
celkova´ prˇesnost (%) 75,22 1,58 75,89 1,58
senzitivita (%) 72,24 1,21 72,44 1,16
specificita (%) 78,24 2,54 80,65 2,62
pozitivn´ı prediktivn´ı hodnota (%) 80,44 2,93 83,56 2,81
negativn´ı prediktivn´ı hodnota (%) 70,00 1,57 68,22 1,50
Srovna´n´ı
K porovna´n´ı prˇesnost´ı klasifika´tor˚u byl vyuzˇit McNemar˚uv test s Edwardsovou
u´pravou. Za t´ım u´cˇelem byla provedena leave-one-out krˇ´ızˇova´ validace a byly zazna-
mena´va´ny informace o klasifikaci testovac´ıho prˇ´ıpadu klasifika´torem natre´novany´m
na nedoplneˇny´ch datech (klasifika´tor N) a na doplneˇny´ch datech (klasifika´tor D),
viz tabulka 7.
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Tabulka 7: Zpr˚umeˇrovana´ tabulka vy´sledk˚u klasifikace dveˇma klasifika´tory
klasifka´tor D
trˇ´ıda 1 trˇ´ıda 0
klasifka´tor N
trˇ´ıda 1 64,0 2,8
trˇ´ıda 0 4,2 18,9
Nulova´ hypote´za je formulova´na tak, zˇe prˇesnost klasifika´tor˚u acc nen´ı statis-
ticky vy´znamneˇ odliˇsna´, tedy zˇe umeˇle´ doplneˇn´ı chybeˇj´ıc´ıch dat neovlivn´ı celkovou
prˇesnost klasifika´toru random forest. Alternativn´ı hypote´za je, zˇe prˇesnost je po
doplneˇn´ı statisticky vy´znamneˇ odliˇsna´.
H0 : accN = accD
H1 : accN 6= accD
Vy´pocˇet testovac´ıho krite´ria:
χ2 =
(| 2, 8− 4, 2 | −1)2
2, 8 + 4, 2
χ2 = 0, 057
Vy´sledek byl porovna´n s kritickou hodnotou χ2 rozdeˇlen´ı se zvolenou hladinou
vy´znamnosti 0,05 a jedn´ım stupneˇm volnosti, χ20,95(1) = 3, 84.
Jelikozˇ je testovac´ı krite´rium mensˇ´ı nezˇ kriticka´ hodnota, nezamı´ta´me nulovou
hypote´zu, lze tedy i nada´le prˇedpokla´dat, zˇe doplneˇn´ı hodnot neovlivnˇuje klasifikaci.
5.3 ROC krˇivky
V ra´mci vyhodnocen´ı bylo z´ıska´no deset ROC krˇivek pro deset pr˚ubeˇh˚u leave-one-out
krˇ´ızˇove´ validace. Hodnoty ROC krˇivek byly pr˚umeˇrova´ny a je zobrazova´na pr˚umeˇrna´
hodnota ROC krˇivek spolu s pa´sem ± 2 smeˇrodatne´ odchylky. Pa´s pokry´va´ oblast,
kde se krˇivka nacha´z´ı s 95% pravdeˇpodobnost´ı, viz obra´zky 12 a 13.
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Obra´zek 12: ROC krˇivka klasifikace souboru s nedoplneˇny´mi hodnotami
Obra´zek 13: ROC krˇivka klasifikace souboru s doplneˇny´mi hodnotami
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Srovna´n´ı
C´ılem bylo vysˇetrˇit odliˇsnost dosazˇeny´ch ROC krˇivek. K porovna´n´ı byly pouzˇity
vypocˇtene´ plochy pod teˇmito krˇivkami (AUC). Prˇedpoklad byl takovy´, zˇe strˇedn´ı
hodnoty ani smeˇrodatne´ odchylky AUC nebudou prˇi opakovane´m sestrojen´ı ROC
krˇivky z klasifikace nedoplneˇny´ch a doplneˇny´ch dat odliˇsne´.
Za t´ımto u´cˇelem byla s nedoplneˇny´mi daty stokra´t provedena leave-one-out
krˇ´ızˇova´ validace, vy´stupem bylo 100 vypocˇ´ıtany´ch AUC, oznacˇeny´ch jako AUCN .
Stejny´ postup byl opakova´n s doplneˇny´mi daty a byl z´ıska´n soubor AUCD.
K testova´n´ı normality soubor˚u AUCN a AUCD byl pouzˇit χ
2 test dobre´ shody.
Testova´no bylo na hladineˇ vy´znamnosti 5 %. Pro AUCN byla p-value 0,64, pro
AUCD 0,89. Normalita obou soubor˚u byla potvrzena.
Pro porovna´n´ı rozptyl˚u byl pouzˇit dvouvy´beˇrovy´ F-test. Nulova´ hypote´za rˇ´ıka´,
zˇe rozptyl obou vy´beˇr˚u (σ2N a σ
2










Rozptyl AUCN byl 0, 68 ·10−5, pro AUCD byl 1, 17 ·10−5, pocˇet prvk˚u v souboru






1, 17 · 10−5
0, 69 · 10−5
F = 1, 70
Vy´sledek byl porovna´n s kritickou hodnotou F-rozdeˇlen´ı se zvolenou hladinou
vy´znamnosti 0,05 a stupni volnosti nN − 1 a nD − 1, F0,95(99, 99) = 1,39.
Jelikozˇ je testovac´ı krite´rium vysˇsˇ´ı nezˇ kriticka´ hodnota, zamı´ta´me nulovou hy-
pote´zu, rozptyly jsou na dane´ hladineˇ vy´znamnosti odliˇsne´.
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Pro porovna´n´ı strˇedn´ıch hodnot vy´beˇr˚u byl pouzˇit dvouvy´beˇrovy´ t-test. Nulova´
hypote´za rˇ´ıka´, zˇe strˇedn´ı hodnoty obou vy´beˇr˚u (µN a µD) se neliˇs´ı, alternativn´ı
hypote´za rˇ´ıka´, zˇe strˇedn´ı hodnoty se liˇs´ı.
H0 : µN = µD
H1 : µN 6= µD
Vy´pocˇet testovac´ıho krite´ria:
t =













t = 1, 31
Vy´sledek byl porovna´n s kritickou hodnotou t-rozdeˇlen´ı se zvolenou hladinou
vy´znamnosti 0,05 a vypocˇ´ıtany´m stupneˇm volnosti vzhledem k odliˇsnosti rozptyl˚u,
ktery´ byl 185. (Prˇi stejny´ch rozptylech by byl pocˇet stupnˇ˚u volnosti nN − nD − 2.)
Kriticka´ hodnota je t0,95(185) = 1,97.
Jelikozˇ je testovac´ı krite´rium nizˇsˇ´ı nezˇ kriticka´ hodnota, nezamı´ta´me nulovou
hypote´zu, shoda strˇedn´ıch hodnot byla potvrzena.
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Prˇi filtraci byly ze zpracova´n´ı u´plneˇ vyloucˇeny prˇ´ıpady osob, u ktery´ch nebylo dia-
gnostikova´no ani jedno ze sledovany´ch onemocneˇn´ı. Takovy´ klasifika´tor by v praxi
neprˇina´sˇel zˇa´dnou vy´hodu, protozˇe k rozliˇsen´ı skupin stacˇ´ı pouze prˇ´ıtomnost diabetu
a diagnostika tohoto onemocneˇn´ı nen´ı nijak komplikovana´. Ovsˇem zdrave´ prˇ´ıpady
by mohly by´t uzˇitecˇne´ ve fa´zi prˇedzpracova´n´ı, naprˇ´ıklad prˇi doplnˇova´n´ı hodnot.
Po eliminaci sloupc˚u s v´ıce nezˇ 90 % chybeˇj´ıc´ıch hodnot z˚ustalo v datech 280 chy-
beˇj´ıc´ıch hodnot, cozˇ prˇedstavovalo 3,42 % z celkove´ho pocˇtu buneˇk v tabulce. Nebylo
oveˇrˇeno, zˇe dosazˇene´ vy´sledky by byly obdobne´ prˇi vysˇsˇ´ım procentu chybeˇj´ıc´ıch
hodnot.
Normalizace byla aplikova´na z d˚uvodu metod pouzˇ´ıvaj´ıc´ıch vy´pocˇet vzda´lenosti
(SMOTE, k -NN), z pohledu vybrane´ho klasifika´toru nebyla nutna´. Bylo by mozˇne´
pouzˇ´ıt jine´ metody normalizace, naprˇ. Z-score nebo Soft-max normalizaci.
Byly implementova´ny cˇtyrˇi metody pro doplneˇn´ı chybeˇj´ıc´ıch hodnot – pr˚umeˇrem,
media´nem, doplneˇn´ı metodou k -NN a doplneˇn´ı podle odhadu distribucˇn´ı funkce.
Pro vy´sledne´ doplneˇn´ı byla zvolena metoda k -NN s pocˇtem nejblizˇsˇ´ıch soused˚u 4.
Doplnˇova´n´ı pomoc´ı odhadu distribucˇn´ı funkce vykazuje proti ocˇeka´va´n´ı pomeˇrneˇ
velkou chybu. Pravdeˇpodobnou prˇ´ıcˇinou je n´ızky´ pocˇet prˇ´ıpad˚u. Prˇi zvy´sˇen´ı pocˇtu
prˇ´ıpad˚u by bylo mozˇne´ le´pe aproximovat rozdeˇlen´ı dane´ho atributu, cozˇ by zlepsˇilo
prˇesnost metody. Perspektivneˇ by bylo mozˇne´ prˇidat dalˇs´ı metody doplneˇn´ı chybeˇj´ı-
c´ıch hodnot, prˇ´ıpadneˇ vybrat v´ıce metod a porovnat jejich vhodnost podle chyby
klasifikace prˇi jejich uplatneˇn´ı.
Za u´cˇelem vyva´zˇen´ı skupin byl pouzˇit algoritmus SMOTE. Namı´sto synteticke´ho
vytva´rˇen´ı novy´ch prˇ´ıpad˚u by bylo mozˇne´ zvolit va´hova´n´ı, kdy prˇ´ıpady v minoritn´ı
skupineˇ maj´ı vysˇsˇ´ı va´hu a jejich nespra´vna´ klasifikace je vy´razneˇji penalizova´na.
Du˚lezˇitosti atribut˚u byla vypocˇ´ıta´na pomoc´ı OOB prˇ´ıpad˚u v pr˚ubeˇhu tre´nova´n´ı
klasifika´toru random forest. Ke srovna´n´ı klasifikace r˚uzny´ch sad atribut˚u byla pouzˇita
plocha pod ROC krˇivkou. Alternativneˇ by bylo mozˇne´ vyzkousˇet jinou mozˇnost
vy´beˇru atribut˚u a porovnat vy´sledky.
McNemar˚uv test proka´zal, zˇe celkova´ prˇesnost obou klasifika´tor˚u nen´ı na hla-
dineˇ vy´znamnosti 5 % odliˇsna´. Pouzˇit´ı testu bylo problematicke´ vzhledem k pocˇtu
prˇ´ıpad˚u, ktere´ byly jednotlivy´mi klasifika´tory zarˇazeny do odliˇsny´ch trˇ´ıd. Tyto u´daje
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se pouzˇ´ıvaj´ı k vy´pocˇtu testovac´ıho krite´ria. Ke spolehliveˇjˇs´ımu vy´pocˇtu by bylo
nutne´ mı´t k dispozici v´ıce prˇ´ıpad˚u.
Testova´n´ı rozd´ılnosti ROC krˇivek probeˇhlo na za´kladeˇ parametru AUC. Byl po-
rovna´va´n soubor 100 hodnot AUC z klasifikace nedoplneˇny´ch dat a 100 hodnot AUC
z klasifikace doplneˇny´ch dat. Na hladineˇ vy´znamnosti 5 % nebyla F-testem potvr-
zena rovnost rozptyl˚u vy´beˇru, t-test vsˇak na stejne´ hladineˇ vy´znamnosti potvrdil
shodu strˇedn´ıch hodnot.
Z dosazˇeny´ch vy´sledk˚u plyne, zˇe synteticke´ doplneˇn´ı chybeˇj´ıc´ıch hodnot metodou
k -NN vy´znamneˇ neovlivn´ı kvalitu klasifika´toru random forest z pohledu celkove´
prˇesnosti ani AUC. Pouzˇita´ metoda ma´ vliv na rozptyl hodnot AUC prˇi opakovane´m
vyhodnocen´ı klasifikace.
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Pra´ce se zaby´vala problematikou klasifikace medic´ınsky´ch dat.
Na rea´lny´ch datech bylo provedeno prˇedzpracova´n´ı zahrnuj´ıc´ı filtraci, norma-
lizaci, vyva´zˇen´ı skupin a doplneˇn´ı chybeˇj´ıc´ıch hodnot. Byl vytvorˇen klasifika´tor
a zhodnocena klasifikace. Pro doplneˇn´ı chybeˇj´ıc´ıch hodnot byla zvolena metoda
k -NN, pouzˇity´m klasifika´torem byl random forest. K vyhodnocen´ı byla pouzˇita dese-
tina´sobna´ krˇ´ızˇova´ validace a leave-one-out krˇ´ızˇova´ validace. Hodnoceny´mi parame-
try byla ROC krˇivka a charakteristiky vypocˇ´ıtane´ z kontingencˇn´ı tabulky – celkova´
prˇesnost, senzitivita, specificita, pozitivn´ı a negativn´ı prediktivn´ı hodnota.
Pra´ce obsahuje popis vsˇech aplikovany´ch metod a porovna´n´ı vy´sledk˚u klasifikace
pro doplneˇna´ a nedoplneˇna´ data.
Vy´stupem byly dva klasifika´tory, klasifika´tor natre´novany´ na nedoplneˇny´ch da-
tech dosahuje celkove´ prˇesnosti (75,22 ± 1,58) % a klasifika´tor natre´novany´ na do-
plneˇny´ch datech ma´ prˇesnost (75,89 ± 1,58) %.
Bylo potvrzeno, zˇe hodnocene´ parametry nejsou pro p˚uvodn´ı data s chybeˇj´ıc´ımi
hodnotami a pro data s umeˇle doplneˇny´mi hodnotami na hladineˇ vy´znamnosti 5 %
odliˇsne´, tedy zˇe umeˇle´ doplneˇn´ı chybeˇj´ıc´ıch hodnot metodou k -NN nema´ vliv na
kvalitu klasifika´toru random forest.
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Prˇ´ıloha A: Kontingencˇn´ı tabulky
Tabulka 1: Zpr˚umeˇrovane´ kontingencˇn´ı tabulky pro klasifikaci nedoplneˇny´ch a do-
plneˇny´ch dat (metoda desetina´sobne´ krˇ´ızˇove´ validace)
Rea´lny´ stav
Nedoplneˇna´ data Doplneˇna´ data
trˇ´ıda 1 trˇ´ıda 0 trˇ´ıda 1 trˇ´ıda 0
Vy´sledek trˇ´ıda 1 34,4 10,6 37,6 7,4
klasifikace trˇ´ıda 0 13,7 31,3 13,8 31,2
Tabulka 2: Zpr˚umeˇrovane´ kontingencˇn´ı tabulky pro klasifikaci nedoplneˇny´ch a do-
plneˇny´ch dat (metoda leave-one-out krˇ´ızˇove´ validace)
Rea´lny´ stav
Nedoplneˇna´ data Doplneˇna´ data
trˇ´ıda 1 trˇ´ıda 0 trˇ´ıda 1 trˇ´ıda 0
Vy´sledek trˇ´ıda 1 36,2 8,8 37,9 7,1
klasifikace trˇ´ıda 0 13,5 31,5 14,4 30,6
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Prˇ´ıloha B: Odvozene´ parametry klasifikace
Tabulka 3: Odvozene´ parametry klasifika´toru pro nedoplneˇna´ a doplneˇna´ data (me-
toda desetina´sobne´ krˇ´ızˇova´ validace)






AUC 0,83 0,01 0,83 0,01
celkova´ prˇesnost (%) 73,00 1,58 76,44 1,72
senzitivita (%) 71,52 1,06 73,16 1,41
specificita (%) 74,83 2,87 80,93 2,95
pozitivn´ı prediktivn´ı hodnota (%) 76,44 3,81 83,56 3,18
negativn´ı prediktivn´ı hodnota (%) 69,56 1,83 69,33 2,04
Tabulka 4: Odvozene´ parametry klasifika´toru pro nedoplneˇna´ a doplneˇna´ data (me-
toda leave-one-out krˇ´ızˇova´ validace)






AUC 0,83 0,01 0,84 0,01
celkova´ prˇesnost (%) 75,22 1,58 75,89 1,58
senzitivita (%) 72,24 1,21 72,44 1,16
specificita (%) 78,24 2,54 80,65 2,62
pozitivn´ı prediktivn´ı hodnota (%) 80,44 2,93 83,56 2,81
negativn´ı prediktivn´ı hodnota (%) 70,00 1,57 68,22 1,50
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– Tato slozˇka obsahuje vy´choz´ı data a d´ılcˇ´ı vstupy a vy´stupy jednotlivy´ch
metod.
• Zdrojove´ ko´dy
– Tato slozˇka obsahuje zdrojove´ ko´dy k pouzˇity´m metoda´m.
53
