This article initiates a theoretical investigation into online scheduling problems with speed scaling where the allowable speeds may be discrete, and the power function may be arbitrary, and develops algorithmic analysis techniques for this setting. We show that a natural algorithm, which uses Shortest Remaining Processing Time for scheduling and sets the power to be one more than the number of unfinished jobs, is 3-competitive for the objective of total flow time plus energy. We also show that another natural algorithm, which uses Highest Density First for scheduling and sets the power to be the fractional weight of the unfinished jobs, is a 2-competitive algorithm for the objective of fractional weighted flow time plus energy.
INTRODUCTION
Energy consumption has become a key issue in the design of microprocessors. Major chip manufacturers, such as Intel, AMD, and IBM, now produce chips with dynamically scalable speeds, and produce associated software that enables an operating system to manage power by scaling processor speed. Within the last few years there has been a significant amount of research on the scheduling problems that arise in this setting. Generally these problems have dual objectives as one wants both to optimize some schedule quality of service objective (for example, total flow time) and some power-related objective (for example, the total energy used). Scheduling algorithms for these problems have two components: a job selection policy that determines which job to run and a speed scaling policy to determine the speed at which the processor is run.
All of the theoretical online speed scaling research to date has assumed that the power function, which expresses the power consumption P as a function of the processor speed s, is of the form P(s) = s α , where α > 1 is some constant. Let us call this the traditional power model. The motivation for the traditional model derives from the fact that it naturally generalizes the well-known cube-root rule for CMOS-based processors that the speed is approximately the cube root of the power, or equivalently that the power is the speed cubed. In the literature one finds different variations on this traditional model based on which speeds are allowable. Most of the literature on online speed scaling assumes the unbounded speed model, in which a processor can be run at any real speed in the range [ 0, ∞) . Some of the more recent literature on online speed scaling also consider the bounded speed model in which the allowable speeds lie in some real interval [ 0, U] (with power function P(s) = s α ).
This article initiates a theoretical investigation into online speed scaling where the allowable speeds may be discrete (or essentially arbitrary), and where the power function may be arbitrary, and develops algorithmic analysis techniques for this setting. The motivation is in part to introduce models that are more directly applicable to current and emergent computer processor technology, and is in part that the problem is mathematically interesting. Some of the literature (e.g., Li and Yao [2005] ) on offline speed scaling, with the objective of minimizing energy subject to deadline feasibility constraints, considers the model where speeds are discrete. But discrete speeds have not been considered in the context of online speed scaling before, in large part because of the mathematical challenges involved.
We consider the objective of minimizing a linear combination of total (possibly weighted) flow time and total energy used. Optimizing a linear combination of energy and total flow time has the following natural interpretation. Suppose that the user supplies a parameter ρ that bounds the amount of energy the scheduler is justified in spending to reduce the total flow time by one unit of time. Then the optimal schedule, from this user's perspective, is the schedule that minimizes energy used plus ρ times the total flow time. By changing the units of either energy or time, one may assume without loss of generality that ρ = 1. Similarly, in the setting of weighted flow time, one can interpret the weight w i associated with each job as specifying the amount of energy that the system can justifiably spend to improve the flow time for that job by one unit of time. Then the optimal schedule, from this user's perspective, is the schedule that minimizes the energy used plus the weighted flow time.
The Literature on Flow Time Plus Energy
The problem of minimizing flow time plus energy was first proposed in Albers and Fujiwara [2007] . They considered the unbounded speed model with power function P(s) = s α and gave an O(((3 + √ 5)/2) α )-competitive algorithm for the case of unit work jobs. They also proposed a natural online algorithm that runs at power equal to the number of unfinished jobs (this ensures that flow time contribution at each time equals the power contribution) and conjectured that it should have good performance. They also gave an efficient offline dynamic programming algorithm for unit work jobs.
The results in Albers and Fujiwara [2007] were improved and generalized to arbitrary sizes and weights in Bansal et al. [2007] . In particular, Bansal et al. [2007] showed that the natural algorithm proposed in Albers and Fujiwara [2007] is 2-competitive for unit work jobs with respect to fractional flow time plus energy. This implied a 4-competitive for total flow time plus energy for unit work jobs. When jobs have arbitrary sizes and weights, Bansal et al. [2007] considered the objective of fractional weighted flow time plus energy and gave an O(α/ log α)-competitive algorithm. Their algorithm was a generalization of the natural algorithm, in that it uses Highest Density First (HDF) for job selection, and always runs at a power equal to the fractional weight of the unfinished jobs. Using standard resource augmentation ideas (and since it is an unbounded speed model), the results about fractional flow time can be used to show an O((α/ log α) 2 )-competitive algorithm for (integral) weighted flow time plus energy. The bounded speed model (with power function P(s) = s α ) was first considered in Bansal et al. [2008] . A key difficulty here is that resource augmentation is not always possible, since the processor might already run at maximum allowable speed. In this setting, they gave an O(α/ log α)-competitive algorithm for fractional weighted flow time plus energy for arbitrary job sizes. However, the proof crucially relies on the measure being fractional flow time and could not be used for integral flow time. Significant progress was made in Lam et al. [2008] , who gave an O(α/ log α)-competitive algorithm for total (integral) flow time plus energy for arbitrary work and unit weight jobs. They considered the job selection algorithm Shortest Remaining Processing Time and the speed scaling algorithm of running at a power proportional to the number of unfinished jobs. The key innovation in Lam et al. [2008] was the introduction of a potential function that allowed one to reason directly about integral flow time instead of arguing first about fractional flow time.
In related work, Pruhs et al. [2008] consider the problem of minimizing total flow time subject to a total energy budget. They gave an efficient offline algorithm for the problem in the case that jobs have unit work. This algorithm can also be used to find optimal schedules when the objective is a linear combination of total flow time and energy used.
Our Results
Our main result is that the natural scheduling algorithm, which uses Shortest Remaining Processing Time for job selection and power equal to one more than the number of unfinished jobs for speed scaling, is 3-competitive for the objective of total flow time plus energy on arbitrary-work jobs for general power functions. The power functions that we consider are completely general. We note that previously no guarantee independent of α was known even in the special case of P(s) = s α .
We also show that the natural scheduling algorithm, which uses Highest Density First for job selection and power equal to the fractional weight of the unfinished jobs for speed scaling, is 2-competitive for the objective of fractional weighted flow time plus energy on arbitrary-work arbitrary-weight jobs for general power functions. Note that an O(1)-competitive algorithm is not possible for (integral) weighted flow time plus energy for general power functions, since no such guarantee is possible even if energy is not a concern [Bansal and Chan 2009] .
Our results are proved using an amortized local competitiveness argument based on suitably constructed potential functions. The analyses in previous works were also based on potential functions, however, those functions were specifically tailored toward the function P = s α , and relied on various properties of such power functions. The second improvement comes from a nontrivial use of convexity which allows to substantially strengthen the previous analyses even in the case of P = s α .
The article is organized as follows. In Section 1.3, we formalize the definition of a general power function, and show that without loss of generality, they can be assumed to satisfy various properties such as being nondecreasing and convex. In Section 2 we formally define various relevant definitions about flow time, and give an overview of amortized analysis for online algorithms. In Section 3, we give a 2-competitive algorithm for minimizing fractional flow time plus energy for unit size jobs for general power functions. This serves as a warm-up to the basic framework needed to handle general power functions. In Section 4, we show our result for unweighted flow time plus energy for arbitrary work jobs, and finally in Section 5, we show the result for fractional weighted flow time plus energy for arbitrary work jobs. 
Structural Observations Related to the General Model
A completely general power function P(s) is specified by a domain D for speeds s and a nonnegative value of P at each point in the domain. The domain can consist of an arbitrary collection of discrete points (possibly empty) and a collection of disjoint intervals. We now show that any arbitrary P can be assumed to satisfy some reasonable properties, without loss of generality.
If P is not increasing, one can make P undefined on those speeds for which there is a greater speed that consumes less power. If P(0) is undefined after modification, we set P(0) to the minimum possible power at any allowable speed. If P(0) does not equal zero, we can shift P(s) down by redefining P as P(s) = P(s) − P(0). Note that having P(0) > 0 only adds an identical contribution of T · P(0) to the cost of any algorithm over a time period T, and hence if A is c-competitive with respect to this new P, then A is also c-competitive with respect to the original P. 1 Therefore, we can assume that P(0) = 0 and P is nondecreasing and nonnegative.
Next we show that P can also be made continuous and convex. Let U be the maximum possible speed in the domain of P and u be the maximum power (both U and u may be +∞). LetP be the lower envelope of the convex hull for P from (0, 0) to (U, u). Note that for any point p = (s,P(s)) onP, either p is on P or p is on a straight line joining some points a and b on curve P. Hence, by suitably time multiplexing the speeds a and b, s = αa
we can obtain the speed s with power usage αP(a) + (1 − α)P(b) which is exactlyP(s) by definition ofP. In other words, we can replace P withP while only reducing the power used. Note thatP is convex, has domain [ 0, U], and is continuous in the domain.
In particular we can assume that a general function P satisfies the following properties.
-Domain and range. The allowable speeds are all real numbers in [ 0, U], where U = +∞ if the maximum speed is unbounded. The possible power usage are all real numbers in [ 0, u] , where u is the maximum power, possibly +∞. -Continuity, convexity and differentiability. P(0) = 0, and P is nondecreasing, nonnegative, and continuous in
. P is either left or right differentiable in [ 0, U] and there are only finitely many points where the left and right derivatives are not equal.
We note that a general P also has the following properties, which will be used in our analysis.
-Inverse of P. We define P −1 (y) to be the largest value s such that P(s) = y, and call P −1 the inverse of P. By the preceding properties, P −1 is well-defined, nondecreasing, and continuous in its domain [ 0, u] . -Derivative of P. We define P (s) to be the right derivative of P at s if it exists, and to be the left derivative otherwise, and call P the derivative of P. So P is well-defined and nondecreasing in [ 0, u] . P is also continuous except at finitely many points in [ 0, U]. -Integrability of P (P −1 (y)). Since P −1 is continuous in [ 0, u] and P is continuous except at finitely many points in [ 0, U], the composite function P (P −1 (y)) is continuous in [ 0, u] except at countably many points. Hence
PRELIMINARIES
An instance consists of n jobs, where job i has a release time r i , and a positive work or size y i . In the weighted version of the problem (considered in Section 5) each job has a positive integer weight w i . An online scheduler is not aware of job i until time r i , and, at time r i , learns y i and w i . For each time, a scheduler specifies a job to be run and a speed at which the processor is run. We assume that preemption is allowed, that is, a job may be suspended and later restarted from the point of suspension. A job i completes once y i units of work have been performed on i. The speed is the rate at which work is processed; a job with work y run at a constant speed s completes in Let us quickly review amortized local competitiveness analysis. Consider an objective G. Let G A (t) be the rate of increase in the objective in the schedule for algorithm A at time t. If G is total flow time plus energy, G A (t) is P(s a (t)) + n a (t), where s a (t) is the speed for A at time t and n a (t) is the number of unfinished jobs for A at time t. This is because energy is power integrated over time, and total flow time is the number of unfinished jobs integrated over time. If G is fractional weighted flow time plus energy, then G A (t) is P(s a (t)) + w a (t), where s a (t) is the speed for A at time t and w a (t) is the fractional weight of the unfinished jobs for A at time t. This is because energy is power integrated over time, and fractional flow time is the fractional weight of the unfinished jobs integrated over time. Let OPT be the offline adversary that optimizes G and A be some algorithm. To prove A is c-competitive it suffices to give a continuous potential function (t) such that the following three conditions hold.
Boundary condition. (t)
is zero before any job is released, and there is some time t such that (t) is nonnegative for all times later than t .
Arrival and completion condition. (t) does not increase because of job arrivals or because a job completion by A or OPT.
Running condition. At any time t,
One can see that these conditions imply c-competitiveness for G by integrating Eq. (1) over time. To prove that (t) is continuous, we will show that (t) does not change when a job arrives, or is completed by A or OPT. Since most of our efforts will be focused on proving the running equation for a fixed time t, for convenience we will drop the reference from time t in the notation. For more information on amortized local competitiveness arguments, see Pruhs [2007] .
FRACTIONAL FLOW TIME PLUS ENERGY FOR UNIT-SIZE JOBS
In this section, we give an algorithm A, which schedules the earliest release job at power equal to the fractional number of unfinished jobs, and show that it is 2-competitive for the objective minimizing fractional flow time plus energy for unit size jobs. It serves as a warm-up and introduces the basic framework for our algorithms and analyses.
Definition of online algorithm A. At any time, Algorithm A schedules the unfinished job with the least remaining unfinished work and runs at speed s a where
where v a is the total fractional size currently remaining in A. Recall that U is the maximum speed, and u is the maximum power. Let OPT be some optimum offline solution that minimizes total fractional flow time plus energy for unit size jobs. We can assume without loss of generality that OPT always runs the job with the least unfinished work since this is the optimal job selection policy. Let v o be the total fractional size currently remaining in OPT. Let v = max{0, v a − v o }. Even though v, v a and v o are functions of time, we will usually drop t to simplify notation. We first observe that at any time A will not lag much behind OPT in terms of work done.
LEMMA 3.1. At any time, v(t) ≤ u.
PROOF. The lemma is trivially true if u = +∞, so we assume u is bounded. Note that v only changes continuously due to the processing of A and OPT. For the sake of contradiction, suppose v(t) > u and let t 0 be the latest time before t when v = u. At time t 0 , v a ≥ v = u, so A runs with the maximum speed P −1 (u) = U. As the speed of OPT can be at most U, so v = max{0, v a − v o } cannot increase any more, which leads to a contradiction.
Definition of the potential function .
Note that is well defined, since v ≤ u by Lemma 3.1, and P (P −1 (y)) is integrable over [ 0, u] .
See Figure 1 for a graphical explanation of s a and . We now proceed with the amortized local competitiveness argument. We notice that (0) = 0 as v a and v o are both 0 before any job is released, and ≥ 0 for all times t. Hence, it satisfies the boundary condition. A job arrival does not change v a − v o , and a job completion does not cause any abrupt change in v and hence in . So, the arrival and completion conditions are satisfied. The rest of the proof considers the running condition and we want to show the following inequality holds at all times. 
PROOF. We have
Here the last inequality comes from the fact that (a − b)P (b) ≤ P(a) − P(b) for any convex function P and any a, b in the domain of P, and setting a = s o and b = P −1 (v).
By Lemma 3.2, we have
The inequality in the second step follows as v ≤ u by Lemma 3.1 and thus s a = min(U,
The last step follows as P(s a ) ≤ v a . Thus inequality (2) holds implying the proof of the amortized local competitive analysis.
FLOW TIME PLUS ENERGY
In this section, we extend the algorithm and analysis in the previous section to jobs with arbitrary work and unit weight, and consider the objective of integral flow time as opposed to fractional. We will show, using an amortized local competitiveness argument, that the natural online scheduling algorithm A, which uses Shortest Remaining Processing Time for scheduling and sets the power to be one more than the number of unfinished jobs, is 3-competitive for the objective of total flow time plus energy.
Definition of online algorithm A. Algorithm A schedules the unfinished job with the least remaining unfinished work, and runs at speed s a where
where n a is the current number of unfinished jobs for A.
Definition of the potential function . Let OPT be some optimum offline solution that minimizes total flow time plus energy. We can assume without loss of generality that OPT always runs the job with the least unfinished work since this is the optimal job selection policy irrespective of the current speed. Let n o be the current number of unfinished jobs in OPT. Let n a (q) and n o (q) be the number of unfinished jobs with remaining unfinished work at least q in A and OPT, respectively. Let n(q) = max{0, n a (q) − n o (q)}. We then define the the potential function as
where for any nonnegative integer i, f (i) is defined by
Equivalently, f (i) may be defined as
Before describing the amortized local competitiveness argument, we observe that there are two major changes in over that in the previous section.
-Since the jobs have arbitrary sizes, the potential function is extended to consider the difference in the number of remaining jobs over all possible remaining sizes, by integration over different q. -Since we consider flow time instead of fractional time, for each possible remaining size, we use a discrete function f to replace the continuous function of v 0 P (P −1 (y))dy used previously. We first state some relatively straightforward observations. If the maximum power u is at most 1, then A runs at power u whenever there is an unfinished job. In this case, A is 2-competitive since A's energy usage would be less than A's total flow, which in turn would be less than the optimal total flow since A always runs at maximum speed when there are unfinished jobs. So from here on, we assume that the maximum power u is strictly larger than 1. PROOF. If u is infinite then the inequality is trivially true, so assume u is finite. For the sake of contradiction, consider some time t when this does not hold. Since n o (t) ≥ 0, clearly, n a (t) > u − 1. Consider the earliest time t such that n a (t ) > u − 1 for all t ∈[ t , t]. Thus just before t , call this time t − , it must be that n a (t − ) ≤ u − 1. Let X denote the set of jobs that are alive under A at t − . Let S be the set of jobs that arrive during [ t , t] . Recall that during [ t , t] , A runs at the maximum speed U. By the optimality of SRPT for the objective of total flow time, it follows that A must have completed as many jobs from {X ∪ S} during [ t , t] as OPT completes from S during [ t , t] (i.e., since A is also allowed to finish some jobs from X, this can only give an advantage). Hence n a (t) − n o (t) cannot be more than n a (t − ) which is at most u − 1. This gives the contradiction.
PROOF. By Lemma 4.2, we know that n a −n o ≤ u−1. As P −1 is increasing,
PROOF. Since P is nondecreasing, P −1 (i) is nondecreasing. Since P is convex, P (i) is nondecreasing. Hence, (i) = P (P −1 (i)) is nondecreasing.
The Amortized Local Competitive Argument
We are now ready to proceed with our amortized local competitiveness argument. The algorithm A will finish all jobs because A always runs at speed at least P −1 (1) when there is an unfinished job. Before any job is released, and after all jobs are finished, n(q) = 0 for all q, and hence = 0.
As previously, we note that does not change due to job arrivals or completions. In particular, when a job is released, n(q) is not changed for any q, so is unchanged. When a job is completed by A or OPT, n(q) is changed only at the single point of q = 0, so is unchanged. It remains to show that at all times, the running condition holds, that is,
Recall that without loss of generality, we can assume that both the algorithm A and OPT execute the job with least remaining work. Let q a and q o be the amount of unfinished work of the job with the least remaining unfinished work under A and OPT respectively. Thus, n a (q) = n a if q ≤ q a , otherwise n a (q) < n a . Similarly n o (q) ≤ n o iff q ≤ q o . Consider an infinitesimal interval of time [ t, t + dt] . During this interval, the function n a (q) decreases by precisely 1 for q ∈[ q a − s a dt, q a ] and n o (q) decreases by
We first handle the simple case when either n a = 0 or n o = 0. If n a = 0, then n(q) = 0 for all q, and hence = 0, which implies that d = 0. Moreover, s a = 0 and hence P(s a ) = 0. Thus, (4) trivially holds.
If n o = 0, then n(q) = n a (q). Thus, due to the processing of A, decreases by
By Lemma 3.2, with s 0 = 0 and v = n a + 1, we obtain
The last step follows as n o = 0, and hence by Lemma 4.3 it follows that n a ≤ u − 1 which implies that s a = P −1 (n a + 1). Thus, the running condition holds as
We now consider the interesting case when both n a > 0 and n o > 0. Let dA and dO denote the change in due the processing done by algorithm A and by OPT respectively. We first upper bound d = dA + dO.
Let 
Similarly,
We bound dO + dA differently depending on whether q a < q o or not.
(
As is nondecreasing, we upper bound (5) as
Moreover, n a (q o ) = n a (q a ) = n a , and hence by line (5) 
Analogously, if s a < s o , then increases by at most
We complete the analysis. In each of the preceding cases, by lines (5), (6), (7), and (8) 
Since i ≤ n a − n o + 1 and n a − n o + 1 ≤ u, it follows that i ≤ min(n a + 1, u) and hence P −1 (i) ≤ s a implying the claim.
In particular if i = n a − n o + 1 or i = n a − n o , Lemma 4.5 implies that
The running condition can now be proved. By line (9),
FRACTIONAL WEIGHTED FLOW TIME PLUS ENERGY
Our goal in this section is to show, using an amortized local competitiveness argument, that the following natural online scheduling algorithm A, which uses Highest Density First for scheduling and sets the power to be the fractional weight of the unfinished jobs, is 2-competitive for the objective of fractional weighted flow time plus energy on arbitrary-work arbitrary-weight jobs with a general power function.
Definition of online Algorithm A. At any time, Algorithm A always runs the job of the highest density at speed s a where
where w a is the total fractional weight of all unfinished jobs for A at time t. Recall that the density of a job is its weight divided by its size.
Definition of the potential function . Let OPT be the offline adversary that minimizes fractional weighted flow time plus energy. Let w o be the total fractional weight of all unfinished jobs in OPT. We define the inverse density of a job to be the reciprocal of its density. At any time t, let w a (m) denote the total fractional weight of all unfinished jobs with inverse density at least m in for A. Define w o (m) similarly for OPT. Let w(m) = max{0, w a (m) − w o (m)}. We define our potential function as
where the function h is defined by
Before describing the amortized local competitiveness argument, we make some simple observations.
PROOF. This is a simple consequence of the definition of the algorithm.
PROOF. The proof is similar to the proof of Lemma 4.2. It is also proved in Bansal et al. [2008] . This implies the next lemma
We are now ready to proceed with our amortized local competitiveness analysis. Observe that is initially 0, and is always nonnegative. When a job is released, w(m) is unchanged for all m, so is unchanged. When a job is processed by A or OPT, the fractional weight of the job decreases continuously to zero, so is continuous and does not decrease due to the completion of a job. Thus does not change due to discrete events, and is continuous. It remains to show that at all times where there is no job arrival, and no jobs completed by A or OPT, that the running condition holds, that is,
By the chain rule,
We now characterize d(w(m))/dt. Recall that both A and OPT can be assumed to work on the highest density job, or equivalently the least inverse density job. Let m a and m o denote the minimum inverse density of an unfinished job in A and OPT, respectively. If A has no unfinished job then we set m a = ∞, and similarly for m o . When A runs on the least inverse density job at speed s a for dt time units, the fractional weight 
