The scalar wave inverse source problem (ISP) of determining an unknown radiating source from knowledge of the field it generates outside its region of localization is investigated for the case in which the source is embedded in a non-homogeneous medium with known index of refraction profile n(r). It is shown that the solution to the ISP having minimum energy (socalled minimum energy source) can be obtained via a simple method of constrained optimization. This method is applied to the special case when the non-homogeneous background is spherically symmetric (n(r) = n(r)) and yields the minimum energy source in terms of a series of spherical harmonics and radial wave functions that are solutions to a Sturm-Liouville problem. The special case of a source embedded in a spherical region of constant index is treated in detail, and results from computer simulations are presented for this case.
Introduction
We consider in three-dimensional space the fundamental inverse source problem (ISP) of determining an unknown scalar source ρ to the inhomogeneous Helmholtz equation
(where ∇ 2 denotes the Laplacian operator) that radiates a scalar field U which is specified everywhere outside the support volume τ of the source. In this equation k 0 is a constant wavenumber and n(r) is an index of refraction distribution that depends on position r ∈ R 3 and that is assumed to go to unity for sufficiently large r. We will assume throughout this paper that the source volume τ is a sphere, centered at the origin, and having a radius a. The ISP then consists of computing a source ρ that generates a prescribed exterior field U , whose value is specified for r / ∈ τ . There are a number of treatments of the scalar ISP of interest in this work as well as of the full vector electromagnetic inverse problem for the free space case where the index distribution n(r) is constant (equal to unity) throughout space [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . Most of these treatments make use of the fact that the source's radiation pattern (see below) determines, in principle, the field everywhere outside the source volume [11] . Using this fact the ISP can be cast in terms of the radiation pattern: determine a source ρ that generates a prescribed radiation pattern. It is also well known [12, 13, 14] that there exist an infinity of sources that radiate fields that vanish identically outside their support volumes so that the ISP does not possess a unique solution; i.e., an infinity of solutions can be obtained by adding any one of these non-radiating sources to any given solution [15, 16] . Thus, in order to obtain a unique solution to the ISP it is necessary to add constraints that the source must satisfy in addition to yielding a specified radiation pattern. An important and tractable choice of constraint is source energy E, defined to be the L 2 norm of the source over the source volume τ :
The solution to the ISP that minimizes the source energy as defined in Eq. (2) is usually termed the minimum energy solution [2, 3, 6, 7, 8, 9, 10] . It is orthogonal to the non-radiating sources [3] and is the pseudo-inverse of the ISP [5, 6] . Physically, this source is also related to the real image field generated by a point-reference hologram of the field recorded on a closed surface completely surrounding the source volume [2, 3, 17] . The source energy as defined in Eq. (2) is an important measure of the realizability of a source generating a given radiation pattern with the given spatial resource or source volume τ . For the free space case one finds that the energy of the minimum energy source depends critically on the product x = k 0 a of the (free space) wavenumber k 0 and the source radius a [2, 6] . For a given radiation pattern this energy E(x) is small for x > l 0 where l 0 is a parameter that characterizes the radiation pattern and that increases with increasing fine detail in the pattern. However, it is found that E(x) increases exponentially with decreasing x below the critical value l 0 . This exponential increase of source energy indicates that the given radiation pattern cannot be physically realized by any source having that specific k 0 a product: it is necessary to either decrease the wavelength (increase k 0 ) or increase the source radius. This is analogous to the well known result in antenna theory that states that reactive energy and the quality Q of an antenna increase exponentially with decreasing k 0 a if one attempts to achieve super-directivity [18, 19] . Furthermore, in the associated full vector treatment the source energy is also a measure of the current levels of the antenna structure which ideally should be small to cope with ohmic losses in realistic lossy antenna material. In particular, the ability of a source (antenna) to radiate a prescribed field with reduced source energy or "resources" is an indication of efficiency, so that the constraint of minimizing the source energy for a given radiation field is of interest not only for the theoretical treatment of the inverse source problem and of the related field realizability question but also for the practical antenna synthesis problem (see, e.g., the antenna characterizations in [20] , the sensitivity factor in [21] , and similar factors used in [22, 23, 24] ).
As far as the authors of this paper know there are only two treatments of the ISP for the case where the background index distribution n(r) in which the source is embedded is non-homogeneous [25, 26] . The work in [26] generalizes the main results in [25] to lossy media. Of particular interest to the present research, which focuses on lossless media, is [25] , which shows that the minimum energy solution satisfies an integral equation whose kernel is the imaginary part of the outgoing wave Green function of the inhomogeneous Helmholtz equation (1) . Using this fact it is shown in [25] that the minimum energy solution can be expanded into a series of eigenfunctions of this integral equation with expansion coefficients that can be determined from the radiation pattern. The paper shows that the formalism reduces to the known theory of the ISP when the index n = 1 (homogeneous medium case) but does not include any examples of the general theory.
In this paper we consider the case of a source embedded in a known non-homogeneous real background index (corresponding to a lossless medium) and solve the minimum energy ISP using a simple method of constrained optimization. Besides providing a simpler formulation of the problem than the one used in [25] the method yields a solution that is directly implemented without the need of first computing a Green function for the Helmholtz equation (1) and then computing the eigenfunctions of the imaginary part of this quantity. The special case of a spherically symmetric index n(r) = n(r) is treated in detail and it is shown that the minimum energy solution to the ISP has exactly the same mathematical form as the solution for the constant index case but with the spherical Bessel functions employed in the constant index solution replaced by radial wave functions that are solutions to a Sturm-Liouville problem. In particular, these radial wave functions are the radial wave scattering functions obtained in the scattering of an incident plane wave from the spherically symmetric index distribution n(r). This latter problem has been studied extensively in both quantum mechanical scattering [27] and optical [28] and electromagnetic [29] scattering and there exists a number of index distributions for which the scattering wave functions have been computed and that can be used to compute the minimum energy solution to the ISP.
Motivation for the research presented in this paper is provided in part by the possibility of optimally selecting the source region index of refraction distribution n(r) to achieve some specified radiation pattern that would otherwise not be realistically possible (due to prohibitive values of required current level, or other engineering constraints) for a source embedded in free space. This possibility has attracted research from time to time in the antenna community, being of interest a variety of antenna-embedding materials or substrates, including plasmas [30] , non-magnetic dielectrics [31, 32, 33, 34, 35, 36] , magneto-dielectrics [37, 38, 39, 40] , and, more recently, double negative metamaterials which are receiving much recent attention as antenna performance-enhancing substrates by a number of groups [41, 42, 43, 44, 45, 46, 47, 48, 49] . The envisaged property is miniaturization of antennas by controlling electric size (via larger wavenumber) but other effects are involved, particularly when metamaterials are used.
To arrive from first wave theoretic principles at a non-device specific understanding of the practical possibilities opened by antenna-embedding substrates, we emphasize in the present work the fundamental minimum energy source yielding a given radiation pattern rather than particular devices as has been the focus of the aforementioned presentations in this area. Also, the present treatment concerns the scalar inverse problem which is a simplification of the full vector electromagnetic case. Rigorous treatment of the metamaterials which are generally bi-anisotropic media requires the full vector formulation [50, 51] and is left for future work. Thus in the present work attention is restricted to the pertinent properties associated to the index of refraction n(r) ≥ 0 of natural, "positive" materials whose key aspects can be treated within the scalar formulation, but the general approach can be extended also to the vector case along the lines of, e.g., [52] where both source energy and reactive power constraints have been considered in the formulation of the inverse problem for sources embedded in free space.
The key observation is that, as outlined earlier and as shown in section 3 of this paper, in the free space case the minimum energy source energy increases exponentially with decreasing x = k 0 a below a critical point that is determined by the fine detail that is desired in the radiation pattern. The question then is whether this limitation can be mitigated by embedding the source in a nonhomogeneous background medium. In effect we create a new "effective source" that consists of the actual physical source interacting with the non-homogeneous background. In the simplest case we can consider a source embedded in a cavity with partially reflecting walls. This cavity will, of course, have a pronounced effect on the radiated field and, possibly, can aid in achieving desired properties of the radiation pattern.
In this paper we limit our attention, for the most part, to source regions characterized by a spherically symmetric index of refraction distribution n(r) = n(r), although many of our results can be generalized to sources embedded in cavities and non-spherically symmetric index distributions. The realizability of a given radiation pattern is investigated in some detail by examining the dependence of minimum source energy on the index of refraction profile of the source region. It is found that this energy depends critically on the (weighted) L 2 norm of the radial wavefunctions taken over the source region. This fact suggests that by proper choice of the index of refraction profile n(r) the energy can be minimized for any given radiation pattern; i.e., an index distribution can be selected that results in a source having minimum energy for a given prescribed radiation pattern.
The L 2 norms of the radial wave functions are found to be dependent on "resonant" properties of the source index distribution and are also related in a one-to-one fashion with the different angular modes of the radiation pattern. These facts suggest the interesting possibility of exploiting the "resonances" of the source index distribution to selectively control the shape and form of the radiation pattern. This possibility is briefly considered in the computer simulation study.
The final section of the paper treats the simple example of a source embedded in a homogeneous sphere whose constant index of refraction differs from that of the background medium. This is the simplest example of a spherically symmetric index of refraction distribution and the scattering wave functions are well known (the so-called Mie scattering problem [28, 29] ) and easily computed. The minimum energy source is computed for this case and results from a computer simulation study that examines the dependence of the energy of the minimum energy source on the index of refraction of the source region is presented. The source energy depends in a non-linear manner on the value of the source region refraction index. The examples considered reveal that, as desired, there are values of the index of refraction for which the improvement of the source-embedded case relative to the free space case is significant for the entire effectively radiating multipole spectrum pertinent to the same source region in free space.
Problem Formulation
We introduce the scattering potential defined according to the equation
and rewrite Eq.(1) in a form that we will use in the development to follow. In particular we find that
where here and in the remainder of the paper both the scattering potential V and the source ρ are assumed to vanish outside the source region τ (thus n(r) = 1 for r / ∈ τ ). The outgoing wave solution to Eq.(3) is the unique field radiated by the source obeying Sommerfeld's radiation condition (e.g., see [53] , ch. 2; [54] , ch. 3), which is the one having the asymptotic behavior of an outgoing spherical wave
as k 0 r → ∞ uniformly in the direction specified by the unit vector s. In the above equation, the quantity f (s) is the source's far field radiation pattern which is seen to correspond to the limit
In the following, we will bear in mind Eqs.(4,5) but will usually express the associated far field asymptotic behavior simply as
with the understanding that throughout the paper all the far field approximations hold to within O(1/r 2 ). It is well known that the radiation pattern specified for all directions s uniquely determines the field U everywhere outside the source region τ [11] ; i.e., knowledge of the radiated field everywhere outside τ is equivalent to knowledge of the radiation pattern f (s) specified for all directions s.
The inverse source problem (ISP) consists of determining a source distribution ρ(r) that radiates a given field U for r / ∈ τ . Because the ISP requires that the field radiated by the source be specified only outside τ the problem does not possess a unique solution because of the possible presence of non-radiating sources [12, 13, 14] within τ . A non-radiating source generates a field that vanishes identically outside τ and, hence, can be added to any given solution to the ISP to yield a different solution. Also, because the radiation pattern uniquely determines the field everywhere outside τ , the ISP is equivalent to the problem of determining a source that generates a prescribed radiation pattern f (s) for all observation directions s.
Most treatments of the ISP cast the problem in terms of the radiation pattern but only require that the source generate the radiation pattern to within a given accuracy defined by the integral squared error
where f is the prescribed radiation pattern andf the radiation pattern actually generated by the source, while dΩ s denotes solid-angular differential element. More precisely, the desired radiation pattern is approximated by a finite series of spherical harmonics
and the source is required only to generate the approximate radiation patternf . Here, we have used the unit vector s having polar angle θ and azimuthal angle φ to denote the θ, φ arguments of the spherical harmonics. Because the spherical harmonics are orthonormal and complete over the unit sphere the approximated radiation pattern satisfies Eq. (7) with an error E given by
where the expansion coefficients (multipole moments) α l,m , l > L are the higher order (neglected) expansion coefficients of the ideal radiation pattern. Besides requiring only that the source generate the radiation pattern within a finite error most treatments of the ISP also require that the source minimize the source energy defined by (cf., Eq. (2))
We will show (see also [3] ) that minimizing the source energy leads to a unique solution of the ISP, namely, the minimum energy source, which we designate by ρ M E . This solution has the distinct advantage of being the most efficient source that solves the ISP for a given scattering potential V (r) (corresponding to a given background index of refraction n(r)). Since the minimum energy source and, hence, the minimum source energy, depend on the scattering potential, an interesting question arises as to the dependence of the source energy on the background index distribution and, in particular, on which index distributions lead to lowest source energies. This question provides much of the motivation for studying the ISP in non-homogeneous backgrounds since it leads to the possibility of designing very efficient sources (e.g., antennas) that are embedded in such backgrounds. Our goal in this paper is to develop the formalism for solving the ISP as defined above and to evaluate the formalism in a set of computer simulations. We will first treat the case of a source embedded in free space and then extend the free space theory to the general case of a source embedded in an inhomogeneous background medium. The free space case is important in that it provides a benchmark of performance as well as a frame of reference for the general theory.
Free Space Case
The minimum energy ISP as defined above has been solved within both the scalar wave formulation under consideration here [1, 2, 3, 4, 5, 7] and the electromagnetic wave formulation [6, 8, 9, 10] in the special case where the scattering potential V (r) vanishes; i.e., when the source is embedded in free space. We will review the scalar wave free space case here where, however, we will employ a somewhat different solution methodology to find the minimum energy source than the one adopted in earlier work. We will use this same procedure for the general case of non-vanishing scattering potentials later in the paper.
The outgoing wave solution to Eq. (3) is given in terms of an outgoing wave Green function G(r, r ′ ) (obeying Eq. (3) for ρ(r) = −δ(r − r ′ ) and an asymptotic condition of the form Eq. (6)) by the expression
where (as indicated earlier) the source volume τ is a sphere of radius a centered at the origin. In the particular free space case where the scattering potential V = 0 the outgoing wave Green function G is given by
from which it is easy to show that
as k 0 r → ∞ in the direction s (which has the required form Eq. (6)). Using the above result we conclude from Eqs. (6, 10) that the radiation pattern is given by
We can obtain an expansion of the radiation pattern in a series of spherical harmonics by using the well known expansion
where j l denotes the spherical Bessel function of the first kind of order l, Y m l are the spherical harmonics of degree l and order m,r ′ denotes the unit vector in the r ′ direction, and * denotes complex conjugate. Upon substituting Eq. (14) into Eq. (13) we find that
where the expansion coefficients (multipole moments) α l,m are given by
Minimum Energy Source
The minimum energy solution to the ISP is required to satisfy Eq. (16) for some given set of multipole moments α l,m , l = 0, 1, . . . , L and also to minimize the source energy defined according to Eq.(9).
Computing the minimum energy source can be cast as a problem of constrained minimization where the generalized Lagrangian is given by
where E is the source energy defined in Eq. (9) and c.c. stands for the complex conjugate of the second term on the r.h.s. of the equation and the C l,m are a set of Lagrange multipliers to be determined. On expressing the source energy in terms of ρ and ρ * and taking the first variation of the above Lagrangian we obtain
which, when set equal to zero, yields the solution
The Lagrange multipliers C l,m are determined from the condition that the source generate the multipole moments according to Eq. (16) . We find that
where
On making use of the above expression for the Lagrange multipliers we finally conclude that the minimum energy solution to the free space ISP is given by
Source Energy
The source energy E is readily computed using the minimum energy source given in Eq. (19) . We find from Eq. (9) that
where we have added the subscript "ME" to denote the energy of the minimum energy source. Now, it is easy to show that the quantities σ 2 l depend critically on the product k 0 a of the free space wavenumber with the source radius a. In particular these quantities can be shown to be given by
and to decrease exponentially to zero for l > k 0 a. It then follows that the largest value L of the index l allowed in the approximation Eq. (8) is L = k 0 a if we want to maintain low source energy.
Values of L >> k 0 a will lead to extremely high source energy and unstable source distributions.
To illustrate the remarks made above concerning the behavior of the quantities σ 2 l on the index l and the product k 0 a we show in Fig. 1 semilog plots of σ 2 l as a function the index l for various values of x = k 0 a. It is seen from these plots that these quantities decay exponentially to zero for l >> x so that at wavenumber k 0 a source of radius a can only efficiently radiate a radiation pattern whose maximum l value is L = k 0 a. Similar behavior is exhibited in Fig.2 which shows semilog plots of σ We computed the energy of the minimum energy source for a model radiation pattern f (θ) having multipole coefficients α l,m given by
This radiation pattern is circularly symmetric about the z axis (is independent of φ since the nonzero multipoles correspond to m = 0), has an effective beam width inversely related to the cut-off value L and has unit energy; i.e.,
We show plots of the model radiation pattern as a function of angle θ in Fig. 3 for values of the parameter L equal to L = 10, L = 20 and L = 30. It is clear from these plots that the larger the value of L the narrower the radiation pattern and, hence, the higher the directivity of the source. Using the coefficients given in Eq. (22) we computed the source energy using Eq. (20) given by Eq. (21) and with three different L values of L = 10, 20 and L = 30. It was found that, as expected, the source energy becomes extremely large if we try to achieve an L value that exceeds the critical value L = k 0 a. This is, of course, due to the fact that the quantities σ 2 l become extremely small when k 0 a << l as is indicated in Fig.2 .
Non-homogeneous Backgrounds
The outgoing wave solution of Eq.(3) for a non-homogeneous index distribution n(r) of support τ , which behaves as in Eqs. (4, 5, 6) , can be expressed in terms of the outgoing wave Green function for the background medium via Eq. (10) where, however, the Green function is no longer the free space Green function defined in Eq.(11) but instead is the total outgoing wave Green function corresponding to the total medium comprised of free space plus the non-homogeneous index distribution n(r) or its associated scattering potential V (r). In the ISP under consideration in this paper, the field is given outside the source region τ only, that is, the field for a source of support τ is given by Eq. (10) where r ′ ∈ τ and r / ∈ τ . This particular situation enables us to formulate the forward mapping pertinent here (from a masked source that is confined within τ to an exterior field that is prescribed for r / ∈ τ only) via a conceptually simple and insightful approach which borrows from standard scattering theory and the reciprocity property of the outgoing wave Green function, which can be readily shown for the formally self-adjoint partial differential operator [∇ 2 +k 2 0 −V (r)] using standard Green function theory (e.g., see [55] , ch. 9, 10). Two equivalent versions of the general methodology are outlined next. The main objective is to generalize the statement made in connection with the free space case in the far field mapping Eq. (13) for the more general case of non-homogeneous backgrounds. The generalization of the derived expression for the far field mapping will be applied to the particular spherically symmetric and piecewise constant background cases later in the paper.
The starting point is provided by the familiar Lippmann-Schwinger integral equation (e.g., see [56] , Eqs. 8.4, 8.5, 10.12, 10.13; [27] , pages 178-179, 263-265; [53] , page 5; [57] , pages 60-61) which in the present formulation and notation yields
where here G denotes the total outgoing wave Green function of the total medium comprised of free space plus the generally non-trivial scattering potential V and G 0 denotes the free space Green function defined in Eq.(11) (corresponding to V = 0), in particular,
where (see also Eq. (12), where, again, the G in Eq. (12) corresponds to the G 0 of the present section)
in the direction of the unit vector s, so that from the discussion in Eq.(4,5,6) (which holds for a general source ρ) one finds that the far field radiation pattern of a point source −δ(r − r ′ ) in free space is − 1 4π e
−ik0s·r
′ . We shall recall this basic result later. Due to reciprocity, the result Eq.(23) can be rewritten also as
We will borrow from both Eqs. (23, 25) in the following. By making use of the asymptotic result Eq. (24) it is not difficult to show from Eq.(23) or its equivalent, Eq. (25) , that the Green function G behaves asymptotically as
as k 0 r → ∞, where we have introduced the quantity ψ + (r; −k 0 s) defined by
Note from Eq.(26) that the Green function G(r, r ′ ) does in fact behave as k 0 r → ∞ as we have required in Eqs. (4, 5, 6) . From the same equations one also notes that the far field radiation pattern f (s) in Eqs. (4, 5, 6) , corresponding to the field U obeying Eq.(3), applies to the general source ρ, while, on the other hand, the far field radiation pattern − 1 4π ψ + (r ′ ; −k 0 s) in Eq. (26) corresponds to that of the total field produced by the particular Dirac-delta, point source at r ′ in the same medium. In other words, the quantity − 1 4π ψ + (r ′ ; −k 0 s) is the far field radiation pattern for the particular case of a point source at r ′ . This quantity is seen from Eq. (27) to consist of the sum of two terms: The first term, − 1 4π e
′ , exists even if V = 0, and is the far field radiation pattern for the point source in free space (it will account for an incident field in the discussion to follow). This is, in fact, what we have discussed before in Eq. (24) . On the other hand, the second term, the integral in Eq. (27) , corresponds to an scattered field contribution, as we shall elaborate further next.
The quantity ψ + (r; −k 0 s) as defined by the formulation above (Eqs. (26, 27) ) is customarily termed scattering wave function (e.g., see [56] , pages 3, 4, 164, 172). This scattering wave function is the unique total (incident plus scattered) field for the scattering potential V (r) under excitation by the incident plane wave e −ik0s·r in the direction defined by the unit vector −s, under Sommerfeld's radiation condition for the scattered field, which translates into the requirement that the respective scattered field, that is, the integral term in Eq. (27) , behaves like an outgoing wave at infinity. Thus the scattering wave function ψ + (r; −k 0 s) is the solution to the homogeneous Helmholtz equation
which obeys an asymptotic condition of the form
as k 0 r → ∞ where g is the so-called scattering amplitude associated with the scattering potential V whose role in scattering problems is similar to that of the source radiation pattern f (Eq. (6)) in radiation problems (e.g., see [56] , Eq.(10.19); [58] ). Note from Eqs. (26, 27 ) that
so that from Eq.(29) the scattering amplitude
Thus the scattering wave function ψ + (r; −k 0 s) corresponds to the total (incident plus scattered) field that results when an incident plane wave propagating in the −s direction scatters off the inhomogeneous index of refraction distribution n(r). Note that in the limit when the scattering potential vanishes this scattering wave function simply reduces to the incident plane wave. Now, by substituting the asymptotic result Eq. (26) into Eqs.(4,5,6,10) we find that the radiation pattern f (s) of a general source ρ embedded in the non-homogeneous background characterized by index of refraction n(r) or, equivalently, scattering potential V (r), is given by
which is simply the free space result Eq.(12) with the plane wave exp(−ik 0 s · r ′ ) replaced by the scattering wave function ψ + (r ′ ; −k 0 s). For a given V , this scattering wave function can be obtained by solving the scattering problem posed by Eqs. (28, 29) . The ISP for given non-homogeneous background media then reduces to determining a source ρ that satisfies Eq.(32) for all observation directions s, and where the scattering wave functions ψ + are to be determined a priori for the pertinent scattering potential V by addressing the scattering problem in Eqs. (28, 29) . Clearly, in the special case when V = 0 the scattering wave function reduces to the plane wave (refer to Eq. (27)) and Eq.(32) reduces to the free space result Eq. (13), as expected.
Previous to engaging in the particular cases of spherically symmetric and piecewise constant backgrounds, we wish to outline an alternative description of the formulation above based on reciprocity, that is, for the total Green function in the total medium characterized by the scattering potential V , G(r, r ′ ) = G(r ′ , r). Such a description is very insightful in elucidating the connection between radiation and scattering problems (e.g., see [59] ), and may thus facilitate application of the present inverse source problem research to other areas, such as scattering and inverse scattering problems. Without loss of generality, in the rest of this paragraph the point r ′ will be taken to lie in the spherical volume τ of radius a centered about the origin (the source region). Also, take r to be a point in a spherical surface of radius R > a centered about the origin. The idea is that the problem of computing the far field produced at the field point Rs (for large k 0 R, and where s is a unit vector) by a point source at the point r ′ in the source region τ is, due to reciprocity considerations, equivalent to the problem of computing the (near) field produced at point r ′ due to a far zone point source at Rs, in particular, G(Rs, r ′ ) = G(r ′ , Rs). Conveniently, the latter problem essentially reduces to the familiar scattering problem under plane wave excitation, and this is the basis of the preceding formulation as well as of the complementary analysis to be given next. The field generated by a given point source at r ′ ∈ τ at the field point r = Rs in the far field direction defined by the unit vector s obeys from Eqs. (4, 5, 6 ) the asymptotic form
as k 0 R → ∞, where the respective radiation pattern f (s; r ′ ) of the total field radiated by the point source at r ′ depends on r ′ in a way to be clarified in the following (again, note that the radiation pattern in Eq. (33) is, apart from a factor − 1 4π , the scattering wavefunction ψ + (r ′ ; −k 0 s) of the preceding development). On the other hand, the total field produced at the point r ′ ∈ τ due to a point source at Rs can be decomposed into the sum of an incident field, corresponding to the radiation in free space, that is, the free space Green function component G 0 (r ′ , Rs), plus an scattered field corresponding to scattering of that incident field by the medium characterized by scattering potential V . This can be expressed formally by borrowing from Eqs. (23, 25) , in particular,
where the integrals define the scattered field component, and where from the outgoing wave nature of both G 0 and G,
as k 0 R → ∞ (where we have used Eq.(33) and G(r ′ , Rs) = G(Rs, r ′ )), or, equivalently (from the second of the equations in Eq. (34)), as
as k 0 R → ∞; furthermore, using G(r ′ , Rs) = G(Rs, r ′ ) one recovers from these developments Eq.(33) where f (s; r
or, equivalently, (38) which agrees with the previous formulation (Eqs. (26, 27, 28, 29) ). It follows that, as explained in connection with those results, the scattering wave function ψ + (r ′ , −k 0 s) is the total (incident plus scattered) field at r ′ due to the interaction of an incident plane wave in the direction −s with the scattering potential V . Finally, an alternative way of arriving at these results is via the so-called mixed reciprocity relation ([57] , p. 61-62, in particular, Eq.(2.2.6); see also p. 42) which states that the value at s of the far field radiation pattern corresponding to the scattered field component of the field generated in the non-homogeneous medium due to a point source excitation at r ′ is, apart from a multiplicative factor (− 1 4π ), equal to the value at r ′ of the field that is scattered by the same medium due to an incident plane wave traveling in the direction −s. In the notation of this paper, the far field radiation pattern of the scattered field component of the field generated in the non-homogeneous medium due to a point source at r ′ is, as has been discussed before (Eqs. (23, 24, 25, 26, 27) ), precisely the integration term in Eqs. (27, 37, 38) which is the field scattered by a plane wave traveling in the direction −s, as expected. Thus our findings are consistent with this standard relation from the literature [57] . Yet, we must point out a difference in notation between [57] and the present paper. In our notation (and without loss of generality), the Green function or fundamental solution applicable to free space,
has a negative sign since we define the Green function (or fundamental solution) for a point source −δ(r − r ′ ) unlike in [57] which considers the fundamental solution for a point source δ(r − r ′ ) (this is explained in ( [57] , p. 8); see also [53] , p. 16, [54] , ch. 3). Our entire formulation incorporates with no loss of generality this particular choice as is obvious in our form of the Green function integral Eq.(10). Thus the result Eq.(2.2.6) in ( [57] , p. 61) involves the factor γ 3 = 1 4π (refer to [57] , p. 42) which is equivalent, in the present usage for the fundamental solution (with the added negative sign), to our factor − 1 4π , and this completes the picture (the two theories yield the same final result, as desired). Let us consider special cases next.
Spherically Symmetric Backgrounds
In the remainder of the paper we will restrict our attention to the case of spherically symmetric index distributions n(r) = n(r). The scattering wave functions then satisfy (cf., Eq. (28)
where the eigenfunctions ψ + are required to satisfy the boundary condition Eq. (29) . Because of the spherical symmetry of the scattering potential V , the wavefield ψ + can only depend on the magnitude r of the field point vector r and the polar angle γ formed between the direction of propagation −s of the incident plane wave and r. If we then take the incident wave direction to be the positive z axis and express the Helmholtz operator in spherical polar coordinates Eq.(39) can be written in the form 1
where γ is the polar angle formed between the positive z axis and the field point vector r and where we have used the fact that the field must be independent of the azimuthal angle φ. The boundary condition Eq. (29) becomes
where we have set −k 0 s · r = k 0 z = k 0 r cos γ and where g(γ) is the scattering amplitude. We can expand the scattering wave function ψ + (r, γ), the incident plane wave exp(ik 0 r cos γ) and the scattering amplitude g(γ) into a series of Legendre polynomials as follows [55, 60] 
where we have introduced the factors i l (2l + 1) into the expansions for the scattering wave function and the scattering amplitude for later notational convenience. In these equations j l is the spherical Bessel function of the first kind of order l and the A l are expansion coefficients of the scattering amplitude that depend on the specific form of the scattering potential V (r). On substituting the first of these equations into Eq. (40) we find that the radially dependent coefficients ψ l (r) satisfy the equation
where we have used the fact that
The asymptotic behavior of the radial functions ψ l (r) is obtained by substituting the expansions for the scattering wave function, the incident plane wave, and the scattering amplitude into Eq.(41). We find that
Besides satisfying the boundary condition Eq. (43) we also require that the radial functions be everywhere continuous with continuous first derivatives.
Once the radial functions ψ l (r) are computed, the scattering wave function ψ + (r, γ) corresponding to an incident plane wave propagating along the z axis is given by the expansion in Legendre polynomials above. However, the defining equation for the radiation pattern Eq.(32) requires that we have the scattering wave functions for all directions −s of the incident plane wave. This can be easily accomplished by using the addition theorem for spherical harmonics [55, 60] 
where now γ is the angle formed between the arbitrary incident wave direction −s and the field directionr. On using the addition theorem we obtain
which is the generalization of Eq. (14) to spherically symmetric non-homogeneous index of refraction distributions.
Minimum Energy Source
Upon substituting the expansion Eq. (44) into Eq. (32) we obtain Eq. (15) where, however, the multipole moments are now given by
which is the generalization of Eq. (16) to the case where the source is embedded in a non-homogeneous but spherically symmetric index of refraction profile. The generalized Eq. (45) is seen to result from Eq. (16) under the replacement of the spherical Bessel functions j l by the radial functions ψ l . The minimum energy solution to the ISP is required to satisfy Eq. (45) for some given set of multipole moments α l,m , l = 0, 1, . . . , L and also to minimize the source energy defined according to Eq. (9) . As in the free space case, the problem of computing the minimum energy source can be cast as one of constrained minimization where the generalized Lagrangian is now given by
where, as before, E is the source energy defined in Eq. (9) and c.c. stands for the complex conjugate of the second term on the r.h.s. of the equation and the C l,m are a set of Lagrange multipliers to be determined. On expressing the source energy in terms of ρ and ρ * and taking the first variation of the above Lagrangian we obtain
The Lagrange multipliers C l,m are determined from the condition that the source generate the multipole moments according to Eq. (45) . We find that
On making use of the above expression for the Lagrange multipliers we finally conclude that the minimum energy solution to the ISP for spherically symmetric background index distributions is given by
The source energy is found to be given by the free space formula Eq. (20) where, however, the σ 2 l are replaced by the Σ 2 l defined in Eq. (47) . As in the free space case the source energy is seen to depend inversely on the Σ 2 l . Although these quantities are strictly positive they can become extremely small leading to extremely high source energy and associated instability in the minimum energy source. Thus, it is of interest to maximize these quantities especially for large values of the index l which is associated with fine detail (high resolution) in the radiation pattern.
The energy of the minimum energy source is obtained by substituting Eq. (48) into the source energy definition given in Eq. (2) . We obtain the same expression as was obtained in the free space case Eq. (20) where, however, the σ 2 l are replaced by the Σ 2 l . It is clear that the source energy is minimized by maximizing the Σ 2 l which, in turn, is equivalent to maximizing the weighted L 2 norm of the radial functions ψ l over the interval [0, a] . Since the radial functions ψ l are solutions to a Sturm-Liouville problem the energy minimization problem reduces to finding scattering potentials V (r) whose corresponding Sturm-Liouville problem has solutions with maximum norm over this interval. This problem, although simple to state, appears to be non-trivial and the authors offer no simple recipe for computing optimum potentials at this time. However, in the following section we will treat a simple class of potentials that illustrates the dependence of source energy on selection of V .
Piecewise Constant Backgrounds
In this section we consider the special case where the scattering potential V (r) is constant throughout the source region; i.e.,
This is certainly a spherically symmetric scattering potential so that the scattering wave functions can be expanded in the form of Eq. (44) where the radial functions ψ l (r) satisfy Eq. (42) with V (r) given in Eq. (49) above. Thus we find that
together with the boundary condition from Eq.(43):
We also require that the radial functions be finite and continuous with a continuous first derivative. The set of differential equations together with the boundary and continuity conditions allow us to obtain a unique solution for the radial function.
Radial Function
The radial function has the general form
where j l is the spherical Bessel function of the first kind and h l the spherical Hankel function of the first kind. The requirement that the radial function be finite at the origin r = 0 requires that B = 0 while the boundary condition Eq.(50) requires that the constant C = 1. The remaining constants A and D are determined by the continuity requirements applied at the boundary r = a. These conditions are
from which we obtain the solution
The expression for the constant A can be further simplified by using the Wronskian relation for spherical Bessel functions
Source Energy
The quantities Σ 2 l are found using Eq.(47) to be given by
where σ 2 l (k) is the free space quantity defined in Eq.(21) but with k 0 replaced by k and
In the limit when k → k 0 we have that
where we have used the Wronskian between the spherical Bessel and spherical Hankel functions. It then follows that Σ 2 l → σ 2 l (k 0 ) in this limit, as required. The quantities T l (k, k 0 ) appearing in the expression for the Σ 2 l have a simple interpretation: they are the magnitude square of the transmission coefficients relating the amplitudes of the outgoing multipole fields radiated by the source ρ evaluated on the exterior of the source region to the amplitude of the outgoing wave multipole fields radiated by the source on the interior of the source region. In particular, at the interior of the boundary at r = a we can express the field radiated by the source in the form of a superposition of outgoing and standing wave solutions to the homogeneous Helmholtz equation with wavenumber k = nk 0 while outside this sphere the field is a superposition of outgoing wave solutions to the Helmholtz equation with wavenumber k 0 . Because the total field and normal derivative must be continuous across the boundary we find that for each multipole mode we require
where r l and t l are reflection and transmission coefficients and the primes denote derivatives. Solving Figure 4 : Plots of σ
l (solid) for l = 10 and n = .5 and n = 1.5. It is seen from the plots that the larger n value yields larger Σ 2 l around and below the critical point. We computed the source energy for the model radiation pattern employed in the free space examples of section 3.2. Using the coefficients given in Eq. (22) we computed the source energy using Eq. (20) with the Σ 2 l given by Eq. (52) . We show in Fig. 10 plots of the source energies as a function of x = k 0 a for three different values of the cut-off parameter L and for a source radius of a = 10 and index value of n = 1.5. We also show for comparison the plots of the source energy for a source embedded in free space. It is seen that, as expected, the source energy becomes extremely large if we try to achieve an L value that exceeds the critical value L = k 0 a. This is, of course, due to the fact that the quantities Σ 2 l become extremely small when l > k 0 a.
Summary and Conclusions
We have developed the basic theory of the inverse source problem for compactly supported sources embedded in an inhomogeneous index profile n(r). Most of our results pertain, in particular, to spherically symmetric index distributions n(r) = n(r) although the underlying formalism is applicable to general, non-symmetric distributions. For the class of spherically symmetric index profiles we showed how to construct the so-called minimum energy source that generates a given radiation pattern subject to the constraint that the sources L 2 norm over the source region is minimum. It was found that the energy of the minimum energy source depended on the index profile n(r) and we examined this dependence using computer simulations for the case of piece-wise constant valued profiles that are unity outside the (spherical) source volume and constant within the source volume and for a "model" radiation pattern characterized by a "resolution parameter" L that was inversely related to the effective angular width of the radiation pattern. The simulations showed that, in general, the source energy increases exponentially when the wavenumber source radius product k 0 a >> L independent of whether or not the source is embedded in a background medium or not. However, it was found that by embedding the source in a spherical region having constant index n > 1 the source energy can be made smaller than that obtained for a source in vacuum over moderate ranges of the wavenumber source radius product k 0 a in the immediate vicinity of the critical value k 0 a = L. We conclude that embedding sources in "designer" background distributions may lead to significant improvement in source efficiency, particularly for resonant antennas. This conclusion has been established here from a new source-inversion point of view which serves as a theoretical framework of reference for ongoing efforts in this direction within the antenna and optical communities, particularly in connection with novel magneto-dielectrics and metamaterials for enhanced radiation. Currently we are working on the generalization of the research reported in this work to the full vector electromagnetic case including the practical reactive power constraints. We plan to report this ongoing research elsewhere.
