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Abstract—Solar energy is one of important renewable energy 
sources and simulation of solar irradiance can be used as input 
for simulation of photovoltaic (PV) generation. This paper 
proposes a simulation algorithm of multi-station solar irradiance 
data considering temporal correlations. First of all, we group all 
the days of the observed data to k clusters for each station based 
on their daily features of solar irradiance and the daily states 
constitute Markov chain of days. Then, we reduce state 
permutations of different stations before getting Markov 
Transition Probability Matrix (MTPM). In terms of the observed 
data and MTPM, the simulation approach is proposed. Finally, 
we test our approach by applying to solar irradiance data of three 
stations and show that the properties of simulated data match 
those of the observed data. 
Index Terms—Feature clustering, MTPM, PV generation, solar 
irradiance simulation, state space reduction. 
I. INTRODUCTION 
Renewable energy sources, especially solar and wind, have 
drawn tremendous attentions from researchers. As for solar 
energy, solar irradiance is one of the most significant factors 
that influence PV power generation. Solar irradiance, however, 
is uncertain and intermittent due to the erratic meteorological 
conditions including cloud amount, clearness, dust and relative 
humidity. These make analyses of solar irradiance complicated. 
Numerous sensors have been deployed to monitor the 
environment and record the meteorological data. Because of 
some geo-sensor glitches, missing weather data may 
compromise the performance of power system analysis such as 
PV generation prediction. Simulation of solar irradiance data 
centers on modeling solar irradiance time series and simulating 
new data close to historical data for planning and operation of 
power system.  
Some researchers have shown their attempts to deal with 
solar irradiance problems. C. W. Richardson put forward 
stochastic simulation of solar radiation by using a multivariate 
model [1]. A.P. Grantham et al. presented a method to generate 
synthetic sequences of daily and hourly global horizontal 
irradiation by developing a model to deal with the deterministic 
component of global horizontal irradiation, and then adding a 
stochastic component using a nonparametric bootstrapping 
technique [2]. V. Prema et al. showed trend pattern and seasonal 
pattern of solar irradiance while predicting solar irradiance data 
[3]. Mellit et al. proposed a model for generating sequences of 
global solar radiation data for isolated sites by using artificial 
neural network and Markov transition matrices (MTM) [4].  
We presented a simulation method of solar irradiance data 
of one station based on feature clustering and Markov chain in 
our early works [5]. This method may be used to generate long 
samples of solar radiation and it can deal with the situation 
where we simulate one-station solar irradiance data. On the 
other hand, when we apply this model to multi-station data, 
each station is considered as an individual site regardless of 
their correlations among each other. 
Solar irradiance data from National Renewable Energy 
Laboratory (NREL) include one-minute-interval global 
horizontal irradiance (GHI) and diffuse horizontal irradiance 
data at several solar radiation monitoring stations [6]. And in 
this paper, we concentrate on GHI—total hemispheric 
shortwave irradiance as measured by an Kipp & Zonen Model 
with calibration factor traceable to the World Radiometric 
Reference (WRR) [7].  Table I shows details of three stations 
and Fig. 1 shows GHI data of these stations from June 17th, 
2015 to June 21st, 2015. 
Table I  Details of Three Stations 
Station Latitude Longitude Location 
Solar Radiation 
Research Laboratory 
(SRRL) 
39.74o North 105.18o West 
Golden, 
Colorado 
Solar Technology 
Acceleration Center 
(STAC) 
39.76 o North 
104.62 
o West 
Aurora, 
Colorado 
Oak Ridge National 
Laboratory 
(ORNL) 
35.93o North 84.31o West 
Oak Ridge, 
Tennessee 
The research presented in this paper is supported in part by the State 
Grid Science and Technology Program of China. 
Figure 1 GHI Data of Three Stations (June 17th, 2015~ June 21st, 2015) 
 
In order to simulate multi-station GHI data, we propose a 
simulation approach in this paper and the main contributions 
are as follows: 
 Considering correlations of stations, we construct 
Markov chain of multi-station daily states; 
 State space reduction is applied before getting MTPM 
in order to reduce dimensions of MTPM; 
 We optimize the simulation process to improve the 
performance. 
The rest of this paper is as follows. Firstly, we introduce the 
simulation approach in section II. Next, the effectiveness of the 
proposed approach is tested in section III by using GHI data of 
three stations. Finally, conclusions will be provided in section 
IV. 
II. SIMULATION APPROACH TO MULTI-STATION              
GHI DATA 
A. Daily Features of GHI Data 
As a kind of time series, one-minute-interval GHI data of 
one site consists of 1,440 daily samples. Considering 
intermittency, we keep 1,080 daily samples from 3:00 a.m. to 
9:00 p.m. as the observed GHI data. Obviously, these samples 
are too large to be inputs for some algorithms like clustering so 
it is necessary to extract daily features of GHI data. 
Some statistical values can be used to characterize a time 
series [8]. For instance, the standard deviation can quantify the 
amount of dispersion of a time series while skewness is a 
measure of the asymmetry of the probability distribution of a 
time series about its mean. Besides, the fluctuation intensity of 
GHI is also a significant feature in this paper. To address this 
problem, we introduce Reverse Fluctuation Count (RFC), 
Average Fluctuation Magnitude (AFM) and Moving 
Fluctuation Intensity (MFI) [9] then we can characterize GHI 
fluctuations by MFI.   
 
 
 
RFC is defined as count value that when fluctuation trend is 
reversed, then count value add 1. Fluctuation trend is reversed 
when 
 
AFM is defined as 
 𝐴𝐹𝑀 =
1
𝑁
∑𝑎𝑏𝑠[𝑥(𝑖 + 1) − 𝑥(𝑖)].
𝑁
𝑖=1
 (2) 
And MFI is defined as 
 𝑀𝐹𝐼 = 𝑅𝐹𝐶 × 𝐴𝐹𝑀 (3) 
Table II lists five features that we select as daily features of 
GHI data. 
Table II List of Daily Features 
Feature Name Description 
Mean x̅ =
1
𝑁
∑𝑥(𝑖)
𝑁
𝑖=1
 
Standard Deviation σ = √
1
𝑁 − 1
∑(𝑥(𝑖) − ?̅?)2
𝑁
𝑖=1
 
Skewness γ =
1
𝑁
∑(
𝑥(𝑖) − ?̅?
𝜎
)
3𝑁
𝑖=1
 
Kurtosis β =
1
𝑁
∑(
𝑥(𝑖) − ?̅?
𝜎
)
4𝑁
𝑖=1
− 3 
Moving Fluctuation Intensity MFI = RFC × AFM 
 
So these five daily features make up feature vector 𝑓 of each 
day. And for station 𝑖 , feature vectors 𝑓𝑖  of 𝑛-day historical 
GHI data are as follows: 
 𝑓𝑖 = (𝑓𝑖
1, 𝑓𝑖
2, … , 𝑓𝑖
𝑚 … , 𝑓𝑖
𝑛−1, 𝑓𝑖
𝑛) (4) 
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 [𝑥(𝑖 + 1) − 𝑥(𝑖)][𝑥(𝑖) − 𝑥(𝑖 − 1)] < 0. (1) 
B. Clustering Algorithm 
Clustering is a statistical technique of grouping objects in 
clusters and objects belonging to the same cluster are as similar 
as possible to each other. Typical cluster models include 
connectivity-based clustering, distribution-based clustering, 
centroid-based clustering and density-based clustering [10]. In 
this paper, we adopt k-means clustering and group all the days 
to 𝑘  clusters 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑘} based on their normalized 
feature vectors of GHI data. In general, the appropriate 𝑘 for 
GHI data is 4 [11].  
In order to figure out differences in the 𝑘 clusters, the GHI 
curves of all the centroids are drawn and according to these 
curves each cluster is defined as a state of PV generation 
suitability. That is to say, the smooth and high-mean curve is 
more suitable for generation while the erratic and low-mean one 
is not. 
Therefore, we get states 𝑠𝑖  of 𝑛-day historical GHI data for 
the station 𝑖 as follows: 
 𝑠𝑖 = (𝑠1
𝑖 , 𝑠2
𝑖 , … , 𝑠𝑡
𝑖 , … , 𝑠𝑛
𝑖 ) (5) 
and states matrix 𝑠 of all these 𝑗 stations are as follows: 
 𝑠 =
(
  
 
𝑠1
𝑠2
⋮
𝑠𝑖
⋮
𝑠𝑗)
  
 
=
(
 
 
 
 
𝑠1
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1, … , 𝑠𝑡
1, … , 𝑠𝑛
1
𝑠1
2, 𝑠2
2, … , 𝑠𝑡
2, … , 𝑠𝑛
2
⋮
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𝑗 , … , 𝑠𝑡
𝑗 , … , 𝑠𝑛
𝑗
)
 
 
 
 
 (6) 
 𝑠𝑡
𝑖 ∈ 𝐶, 𝑖 = 1,2, … , 𝑗 , 𝑡 = 1,2, … , 𝑛 (7) 
And on day 𝑡, states 𝑠𝑡 of the whole 𝑗 stations are as follows: 
 𝑠𝑡 =
(
 
 
 
 
𝑠𝑡
1
𝑠𝑡
2
⋮
𝑠𝑡
𝑖
⋮
𝑠𝑡
𝑗
)
 
 
 
 
 (8) 
So we get states matrix 
 𝑠 = (𝑠1, 𝑠2, ⋯ , 𝑠𝑡 , ⋯ , 𝑠𝑛) (9) 
C. State Space Reduction 
In (6), the 𝑡 th column of states matrix 𝑠 stands for states of 
the whole 𝑗 stations on day 𝑡. When we group days to 𝑘 clusters, 
there are 𝑘𝑗 possible state permutations. For example, we will 
get 43 = 64 state permutations with 4 clusters and 3 stations. 
However, we notice that not all these state permutations happen 
in the real world. Hence, state space reduction can be applied 
before calculating MTPM so that the dimensions of MTPM can 
be reduced. It means that if the state permutation 𝑠t does not 
happen in 𝑛-day historical GHI data, we will cut off this state 
permutation from state space. When 𝑟0  different state 
permutations do not happen, the size of reduced state 
permutations are  
We convert this reduced state space into digital code in 
Table III. 
Table III  Digital Code and Reduced State Space 
Digital Code Reduced State Space 
1 (𝑐1, 𝑐1, ⋯ , 𝑐1) 
2 (𝑐1, 𝑐1, ⋯ , 𝑐2) 
⋮ ⋮ 
𝑟 − 1 (𝑐𝑘 , 𝑐𝑘, ⋯ , 𝑐𝑘−1) 
𝑟 (𝑐𝑘 , 𝑐𝑘, ⋯ , 𝑐𝑘) 
Consequently, state matrix 𝑠 can be wrote as follows: 
 
𝑠 = (𝑠1, 𝑠2, ⋯ , 𝑠𝑡 , ⋯ , 𝑠𝑛) 
→ 𝑠′ = (𝑑1, 𝑑2, ⋯ , 𝑑𝑡 , ⋯ , 𝑑𝑛) 
𝑑𝑡 = 1,2,⋯ , 𝑟 
(11) 
D. MTPM 
A Markov chain is a type of Markov process that has a 
discrete state space [12]. This stochastic process that satisfies 
the Markov property - the future state 𝑑𝑡+1 depends only on the 
present state 𝑑𝑡 and it does not depend upon the previous state 
𝑑1, 𝑑2, ⋯ , 𝑑𝑡−1  [13]. We can formulate this property in 
mathematical notation as follows: 
 
𝑃{𝑠′(𝑡 + 1) = 𝑑𝑡+1|𝑠
′(1) = 𝑑1, 𝑠
′(2) = 𝑑2, ⋯ ,
𝑠′(𝑡) = 𝑑𝑡} 
= 𝑃{𝑠′(𝑡 + 1) = 𝑑𝑡+1|𝑠
′(𝑡) = 𝑑t}. 
(12) 
In order to describe the changes of states, Markov 
chain {𝑑1, 𝑑2, ⋯ , 𝑑𝑡 , ⋯ , 𝑑𝑛} can be characterized by the first-
order MTPM 𝑃 consisting of the transition probabilities 
 
𝑃 = (
𝑝11 ⋯ 𝑝1𝑟
⋮ ⋱ ⋮
𝑝𝑟1 ⋯ 𝑝𝑟𝑟
)  
 
(13) 
 
𝑝𝑖𝑗 = 𝑃{𝑠
′(𝑡 + 1) = 𝑗|𝑠′(𝑡) = 𝑖}  
𝑓𝑜𝑟 𝑖, 𝑗 = 1,2,⋯ , 𝑟 
(14) 
E. Simulation Approach 
This part presents the simulation approach to multi-station 
GHI data in terms of MTPM and the observed GHI data. The 
approach is as follows: 
Step 1: Set the initial random daily state 𝑠𝑖𝑛𝑖𝑡 and size of 
days to simulate 𝑛. 𝑠′ = { 𝑠𝑖𝑛𝑖𝑡}. 
Step 2: Given a random number 𝑟 ∈ (0,1), find out the next 
daily state  𝑠𝑛𝑒𝑥𝑡 , which satisfies  
 𝑝𝑠𝑖𝑛𝑖𝑡 𝑠𝑛𝑒𝑥𝑡 < 𝑟 < ∑ 𝑝𝑠𝑖𝑛𝑖𝑡 𝑖
𝑠𝑛𝑒𝑥𝑡
𝑖=1
 (15) 
Step 3: Append 𝑠𝑛𝑒𝑥𝑡  to 𝑠
′ and let 𝑠𝑖𝑛𝑖𝑡 = 𝑠𝑛𝑒𝑥𝑡 . 
Step 4: When the size of elements in 𝑠′ reaches 𝑛, go to Step 
5. Otherwise, return to Step 2. 
Step 5: Convert 𝑠′ into state matrix 𝑠 according to Table III. 
Step 6: As for 𝑠𝑡
𝑖 in 𝑠, select one day whose state is 𝑠𝑡
𝑖 from 
the observed days.  𝑟 = 𝑘𝑗 − 𝑟0 (10) 
Step 7: Connect the raw data of days from Step 6 to get the 
simulated data. 
III. CASE STUDY 
In this section, the performance of this simulation approach 
is presented based on GHI data of three stations: SRRL, STAC 
and ORNL.  
A. GHI Data 
We collect the observed one-minute-interval GHI data from 
January 1st, 2012 to December 31st, 2018. Table IV shows the 
Pearson correlation coefficients between each two stations 
among them [14]. 
Table IV Pearson correlation coefficients 
Stations Pearson correlation coefficients 
(SRRL,STAC) 0.908 
(SRRL,ORNL) 0.697 
(STAC,ORNL) 0.732 
 
As Table IV shows, SRRL and STAC have a higher 
correlation because of their closer location. 
Considering different sunshine durations among different 
seasons, we divide days of the observed GHI data into four 
seasons (Table V). 
Table V Size of Days 
Seasons Size of Days 
Spring 625 
Summer 644 
Autumn 644 
Winter 644 
B. Results of Clustering 
We group GHI data shown in Part A into four clusters for 
different seasons at SRRL, STAC and ORNL stations. Fig. 2, 
Fig. 3 and Fig. 4 shows curves of average one-minute-interval 
GHI data of all the days from the same cluster for each season 
at these three stations. 
 
Figure 2 Average SRRL's GHI Data from the same cluster 
Figure 3 Average STAC's GHI Data from the same cluster 
 
 
Figure 4 Average ORNL's GHI Data from the same cluster 
 
As shown in Fig. 2, Fig. 3 and Fig. 4, the red curves are the 
most suitable for generation while the black the worst. 
Therefore, the red curves represent 𝑐1, the blue curves represent 
𝑐2, the green curves represent 𝑐3 and the black curves represent 
𝑐4. 
C. Result of Simulation 
We simulate one-year GHI data of these three stations and 
Fig. 5 shows the curve of simulated GHI data from July 5th to 
July 9th. 
D. Performance of Simulation 
1) Statistical Analysis  
In this part, we compare some statistical properties of the 
simulated one-year GHI data with those of the observed GHI 
data. Table VI shows the mean and standard deviation (Std) of 
the observed GHI data and the simulated data each day. 
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 Figure 5 Simulated GHI Data from July 5th to July 9th 
 
Table VI Statistical Properties of Simulated Data and Observed Data 
Year 
SRRL STAC ORNL 
Mean Std Mean Std Mean Std 
2012 265.63 270.56 284.01 285.43 226.39 233.43 
2013 261.12 268.44 278.28 282.39 208.68 219.92 
2014 253.42 262.10 270.03 276.04 220.99 229.38 
2015 249.86 259.60 270.13 276.96 212.61 219.72 
2016 265.30 273.03 282.77 285.26 227.32 233.60 
2017 254.76 263.61 268.42 274.58 206.31 213.24 
2018 260.36 267.30 272.40 276.65 193.79 201.04 
All 258.64 266.38 275.16 279.62 213.74 221.49 
Simulation 260.76 266.15 281.26 282.34 211.27 221.61 
2) Cumulative Distribution 
Cumulative distribution function (CDF) describes the 
cumulative probability associated with a random variable and 
the approximate CDFs between simulated GHI data and the 
observed data is required [15]. Fig. 6 shows CDFs of these three 
station consisting the observed GHI data and the simulated GHI 
data. 
 
Figure 6 CDFs of Simulated Data and the Observed Data 
 
3) Monthly Curves  
We present monthly curves of the observed GHI data every 
year and the simulated data for each station shown as Fig. 7, 
Fig. 8 and Fig. 9. 
 
 
Figure 7 SRRL Monthly Curves 
 
Figure 8 STAC Monthly Curves 
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Figure 9 ORNL Monthly Curves 
IV. CONCLUSION 
A simulation approach to multi-station solar irradiance data 
considering correlation is presented in this paper. We extract 
five features of daily GHI data and group days of the observed 
solar irradiance data into four clusters. Each cluster represents 
one state of solar power generation suitability and daily states 
of the observed data constitute Markov chain. Before getting 
MTPM, state space reduction can reduce the dimensions of 
MTPM. We propose the simulation approach base on MTPM 
and the observed GHI data. Finally, estimations with three 
stations are given. 
In our future work, we may concentrate on simulation of 
large-scale stations and deal with curse of dimensionality. 
Besides, feature extraction of daily data can also be another 
improvement. 
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