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ABSTRACT 
Title: Enhancing the Light Efficiency Incident on Photovoltaic Cell Using Dual 
Nanostructure Crystal Grating 
 
Ashton Ellaboudy 
 
 In this research we study the effect of adding a single diffraction grating on top of a solar 
cell. We simulated the square diffraction grating, as well as triangular diffraction grating. 
The single square grating showed more favorable results, achieved 330% power 
improvement compared to 270% power improvement in the single triangular grating 
case.   
We simulated a triangle/triangle (top-bottom) and triangular/rectangular (top-bottom) 
grating cases. The Triangular grating achieved higher light absorption compared to 
rectangular grating. The best top grating was around 200nm grating period. We realized 
solar cell efficiency improvement about 42.4% for the triangular rectangular (top-bottom) 
grating. 
We studied the light transmitted power in a silicon solar cell using double diffraction 
triangular nano-grating. We simulated the solar cell behavior as it absorbs sunlight 
through its structure in various cases, results showed 270% increase of the weighted 
transmitted power when the top grating period (At) varies from 300nm to 800nm, and the 
bottom grating period (Ab) is at 500nm.  
We finally studied the effect of changing the location of the diffraction gratings with 
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respect to the solar cell. We were able to increase the light efficiency by 120%. The study 
showed that the power absorbed by the solar cell is not sensitive to the grating location. 
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Chapter 1 - Introduction 
1.1 Background 
Solar cell is one of most prominent alternatives in the contemplate era. The sun is an 
environmental friendly source of energy as it doesn't require burning fossil fuel or nuclear 
energy. The industrial growing interest in the solar technology is a good indication of its 
reliability. It has become a wide field of applications, for instance, small appliances, cars 
and even houses which makes the advancement of solar cell technology one of the most 
important endeavors of the 21st century.[1] 
According to U.S. Department of Energy, solar energy has been used for thousands of 
years. The Greeks developed a way to burn enemies’ ships through reflecting the sun rays 
with large bronze shields as early as 200 B.C.[2] 
Horace DE Saussure, a Swiss scientist developed the first solar collector in 1767; 
while the photovoltaic effects were noticed by the French scientist Edmond Becquerel in 
1839. In 1903 Albert Einstein published a paper on the photovoltaic effect, winning a 
Nobel prize for his theories in 1921.[3] 
 In the solar technology, there are mainly three types of solar cells: discrete cell 
techniques, multi-crystalline silicon techniques, and integrated thin film techniques. In 
discrete cell techniques, we can reach 20 to 30 percent light extraction efficiency and it is 
made out of synthetic silicon. The multi-crystalline silicon has less efficiency which 
averages from 14 to 18 percentage efficiency made of cast silicon blocks. Lastly, the 
integrated thin film has 11 percent light extraction efficiency and is made of 
polycrystalline material.[4] 
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As for limitations of the solar light power extraction incident on the solar cell, the 
first key factor is the absorption of incident light (coming from the solar system) within 
the device at multiple quantum well region (if available) or depletion region (p-n 
junction) or at defects within the Silicon semiconductor crystal structure. Photon 
absorption constitutes a critical aspect of not only light extraction efficiency, but also of 
device operation. Since the photon has a work function, then the band gab (Eg) may be 
absorbed outside the junction; it will not contribute to the maximization of output power 
in lumens per watt. In addition, about 80% of the absorbed photon incident power 
generates heat that is dispersed throughout the crystal lattice vibration [5]. Increased heat 
within the solar cell seriously degrades solar cell lifetime, increases the dark current 
which is highly dependent on temperature change, and consumes energy that could be 
used for generating electric energy. The Depletion region generates the light within the 
diode and it must be paid a particular attention. Since the generated photon matches the 
band-gap energy of the light-generating, depletion region can readily absorb photons and 
does so at a high rate. 
Therefore, every pass across the depletion region increases the chances of absorption. 
Photons must be absorbed, both in greater quantity and speed, before absorption occurs 
[6-8]. A grating structure will solve this issue by creating more angles of escape. Some of 
the commonly used grading lattices are: pyramidal, spherical, conical, cylindrical, but 
only a few can be fabricated easily. Nano-structure etching is made by using a sapphire 
backplane, UV light, and a high power KRF laser. Peking University’s (PKU) experiment 
varied the grating depths from 75nm to 120nm [9]. Imprint lithography can also produce 
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similar air holes that measure 180nm in diameter, with a depth of 67nm, and a period of 
295nm [10]. 
Another proposed idea to increase the solar cell efficiency is by using other materials 
instead of Silicon such as co-doped YVO4 phosphors used with UV (ultraviolet) light 
[11]. But relying on this approach will have some disadvantages like the narrow 
wavelength spectrum, and cost efficiency. 
 
1.2 Project Affiliation with Peking University 
The experimental part of this research was conducted with Peking University (PKU), 
in Beijing, China, to fulfill both simulation and experiment in a cost effective manner. 
Peking University is one of the top universities in China with over 100 years of academic 
history as a major research university. 
Cal Poly entered into this collaborative agreement with PKU's State Key Laboratory 
for Mesoscopic Physics and Department of Physics in July 2007 with the intention of 
having Cal Poly students perform grating optimization simulations, while PKU would 
prepare samples and perform light output measurements. We would report efforts of our 
research in conference papers, journals and other informal publications and presentations. 
Advisors from both Universities would direct student research, while communicating 
with each other for the direction of the project.  
Students would also collaborate and sometimes travel to each respective University to 
discuss research goals and clarify results or conclusions in English or Chinese language.  
If the research has significant findings, we would publish papers together and send a 
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representative to present the results of our collaborative research. Cal Poly’s strength in 
electrical engineering and simulation, coupled with PKU’s expertise in device physics 
and fabrication, built a strong foundation for research in GaN LEDs. 
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Chapter 2- Finite Difference Time Domain Method 
2. 1 Introduction to FDTD Method 
The four vector equations of Maxwell are one of the greatest accomplishment of the 
18th Century, in which Maxwell incorporated Gauss Faraday’s and Ampere’s work and 
added a small term to the four equations, which described and characterized the 
electromagnetic wave behavior in space and materials. General numerical methods to 
solve the Maxwell equations are: 
 
2.1.1 Finite-difference time-domain (FDTD) 
The (FDTD) is a popular technique easy to understand and implement in software. 
The basic FDTD algorithm traces back to a seminal 1966 paper by Kane Yee in IEEE 
Transactions on Antennas and Propagation. Allen Taflove originated the descriptor 
"Finite-difference time-domain" and its corresponding "FDTD" acronym in a 1980 paper 
in IEEE Transactions on Electromagnetic Compatibility. Since 1990, Multi-resolution 
time-domain (MRTD) is an adaptive alternative to the finite difference time domain 
method (FDTD) based on wavelet analysis. Wavelet theory is applicable to several 
subjects. All wavelet transforms may be considered forms of time-frequency 
representation for continuous-time (analog) signals and so are related to harmonic 
analysis. Almost all practically useful discrete wavelet transforms use discrete-time filter 
banks. These filter banks are called the wavelet and scaling coefficients in wavelets 
nomenclature. These filter banks may contain either finite impulse response (FIR) or 
infinite impulse response (IIR) filters. The wavelets forming a continuous wavelet 
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transform (CWT) are subject to the uncertainty principle of Fourier analysis respective 
sampling theory: Given a signal with some event in it, one cannot assign simultaneously 
an exact time and frequency response scale to that event. The product of the uncertainties 
of time and frequency response scale has a lower bound. Thus, in the scale gram of a 
continuous wavelet transform of this signal, such an event marks an entire region in the 
time-scale plane, instead of just one point. Also, discrete wavelet bases may be 
considered in the context of other forms of the uncertainty principle. Wavelet transforms 
are broadly divided into three classes: continuous, discrete and multi-resolution 
based.[12] 
 
2.1.2 Finite element method (FEM) 
The finite element method (FEM) is used to find approximate solution of partial 
differential equations (PDE) and integral equations. The solution approach is based either 
on eliminating the differential equation completely (steady state problems), or rendering 
the PDE into an equivalent ordinary differential equation, which is then solved using 
standard techniques such as finite differences, etc. 
In solving partial differential equations, the primary challenge is to create an equation 
which approximates the equation to be studied, but which is numerically stable, meaning 
that errors in the input data and intermediate calculations do not accumulate and destroy 
the meaning of the resulting output. There are many ways of doing this, with various 
advantages and disadvantages. The Finite Element Method is a good choice for solving 
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partial differential equations over complex domains or when the desired precision varies 
over the entire domain.[13] 
 
2.1.3 Finite integration technique (FIT) 
It is a spatial discretization scheme to numerically solve electromagnetic field 
problems in time and frequency domain. It preserves basic topological properties of the 
continuous equations such as conservation of charge and energy. FIT was proposed in 
1977 by Thomas Wieland and has been enhanced continually over the years. This method 
covers the full range of electromagnetic (from static up to high frequency) and optic 
applications and is the basis for commercial simulation tools. [14] 
The basic idea of this approach is to apply the Maxwell equations in integral form to a 
set of staggered grids. This method stands out due to high flexibility in geometric 
modeling and boundary handling as well as incorporation of arbitrary material 
distributions and material properties such as anisotropy, non-linearity and dispersion. 
Furthermore, the use of a consistent dual orthogonal grid (e.g. Cartesian grid) in 
conjunction with an explicit time integration scheme (e.g. leap-frog-scheme) leads to 
compute and memory-efficient algorithms, which are especially adapted for transient 
field analysis in radio frequency (RF) applications. 
 
2.1.4 Pseudo-spectral time domain (PSTD) 
This class of marching-in-time computational techniques for Maxwell's equations 
uses either discrete Fourier or Chebyshev transforms to calculate the spatial derivatives of 
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the electric and magnetic field vector components that are arranged in either a 2-D grid or 
3-D lattice of unit cells. PSTD causes negligible numerical phase velocity anisotropy 
errors relative to FDTD, and therefore allows problems of much greater electrical size to 
be modeled.[15] 
 
2.1.5 Pseudo-spectral special domain (PSSD)  
PSSD solves Maxwell's equations by propagating them forward in a chosen spatial 
direction. The fields are therefore held as a function of time, and (possibly) any 
transverse spatial dimensions. The method is pseudo-spectral because temporal 
derivatives are calculated in the frequency domain with the aid of FFTs. Because the 
fields are held as functions of time, this enables arbitrary dispersion in the propagation 
medium to be rapidly and accurately modeled with minimal effort.[16] However, the 
choice to propagate forward in space (rather than in time) brings with it some subtleties, 
particularly if reflections are important.[17] 
We will only include the FDTD in our simulation since it is the method used by R-
Soft. FDTD techniques have emerged as the primary means to model many scientific and 
engineering problems addressing electromagnetic wave interactions with material 
structures. It converts Maxwell equations from the differential form into temporal (time 
domain) and spatial (space domain) difference equations which predict the values of the 
electric and magnetic field of the light in a certain discrete space at a certain time. 
Repeating the previous procedure applying the previous values of electric and magnetic 
field that we already solved, will converge the next point in the space new parameters 
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(electric and magnetic field components). So by using this method we can approximately 
determine the electromagnetic variables (E, H) at any point and time in space or material 
without going through the complications of solving second order deferential equations in 
conventional Maxwell mathematical complications. 
Figure 2.1 illustrates the concept of the (FDTD). The figure shows that we can 
discretize the light propagation path of the electromagnetic wave into a proportionally* 
(1) small cubes. Each one of these cubes is a Yee Mesh; based on six initially assumed 
boundary conditions (will be discuss later on through the chapter), we can easily 
determine the Magnetic components (Hx, Hy, Hz) and the electric field components (Ex, 
Ey, Ez) of the first Mesh, then we use iteration to solve for the 3 electrical components 
and the 3 magnetic components of the second Mesh , then the third, fourth, fifth and so 
on until the light beam reaches the boundary line of the window of calculations as 
referred to by (PML) *(2) in  Figure (2.1). 
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Figure 2.1: Successive Yee Meshes used to analyze the electro-magnetic components of the light wave as it 
propagates through a substrate of silicon. 
 
  
 2.1.6 Derivation of FDTD Difference Equations
Maxwell Equations:
Gauss's law 
Gauss's law for magnetism 
Maxwell–Faraday equation 
(Faraday's law of induction) 
Ampere’s circ 
Manipulating the above equations we 
   ............
…......................................
From Equation (2.5), we can write the curl operator of the electric field as follow
 
We can also write the right side of Equation (
Substitute Equation (2.7) and (
scalars 1st order Differential Equations:
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…................................................
…..........................................................
….........................................
…........................
obtain: 
................................................................................
..............................................................
2.5) as follows: 
. ......................................................................................
2.8) in Equation (2.5) we obtain the following three 
 
.............. (2.1) 
....... (2.2) 
............. (2.3) 
........... (2.4) 
............. (2.5)  
.  (2.6) 
s: 
.......  (2.7) 
 (2.8) 
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X component Equation: 
 

 	
  µ  
 ….....................................................................................  (2.9) 
Y component Equation 
      µ

  ..........................................................................................  (2.10) 
Z component Equation: 
   	  µ  ……..................................................................................... (2.11) 
We discretize Equations 2.9, 2.10, 2.11 in space and time using the Yee Mesh in 
Figure 2.2. 
Figure 2.2: Yee Mesh and the Electric Field illustration 
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From Equation (2.11) we discretize the following derivatives in space: 

 
,,	,,	
 .............................................................................................. (2.12) 

  
,,	,,	
 ….............................................................................................. (2.13) 
In order to discretize in time we have to consider the temporal leap frog relation 
between the electric and magnetic field illustrated in Figure 2.3. 
Figure 2.3: Discretization in time domain for the Electric Field 
∆t = one unit of time step  
n = specific moment 
Figure 2.3 describes the relation between the electric and magnetic field with respect 
to time as one (leads/lags ) the other by half a step and this is what we refer to as “the 
leap frog effect“. 
Based on this analysis we can write 
dhz
dt as follow: 

  
/!,,	"/!,,	
 …................................................................................. (2.14) 
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In the above Equation Hzn+1/2  and  Hzn+1/2  describe the electric field component that 
falls between them which is En  as we can see from Figure 2.3. Substitute Equation 
(2.12), (2.13) and (2.14) into Equation (2.11), we get: 
  
,,	,,	
 # 
,,	,,	
 
µ$, %, &	 /!,,	"/!,,	 ............................................................................. (2.15) 
Equation (2.15) is the difference form of Equation (2.11). This is a very simple 
Equation constitutes only of addition and subtraction operation, its strength relies on its 
ability to determine  Hzn+1/2  that will happen in the future based on knowing the previous 
values of 
'($ # 1, %, &	, '($, % # 1, &	, '($, %, &	, *(/+$, %, &	 and predetermined constant 
values which are the size of the mesh and the time step (d x, d y, d z and d t) respectively 
which we will discuss later. 
To this point we manipulated Equation (2.5) into Equation (2.15) which is the 
numerical form used in the FDTD method. 
Applying the same procedures 2.12, 2.13 and 2.14 on Equations (2.9) and (2.10), we 
can get the difference Equations for the X and Y components. 
Similarly we have: 
,,	,,	
 #
,,	,,	
 
µ$, %, &	 /!,,	"/!,,	 ….......................................................................... (2.16) 
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,,	,,	
 # 
,,	,,	
 
µ$, %, &	 /!,,	"/!,,	 ............................................................................. (2.17) 
The same process will be conducted on Equation (2.6) to get the other three Magnetic 
difference Equations. So let’s put Equation (2.6) in its scalar form:                 
  ,-*. 
- /. 0





* * *
 
-  

   /.     # 0 

    = 
12' # 3  4 
 # 12' # 3 

 4  # 12' # 3  4  …..................... (2.18) 
Similarly the above Equation consist of the 3 Equations in the X,Y and Z directions. 
Consider the Y component Equation for the purpose of illustration: 
  

    2' # 3

  ………………………….................................................... (2.19) 
Applying the same procedures in Equations (2.12) and (2.13) using the illustrations in 
Figure 2.4 to redefine
dH z
d x and
dH x
d z  we can rewrite the left side of Equation (2.19) in 
the following form:   
   
!,,	
!,,	
 

!,,	
!,,	
 	..........................................  (2.20) 
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With respect to (n+1/2) time step as showing above of Hz and Hx, the right side of 
Equation (2.19) is in the time domain, so we discretize in time according to the 
illustration in Figure 2.4. 
Figure 2.4: Time discretization for the magnetic field 
Since we defined the left side of Equation (2.19) with respect to Hn+1/2 then we have 
to define d E/d t at the same time step: 
d E/d t= (En+1 – En / d t ) and E will be the average value of  En  and  En+1 
Now we can write the right side of the Equation as: 
σi, j, k	 89:;,<,=	89:;,<,=	+ # εi, j, k	
89:;,<,=	89:;,<,=	
>? …................................... (2.21) 
Substitute Equation (2.20) and (2.21) into (2.19) we obtain Equation (2.22) which 
is the diffidence form of Equation (2.6) 
   
!,,	
!,,	
 

!,,	
!,,	
 	= 
σi, j, k	 89:;,<,=	89:;,<,=	+ # εi, j, k	
89:;,<,=	89:;,<,=	
>?  ……………….............. (2.22) 
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The strength of this Equation is that it calculates the value of 
E y
n1
based on 
knowing the value of Hzn+1/2 which we calculated from Equation (2.15). 
Similarly we have: 
 
!,,	
!,,	
 

!,,	
!,,	
 	= 
 σi, j, k	 8@:;,<,=	8@:;,<,=	+ # εi, j, k	 8@
:;,<,=	8@:;,<,=	
>?  …………………………... (2.23) 
And  

!,,	
!,,	
 

!,,	
!,,	
 	= 
 σi, j, k	 8A:;,<,=	8A:;,<,=	+ # εi, j, k	 8A
:;,<,=	8A:;,<,=	
>?  ……………...………….. (2.24) 
 
Figure 2.5: Yee Mesh and the Magnetic Field illustration 
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Equations (2.15), (2.16), (2.17), (2.22), (2.23) and (2.24) are the general diffidence 
Equations of the FDTD numerical algorithm which calculate the future values of Hxn+1/2 , 
Hyn+1/2  , Hzn+1/2  , '(/+, '(/+, and '(/+ in the time domain.[18] 
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2.2 Getting started with R-Soft 
2.2.1 Software Installation 
Before installing the software, make sure you read the installation manual compatible 
with your computer and operating system. The student version of the software provided 
by the Department of the Electrical Engineering at Cal Poly State Unversity will work 
with most operating system Windows or MAC. Some newer version operating systems 
might not run the R-Soft program. In this case you might need to work with either a 
different operating system or obtain an upgraded version of the software. 
The software will automatically generate the necessary files and programs needed to 
complete the installation which are as follows:  
• Install the main program. 
- Note: do not apply the hard-lock key to the USB port while installing the 
software. 
- If the installation is successful then congratulations you should be able to access 
the R_CAD simulation window. 
- If otherwise encounter any installation error then uninstall the software, restart 
the system then reinstall it back. 
- For troubleshooting please see installation manual or contact the R-soft tech-
support team at www.rsoftdesign.com/support.  
• Install the hard-lock key driver and license file. 
- Note: the license file number should match the license no. on the hard-lock key, 
the hard lock-lock key is a unique key that allows the program to run, duplicate 
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copies of the keys are not provided by the manufacturer, special arrangement 
and measurements should be taken to ensure safe storage and handling of the 
hard key. 
- R-Soft package has the following modes:  
 Beam PROP, Full WAVE, Band SOLVE, Grating MOD, Diffract MOD, Fem SIM,  
 Laser MOD, Opt Sim and Mode SYS  
 Each mode has its unique hard-lock key 
• Add the installation directory to the path and make any registry entries as needed 
• The user name and password might be needed in this regard which is located on the 
software’s CD.  
 
2.2.2 Design the simulation structure using R-CAD 
R-SOFT is an advanced software that allows the user to build the design structure in 
3-D Graphic window in order to visualize the structure and avoid design mistakes. The 
following example illustrates how to use R-CAD to A) draw multiple layers of optical 
semiconductor materials, B) Draw a single or double diffraction grating surface, C) Run 
the simulation and use the MOST button. 
 
 
