What would happen if an asteroid impacted the earth in the middle of the ocean? Would a giant tsunami engulf the distant coastlines? Galen Gisler, a Los Alamos scientist, designed a series of simulations using a Los Alamos National Laboratory (LANL) multiphysics simulation code that was run for thousands of hours on thousands of processing cores of LANL supercomputers. A critical part of answering these scientific questions was the process of gathering and analyzing simulation outputs. Our role as visualization and analysis developers at Los Alamos allowed us to work with Gisler and suggest the use of in situ processing to optimize his analysis time.
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In situ processing produces reduced-size persistent representations of a simulation's state while the simulation is running. The need for in situ visualization and data analysis is usually described in terms of supercomputer size and performance in relation to available storage size. In situ processing is considered "critical technology for achieving scientific discovery at exascale." 1 After in situ outputs have been produced, a domain scientist such as Gisler must study the output to gain scientific insight. Output types, sizes, and quantities affect the scientist's ability to gain understanding of the represented simulation. Different types, sizes, and quantities of data may require bigger, more extensive, and expensive compute resources for the process of understanding. The choices of types, sizes, and quantities affect the time the scientist must spend interacting with the data to gain understanding.
The time spent, the power consumed, 2 and the footprint and general capability of libraries 3 producing in situ visualization and data analysis products are important. Those visualization and data analysis products cannot be evaluated without the corresponding usefulness of the products. That usefulness needs to be measured in the time required for domain scientists to reach insight. Once domain scientists start attempting to understand the data that was stored during the simulation, they should be able to work quickly and efficiently to understand what data they have and what story it exposes. The visualization community must consider the effectiveness of the data visualization and analysis techniques provided on the ability of a domain scientist to quickly and easily assess the products for scientific insight. spent studying their domain science. The more time they spend managing their data, the less successful we are.
THE DEEP-WATER IMPACT
Scientific workflows observed while working with Gisler and LANL's Asteroids Team are used as examples for this article. The team's use of simulation to study asteroid-generated tsunamis (AGTs) provided opportunity for the development of these ideas. Visualization and data analysis examples of this AGT work can be found in several LANL publications 4, 5 and in Figure 1 . Specifically, we will reference the yA31 ensemble member. Figure 1 . An image from the Deep Water Impact Ensemble Data Set showing the volume fraction of water with a highly customized color map to show structure as the water moves vertically into the upper levels of the atmosphere. Water is a potent greenhouse gas. Visualizations like this are driving asteroid researchers to be more concerned about the atmospheric repercussions of asteroids impacting deep ocean water.
yA31 is a three-dimensional simulation of a 250-meter-diameter basalt asteroid racing through the atmosphere and impacting five-kilometer-deep ocean water at a 45° angle. This hypothetical phenomenon was mapped onto a computational simulation code called xRage, 6 a parallel multiphysics Eulerian hydrodynamics code that is developed and maintained by the ASC program at LANL. xRage uses a continuous adaptive mesh refinement (AMR) technique that allows smaller computational cells in areas of interest and larger, and thus fewer, cells in other areas, which enables more efficient use of the supercomputer. The simulation contains only three materials: water, air, and asteroid. As the asteroid progresses through the atmosphere and impacts the water, the computational grid refines in areas of entropy, increasing the number of cells in the simulation. The simulation used nearly 50,000 discrete simulation time steps, called cycles, to represent 95 seconds of simulated time. In total, the yA31 simulation consumed 761,000 CPU hours. The simulation included 476 visualization "dumps" that were written to a shared parallel file system. A representative sample of the entire simulation is available at http://dssdata.org.
Checkpoint or restart files are written regularly. They allow a simulation job to stop and then restart from that stopping point. This is necessary because supercomputing queues impose a maximum time allowed for any single computational job. In the case of yA31, 51 separate jobs were run over the course of three weeks, each picking up where the other left off. The activity is performed so that the simulation can be restarted from a specific state should it fail 7 or to support the understanding of the simulation. 8, 9 Gisler frequently checked on the progress of the simulations. He made adjustments where necessary that were applied at restarts. Commonly, the total cell count in the AMR grid would grow beyond the available supercomputing resources. Areas or zones of the simulation would be forced into coarser resolutions to manage the total cell count. At one point during the yA31 simulation run, the number of processing cores doubled from 512 to 1,024. This was done to allow for more total cells and to make the simulation advance more quickly.
THE COMPUTATIONAL-SCIENCE PROCESS
We want to emphasize the importance of optimizing a scientist's interactive-analysis time. Domain scientists want to spend more time studying their data and less time trying to get access to it. Supercomputers can take hours or days to schedule a job. Long-running simulations are broken into discrete jobs that run as long as the scheduling policy allows, usually 8 to 24 hours each, and might produce a couple of high-resolution data products during each job. Simulations of this nature do not require an in situ process to be fast because the process may only get to run a few times per day. The time to produce the data product may not even be evaluated as long as the data product is useful and keeps the domain scientist focused on his or her science rather than data management.
The domain scientist will evaluate time spent in analysis versus simulation time when he or she sits down to look at the results of the simulation days, weeks, or months after it was originally scheduled. It might be to check that the simulation is progressing or to study the outputs to develop conclusions about the simulation. In situ activities that stop the simulation from advancing at reasonable rates; that force the scientist to deal with restarts, file systems, and codes rather than his or her domain science; or that provide insufficient or broken data products are a waste of domain scientist time.
FLEXIBILITY VS. ACCESSIBILITY Patchett et al. 11 introduced the idea of flexibility and accessibility in evaluating data products produced during in situ processing. One end of the spectrum, a checkpoint or restart contains all of the simulation states sufficient to restart the simulation. These types of data products are very flexible and enable new derived analysis products based on them. They are said to be explorable. 1 Typically, they are not easily accessible and require specialized tools and substantial computing resources to extract new data products. The other extreme is a single scalar value. For instance, our AGT example contained interesting scalars such as the total water in the stratosphere and total energy transferred from one element to another. When the saved data is only one scalar value representing the whole simulation state, there isn't more to be gleaned by relooking at that scalar value. The simplicity of a single scalar value makes it easily accessible but not very flexible.
The most flexible data products produced during in situ processing typically consume more storage space and take longer to access than the less flexible data products. This puts the most flexible output in contention with the desire to produce accessible data products. Imagery is very accessible. It can contain a large amount of information, but, like a single scalar value, an image is difficult to mine for more information than what is readily apparent.
In terms of domain scientist time, single scalar values are extremely easy to view. Standard image formats are also very easy to access and view even from remote supercomputers. In the worst case, a scientist would need to copy small image files to a desktop computer. Large data products will likely stay on the supercomputer. They are too big to easily move and require the domain scientist to spend time processing them in some way to produce more accessible data products.
IN SITU TECHNIQUES
Our work with Gisler shows that several task areas have great promise for in situ processing. These focus around lessening the problems with post hoc data management and analysis. Data size creates issues with resources to process, long-term curation, and exploration. That is accessibility. Lossless compression of data trades compute time for disk space. Lossy compression can not only save disk space but also speed up the entire visualization pipeline. Extraction of salient features is a common visualization activity and is frequently identified as an effective data reduction technique. Using common data formats is an easy and effective way to increase accessibility. Computing and integrating accessible metadata into common file formats makes finding data easier. These are areas that have been suggested previously 12 for further research. Driven by the AGT simulation work, we present four specific examples of our work in support of the production of flexible and accessible in situ data products:
• lossless compression, • sampling onto a regular grid, • feature extraction, and • metadata storage.
Lossless Compression
Simple compression using known standard compression libraries can potentially save space, and thus time, in the supercomputing environment. Lossless compression is already supported, and transparent to the user, in some tools. The in situ compression of data products has to be balanced with the cost of creating them in supercomputing time, 3 scientist time spent decompressing them for access, the cost of long-term storage, copies and reads to the long-term storage, and the risk of error during the compression operations.
While we would assume using compression would always help, some simple experiments with the native VTK (Visualization Toolkit) support for lossless zlib compression has yielded interesting results. Figure 2 shows parallel read-and-write performance using 512 processes to read and write 512 partitioned files using VTK's XML multiblock native reader and writer, the same writer used by our simulation codes. Compression and write performance is slower than writing raw data to disk. Writing occurs during the simulation runtime. It might appear that compression is a bad idea, because it consumes three times the supercomputing time. Writing compressed data for the 476 saved time steps of the yA31 simulation would have added fewer than 20 minutes during the six weeks of runtime. When reading all of the time steps, nearly 8 minutes of interactive time is saved. This is the time that matters-the time the scientist is performing interactive post hoc analysis. We anecdotally observed that the smaller compressed files had less variability in read time than the larger raw files. We believe this was due to the inherent nature of a shared file system, and a longer read was more likely to get disturbed by other users. More study is needed to validate this.
Sampling
Sampling is a tradeoff between the quantity of data desired and the quantity of data that is reasonably saved and used. In our AGT simulation work, we note that the decision to store higherresolution data products consumes more disk space and requires proportionally more time to read it into memory for post hoc analysis. During the yA31 simulation run, 476 total time steps were saved to represent 95 simulated seconds at every 0.2 seconds of simulated time. Higherresolution sampling must be tempered with the realization that the higher the sampling rate, the longer it will take an end user to load the data and study it.
For the nonsampled raw dataset, the end user waited hours to gain sufficient compute resources, then minutes to load each time step, and then minutes to render each time step. Sampling was the solution to these lengthy interactive wait times. visualized data on the far left is completely sufficient to see the crater feature from the asteroid impact. It is just under 600 Mbytes total, while the 400 3 is 1.4 Gbytes and the 500 3 is 2.7 Gbytes. The higher-resolution data products are necessary for producing presentation visualizations for marketing and other materials. The feature of scientific interest is visible in the much smaller, more quickly loaded, and more quickly rendered intermediate data product. The three different sizes of sampled datasets cover an interesting range of accessibility. A domain scientist can easily and quickly use a commodity tool like ParaView to interactively work through an entire time series of output with the smaller dataset using a desktop computer. A user's desktop computer is always available, unlike a queue-based supercomputer, which might have a lengthy wait time to access the resource. We chose the 300 3 sampling size for interactive exploration because the scientist's desktop could accommodate this size and the time series could be copied onto the scientist's desktop over the lunch hour.
We found that by using very low sampling rates, we could quickly and effectively develop visualizations that showcased the large-scale features of interest across many time steps. Those visualization pipelines could then be applied to much larger datasets in noninteractive modes to produce high-quality presentation visualizations.
It is possible that desired features might not be available in the coarsely sampled versions of this dataset. In our AGT example, even the finely sampled versions were insufficient for studying the fine-scale asteroid features. Using domain knowledge and simulation knowledge, those features could be explicitly extracted.
Feature Extraction
Explicit feature extraction is another mechanism that can be used to lower the size and increase the accessibility of the data. In our AGT example, after studying the tsunami generation potential, the domain scientist was interested in studying the asteroid 14, 15 during entry. The spatialsampling technique was too coarse to capture any details of the asteroid. The sampled data products were not sufficiently flexible to study the asteroid entry. We found that a simple threshold operation could effectively capture the asteroid feature at a fraction of the total dataset size. A regularly sampled version of the whole spatial domain of the dataset could then effectively be used to capture the coarse-level detail, while a full-resolution version of the asteroid itself could also be preserved to provide detail at a completely different spatial scale than the full-dataset sampling described earlier.
This type of reduction improved the accessibility of the dataset such that a modest amount of supercomputing to a large desktop computer could be used to perform interactive post hoc analysis. This is important because the alternative is to use supercomputing resources that require the domain scientist to wait in the queue for access to the compute resources, spend time waiting to load the complete dataset, and then spend time extracting and rendering the feature to produce a visualization like that seen in Figure 4 . In this case, the extracted feature was roughly two orders of magnitude smaller than the complete dataset, which requires a similar drop in computing needs and time to visualize the feature of interest. Figure 4 . By extracting just the asteroid feature, high-quality imagery of the relatively small asteroid could be produced quickly and with fewer resources than processing the whole dataset. The size of this feature makes it prohibitively costly to get a similar resolution with sampling.
Metadata
Support for storing and later accessing metadata is essential for a multipurpose in situ visualization and for data analysis tools.
Although much of the metadata could be regenerated based on other more flexible saved data products, metadata can help domain scientists sort through and search for specific data. Recent advances to the VTK XML file type readers and writers have enabled datasets to be augmented with arbitrary metadata such as the version of the simulation code, the name of the input deck, the domain scientist, simulation cycle, and simulated time. In our AGT example this might also include water in the atmosphere, energy transferred from asteroid to air and water, etc. Metadata like this could be leveraged by emerging tools, such as those found in the Cinema project, 17 to allow domain scientists to more quickly and interactively identify visualization and data analysis products of interest to them. Annotations in the visualizations, like those seen if Figure 5 , help domain scientists with situational awareness, especially when sorting through quantities of analysis products that are part of ensembles or time series. This metadata will save scientist time, but it must be integrated and accessible.
CONCLUSION
Gisler's simulation studies support the current consensus that asteroids less than 250 meters in diameter do not pose a substantial tsunami threat. 17 We attempt to increase the accessibility of data analysis to domain scientists such as Gisler by considering their time while managing and studying simulation data. We argue that the time to produce the data products in situ can be offset by the time for the domain scientists to gain access to and preserve those data products. The more time they spend managing their data, the less successful we are. 
