Brain decoding is a popular multivariate approach for hypothesis testing in neuroimaging. Linear classifiers are widely employed in the brain decoding paradigm to discriminate among experimental conditions. Then, the derived linear weights are visualized in the form of multivariate brain maps to further study the spatio-temporal patterns of underlying neural activities. It is well known that the brain maps derived from weights of linear classifiers are hard to interpret because of high correlations between predictors, low signal to noise ratios, and the high dimensionality of neuroimaging data. Therefore, improving the interpretability of brain decoding approaches is of primary interest in many neuroimaging studies. Despite extensive studies of this type, at present, there is no formal definition for interpretability of multivariate brain maps. As a consequence, there is no quantitative measure for evaluating the interpretability of different brain decoding methods. In this paper, first, we present a theoretical definition of interpretability in brain decoding; we show that the interpretability of multivariate brain maps can be decomposed into their reproducibility and representativeness. Second, as an application of the proposed definition, we formalize a heuristic method for approximating the interpretability of multivariate brain maps in a binary magnetoencephalography (MEG) decoding scenario. Third, we pro- * pose to combine the approximated interpretability and the performance of the brain decoding into a new multi-objective criterion for model selection.
where L : Z × Z → R + is the loss function, Ω : R p → R + is the regularization term, and λ is a hyper-parameter that controls the amount of 175 regularization. There are various choices for Ω, each of which reduces the 176 hypothesis space H to H ⊂ H by enforcing different prior functional or 177 structural constraints on the parameters of the linear decoding model (see, 178 for example, [75, 76, 60, 77] ). The amount of regularization λ is generally de-179 cided using cross-validation or other data perturbation methods in the model 180 selection procedure. 181 In the neuroimaging context, the estimated parameters of a linear de-182 coding modelΘ can be used in the form of a brain map so as to visualize 183 the discriminative neurophysiological effect. Although the magnitude ofΘ is 184 affected by the dynamic range of data and the level of regularization, it has 185 no effect on the predictive power and the interpretability of maps. On the 186 other hand, the direction ofΘ affects the predictive power and contains in-187 formation regarding the importance of and relations among predictors. This 188 type of relational information is very useful when interpreting brain maps in 189 which the relation between different spatio-temporal independent variables 190 can be used to describe how different brain regions interact over time for a 191 certain cognitive process. Therefore, we refer to the normalized parameter 192 vector of a linear brain decoder in the unit hyper-sphere as a multivariate 193 brain map (MBM); we denote it by Θ where Θ = Θ Θ ( . represents the 194 2-norm of a vector). 195 As shown in Eq. 1, learning occurs using the sampled data. In other 196 words, in the learning paradigm, we attempt to minimize the loss function 197 with respect to Φ S (and not Φ * ) [78] . Therefore, all of the implicit assump- In this section, we present a theoretical definition for the interpretability 207 of linear brain decoding models and their associated MBMs. Our definition 208 of interpretability is based on two main assumptions: 1) the brain decoding problem is linearly separable; 2) its unique and neurophysiologically plausi-210 ble 1 solution, i.e., Φ * , is available. 211 Consider a linearly separable brain decoding problem in an ideal scenario 212 where ε = 0 and rank(X) = p. In this case, Φ * is linear and its parameters Θ * 213 are unique and plausible. The unique parameter vector Θ * can be computed 214 as follows:
Using Θ * as the reference, we define the strong-interpretability of an MBM 216 as follows: To answer this question, considering the uniqueness and the plausibility of Φ * as the two main characteristics that convey its strong-interpretability, 237 we define the interpretability as follows:
238
Definition 2. Let α j (j = 1, . . . , m) be the angle between Θ j and Θ * . The
239
"interpretability" (0 ≤ η Φ ≤ 1) of the MBM derived from a linear function 240 Φ is defined as follows: 
The definition of Θ µ is analogous to the main prediction of a learning 
In fact, reproducibility provides a measure for quantifying the dispersion 281 of MBMs, computed over different perturbed training sets, from the main 282 multivariate brain map.
283
On the other hand, the coherency between the main multivariate brain 284 map of a decoder and the true solution can be employed as a measure for the 285 plausibility of a model. We refer to this coherency as the representativeness 286 of an MBM:
287
Definition 5. Let Θ µ be the main multivariate brain map of Φ. The "rep-288 resentativeness" (0 ≤ β Φ ≤ 1) is defined as the cosine similarity between Θ µ 289 and Θ * :
The following proposition shows the relationship between the presented 291 definitions for reproducibility, representativeness, and the interpretability: 311
Then, the cERF brain map Θ cERF is computed as follows:
Using the core theory presented in [39], it can be shown that cERF is 314 the equivalent generative model for the least squares solution in a binary 315 1 The application of the presented heuristic to MEG data can be extended to EEG because of the inherent similarity of the measured neural correlates in these two devices. In the EEG context, the ERF can be replaced by the event-related potential (ERP). time-domain MEG decoding scenario (see Appendix A). Using Θ cERF as a heuristic for Θ * , the representativeness can be approximated as follows:
Whereβ Φ is an approximation of β Φ and we have:
∆ β represents the cosine similarity between Θ * and Θ cERF (see Fig-319 ures B.8 and Appendix B).
In a similar manner, Θ cERF can be used to heuristically approximate the 321 interpretability as follows:
where γ 1 , . . . , γ m are the angles between Θ 1 , . . . , Θ m and Θ cERF . The and Appendix C).
decoding approach used; it only depends on the quality of the heuristic. It
Eq. 12 shows that the choice of heuristic has a direct effect on the approxi- 
where ω 1 and ω 2 are weights that specify the level of importance of the To illustrate the importance of integrating the interpretability of brain 363 decoding with the model selection procedure, we use simple 2-dimensional toy 364 data presented in [39] . Assume that the true underlying generative function In all experiments, a least squares classifier with L1-penalization, i.e.,
403
Lasso [75], is used for decoding. Lasso is a very popular classification method 404 in the context of brain decoding, mainly because of its sparsity assumption.
405
The choice of Lasso helps us to better illustrate the importance of includ-406 ing the interpretability in the model selection. Lasso solves the following 407 optimization problem:
where λ is the hyper-parameter that specifies the level of regularization.
409
Therefore, the aim of the model selection is to find the best value for λ.
410
Here, we try to find the best regularization parameter value among λ = 411 {0.001, 0.01, 0.1, 1, 10, 50, 100, 250, 500, 1000, 5000, 10000, 15000, 25000, 50000}.
412
We use the out-of- In the definition of Φ * on the toy dataset discussed in Section 2.6.1, x 1 is 433 the decisive variable and x 2 has no effect on the classification of the data into interpretability compensating for 0.04 of performance.
510
These results are further analyzed in Figure 4 terns of weights averaged between 184ms and 236ms after stimulus onset 1 . Figure 6 ). In addition, 539 it also shows the spatial pattern of two dipoles in the posterior and tem-540 poral areas. In summary, Θ ζ 1 suggests a more representative pattern of the 541 underlying neurophysiological effect than Θ δ 1 .
542
In addition, optimizing the hyper-parameters of brain decoding based on 543 ζ Φ offers more reproducible brain decoders. According to table 2, using ζ Φ in- the unique equivalent generative model can be computed as follows:
In a binary (Y = {1, −1}) least squares classification scenario, we have:
where Σ X represents the covariance of the input matrix X, and µ + and µ − Let γ be the angle between Θ µ and Θ * . Let γ be the angle between Θ µ 711 and Θ cERF . Furthermore, assume that δ is the angle between Θ * and Θ cERF 712 and that ∆ β = cos(δ). We consider both cases in which β Φ is underesti-713 mated/overestimated byβ Φ (see Figure B .8 as an example in 2-dimensional 714 space). Then, we have:
Let α 1 , . . . , α m be the angles between Θ 1 , . . . , Θ m and Θ * , and γ 1 , . . . , γ m 717 be the angles between Θ 1 , . . . , Θ m and Θ cERF . Furthermore, assume that 
where k i is the number of times that x i is present in the test set 1 .1
751
The computation of bias is challenging because the optimal model Φ * 
