Abstract. The diagnosis of tokamak divertor plasmas is limited in the ability to understand the behaviour and role of impurities, central to the overall understanding of how the divertor plasma can be utilised to control the power exhaust. New methods have been developed to extract the N concentration as well as plasma characteristics; the use of three visible N II lines has been shown to provide a unique solution of the background plasma density and temperature. Those techniques are applied to data from two sightlines sampling horizontally across the outer divertor plasma. The plasma densities obtained from the N II line ratios during a scan of the divertor temperature in a partially detached H-mode plasma suggest that, as the temperature drops, the plasma density decreases further up the divertor leg while closer to the strike point the plasma density increases. The former is consistent with the emission zone moving from the private flux region into the scrape-off-layer plasma, and therefore sampling two different density regimes, while the latter is consistent with electron pressure conservation along a field line. With an approximate model of the length of the emission region, the N II divertor concentration is calculated in this discharge to be ≈ 5 − 25%. The single N III line ratio measurement available within the same spectral range is dependent on temperature and density and therefore cannot provide a unique solution of both.
Introduction
The plasma parameters in the scrape-off-layer (SOL) and private flux region (PFR) of a tokamak calculated in modelling codes, such as SOLPS5.0, are generally constrained by comparisons with poloidal distributions of the total radiated power inferred from inverted bolometric measurements and with divertor Langmuir probe measurements [1] [2] [3] . Spectroscopic studies of emission from neutral atoms can offer a non-invasive means for diagnosing the divertor plasma conditions, such as the broadening of Balmer lines due to the Stark effect [4, 5] to determine the electron density and the ratio of the discrete-to-continuum background emission to indicate the electron temperature [6] . With the development of impurity seeding scenarios to moderate the divertor heat flux in tokamaks [7] [8] [9] [10] [11] , there is now more opportunity to diagnose the emission from the injected impurity ions to characterise the background plasma conditions in hotter regions of the SOL and PFR where neutrals are less prevalent. Furthermore, SOL modelling of nitrogen seeded H-mode plasmas is an active area of research [12] which could benefit from the spectroscopic constraints listed above, and also from the comparison of different charge state emission along an array of sightlines providing a gauge of the impurity transport and fraction in the SOL [13] [14] [15] .
This paper aims to build upon the current spectral analysis techniques that focus on Balmer emission by modelling the sensitivity of different N II and N III intensities to the electron temperature and density. Since nitrogen is used routinely for divertor protection control in ASDEX Upgrade (AUG) [16] , measurements of nitrogen emission are generally available in most AUG discharges. Furthermore, N II and N III feature a number of intense lines within the same visible spectral range routinely used to measure the Stark broadening of the D δ and D ǫ Balmer lines [4] . It is shown in this paper that by measuring the intensity of three N II lines in this spectral range, a single solution of the electron density and temperature can be inferred. A model of the length and location of the emitting region is also discussed and used to infer the N II concentration in the divertor during an ELMy H-mode AUG discharge.
The paper is organised as follows. In section 2, the plasma conditions and divertor spectroscopy setup is described along with a summary of the spectral fitting postprocessing and an overview of the emission zones. The atomic data required for the collisional radiative modelling of the N II and N III radiance is described in section 3. The modelled line ratios are presented in section 3.3 with a discussion of the uncertainties from the ionisation balance given in section 3.4. The measurements of the electron temperature and density, and an estimation of the N II divertor concentration is given in section 4. A method for implementing such a line ratio technique as a constraint in a SOL model or as a control-room analysis technique is also given in this section. Lastly, the conclusions of the paper are given in section 5.
Experimental setup and measurements
The ELMy H-mode AUG discharge #32244 is used to demonstrate the spectral analysis of N II and N III in the outer divertor plasma region. The discharge was run in lower single null configuration with a total heating power of P heat = 16.6 MW, a plasma current of I p = 1 MA with a flat-top time from t = 2 − 7 s, and a toroidal magnetic field of B t = 2.5 T. This discharge is of particular interest due to the relatively low ELM frequency f ELM ∼ 130 Hz and the partial detachment of the outer divertor leg [17] which both facilitate the analysis of inter-ELM low charge state impurity emission. The ELM frequency determined by the divertor current, the D 2 and N 2 fuelling/seeding rate, and the inter-ELM outer divertor target temperature T div derived from thermocurrents [16] are shown in figures 1a, b, and c, respectively. 
Normalised residuals
Fitted spectrum (EVS ROV-12 #32244) N II line ratio analysis Figure 2 . Time-averaged spectrum measured in ROV-12 with (#32244 averaged over analysis time window, black) and without (#32414 averaged over I p flat-top, red) N 2 seeding is shown in (a). Line identifications are based on modelling results and the NIST database. An example of the fitted spectrum from #32244 is shown in (b) with the normalised residuals shown in (c).
Divertor spectroscopy setup
Routinely on AUG, the divertor Czerny Turner-like visible spectrometer is used to evaluate the Stark broadening of the D ǫ and D δ spectral lines [4] . In this setting, the spectrometer is set with a centre wavelength of λ 0 = 403.6 nm, a spectral range of 395.995 nm ≤ λ ≤ 410.939 nm, and an integration time of ∆t = 2.5 ms. This spectral range is also useful for analysis of nitrogen emission, in addition to a number of other impurity lines of interest. An example time-averaged spectrum measured across the outer divertor (from the ROV-12 sightline) during #32244 is shown in figure 2a . The equivalent spectrum measured during AUG discharge #32414 with no N 2 seeding and low intrinsic nitrogen concentration is shown by the red curve. In #32414, T div is ≈ 20 eV over the entire I p flat-top time and therefore represents similar conditions to the start and end T div in the time window analysed in this paper. The line identification summarised in table 1 is based on lines from the online NIST database [18] and from lines predicted by the atomic model described in section 3.
Spectral fitting
The analysis in this paper focuses on the spin-orbit ls multiplet radiance from the N II emission at 399.5 nm (one line), 402.6 nm (two lines), and 404.1 nm (five lines) and from the N III emission at 400.0 nm (two lines) and 410.0 nm (one line). Fitting of the background and line emission is performed in this analysis using the Framework for Feature Synthesis (FFS) routines [19] which are available as part of the ADAS code library. In the FFS, a model file describing the spectrum with a list of functions is first prescribed following the format of the LISt Processor language (LISP) syntax [20] . These functions include a Gaussian and Voigtian broadening function and a linear background function. The free parameters associated with the functions are then varied using a least squares (Levenberg-Marquardt) algorithm to minimise the (χ 2 N ) difference between the measured and modelled spectral radiance. The Voigtian is split into a Gaussian line shape and a Lorentzian line shape whose full width at half maximum (FWHM) depends upon the electron density using the tables provided in [5] . An example of the fit is shown in figure 2b with normalised residuals shown in figure 2c .
The ratios of the lines within these multiplets are approximately independent of the background plasma and can therefore be measured experimentally. To reduce the number of free fitting parameters, the ls coupling ratios are fixed to the experimental measurements shown in table 1 and the FWHM is fixed to the instrument function 0.08 nm (Doppler broadening is negligible for these low charge lines). The N II lines at 399.5 nm and 404.1 nm are relatively bright, in comparison to other lines and to the background, and therefore the fitting of their Gaussian intensities is generally robust. The N II line at 402.6 nm is relatively weak in comparison and has three possible contaminating impurity lines nearby: two unidentified lines at 402.4 nm and 402.5 nm, and a He I line at 402.6 nm. The latter He I line is not ls coupled to any other line in this spectra, however it should approximately correlate in intensity with the He I line at 396.4 nm. Since this lower wavelength He I line at 396.4 nm is not visible in the spectrum measured during #32244, it is assumed that the He I line at 402.6 nm does not contribute to the background feature near 402.5 nm. Previous literature suggests that the remaining two impurity lines are C II lines [21] , however they do not appear to correlate with other carbon lines in the spectra, nor do they increase with the He I emission. In this analysis, the coupling between the two unidentified lines (marked by X in table 1) is measured during #32414 and then applied to the fit in the analysis of #32244. The remaining N II lines at higher wavelength can in principle be analysed, however these lines are also weak and heavily mixed with other W I, D I, C II, and O II emission making their interpretation challenging.
Emission zones
For the analysis in this paper, the location and extent of the emission zone for each species is required to calculate the length of the emitting region along a sightline (for determination of the impurity concentration, see section 4.1) and to localise the region of plasma density and temperature characterising the emission. To determine these zones requires either an inversion of a filtered camera image or alternatively there is the possibility of tomographic analysis of the divertor using the full range of spectrometer sightlines available on AUG [12] . The former technique provides the largest number of line-of-sights (LOS) to constrain the inversion provided that parasitic background lines can be excluded in the bandwidth of the filter; however in the visible spectral range there is the severe issue of reflections in a metal wall environment which must be accounted for [22] . Reflections are less of an issue for the spectrometer views on AUG as they end in viewing dumps [4] ; however the number of LOSs are often limited by the spectrometer settings. Ideally, this type of spectroscopic analysis is most powerful with the combination of both filtered camera images and spectrometers. For AUG discharge #32244, filtered camera images were not available and only a subset of the total number of spectrometer LOSs were setup as described in the previous section. Therefore an approximation of the N II and D I emission zones are made using LOSbased localization of the inter-ELM emission from the available horizontal (ROV-##) and vertical (DOT-##) sightlines shown in figure 3. Using this technique provides a constraint on the emission zone location which is accurate to ≈ 2 cm. An illustration of the emission zones are shown for two different times, t ≈ 2.5 s and t ≈ 3.5 s, in figures 3a and b respectively. At t ≈ 2.5 s the N II and D I (inter-ELM) emission measured through ROV-14 is located mainly in the private flux region (PFR). In ROV-12 the N II emission is spread further into the SOL whereas the D I emission is confined to the PFR and the region in front of the divertor tile. At t ≈ 3.5 s there is a shift in N II emission from ROV-12 to ROV-14 suggesting a movement of the N II emission zone towards the X-point. This temporal evolution of the emission is consistent with previous modelling of high-recycling, partially detached plasma [2, 12] .
The horizontal outer divertor ROV sightlines are useful for benchmarking the atomic data since the sightlines integrate through only a small section of plasma in the outer divertor where, as discussed above, the emission is modelled to be approximately localised to the PFR. The specific sightlines analysed in this paper, ROV-12 and ROV-14, are shown by the blue and black bold lines in figure 3a, respectively. The seeding valve, located in the PFR as indicated in figure 3a, and the spectrometer sightlines are in a different toroidal sectors and therefore the results presented in this paper assume toroidally symmetric emission.
Inter-ELM measurements
The fitted N II 399.5 nm radiance is shown in figure 4a as a coherently ELM-averaged signal (for the above described discharge) between 2.3 s<t< 5.0 s and for sightlines ROV-10, ROV-12, and ROV-14. Since the integration time of the spectrometer is relatively long in comparison to the ELM time (t res =2.5 ms), it is important to assess the impact of this on inter-ELM measurements. The time base of the spectrometer (t b ) indicates the start of the integration interval. In this analysis, the spectrometer time base is adjusted to t n = t b + t res /2 to reduce the likelihood of misinterpreting ELM and inter-ELM measurements. The effect of this shift, in addition to the temporal instrument function, leads to 2.5 ms wide (and 1.25 ms delayed) trapeze. Inter-ELM measurements are defined here as 4.5 ms after the ELM start time to avoid measuring emission during the ELM and to allow for a short recovery period immediately after the ELM. The inter-ELM N II radiance from ROV-14 is relatively strong, whereas there is virtually no analysable inter-ELM measurement for ROV-10 in this time window. The D I radiance shown on the same x-axis in figure 4b evolves on a similar timescale to the N II radiance after the ELM, but with the opposite trend during and immediately after the ELM. The inter-ELM spectral radiance is binned over 12 time frames giving a temporal resolution of ∼ 30 ms which is sufficient to produce a robust fit whilst not significantly distorting the measurement. Figure 5a and 5b show an example of the inter-ELM N II 404.1 / 399.5 nm and N III 400.0 / 410.0 nm line ratios, respectively, as a function of time for ROV-12 and ROV-14. The N II line ratio decreases with T div in ROV-14, whereas in ROV-12 the ratio increases with T div for T div < 8 eV. A similar evolution is also found in the N III line ratio measurements. It is shown in the next section that these particular N II and N III line ratios both increase with T e and n e meaning that, if the temperature of the emitting zone doesn't change significantly, then this ratio is effectively providing a measurement of n e . 
Atomic data
To model the impurity line emission the atomic data required are the spontaneous radiative decay rates (A-values), the Maxwellian averaged electron excitation rate coefficients from the ground to the metastable and diagnostically relevant upper excited states, and the ionisation and recombination rate coefficients to determine the balance between the excitation and recombination driven emission. More accurately, the (de-)excitation collision strengths between all levels should be included and modelled using a collisional radiative population model [23] . This latter technique is used in this paper with atomic data inputs described in the following subsections.
N II
Effective (Maxwellian averaged) collision strengths calculated by Tayal [24] in the closecoupling approximation using the B-spline Breit-Pauli R-matrix method have been collected and archived in ADAS data format (see Appendix A.1). The effective collision strengths are tabulated at temperatures ranging from 0.04 − 8.62 eV for 1653 finestructure transitions among the 58 target levels belonging to the ground and excited configurations: 2s 2 2p 2 , 2s 2 2p3s, 2s 2 2p3p, 2s 2 2p3d, 2s 2 2p4s, 2s 2 2p4p, 2s2p 3 , and 2s2p 2 3s. Only electric dipole (E1) spontaneous emission coefficients A are provided from this data source, therefore values for the remaining transitions are supplemented from the CHIANTI database [25] . The energies of the 58 target levels are taken from NIST.
To model the N II spectrum shown in figure 2 , this data set must be expanded to include equivalent data for the 2s 2 2p4d and 2s 2 2p4f configurations. The energies of the additional 24 fine structure levels are included in the offline NIST documentation [26] . The effective collision strengths, spontaneous emission coefficients and level energies for the expanded data set have been calculated for this analysis in the distorted wave approximation using the semi-relativistic autostructure code [27] (AS). The optimisation of the orbital radial scaling parameters in AS is described in Appendix A.
A widely recognised quality gauge for the optimisation is generally a comparison of the energy levels with NIST and a comparison of the weighted oscillator strengths gf calculated in the velocity and length formulations [28, 29] . The A-values, gf velocity and length ratio, and the wavelengths for the three N II transitions used in this analysis are shown in table 2. The A-values in bold are recommended values; the recommended A-value for the N II 399.5 nm line is taken from literature [24] and the other two are guided by the constraints imposed by spectral measurements. The difference between the recommended and calculated A-values for the 4f−3d transitions are within the equivalent error found for the 3p−3s. An uncertainty of < 25% in the A-value, coupled with the close agreement of the two formulations of the weighted oscillator strengths and of the NIST energy levels, indicates that the uncertainty in the population of the 4f terms from the collision strengths is negligible compared to the measurement and modelling (see section 3.4) uncertainties.
N III
For N III, the atomic data set used is based on a collection of (Maxwellian averaged) collision strengths [30] , A-values [31] , and energy levels from NIST including configurations up to the 4f shell. To model the 400 nm N III line, the data set was supplemented with transition data spanning up to the 5g shell calculated by the cowan atomic structure code [32] with plane-wave Born collision strengths. The default cowan calculation provides a sufficiently low uncertainty on the atomic structure due to the higher charge of the ion. The calculated A-value for the 400.0 nm transition (2.17 10 8 s −1 ) has been updated to the value recommended by NIST (1.88 10 8 s −1 ).
Line ratio model
The total emissivity for each transition is defined as
where j and i represent the upper and lower levels of the transition, σ and µ represent the ground and metastable levels of the n σZ and n σZ+1 ion densities respectively, and f exc,rec σj is the fractional bound population of the excited state driven by excitation and recombination. The generalised collisional radiative (GCR) model in ADAS (called ADAS208) is used to calculate f exc,rec σj using the fundamental data described in the previous subsection in ls resolution. The contribution from the highly excited Rydberg states are calculated in the bundle-n approach and then condensed and projected on to the set of ls target states using the projection matrices of GCR theory [23] . An unresolved ionisation balance (treating all metastables as ordinary excited levels in equilibrium with the ground state) is used to model the equilibrium fractional abundance of N II and N III. In this zero-transport, unresolved, equilibrium approximation the N II and N III emissivity should respectively peak over a narrow temperature range of T e ∼ 3 − 4 eV (with a wider emission range of T e ∼ 2 − 8 eV) and T e ∼ 6 eV (with a wider emission range of T e = 3 − 15 eV).
The ratio of the N II ǫ j→i emissivities for 404.1/399.5 nm, 404.1/402.6 nm, and 402.6/399.5 nm are shown in figures 6a-c, respectively; the line ratios in 6a divided by those in 6b are equal to those shown in 6c. Measuring multiple line ratios allows for an exact solution of T e and n e and, since the A-values are not dependent on T e and n e and therefore only act as a linear multiplier on each ratio, provide a constraint for the A-value solution (i.e. the basis for A rec in table 2). In figures 6a-c, the measured ratio values from ROV-14 at t=3.0 s used to constrain the A-values are shown for comparison. The ratio of the N III ǫ j→i emissivities for 400.0/410.0 nm are shown in figure 6d as a function of n e for a range of T e . The N III line ratio is sensitive to both T e and n e therefore a single solution of T e and n e from N III is not possible without additional measurements. The dependency of the N III line ratio on T e and n e is also similar to the N II 404.1/399.5 nm line ratio which verify the similarities in the N II and N III line ratio measurements shown in figure 5 .
To determine the electron temperature and density from the N II line ratio analysis, denoted as T e,N II and n e,N II , a second least squares fit is applied to the fitted Gaussian and Voigtian line shapes using a model with free parameters of T e,N II and n e,N II . Both the modelled and fitted spectrum are normalised to the 399.5 nm line so that the intensity, instrument function, and background are fixed. The T e and n e dependent model used to generate the spectrum in a form suitable for the FFS framework is called an ADAS Feature Generator (AFG). The implementation of the FFS-AFG fitting technique is further described by Nicholas [19] and is used routinely on JET.
Uncertainty
To test the uncertainty introduced by the unresolved, zero-transport ionisation balance, the emissivity of each line has been modelled at a range of T e and n e using a metastable resolved ionisation balance and an ionisation balance with a transport loss term, n e τ , described in [33] . The latter is used to mimic the scenario whereby impurity ions find themselves in lower ionisation states than those obtained from ionisation balance due to reverse flow in the SOL [34] , the ion temperature gradient force, or by charge exchange from a local source of neutral atoms. τ used in this analysis is estimated as 0.1 ms. The line ratio diagnostic (with an unresolved, zero-transport ionisation balance) is then used to assess the agreement with the input parameters. Figure 7a -b shows the determined T e,N II and n e,N II values based on a modelled spectrum with τ included at constant n e and varying T e (a) and at constant T e and varying n e (b). The equivalent assessment based on a modelled spectrum with metastable resolved atomic rate coefficients is shown in figures 7c-d. The ionisation balance used in the line ratio diagnostic produces an uncertainty of 10% or lower for n e,N II over the full range of fusion relevant densities (10 19 − 10 21 m −3 ). For T e,N II , the uncertainty from transport and metastables is low over the range T e = 2 − 4 eV, consistent with the T e from equilibrium ionisation balance, but may underestimate the temperature for T e > 4 eV. The error bars shown on the determined T e,N II and n e,N II measurements in the following section are only representative of the least squares fitting uncertainty, which are dependent only on the uncertainty of measured radiance.
Results of line ratio analysis
It was shown in section 2.3 that the N II emission in ROV-14 spreads from the PFR into the SOL as T div falls below ≈ 8 eV. If n e is peaked in the PFR, as shown in previous modelling [12, 35] , then N II emission weighted more strongly to the PFR should sample a higher density than emission spread over both the PFR and SOL. The (inter-ELM) T e,N II and n e,N II measurements are shown in figure 8a and b as a function of time for sightlines ROV-14 (black) and ROV-12 (blue). For reference, T div is shown by the red curve in figure 8a . The T e,N II from both sightlines remains consistently between 3 − 4 eV suggesting that transport is not having a significant effect on the N II emission in this region of plasma.
The n e,N II in ROV-14 falls from ≈ 1.5 · 10 20 m 3 at t = 2.5 s to a value of ≈ 0.5 · 10 20 m 3 when T div is at its lowest value of ≈ 3 eV at t = 3.8 s, whereas the n e,N II measurement in ROV-12 begins at a value of ≈ 0.5 · 10 20 m 3 at t = 2.6 s which increases to a value of ≈ 1.5 · 10 20 m 3 at t = 3.8 s. For ROV-12, it was shown in section 2.3 that the N II emission is sampling the PFR and SOL during the analysis time window. An increase in n e,N II indicates that either the PFR contribution to the N II emission is increasing, the PFR density is rising, or that the SOL density is increasing. The electron density from Stark broadening n e,DI shown in figure 8b is 3 − 4 times greater than n e,N II and remains approximately constant in time which indicates that the PFR density is not changing significantly during the analysis time window. The LOS-based localization of the inter-ELM emission suggests that the PFR contribution is either decreasing or remaining approximately constant. Therefore, this measurement is most likely indicating that the N II emission sampled by ROV-12 is weighted more to the SOL as T div decreases. Pressure conservation is still expected in the region of SOL plasma sampled by the N II emission from ROV-12 and therefore the rise of n e,N II localised to the SOL is consistent with the fall of T div . A subsequent drop in T e,N II is not found because the intensity of the N II emission in plasma temperatures below 3 eV falls below the detection threshold of the spectrometer. For example, there is no measurable N II emission from the inner divertor which is fully detached (i.e. T div < 1 eV) during this analysis time window.
Lastly, by using the n e,N II measurements to constrain the N III line ratio, it is possible to provide an approximate measurement of T e,N III corresponding to the N III emission. A value of T e,N III ≈ 10 eV is found for both sightlines. Although not conclusive, given that n e,N II is not necessarily representative of the plasma where the N III is emitting, this temperature is moderately higher in comparison to the expected value of ≈ 6 eV from ionisation balance.
N II concentration
The N II density is calculated using the 399.5 nm spectral radiance because the population of the excited state driven by recombination is negligible. With this simplification, equation 1 can be re-written for the ion density as where dS is the path length along the LOS and ∆L is the length of the emitting region. The N II concentration is defined as c N II = n N II /n e,N II . The emitting zones shown in figure 3 suggest that the N II emission located in the PFR spans an approximate region of 2 − 3.5 cm, whereas the N II emission located in the PFR and SOL covers approximately 5.5 − 7.5 cm. In this approximation, the temporal evolution of ∆L is shown in figure 8c . The solid lines are used to demonstrate the concentration calculation described below, while the dashed lines are used to represent an approximate upper limit to the calculation. Constancy of c N II over ∆L is also assumed because c N II is peaked according to the product of n e and n Z . Although the N II radiance at 399.5 nm at T e,N II = 3 − 4 eV mostly represents the total atomic nitrogen content, molecular recombination is not included in the model and therefore c N II is effectively a lower limit on the total atomic and molecular nitrogen content. The population of the upper state of this particular line may also be driven by molecular dissociation of either N 2 , N + 2 , or NH 3 into an excited N II ion. Ammonia is mostly located in the recycling region close to the strike point, whereas N 2 will exist close to the puff location (in this case the PFR). Although the amount of emission driven by molecular dissociation is not yet well characterised, it has been found that the ratios do not vary significantly during a period of constant T div but with varying seeding rates (including a period of zero seeding).
With the approximate form of ∆L, the c N II is shown in figure 8d to vary between ∼ 5 − 25 % in the analysed discharge and shows agreement over both ROV-12 and ROV-14. The shaded regions represent the uncertainty from n e,N II and T e,N II while the dotted lines include the uncertainty in ∆L. Usually c Z is estimated in AUG in constant conditions using the ratio of valve fluxes c N = Γ Z /Γ D /Z [36] . This approximation for c N is also shown in figure 8d and agrees within the error bars of the spectroscopic measurements.
Implementation
Spectral diagnostics of the sort described in this paper can either be used as a controlroom diagnostic or as a modelling constraint for SOL codes. In the case of the former, it is important to find trends that are robust across a number of discharges and that are reasonably independent of the uncertainties described in sections 3 and 3.4. Furthermore, fitting a particular weak line in a spectrum is often challenging and can require more time than is available between two discharges. One result which appears robust is the correlation between the 404.1 / 399.5 nm line ratio and T div . Figure 9a shows the line ratio measured in ROV-13/14 as a function of T div measured over three AUG discharges. To a first-order approximation, the N II ratio value begins to decay as T div falls below 15 eV. The scatter between the discharges is due to the differences in n e as shown in figure 9b. For a lower n e , the N II ratio value is lower in agreement with figure 6a. This spectral signature could therefore provide an additional indication that the outer divertor is evolving either into or out of a partially detached state. Furthermore, the two N II lines are relatively bright and therefore an accurate fit of the radiance can be obtained, in most cases, on first attempt.
To use the measured T e,N II and n e,N II as a modelling constraint, a synthetic sightline spectrum must be generated by a SOL model, such as SOLPS, and then assessed in the same manner as the experimental spectra. Without this process of comparison, it is difficult to assign a single radial or vertical location for the measurement since the emission, even when described as localised, still spans a finite ∆L. Furthermore, a direct comparison of the measured and synthetic spectrum could be assessed without any further post-processing, however any differences due to changes in the plasma background are then harder to interpret. The modelled spectrum should incorporate the balance of N II and N III with values determined using both atomic physics and plasma transport. The AFG model used to fit the spectrum (discussed in section 3) can also be used for this purpose; although it uses an ionisation balance as default, it can replace this with an N II and N III population as input.
Conclusions
The divertor spectrometer on ASDEX Upgrade routinely measuring the Stark broadening of the D θ and D ǫ lines can also measure a number of N II and N III lines sensitive to the background plasma temperature and density. A model of the N II line ratio density and temperature dependence is presented based on a combination of new and previously published atomic data. Measurements of the inter-ELM N II and N III radiance from sightlines viewing horizontally across the outer divertor plasma are shown during a divertor temperature scan from ≈ 3 − 20 eV in a partially detached ELMy H-mode plasma. It is shown using a line-of-sight localisation of spectrometer radiance measurements that the emission closer to the X-point spreads from the private flux region into the scrape-off-layer as the divertor temperature decreases, whereas the emission closer to the strike point is sampling both the private flux region and scrape-offlayer throughout the analysis time window. This is consistent with the evolution of the density measurements obtained by N II line ratio analysis. The N III line ratio in this spectral range cannot be used to obtain a single solution of the temperature and density, however by using the density determined using the N II line ratio measurements an approximation of the N III temperature can be obtained. A model of the emitting region length has been presented and used in combination with the radiance measurements and atomic data to calculate the nitrogen divertor concentration. For this discharge, the concentration is determined to be 5 − 25% in the outer divertor during partial detachment. In summary, the nitrogen line ratio technique can be implemented solely as a control room diagnostic, but would provide a more thorough description of the divertor plasma coupled with inverted filtered camera measurements to determine the length (and location) of the emitting region or by comparisons with a synthetic diagnostic model. the 2s 2 2p4f configuration. The electron configuration set underpinning the calculation matches that of Tayal and includes the additional 2p4d, 2p4f configurations, for the spectral analysis, and the 1s 2 2p 4 and 2s2p 2 3p configurations for core polarisation. The optimised parameters for each nl orbital are shown in table A1.
Appendix A.1. Data archiving
The calculations were carried out within the ADAS framework and are available via OPEN-ADAS at http://open.adas.ac.uk. Source and output data are stored in ADAS data format (adf ) files for which the formal format specification is documented on the ADAS website. The fundamental source data for the atomic energy levels, Avalues, and effective collision strengths are archived in adf04 files, which are separate files for N II and N III in ls resolution. The year 96 adf11 data sets of ionisation and recombination rate coefficients are used to calculate the equilibrium ionisation balance.
