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Abstract
For any given n-by-n matrix An, T. Chan’s circulant preconditioner cF (An) proposed by T. Chan [T.
Chan, An optimal circulant preconditioner for Toeplitz systems, SIAM J. Sci. Statist. Comput. 9 (1988)
766–771] is defined to be the solution of
min
Cn
‖An − Cn‖F
over all n-by-n circulant matrices Cn. The cF (An), called the optimal circulant preconditioner by T. Chan,
has been proved to be a good preconditioner for a large class of structured systems. A generalization of T.
Chan’s circulant preconditioner was given by Huckle [T. Huckle, Circulant and skew circulant matrices for
solving Toeplitz matrix problems, SIAM J. Matrix Anal. Appl. 13 (1992) 767–777] which can be used for
solving some general linear systems. In this paper, we review some old and develop some new properties of
T. Chan’s circulant preconditioner.
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1. Introduction
Let us begin with the Toeplitz matrix. An n-by-n Toeplitz matrix is of the following form:
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎣
t0 t−1 · · · t2−n t1−n
t1 t0 t−1 · · · t2−n
... t1 t0
.
.
.
...
tn−2 · · · . . . . . . t−1
tn−1 tn−2 · · · t1 t0
⎤
⎥⎥⎥⎥⎥⎥⎦
, (1)
i.e., Tn is constant along its diagonals. It is well known that Toeplitz systems arise in a variety
of applications in engineering, for instance, in signal processing, solutions of Toeplitz systems
are required in order to obtain the filter coefficients in the design of recursive digital filters; and
in image processing, solutions of block Toeplitz systems are needed to find the original image
in image restoration, see [9,22,33]. Time series analysis involves solutions of Toeplitz systems
for the unknown parameters of stationary autoregressive models, see [30]. Making use of the
discrete time with spatial sampling of the domain and the sine function sin(πx)/(πx) as a basis
function for approximating the initial data, the numerical solution of inverse heat problems can
also be obtained by solving Toeplitz systems, see [17]. Other applications involve numerical
solutions of differential equations, numerical solutions of convolution-type integral equations,
Pade´ approximations and minimum realization problems in control theory, see [3,9,22,33] and
the references therein.
In 1986, circulant matrices were proposed as preconditioners for solving Toeplitz systems
[34,37] by the preconditioned conjugate gradient (PCG) method. The circulant matrix is of the
following form:
Cn =
⎡
⎢⎢⎢⎢⎢⎢⎣
c0 c−1 · · · c2−n c1−n
c1 c0 c−1 · · · c2−n
... c1 c0
.
.
.
...
cn−2 · · · . . . . . . c−1
cn−1 cn−2 · · · c1 c0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where c−k = cn−k for 1  k  n − 1. For instance, the matrix⎡
⎢⎢⎢⎢⎣
α β δ η γ
γ α β δ η
η γ α β δ
δ η γ α β
β δ η γ α
⎤
⎥⎥⎥⎥⎦
is circulant. With circulant preconditioners, in each iteration of the PCG method, one must solve
a circulant system. It is well known that any circulant matrix can be diagonalized by the Fourier
matrix Fn, i.e.,
Cn = F ∗nnFn,
where the entries of Fn are given by
(Fn)j,k = 1√
n
e2π ijk/n, i ≡ √−1
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for 0  j, k  n − 1, and n is a diagonal matrix holding the eigenvalues of Cn. Hence the
inverse of an n-by-n circulant system can be done in O(n log n) operations by using the fast
Fourier transform. Since then, the use of circulant preconditioners for solving structured systems
has been studied extensively, see [5,9,15,21,22,24–26,29,32,33,35,36].
In 1988, T. Chan [13] proposed a specific circulant preconditioner for solving Toeplitz systems.
We now introduce its definition. For any arbitrary matrix An, T. Chan’s circulant preconditioner
cF (An) is defined to be the minimizer of the Frobenius norm
min
Cn
‖An − Cn‖F ,
where Cn runs over all circulant matrices. The cF (An) is called the optimal circulant precondi-
tioner in [13]. In fact, for Tn given by (1), the diagonals of T. Chan’s circulant preconditioner
cF (Tn), proposed in [13], are given by
ck =
{
(n−k)tk+ktk−n
n
, 0  k < n,
cn+k, 0 < −k < n.
A generalization of T. Chan’s circulant preconditioner can be found in [20]. More precisely,
given a unitary matrix U ∈ Cn×n, let
MU ≡ {U∗nU‖n is any nbyn diagonal matrix}. (2)
T. Chan’s generalized preconditioner cU (An) is defined to be the minimizer of
min
Wn
‖An − Wn‖F ,
where Wn runs overMU . Note that in (2), when U = F , the Fourier matrix,MF is the set of all
circulant matrices [16], and then cU (An) turns back to cF (An). We remark that the matrix U can
also take other fast discrete transform matrix (for instance, discrete Hartley matrix, discrete sine
matrix or discrete cosine matrix), and thenMU is the set of matrices that can be diagonalized by
a fast transform [9,22,33]. Since T. Chan’s preconditioner is defined not just for Toeplitz matrices
but for general matrices as well [27,38], it can be used for solving a lot of problems from scientific
and engineering computing. In the following, we will call cU (An) T. Chan’s preconditioner and
cF (An) T. Chan’s circulant preconditioner.
The paper is organized as follows. In Section 2, we introduce the main important theorem
of T. Chan’s preconditioner. A linear operator defined by T. Chan’s preconditioner is discussed
in Section 3 and an extension to the block case is briefly studied in Section 4. Finally, some
concluding remarks are given in Section 5.
2. Main theorem
Let δ(En) denote the diagonal matrix whose diagonal is equal to the diagonal of the matrix En
and diag(·) denote any diagonal matrix.
Definition 1 [1,18]. Let An = [aij ] be an n-by-n matrix. Then
(1) An is an M-matrix if it can be written as
An = sIn − Bn,
where s > 0, In is the identity matrix, Bn is a matrix with nonnegative entries, and s 
ρ(Bn), the spectral radius of Bn.
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(2) An is said to be stable if the real parts of all the eigenvalues are negative.
(3) An is a correlation matrix if it is a positive semidefinite Hermitian matrix with each of its
diagonal entries being equal to 1.
The following theorem includes the most important properties of T. Chan’s preconditioner.
Some of these results, for instance, (i), (iii), (iv) and (v), can be found in [8,9,20,22,28,33,39];
and some of them, (ii), (vi) and (vii), are new.
Theorem 1. Let An = [aij ] be an n-by-n matrix and cU (An) be T. Chan’s preconditioner. Then
(i) The cU (An) is uniquely determined by An and is given by
cU (An) ≡ U∗δ(UAnU∗)U.
(ii) We have
σmax(cU (An))  σmax(An),
where σmax(·) denotes the largest singular value.
(iii) If An is Hermitian, then cU (An) is also Hermitian. Moreover, we have
λmin(An)  λmin(cU (An))  λmax(cU (An))  λmax(An),
where λmax(·) and λmin(·) denote the largest and the smallest eigenvalues respectively. In
particular, if An is positive definite, then cU (An) is also positive definite.
(iv) If An is normal and stable, then cU (An) is also stable. Note that cU (An) is always normal.
(v) For T. Chan’s circulant preconditioner cF (An), we have
cF (An) =
n−1∑
j=0
⎛
⎝1
n
∑
p−q≡j (mod n)
apq
⎞
⎠Qj,
where Q is an n-by-n circulant matrix given by
Q ≡
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1
1 0
0 1
.
.
.
...
.
.
.
.
.
.
.
.
.
0 · · · 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
(vi) If An is a symmetric M-matrix, then cF (An) is also a symmetric M-matrix.
(vii) If An is a correlation matrix, then cF (An) is also a correlation matrix.
Proof. We only give the proof of (ii), (vi) and (vii).
For (ii), note that the set of the singular values of cU (An) is the same as that of δ(UAnU∗).
Since
|δ(UAnU∗)ii |  σmax(UAnU∗) = σmax(An),
see Corollary 3.1.3 in [19], and
σmax(cU (An)) = max
i
|δ(UAnU∗)ii |,
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we have
σmax(cU (An))  σmax(An).
For (vi), notice that any M-matrix can be written as
An = sIn − Bn,
where s > 0, Bn is a matrix with nonnegative entries, and s  ρ(Bn), the spectral radius of Bn.
Since
cF (An) = cF (sIn − Bn) = sIn − cF (Bn)
and cF (Bn) is also a matrix with nonnegative entries, we therefore only need to prove that s 
ρ(cF (Bn)) in order to show that cF (An) is an M-matrix. Since Bn is also symmetric, we know
that by (iii),
s  ρ(Bn)  ρ(cF (Bn)).
One can easily obtain (vii) by using (iii) and (v). 
Moreover, (iv) is generalized to the following corollary in [4].
Corollary 1. If An is ∗-congruent to a stable diagonal matrix, i.e.,
An = Q∗DnQ,
whereQ ∈ Cn×n is a nonsingular matrix andDn = diag(d1, d2, . . . , dn)with real parts Re(di) <
0 for i = 1, . . . , n, then T. Chan’s preconditioner cU (An) is also stable.
It is natural to ask if a general matrix An is stable, how about T. Chan’s preconditioner cU (An)?
Let us consider the following example:
A =
[−1 4
0 −1
]
.
We immediately have
cF (A) =
[−1 2
2 −1
]
.
It is easy to check that the eigenvalues of A are all −1, but the eigenvalues of cF (A) are 1 and
−3, i.e., cF (A) cannot keep the stable property in general.
Note that any matrix An ∈ Cn×n can be decomposed as
An = H + iK,
where i = √−1, and H , K are Hermitian matrices given by
H = 1
2
(An + A∗n), K =
1
2i
(An − A∗n).
By using this fact, very recently, we obtain the following result [14].
Theorem 2. Let An ∈ Cn×n and suppose that An = H + iK where H and K are Hermitian.
Then T. Chan’s preconditioner cU (An) is stable for any unitary matrix U ∈ Cn×n if and only if
H is negative definite.
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Proof. For any unitary matrix U , we have by Theorem 1(i),
cU (An) = U∗δ(UAnU∗)U = U∗δ[U(H + iK)U∗]U = U∗[δ(UHU∗) + iδ(UKU∗)]U.
Note that UHU∗ and UKU∗ are Hermitian matrices and therefore their diagonal elements are
real. Thus, the real parts of the eigenvalues of cU (An) are just the diagonal elements of UHU∗.
Now if H is negative definite, then, for any unitary matrix U , UHU∗ has all the diagonal elements
being negative and consequently cU (An) is stable.
Conversely, let H have a nonnegative eigenvalue. By choosing a unitary matrix V such that
VHV ∗ is diagonal, then VHV ∗ has a nonnegative diagonal element and consequently, cV (An)
is not stable. 
We include here an application of Theorem 2. When solving an initial value problem of first
order linear differential equations
y′(t) = Jy(t) + g(t),
where J ∈ Rn×n by using a boundary value method, one needs to solve a linear algebraic system
[2,4,10,26]. A preconditioner S for solving the system is defined in terms of cF (J ). If cF (J ) is
stable, then this preconditioner S is invertible. By Theorem 2, one obtains the stability of cF (J )
by assuming negative the eigenvalues of J + J T, which is a simpler condition.
3. Linear operator cU
T. Chan’s preconditioner was studied from an operator viewpoint in [8,31]. Let the Banach
algebra of all n-by-n matrices over the complex field, equipped with a matrix norm ‖ · ‖, be
denoted by (Cn×n, ‖ · ‖). Let (MU , ‖ · ‖) be the subalgebra of (Cn×n, ‖ · ‖). We note that MU
is an inverse-closed, commutative algebra. Let cU be an operator defined on (Cn×n, ‖ · ‖) such
that for any An in Cn×n, cU (An) is the minimizer of ‖An − Wn‖F over all Wn ∈MU . Obviously,
cU is an operator from (Cn×n, ‖ · ‖) to the subalgebra (MU , ‖ · ‖). The following lemmas are
useful to study the operator norm of cU . The proofs of these lemmas are straightforward and we
therefore omit them.
Lemma 1. We have
(i) For all An, Bn ∈ Cn×n and α, β ∈ C,
cU (αAn + βBn) = αcU(An) + βcU(Bn).
Moreover, c2U(An) = cU (cU (An)) = cU (An). Thus cU is a linear projection operator.
(ii) trace(cU (An)) = trace(An) =
n∑
j=1
λj (An), where λj (An) are the eigenvalues of An.
(iii) cU (A∗n) = cU (An)∗.
(iv) Let An ∈ Cn×n and Bn ∈MU . Then
cU (BnAn) = BncU (An), cU (AnBn) = cU (An)Bn.
Next we are going to give some geometric properties of the operator cU . For allAn,Bn ∈ Cn×n,
let
〈An,Bn〉F ≡ 1
n
trace(AnB∗n).
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Obviously 〈An,Bn〉F is an inner product in Cn×n and 〈An,An〉F = 1n‖An‖2F . We show below
that An − cU (An) is perpendicular toMU .
Lemma 2. Let An ∈ Cn×n, then we have
(i) 〈An − cU (An), Bn〉F = 0 for all Bn ∈MU .
(ii) 〈An, cU (An)〉F = 1n‖cU (An)‖2F .
(iii) ‖An − cU (An)‖2F = ‖An‖2F − ‖cU (An)‖2F .
Lemma 3. The matrix cU (AnA∗n) − cU (An)cU (A∗n) is positive semidefinite.
Proof. By using Theorem 1 (i), we consider for each k = 1, . . . , n,
[
δ(UAnA
∗
nU
∗)
]
kk
=[δ(UAnU∗ · UA∗nU∗)]kk =
n∑
t=1
(UAnU
∗)kt (UA∗nU∗)tk
=
n∑
t=1
(UAnU
∗)kt (UAnU∗)kt  (UAnU∗)kk(UAnU∗)kk
=[δ(UAnU∗)]kk · [δ(UA∗nU∗)]kk  0.
Thus,
δ(UAnA
∗
nU
∗)  δ(UAnU∗) · δ(UA∗nU∗)  0.
Therefore, the lemma follows. 
Now, by using Lemmas 1–3, we can prove the following theorem which is concerned with the
operator norm of cU .
Theorem 3. For all n  1, we have
(i) ‖cU‖F ≡ sup
‖An‖F =1
‖cU (An)‖F = 1.
(ii) ‖cU‖2 ≡ sup
‖An‖2=1
‖cU (An)‖2 = 1.
Proof. For (i), we notice that if An = 1√nIn, then ‖cU (An)‖F = 1√n‖In‖F = 1. For general An ∈
Cn×n, by Lemma 2(iii), we have
‖cU (An)‖2F = ‖An‖2F − ‖An − cU (An)‖2F  ‖An‖2F .
Thus ‖cU (An)‖F  ‖An‖F . Hence ‖cU‖F = 1 for all n.
For (ii), by Lemma 1(iii), Lemma 3 and Theorem 1(iii), we have
‖cU (An)‖22 = λmax(cU (An)∗cU (An)) = λmax(cU (A∗n)cU (An))
 λmax(cU (A∗nAn))  λmax(A∗nAn) = ‖An‖22
for all An ∈ Cn×n, and ‖cU (In)‖2 = ‖In‖2 = 1. Hence ‖cU‖2 = 1 for all n. 
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Moreover, for cF , we have the following corollary.
Corollary 2 [8]. For all n  1, we have
(i) ‖cF ‖1 ≡ sup
‖An‖1=1
‖cF (An)‖1 = 1.
(ii) ‖cF ‖∞ ≡ sup
‖An‖∞=1
‖cF (An)‖∞ = 1.
4. Block extension
In this section, we will briefly discuss the extension of T. Chan’s preconditioner from the point
matrix case to the block matrix case, see [7,22] for details. Let
Amn =
⎡
⎢⎢⎢⎣
A1,1 A1,2 · · · A1,m
A2,1 A2,2 · · · A2,m
...
.
.
.
.
.
.
...
Am,1 Am,2 · · · Am,m
⎤
⎥⎥⎥⎦ (3)
with Ai,j ∈ Cn×n. Let δ(b)(Amn) be defined by
δ(b)(Amn) ≡
⎡
⎢⎢⎢⎣
δ(A1,1) δ(A1,2) · · · δ(A1,m)
δ(A2,1) δ(A2,2) · · · δ(A2,m)
...
.
.
.
.
.
.
...
δ(Am,1) δ(Am,2) · · · δ(Am,m)
⎤
⎥⎥⎥⎦ , (4)
where each block δ(Ai,j ) is a diagonal matrix whose diagonal is equal to the diagonal of the
matrix Ai,j .
In the following, let D(b)m,n denote the set of all m-by-m block matrices with n-by-n diagonal
blocks and
M
(b)
U ≡ {(I ⊗ U)∗(b)mn(I ⊗ U)‖(b)mn ∈ D(b)m,n},
where “⊗” denotes the Kronecker product [18], I is the m-by-m identity matrix and U is a given
n-by-n unitary matrix. We then define an operator c(b)U that maps every Amn ∈ Cmn×mn partitioned
as in (3) to the minimizer (denoted by c(b)U (Amn)) of
min ‖Amn − Wmn‖F
over all Wmn ∈M(b)U . Then c(b)U (Amn) is uniquely determined by Amn and is given by
c
(b)
U (Amn) = (I ⊗ U)∗δ(b)[(I ⊗ U)Amn(I ⊗ U)∗](I ⊗ U),
where δ(b)(·) is defined by (4). Moreover, c(b)U (Amn) can also be written by
c
(b)
U (Amn) =
⎡
⎢⎢⎢⎣
cU (A1,1) cU (A1,2) · · · cU (A1,m)
cU (A2,1) cU (A2,2) · · · cU (A2,m)
...
.
.
.
.
.
.
...
cU (Am,1) cU (Am,2) · · · cU (Am,m)
⎤
⎥⎥⎥⎦ ,
where each block cU (Ai,j ) is just the T. Chan’s preconditioner of Ai,j . The block operator c(b)U is
a linear projection operator from Cmn×mn toM(b)U and has the operator norms
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‖c(b)U ‖2 = ‖c(b)U ‖F = 1.
We remark here that there are a lot of applications of block T. Chan’s preconditioners in numerical
differential equations; and signal and image processing, see [2,6,9,10,22,23,33] for details.
5. Concluding remarks
In 1988, Tony F. Chan proposed a specific circulant matrix as a preconditioner to solve Toeplitz
systems. Since then, many basic facts about this preconditioner have been discovered in several
papers. We thought it might be worthwhile to write a survey paper in which these facts are summa-
rized. When we wrote the paper, we also found some new properties of T. Chan’s preconditioner.
Throughout this paper, we try to bring this interesting preconditioner to the people who want to
use the preconditioning technique to solve some practical problems.
For the comparison with other typical preconditioners such as standard incomplete LU (ILU)
preconditioner, when solve some problems in numerical partial differential equations, we refer to
[6,22,23,33]. For such problems, the coefficient matrix is sometimes highly nonsymmetric and
nondiagonally dominant, and hence many classical preconditioning techniques are not effective.
For these problems, T. Chan’s circulant preconditioner is often the only one that works. Finally,
we remark that for ill-conditioned systems, usually, T. Chan’s preconditioner does not work well
without modifications [11,12].
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