Introduction
Binomial models were first introduced by Sharpe (1978) and Cox, Ross, and Rubinstein (1979) to price options on assets with lognormal prices.
This approach is attractive for valuing both American contingent claims and options with alternative asset price processes for which a closed-form option pricing formula, such as that of Black and Schole (19731, is not available. Cox and Rubinstein (1985) conceptually extend their model to approximate general diffusion processes. However, the resulting lattice is complicated by the fact that the number of states grows exponentially from one period to the next. A simple way to avoid such complexity is to transform the process into one that can be easily approximated by computationally simple binomial lattices whose nodes grow linearly in number from period to period. This idea has been used by Nelson and Ramaswamy (1990) in binomial models, and by Hull and White (1990) in explicit finite-difference methods. Amin (1991) suggests' transforming the 'time scale to overcome 'the computational complexity caused by time-dependent volatilities.
In this paper, we investigate simple binomial approximations from several perspectives. First, we identify the class of diffusions that can be simply approximated using the popular binomial models of Cox and Rubinstein (1985, chapter 71 , with no transformation. This results in a much larger set of diffusions that can be used as the transformed processes; thus, Nelson and Ramaswamy's (1990) method is generalized.
We then explore the possibility of achieving computational simplicity by directly adjusting the Cox and Rubinstein (1985) binomial model.
It
turns out that the adjusted binomial lattice is a second truncation of the transformation method, further confirming our belief that transformation is, in principle, essential for achieving computational simplicity.
However, when the transformation is analytically intractable, the adjusted binomial model can serve as an approximation.
We also propose a different approach to resolve the singularity problem associated with the boundary of a diffusion. Such diffusions are approximated here by reflecting or absorbing binomial processes.
Although Nelson and Ramaswamy (1990) have developed a multiple-jump scheme for such cases, unfortunately, numerical examples show that their approximations become coarse as the maturity lengthens. Theoretically, both approaches guarantee convergence; however, the method developed here does not become coarse for longer maturities.
Actually, the time increment can be chosen to make the binomial chain purely reflecting or absorbing. Thus, the binomial process will reach an approximating boundary in a given number of steps. The process is either reflected or stays at the approximating boundary, depending on the nature of the boundary. This is particularly attractive when applied to the implicit finite-difference method, because it prevents the process from getting too close to the ultimate boundary, and the calculated transition probability will stay within the interval [O,11.
If asset prices can be approximated by binomial processes, then the corresponding options on such assets can be approximated using the same lattice. For European options with a continuous payoff function, the continuous mapping theorem of weak convergence guarantees that the option price sequence obtained from the binomial lattice will converge to its continuous-time counterpart, as long as the binomial processes weakly converge to the diffusion limit. For American options, one has to show that the sequence of optimal exercise strategies obtained from the binomial approximation converges to the optimal exercise strategy in the diffusion limit. This is an issue that has not been thoroughly studied. Assuming the optimal strategies are the same for both the approximating binomial processes and the diffusion limit, one can use the intuitive argument that, before the early exercise, the limit of the option price sequence satisfies the partial differential equation for the option price in continuous time. However, the optimal strategies are not known beforehand, and it remains to be shown whether the optimal strategies on the approximation lattice converge to the optimal strategy in continuous time.
The paper is organized as follows: Section 1 reviews the basics of diffusion approximation. Section 2 discusses how transformation methods can be used to achieve computationally simple binomial approximations.
Section 3 focuses on approximating diffusions with boundaries. Section For a more detailed discussion of weak convergence, see Billingsley (1968) .
In financial models, diffusions are usually approximated by binomial or multinomial processes. Such processes are characterized by the following definitions. Suppose for every r > 0,
Then ~'"'(t) converges in distribution to the solution of (1.1).
In order to apply lemma 1, one first has to check whether the underlying diffusion equation (1.1) has an a.e. unique solution (or whether the corresponding martingale problem is well posed).
Because most diffusions in financial models have this property, condition (1.4)
is trivially satisfied in most cases. Conditions (1.5) and (1.61, which are often referred to as the consistency conditions, state that the first two calculated local moments converge to that of the diffusion.
The next lemma is a direct consequence of weak convergence and is useful in proving convergence in option approximation.
Lemna 2. Let g be a real-valued, bounded, and continuous function on
Binomial Approximation

2.1.
Complexity of the Binomial Lattice
In the rest of this paper, we will consider only one-dimensional Graphically, the building block at any node y looks like
For convenience, we call J* and J-the up and down jumps, respectively. If the up-jump probability is q(y,t), then the down-jump probability is satisfy consistency conditions (1.5) and (1.6 Both models have certain advantages. The state-symmetric model does not incorporate the drift term p(y,t) in the jumps. This coincides with the notion that option price does not depend on the expected stock return. However, state-symmetric models may be unstable, whereas probability-symmetric models are always stable.
1
For Brownian motion and the geometric Wiener process, both models are computationally simple, with only n + 1 nodes in period n. In fact, 1 Trigeorgis (1991) has developed a binomial model for Brownian motion that is both state-symmetric and stable. clevelandfed.org/research/workpaper/index.cfm
Adjusted Binomial Lattices
To reduce the complexity of the noncombining lattice for general diffusions, we make the following adjustment:
where and C is any constant. The binomial lattice (2.8a) is computationally simple not only for linear volatility functions, but also for the square root volatility function s(y, t 1 = fi.
Equation ( 
Binomial Lattices Generated by Transformations
In section 2.1, we showed that the Cox and Rubinstein binomial mode1 (2.1) is computationally simple if and only if the volatility function of diffusion (1.1) is linear. For diffusions with general volatility functions, computational simplicity can be achieved through transformation. To do this, first identify a function f such that the transformed process X(t) = f-'(X(tI,t) has a linear volatility. Then construct a sequence of simple binomial processes x'") ( t 1 that weakly converges to X(t). If f is continuous, ~("'(t) = f(~(")(t),t) 4 Y(t).
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For example, we can take the average of Yf-and Y;+ or simply pick h either one of them.
clevelandfed.org/research/workpaper/index.cfm
We first consider the case in which X(t) has unity volatility. To identify the transformation f: For convenience, we set the lower limit of the integral to zero. This gives g(0,t) = 0. As long as c(y,t) > 0, g will be strictly increasing in y. Thus, the transformation f, which is the inverse of g, exists and is strictly increasing in x . Since X(t) can be approximated by the This is the case examined in Nelson and Ramaswamy (1990) and Hull and White (1990 , k = 0.1, . . . , n be the binomial Markov chain with lattice generator (2.11) and transition (n) probability (2.12). Define ~(")(t) = Y . Then ~("'(t) * Y(t).
[nt I
In the above theorem, assumption 3 can be replaced by conditions that are easier to verify. Either of thefollowing is sufficient:
(i) The transformed process X(t) has a locally bounded drift.
(ii) There exists an & > 0 such that u(y,t) r E for all y and O<t<T.
Condition (i 1 is somewhat weaker than condition (ii 1. For example, the geometric Wiener process does not satisfy condition (ii). However, the transformed process X(t), a Brownian motion, satisfies condition (1).
Generally, one can transform the underlying diffusion Y into a new one, X , whose volatility function is either 1 or a + bX. The resulting binomial process will be slightly different, however.
If f is the transformation to a diffusion with unity volatility, the corresponding binomial model will be given by equations (2.11) and (2.. 12).
If the transformed process has linear volatility a + bX, (b + 0), then the resulting binomial model is with the same transition probability as in equation (2.12). Using Taylor's expansion for equation (2.151, we have Generally, a path-independent binomial model for Y would be i to achieve stability, where p = r -r2/2, r is the risk-free rate, and r is the volatility of stock returns. Stability can also be achieved through time changes.
Singular Diffusions
Many diffusions in financial models have a lower boundary of 0. For example, stock prices and nominal interest rates are always assumed to be nonnegative. This is often modeled by allowing r(0,t) = 0. If the drift term p(O,t) equals zero as well, state 0 will serve as an 5 absorbing boundary in many cases. If the drift term is positive at 0 , 5 The geometric Wiener process is an exception because it has a natural boundary at 0. If the process starts from a positive state, it will never reach this boundary.
it will pull the process back from zero and is thus considered a reflecting boundary. There are also cases in between these two.
When c(y,t) is very close to zero for a small state y, the up-Jump probability qh(y) in equation (2.12) may be pushed out of its meaningful range [O,11, and assumption 3 will be ~iolated.~ To avoid this problem, we use absorbing or reflecting binomial processes in the approximation.
Specifically, we impose an approximating boundary y* for the binomial t process Y'"). Let x : be the corresponding approximating boundary for the transformed process x("). Then y; = f (x;, t 1. For technical (n) reasons, we may allow X to be slightly below x : on the lattice; thus, Y'~) may move slightly below y : but remain above zero.
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Generally, y* depends on the number of partitions n, the time t, t and the nature of the true boundary 0. However, in the limit, we require y* to approach zero for large n. The following two subsections t examine reflecting and absorbing boundaries separately.
Reflecting Boundary
Assumption 3a. For any r > 0, there exists an N > 0 such that for any h = T/n with n > N, and for any t E (0.T). there exists an x : such that This assumption allows the calculated transition probability in equation (2.12) to exceed 1 for very small states. At any state smaller than x : , the binomial chain cannot jump down any farther. As a result, the first state below x; serves as the reflecting boundary for the approximating binomial chain x : ) . The resulting binomial lattice is 6 Nelson and Ramaswamy (1990) suggest that the up jumps at lower states be moved higher (multi-jump) in the lattice to keep the transition probability between 0 and 1.
The magnitude of the multiple jump reflects how "strongly" the drift pulls a small state away from zero.
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Actual&, the step size h can be controlled so that the binomial process X reaches the boundary x* in exactly an integer number of steps. For details, see the examples in appendix E.
where j r 1 is the smallest odd integer such that
The adjustment for xi in equation (3.2b) ensures that the calculated transition probability qh(y,tl is between 0 and 1, with odd integer j showing the strength of the reflection. In most cases, j 5 3. When j r 1, the state y : = f(x:,t) serves as a reflecting barrier for the binomial process Y'").
When j = 1, the binomial process jumps to a higher node in the lattice with probability 1. It is unlikely that j = 1 on a binomial lattice. However, we can choose h to make this happen.
(See appendix E for details.) When j = -1, once the process reaches the boundary y : , it will stay there Pith positive probability. 
European contingent claim at maturity T is g(S(T)), then at any time t s T, the discounted terminal payoff is Following Harrison and Kreps (1979) and Harrison and Pliska (19811, there is an equivalent martingale measure Q on (Q,'B) under which the price of this contingent claim is the expectation of C (t,S). That t,T is,
Under measure Q, the stochastic evolution of the stock prices follows the so-called pseudo process, which differs from process (4.1) only in the drift term. Specifically, under Q, the stock price process solves Let {s'"'} be a sequence of binomial processes that weakly converges to S under Q. Assume, as before, that the time period is evenly divided into n periods of equal length h. For any n, consider a European contingent claim on a stock whose prices follow process s'").
Let g(~'n)(T) I be the payoff of such a claim at maturity T, and r ( t , s'") ( t 1 be the instantaneous return on the associated discount bond.
Then., this claim can be priced by arbitrage using standard backward recursion on the approximating binomial lattice. 
Discount Bonds
A discount bond with maturity T can also be viewed as a European option. We consider it to be a contingent claim with a payoff of $1 for Similarly. BtST (r(nr 1 can be calculated on the binomial lattice using backward recursion.
American Options
For American options, not all contracts will be held to maturity; early exercise may be optimal. An exercise strategy is best described by a stopping time, since the decision to exercise an option is based only on the information available up to that time. In binomial approximation, the option can only be exercised at discrete times t = k h , k = 0.1,. . . ,n. Let 3 ' " ) be the subset of is Markovian and its sample paths are step functions, an induction argument yields A crucial condition in theorem 6 is the continuity of the optimal stopping time t on the optimal exercising boundary. A sufficient condition for t to be continuous is that the paths of the diffusion S(t1 are tangent to the boundary aD with probability 0 . ' It . is also sufficient if all the points on the boundary aD are regular for the diffusion S(t). To see this, we need to show that V c,6>0, 3 N>O such that when n>N, Pt n < c.
Actually, for any given c,6>0, if one of the processes S and s(") hits the boundary K* first, say at time t , then the other will hit the boundary within time interval (t,t+6) with probability 1-c.
Numerical Examples
In this section, we apply the method developed in sections 3 and 4 in order to approximate discount bond and stock option prices. Since the diffusion processes in this section are homogeneous, the time argument t will be dropped wherever appropriate. Thus, as long as K~T < 16, there exists an h* > 0 such that 0 r q (y) 5 1 for all 0 < y < h* and y E 9'") and bounded from above by 1/2. Actually, for large y, the condition WT < 16 will guarantee q (y) 2 0. Therefore, assumption 3b is satisfied, n and we have the following result:
Corollary 2. For the MRSR process (5.1) with -1 < # S 0, let x* = 0.
. . ,n be the binomial Markov chain with lattice generator (3.2) and transition probability (5.7). Then ~'"(t) f ( x : : : ,
We now turn to approximating the discount bond price. Suppose the local expectation hypothesis holds. Then the time t price of a discount bond that matures at time T is Let {Y'~') be the sequence of binomial processes in either corollary 1 or corollary 2. Then the approximated bond price is . .
Like the European option, the bond price B(~,Y'"') is calculated using backward recursion on the binomial lattice for Y'"). At node (tk,y),
The boundary condition is B(T,y) = 1. Table 1 shows the approximated prices of a discount bond when the instantaneous interest rate follows the MRSR process (5.1 1. The first four columns specify the same parameters as in Nelson and Ramaswamy (1990) . The volatility c and the initial interest rate yo are annualized, while the maturity T is measured in months. The next three columns display the bond prices obtained using several different numbers of partitions in the approximation. The last column contains the theoretical values calculated using the formula of Cox, Ingersoll, and Ross (1985) .
This clevelandfed.org/research/workpaper/index.cfm
Stock Options
Consider the CEV stock price process When s t. < 1 (which we assume hereafter), state 0 is an absorbing The approximating . binomial processes x(") , and Y(") are . defined . by equations (3.6) and (3.7). Since -0.5 1 r < 1, it can be shown that 11 qh(y) is increasing for y 2 0. For any given number r > 0 , we can always choose a sufficiently small h such that qh(y) > 0 for all 0 c y < r. This is true because qh(y) is decreasing and (imhMqh(r) = 1/2. Moreover, let y be the largest state on the binomial lattice. Then Having set up a converging binomial lattice for the stock price, options on the stock can be approximated using backward recursion on the lattice, as described in section 4. Table 2 shows the approximated values of the call and put options. We fix I = 0.5 and set the annual risk-free rate at 5 percent. The parameter tr is standardized such that the initial annual volatility of the stock return is 20 percent. The initial sto=k price' 'is $40. The strike. prices (XI range from $35 to $45, and the maturities are one, four, and seven months. The first three columns specify case parameters, the next three display call prices for different numbers of partitions in the approximation, and the seventh column reports the theoretical call prices from Cox and Rubinstein (1985, p. 364) . Nelson and Ramaswamy (1990) We have demonstrated that transformation is a useful tool for simplifying binomial models in diffusion approximations. We have also shown that singular diffusions are better approximated by reflecting or absorbing binomial processes. This is a promising result, and the idea can also be easily applied to finite-difference methods.
A n alternative way to achieve computational simplicity within this framework is through lattice adjustment.
For one-dimensional diffusions, this may be less efficient than the transformation method.
Nonetheless, it may be worthwhile to develop an adjustment scheme for general multidimensional diffusions for which the transformation method fails.
Another contribution of this paper is the convergence result established in approximating American contingent claims. In almost all cases, the optimal early exercise .boundaries cannot be analytically solved. However, the approach taken here does require an analytical formula for the boundary. All that is needed is the continuity of the first hitting time with respect to the sample path of the diffusion. If we choose q(y*,mh) = 1, the binomial process will never go down any farther once it reaches y*. With probability 1, the process Jumps up to
The corresponding local drift p (y*,t) and second moment oh(yi,t) are Let the transition probability be defined by (2.12) when y > y*. At the approximated boundary y*, set q(y*,t) = 1. Then the resulting binomial process weakly converges to y(t).
E2. AbsorbingIReflecting Boundary
Again, we use the MRSR process (5.1) to illustrate our method.
Assume -1 a = 4~lr/o~ -1 < 0. Then y = 0 is a sticky boundary. Let y* be the small state such that one up jump from 0 to y* with probability 1 matches the local mean exactly with the drift. That is, or equivalently, x* = m a for the transformed process. We control the step size h such that if the process starts from X(0) and follows an always-down path, it will hit the small state y* in exactly m steps.
That is, X(O) -on/); = x.. For any state y above y*, 0 r q ( y , t ) -C 1. ~t x*, X can either jump up to x* + fi with probability or it can jump down to 0 with probability 1 -q ( y * , t ) . The true drift and variance at state y* are p(y*,mh) = u(p -y*) = up + K d(l*')h = ~p + O(h) and
(E. lOa1
The corresponding local drift p ( y * , t ) and second moment o ( y * , t ) are Then the resulting binomial process weakly converges to Y(t1.
