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Abstract
This paper studies the correlation of agricultural prices with stock market dynamics. We dis-
cuss the possible role of financial and macroeconomic factors in driving this time-varying relation,
with the aim of understanding what caused positive correlation between agricultural commodities
and stocks in recent years. While previous works on commodity-equity correlation have focused
on broad commodity indices, we study 16 agricultural prices, in order to assess patterns that are
specific to agricultural commodities but also differences across markets. We show that an explana-
tion based on a combination of financialization and financial crisis is consistent with the empirical
evidence in most markets, while global demand factors don’t appear to play a significant role.
The correlation between agricultural prices and stock market returns tends to increase during
periods of financial turmoil. The impact of financial turmoil on the correlation gets stronger as
the share of financial investors in agricultural derivatives markets rises. Our findings suggest that
the influence of financial shocks on agricultural prices should decrease as global financial tensions
settle down but also that, as long as agricultural markets are ‘financialized’, it might rise again
when it is less needed, i.e. in the presence of new financial turmoil.
1 Introduction
Until recent years, commodity price dynamics had usually been regarded as largely independent of
short-run fluctuations in financial markets (Gorton and Rouwenhorst, 2004). It was indeed this belief,
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together with forecasts of rising prices and the liberalization of commodity derivatives markets, which
encouraged financial institutions in search of alternative investments to increase substantially their
engagement in commodity futures since the early 2000s (Basu and Gavin, 2011).
Since the burst of the global financial crisis, however, commodity and equity indices have become
positively and significantly correlated. This is a concern not only for financial investors at risk of
losing diversification opportunities, but also for societies and governments coping with commodity
price fluctuations. The transmission of financial shocks could significantly add to the volatility of
commodity prices in periods of financial turmoil.
Some recent empirical and theoretical studies are concerned with the correlation of commodities
with stocks. They find that the correlation is present also at very high frequencies (Bicchetti and
Maystre, 2013), that financial shocks appear to be important predictors of correlation dynamics (Sil-
vennoinen and Thorp, 2013) and that the correlation between the broad commodity index S&P-GSCI
and the stock market index S&P500 tends to increase amid greater participation of speculators (in
particular hedge funds that are active also in the stock market) in commodity derivatives market
(Bu¨yu¨ks¸ahin and Robe, 2013). Basak and Pavlova (2013) develop a theoretical dynamic general equi-
librium model of commodity futures markets populated by index traders alongside traditional spec-
ulators, in which an increase in index-based investment determines an increase in equity-commodity
correlations, as well as in the price and volatility of all commodities (including the ones which are not
part of the index).
We focus here on agricultural commodities. In a working paper which was released while the
present work was in progress, Bruno et al. (2013) study two price indices, composed respectively by
grains and livestocks, through a structural VAR model. They argue that increasing correlation of these
indices with the S&P500 stock market index is mainly due to the evolution of market fundamentals,
while financialization played a limited role, if any. In this article, by studying agricultural prices
instead of price-indices, we provide evidence supporting a different view, namely that a combination
of financial turmoil and financialization is at the root of the recent increase in correlation between
agricultural prices and stock market dynamics.
In particular, we analyse the time-varying correlation of 16 agricultural prices with stock market
returns. We assess the time-path of this relation in the last five decades, employing a Dynamic Con-
ditional Correlation (DCC) approach (Engle, 2002) that avoids biases due to volatility clustering, in
order to identify common patterns and specificities among markets (Section 2). We then try to assess
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what drives changes in the time-varying relation between agricultural prices and stock market dynam-
ics, in order to understand what caused positive correlation in recent years. We discuss the possible
role of macroeconomic fundamentals, monetary expansion, financial turmoil and the financialization
of agricultural derivatives markets (Section 3). Then we test empirically their influence in an ARDL
model (Section 4), employing the estimated DCCs between agricultural commodities and equities as
the dependent variable.
2 The time-varying correlation between agricultural prices
and stock market returns
As a first step, let us assess how the correlation between agricultural prices and stock market returns
has evolved in last decades1. Popular ways to estimate the pattern of a time-varying correlation
coefficient are moving-window analysis and Kalman filters (Meinhold and Nozer, 1983). However,
both rolling correlations2 and Kalman filtering can be seriously biased in the presence of volatility
clustering3 (Lebo and Box-Steffensmeier, 2008). For this reason, since it is well-known that both stock
market returns and agricultural prices display heteroskedasticity (Schwert and Seguin, 1990; Stigler,
2011), we employ a Dynamic Conditional Correlation (DCC) approach.
The DCC is estimated in two steps (Engle, 2002). First, the mean and the variance of each vari-
able are modelled as Garch (Engle, 1982; Bollerslev, 1986) processes. Standardized residuals from
the first step are then used in order to estimate a time-varying correlation matrix. This procedure
yields a consistent estimation of the likelihood function (Engle, 2001). Basically, we are estimating
the contemporaneous correlation between the two variables at each point in time as a function of past
realizations of both the volatility of the variables and the correlation between them, i.e. as a weighted
average of past correlations.
The time path of the correlation between agricultural price changes and returns on the S&P500
stock market index is depicted in Fig.1, which presents average DCCs for grains, softs and livestocks.
DCCs for each single commodity are shown in Fig.2.
Before the recent financial crisis the correlation of agricultural price changes with stock market
1Information about the data employed is provided in the appendix
2A rolling (or moving) correlation is a linear correlation coefficient calculated over an initial subset of the series,
usually the first year of the sample, and then rolled forward over the entire sample.
3In particular, since these methods don’t take into account heteroskedasticity, they can estimate spurious correlations
in periods of higher volatility (a nice practical example is provided in Lebo and Box-Steffensmeier (2008))
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(a) Jan.1960-Jul.2013 (b) Jan.2003-Jul.2013
Figure 1: Dynamic Conditional Correlation (DCC) between agricultural prices and S&P500
Notes: 20-days moving averages. Lean hogs is excluded from livestocks, because its DCC follows a very different
pattern from that of other commodities in this group.
returns appears to have fluctuated mildly, mainly in the range between zero and 0.1, with the only
exception of the early Eighties. Strikingly, the correlation displays a sudden upward shift in late 2008,
immediately after the bankruptcy of Lehman Brothers, which marked the beginning of the most severe
phase of the financial crisis. The correlation has then stayed positive, with peaks in early 2009 and
mid-2011 and a declining trend starting in late 2011 (Fig. 1)
While in the early Eighties positive correlation with equities was much stronger for grains than
for softs and livestock, the recent surge appears to concern the three categories to the same degree.
The only commodities in our sample that behave in a different way are lean hogs and lumber. The
correlation of lean hogs price with S&P500 fluctuates much more wildly in the whole sample, and
several periods of positive correlation are displayed. The price of lumber, instead, has been slightly
positively related with financial market dynamics during the whole period, and the after-2008 increase
is not as dramatic as in all other agricultural markets4 (Fig. 2).
In order to complete the picture, it is useful to assess whether we are only dealing with a con-
temporaneous correlation or one of the two variables tends to lead the other. To do so, we perform
a battery of univariate Granger-causality tests5 by estimating the following OLS regressions for the
sub-period September 2008-July 2013:
ri,t = β0,i + β1,iri,t−1 + β2,iSP500t−1 + i
SP500t = γ0,i + γ1,iSP500t−1 + γ2,iri,t−1 + ui
4This pattern could perhaps be explained by the employment of lumber in the construction sector. This makes
the price of lumber positively related to investment in housing, which in turn has a positive correlation with financial
market trends.
5Granger causality test is useful in identifying lead-and-lag relationships between time-series. The variable X causes
the variable Y, in the sense of Granger, if past values of X contain useful information to predict the present value of Y.
Formally, X Granger-causes Y if E(yt|yt−1, yt−2 . . . xt−1, xt−2, . . .) 6= E(yt|yt−1, yt−2 . . .).
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Figure 2: Dynamical Conditional Correlation (DCC) with S&P500
where ri,t is the daily price change of the i-th agricultural commodity in our sample at time t and
SP500 is the return on the S&P-500 index. Results, reported in Table 6, indicate that stock market
returns tend to lead agricultural prices in most markets, while the reverse is not true in any market.
β2 is indeed significant at the 0.05 level for 11 agricultural commodities out of 16, while γ2 is never
significant at any conventional level6. The sign of β2 is positive in all cases, implying that there are
spillovers of positive sign: if stock market values increase in a given day, agricultural price changes tend
to be higher on the following trading day. Of course, Granger-causality does not necessarily imply true
causality but only a lead-and-lag relationship. Moreover, the R2 of the regressions is rather low (as
expected given that we are modelling asset price changes on the basis of lagged returns) so the relation
doesn’t carry relevant predictive power. However, that stock market returns tend to lead agricultural
price changes is a fact to be taken into account when interpreting the observed correlation.
6For the sake of brevity, we report in Table 6 only results showing that stock market returns Granger-cause agri-
cultural price changes, not the ones showing that agricultural price changes don’t Granger-cause stock market returns,
but the latter are available upon request.
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3 Causes of positive correlation between agricultural com-
modities and stocks: financial factors or global demand?
What has caused positive correlation between agricultural commodities and stocks in recent years?
In what follows we discuss the possible role of financial, macroeconomic and monetary factors, before
trying to quantify their impact empirically.
Financial turmoil The timing of the recent upward shift in the DCC series (Fig. 1) strongly
suggests that financial turmoil may have played a role. The sudden increase in commodity-equity
correlation clearly coincided with the burst of the global financial crisis in September 2008. Moreover,
the most severe phase of the Euro crisis (in mid 2011) seems to have coincided with a new increase
in commodity-equity correlations. It has been shown empirically (Bu¨yu¨ks¸ahin and Robe, 2013) that
in recent years7 the correlation between the broad commodity index S&P-GSCI (which is however
dominated by energy commodities) and the S&P500 index has tended to be higher in the presence of
systemic financial distress.
Descriptive evidence regarding previous periods appears less clear-cut but still suggestive of a
relation between financial turbulence and commodity-equity correlation. As better explained in section
4, the TED spread is commonly employed as a measure of financial turmoil. Unfortunately it is not
possible to calculate it for the period 1960-1985, since its main component, the LIBOR, started being
published in 1986. We are thus unable to check whether the generalized and sustained increase in the
DCC series in the early Eighties (more precisely in the period 1980-1986 - see Fig.1) coincided with a
rise in the TED spread. However, the first half of the Eighties was characterized by the burst of the
Savings and Loan crisis in the US and by a major international debt crisis due to the insolvency of
several developing countries (FDIC, 1997; IMF, 1982). It thus seems fairly plausible that the 1980-
1986 increase in the DCC series came against a backdrop of high financial turmoil, even though it is
not possible to employ the TED spread to quantify it. We can be more precise about the subsequent
period.
Figure 3 compares fluctuations in the TED spread (expressed as a % of LIBOR) and in the
average correlation between agricultural commodities and equities in 1986-2013. Before 2008 there
were three main peaks in the TED spread, and they coincided with three peaks in the correlation
between agricultural commodities and equities: the abrupt increase in the TED spread triggered by
7In particular, the analysis of Bu¨yu¨ks¸ahin and Robe (2013) concerns the period 2000-2008
6
Figure 3: Average correlation of agr. commodities with equities (DCC) vs. financial turmoil (TED)
(standard deviations from the mean; Jan.1986 - Jul. 2013)
Notes: 20-days moving averages. DCC is averaged across our sample of agricultural commodities (excluding lumber because
of its peculiar pattern); TED spread is expressed as a % of LIBOR.
the financial panic of October 19th 1987 (‘Black Monday’) is indeed matched by a strikingly similar
increase in the average DCC; also during the 1997-1998 ‘Asian’ financial crisis and the 2002-2003
downturn the rise in the TED spread was accompanied by a peak in equity-commodity correlation.
The rise in the average DCC in late 1991, instead, doesn’t appear to have coincided with a major
rise in the TED spread (the latter rose relevantly only later, in late 1992, probably because of the
European currency crisis8).
How would financial turmoil result in positive correlation between agricultural and stock prices?
We will suggest a possible answer, based on commodity derivatives trading by financial institutions,
after having briefly discussed the recent dynamics of agricultural derivatives markets.
Financialization of agricultural derivatives markets Commodity derivatives markets experi-
enced a remarkable growth during the second half of the last decade, which involved both centralized
exchanges and over-the-counter (OTC) transactions. Rocketing transaction volumes and open in-
terest resulted from a huge inflow of financial investments, coming from investment banks, pension
funds, hedge funds and other institutional investors. Those investors are active at the same time in
equity and commodity markets, so it is plausible that their strategies in the different markets in which
they operate are not independent from one another. As suggested by Tang and Xiong (2010), when
stock market value increases diversification incentives may induce investors to move some money into
8On September 16th 1992 the British sterling was forced out of the European Exchange Rate Mechanism
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commodities, producing a positive correlation between commodity prices and stock market dynamics.
Tang and Xiong (2010, 2012) also argue that commodity index trading9 contributed to the increase
in correlation between oil and non-energy commodities and provide empirical evidence in support of
that claim. Even more importantly from our point of view, Bu¨yu¨ks¸ahin and Robe (2013) showed that
the DCC between S&P-GSCI and S&P500 tends to increase amid greater participation of hedge funds
in commodity derivatives markets.
The financialization of agricultural commodity markets started in the early 2000s and was already
overwhelming in 2006-2007 (UNCTAD, 2011), while equity-commodity correlation increased only in
late 2008. Clearly, financialization alone didn’t imply an increase in equity-commodity correlation.
What could be argued, instead, is that it was a combination of financialization and financial stress that
determined the positive correlation. During periods of financial turmoil, with stock prices decreasing,
investors may be pushed into selling commodity derivatives in order to get liquidity and cover losses,
causing a decrease in prices. Moreover, the expectation that the financial crisis will affect negatively
the real economy may lead investors to forecast a decline in commodity prices. During ‘normal’ peri-
ods, instead, the link between stock market dynamics and financial investment in commodities is less
clear. Diversification incentives like the ones suggested by Tang and Xiong (2010) may be at work, but
it is also possible that some investors turn to commodities when facing a negative trend in the stock
market (so they would buy commodities while selling stocks). Moreover, some investors may simply
attempt to anticipate future commodity price changes, with no relation to what happens in the stock
market. An explanation based on a combination of financial crisis and increasing presence of financial
institutions in commodity markets would also be consistent with the fact that the relation between
financial turmoil and our estimated DCCs appears to have been less tight before financialization (Fig.
3).
Global demand Turning to the possible role of market fundamentals, a trend that is common to
a well-diversified basket of commodities is highly unlikely to be due to market-specific supply shocks,
as shown formally by Gilbert (2010). However, common global demand factors may in principle
have played a role. Changes in the pace of global economic growth may have caused both stock and
commodity price fluctuations. Previously mentioned empirical work aimed at explaining increasing
correlation between the indices S&P-GSCI and S&P500 (Bu¨yu¨ks¸ahin and Robe, 2013) has indeed
9Defined as the exchange of financial instruments which passively track a commodity index, which is a weighted
average of different commodity prices
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considered necessary to control for global macroeconomic conditions.
The problem with this ‘real’ explanation is that global macroeconomic factors were at work also
before 2008, when commodities and stocks were uncorrelated. Sustained global economic growth in
early 2000s, for example, didn’t result in positive correlation between agricultural commodities and
equities. Perhaps what can be argued is that exceptionally strong negative macroeconomic shocks
(like the global recession of 2008-2009) may cause demand for different real and financial assets, which
are usually unrelated, to go down together during a deep recession. This interpretation seems more
plausible, but it appears to clash with the fact that the correlation remained relevant in 2010-2012.
Inflation Inflation is another possible determinant of the correlation. Higher inflation expectations
could increase demand for both stocks and commodities, because of decreasing willingness to hold
cash. However, visual inspection of Figs.1 and 9 doesn’t support this idea. Periods of high inflation in
OECD countries (as the mid-Seventies) are not associated with particularly high correlation between
equities and commodities in our sample, while inflation was decreasing during the Early Eighties and
low in recent years.
Monetary Expansion The hypothesis that monetary expansion positively affect stock prices has
been advanced by several authors of different inspiration (see for example the review in Sellin, 2001).
Monetary expansion is also mentioned in the literature on recent agricultural price trends. The idea
that increases in the quantity of money automatically trigger increases in goods’ prices, as argued
by monetarist scholars drawing on the so-called Fisher equation (Fisher, 1911; Friedman, 1987), is
based on the assumption of full-employment. In our sample advanced economies were not constantly
near to full employment (not to mention emerging economies). Yet, sensitivity of agricultural prices
to monetary expansion can be justified on different grounds, namely on the basis of supply-side
bottlenecks. Since the supply of agricultural goods is extremely rigid in the short run, while their
prices are rather flexible, an increase in demand due to monetary expansion is likely to result in a
significant increase in prices. Furthermore, monetary expansion could influence agricultural prices
through the speculative channel. Gilbert (2010) presents empirical evidence suggesting that monetary
growth (measured by the M3 aggregate) has influenced agricultural price dynamics in the last four
decades and that in the second half of the 2000s the channel through which this influence was exerted
was financial investment in commodity futures. It is thus possible to hypothesize that monetary
expansion may have influenced demand for both stocks and agricultural goods, resulting in positive
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correlation between their prices.
It is important to note, however, that the problem of whether the quantity of money should be
considered endogenous or exogenous is relevant in interpreting empirical results pointing to a positive
relation between monetary expansion and agricultural prices. Of course if one admits that money
is endogenous10, then there is an element of reverse causality: higher (cost-driven) inflation due to
rising commodity prices causes an increase in demand for money which, given the interest rate set
by the Central Bank, determines the quantity of money in the system (Lavoie, 2006). Of course in
this framework reverse causality affects also the relation between money expansion and stock prices:
increases in equity prices can result in higher demand for money.
Exchange rates Both commodities and US-listed stocks are priced in US Dollars. Their prices can
therefore be influenced by fluctuations in the value of the ‘greenback’ . If, ceteris paribus, real values
are to remain unchanged, depreciations (appreciations) in the measuring rod should be compensated
by increases (declines) in nominal prices. If this was the case, exchange rate fluctuations could result
in positively correlated movements of commodity and stock prices. Of course, things are not that
simple. While in the case of agricultural prices both theory and empirical evidence largely point to
a negative relation with the US Dollar exchange rate (as explained for example by Gilbert, 2010), in
the case of US equities both theoretical links and empirical evidence are far more ambiguous. For
example, an upward trend in the US dollar exchange rate could induce investors to buy US stocks if
they expect the trend to continue. Furthermore, exchange rate changes can affect in a different way
the expected profits of different firms, thus affecting the market valuation of their shares. Moreover,
reverse causality is likely to play a role. What matters for our analysis is that if US stock prices are,
at least in some periods, negatively related to the value of the US Dollar, then rising volatility in its
exchange rate is a possible cause for higher correlation between commodities and equities.
As shown in Figure 11, the period of positive equity-commodity correlation in the Early Eighties
coincided with a strong appreciation of the US Dollar, which resulted in high exchange rate volatility.
It thus seems reasonable to speculate that exchange rate fluctuations may have played a part in
connecting agricultural prices to stock market dynamics in the first half of the Eighties. Volatility in
the US Dollar exchange rate increased dramatically also in late 2008, because of a steep appreciation
10Even if we leave aside theoretical considerations, there is a compelling practical reason to consider money as
endogenous in our period of interest. All main central banks have generally been following, explicitly or implicitly,
some kind of inflation-targeting rule. They set the interest rate according to the desired inflation rate (possibly taking
into account also considerations related to output and unemployment) and then accommodate the resulting demand for
money. It appears really difficult, within this policy framework, to consider the quantity of money as exogenous.
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due to financial panic, suggesting that also the new increase in equity-commodity correlation could
be somehow related to currency movements. However, two rather compelling objections can be made.
The first is that exchange-rate volatility declined in 2010-2012, while commodity-equity correlation
remained rather high. The second is that during the late-2008 financial crash falls in stock prices were
certainly not driven by exchange rate movements. More plausibly, it was financial market dynamics
that affected exchange rate movements immediately after the Lehman bankruptcy.
4 Empirical test
In what follows, we test empirically the impact of the factors discussed above on the time-varying
correlation between agricultural commodities and equities. We do so by using the DCC calculated in
Section 2 as the dependent variable in an Autoregressive Distributed Lag (ARDL) model.
Data Our proxy for financial turmoil is the so-called ‘TED spread’ , which is the difference between
the interest rate on interbank loans (as measured by the LIBOR) and on short-term US government
debt (measured by yields on 3-month Treasury bills). Given that the short term T-Bill rate is univer-
sally considered as the best approximation to the risk-less interest rate, the TED spread represents the
risk-premium on interbank lending. That is why it is widely considered a good measure of perceived
systemic risk in financial markets.
As an indicator of the degree of financialization, we employ the share of reportable positions
attributed to financial institutions in agricultural derivatives exchanges (as opposed to commercial
operators using derivatives to hedge their transactions on the physical market). Among financial in-
vestors, we distinguish between commodity index traders (CIT) and other financial actors (which we
term “money managers”)11.
As a proxy for global demand for commodities, we employ the index of global real economic activ-
ity in industrial commodity markets, proposed and calculated by Kilian (2009)12 on the basis of dry
cargo ocean freight rates.
Core inflation in OECD countries13 is measured by percentage changes in the Consumer Price
Index excluding food and energy. As a proxy for monetary expansion, we employ changes in the
11These two categories will be defined later.
12As Kilian (2009) writes, his index is “a measure of the component of worldwide real economic activity that drives
demand for industrial commodities in global markets.”
13We focus on OECD countries because we are using data on Western commodity exchanges.
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Table 1: P-value for the null hypothesis of non-stationarity of the DCC series
(Jul.1986 - Jul.2013)
Corn Wheat Soybeans Soy. Oil Soy. Meal Oats Rice Cotton
0.48 1.0 · 10−3 0.24 0.73 0.14 0.30 0.72 0.66
Cocoa Coffee Or. Juice Sugar L.Cattle Lean Hogs F.Cattle Lumber
0.38 0.65 0.77 1.1 · 10−15 0.04 0.06 0.02 2.1 · 10−30
(P-value computed through an Augmented Dickey Fuller (ADF) unit-root test.)
quantity of broad money in OECD countries, as measured by the M3 aggregate.
US Dollar exchange rate fluctuations can be measured through trade-weighted indices. Here we
employ the ‘Trade Weighted US Dollar Index’ against Major Currencies (TWEXM) calculated by
the Federal Reserve, which is available at a weekly frequency since January 1973. We measure its
volatility by taking 12-weeks standard deviations.
A more detailed description of the dataset and a list of all sources is provided in Appendix A.
Some of these variables are available only at weekly or monthly frequencies. We take weekly obser-
vations of all variables14, after interpolating monthly series (the Kilian Index, M3 and core inflation)
by assuming linear growth between weeks of the same month. We limit our empirical analysis to the
period 1986-2013, for which all our variables of interest are available.
Stationarity and structural breaks As suggested by visual inspection of Figs.1 and 2, almost
all the DCCs present a structural break in late 2008. ADF unit-root tests Said and Dickey (1984)
reveal that we cannot reject at any conventional level the null of non-stationarity for 10 agricultural
commodities out of 16 (Table 1). However, after accounting for the upward shift in late 2008 the
series become stationary. Indeed if we regress the DCCs on a dummy which is equal to 0 before the
bankruptcy of Lehman Brothers and 1 afterwards we obtain stationary residuals (Table 2). We will
use these stationary residuals as the dependent variable in our analysis, which is of course equivalent
to including the “Post-Lehman dummy” in our regressions15.
14In the case of the DCCs, we calculate them again on weekly returns on agricultural prices and on S&P500
15Another way to deal with non-stationarity, without having to include the Post-Lehman dummy, would have been
to follow the approach proposed by Pesaran and Shin (1999), which show that in the presence of a single cointegrating
relationship, ARDL models can be used to obtain consistent estimates even if some variables are integrated of order 1.
(This approach is followed by Bu¨yu¨ks¸ahin and Robe (2013).) However, we don’t find significant evidence of cointegration
between our variables of interest, so it would not be legitimate, in our case, to follow this approach.
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Table 2: P-value for the null hypothesis of non-stationarity of the DCC series after controlling for the
late-2008 structural break (Jul.1986 - Jul.2013)
Corn Wheat Soybeans Soy. Oil Soy. Meal Oats Rice Cotton
0.07 3.1 · 10−6 8.0 · 10−3 3.1 · 10−3 2.8 · 10−3 0.05 0.10 0.01
Cocoa Coffee Or. Juice Sugar L.Cattle Lean Hogs F.Cattle Lumber
0.01 0.04 0.03 2.9 · 10−17 1.3 · 10−4 0.06 0.01 2.1 · 10−30
(ADF unit-root test on the residuals from the regression of the DCC series on the ’post-Lehman
dummy’)
Estimation and results We estimate the following ARDL model:
DCCi,t = β0,i + β1,iDCCi,t−1 + β2,iSHIPt + β3,iSHIPt−1 + β4,iTEDt+
+ β5,iTEDt−1 + β6,iM3t + β7,iM3t−1 + β8,iCPIt + β9,iCPIt−1+
+ β10,iUSD Vt + β11,iUSD Vt−1 + β12,iLehmant + i,t (1)
Where DCCi,t is the DCC between agricultural commodity i and the S&P500 index at week t; SHIP
is the Kilian index of global real economic activity in commodity markets; TED is the TED spread;
M3 is the increase in the monetary aggregate M3 in OECD countries; CPI is the change in the Con-
sumer Price Index excluding food and energy for OECD countries; USD V is the 12-weeks standard
deviation in the US dollar trade-weighted exchange rate index; Lehman is a dummy which is equal to
0 before September 15, 2008 and 1 afterwards;  is a random disturbance. In this first stage we have
excluded financialization of commodity derivatives markets from the analysis, since comprehensive
data on the composition of trading in derivatives markets are available only for the period after 2006
(see Appendix A). They will be introduced in the next paragraph. Usual selection criteria (Schwartz
and Akaike) suggested the introduction of just one lag of each variable. Results are summarized in
Tables 7 and 8.
For most agricultural commodities in our sample the correlation with the S&P500 index is in-
creasing in the current level of financial turmoil. The contemporaneous effect of TED on the DCC is
positive and significant at the 99% confidence level for all grains (with the exception of oats, for which
it is significant at the 95% level), cotton and sugar and at the 90% level for coffee, orange juice and
feeder cattle. However, financial turmoil doesn’t seem to affect the correlation of cocoa, live cattle,
lean hogs and lumber with stock market dynamics.
For those cases in which the contemporaneous effect of TED is positive and significant (12 com-
13
Table 3: Long-run multiplier for the effect of TED spread on the DCC with S&P500
(expressed in standard deviations from the mean - sample period: Jul.1986-Jul.2013)
Corn Wheat Soybeans Soy. Oil Soy. Meal Oats Rice
0.70 0.49 0.45 0.15 0.29 0.53 0.11
Cotton Coffee Or. Juice Sugar Feeder Cattle Average
0.85 0.26 0.34 0.28 1.25 0.48
Note: The long-run multiplier is β4+β51−β1 - see eq.(1)
modities out of 16) the coefficient of the lagged value of TED is negative and significant, and lower
in absolute value than the contemporaneous one. An adjustment process seems to be at work: a
surge in the correlation, due to contemporaneous financial turmoil, tends to be partially corrected by
a subsequent decrease. Long-run coefficients for the TED variable for those commodities for which
β4 was found to be significant are reported in Table 3. On average for all commodities for which the
effect of TED is significant, the long-run multiplier is 0.48, which means that an increase of one stan-
dard deviation in the TED spread tends to be associated with a cumulated increase of 0.48 standard
deviations in the weekly DCC.
Global macroeconomic conditions seem to exert a much weaker effect. The coefficient of the Kilian
index is negative as expected and significant at the 95% confidence level only for soybeans, soybean
meal and lean hogs and at the 90% level for soybean oil, while it is positive and significant at the 90%
level for coffee and not significant at any conventional level for the remaining 11 commodities.
Exchange rates, inflation and monetary expansion don’t appear to exert any effect on our DCCs:
the coefficients of CPI and M3 are significant only for live cattle, and with a “wrong” negative sign
which doesn’t seem to make much sense and probably arose our of randomness.
The dummy accounting for the post-Lehman period is positive and highly significant for all com-
modities except lean hogs, feeder cattle and lumber.
The high (but below-unity) autoregressive coefficient that we find in the DCCs of all commodities
is likely to be partly due to the way in which the DCC is calculated (as said in section 2, it can be seen
as a weighted average of current and past correlations) but also to the persistence of the phenomenon.
This is revealed by differences among commodities: while most AR(1) coefficients are above 0.9, the
ones for the DCCs of sugar and lumber are respectively 0.8 and 0.5. These differences cannot be
explained by the way the DCC is calculated, which is obviously the same for all commodities.
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Interaction with financialized commodity markets As previously pointed out, while financial-
ization alone didn’t imply increasing correlation between equities and agricultural commodities, the
combination of financialization and financial crisis may explain the recent increase in correlation. In
other words, financial turmoil may be more powerfully transmitted to agricultural prices when most
trades in agricultural exchanges are made by financial investors. We test whether the effect of financial
turmoil on the DCCs of agricultural prices with stock market returns is increasing in financialization,
by including in our ARDL model an interaction term. We do so for the commodities for which data
on the composition of derivatives markets are available and for which the impact of the variable TED
on the DCC proved to be significant. We are forced to restrict our analysis to the 2006-2013 period
because of data availability (see appendix). We exclude changes in M3, exchange rates and inflation
from the analysis, since they were shown to have no effect on the DCC. We thus estimate the following
model
DCCi,t = β0,i + β1,iDCCi,t−1 + β2,iSHIPt + β3,iSHIPt−1+
+ (β4,1 + β5,iFinanciali,t)TEDt + (β6,i + β7,iFinanciali,t−1)TEDt−1+
+ β8,iLehmant + i,t (2)
in which Financiali,t is the share of financial investors in total reportable positions in week t in the US
agricultural exchange where commodity i is traded. If the interaction term β5,i (β7,i) is positive and
significant, it means that the effect of current (lagged) financial turmoil on the correlation between
commodity i and S&P500 is increasing in the share of financial investors in the futures market.
Results are reported in Table 9. The contemporaneous interaction term β5,i is positive and sig-
nificant at the 95% confidence level for corn, wheat, soybean oil, cotton, cocoa, and feeder cattle and
at the 90% confidence level for soybeans, while it is not significant for coffee and sugar and negative
for feeder cattle. For example, an increase of one standard deviation in the TED spread is associated,
ceteris paribus, with an increase of 0.1 standard deviations in the DCC between wheat price and
S&P500 in the same week, while in the presence of a one-standard deviation increase in financializa-
tion, the same increase in TED determines an increase of 0.2 standard deviations in the DCC. Also
in this case there tends to be a partial correction in the subsequent week (since the coefficient for the
lagged value is negative and significant).
On average across commodities, the long-run coefficient of TED is 0.5 and it tends to increase by
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Table 4: Long-run multiplier for the effect of TED spread on the DCC with S&P500
(expressed in standard deviations from the mean - sample period: Jan.2006-Jul.2013)
keeping Financial constant
Corn Wheat Soybeans Soy. Oil Cotton
0.47 0.24 1.10 0.22 0.24
Cocoa Coffee Sugar Feeder Cattle Average
0.67 0.18 0.45 1.15 0.53
when Financial increases by one standard deviation
Corn Wheat Soybeans Soy. Oil Cotton
0.88 1.29 2.04 0.29 0.18
Cocoa Coffee Sugar Feeder Cattle Average
1.51 0.37 0.79 1.65 1.00
Note: The long-run multiplier is (β4+β6)+(β5+β7)·∆Financial1−β1 - see eq.(2)
0.5 for each standard deviation increase in the variable Financial (Table 4)
Commodity index traders and money managers Financial investors operating in commodity
derivatives markets can be divided into (at least) two categories, commodity index traders and money
managers.
Commodity index traders follow a passive strategy, aimed at gaining a broad exposure to com-
modities as an asset class. They do so by tracking a commodity index, which is a weighted average
of different commodity prices, with fixed weights (mainly) dependent on world production and up-
dated once a year. The most tracked commodity indices are the Standard & Poors-Goldman Sachs
Commodity Index (S&P-GSCI) and the Deutsche Bank Liquid Commodity Index (DBLCI). To in-
vest in these indices, investors buy financial instruments whose value is proportional to the value of
the chosen index. These instruments - swap agreements, ETFs and ETNs - are typically offered by
large financial institutions. These institutions buy commodity futures contracts in order to hedge
their commitment with their clients. By contrast, we term money managers financial investors who
don’t track a commodity index, but instead actively buy and sell futures contracts in an attempt to
anticipate price changes and/or to diversify their portfolio.
Public data about the composition of agricultural derivatives markets (see Appendix) allow us to
isolate, among positions of financial investors, the ones attributable to commodity index traders. As
already mentioned, Bu¨yu¨ks¸ahin and Robe (2013) found that the correlation between the broad com-
modity index S&P-GSCI and the S&P500 index rises amid greater partecipation by money managers
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(and in particular hedge funds) in commodity derivatives markets, while index traders seem to exert
no such effect. In order to assess the relative importance of money managers and index traders in the
agricultural markets in our sample, we estimate the following ARDL model
DCCi,t = β0,i + β1,iDCCi,t−1 + β2,iSHIPt + β3,iSHIPt−1+
+ (β4,i + β5,iMMi,t + β6,iCITi,t)TEDt+
+ (β7,i + β8,iMMi,t−1 + β9,iCITi,t−1)TEDt−1 + β10,iLehmant + i,t (3)
in which MM is the share of reportable positions attributed to money managers and CIT is the share
of commodity index traders. Of course the interpretation of the interaction terms (β5, β6, β8 and β9)
is totally analogous to the one that we put forward in discussing eq.(2).
Results, summarized in Table 10, seem to suggest that money managers play a more important
role than index traders in linking agricultural prices to stock market dynamics. The contemporaneous
interaction term β5 (related to money managers) is positive and significant at the 95% confidence
level in all markets but two (coffee and feeder cattle - for which in the preceding stage of the analysis
we didn’t find evidence of an impact of financialization on the TED coefficient) and its average value
(excluding these two cases) is 0.08. β6 (the contemporaneous interaction term related to CIT), instead,
is positive and significant at the 95% confidence level only in two cases (cocoa and sugar) and at only
the 90% confidence level in other two cases (wheat and coffee). Its average in these four cases is 0.10
(but if we exclude sugar it falls to 0.06). The lagged interaction term β8 (relative to money managers)
is negative and significant at the 95% level in four cases (suggesting, as already discussed, a partial
correction process), positive and significant at the 95% level in two cases and not significant at any
conventional level in three cases. Its average value across all markets is −0.03. The lagged interaction
term related to CIT, β9, is positive and significant in three cases (two of which at the 95% level),
negative and significant in two cases and not significant at any conventional level in four cases.
On average across all commodities in the sample, the long-run coefficient for the effect of financial
turmoil on the DCC tends to increase by 0.29 (a 57% increase) for each standard deviation increase
in the market share of money managers and by 0.36 (+71%) for each standard deviation increase in
the market share of commodity index traders. However, if we exclude the cocoa market, in which
the impact of index traders seems to be particularly strong, these averages become 0.34 (+65%) for
money managers and 0.12 (+24%) for index traders (Table 5).
17
Table 5: Long-run multiplier for the effect of TED spread on the DCC with S&P500
(expressed in standard deviations from the mean - sample period: Jan.2006-Jul.2013)
keeping both MM and CIT fixed
Corn Wheat Soybeans Soy. Oil Cotton
0.41 0.23 0.98 0.26 0.23
Cocoa Coffee Sugar Feeder Cattle Average
0.49 0.20 1.82 0.03 0.52 (0.52∗)
when MM increases by one standard deviation
Corn Wheat Soybeans Soy. Oil Cotton
0.77 1.26 1.99 0.26 0.16
Cocoa Coffee Sugar Feeder Cattle Average
0.40 0.45 1.90 0.04 0.81 (0.85∗)
when CIT increases by one standard deviation
Corn Wheat Soybeans Soy. Oil Cotton
0.59 0.48 1.09 0.45 0.17
Cocoa Coffee Sugar Feeder Cattle Average
3.05 0.34 1.97 0.05 0.88 (0.64∗)
Note: The long-run multiplier is (β4+β7)+(β5+β8)·∆MM+(β6+β9)·∆CIT1−β1 - see eq.(3).
* Excluding cocoa.
Summing up, in the short run money managers appear to be more important than commodity
index traders in transmitting financial shocks to agricultural markets. The interaction term relative
to money managers was found to be significant in more markets and with an higher marginal effect.
However, for those market in which it is positive and significant - 6 out of 9 (wheat, soybeans, soybean
oil, cocoa, coffee and sugar) if we consider both the contemporaneous and the lagged interaction term
and a 90% confidence level - the effect of commodity index trading seems to be greater in the long-
than in the short-run.
Concluding Remarks
We have studied the time-varying correlation of 16 agricultural prices with stock market dynamics
by means of a Dynamic Conditional Correlation (DCC) approach (Engle, 2002). On average across
commodities, the correlation has fluctuated mildly in the last five decades, oscillating mainly in the
range between zero and 0.1, with the only exception of the Early Eighties, before rising dramatically
in late 2008. While this trend is rather general in our sample, two commodities, namely lean hogs
and lumber, appear to have behaved differently, with positive (although fluctuating) correlation also
18
before the crisis, and no dramatic increase in recent years.
We have then discussed the possible role of financial, macroeconomic and monetary factors in
driving this time-varying relation. We have argued that an explanation based on a combination of fi-
nancialization and financial turmoil seems most convincing and consistent with the empirical evidence,
while we have highlighted some theoretical and empirical problems with claims that macroeconomic
and monetary factors were the most important.
We tested empirically the influence of the discussed factors. The DCC of each agricultural com-
modity with the stock index S&P500 was employed as the dependent variable in an ARDL model. For
most agricultural commodities in our sample (12 out of 16), the correlation with the S&P500 index
is increasing in the current level of financial turmoil (measured by the TED spread). The effect of
financial turmoil seems to be stronger in grain markets, weaker in softs and livestocks and absent in
the market of lumber. Deteriorating macroeconomic fundamentals appear to be significantly related
to the DCCs only in few markets (3 out of 16 at the 95% confidence level), while monetary factors
(inflation and monetary expansion) don’t appear to exert any influence.
We also found that the impact of financial shocks on the correlation between agricultural com-
modities and equities is increasing in the market share of financial investors in agricultural derivatives
markets (which is our proxy for financialization). In other words, financial turmoil appears to be more
powerfully transmitted to agricultural prices when most trades in agricultural exchanges are made by
financial investors. Distinguishing between different types of financial investors, we found that in the
short run money managers appear to be more important than commodity index traders in transmit-
ting financial shocks to agricultural markets. However, the effect of index investment appears to be
more apparent in the long than in the short run, suggesting that an analysis of longer time-horizon
correlations may be more appropriate in order to assess the importance of commodity index funds. In
any case, we find that the relative influence of different types of traders seems to vary across markets.
For example the influence of commodity index traders seems to be particularly strong in the cocoa
markets, and relatively weaker in corn and wheat markets.
The evidence provided appears to suggest that increasing correlation between agricultural prices
and stock market dynamics depends on a combination of financialization and financial crisis. This
means that the influence of financial shocks on agricultural prices is likely to decrease as global finan-
cial tensions settle down (consistently with the decrease in the DCCs that we observe since late 2011
- Fig.1). But also that, as long as agricultural derivatives markets are populated mainly by financial
19
investors, it can be expected to rise again when it is less needed, i.e. in the presence of new financial
turmoil.
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Appendix - Dataset and sources
Agricultural futures prices Futures prices for 16 agricultural commodities in US derivatives
exchanges were downloaded from Quandl (http://www.quandl.com/futures). In particular, we
employ data on Corn, Wheat, Soybeans, Soybean Oil, Soybean Meal, Oats and Rough Rice futures
traded on the Chicago Board of Trade (CBOT); Sugar, Coffee, Cocoa, Cotton, Orange Juice futures
traded on the Inter-Continental Exchange (ICE-US); Live Cattle, Lean Hogs, Feeder Cattle and
Lumber futures traded on the Chicago Mercantile Exchange.
For each commodity, the futures price time-series was obtained as an equally weighted average
of the price for all contracts with maturity up to one year ahead (the same procedure adopted in
Silvennoinen and Thorp (2013) and Hong and Yogo (2012)). Returns were calculated as percentage
changes in prices.
Figure 4: Average futures prices (daily data; Jan.1960 - Jul.2013)
Source: Author’s own calculations on Quandl data
Notes: Prices are quoted in cents of dollars per bushel for corn, wheat, soybeans and oats; in cents
per short ton for soybean meal; in cents per pound for soybean oil, cotton, coffee, sugar, orange
juice, feeder cattle, live cattle and lean hogs; in cents per hundredweight for rough rice; in dollars
per metric ton for cocoa; in dollars per 1, 000 board feet for lumber. In the first panel, soybean oil
and rough rice on the right axis; all other grains on the left axis. In the second panel, cocoa on
the right axis, all other commodities on the left axis.
Stock Market Returns The S&P 500 index series was downloaded from Yahoo Finance (http:
//finance.yahoo.com)
TED Spread The TED spread is the difference between the 3-Month London Interbank Offered
Rate (LIBOR) and the 3-Month Treasury Bill secondary market rate. Both series were downloaded
from the Federal Reserve Economic Data (FRED - http://research.stlouisfed.org/fred2).
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(a) value of the index (b) percentage returns on the index
Figure 5: S&P 500 index (Daily data; Jan.1960 - Jul.2013) Source: Yahoo
Finance
Figure 6: TED spread (daily data; Jan.1986 - Jul. 2013) Source: Federal Reserve Economic Data
(FRED)
Kilian index The Kilian Index of global real economic activity in industrial commodity markets
is downloadable from the website of Prof.Kilian at http://www-personal.umich.edu/~lkilian/
paperlinks.html. It is calculated on the basis of dry cargo ocean freight rates (see Kilian (2009) for
details).
Composition of agricultural derivatives markets The share of financial investors in total re-
portable positions in US agricultural exchanges was calculated from the “Committment of Traders -
Commodity Index Trader Supplement”(SCOT), released by the Commodity Futures Trading Com-
mission (CFTC). The SCOT provides a breakdown of each Tuesday’s open interest between non-
commercial traders (excluding commodity index traders), commodity index traders and commercial
hedgers. It is available since 2006 for 12 selected agricultural markets. The SCOT is an improve-
ment over the COT, which is published since 1992 but in which commodity index traders’ posi-
tions are not identifiable and are attributed in part to commercial hedgers and in part to money
managers (implying that a relevant part of the positions taken by financial investors through com-
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Figure 7: Kilian index of global demand for commodities
(monthly data; percent deviations from trend; Jan.1970 - Jul. 2013) Source: Prof. Lutz Kilian
Figure 8: Share of financial investors in reportable positions in US agricultural
exchanges
(weekly data; Jan.2007 - Jul.2013)
Source: CFTC
modity index trading is attributed to commercial operators). The SCOT is available at http:
//www.cftc.gov/MarketReports/index.htm.
Core inflation Changes in the Consumer Price Index excluding food and energy for OECD countries
were downloaded from the OECD database at http://stats.oecd.org/Index.aspx?DatasetCode=
MEI_PRICES.
Broad Money Data on the broad monetary aggregate M3 in OECD countries were downloaded
from the OECD database at http://stats.oecd.org/Index.aspx?DatasetCode=MEI_FIN
US Dollar Exchange Rate As a proxy for the US Dollar exchange rate we employ the ‘Trade
Weighted US Dollar Index’ against major currencies, calculated by the Federal Reserve and available
at the FRED database (http://research.stlouisfed.org/fred2). In order to measure its volatil-
ity, we calculate 12-weeks standard deviations.
All the on-line databases mentioned above were accessed between July and October 2013.
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Figure 9: Core Inflation in OECD Countries. Source: OECD Statistical Database
Consumer Price Index excluding Food and Energy Items - % change on the same period of the previous year
(a) seasonally adjusted index (2005=100) (b) percentage changes
Figure 10: M3 Aggregate in OECD countries (monthly data; Jan.1980 -
Jul.2013) Source: OECD Statistical Database
(a) index (March 1973=100) (b) 12-weeks standard deviation
Figure 11: Trade Weighted US Dollar Index against Major Currencies (weekly
data; Jan.1973 - Jul.2013) Source: Federal Reserve Economic Data
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