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We study for the first time the effects of strong short-range electron-electron interactions in generic
Rarita–Schwinger–Weyl semimetals hosting spin-3/2 electrons with linear dispersion at a four-fold
band crossing point. The emergence of this novel quasiparticle, which is absent in high-energy
physics, has recently been confirmed experimentally in the solid state. We combine symmetry con-
siderations and a perturbative renormalization group analysis to discern three interacting phases
that are prone to emerge in the strongly correlated regime: The chiral topological semimetal breaks
a Z2-symmetry and features four Weyl nodes of monopole charge +1 located at vertices of a tetra-
hedron in momentum space. The s-wave superconducting state opens a Majorana mass gap for the
fermions and is the leading superconducting instability. The Weyl semimetal phase removes the
fourfold degeneracy and creates two Weyl nodes with either equal or opposite chirality depending
on the anisotropy of the band structure. We find that symmetry breaking occurs at weaker coupling
if the total monopole charge remains constant across the transition.
The emergence of massless fermionic quasiparticles as
low-energy degrees of freedom in condensed matter sys-
tems links phenomena from high-energy physics to those
of many-body systems [1]. Semimetals with the Fermi
level close to a high-symmetry band crossing point pro-
vide the closest realization of the relativistic concept of
a particle described by its mass and spin [2]. The explo-
ration of such Fermi points in graphene, ultracold atoms,
Dirac, Weyl, and Luttinger semimetals is on the forefront
of both theoretical and experimental research [3–12].
Very recently, first experimental evidences of emergent
spin-3/2 relativistic fermions with concomitantly large
topological charge have been reported in CoSi, RhSi [13–
15], AlPt [16], and PdBiSe [17]. Since the standard model
of particles does not feature fundamental spin-3/2 parti-
cles, although they appear as composite degrees of free-
dom through ∆-baryons or in conjectured extensions like
supergravity [18, 19], identifying their condensed mat-
ter analogues is key to studying their properties and in-
teractions. In three-dimensional Rarita–Schwinger–Weyl
(RSW) semimetals with fourfold linear band crossing
point at the Fermi level, the universal low-energy k · p
Hamiltonian reads
H(p) = pi(v1Ji + v2J
3
i ). (1)
Here p is the momentum measured from the crossing
point, Ji are the 4×4 spin-3/2 matrices [20], i = 1, 2, 3 =
x, y, z with implicit summation over repeated indices, and
v1,2 are two non-universal material parameters. The term
multiplying v1 is rotationally invariant and proportional
to the helicity operator with eigenvalues ±3/2,±1/2,
making the spin-3/2 character explicit. The second term
is the other scalar (linear in pi) that can be constructed
from the cubic group and reduces rotational symmetry to
the rotational cubic group O for v2 6= 0. Concrete can-
didate materials for realizing H(p) have been proposed
at the transition to a crystalline topological insulator in
antiperovskites [21, 22], for several space groups and ma-
terials in Refs. [23, 24], in transition metal silicides [8],
and for v2 = 0 through a specific tight-binding model
with isotropic spin-orbit coupling on a tricolor lattice in
Ref. [25]. One should expect that generalizing the latter
to anisotropic spin-orbit coupling yields H with v2 6= 0.
Our model in Eq. (1) is idealized in the sense that we do
not assume other band crossings at the Fermi level to be
important for the interacting phases, including interval-
ley coupling to an RSW fermion of opposite chirality.
The impact of short-range interactions in generic RSW
semimetals has not been studied so far. This is somewhat
surprising when compared to the case of quadratic band
touching of spin-3/2 electrons, with Eq. (1) replaced
by the Luttinger Hamiltonian [26, 27], where material
realizations in pyrochlore iridates and half-Heuslers are
rather well-understood, and there exists an extensive lit-
erature on exotic interacting phases resulting from the
higher spin of fermions such as spin-2 or spin-3 Cooper
pairing [28–41] or octupolar magnetism [42–47]. In both
RSW and Luttinger semimetals, weak short range in-
teractions are irrelevant due to the vanishing density of
states at the Fermi point, and so the phases of interest are
at strong coupling. For RSW semimetals, short-range in-
teractions have only been investigated in the exceptional
case of α = 0 [10, 11](defined below), which is qualita-
tively different from H = piJi. In this Letter we aim
to fill the gap in our understanding of interacting RSW
semimetals by applying both general symmetry consid-
erations and an unbiased perturbative renormalization
group (RG) analysis of all competing ordering channels.
Lagrangian and symmetries. For our analysis we
parametrize H slightly different and write
H(p) = pi(Vi + αUi) (2)
with Vi =
1
3 (−7Ji+4J3i ) and Ui = 16 (13Ji−4J3i ) [22]. We
have tr(ViVj) = tr(UiUj) = 4δij and tr(ViUj) = 0. The
chemical potential is at the band crossing point. We set
the Fermi velocity multiplying the term piVi to unity so
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2that the crossing is described by the single parameter α
[50]. For α = 2 the Hamiltonian is rotationally invariant:
Hα=2 = 2piJi. The matrices Vi form a Clifford algebra,
{Vi, Vj} = 2δij14, (3)
where 1N denotes the N×N unit matrix, and so Hα=0 =
piVi is Lorentz invariant. Importantly, however, this
comprises two Weyl points of equal chirality. This is op-
posed to a Dirac Hamiltonian, which decomposes into
Weyl points of opposite chirality in the massless limit.
The many-body physics of interacting RSW electrons
is captured by the Lagrangian
L = ψ†(∂τ +H(−i∇) + e¯a)ψ + 1
2
(∇a)2 + Lshort (4)
with τ imaginary time, ψ the four-component electron
spinor, a the photon that mediates long-range interac-
tions, and e¯ electric charge. Short-range interactions be-
tween electrons are encoded in Lshort. We only need to
consider point-like interaction terms, since terms contain-
ing derivatives of the fermion field are suppressed at the
Fermi point. The most general term is given by [46]
Lshort = g¯1(ψ
†ψ)2 + g¯2
2∑
a=1
(ψ†γaψ)2 + g¯3
5∑
a=3
(ψ†γaψ)2,
(5)
where we introduce five γ-matrices
γ1 =
J2x − J2y√
3
, γ2 = J
2
z −
5
4
14, γ3 =
JzJx + JxJz√
3
, (6)
γ4 =
JyJz + JzJy√
3
, γ5 =
JxJy + JyJx√
3
(7)
satisfying {γa, γb} = 2δab14 with a, b = 1, ..., 5. We define
γab = iγaγb. The three interaction terms proportional to
g¯1, g¯2, g¯3 comprise a Fierz-complete basis of short-range
interactions.
We next discuss the discrete symmetries of the La-
grangian. Time-reversal for the electrons is ψ → T ψ with
T = γ45K and K complex conjugation, so that T 2 = −14.
The Lagrangian is time-reversal invariant. For fixed p we
have {T , H(p)} = 0, and so every eigenvalue E(p) im-
plies an eigenvalue −E(p) for the time-reversed eigenvec-
tor, i.e. particle-hole symmetry of the spectrum. Next
consider the Hermitean operator
W = γ12 = 2√
3
(JxJyJz + JzJyJx), (8)
which squares to unity. We have [Vi,W] = {Ui,W} =
0, implying WHαW = H−α. Furthermore {γ1,2,W} =
[γ3,4,5,W] = 0, and so Lshort is invariant under ψ →
Wψ, which is independent of the chosen Fierz basis [20].
Consequently a sign change α→ −α in L can be undone
by ψ →Wψ, and so we assume α ≥ 0.
band energy α = 0 0 < α < 1 1 < α
1 E+(p) C = −1 C = 3 C = 3
2 E−(p) C = −1 C = −5 C = 1
3 −E−(p) C = 1 C = 5 C = −1
4 −E+(p) C = 1 C = −3 C = −3
monopole charge −2 −2 4
TABLE I: Normal state Chern numbers. Bands are enumer-
ated by decreasing energy eigenvalues, see Eq. (11) with
χ = 0. There is a topological phase transition at α = 1,
where the total monopole charge changes. The case α = 0
corresponds to two overlapping Weyl nodes of equal chirality.
We now determine the topology of the RSW point
node. The eigenvectors |ν(p)〉 of H(p) for fixed p com-
prise two positive and two negative energy bands, which
we label by an index ν. For each band we define the
Berry connection Aν(p) = −i〈ν(p)|∇p|ν(p)〉, pseudo-
magnetic field Bν(p) = ∇p × Aν(p), and Chern num-
ber Cν =
∮
d~Ω ·Bν(p), where the latter surface integral
encloses the origin. In Table I we present Cν as a func-
tion of α together with the total monopole charge of the
Fermi node, defined as the sum of Chern numbers of the
positive energy bands. The system undergoes a topo-
logical phase transition at α = 1, where the monopole
charge changes from −2 to 4. (Note that H(p) features
line nodes for α = 1, which are an artefact of the lin-
ear approximation and can be reduced to point nodes by
including a quadratic term.) For α = 0 we correctly re-
produce the charge of two Weyl nodes of equal chirality.
The curious Chern numbers in the regime 0 < α < 1 do
not seem to have been reported before. Note that while
RSW fermions are often associated with monopole charge
4 as in AlPt or PdBiSe, the case of charge 2 observed in
CoSi/RhSi might also correspond to an RSW fermions.
Chiral topological semimetal. We now characterize the
chiral topological semimetal phase, which constitutes the
first major finding of this work. We verify below that,
given sufficiently strong couplings g¯1,2,3 with right signs,
for α > 0 the system is attracted to the fixed point La-
grangian
L? = ψ
†(∂τ +H)ψ − g¯?(ψ†Wψ)2 (9)
with g¯? > 0. Long-range interactions are included
through a renormalization of the parameters of H. In
the mean field approximation we replace −g¯?(ψ†Wψ)2 →
χ(ψ†Wψ) and are left with noninteracting fermionic
quasiparticles described by the Hamiltonian
Hmf(p) = H(p) + χW. (10)
Note that W is only invariant under the rotational or
chiral tetrahedral group T [20].
3The term χW breaks time-reversal symmetry, but pre-
serves particle-hole symmetry of the energy spectrum.
The positive eigenvalues of Hmf(p) are
E±(p) =
[
χ2 + (1 + α2)p2 ±
(
4χ2p2 + α2
[
4p4
− 3(4− α2)
∑
i<j
p2i p
2
j + 12
√
3χp1p2p3
])1/2]1/2
. (11)
We have E+(p) > 0. The zeros of E−(p) are independent
of α and located at the four vertices of a tetrahedron
according to pn = (χ/
√
3)en with
e1 =
11
1
 , e2 =
−1−1
1
 , e3 =
−11
−1
 , e4 =
 1−1
−1
 .
(12)
The sign of the order parameter χ determines the orien-
tation of the tetrahedron (we may arbitrarily define p1
as the tip of the tetrahedron), breaking a Z2 symmetry.
We give another way to understand the striking α-
independence of the nodal points. The mean-field Hamil-
tonian at p1 reads
Hmf(p1) = χ
(
Oˆ1 +
α√
2
Oˆ2
)
, (13)
with α-independent operators Oˆ1 = (1/
√
3)(V1+V2+V3+√
3W) and Oˆ2 =
√
2/3(U1 +U2 +U3). We have Oˆ
2
1 = Oˆ
2
2
and {Oˆ1, Oˆ2} = 0, and both operators have eigenval-
ues (2,−2, 0, 0). The existence of an α-independent zero
mode of H(p1) requires that Oˆ1 and Oˆ2 have two com-
mon zero modes. Indeed, we find them to be the time-
reversed pair of states |01〉 = 1√6 (i
√
3, 1 − i, 1, 0)T and
|0′1〉 = T |01〉. Similarly, Hmf(pn) for n = 2, 3, 4 has two
α-independent zero modes.
To clarify the nature of the gapless quasiparticles at
the nodal points, we compute Bν(p) for the two bands
with energy ±E−(p) and determine the Chern number C
from the surface integral surrounding pn in momentum
space. At each vertex of the tetrahedron the positive
energy band has C = 1 and the negative energy band
has C = −1, so the total monopole charge is 4. Thus for
α > 1 the phase transition is such that the normal state
charge of +4 is distributed onto four unit charges +1.
For 0 < α < 1, on the other hand, symmetry breaking
implies a topological phase transition which changes the
total monopole charge.
The effective Weyl Hamiltonian that describes excita-
tions with momentum p = pn + δp close to the nodal
points can be obtained from projecting onto the sub-
space spanned by the zero modes |0n〉, |0′n〉, yielding
H
(n)
0 (δp) = v
(n)
ij δpiσj , which constitutes type-I Weyl
nodes. The matrices v(n) are displayed in the supple-
mental material (SM) [20]. The energy close to the nodal
point reads E
(n)
± (δp) = ±
√
δpi(v(n)v(n)T )ijδpj , which
agrees with the expansion of E−(p) from Eq. (11), and
the monopole charge of each Weyl node is consistently
given by sgn[det(v(n))] = sgn(α2) = 1.
Dirac, Majorana, and Weyl mass terms. The search
for fermion bilinears that open a full gap (called ”mass
terms” in the following) gives a useful recipe to identity
energetically favorable ordering patterns and explains
some of the phases found in the perturbative RG analysis.
First consider H = piVi for α = 0. This is not a Dirac
Hamiltonian, and so no Dirac mass term (which would
be a fourth matrix M that anticommutes with all Vi) can
be constructed. To see this note that the Clifford alge-
bra equation {An, Am} = 2δnm14 has two inequivalent
solutions up to orthogonal transformations: One reads
Ai = 12 ⊗ σi, which is a reducible representation due to
its diagonal form. In this case, no fourth anti-commuting
matrix exists. The second solution is A1 = σ1⊗12, A2 =
σ3⊗12, A3 = σ2⊗σ2, A4 = σ2⊗σ1, A5 = σ2⊗σ3, and so
after choosing three matrices to construct a Hamiltonian
piAi, there are two left to form mass terms. The Vi in
RSW semimetals are of the first type [20], implying the
leading (particle-number conserving) instability for α = 0
to have nodes. The Hamiltonian considered in Ref. [11]
reads pi(12 ⊗ σi + βσi ⊗ 12), with β a real parameter,
and so only for β = 0 has overlap with RSW semimet-
als. (The eigenvalues for β > 0 are always isotropic,
and although the eigenvalues of piJi are reproduced for
β = 1/2, the Hamiltonian is different.)
Despite the absence of a Dirac mass term, short-range
interactions can generate a Majorana mass term for ar-
bitrary α, which manifests as an s-wave superconducting
gap. The corresponding effective Lagrangian reads [28]
Lsc = ψ
†(∂τ +H)ψ − gs(ψ†γ45ψ∗)(ψT γ45ψ) (14)
with superconducting gap ∆ ∝ 〈ψT γ45ψ〉. The Majo-
rana mass term appears as the off-diagonal term in the
Bogoliubov–deGennes Hamiltonian, and the fully gapped
energies of quasiparticles are E(p) = ±√E0(p)2 + |∆|2,
with E0(p) the spectrum of H. We verify the superiority
of the s-wave superconductor among all particle-number
non-conserving orders in our perturbative RG computa-
tion below.
Eventually consider adding miVi to the Hamiltonian.
As is well-known, for α = 0 this merely shifts the posi-
tion of the Weyl nodes. For α > 0 on the other hand,
the effect of such a Weyl mass term is far more intrigu-
ing. Assume the minimal free energy to be achieved for
a state with residual rotation symmetry about one axis,
and so only one of the components, say V3, acquires an
expectation value. The zero eigenvalues of the mean-field
4Hamiltonian HV (p) = H(p) +mV3 are located at
pa =
−m
1 + α
(0, 0, 1)T , pb =
−m
1− α (0, 0, 1)
T , (15)
assuming α 6= 1. These momenta correspond to type-
I Weyl nodes with projected 2 × 2 Hamiltonian H(0)n =
v˜
(n)
ij δpiσj with n = a,b. The matrices v˜
(n) are displayed
in the SM [20]. Remarkably, the monopole charge qn
associated to each of the two Weyl nodes is given by
qa = −1, qb = sgn(α− 1). (16)
Consequently, there is a topological phase transition in
the broken phase when crossing α = 1, with the total
monopole charge being −2 for α < 1 and 0 for α > 1.
For α < 1 the monopole charge remains constant upon
condensation of m 6= 0. The identification of this Weyl
semimetal phase constitutes the second major finding of
this work.
Renormalization group. We now analyze the one-loop
RG evolution induced by short-range interactions and the
electric charge using the techniques developed in Ref.
[46] for Luttinger semimetals. We define dimensionless
running couplings by gi = Λ
2g¯i/(2pi
2), e2 = e¯2/(2pi2).
We search for quantum critical points, which manifest
as fixed points of the RG flow where exactly one linear
combination of g1, g2, g3 is a relevant direction. At ev-
ery fixed point, we determine the scaling dimension of
the ten fermion bilinears ψ†Mψ(∗) allowed by symmetry
through coupling a term hψ†Mψ(∗) to the Lagrangian
and determining the flow h˙ = (1+η)h. The bilinear with
the largest susceptibility η condenses at the associated
quantum phase transition [20]. This determination of
phase transitions in RSW semimetals from an unbiased
RG analysis, which undermines the considerations from
the previous paragraphs, constitutes the third major re-
sult of this work.
As pointed out by Isobe and Fu [22], the electric charge
e gives self-energy corrections, but flows to zero. It leads
to an anomalous dimension ∝ e2 for the fermions and,
remarkably, the stable fixed points for the anisotropy are
α = 0 and α = 2.296, whereas α = 2 is unstable. In
real materials, however, the corresponding RG flow may
be stopped by finite volume effects, or charge addition-
ally suppressed by a large dielectric constant. We thus
assume α to be a fixed number, determined by the chem-
ical composition of the compound. We also find that the
coupling of e to g1,2,3 does not induce new effects, and so
we set e = 0 in the following.
Upon varying α we identify three quantum critical
points (labelled W, SC, V), whose critical couplings and
order parameters we summarize in Fig. 1. The large crit-
ical couplings gi,c ∼ 1 are due to the technical irrelevance
of short-range interactions. The fixed points have the fol-
lowing properties: W: Here the ratio of critical couplings
is fixed to be g1 = −g2 = g3 = 2g? > 0, which implies
0.0 0.5 1.0 1.5 2.0 2.5
-2
-1
0
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FIG. 1: Renormalization group fixed points. Upper panel.
Couplings g1, g2, g3 (solid, dashed, dotted line) at the fixed
points W (black), SC (red), and V (blue). At W we have
g1 = −g2 = g3 and so we only show the first coupling. Lower
panel. Susceptibility exponent η of the order parameter at the
fixed points. At W we have η = 3 for 〈ψ†Wψ〉 for all α > 0
(solid black). This is the dominant divergence for α > 0.7,
otherwise the order parameter Ni(α) = 〈ψ†(Vi + κ(α)Ui)ψ〉
with κ(α)  1 has the largest susceptibility (dashed black).
At SC the most divergent channel is the s-wave superconduc-
tor (red line). At V the largest susceptibility exponent, shown
as blue dashed line, corresponds to Ni(α). Since here κ(α)
is generically very small, we can neglect it and only consider
the approximate order parameter 〈ψ†Viψ〉 (solid blue line).
that the system flows to the fixed point Lagrangian in
Eq. (9). The fixed point exists for every α > 0. The
susceptibility exponent of χ = 〈ψ†Wψ〉 is exactly given
by the spatial dimension, ηW = d = 3, which comprises
the leading instability in the regime α ≥ 0.70. SC: This
is a superconducting quantum critical point correspond-
ing to a condensation of φ = 〈ψ†γ45ψ∗〉, which acts as a
Majorana mass term for the fermions. The fixed point
exists for all values of α. V: The fixed point V corre-
sponds to a condensation of 〈ψ†Viψ〉. More precisely, the
order parameter receives a small admixture of Ui accord-
ing to 〈ψ†(Vi + κUi)ψ〉. However, κ = 0 for α = 0 and
κ(α) < 5% in general, so we neglect this effect for the
discussion here, but determine the function κ(α) in the
SM [20]. The fixed point exists for all values of α.
The RG analysis reveals an intriguing interplay be-
tween topology and interactions. First, the critical cou-
plings of W and V are smaller in those regimes where
the total monopole charge does not change across the
transition (α > 2 for W and α < 1 for V), and so no
topological phase transition occurs besides the symme-
try breaking. Second, the critical coupling for W has no
5kink at α = 1 and the scaling dimension of the order
parameter is independent at α, indicating a topological
nature of the ordering. The rearranged monopole struc-
ture in the ordered phases can be revealed experimen-
tally through surface state spectroscopy [7, 8] or optical
response measurements [11, 48]. It will be exciting to
study the interplay of a pair of RSW fermions with op-
posite monopole charge, similar to the interplay of Weyl
nodes in Weyl semimetals [49].
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7Supplemental Material
SPIN-3/2 MATRICES
The spin-3/2 matrices in their standard matrix repre-
sentation read
Jx =

0
√
3
2 0 0√
3
2 0 1 0
0 1 0
√
3
2
0 0
√
3
2 0
 , (S1)
Jy =

0 −i
√
3
2 0 0
i
√
3
2 0 −i 0
0 i 0 −i
√
3
2
0 0 i
√
3
2 0
 , (S2)
Jz =

3
2 0 0 0
0 12 0 0
0 0 − 12 0
0 0 0 − 32
 . (S3)
The matrices satisfy [Ji, Jj ] = iεijkJk and
∑
i J
2
i =
15
4 14,
and all results obtained in the main text result from these
relations. Some insight into the operators that appear in
the analysis can be gained from applying the basis change
S =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 (S4)
with S−1 = ST = S. The spin-3/2 matrices in this frame
(denoted with an overbar) read
J¯x = SJxS =

0 0 0
√
3
2
0 0
√
3
2 0
0
√
3
2 0 1√
3
2 0 1 0
 , (S5)
J¯y = SJyS =

0 0 0 −
√
3
2 i
0 0
√
3
2 i 0
0 −
√
3
2 i 0 i√
3
2 i 0 −i 0
 , (S6)
J¯z = SJzS =

3
2 0 0 0
0 − 32 0 0
0 0 − 12 0
0 0 0 12
 . (S7)
Defining the matrices V¯i and γ¯ as in the main text with
Ji → J¯i we find
V¯1 = 12 ⊗ σ1, V¯2 = −12 ⊗ σ2, V¯3 = 12 ⊗ σ3, (S8)
or
V¯i = 1⊗ σ∗i , (S9)
This clearly shows that the representation of the Clifford
algebra that specifies the Hamiltonian for α = 0 is of the
“first type”. Furthermore, the matrix γ¯45 that enters the
time-reversal operator T¯ = γ¯45K reads
γ¯45 = 12 ⊗ σ2, (S10)
whereas we have
W¯ = γ¯12 = σ2 ⊗ 12. (S11)
EFFECTIVE WEYL HAMILTONIAN AND
MONOPOLE CHARGE
We first construct the effective 2×2 Weyl Hamiltonian
at the nodes pn, n = 1, . . . , 4, in the chiral topological
semimetal phase with α > 0. The two orthogonal zero
modes of Hmf(p1) read
|01〉 = 1√
6

i
√
3
1− i
1
0
 , |0′1〉 = T |01〉 = 1√6

0
i
1− i√
3
 ,
(S12)
with similar expressions for |0n〉 and |0′n〉. From this we
construct the projected Hamiltonian for momenta p =
pn + δp close to one of the nodes according to
H
(n)
0 =
(
〈0n|Hmf(pn + δp)|0n〉 〈0n|Hmf(pn + δp)|0′n〉
〈0′n|Hmf(pn + δp)|0n〉 〈0n|Hmf(pn + δp)|0n〉
)
=
(
〈0n|H(δp)|0n〉 〈0n|H(δp)|0′n〉
〈0′n|H(δp)|0n〉 〈0n|H(δp)|0n〉
)
. (S13)
Note that the n-dependence only results from the n-
dependence of |0n〉 and |0′n〉 due to the linearity of the
Hamiltonian. We arrive at H
(n)
0 = v
(n)
ij δpiσj with
v(1) =
1 + 2α
3
1 0 00 1 0
0 0 1
+ 1− α
3
0 1 11 0 1
1 1 0
 ,
v(2) =
1 + 2α
3
1 0 00 1 0
0 0 1
+ 1− α
3
 0 1 −11 0 −1
−1 −1 0
 ,
v(3) =
1 + 2α
3
−1 0 00 −1 0
0 0 1
+ 1− α
3
 0 1 11 0 −1
−1 1 0
 ,
v(4) =
1 + 2α
3
−1 0 00 −1 0
0 0 1
+ 1− α
3
0 1 −11 0 1
1 −1 0
 .
(S14)
8We have
det(v(n)) = α2 (S15)
for all n = 1, . . . , 4. The resulting monopole charge at
the node pn is qn = sgn[det(v
(n))] = +1 for α > 0.
In the Weyl semimetal phase with m 6= 0 we consider
HV (pn) with n = a,b. Since the x- and y-components of
the nodal points vanish, we have a diagonal mean-field
Hamiltonian at the nodes, namely
HV (pa) =
2mα
1 + α

0 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 0
 , (S16)
HV (pb) =
2mα
1− α

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 . (S17)
The zero modes |0n=a,b〉, |0′n=a,b〉 = T |0n=a,b〉 immedi-
ately follow from this and we again define the projected
Hamiltonian as in Eq. (S13). We find H
(n)
0 = v˜
(n)
ij δpiσj
with
v˜(a) =
1
2
 0 −(2− α) 0−(2− α) 0 0
0 0 2(1 + α)
 , (S18)
v˜(b) =
1
2
 0 2 + α 0−(2 + α) 0 0
0 0 −2(1− α)
 . (S19)
We have
det(v˜(a)) = −1
4
(2− α)2(1 + α), (S20)
det(v˜(b)) = −1
4
(2 + α)2(1− α), (S21)
so that the monopole charges are given by qa =
sgn[det(v˜(a))] = −1 and qb = sgn[det(v˜(b))] = sgn(α−1).
DETAILS OF THE RENORMALIZATION GROUP
ANALYSIS
Perturbative propagator
In order to determine the perturbative propagator
G0(Q) we need to invert
G−10 (Q) = A = iq014 + qi(Vi + αUi) (S22)
with frequency q0. For arbitrary α this can be achieved
with the help of the Cayley–Hamiltonian theorem which
implies that the inverse of the 4× 4 matrix G−10 is given
by
G0(Q) =
1
det(A)
[
1
6
(
[trA]3 − 3(trA)tr(A2) + 2tr(A3)
)
14
− 1
2
(
[trA]2 − tr(A2)
)
A+ (trA)A2 −A3
]
.
(S23)
The electric charge enters the RG beta functions only
through the combination
g′1 = g1 +
e2
2
. (S24)
This is related to the fact that G0(Q) satisfies∫
q0,Ω
G0(Q)
2 = 0, (S25)
where
∫
q0
and
∫
Ω
denote the frequency and angular inte-
gration, respectively. Indeed, given Eq. (S25), the same
reasoning as in Eqs. (A101)-(A104) of Ref [46] can be
applied to show this feature.
Short-range interactions
The RG flow of the couplings g¯i is determined by the
same procedure as laid out for Luttinger semimetals in
Appendix 5 of Ref. [46]. We confine our analysis to local
point-like interaction terms. To incorporate the most
general four-fermion interaction we write the interaction
part of the Lagrangian as
Lshort =
16∑
A=1
g¯A(ψ
†ΣAψ)2, (S26)
where ΣA constitutes an R-basis of Hermitean 4× 4 ma-
trices satisfying tr(ΣAΣB) = 4δAB . The symmetry prop-
erties of H dictate which of the 16 entries of {ΣA} are
independent under RG.
In the rotation invariant case (i.e. for α = 2) we have
L
(rot)
short = g¯1(ψ
†ψ)2 + g¯2(ψγaψ)2
+ g¯J (ψ†Jiψ)2 + g¯W (ψ†Wµψ)2, (S27)
where Ji, γa, Wµ are the three, five, and seven compo-
nents of the irreducible SO(3)-invariant first-, second-,
third-rank tensors made from products of the Ji. They
read
Ji = 2√
5
Ji, (S28)
9and
γ1 =
1√
3
(J2x − J2y ), γ2 = J2z −
5
4
14, (S29)
γ3 =
1√
3
{Jx, Jz}, γ4 = 1√
3
{Jy, Jz}, (S30)
γ5 =
1√
3
{Jx, Jy}, (S31)
and
W1 =
2
√
5
3
(
J3x −
41
20
Jx
)
, (S32)
W2 =
2
√
5
3
(
J3y −
41
20
Jy
)
, (S33)
W3 =
2
√
5
3
(
J3z −
41
20
Jz
)
, (S34)
W4 =
1√
3
{Jx, (J2y − J2z )}, (S35)
W5 =
1√
3
{Jy, (J2z − J2x)}, (S36)
W6 =
1√
3
{Jz, (J2x − J2y )}, (S37)
W7 =
2√
3
(JxJyJz + JzJyJx). (S38)
Note that
W = W7. (S39)
The matrices γa are chosen such that γ1,2,3 are real and
γ4,5 are imaginary. For a very detailed discussion of the
decomposition of interaction vertices in Eq. (S27), also in
the cubic symmetric case, we refer to Ref. [46], where an
identical notation was used to study systems described by
a 4×4 quadratic band touching Hamiltonian. Obviously
the momentum dependence of H does not affect the form
of Lshort and so all observations made in the mentioned
reference are valid here as well.
For α 6= 2 the system is invariant under the rotational
cubic group O only, and the irreducible tensors under
SO(3) need to be subdivided into irreducible representa-
tions of O. We write
~E =
(
γ1
γ2
)
, ~T =
γ3γ4
γ5
 , ~W =
W1W2
W3
 , ~W ′ =
W4W5
W6
 .
(S40)
The set {1, Ea, Ta,Ji,Wi,W ′i ,W7} constitutes an appro-
priate basis of interactions in the cubic case. However,
we are free to replace the elements Ji and Wi by
~V =
1√
5
( ~J + 2 ~W ), (S41)
~U =
1√
5
(2 ~J − ~W ), (S42)
which are the same matrices ~V and ~U as they appear in
H. The set of matrices
{ΣA} = {1, Ea, Ta, Vi, Ui, W ′i ,W7} (S43)
then comprises a computationally advantageous orthogo-
nal R-basis of Hermitean 4×4 matrices with tr(ΣAΣB) =
4δAb. The seven elements in Eq. (S43) allow us to con-
struct seven distinct insulating ordering channels, namely
L1 = g¯1(ψ
†ψ)2, (S44)
L2 = g¯2(ψ
† ~Eψ)2, (S45)
L3 = g¯3(ψ
† ~Tψ)2, (S46)
L4 = g¯4(ψ
†~V ψ)2, (S47)
L5 = g¯5(ψ
†~Uψ)2, (S48)
L6 = g¯6(ψ
† ~W ′ψ)2, (S49)
L7 = g¯7(ψ
†W7ψ)2. (S50)
Only three of these expressions are linearly independent,
and we choose to parametrize the interaction in Lint by
L1,2,3. The remaining four are related to these by the
Fierz identities
L4 = −3
2
L1 − 3
2
L2 +
1
2
L3, (S51)
L5 = −3
2
L1 − 1
2
L3, (S52)
L6 = −3
2
L1 − 1
2
L3, (S53)
L7 = −1
2
L1 +
1
2
L2 − 1
2
L3. (S54)
Note that L5 = L6. In the rotationally invariant case we
have g¯2 = g¯3. Each individual term L1, . . . , L7 is invari-
ant under ψ →Wψ since we have the (anti)commutation
relations
[W, Vi] = [W, Ti] = 0, (S55)
{W, Ui} = {W, Ea} = {W,W ′i} = 0. (S56)
Consequently, the invariance of Lshort under this trans-
formation is independent of the choice of Fierz basis.
We may alternatively express Lshort in terms of the
superconducting channels of the system. The num-
ber of such terms is identical to the number of Fierz-
inequivalent insulating channels. We have
Lshort = g¯sLs + g¯d,ELd,E + g¯d,TLd,T (S57)
with
Ls = (ψ
†γ45ψ∗)(ψTγ45ψ) (S58)
Ld,E =
2∑
a=1
(ψ†γaγ45ψ∗)(ψTγ45γaψ) (S59)
Ld,T =
5∑
a=3
(ψ†γaγ45ψ∗)(ψTγ45γaψ), (S60)
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with the linear relation [28, 46]
Ls =
1
4
(L1 + 2L2 + 3L3),
Ld,E =
1
4
(L1 − 3L3),
Ld,T =
1
4
(L1 − 2L2 − L3).
In the rotationally symmetric case (α = 2) we have
gd,E = gd,T, again reducing the number of independent
couplings to two.
Susceptibility exponents and admixture κ(α)
The susceptibility exponents determine which order
parameter condenses at the quantum critical point de-
scribed by a certain RG fixed point. We define the sus-
ceptibility exponent η = ηM of a fermion bilinear ψ
†Mψ
or ψ†Mψ∗ through the scaling dimension
[hM ] = z + ηM , (S61)
where h = hM is introduced by coupling a term LM =
hM (ψ
†Mψ(∗)) to the Lagrangian. For a detailed discus-
sion which fully applies here see App. 6 of Ref. [46]. In
our case z = 1 is the trivial dynamic critical exponent due
to e = 0 at the fixed point. Importantly, for each fixed
point we have to test every ordering channel individually
and determine the one with the largest susceptibility. On
the other hand, due to cubic symmetry, we can restrict
to the ten distinct cubic channels. For this purpose we
couple
L1 = h1(ψ
†ψ), (S62)
LE = hE(ψ
†γ1ψ), (S63)
LT = hT (ψ
†γ3ψ), (S64)
LV = hV (ψ
†V1ψ), (S65)
LU = hU (ψ
†U1ψ), (S66)
LW ′ = hW ′(ψ
†W4ψ), (S67)
LW = hW(ψ†W7ψ), (S68)
Ls = hs(ψ
†γ45ψ∗), (S69)
Ld,E = hd,E(ψ
†γ1γ45ψ∗), (S70)
Ld,T = hd,T(ψ
†γ3γ45ψ∗) (S71)
to the Lagrangian and determine the corresponding flow
equations h˙M = (z + ηM )hM to read off the susceptibili-
ties.
To give some example we present the susceptibilities
for the analytically tractable cases α = 0 and α = 2. For
α = 0 we have
η1 = ηE = ηW = 0, ηT =
2
3
(g′1 − 2g2 − 5g3),
ηV =
2
3
(g′1 + 2g2 − g3), ηU = ηW ′ =
2
3
(g′1 + g3),
ηs = −(g′1 + 2g2 + 3g3), ηd,E = −(g′1 − 3g3),
ηd,T =
1
3
(−g′1 + 2g2 + g3). (S72)
For the rotation invariant case with α = 2 we have
η1 = 0, ηE =
1
5
(g′1 − 4g2 − 3g3),
ηT =
1
5
(g′1 − 2g2 − 5g3), ηW ′ =
43
105
(g′1 + g3)
ηW =
43
105
(g′1 − 2g2 + 3g3), ηs = −
2
3
(g′1 + 2g2 + 3g3),
ηd,E = −1
3
g′1 + g3, ηd,T = −
1
3
(g′1 − 2g2 − g3). (S73)
We omitted ηV and ηU here for a reason that will be
explained in the next paragraph. Further imposing rota-
tion invariance onto the couplings by setting g2 = g3 we
obtain
η1 = 0, ηγa = ηE = ηT =
1
5
(g′1 − 7g2),
ηJ =
4
15
(g′1 + g2), ηW = ηW ′ = ηW =
43
105
(g′1 + g2),
ηs = −2
3
(g′1 + 5g2), ηd = ηd,E = ηd,T = −
1
3
g′1 + g2.
(S74)
As expected, the susceptibilities of different components
of same-rank tensors in Eq. (S26) coincide in the rotation
invariant limit.
In most cases, by coupling a term hM (ψ
†Mψ) to the
Lagrangian while setting hN = 0 for all other matrices
N 6= M , we only generate a running of the coupling hM .
However, if there is a cubic transformation that relates
M and N , this is no longer true. In our case, coupling
a term hV (ψ
†Viψ) to the Lagrangian generates a term
hU (ψ
†Uiψ), and vice versa. Referring once more to Ref.
[46], Eqs. (A110)-(A114) for details, we briefly review
here how to determine the correct scaling behavior.
We write
h(ψ†Viψ)⇒ h(ψ†Viψ) + h
[
ηV (ψ
†Viψ) + a(ψ†Uiψ)
]
,
h(ψ†iUψ)⇒ h(ψ†Uiψ) + h
[
b(ψ†Viψ) + ηU (ψ†Uiψ)
]
,
(S75)
where “⇒” stands for “generates a term under RG”. In
general, a and b depend on α and the couplings gi. We
find that for all values of α we have
a = −K(g′1 + g3), (S76)
b = −K(g′1 + 2g2 − g3) (S77)
with K = K(α) > 0 a positive constant. Some values
are:
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α 0 0.5 1 1.5 2 2.296 2.5 5
K 0 0.12 0.25 0.106 0.057 0.0425 0.035 0.0077
We observe that K is small and vanishes for α → 0 and
α→∞, with a maximum around α ≈ 1.
We introduce Mi = cVi + c
′Ui with real coefficients
such that c2 + c′2 = 1. Obviously, only the ratio κ = c′/c
is of relevance. The maximal (and also the minimal) sus-
ceptibility ηM will then come from a linear combination
that satisfies the self-consistent relation
h(ψ†Miψ)⇒ h(1 + ηM )(ψ†Miψ) (S78)
with ηM = ηV +
c′
c b and
0
!
= c′(ηU − ηV ) + 1
c
(
c2a− c′2b
)
. (S79)
Te last equation is solved by
κ =
c′
c
=
ηU − ηV
2b
±
√
(ηU − ηV )2
4b2
+
a
b
, (S80)
ηM =
ηV + ηU
2
± 1
2
√
(ηU − ηV )2 + 4ab. (S81)
Since we are after the largest susceptibilities, we are in-
terested in the “+” solution of ηM . This corresponds to
choosing “−” in κ at fixed point V, and “+” in κ at fixed
point W. For V we have |κ| < 0.05 with the largest value
around α ∼ 1.25. Consequently, up to a tiny correction
we have
Mi ≈ Vi
at fixed point V. In contrast, at W we find that κ  1
(of order 10) for all α, and so we can regard this case as
Mi ≈ Ui.
The exponent ηM at W is larger than ηW = 3 for α ≤ 0.7.
Flow equations at high-symmetry points
The flow equations for α = 0 read
g˙1 = −2g1 − g22 − 6g2g3 − 5g23 , (S82)
g˙2 = −2g2 + g22 − 2g2g3 − 3g23 , (S83)
g˙3 = −2g3 − 5
3
g22 −
14
3
g2g3 − 3g23 . (S84)
Note that, apart from the trivial term −2g1 in the first
line, g1 and e are absent in these equations. We find the
quantum critical points SC and V given by
SC : (g1, g2, g3)? =
(
− 7
16
,− 3
16
,− 5
16
)
, (S85)
V : (g1, g2, g3)? =
(1
2
,
3
2
,−1
2
)
. (S86)
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FIG. 2: The ratio κ = c′/c that maximizes ηM for the bilinear
ψ†(cVi + c′Ui)ψ at the fixed point V (upper panel) and W
(lower panel). Upper panel. At V we have |κ| < 5% and so
the order parameter is to a very good approximation given
by 〈ψ†Viψ〉. Lower panel. At W the ratio κ  1 is large
and so the corresponding order parameter is approximately
〈ψ†Uiψ〉. However, for α ≥ 0.7, the leading instability at W
is the condensation of χ = 〈ψ†Wψ〉 since ηW = 3 is the larger
susceptibility.
The largest susceptibility exponents at SC and V are ηs =
7/4 = 1.75 and ηV = 8/3 = 2.67, respectively.
In the rotation invariant case (α = 2) we have
g˙1 = − 2g1 − 2
15
g′1g2 −
1
5
g′1g3 −
76
105
g22
− 164
35
g2g3 − 79
35
g23 , (S87)
g˙2 = − 2g2 + 12
35
g′1g2 −
19
35
g′1g3 −
4
15
g22
− 58
35
g2g3 − 15
7
g23 , (S88)
g˙3 = − 2g3 − 38
105
g′1g2 +
17
105
g′1g3 −
24
35
g22
− 272
105
g2g3 − 83
105
g23 . (S89)
The quantum critical points are given by
SC : (g1, g2, g3)? = (−0.841, −0.450, −0.450), (S90)
W : (g1, g2, g3)? = (1.22, −1.22, 1.22), (S91)
V : (g1, g2, g3)? = (3.31, 3.07, −1.20). (S92)
the leading susceptibility exponents are given by ηs =
2.062, ηW = 3 and ηVi = 4.06, respectively. Note that
12
the fixed point W satisfies g1 = −g2 = g3 and ηW = d.
For g2 = g3 the flow equations read
g˙1 = −2g1 − 1
3
g′1g2 −
23
3
g22 , (S93)
g˙2 = −2g2 − 1
5
g′1g2 −
61
15
g22 . (S94)
This set of equations only supports the superconduct-
ing quantum critical point SC. We should think of the
fixed points W and V in this limit as approached in an
anisotropic system with α→ 2 from above or from below.
CUBIC AND TETRAHEDRAL SYMMETRY
GROUP
In this appendix we summarize some properties of the
rotational cubic point group which are relevant for our
analysis. We begin by deriving explicit expressions for
the group elements and then discuss the rotational or
chiral tetrahedral point group.
The cubic point group Oh consists of the transfor-
mations that leave a three-dimensional cube invariant.
Clearly, inversion is such a symmetry transformation. All
other elements of the group can be expressed as a rota-
tion or a rotation combined with an inversion. The “rota-
tional” subgroup O, which is the symmetry group of our
problem at hand, consists of the true rotations. Whereas
Oh consists of 48 elements, there are 24 elements in O.
In the following we consider the three-dimensional rep-
resentation of the group acting on position or momentum
space vectors x = (x1, x2, x3)
T or p = (p1, p2, p3)
T , re-
spectively. The matrices Ji also transform like a vec-
tor under O. The group O is a subgroup of SO(3),
and so every element R ∈ O satisfies RTR = 13 and
det(R) = 1. Every rotation can be specified by an axis
n = (n1, n2, n3)
T and a rotation angle ϕ according to
R(n, ϕ) = 13 + sinϕK + (1− cosϕ)K2 (S95)
with
K =
 0 −nz nynz 0 −nx
−ny nx 0
 . (S96)
The inverse of R(n, ϕ) is R(−n, ϕ), and the self-inverse
elements of O are precisely the ones represented by sym-
metric matrices, which corresponds to rotations by 0o or
180o. If R is an element of O, then IR with inversion
I = diag(−1,−1,−1) is the corresponding element of Oh
that includes an inversion.
We now summarize the 24 group elements of O. The unit element is R1 = 13. We further have the following
symmetry operations:
(i) Three rotations by 180o about a 4-fold axis. The corresponding rotation axes are the x, y, z-axes connecting opposite
faces given by n = (1, 0, 0)T , (0, 1, 0)T , (0, 0, 1)T , which leads to the self-inverse group elements
R2 =
1 0 00 −1 0
0 0 −1
 , R3 =
−1 0 00 1 0
0 0 −1
 , R4 =
−1 0 00 −1 0
0 0 1
 . (S97)
(ii) Eight rotations by 120o about a 3-fold axis. These 3-fold axes are the axes connecting opposite vertices. The sign
of n matters and we have
n =
1√
3
11
1
 , 1√
3
 1−1
1
 , 1√
3
−11
1
 , 1√
3
−1−1
1
 , (S98)
which leads to
R5 =
0 0 11 0 0
0 1 0
 , R6 =
0 −1 00 0 −1
1 0 0
 , R7 =
 0 −1 00 0 1
−1 0 0
 , R8 =
0 0 −11 0 0
0 −1 0
 . (S99)
The inverse elements follow from n→ −n and read
R9 = R
T
5 , R10 = R
T
6 , R11 = R
T
7 , R12 = R
T
8 . (S100)
(iii) Six rotations by 90o about a 4-fold axis. These 4-fold axes are again the x, y, z-axes connecting opposite faces,
13
but this time the sign of n matters. We have n = (1, 0, 0)T , (0, 1, 0)T , (0, 0, 1)T , which leads to
R13 =
1 0 00 0 −1
0 1 0
 , R14 =
 0 0 10 1 0
−1 0 0
 , R15 =
0 −1 01 0 0
0 0 1
 , (S101)
and their inverses with n→ −n and
R16 = R
T
13, R17 = R
T
14, R18 = R
T
15. (S102)
(iv) Six rotations by 180o about a 2-fold axis. The axes are the axes connecting opposite edges. The matrices are
their own inverses and the sign of n does not matter. We have
n =
1√
2
11
0
 , 1√
2
 1−1
0
 , 1√
2
10
1
 , 1√
2
 10
−1
 , 1√
2
01
1
 , 1√
2
 01
−1
 , (S103)
which leads to
R19 =
0 1 01 0 0
0 0 −1
 , R20 =
 0 −1 0−1 0 0
0 0 −1
 , R21 =
0 0 10 −1 0
1 0 0
 , (S104)
R22 =
 0 0 −10 −1 0
−1 0 0
 , R23 =
−1 0 00 0 1
0 1 0
 , R24 =
−1 0 00 0 −1
0 −1 0
 . (S105)
The largest subgroup of O is the rotational tetrahe-
dral group T with 12 elements. It consists of the rota-
tions that leave a tetrahedron invariant. (Note that the
tetrahedral group Td is commonly defined such that it
includes inversion as well, and so it has 24 elements.)
The elements of T are precisely the first twelve R1,...,12
in our notation. The group T leaves the expressions
J1J2J3 + J3J2J1 and p1p2p3 invariant. In contrast, the
remaining twelve elements of O change the sign of these
expressions.
