Abstract. We present a natural deduction calculus for the propositional linear-time temporal logic and prove its correctness. The system extends the natural deduction construction of the classical propositional logic. This will open the prospect to apply our technique as an automatic reasoning tool in a deliberative decision making framework across various AI applications.
Introduction
In this paper we present a natural deduction proof system for the propositional linear-time temporal logic PLTL [7] and establish its correctness. Natural deduction calculi (abbreviated in this paper by 'ND') originally were developed by Gentzen [8] and Jaskowski [9] . Jaskowski-style natural deduction was improved by Fitch [5] and simplified by Quine [14] .
It is notable that further development of such systems was controversial. Although there has been an obvious interest in these ND formalisms as representing a 'natural' way of reasoning, ND systems were often considered as inappropriate for an algorithmic representation [6] . This scepticism is not surprising because in general we can have in the proof formulae that violate the subformula property (often thought as crucial for automated deduction), which requires that in a proof, any formula which occurs in the conclusion of a rule, is a (negation of) subformula of its premises.
As a consequence, ND systems have been primarily studied within the framework of philosophical logic, being widely used in teaching (but again, mostly in the philosophy curriculum) and have been ignored by the automated theoremproving community, where research has mostly concentrated on purely analytic methods such as resolution and tableau based approaches [1] .
Recently, ND systems have been studied within a wider community. One of the most recent examples of the interest in natural deduction is the area of logical frameworks [12] , where the notion of hypothetical judgements, i.e.reasoning from hypothesis, as in natural deduction, is essential. Here, in particular, ND systems have been developed for intuitionistic linear logic [13] .
In this paper we define a natural deduction proof system for the propositional linear-time temporal logic PLTL [7] and establish its correctness. The particular approach to build an ND-calculus we are interested in is described in detail in [2] . It is a modification of Quine's representation of subordinate proof [14] developed for classical propositional and first-order logic. The ND technique initially defined for classical propositional logic was extended to first-order logic [2, 3] . It has also been extended to the non-classical framework of propositional intuitionistic logic [10] , where the proof-searching strategies are based upon the proof-searching strategies for classical propositional natural deduction calculus.
We believe that the goal-directed nature of our proof searching technique opens broad prospects for the application of the method in many AI areas, most notably, in agent engineering [16] .
The paper is organized as follows. In §2 we review the syntax and semantics of PLTL. In §3 we describe the ND for PLTL henceforth referred to as P LT L N D and give an example of the construction of the proof. Subsequently, in §4, we provide the correctness argument. Finally, in §5, we provide concluding remarks and identify future work.
Syntax and Semantics of PLTL
We define the language of PLTL using the following symbols.
-a set, P rop, of atomic propositions: p, q, r, . . . , p 1 ♦ -'at sometime in the future';
g -'at the next moment in time';
The set of well-formed formulae of PLTL, wff P LT L is defined as follows.
Definition 1 (PLTL syntax). For the semantics of PLTL we utilise the notation of [4] . A model for PLTL formulae, is a discrete, linear sequence of states
All atomic propositions (members of Prop
which is isomorphic to the natural numbers, N , and where each state, s i , 0 ≤ i, consists of the propositions that are true in it at the i-th moment of time. If a well-formed formula A is satisfied in the model σ at the moment i then we abbreviate it by σ, i |= A. Below, in Figure 1 , we define the relation |=, where
iff there exists j such that i ≤ j and σ, j |= B and for each 3 Natural Deduction System P LT L N D
Definition 3 (PLTL Validity). A well-formed formula, A, is valid if, and only if,

Extended PLTL Syntax and Semantics
To define the rules of the natural system we extend the syntax of PLTL by introducing labelled formulae. Firstly, we define the set of labels, Lab, as a set of variables interpreted over states of σ:
Let g be a function, which maps the set Lab to N . We then define two binary relations ' ' and 'Next', and the operation as follows.
Definition 4 (Relations ≺, , and N ext, operation ). For x, y ∈ Lab:
it is the 'predecessorsuccessor' relation such that for any i ∈ Lab, there exists j ∈ Lab such that N ext(i, j) (seriality), (4.5) Given a label i, the operation applied to i gives us the label i such that N ext(i, i ).
The following properties follow straightforwardly from Definition 4.
Lemma 1 (Properties and N ext).
Following [15] , the expressions representing the properties of and N ext are called 'relational judgements'. Now we are ready to introduce the P LT L N D syntax. The set Γ in this case is called realisable.
Definition 7 (PLTL N D Validity). A well-formed PLTL N D formula, A = i : B, is valid (abbreviated as |= N D A) if, and only if, the set {A} is realisable in every possible model, for any function f .
It is easy to see that if we ignore the labels then the classes of satisfiable and valid formulae introduced by definitions 2 and 6, 3 and 7 respectively, are identical.
Rules for Boolean Operations
The set of rules is divided into the two classes: elimination and introduction rules. Rules of the first group allow us to simplify formulae to which they are applied. These are rules for the 'elimination' of logical constants. Rules of the second group are aimed at 'building' formulae, introducing new logical constants.
In Figure 2 we define the sets of elimination and introduction rules, where prefixes 'el' and 'in' abbreviate an elimination and an introduction rule, respectively.
Elimination Rules : respectively must be the most recent non discarded [3] assumptions occurring in the proof. When we apply one of these rules on step n and discard an assumption on step m, we also discard all formulae from m to n − 1. We will write [m − (n−1)] to indicate this situation.
Rules for Temporal Logic
In the formulation of the set of elimination and introduction rules for temporal operators we use the notions of flagged and relatively flagged label with the meaning similar to the notions of flagged and relatively flagged variable in first order logic [3] . By saying that the label, j, is flagged, abbreviated as → j, we mean that it is bound to a state and, hence, cannot be rebound to some other state. By saying that a variable i is relatively flagged (bound) by j, abbreviated as j → i we mean that a bounded variable, j, restricts the set of runs for i that is linked to it in the relational judgment, for example i j.
In Figure 3 we define elimination and introduction rules for the temporal logic operators.
Elimination Rules :
Fig. 3. Temporal ND-rules
The condition ∀C(j : C ∈ M 1) in the rules ♦ el , U el1 means that the label j should not occur in the proof in any formula, C, that is marked by M 1. The condition j : A ∈ M 1 in the rules in and U in 3 means that j : A is not marked by M 1. In g el the conclusion i : A is marked by M 1 . In U el2 the expression i
[AB] is used with the following meaning: a variable i in the proof can be marked with [AB] if it has been introduced in the proof as a result of the application of the rule U el1 to i : A U B. In in formula i j must be the most recent assumption, applying the rule on the step n of the proof, we discard i j and all formulae until the step n. Applying the rule U in3 on the step n of the proof, we discard that assumption, i j or j l, which occurs earlier in the proof and all formulae until the step n.
In addition to these we also require the following Induction Rule:
-i j must be the most recent assumption, applying the rule on the step n of the proof, we discard i j and all formulae until the step n.
We also need the following obvious rules. (
The proof commences by the assumption that the left hand side of the implication of (1), (p ⇒ g p), is satisfied in some arbitrary world corresponding to x.
At steps 2 and 3 we introduce two more assumptions which allows us at step 4 to apply the el rule to formulae 1 and 3. The next step, 5, is the application of the induction rule to formulae 2-4. Recall that applying the induction rule we make the variable y flagged, which, in turn, makes x relatively bound. Also, at this step we discard formulae, 3-4, starting from the most recent assumption, 3. At the next step, 6, we apply the ⇒ in rule to 5 discarding formulae 2-5, and the application of the same rule at step 7 gives us the desired proof. At this last step, we discard formulae, this time from the most recent assumption, 1. Since the last formula has the form x :
, and the set of non-discarded assumptions is empty, we have obtained the P LT L N D proof for 1. In the next section we give some more examples of P LT L N D proofs.
In this section we will establish meta-theoretical properties of the PLTL N D system defined above. Namely, we will show that PLTL N D is sound ( §4.1) and complete ( §4.2). Proof. We prove this lemma by induction on the number of PLTL N D rules applied in the proof. Thus, assuming that lemma is correct for the number, n, of the PLTL N D rules, we must show that it is also correct for the n + 1-th rule.
Soundness
The proof is quite obvious for the rules for Booleans. We only show the most interesting case where the rule of ¬ in is applied.
Case ¬ in . Let x : A be an element ofΓ which is the most recent non-discarded assumption in the proof. An application of the rule ¬ in at step m + 1 gives a PLTL N D formula x : ¬A as a conclusion. This means that at some earlier steps of the proof we have y : C and y : ¬C. Here we should consider several subcases that depend on the set to which these contradictory PLTL N D formulae belong. We now prove the lemma for some of these cases. Subcase 1. Assume that both y : C and y : ¬C are in the setΓ but nor y : C neither y : ¬C coincides with x : A. Then the statement that the realisability ofΓ implies the realisability of Λ ∪ {x : ¬A} is true simply becauseΓ is not realisable. Subcase 2. Assume that both y : C and y : ¬C are in the set Λ. Then if the setΓ realisable, the set Λ should be realisable as well. But, as assumed, it is not. So,Γ also can not be realisable. Note thatΓ =Γ ∪ {x : A}. It should be clear that ifΓ is realisable then also {x : ¬A} is. If we think of the setΓ as an initial part of the proof, then the set Λ is empty after the deletion of the corresponding steps of proof. In this case we are done.
Cases with the rules for temporal operators that do not require restrictions on labels can be shown straightforwardly from the semantics. Let us consider cases with the rules that require restrictions, for example, the rule ♦ el .
Case ♦ el . 
Completeness
We will prove the completeness of PLTL N D by showing that every theorem of the following axiomatics for PLTL [7, 4] is a theorem of PLTL N D .
Axioms for PLTL (schemes).
A1. Schemes for classical propositional logic A2.
( To prove the completeness of PLTL N D we first show that every instance of the scheme of the above axiomatics is a theorem of PLTL N D , and, secondly, that given that the assumptions of the rules of the axiomatics have a PLTL N D proof then so do their conclusions.
