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FROBENIUS MANIFOLD STRUCTURES
ON THE SPACES OF ABELIAN INTEGRALS
ROMAN M. FEDOROV
Abstract. Frobenius manifold structures on the spaces of abelian integrals
were constructed by I. Krichever. We use D-modules, deformation theory, and
homological algebra to give a coordinate-free description of these structures.
It turns out that the tangent sheaf multiplication has a cohomological origin,
while the Levi–Civita connection is related to one-dimensional isomonodromic
deformations.
1. Introduction
Frobenius manifolds are manifolds with a flat metric and a multiplication in the
tangent sheaf, subject to some constraints. Frobenius manifolds were introduced by
B. Dubrovin in [D1, D2] as a mathematical framework for deformations of topologi-
cal quantum field theories (see also [D3]). In mathematics Frobenius manifolds arise
in two different situations, corresponding to A-models and B-models in physics. In
an A-model one counts rational curves on a variety; this is also known as Gromov–
Witten invariants. The generating function for these invariants is the potential for
the corresponding Frobenius manifold.
This paper is concerned with B-models. In a B-model one studies deformations
of a certain complex structure (formal or analytic). The best known examples are
extended moduli spaces of Calabi–Yau varieties [BK] and the unfoldings of isolated
singularities [Sai] (see [Sab] for an exposition). We would like to mention that
Frobenius structures are important for mirror symmetry: if two varieties are mirror
dual to each other, then the A-model Frobenius manifold, corresponding to the
first variety, is isomorphic to the B-model Frobenius manifold, corresponding to
the second.
1.1. Moduli spaces of abelian integrals. Examples of Frobenius manifolds are
furnished by Hurwitz spaces. Hurwitz spaces parameterize pairs (X, f), where X is
a smooth complete algebraic curve, f : X → P1. Dubrovin constructed Frobenius
structures on Hurwitz spaces [D3].
Our main object is the following deformation of a Hurwitz space: a space of pairs
(X, f), where f is a multi-valued function such that df is a single-valued meromor-
phic 1-form with prescribed periods and residues. If the periods and residues are
equal to zero, then this space is a Hurwitz space. Our spaces will be called spaces
of abelian integrals.
Krichever constructs in [K1, K2] Frobenius structures on the universal covers of
the spaces of abelian integrals. Our main goal is to give a coordinate-free geometric
description of these Frobenius structures. We also generalize the setup to the case
of multiple poles and non-zero residues in §5. In particular, our generalization
covers the previously untreated case of abelian integrals of the third kind. Our
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approach is based on a D-module push-forward (also known as twisted de Rham
complex; see [Sab, §I.3.3]). It turns out that these structures of Frobenius manifolds
have a nice interpretation: the tangent sheaf multiplication has a cohomological
origin, similar to that of [BK]. The metric and the Levi–Civita connection are
closely related to one-dimensional isomonodromic deformation. (This is not directly
related to isomonodromic deformations used to describe the semi-simple Frobenius
manifolds.)
We are using the approach to Frobenius structures via primitive forms. This
has been invented by K. Saito [Sai]. We would like to mention a striking similarity
between three constructions of Frobenius structures: on the universal unfolding
of isolated singularity [Sai], on the extended moduli space of Calabi–Yau vari-
eties [BK], and our construction. In each case a pencil of connections is obtained
by the (derived) direct image. Our case is, in some sense, intermediate: on the
one hand, singularities are present, on the other hand, our structure is not local, it
depends on the global geometry of a curve. This is why we hope that, generalizing
our construction to higher dimension, we shall provide a bridge between the pic-
tures of Saito and Barannikov–Kontsevich, giving a unified approach to B-model
Frobenius manifolds.
Another interesting feature of our construction is that we get a family of Frobe-
nius manifolds parameterized by the periods of abelian integrals. We also want
to emphasize that there are some new features specific for the higher genus case:
to get a Frobenius structure we need to make a modification of the direct image
(see §3.3).
My interest in the subject was attracted by papers [K2, L]. I would like to thank
D. Arinkin, V. Ginzburg, A. Losev, and I. Mirkovic´ for numerous discussions. A
part of this work was done, while I was visiting Max Planck Institute in Bonn. I
would like to thank it for warm hospitality. I am also grateful to the reviewer for
the valuable comments.
2. Preliminaries and the main construction
2.1. Pencils of connections.
Definition 1. Let p1 : M × P
1 → M be the natural projection, where M is a
complex manifold, P1 = P1
C
. By a pencil of connections on M we mean a pair
(W ,∇), where W → M is a vector bundle, ∇ is a relative flat connection on
V = p∗1W along M with a simple pole along M× {0}.
One interprets a pencil as a family of flat connections on W , parameterized by
P1 \ 0. The condition on the pole implies that this family is of the form ∇∞+Φ/z,
this is why it is called “pencil” (here z is a coordinate on P1). There is a natural
way to construct twisted Frobenius manifold structures on dense open subsets ofM
starting from a pencil of connections, provided this pencil of connections satisfies
some non-degeneracy condition (and, conversely, every Frobenius manifold gives
rise to a pencil of connections). This will be explained in details in §4.1.
2.2. Main objects. Consider a smooth complete algebraic curveX of genus g over
C, let p ∈ X . Denote by (Xˆ, pˆ) the maximal abelian cover of (X, p).
Definition 2. An abelian integral on (X, p) is a function f on Xˆ such that df
descends to a meromorphic differential on X . We define periods of f to be those of
df .
FROBENIUS MANIFOLD STRUCTURES ON THE SPACES OF ABELIAN INTEGRALS 3
Remarks. (1) An abelian integral can be thought as an integral of a meromorphic
form on X . Thus the space of abelian integrals is a one-dimensional affine bundle
over the vector bundle of differential forms.
(2) One can avoid working with abelian integrals by fixing a point p0 ∈ Xˆ.
Then the affine bundle trivializes, a section being the space of abelian integrals
that vanish at p0, see Remark in §5.
To simplify notation, we shall assume first that df has a single pole. We outline
the changes needed in the multi-pole case in §5.
Let n ≥ 1 be an integer. Consider the moduli space Ag,n of triples (X, p, f),
where (X, p) is as above, f is an abelian integral with a single pole of order exactly
n at p (in other words, df is a meromorphic form on X with the only pole at p of
order n+ 1).
The periods of f give a linear map H1(X,Z) → C. One can identify groups
H1(X,Z) locally over the moduli space of curves using the Gauss–Manin connection,
therefore the periods give rise to a foliation onAg,n. Let us fix one of the leaves and
denote its smooth locus by A. Thus, roughly speaking, A parameterizes abelian
integrals with prescribed periods.
Let Aˆ be the moduli space of quadruples (X, p, f,∆), where (X, p, f) ∈ A, ∆
is a subgroup of H1(X,Z) maximal isotropic with respect to the intersection form.
The elements of ∆ will be called a-cycles. Clearly, Aˆ is a cover of A. Our main
result is the following
Theorem. (a) There is a natural pencil of connections on Aˆ.
(b) This pencil of connections gives rise to a twisted Frobenius structure on Aˆ.
Let us comment on the second part. To construct a Frobenius manifold struc-
ture from the pencil of connections one needs a so-called primitive section, which
exist only locally. Another problem is that they are not canonical (see §4.1). It
means that Aˆ is covered by “Frobenius charts”. The tangent sheaf multiplication
is nevertheless canonical. This is what we mean by a twisted Frobenius structure.
It will be discussed in more details in §4.1. We shall further discuss the choice of a
primitive section in §6.
Remarks. (1) We could have worked with fibrations rather than foliations by fixing
a basis in H1(X,Z) (that is, a level structure on the curve). Then the periods give
a global map to C2g and our moduli spaces are the fibers of this map.
(2) A is not algebraic, so we shall work in analytic category. Also, we can
construct a Frobenius structure on the formal completion of A at a point. However,
we wanted to emphasize that our construction is global rather than formal.
2.3. Notation. The following notation will be fixed throughout the paper. Let
ϕ : X → A be the universal curve, that is, the fiber of ϕ over (X, p, f) is X . We
denote by dX the relative differential OX → ΩX/A. We denote by d : OX → ΩX
the usual (absolute) differential.
There is a natural section of ϕ corresponding to p ∈ X , denote it by p˜ ; we can
also view it as a divisor on X. For any integer number k set O(k) = OX(kp˜),
Ω(k) = ΩX/A ⊗ O(k), T (k) = TX/A ⊗ O(k), where ΩX/A is the sheaf of relative
differentials, TX/A is the relative tangent sheaf.
We have a “universal” multi-valued function on X. We denote it again by f ,
hopefully it will not lead to a confusion. Set ω = dXf .
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2.4. Main construction. The fact that the periods of f are fixed shows that df
is a single-valued 1-form on X. Thus
∇ = d+
df
z
is a family of flat connections on OX parameterized by z ∈ P
1\0. We can view ∇ as
a relative D-module on X× (P1 \0). The idea is that we get a pencil of connections
on A by taking the push-forward of ∇ along ϕ× IdP1 . There are two problems we
shall have to go around
(1) Our D-module is not defined at z = 0, and the push-forward is not coherent
near z =∞. Thus some regularization is needed.
(2) We get a vector bundle on A × P1, whose restriction to {m} × P1 is not
trivial, thus it is not a pencil of connections. We shall make some modification
along A× {∞}, this is where we need the additional structure of a-cycles.
We shall denote ϕ× IdP1 , ϕ× IdP1\0 etc. again by ϕ for brevity.
Remarks. (1) For a fixed z we can start with a connection dX +
ω
z along the fibers
of ϕ. Then the condition that the periods of ω are constant is exactly the isomon-
odromic condition for this connection. Thus it can be extended to an absolute
connection. See §4.2 for more on isomonodromic deformation.
(2) If f has zero periods (that is, f is a meromorphic function on X), then one
can extend ∇ to an absolute flat meromorphic connection on X× P1. In this case
we get a Frobenius manifold with Euler field (that is, with a conformal structure).
For details see, e.g. [Sab].
(3) The D-module push-forward can be viewed as taking the cohomology fiber-
wise, with the connection on cohomology being the Gauss–Manin connection. One
can also think about this as a de Rham complex, twisted by ef ; see, e.g. [Sab,
§I.3.3].
2.5. Organization of the paper. In the next section we shall make the ideas
above precise, thus constructing a pencil of connections on Aˆ. In §4 we prove that
the pencil of connections gives rise to Frobenius structures on some open subsets of
Aˆ and calculate these Frobenius structures explicitly, then we present the relation
between our construction and that of [K1, K2]. In §5 we generalize our setup to
the multi-pole case. In §6 we discuss the choices involved in the construction of
Frobenius manifolds from the pencil of connections.
3. The precise construction
Consider the complex
O(−1)
dX+
ω
z−−−−→ Ω(n).
We always place the leftmost term in degree zero. We can view this complex as a
complex of sheaves on X, depending on a parameter z ∈ P1 \0. We can also view it
as a complex of sheaves ofX×(P1\0)-modulesO(−1)⊠OP1\0
dX+ω/z
−−−−−→ Ω(n)⊠OP1\0.
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To regularize the complex at z = 0 we shall patch it on P1 \ {0,∞} with the
complex O(−1)
zdX+ω−−−−−→ Ω(n), using the diagram
(1)
O(−1)
zdX+ω−−−−−→ Ω(n)
=
y × 1zy
O(−1)
dX+
ω
z−−−−→ Ω(n)
This is an isomorphism of complexes if z 6= 0,∞. This construction gives a complex
(2) O(−1)⊠OP1
dX+
ω
z−−−−→ Ω(n)⊠OP1(1).
We shall denote this complex by D• and its restriction to X× {z} by D•z .
Note that the map is OA×P1 -linear. We shall view this complex as an object
in the derived category of complexes of sheaves of ϕ·OA×P1-modules on X × P
1.
Here ϕ· is the sheaf-theoretic inverse image. We shall abuse the language by saying
“complex of sheaves”, where we really mean “complex of sheaves up to a quasi-
isomorphism”. The push-forward ϕ∗D
• is a complex of coherent sheaves (because
ϕ is proper).
3.1. Relation to D-modules. Denote by O(∞) the sheaf of meromorphic func-
tions on X with poles on p˜ of any order. The connection d+ dfz equips O(∞) with
a structure of z-dependent DX-module (z 6= 0).
To calculate its ϕ-push-forward we have to consider the corresponding relative
de Rham complex
(3) O(∞)
dX+
ω
z−−−−→ Ω(∞).
It will be more convenient for us to work with coherent sheaves, so we take a
subcomplex of coherent sheaves
O(k)
dX+
ω
z−−−−→ Ω(k + n+ 1).
One easily checks that it is quasi-isomorphic to (3) at z 6= ∞ for any k ∈ Z. It
follows that ϕ∗D
• has a DA-module structure for z 6= 0,∞ (because it is isomorphic
to a push-forward of a D-module). We shall calculate this structure and see that
it extends to z =∞ and has a simple pole at z = 0.
Our choice of k = −1 is imposed by the fact that in this case the push-forward is
locally free, as we shall see shortly. If, for example, we take k = 0, the push-forward
would have torsion at z =∞ and would not be concentrated in a single homological
dimension.
3.2. Study of ϕ∗D
• in the direction of P1. Now we choose a point m =
(X, p, f0) ∈ A and study the restriction of ϕ∗D
• to {m} × P1. We denote this
restriction again by ϕ∗D
• for brevity. In this and in the next subsections O(k)
stands for OX(kp) and Ω(k) = ΩX(kp).
Lemma 1. ϕ∗D
• is isomorphic to the vector bundle
(4) (⊕g1OP1)⊕
(
⊕g+n−11 OP1(1)
)
placed in degree 1.
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Proof. Let us show first that ϕ∗D
• is a vector bundle concentrated in degree 1. To
this end we fix z 6= 0 and consider the exact sequence
(5) 0→ Ω(n)[1]→ D•z → O(−1)→ 0.
Let us write the corresponding exact sequence of hypercohomology
0→ H0(D•z)→ 0→ H
0(Ω(n))→ H1(D•z)→ H
1(O(−1))→ 0→ H2(D•z)→ 0.
We see that the hypercohomology of D•z are concentrated in degree 1 and the
dimension does not depend on z (it is equal to 2g + n− 1). A similar sequence for
the upper complex in (1) shows that a similar statement is valid near z = 0. Now a
standard argument involving a base change shows that ϕ∗D
• is a locally free sheaf
in degree 1, that is, a vector bundle.
Evaluating the global sections of (2) along P1 first, we come to the following
presentation of the global sections of ϕ∗D
•
H1(O(−1)
(dX ,×ω)
−−−−−→ Ω(n)⊕ Ω(n)).
Using an exact sequence, similar to (5), one checks easily that the dimension of the
space of global sections of ϕ∗D
• is equal to 3g + 2n− 2 = dimϕ∗D
• + (g + n− 1).
The lemma will be proved if we show that (i) the global sections generate the fiber
of ϕ∗D
• at z = 0 and (ii) that there are no global sections, vanishing at both z = 0
and z = ∞. Indeed, every vector bundle on P1 is isomorphic to ⊕iOP1(mi). Now
(i) shows that mi ≥ 0 for all i, and (ii) shows that mi ≤ 1 for all i.
It follows from the base change that the following map of complexes gives rise
to the map from the space of global sections to ϕ∗D
•|z=0
(6)
O(−1)
(dX ,×ω)
−−−−−→ Ω(n)⊕ Ω(n)y (0,1)y
O(−1)
ω
−−−−→ Ω(n).
The second hypercohomology group of the kernel of this map is isomorphic to
H1(Ω(n)) = 0. Hence the induced map on hypercohomology groups is surjective,
and (i) is satisfied.
We also see that the kernel of the map from the space of global sections to
ϕ∗D
•|z=0 is given by the global sections of the first Ω(n) summand.
Now, one writes a map of complexes, analogous to (6) but generating a map
from the space of global sections to ϕ∗D
•|z=∞ and checks that its kernel is given
by the global sections of the second Ω(n) summand. Since these subspaces of global
sections do not intersect, (ii) follows. 
Below we often view ϕ∗D
• as a vector bundle, making the shift by −1 implicit.
Let us denote by Conn0X,p,n the moduli space of degree zero line bundles on X
with a connection such that the connection has a pole of order at most n at p and
no other poles. Denote by C˜onn0X,p,n the universal cover of Conn
0
X,p,n. Note that
Conn0X,p,n is an affine bundle over Pic
0
X .
Lemma 2. There is a natural isomorphism
(7) ϕ∗D
•|z=∞ ≈ C˜onn
0
X,p,n.
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Proof. By the base change LHS is given by H1(O(−1)
d
−→ Ω(n)). It is easy to
see that the natural inclusion of the above complex into O
d
−→ Ω(n) induces an
isomorphism in the first hypercohomology groups. Further, H1(O
d
−→ Ω(n)) is
identified with the tangent space to Conn0X,p,n at zero. The latter space is identified
with the universal cover of Conn0X,p,n. 
Below we always assume the identification (7).
3.3. Improving ϕ∗D
•. According to Definition 1, in order to give rise to a pencil
of connections, ϕ∗D
• has to be isomorphic to p∗1W , where W is a vector bundle on
A. This is impossible, since the restriction of ϕ∗D
• to {m} × P1 is not a trivial
bundle (see Lemma 1). This is easy to cure if g = 0: just twist by OP1(−1). If
g > 0 we need to choose a trivial subbundle in the restriction of ϕ∗D
• to every
m ∈ A.
Let us now recall that we have chosen a space ∆ of a-cycles on X . Note that
every degree zero line bundle has a unique non-singular connection with trivial
a-monodromy. This gives a splitting of the standard exact sequence
(8) 0→ H0(X,Ω(n))→ Conn0X,p,n → Pic
0
X → 0.
Thus, the choice of ∆ gives a splitting
(9) ϕ∗D
•|z=∞ = H
0(X,Ω(n))⊕H1(X,O).
We define V as the subsheaf of ϕ∗D
• whose sections over U ⊂ P1 are given by
Γ(U,V) = {s ∈ Γ(U,ϕ∗D
•) : s|z=∞ ∈ H
1(X,O)}.
Proposition 1. The bundle V is trivial.
Proof. Note that the isomorphism (4) is not canonical but the inclusion of V ′ :=
⊕g+n−11 OP1(1) into ϕ∗D
• is canonical. It is easy to see that the proposition is
equivalent to V ′∞ ∩H
1(X,O) = 0. Thus it is enough to prove that V ′ corresponds
to the connections on the trivial bundle under (7). To prove the claim, we note
that
V ′∞ = {s(∞)|s ∈ H
0(P1, ϕ∗D
•), s(0) = 0}.
Now the claim follows from the proof of Lemma 1 (see diagram (6) and two para-
graphs after it). 
3.4. Globalization. So far we were working with a fixed quadruple (X, p, f0,∆).
Let us now globalize the picture to Aˆ. First we get a vector bundle ϕ∗D
• on
A × P1 with a connection along A with a pole along A × {0}. The restriction of
this connection to A × {z} we denote by ∇z . Modifying ϕ∗D
• at z =∞ as above
we get a vector bundle V on Aˆ×P1, its restriction to any point of Aˆ being a trivial
bundle on P1. Thus V = p∗1W for some vector bundle W on Aˆ.
Theorem 1. (W ,∇) is a pencil of connections on Aˆ in the sense of Definition 1.
Proof. As was explained in §3.1, ϕ∗D
• is equipped with a connection ∇z for z 6=
0,∞, thus V also has a z-dependent connection. It is not hard to show directly
that this connection extends to z =∞ and has a simple pole at z = 0. However, in
the next section we shall calculate both the residue of ∇z at zero and limz→∞∇z
explicitly, completing the proof of the theorem. 
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4. Identifying structures
We shall see shortly that Frobenius structures come from ∇∞ and the residue
of the pencil of connections. Then we shall calculate these parts of the pencil
explicitly. It will yield Theorem 1. It will also follow that this pencil of connections
gives rise to twisted Frobenius manifold structures on Aˆ.
4.1. From pencils of connections to Frobenius manifolds and WDVV
equation. Let (W ,∇) be a pencil of connections on a manifoldM. One interprets
it as a family of flat connections on M, parameterized by P1 \ 0. Our condition on
the pole at zero implies that this family is of the form ∇∞ + Φ/z, where z is the
standard coordinate on P1, ∇∞ is the restriction of ∇ to M × {∞}, Φ is a Higgs
field, that is, an OM-linear map W →W ⊗ ΩM.
Assume now that there exists a primitive section, i.e., a section ρ ofW such that
∇∞ρ = 0 and Φ(ρ, ·) : TM → W is an isomorphism. One uses this isomorphism
to carry ∇∞ and Φ to TM. The former becomes a flat structure ∇˜ on M (it
is automatically without torsion). The latter becomes a commutative associative
multiplication in the tangent sheaf. We denote this multiplication by ◦. The
equation Φ(ρ, e) = ρ defines a unit for ◦. One can show that ◦ does not depend on
the choice of ρ (while ∇˜ does depend).
The last ingredient needed to equipM with a structure of a Frobenius manifold
is a symmetric bilinear product compatible with ∇˜ and ◦. In other words, ∇˜
is the Levi–Civita connection for this metric, while the multiplication operators
are symmetric. These structures altogether make TM into a sheaf of Frobenius
algebras, so that M becomes a Frobenius manifold.
Set a(z) = −z, then giving such a metric is equivalent to a ∇-flat a-symmetric
non-degenerate pairing 〈·, ·〉 : V ⊗ a∗V → OM×P1 , where V is the pull-back of W to
M× P1. Indeed, if s1 and s2 are sections of W , then we have〈(
∇∞ +
Φ
z
)
s1, s2
〉
+
〈
s1,
(
∇∞ −
Φ
z
)
s2
〉
= d 〈s1, s2〉 .
This is equivalent to 〈∇∞s1, s2〉+ 〈s1,∇∞s2〉 = d〈s1, s2〉 and 〈Φs1, s2〉 = 〈s1,Φs2〉.
One then chooses flat coordinates tA on M and shows that there exists locally
on M a potential F such that
〈∂A ◦ ∂B, ∂C〉 = ∇˜∂A∇˜∂B ∇˜∂CF.
The associativity condition for ◦ transforms into WDVV equation for F .
Remark. In the original definition of Frobenius manifold the structures above are
required to be homogeneous, so the Euler field is added to the structures. Thus our
definition is more general, in fact we shall construct non-homogeneous Frobenius
manifolds.
4.1.1. Constructing primitive sections. Let m be a point of M, ρm ∈ Wm be such
that Φ(ρm, ·) : TmM → Wm is an isomorphism. Then we can extend ρm to a
∇∞-flat section ρ of W . Unfortunately, ρ is defined on a universal cover M˜ of M,
thus it gives rise to a Frobenius manifold structure on the open subset of M˜, where
Φ(ρ, ·) is an isomorphism. One easily checks that ◦ descends to M. However, the
metric and ∇˜ do not descend to M. In §6.2 we shall construct primitive sections
on open subsets of M defined up to a scalar, then the flat structures also descend
to these open subsets of M.
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4.2. Isomonodromic deformations. We are going to identify ∇∞ with some
isomonodromic deformation. Thus we shall need some generalities on isomon-
odromy. For more details we refer to [BBT]. Note that there is a standard relation
between isomonodromy and Frobenius manifolds, see [Sab], but it will not be used
in our paper.
Let Y → M be a holomorphic fiber bundle, equipped with a family of mero-
morphic flat connections on fibers (i.e., a relative connection). This family is said
to be isomonodromic if it can be extended to a flat absolute meromorphic connec-
tion on Y. It is known that the family of connections with regular singularities is
isomonodromic if and only if the monodromy does not change.
4.2.1. Universal isomonodromy for line bundles. We shall need a baby version of
isomonodromy, namely, isomonodromy for line bundles with singular connections.
In this case a family of meromorphic connections is isomonodromic if and only if
the monodromy does not change (even if connections have irregular singularities).
Let Mg,n be the moduli space of triples (X, p, x), where X is a curve (which we
assume smooth complete over C), p ∈ X , x is a coordinate to order n at p (that is,
an n-jet of a coordinate). Let Connn →Mg,n be the moduli space of line bundles
with connections with a pole of order at most n at p and no other poles. One
defines the universal isomonodromic connection on this fibration by the following
requirements: a family is isomonodromic if (1) the monodromy representation is
constant and (2) the x-expansion of the polar part of the connection at p does not
change. The existence and uniqueness of such a connection follows easily from the
Riemann–Hilbert correspondence.
4.3. Identifying ∇∞. Let m = (X, p, f0) ∈ A. Let A¯ be the formal completion
of A at m. Recall that in §4.2.1 we defined a fibration Connn → Mg,n. Let
Conn0n → Mg,n be its part corresponding to degree zero line bundles and let
C˜onn0n →Mg,n be its relative universal cover. In other words,
C˜onn0n =
⊔
(X,p,x)
C˜onn0X,p,n,
where C˜onn0X,p,n is defined in §3.2. Consider the diagram
(10)
ϕ∗D
•|A¯×{z=∞} −−−−→ C˜onn
0
ny y
A¯ −−−−→ Mg,n
The lower map is given in the following way: f in the neighborhood of p gives a
polar part of order n. This gives a coordinate to order n. In other words, the
coordinate is x = f−
1
n . Precisely, this coordinate is defined up to a multiplication
by a root of unity. We fix such a choice (this is why we restrict this map to A¯). It
follows from Lemma 2 that this is a pull-back diagram. It follows from §4.2.1 that
the right fibration in (10) is equipped with isomonodromic connection.
Lemma 3. The upper map respects connections. Thus ∇∞ is the pull-back of the
isomonodromic connection.
We delegate the proof to the Appendix.
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We have calculated ∇∞ on ϕ∗D
•. Now we want to understand ∇∞ on V . To
avoid confusion, we shall denote the connection on V by ∇V until the end of this
subsection. Clearly, ∇z = ∇
V
z for z 6=∞.
Lemma 4. (a) ∇V∞ respects splitting (9).
(b) The restriction of ∇V∞ to the universal cover of the space of non-singular con-
nections with trivial a-monodromy is the cover of the isomonodromic connection.
(c) The restriction of ∇V∞ to the space of trivial bundles is described as follows:
a family (O, dX + ρ) is flat if and only if the a-periods of ρ are constant and the
x-expansion of the polar part of ρ is constant.
Proof. (b) Follows from the previous lemma because we do not modify ϕ∗D
• along
this subspace.
(a) By (b) it is enough to prove that the space of trivial bundles is preserved. It fol-
lows from the fact that the sections of V corresponding to trivial bundles at z =∞
correspond to the sections of ϕ∗D
• that vanish at z =∞.
(c) Let C = (O, dX + ρ) be a family with constant a-monodromy and a constant
x-expansion of the polar part. Let C′ be a section of ϕ∗D
•|z=∞ covering a family of
non-singular connections such that its a-monodromy is trivial and the b-monodromy
is reciprocal to that of C. Then the projection of C′′ = C + C′ to Connn is isomon-
odromic in the sense of §4.2.1. Hence it can be extended to a ∇-flat section C˜′′ of
ϕ∗D
• in the neighborhood of z = ∞. Then C˜′′/z is also ∇-flat. It can be viewed
as a section of V , equal to (O, dX + ρ) at z = ∞. It remains to recall that ∇
V
∞ is
defined as limz→∞∇
V
z . 
4.4. Deformation theory. Denote the complex
0→ T (−1)
×ω
−−→ O(n)→ 0
byK• and takem = (X, p, f0) ∈ A. Then the restrictionK
•|m governs deformations
of m, where only deformations of f0 that preserve periods are allowed. Thus K
•|m
is the deformation complex of A. We give more details in §7.3.
Remark. K• is actually a dg-Lie algebra. This gives a relation of our work to [BK],
where a similar complex is used (in a higher-dimensional situation). See also [M].
Consider the residue of ∇ at z = 0, denote it by Φ. We want to give a cohomo-
logical interpretation of Φ. Consider a morphism of complexes
(11)
T (−2)
×ω⊕×ω
−−−−−→ O(n− 1)⊕O(n− 1)
(×ω)−(×ω)
−−−−−−−→ Ω(2n)y −y y=
0 −−−−→ O(n− 1)
×ω
−−−−→ Ω(2n)
The upper complex is K•⊗(O(−1)
×ω
−−→ Ω(n)), while the lower complex is naturally
quasi-isomorphic to O(−1)
×ω
−−→ Ω(n) shifted by one. Thus we get a map
T Aˆ⊗R1ϕ∗(O(−1)
×ω
−−→ Ω(n))→ R1ϕ∗(O(−1)
×ω
−−→ Ω(n)).
Lemma 5. This map coincides with Φ.
Again we delegate the proof to the Appendix.
Notice that K• is exact except at zeros of ω = dXf0, therefore for a fixed m ∈ Aˆ
the complex is naturally quasi-isomorphic to ⊕sOqs , where qs are zeros of ω (if ω
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has multiple zeros, they should be viewed as schemes with nilpotents). Similarly,
D•|z=0 is quasi-isomorphic to ⊕s(ΩX)qs .
It follows easily from the lemma above that under this identification Φ becomes
the componentwise multiplication. Thus Φ(ρm, ·) is an isomorphism for a generic
ρm ∈ Vm. It follows that taking different primitive sections we can construct twisted
Frobenius structures on open subsets covering Aˆ (see §4.1).
The tangent sheaf multiplication also has a cohomological interpretation, namely,
there is a natural map K• ⊗K• → K• ⊗O(n), similar to (11).
Lemma 6. The induced map on cohomology coincides with ◦. In particular ◦ does
not depend on the choice of a primitive section.
Proof. Follows from associativity of cohomological multiplication. 
One would like to have a canonical choice of a primitive section; this will be
discussed in §6.
4.5. Metric. We shall sketch a construction of a bilinear product on V . We start
with the natural ϕ·O
Aˆ×P1-linear map of complexes on X× P
1
D•(1 − n)⊗ a∗D• → (O(−n− 1)
d
−→ Ω)⊠OP1(1).
For z 6= ∞ it gives rise to a ∇-flat map: 〈·, ·〉 : ϕ∗D
• ⊗ a∗ϕ∗D
• → OP1(1) (it is
a priori singular at z = ∞ because D•(1 − n) is not quasi-isomorphic to D• at
z =∞). This form is a-skew-symmetric.
We claim that the restriction of this metric to V vanishes at z = ∞. Indeed,
let s1, s2 be sections of V . Then, by definition of V , si|z=∞ are tangent vectors to
the space of non-singular connection with zero a-periods. One can check that our
form agrees with the natural symplectic form on the space of connections. Notice
that the symplectic form on non-singular connections can be identified with the
intersection form on H1(X,C). It remains to recall that ∆ is isotropic.
Thus composing 〈·, ·〉|V with multiplication by z we get an a-symmetric bilinear
form on V . We leave it to the reader to check that the form is non-degenerate.
Remark. We have to multiply by z because we identified OP1(1) with functions
with a pole at z = 0 in (2).
4.6. Relation with the construction of Krichever. The above Frobenius struc-
ture is equivalent to that of [K1, K2]. To give a bridge between these papers and
ours we present here a different point of view on V .
Fix m = (X, p, f0,∆) ∈ Aˆ and fix some set of disjoint closed curves ai (i =
1, . . . , g) on X representing a-cycles. Assume that p /∈ ∪ai. Let χ be a 1-form on
X with the only pole of order at most n at p and jumps λiω along ai, where λi ∈ C
(ω = dXf as before).
Lemma 7. For every z ∈ P1 there is a natural isomorphism between the set of
such forms with jumps and V|m,z.
Proof. Let us first consider z 6=∞. The idea is that a form with jumps can be, in
some sense, viewed as a Cˇech cocycle of D•.
Precisely, we take a cover Uj of X such that there is a unique j with p ∈ Uj .
Let (αj , sjk) be a cocycle (cf. §7.1), representing a class in H
1(X,D•) so that
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αj ∈ Γ(Uj ,Ω(n)), sjk ∈ Γ(Uj ∩ Uk,O). The cocycle conditions are
αj − αk = dXsjk +
ω
z
sjk, sjk + skl + slj = 0, sjk = −skj .
Hence sjk represents a class in H
1(X,O). It is easy to check that for every such
a cocycle sjk we can find holomorphic functions hj with constant jumps along ai’s
such that sjk = hj−hk. This functions are unique if we require hj(p) = 0, if p ∈ Uj .
It follows that
αj − dXhj −
ω
z
hj
patch together to a 1-form α with jumps along ai. We leave it to the reader to check
that this map from the cohomology group to forms with jumps is an isomorphism.
For z =∞ one gives an isomorphism by the following conditions
(1) If λi = 0 for all i, then χ corresponds to (O, d+ χ).
(2) If χ has no pole at p, then consider the local system given by the transition
functions exp(λi) (in particular its a-monodromy is trivial). This map to the space
of local systems on X is then lifted to a map to V|z=∞. 
The reader should compare this description with Lemma 4. It follows that in
terms of forms with jumps ∇∞ can be described very easily: a family is flat if
a-periods do not change, λi’s do not change and the x-expansion of χ at p does not
change.
Krichever fixes a basis in H1(X,Z) and a choice of f
−1/n. It allows him to
construct a flat basis in the space of forms with jumps (denoted by Ωa). See §7.5
and §7.2 of [K1].
5. Multi-point generalizations
In this section we generalize the above constructions to the case of abelian in-
tegrals with many poles. To define such an integral we need an extra “reference
point”.
Let X be as before, p0, . . . , pk be distinct points of X . Let n1, . . . , nk be non-
negative integers and consider the divisors D = p0 +
∑k
i=1 nipi, D
′ =
∑k
i=1 pi;
we assume that
∑
ni + k ≥ 2, k ≥ 1. By an abelian integral with polar divisor
D we mean a function f on the universal cover of (X, p0) such that df descends
to a meromorphic differential on X with a pole of order exactly ni + 1 at pi for
1 ≤ i ≤ k and no other poles (note that there is no pole at p0). Let Ag,n1,...,nk be
the corresponding moduli space of collections (X, p0, . . . , pk, f).
For fixed (X, p1, . . . , pk) we get a period map H1(X \ {p1, . . . , pk},Z) → C. As
before, identifying the homology groups for nearby curves, we get a period foliation
on Ag,n1,...,nk . Fix one of the leaves A.
Remark. Note that Ag,n1,...,nk = A
′ × C, where A′ is the corresponding moduli
space of abelian differentials. The splitting is given by the abelian integrals, which
vanish at p0.
For (X, p0, . . . , pk, f) ∈ A we have a natural map H1(X \ {p1, . . . , pk},Z) →
H1(X,Z) and we pull the intersection form back via this map to a degenerate
alternating form on H1(X \ {p1, . . . , pk},Z). Let ∆ ⊂ H1(X \ {p1, . . . , pk},Z) be
maximal isotropic with respect to this form. Then ∆ has rank g+k−1. Denote by
Aˆ the module space of collections (X, p0, . . . , pk, f,∆), where (X, p0, . . . , pk, f) ∈ A,
∆ is as above.
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Again we denote by ϕ : X→ A the natural projection from the universal curve,
by p˜i the universal divisors on X corresponding to pi. Set D˜ = p˜0 +
∑k
1 nip˜i,
D˜
′ =
∑k
1 p˜i. Analogously to (2), we set ω = dXf and consider the complex
D• :=
(
O(−D˜′)⊠OP1
dX+
ω
z−−−−→ Ω(D˜)⊠OP1(1)
)
.
Similarly to Lemma 1, we prove that the restriction of ϕ∗D
• to a fixed point of A
is isomorphic to the vector bundle
(
⊕g+k−11 OP1
)
⊕
(
⊕
g+
∑
ni
1 OP1(1)
)
.
Similarly to §4.2.1 we introduce the moduli space Mg;n1,...,nk parameterizing
collections (X, p0, . . . , pk, x1, . . . , xk), where X, p0, . . . , pk are as before, xi is a co-
ordinate to order ni at pi. Note that if ni = 0, then xi is just the point pi itself.
Let Conn0n1,...,nk →Mg;n1,...,nk be the moduli space of degree zero line bundles
trivialized overD′ with connections with a pole bounded by D. Let C˜onn0n1,...,nk →
Mg;n1,...,nk be the relative universal cover.
Let m ∈ A. Let A¯ be the formal completion of A at m. We have
Lemma 8. Let ω be a meromorphic form on a disc with a pole of order n ≥ 2 at
the center. Then there is a unique up to multiplication by a root of unity n−1-jet of
coordinate x such that ω = (x−n + ax−1) dx+O(1), where O(1) is a regular form.
Proof. Let ω0 be a form with a simple pole and the same residue as ω. Then
x = c
(∫
(ω − ω0)
) −1
n−1
,
where c is a suitable constant. 
Applying this Lemma at every pi with ni > 0, we get a map ψ : A¯→Mg;n1,...,nk .
Similarly to (10) we have a pull-back diagram
ϕ∗D
•|A¯×{z=∞} −−−−→ C˜onn
0
n1,...,nky y
A¯
ψ
−−−−→ Mg;n1,...,nk
Again the right fibration is equipped with isomonodromic connection and the up-
per map respects connections. Thus ∇∞ is the pull-back of the isomonodromic
connection. As before we get a splitting
ϕ∗D
•|A¯×{z=∞} = B˜un⊕ Conntriv,
where B˜un is the relative universal cover of the moduli space of bundles with
trivialization on D′ and non-singular connections with zero a-periods, and Conntriv
is the moduli space of connections on the trivial bundle with standard trivialization
on D′. Then we define V as the vector bundle on Aˆ whose sheaf of sections is
{s ∈ ϕ∗D
• : s|z=∞ ∈ B˜un}.
We have a multi-pole version of Theorem 1: V = p∗1W for some vector bundleW on
Aˆ and (W ,∇) is a pencil of connections on Aˆ in the sense of Definition 1. Finally,
the multiplication and the metric have a cohomological description similar to the
single-point case.
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6. Primitive sections
6.1. A general strategy. Let g ≥ 0 and 2 ≤ k ≤ n be integers. We start with
a complete smooth curve Y of genus g, a point q ∈ Y and differentials ω0 ∈
H0(Y,ΩY ((n + 1)q)) and ρ0 ∈ H
0(Y,ΩY (kq)) having no common zeros. Then
choose an abelian integral f0 of ω0, and consider the local coordinate x = f
−1/n
0
near q.
Now consider the moduli space A′, parameterizing collections (X, p, f,∆, ρ),
where X ∋ p is a complete curve of genus g, f is an abelian integral such that
df ∈ H0(X,ΩX((n + 1)p)), f has the same periods as f0 (more precisely, the
collection is in the same leaf of the period foliation, cf. §2.2), ∆ is maximal isotropic
in H1(X,Z), ρ ∈ H
0(X,ΩX(kp)) such that ρ and ρ0 have the same a-periods, and
the coefficients of the f−1/n-expansion of ρ at p are equal to the coefficients of the x-
expansion of ρ0 at q. By Lemma 4(c), ρ is ∇∞-flat. Let A
′′ be the non-empty open
subset of A′, where ρ and ω have no common zeros. Then ρ is a primitive section
on A′′, and A′′ is a Frobenius manifold. We leave the multipoint generalization to
the reader.
6.2. Another choice of a primitive section. The following choice of a primitive
section is often used in the theory of integrable systems. Let Aˆ be as in §2.2. We
use notation of §2.3. Let k be an integer such that 2 ≤ k ≤ n. Consider a section
ρk of Ω(k) with the following properties
(1) Its polar part at p˜ is of the form x−kdx, where x = f−1/n.
(2) The a-periods of ρk are zero.
This form is defined locally over Aˆ up to a multiplication by an nth root of unity.
It follows from Lemma 4(c) that (O, dX + ρ) is a flat section of V|z=∞. This is a
primitive section on the open set Aˆk ⊂ Aˆ, where ρk and ω have no common zeros.
Thus it gives rise to a connection on Aˆk, which depends only on k. The metric is
defined up to multiplication by a root of unity.
It is curious that if n is even, then ρn/2 is defined up to sign, so the corresponding
metric is also defined canonically.
Unfortunately, we do not know whether Aˆk is always non-empty. We have the
following partial result
Lemma 9. (a) For a generic leaf A ⊂ Ag,n all the sets Aˆk are non-empty.
(b) If n > k + 2g, then Aˆk is non-empty.
Proof. (a) It is enough to show that for a generic (X, p, f) ∈ Ag,n the corresponding
ρ and df have no common zeros. Consider first the case g > 0. Changing f to
f +
∫
α, where α is any holomorphic differential on X does not change the k-
jet of the coordinate x = f−1/n. Thus it does not change ρ, so it is enough to
show that there is α ∈ H0(X,ΩX) such that df + α and ρ have no common zeros.
Let {qi} be the set of zeros of ρ, let Hi be the set of holomorphic differentials
α such that (df + α)(qi) = 0. Since Hi is an affine subspace of H
0(X,ΩX), it
is enough to show that Hi 6= H
0(X,ΩX) (because finite number of proper affine
subspaces cannot cover a vector space). Thus we have to show that the natural
map H0(X,ΩX(−qi)) → H
0(X,ΩX) is not an isomorphism. Using a standard
exact sequence we see, that it is equivalent to H1(X,ΩX(−qi)) = C, which, by
Serre duality, is equivalent to H0(X,OX(qi)) = C. The last equality follows from
g > 0.
FROBENIUS MANIFOLD STRUCTURES ON THE SPACES OF ABELIAN INTEGRALS 15
Now assume that g = 0, so that X = P1, and we can assume p =∞. Since A0,n
is irreducible, it is enough to find a single f such that df and ρ have no common
zeros. We can take f = zn + z, where z is the standard coordinate. Then an easy
calculation shows that ρ = −zk−2 dz.
(b) Let A be any leaf, (X, p, f) ∈ A. If we add a section of H0(X,OX((n−k)p))
to f , the k-jet of f−1/n does not change, so ρ does not change, hence, as before, it
is enough to show that there is g ∈ H0(X,OX((n − k)p)) such that df + dg and ρ
have no common zeros. The rest of the proof is as above. In the last step we use
that a sheaf of degree at least 2g − 1 has zero first cohomology group. 
7. Appendix: Some proofs
7.1. Calculating ϕ∗D
•. We start with the Cˇech calculation of ϕ∗D
•. Pick m =
(X, p, f) ∈ A, let A¯ be the completion of A at m. Consider the following cover
of X : X = X˙ ∪ D, where X˙ = X \ p, D is the formal neighborhood of p. Let
D˙ = X˙ ∩D be the punctured formal neighborhood. Let X¯ be the restriction of X
to A¯. Since affine schemes have no infinitesimal deformations, X¯ can be covered
by X˙ × A¯ and D × A¯. To calculate ϕ∗D
• we shall use the Cˇech resolution of D•
0 −−−−→ O(−1)
dX+
ω
z−−−−→ Ω(n) −−−−→ 0 −−−−→ 0y y y y y
0 −−−−→ C0(O(−1)) −−−−→ C
1(O(−1))⊕
C0(Ω(n))
−−−−→ C1(Ω(n)) −−−−→ 0
Consider a section of R1ϕ∗D
• over A¯. It is represented by a family of 1-cocycles
(α1, α2, s). Precisely, α1 is a relative 1-form on X˙× A¯→ A¯, α2 is a relative 1-form
on D × A¯ → A¯ with a pole of order at most n along {p} × A¯, s ∈ OD˙×A¯. The
cocycle condition is
(12) α1 − α2 = dXs+
ωs
z
.
We extend dX +
ω
z to an absolute connection ∇ = d+
df
z as in §2.4.
We want to describe the Gauss–Manin connection on the first hypercohomology
sheaf directly. First, we define a map
Ψ1 : ∧
2ΩX˙×A¯ → ϕ
∗ΩA¯ ⊗ ΩX˙×A¯/A¯.
It is defined as follows: there is a natural surjective map ϕ∗ΩA¯⊗ΩX˙×A¯ → ∧
2ΩX˙×A¯
(recall that dimX = 1). Thus we can lift a section of ∧2ΩX˙×A¯ to ϕ
∗ΩA¯ ⊗ ΩX˙×A¯
and then project it to ϕ∗ΩA¯⊗ΩX˙×A¯/A¯. The lift is defined up to an element of the
second symmetric power of ϕ∗ΩA¯, thus the projection does not depend on the lift.
Similarly, we can define maps
Ψ2 : ∧
2ΩD×A¯ → ϕ
∗ΩA¯ ⊗ ΩD×A¯/A¯.
Ψ12 : ∧
2ΩD˙×A¯ → ϕ
∗ΩA¯ ⊗ ΩD˙×A¯/A¯.
Now let us lift αi to an absolute 1-form α˜i such that α˜2 has a pole of order at
most n on {p} × A¯. It follows from (12) that
(13) α˜1 − α˜2 = ∇s+ β,
where β is a section of ϕ∗ΩA¯. The Gauss–Manin connection is given by
(14) ∇(α1, α2, s) = (Ψ1(∇α˜1),Ψ2(∇α˜2), β).
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Lemma 10. (1 ) The 1-cochain (14) is a cocycle for D• ⊗O(n+ 1)⊗ ϕ∗ΩA¯.
(2 ) If we change the lifts αi  α˜i, then (14) changes by a coboundary.
(3 )∇ satisfies the Leibnitz rule with respect to multiplication of cocycles by functions
on A¯.
Proof. We have a well-defined relative differential dX : ϕ
∗ΩA¯ → ϕ
∗ΩA¯⊗ΩX×A¯/A¯.
The proof of (1) and (2) is based on the following: if γ is a section of ϕ∗ΩA¯, then
Ψi(∇γ) = dXγ +
1
zγ ⊗ ω. The proof of this statement is left to the reader, let us
prove (1). It follows from (13) that ∇α˜1 − ∇α˜2 = ∇β. Now let us apply Ψ12 to
both sides, it gives ∇α1 −∇α2 = dXβ +
1
zβ ⊗ ω and the cocycle condition follows.
We leave the proofs of (2) and (3) to the reader. 
It follows that ∇ descends to a connection on ϕ∗D
•. A little difficulty is that we
get a cocycle of D• ⊗O(n+1)⊗ϕ∗ΩA¯ instead of that of D
•⊗ϕ∗ΩA¯. Fortunately,
there is a natural quasi-isomorphism (compare with §3.1)
(15) D• →֒ D• ⊗O(n+ 1)
for z 6=∞. For z =∞ one needs to extend the cocycle to a neighborhood of z =∞
first, apply ∇, and then pass to the limit as z → ∞ to evaluate ∇∞. This will be
done in the next subsection.
7.2. Proof of Lemma 3. Consider an isomonodromic family of connections on
A¯ given by a family of cocycles (α1, α2, exp(s)) as in §7.1 (now we have z = ∞).
Here exp(s) is a cocycle defining the line bundle. It has a single-valued logarithm
because the bundle has degree zero. We need to show that this family is ∇∞-flat.
The cocycle condition (12) becomes
α1 − α2 = dXs.
Since the family is isomonodromic, the forms αi can be extended to absolute closed
forms α˜i. The condition that the x-expansion of the polar part does not change in
the family can be written in the following way
(16) α˜2 = h(x
−1)dx+ γ(ε, x),
where ε is a coordinate on A¯, h is a polynomial with constant coefficients, γ is a
1-form regular on {p} × A¯. A simple calculation in local coordinates shows that,
changing the lift α2  α˜2 if necessary, we can assume that γ/x has a logarithmic
pole on {p} × A¯.
Since f = x−n, we have h(x−1)dx ∧ df = 0. Now we want to extend the cocycle
to the neighborhood of z = ∞. To this end we write ωs = σ1 − σ2, where σ1 is a
relative 1-form on X˙ × A¯, σ2 is a relative 1-form on D × A¯ with at most simple
pole on {p}× A¯. This is always possible, since H1(X,ΩX(p)) = 0. It is easy to see
that (α1 +
σ1
z , α2 +
σ2
z , s) satisfies the cocycle condition (12).
We extend σi to an absolute form σ˜i. One checks that we can choose σ˜2 so that
it has at most simple pole on {p} × A¯ and σ˜2 ∧ df = 0. Using (16) we get
∇
(
α˜2 +
σ˜2
z
)
=
(
d+
df
z
)(
α˜2 +
σ˜2
z
)
=
df
z
∧ γ +
dσ˜2
z
= O
(
1
z
)
.
A similar argument, shows that ∇
(
α˜1 +
σ˜1
z
)
= O(1/z). Applying Ψ we see that
(17) ∇
(
α1 +
σ1
z
, α2 +
σ2
z
, s
)
= (0, 0, β) +O
(
1
z
)
,
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for some β. Note also that since γ/x has logarithmic pole on {p} × A¯, (17) is
a cocycle of D• (a priori it is a cocycle of D•(n)). Therefore we do not need
to invert the quasi-isomorphism (15) (which could have altered the behavior at
z =∞). Taking limit as z →∞, we get a cocycle of the form (0, 0, β). The cocycle
condition shows that dXβ = 0, and we see that this cocycle is a coboundary, so the
family (α1, α2, s) is a flat section of ∇∞.
7.3. Proof of Lemma 5. Let us fix m = (X, p, f0,∆) ∈ Aˆ and give an explicit
description of the map H1(K•|m) → TmAˆ. Consider a cocycle (h1, h2, τ) of K
•|m,
where h1 ∈ OX˙ , h2 ∈ OD(n), τ ∈ T (D˙). Then τ represents a class of H
1(X, T ),
thus it gives rise to an infinitesimal family of curves Xˆ → SpecC[ε]/ε2. A function
fˆ on Xˆ is given by the conditions: fˆ |X˙×SpecC[ε]/ε2 = f0 + εh1, fˆ |D×SpecC[ε]/ε2 =
f0 + εh2. The periods of fˆ are constant in the family because h1 is a single-valued
function on X˙. Thus we have assigned a vector of TmAˆ to (h1, h2, τ). We leave
it to the reader to check that it indeed gives an isomorphism of R1ϕ∗K
• with the
tangent sheaf of Aˆ.
Let us take a Cˇech cocycle (α1, α2, s) of D
•|m,z=0. We have α1 ∈ ΩX˙ , α2 ∈
ΩD(n), s ∈ OD˙. Let us also take a cocycle (h1, h2, τ) of K
•|m, where h1 ∈ OX˙ ,
h2 ∈ OD(n), τ ∈ T (D˙). This cocycle represents some ξ ∈ TmAˆ. The product of
cocycles is given by (h1α1, h2α2, τα1 + h2s). The cocycle condition for (α1, α2, s)
is given by α1 − α2 = ωs, hence s is uniquely determined by α1 and α2. Again, we
view X¯ as glued from X˙ × A¯ and D× A¯. We extend α1 to a 1-form α˜1 on X˙ × A¯
using this direct product structure. Similarly we extend α2 to α˜2 and hi to h˜i. Let
us lift ξ to a vector field ξ˜1 along X˙ ×{m} and to ξ˜2 along D×{m}. In particular
we have 〈ξ˜i, α˜i〉 = 0.
Unwinding the definition of ∇, we see that Φ is given on cocycles by the formula
Φ(ξ, (α1, α2, s)) = (〈ξ,Ψ1(df ∧ α˜1)〉, 〈ξ,Ψ2(df ∧ α˜2)〉, ?).
Since the last entry of the cocycle is uniquely determined by the others, it is enough
to prove that
〈ξ,Ψi(df ∧ α˜i)〉 = hiαi.
Using the identification of cohomology of K•|m with the tangent space of Aˆ at m,
one finds that 〈ξ˜i, df〉 = ∂ξ˜i(f) = hi. It follows that
〈ξ,Ψi(df ∧ α˜i)〉 = 〈ξ˜i, df ∧ α˜i〉 = 〈ξ˜i, df〉α˜i − 〈ξ˜i, α˜i〉df = hiα˜i.
The first equality is a “consistency property” of Ψi.
References
[BBT] Babelon, Olivier; Bernard, Denis; Talon, Michel. Introduction to classical integrable sys-
tems. Cambridge Monographs on Mathematical Physics. Cambridge University Press,
Cambridge, 2003. xii+602 pp. ISBN: 0-521-82267-X.
[BK] Barannikov, Sergey; Kontsevich, Maxim. Frobenius Manifolds and Formality of Lie Alge-
bras of Polyvector Fields. Internat. Math. Res. Notices 1998, no. 4, 201–215.
[D1] Dubrovin, Boris. Differential geometry of moduli spaces and its application to soliton
equations and to topological field theory. Preprint No.117, Scuola Normale Superiore, Pisa,
1991.
[D2] Dubrovin, Boris. Hamiltonian formalism of Whitham-type hierarchies and topological
Landau–Ginsburg models, Comm. Math. Phys., 145, 1992, pp.195–207.
18 ROMAN M. FEDOROV
[D3] Dubrovin, Boris. Geometry of 2d topological field theories. Integrable systems and quan-
tum groups (Montecatini Terme, 1993), 120–348, Lecture Notes in Math., 1620, Springer,
Berlin, 1996.
[K1] Krichever, Igor. The τ -function of the universal Whitham hierarchy, matrix models and
topological field theories. Comm. Pure Appl. Math. 47 (1994), no. 4, 437–475.
[K2] Krichever, Igor. Baker-Akhiezer Functions and Integrable systems. Integrability: the
Seiberg-Witten and Whitham equations (Edinburgh, 1998), 1–22, Gordon and Breach,
Amsterdam, 2000.
[L] Losev, Andrey. Hodge strings and elements of K. Saito’s theory of primitive form. Topolog-
ical field theory, primitive forms and related topics (Kyoto, 1996), 305–335, Progr. Math.,
160, Birkhuser Boston, Boston, MA, 1998.
[M] Merkulov, Sergey. Operads, deformation theory and F -manifolds. Frobenius manifolds,
213–251, Aspects Math., E36, Vieweg, Wiesbaden, 2004.
[Sab] Sabbah, Claude. Frobenius manifolds: isomonodromic deformations and infinitesimal pe-
riod mappings. Exposition. Math. 16 (1998), no. 1, 1–57.
[Sai] Saito, Kyoji. Period mapping associated to a primitive form. Publ. Res. Inst. Math. Sci.
19 (1983), no. 3, 1231–1264.
E-mail address: fedorov@bu.edu
Department of Mathematics and Statistics, Boston University, 111 Cummington St,
Boston, MA, 02215
