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Abstract
In this paper, we report on an experiment that tested users’
ability to understand the content of spoken auditory reminders.
Users heard meeting reminders and medication reminders spo-
ken in both a natural and a synthetic voice. Our results show that
older users can understand synthetic speech as well as younger
users provided that the prompt texts are well-designed, using
familiar words and contextual cues. As soon as unfamiliar and
complex words are introduced, users’ hearing affects how well
they can understand the synthetic voice, even if their hearing
would pass common screening tests for speech synthesis exper-
iments. Although hearing thresholds correlate best with users’
performance, central auditory processing may also influence
performance, especially when complex errors are made.
1. Introduction
Older people are a key user group for speech synthesisers. Not
only is the percentage of older people in the population increas-
ing, but there are also many groups of older people who will
clearly benefit from voice interfaces. Take for example peo-
ple whose arthritis restricts the motion of their arms and hands:
This user group will find it very difficult to navigate traditional
graphical user interfaces. Moreover, as the baby boomer gener-
ation enters old age, older people are becoming more familiar
with and amenable to using computer technology. But there is
a fly in the ointment: Older people are also far more likely to
have hearing problems than younger users. However, we should
be able to optimise our synthetic voices to help compensate for
these problems. To achieve this, we need to understand what
makes synthetic speech more difficult to understand for older
people. In this paper, we report a detailed error analysis of
an intelligibility experiment that potentially hints at the direc-
tion to take. After a short review of the literature (Section 2),
we describe the assessment battery each participant underwent
(Sections 3.2 and 3.3) and the experiment itself (Section 3.4).
In Section 4, we relate error patterns to selected aspects of par-
ticipants’ hearing, participants’ cognitive ability, and problems
with the synthetic stimuli. Finally, in Section 5, we suggest how
synthesis systems might address the issues found.
2. Background
Older listeners have problems understanding synthetic speech,
in particular if they have hearing problems [1], and if there are
no contextual cues to compensate for the diminished acous-
tic cues [2]. Unfortunately, most of the research investigat-
ing potential reasons for these problems has not been carried
out on unit-selection voices, but on formant synthesisers. The
two major problems with formant synthesisers are the dearth of
acoustic information in the signal [3] and incorrect prosody [4].
These problems with decoding the signal may place a higher
cognitive load on listeners [5]. This increased load may affect
older listeners more than younger ones [6]. Since concatenative
approaches preserve far more of the acoustic signal than for-
mant synthesisers, dearth of information should not be a prob-
lem anymore. Instead, we have problems with spectral mis-
matches at joins between units, spectral distortion due to signal
processing, and temporal distortion due to wrong durations. It is
central auditory processing mechanisms that are responsible for
tasks such as detecting gaps or compensating for spectral and
temporal distortions. Problems with central auditory processing
are not picked up by standard pure-tone audiometry. Therefore,
we need to expand our range of measures.
The results of Roring et al. [2] may suggest that we need
to be particularly careful not to introduce distortions due to sig-
nal processing. Their stimuli were generated using an Amer-
ican English diphone voice as supplied with the open source
version of Festival [7]. Stimuli were presented at two rates,
normal (210 words-per-minute (wpm), duration parameter 1.0),
and slow (150 wpm, duration parameter 1.5). The slow rate was
chosen based on a 1995 study of DECtalk [8]. Older adults per-
formed significantly worse at the slower rate, which was gen-
erated by setting Festival’s duration parameter to 1.5 instead of
1.0. Not having heard the original stimuli, we can only specu-
late that this result was due to increased distortions introduced
by PSOLA. As older adults are less able to compensate for those
distortions than younger adults, this may partly explain the find-
ing. Langner and Black [1] compared, among other options,
speech that was recorded while the speaker was listening to
time-varying noise (speech-in-noise) and synthetic speech that
was post-filtered to mimic the spectral characteristics speech-
in-noise. The original speech-in-noise had a positive effect on
performance, the filtered version did not.
Although both Roring et al. [2] and Langner and Black [1]
examine the role of hearing problems, neither was able to per-
form a comprehensive hearing assessment of their participants.
Langner and Black relied on self-reports of hearing problems,
while Roring et al. used pure-tone audiometry to determine par-
ticipants’ hearing threshold, averaging thresholds for 0.25, 0.5,
1, 2, 3, 4, 6, and 8 kHz.
Roring et al. concluded from their study of the Festival di-
phone voice, published in 2007, that “[s]ynthetic speech fidelity
must be improved significantly before becoming truly useful
for the older adult population.” [2, p. 25]. One of the aims
of this paper and its companion paper [9] is to assess whether
unit selection has delivered this significant improvement. In our
previous analyses of the data set reported on here [9], we exam-
ined correlations between pure-tone thresholds and intelligibil-
ity in more detail. We found that the most important threshold
to consider is the average threshold for 1, 2, and 3 kHz, cor-
responding to the range of F2. We also noticed that extended
high frequency (UHF) thresholds above 9 kHz correlated well
with participants’ performance. UHF thresholds are a poten-
tial indicator of the general health of the cochlea, since hearing
loss begins at the highest frequencies of 20 kHz and propagates
down with age. These correlations were not due to a subset
of participants with particularly pathological hearing—we can
see these trends even in participants who would pass standard
screening tests where 0.5, 1, 2, and 4 kHz pure tones are pre-
sented at 20dB.
From this brief review of the literature, we see that we know
very little about the way in which age-related changes in hearing
affect the intelligibility of synthetic speech, in particular unit
selection. These age-related changes do not necessarily have to
be pathological to affect a person’s performance. Furthermore,
the role of central auditory processing has barely been explored,
even though it is key to compensating for artefacts introduced
during the synthesis process.
3. Experiment
3.1. Participants
44 participants took part in our experiment. 12 were aged be-
tween 20 and 30, 20 between 50 and 60, and 12 between 60
and 70. The 20-30 group served as controls who showed very
few signs of auditory ageing. The 50-60 group were included
because they are more likely to show clear evidence of auditory
ageing, but less likely to have complex pathologies or require a
hearing aid. Finally, the 60-70 group fits with the type of partic-
ipants that are typically labelled “older”. We pooled the partici-
pants aged between 50-70 into a generic “older” group because
chronological age is notoriously bad at predicting changes in
ability [10].
3.2. Cognitive Assessments
We used the Prospective and Retrospective Memory Question-
naire [11] to screen for major memory problems. All scores
were well within the normal range. In addition, all partici-
pants completed a working memory span (WMS) test [12] that
was scored from an answer sheet. The test was presented vi-
sually because auditory presentation might affect scores [13].
We used WMS because the experimental task involved remem-
bering the information presented in reminders (cf. Section 3.4
for more detail), and because WMS is highly correlated with
other measures of cognitive functioning [10]. Older participants
had a significantly lower WMS than younger participants (t-
test,t=5.33,df=29.606,p<0.00001). The 20-30’s scored on av-
erage 38 points out of 42, the 50-70’s scored 27. The spread of
scores in our test is considerable, with 25% of all participants
scoring 24 of 42 possible points or less.
3.3. Audiological Assessments
3.3.1. Pure-Tone Audiometry
Pure-tone (PTA) and ultra high-frequency (UHF) audiometry
was measured on a recently calibrated audiometer (Grason-
Stadler, Milford, NH; model GSI 61) in a double-walled sound-
proofed room (Industrial Acoustics Corporation, Staines, Mid-
dlesex, UK). Air-conduction thresholds were measured for each
ear at 0.25, 0.5, 1, 2, 3, 4, 6, and 8 kHz following the procedure
recommended by the British Society of Audiology [14]. UHF
thresholds were established at 9, 10, 11.2, 12.5, 14, 16, 18, and
20 kHz. If a participant was unable to detect a tone at the loud-
est setting IntMax for that particular frequency, their threshold
for that frequency was recorded as IntMax + 5 dB. Testing al-
ways began with the better ear in all subjects. Since there are
significant differences between the two ears, data from the right
and the left ear will be reported separately in this analysis. In
this paper, we use the following thresholds:
Trad: Average of 0.5, 1, 2, and 4 kHz, the frequencies conven-
tionally used for screening participants in speech synthe-
sis experiments
F2: Average of 1, 2, and 3 kHz, the frequency range of F2,
which has been found to correlate with participants’ abil-
ity to understand synthetic speech [9]
UHF: Average of 9, 10, 11.2, 12.5, 14, 16, 18, and 20 kHz
3.3.2. Gap Detection
The aim of the gap detection test is to establish the smallest gap
between two carrier stimuli that participants can detect. Instead
of psychoacoustic testing procedures, we used the Random Gap
Detection Test [15], which samples gap detection ability at a
fixed set of seven intervals, namely 0, 2, 5, 10, 15, 20, 25, 30,
and 40 ms. The sequence in which these intervals are presented
is randomised. The stimuli consisted of a 1000 Hz calibration
tone and two subtests, the first covering the four frequencies
0.5, 1, 2, and 4 kHz, the second covering clicks. In this pa-
per, we only report results for clicks, because we did not find
any correlations between participants’ performance on the syn-
thetic speech test and their ability to detect a gap between two
tones [16]. This finding is mirrored by studies which found that
people’s ability to detect gaps between tones does not correlate
well with their ability to understand speech in noise, while their
ability to detect gaps in noise does [17]. All test items were pre-
sented binaurally through a GSI 61 audiometer (model GSI 61;
Grason-Stadler, Milford, NH) and a high fidelity Sony cassette
with calibrated TDH-49 headphones.
3.3.3. Speech Audiometry
The speech audiometry test used a set of 20 standard CVC word
lists [18]. Each list was 10 words long. After each word, par-
ticipants need to repeat what they heard. The score is the num-
ber of phonemes that were repeated correctly, with the maxi-
mum score 30 (10 words × 3 phonemes). Word lists were ini-
tially presented at a comfortable intensity derived from partic-
ipants’ PTA scores. That intensity was increased until partici-
pants scored 30 out of 30 phonemes correct, and then lowered
again until participants’ score dropped to 3 out of 30 phonemes
(10%) or worse. Intensity was changed by 5 dB at a time.
3.4. Synthesis Experiment
For this study, we used stimuli that are closely modelled on
a real-life application—task reminders. Task reminders were
chosen because they are an integral part of many relevant ap-
plications, ranging from electronic diaries to cognitive pros-
thetics [19]. Since our research focusses on adapting speech
technology to the home care domain, we investigated two rel-
evant types of reminders: reminders to meet a specific person
at a given time, and reminders to take a specific medication at a
given time. 32 reminders were generated, 16 meeting reminders
and 16 medication reminders. Time preceded person or medica-
tion in half the sentences, person/medication preceded time in
the other half. Table 1 shows the sentence templates that were
used. Each template was used eight times.
Table 1: Reminder Templates
Reminder Template
Meeting At TIME, you are meeting PERSON.
You are meeting PERSON at TIME.
Medication At TIME, you need to take your MEDICATION.
You need to take your MEDICATION at TIME.
3.4.1. Stimuli
There were three categories of target stimuli, times (easiest),
person names (medium difficulty), and medication names (most
difficult). Since temporal expressions are relatively distinct
from each other, it is difficult to elicit errors. We addressed
this problem by focussing on two sets of phonologically similar
hours: “seven”, “eleven” and “twelve” and “one”, “nine”, and
“ten”. We added further complexity by adding complex expres-
sions such as X to HOUR and X past HOUR, where X was one
of “ten”, “twenty”, and “a quarter”. We chose proper names
that matched the pattern C1VC2, where both consonants were
oral or nasal stops, because stops are more easily confundable
than other consonant types [20, 21]. For each proper name (ex-
cept for “Dan”), we ensured that there was at least one other
proper name that differed from the name by just one conso-
nant. Medication names were constructed by recombining mor-
phemes taken from actual medication names. Care was taken to
ensure that the medication names did not resemble any existing
or commonly used medication to avoid familiarity effects. All
names are 3-4 syllables long; seven contain at least one conso-
nant cluster. Table 2 lists all targets used in the experiment.
3.4.2. Voices
For the synthetic speech condition, all 32 reminders were syn-
thesised using Scottish female voice “Heather” of the unit selec-
tion speech synthesis system Cerevoice [22]. Medication names
were added to the lexicon before synthesis to eliminate prob-
lems due to letter-to-sound rules. The transcriptions were ad-
justed to render them maximally intelligible. No other aspects
of the synthetic speech were adjusted.
For the natural speech condition, the reminders were read
by the same speaker who provided the source material for the
synthetic voice. The natural speech was then postprocessed us-
ing the procedures used for creating synthetic speech: high-pass
filtering with a cut-off frequency of 70 Hz, then downsampling
to 16kHz, and finally encoding and decoding with the tools
speexenc and speexdec. This procedure ensures an excep-
tionally close matching between human and synthetic speech.
3.4.3. Experiment Design and Procedure
Four stimulus lists were created, each comprising 32 reminders.
Each reminder was followed by a short question, recorded us-
ing the same natural voice as that used for the reminders. Each
participant only heard one of the four lists. Each reminder was
presented using the synthetic voice in two lists, and using nat-
ural speech in the remaining two. In two lists (one synthetic,
one natural), participants were asked for the first item of a given
reminder, while in the other two conditions, participants were
asked for the second item.
The sequence of reminders was randomised once and then
kept constant for all four lists. Each participant had to correctly
remember 32 targets: 8 times presented in a natural voice, 8
times presented in a synthetic voice, 4 medication names pre-
sented in a synthetic voice, 4 medication names presented using
a human voice, 4 person names presented using a human voice,
and 4 person names using a synthetic voice.
Participants replied verbally with the information which
they had been asked to recall. All responses were written down
during the experiment and recorded using a minidisc recorder
for further transcription and scoring. The total number of re-
sponses collected was 1408, with 352 times, 352 person names,
and 704 times. For each category, half the responses are to the
natural version, half to the synthesised version.
3.4.4. Scoring
Participants’ pronunciations were scored by a phonetician
(MW) based on whether their response was an acceptable pro-
nunciation of the orthographical form of the target. This allows
us to adjust for effects of the participants’ dialect, such as rhotic-
ity or differences in vowel quality. Deviant pronunciations that
could not be accounted for by dialect were classified into three
categories:
phoneme errors: Insertion, deletion or replacement of one
consonant or vowel in a syllable. Example: Propanodryl
→ Propranodryl, Beclotor→ Beclodor. Phoneme errors
occur in person names and medication names.
syllable errors: More than one phoneme error in the pronun-
ciation of a syllable. Syllable errors only occur in medi-
cation names. Example: Propanodryl→ Propanolol
word errors: One of the target words is replaced by a different
word. Medication names were scored as wrong words
if all of the word’s syllables were affected by syllable
errors. Word errors occurred in all three stimulus cate-
gories. Example: eleven→ seven
Responses were scored as correct if they contained no errors.
Table 2: Target Stimuli
Item type Items
Person Ben, Bob, Dan, Don, Dick, Ned, Nick, Rick,
Rob, Ron, Ken, Kim, Jim, Tim, Ted, Tom
Medication Accumycin, Beclotor, Dexozine, Erytozole,
Fosinarol, Kisinolol, Levapril, Mevacycline,
Pravaclor, Propanodryl, Sulfacillin, Strepto-
statin, Tetradine, Trovalide
Times one, four, five, seven, nine, ten, eleven, twelve
ten past ten, ten past three, ten past twelve, ten
past two, ten to eight, ten to eleven, ten to one,
ten to ten
twenty past ten, twenty past three, twenty past
twelve, twenty past two, twenty to eight, twenty
to eleven, twenty to one, twenty to ten
quarter past ten, quarter past three, quarter past
twelve, quarter past two, quarter to eight, quar-
ter to eleven, quarter to one, quarter to ten
4. Results
Results are presented in three stages. First, we examine whether
some stimuli were more difficult to process than others and
present results of a detailed inspection of the synthetic speech
signals that caused particular problems (Section 4.1). Next, we
examine the effect of ageing. Instead of testing chronological
age, we focus on measures of cognitive ability (Section 4.2) and
hearing loss(Section 4.3, both of which are linked to ageing.
4.1. The Effect of the Stimuli
We determined the effects of three independent variables char-
acterising the nature of the stimuli, category (person, time,
or medication), voice (synthetic or human) and position in
the reminder (first or second), on participants’ ability to re-
member the stimulus correctly. A three-way ANOVA shows
main effects of the category (df=2,F=278.66,p<0.00001), voice
(df=1,F=26.66,p<0.0001) and position (df=1,F=5.58,p<0.05).
Tukey’s HSD post-hoc tests reveal that synthetic stimuli are
more difficult to remember than those spoken by the natural
voice, items in second place are easier to remember than items
in first place, and persons and times are easier to remember
than medications (cf. Table 3). This validates our decision
to test all three types of responses. The reasons for this re-
sult are clear: Times and person names are frequent, familiar,
and phonologically simple, whereas medication names are un-
familiar and phonologically complex. We also find a clear in-
teraction between stimulus category and voice (df=2, F=33.06,
p<0.0000001). Our post-hoc tests reveal that in fact, partici-
pants remember times and person names well no matter what
the voice—it is the complex, unfamiliar medication names that
make the difference: Performance doubles for the natural voice
compared to the synthetic voice. Therefore, when messages are
restricted to stimuli using familiar words in familiar contexts,
older users may be able to cope perfectly well with modern syn-
thetic voices.
Although average scores for person names and times are
similar, performance on the two categories is not correlated
(ρ=-0.09,df=42,p>0.5). Neither is there a correlation between
the number of correct person names and the number of cor-
rect medication names (ρ=0.19,p>0.2), nor between the num-
ber of correct times and the number of correct medication names
(ρ=0.13,p>0.4). If participants’ performance for the three re-
sponse categories is uncorrelated, then performance on each
category is potentially determined by different factors.
For six targets, the performance difference between nat-
ural and synthetic versions was 30% or worse. These were
the medication names “Accumycin”, “Beclotor”, “Erytozole”,
“Mevacycline”, “Pravaclor”, and “Sulfacillin”. In two of these,
“Accumycin” and “Sulfacillin”, there are clear bad joins. The
second syllable of “Accumycin” is often misheard as “clu” or
“cru”. This could be due to a bad join in the /m/ of “mycin”,
where a nasal with relatively weak intensity meets a nasalised
/a/. Likewise, “Sulfacillin” is affected by a bad join in the first
vowel /U/, and “-lin” is rendered as /lInIn/. As a consequence,
33% of participants misheard the suffix, and 50% confused the
initial /U/ with an initial /I/. In the remaining four, “Erytozole”,
“Mevacycline”, “Pravaclor”, and “Beclotor”, the problem lies
elsewhere. With “Mevacycline”, “meva-” is often misheard as
“neva-”. This could be due to a tricky transition between the fi-
nal /r/ of “your” and the initial /m/ of “meva”. With “Pravaclor”,
the third syllable is affected most, with participants omitting the
/l/, which is very short, or changing the nucleus to /a/, which
may be due to the almost vocalic final /r/. For “Erytozole”, the
suffix “zole” is often confused with a similar sounding suffix.
This could be due to the relatively rapid transition to the follow-
ing preposition “at”. “Beclotor” was affected worst. This is not
due to bad joins, but to very short nuclei whose identity is diffi-
cult to identify. Moreover, the final /r/ is very short and segues
quickly into the initial vowel of the following “at”. As a result,
none of the participants identifies the suffix correctly. Most mis-
interpret “-tor” as “-tin”, and only seven correctly identify the
/l/ in “-clo”.
The picture sketched above for the six medications with the
biggest performance difference between the natural and the syn-
thetic version holds for the other medications as well: Bad joins
are less of a problem than transitions that are too fast and dura-
tions, in particular of second consonants in consonant clusters,
that are too short.
Table 3: % correct by voice and stimulus category
Category Voice Total
Natural Synthetic
Medication 65.91% 35.23% 50.57%
Person 96.59% 90.91% 93.75%
Time 94.60% 96.02% 95.31%
Total 87.93% 79.55% 83.75%
4.2. The Effect of Memory
Working memory score is highly correlated with participants’
performance on natural stimuli (ρ=0.42, 95% confidence inter-
val [0.14,0.64], p<0.01), but not with performance on synthetic
stimuli in general (ρ=0.23, 95% CI [-0.07,0.49], p>0.1). Look-
ing at the effect of working memory span on the kinds of errors
made, we find a significant correlation with words substituted
(ρ=-0.36, 95% CI [-0.59,-0.07], p<0.05), but not with altered
phonemes or syllables.
4.3. The Effect of Hearing
After examining potential confounders such as particularly dif-
ficult items and working memory, we turn to the central aspect
of our study, the influence of hearing. We are looking for as-
pects of hearing that are highly correlated with participants’
performance: the number of correct responses, the amount of
phoneme errors, the number of syllable errors, and the num-
ber of word errors. The audiological measures included in our
analysis (cf. Sec. 3.3) are:
Pure Tone Audiometry: TRADL, TRADR, F2L, F2R,
UHFL, UHFR
Central Auditory Processing: MAXR, MAXL (Speech au-
diometry); GAP (gap detection in noise)
It would be very convenient if most of the results obtained
were due to participants with abnormal hearing that would have
been eliminated automatically by the traditional screening test,
with the average threshold TRAD for 0.5, 1, 2, and 4 kHz at
20dB or lower for both. For this reason, we present results for
two groups of participants:
Full: the complete group of 44 participants
Screened: the subgroup of 35 (79.55%) participants who
would have passed the traditional screening test
Of the group SCREENED, 5 (14%) had a gap detection threshold
in noise of 20 ms or higher. 8 (23%) had to hear the speech au-
diometry word lists at 60dB or louder to obtain a perfect score.
This is well above the dynamic range of normal speech, which
varies between 20 and 50 dB.
Tables 4–7 summarise the audiological measures which
correlate with participants’ performance on synthetic versus
natural speech. Measures for which correlations are significant
at a level of p<0.005 are presented in bold, correlations with
p<0.01 are in normal type, and measures for which correlations
are significant at p<0.05 in italics.
All correlations are in the expected direction: the higher
audiometric thresholds, the higher the gap detection threshold,
and the higher the maximum intensity at which participants cor-
rectly repeated all words, the worse their performance. The
first key result to note is that for both full group and screened
group, aspects of hearing clearly influence performance. This is
a powerful argument for including at least some simple hearing
thresholds as covariates when analysing results of intelligibility
tests. Even though our population was significantly older than
the usual undergraduate testers, age does not imply healthy ears:
We excluded two younger subjects from our initial pool of 15
younger participants because of low-frequency hearing loss.
The key hearing threshold is not one of the traditional
screening values TRADR and TRADL, but F2L. This is the one
threshold that correlates well with our error measures, no matter
what the group. This is good news, because like TRADL, it is
relatively quick and easy to measure. We also find strong corre-
lations with the ultra-high frequency hearing thresholds UHFR
and UHFL, which confirms our earlier findings [9]. The corre-
lations between UHFR and UHFL and participant performance
are stronger for the subgroup that would have passed screen-
ing than for the full group. This is interesting, since losses at
ultra-high frequencies precede losses further down the basilar
membrane.
Our measurements of central auditory function, MAXR,
MAXL, and GAP are mainly correlated with participants’ per-
formance on natural speech - they play a far smaller role in pre-
dicting errors on synthetic speech. In particular, MAXR corre-
lates well with the number of correct responses, and the num-
ber of word errors. This reflects the design of this particular
test, which looks at the ability to correctly understand mono-
syllables. GAP is only relevant in accounting for syllable er-
rors made when repeating synthetic stimuli (cf. Table 6): The
less participants are able to detect small gaps in noise, the more
likely they are elide, substitute, or insert two or more phonemes
in a syllable of a complex multisyllabic stimulus.
Finally, the evidence shows very clearly that hearing prob-
lems affect natural and synthetic speech differently, even though
the underlying speaker was the same. The key differences are:
• Speech audiometry correlates far better with people’s
ability to understand natural speech than with their abil-
ity to understand synthetic speech.
• Performance for synthetic stimuli on the other hand is
predicted mostly by pure tone audiometry thresholds.
• No audiological measures correlate significantly with the
number of phoneme errors made on synthetic speech,
and no measures correlate significantly with the number
of syllable errors made on natural speech.
5. Discussion
Our results indicate that older people can remember and pro-
cess synthetic stimuli just as well as those produced by natural
speech if the text consists of familiar words and phrases. We can
exploit this finding by ensuring that prompts are redundant and
contain frequent and familiar words. Since quite a few prob-
lems with the synthetic stimuli occurred at transitions between
the target words and the surrounding sentence matrix, a quick
Table 4: Correlation of audiological measures with perfor-
mance on reminder task
Full (n=44)
Natural Synthetic
Audiometry F2L F2L, UHFR
TradL UHFL, TradL
Central MaxR, MaxL MaxL
Screened (n=35)
Natural Synthetic
Audiometry (none) F2L, UHFR, UHFL
F2R, TradL, TradR
Central (none) (none)




Audiometry F2L, TradL (none)




Audiometry TradR, F2R (none)
Central (none) (none)
hack to avoid these problems would be to delimit the key con-
tent words by very short pauses. These general design guide-
lines can be implemented almost immediately and benefit all
users regardless of age.
Considerable differences emerge only when the text to be
synthesised contains phonologically complex, unfamiliar stim-
uli. This result needs to be investigated further in a more sys-
tematic study where phonological complexity and familiarity
are both varied systematically.
Our results also demonstrate that factors which will affect
the ability to understand natural speech do not necessarily affect
the ability to understand synthetic speech. Hence, we cannot
just extrapolate from the literature on human speech recogni-
tion, but need to reevaluate all findings carefully.
A more detailed analysis of the results shows that people’s
ability to understand synthetic speech is greatly influenced by
pure-tone audiometric thresholds. Central auditory processing
has a small, but decisive influence. For example, when remem-
bering phonologically complex syllables, the ability to detect
small gaps in the signal becomes important. This indicates
that users’ ability to understand synthetic speech may depend
mainly on aspects of auditory function that affect the general
processing of auditory stimuli, and less on users’ ability to un-
derstand speech.
The natural response to this result might be to apply preem-
phasis to relevant frequency ranges. However, the benefits of
any signal processing need to be weighed against the distortions
it introduces. Furthermore, detailed post-hoc error analyses
show that the main source of errors are not bad joins, but seg-
ments that are too short and transitions that move too quickly.
Hence, it might be more effective to use units for important con-
tent words that are longer and contain clearer auditory cues. We
hope to investigate this hypothesis in future work.




Audiometry (none) F2L, F2R, UHFL, UHFR
Central (none) MaxR, Gap
Screened (n=35)
Natural Synthetic
Audiometry (none) F2L, UHFR, UHFL
Central (none) Gap, MaxL
Table 7: Correlation of audiological measures with word errors
Full (n=44)
Natural Synthetic




Audiometry (none) TradR, TradL, UHFL
UHFR, F2R, F2L
Central MaxR, MaxL,GapNoise (none)
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