When simulating a complex stochastic system, the behavior of output response depends on input parameters estimated from finite real-world data, and the finiteness of data brings input uncertainty into the system. The quantification of the impact of input uncertainty on output response has been extensively studied. Most of the existing literature focuses on providing inferences on the mean response at the true but unknown input parameter, including point estimation and confidence interval construction. Risk quantification of mean response under input uncertainty often plays an important role in system evaluation and control, because it provides inferences on extreme scenarios of mean response in all possible input models. To the best of our knowledge, it has rarely been systematically studied in the literature. In this article, first we introduce risk measures of mean response under input uncertainty and propose a nested Monte Carlo simulation approach to estimate them. Then we develop asymptotical properties such as consistency and asymptotic normality for the proposed nested risk estimators. We further study the associated budget allocation problem for efficient nested risk simulation and finally use a sharing economy example to illustrate the importance of accessing and controlling risk due to input uncertainty.
INTRODUCTION AND MOTIVATION
For a complex real-world stochastic system, simulation is a powerful tool to analyze its behavior when real experiments on the system are expensive or difficult to conduct. Simulation is driven by input models that are distributions capturing the randomness in the system. For example, when simulating a queueing network, the random customer arrival and service times are generated from appropriate distributions (i.e., input models). The uncertainty on input parameters (e.g., customer arrival rates and service rates) may need to be taken into account, since they are typically estimated 1:2 H. Zhu et al.
from finite records of historical data. In general, there are two sources of uncertainty in a typical stochastic simulation experiment: the extrinsic uncertainty on input parameters (referred to as input parameter uncertainty, or simply input uncertainty) that reflects the variability of the finite data used to estimate input parameters, and the intrinsic uncertainty on output response (referred to as stochastic uncertainty) that reflects the inherent stochasticity of the system.
The variability of simulation output response clearly depends on both input uncertainty and stochastic uncertainty. An important question to address is how to quantify the impact of input uncertainty on output response variability in the presence of stochastic uncertainty. Various quantification methods have been proposed, including frequentist and Bayesian methods, among many others. Frequentist methods include the direct/bootstrap resampling methods [6, 7, 10] . The input model for these methods can be a non-parametric empirical distribution or a parametric distribution estimated from historical data. Bayesian methods include the Bayesian model averaging (BMA) methods [8, 11, 28, 29] . In these methods, a Bayesian updating rule is applied on a chosen prior distribution of input parameter to generate a posterior parameter distribution, which is then used as the sampling distribution of input parameter in the simulation experiment. In addition to these methods, Cheng and Holloand [10] also develop the δ -method, which decomposes the variance of output response into two components that are caused by input uncertainty and stochastic uncertainty, respectively. Song and Nelson [21] develop a method for quickly assessing the relative contribution of each input distribution to the overall variance. In recent years, with the rise of stochastic kriging in stochastic simulation (e.g., Ankenman et al. [1] ), meta-model-assisted methods have been developed for quantifying input uncertainty (e.g., see Barton et al. [5] and Xie et al. [25, 26] ). Henderson [14] provides an early review on the importance of input uncertainty and common methods to deal with it. Barton [4] provides a more recent review on popular methods in output analysis under input uncertainty and highlights some remaining challenges in this area.
Some of the aforementioned works aim at providing inferences on the mean response at the true but unknown input parameter, often through point estimation and confidence interval (CI) construction. Some others focus on obtaining an empirical distribution of mean response and providing a more complete picture of all possible scenarios of mean response under input uncertainty. However, to the best of our knowledge, the rigorous quantification of extreme scenarios of mean response due to some extreme input models is still lacking. Such quantification could provide inferences on system sensitivity or robustness to input uncertainty and thus would be critical for control of the system, especially when the decisions being made are irrevocable.
For example, consider a sharing-economy model where two user groups, buyers and sellers, trade with each other repetitively on a platform under the platform's pricing and matching decisions, with the aim to balance the supply and demand. The decisions are typically generated by the platform's decision system with parameters such as supply and demand arrival rates. Conducting experiments on the marketplace is usually risky and time consuming. Stochastic simulation is thus often used by the platforms to study the economics and determine the parameters in their decision system. The risk quantification and management of marketplace performance under input uncertainty is of great importance. Extreme mean responses (e.g., high mean number of unfulfilled buyers) under the input models result in low reliability/accessibility of the platform, leading to bad user experience and engagement in the future.
In this article, we aim to quantify the risk in stochastic simulation under input uncertainty by studying risk measures of mean response with respect to the distribution of the input parameter. We will focus on risk measures such as value-at-risk (VaR) and conditional value-at-risk (CVaR). Loosely speaking, VaR characterizes an extreme (e.g., 99%) quantile of the mean response distribution, and CVaR characterizes the conditional expectation of a tail portion of the mean response distribution. VaR, as one of the very earliest risk measures introduced in financial risk management, is easy to understand and interpret for practitioners. CVaR, as a classic coherent risk measure (e.g., see Artzner et al. [2] ), exhibits nice properties such as convexity and monotonicity for optimization (e.g., see Rockafellar and Uryasev [19] ). They have been extensively used in the financial industry, especially after the financial crisis in 2008. An abundant amount of literature has been dedicated to studying the estimation and optimization of risk measures under various settings; in particular, Hong et al. [15] provide a comprehensive review of Monte Carlo methods for VaR and CVaR.
We will introduce VaR and CVaR for quantifying the risk in stochastic simulation under input uncertainty and provide numerical schemes for their estimation. Specifically, we will study nested Monte Carlo estimators for VaR and CVaR of mean response from both theoretical and computational perspectives. Our numerical examples illustrate the importance and necessity of risk quantification under input uncertainty. To summarize, the contributions of this work are threefold:
(1) For output analysis in stochastic simulation, our work is among the first to systematically study risk quantification of mean response in all possible input models using risk measures. (2) Under the respective "Weak Assumption" and "Strong Assumption" (elaborated in Section 3), we show that the proposed nested risk estimators are consistent in different limiting senses. Under Strong Assumption, they are asymptotically normally distributed as well, which is the guarantee for constructing asymptotically valid CIs. (3) We solve the associated budget allocation problem that arises in nested simulation of risk estimators to improve simulation efficiency. The numerical study demonstrates the effectiveness of our approach and shows that the obtained budget allocation schemes drastically reduce the widths of the CIs constructed.
We note that, in a broader sense, our framework bears some similarity with risk assessment in credit management, since both of them deal with simulating certain conditional expectations. The work most relevant to ours is probably the work of Gordy and Juneja [13] , in which the authors study the asymptotic representation of the mean squared error (MSE) of nested risk estimators in credit risk management. By minimizing MSE asymptotically, they obtain an (asymptotically) optimal budget allocation scheme. In contrast, our work focuses on the analysis of asymptotical properties such as consistency and asymptotic normality of the proposed nested risk estimators. Furthermore, the associated budget allocation problem in our approach is to minimize the widths of the wider half CIs, which is similar to the MSE criterion in Gordy and Juneja [13] but from a different point of view. Moreover, we propose a new approach to estimate all of the parameters needed in the problem so that this budget allocation procedure can be used widely in practice.
Other common approaches for credit risk management include but are not limited to the deltagamma method by Glasserman et al. [12] and Rouvinez [20] , the two-level CI procedure with screening by Lan et al. [16] , the stochastic kriging method by Liu and Staum [18] , and the ranking and selection method by Broadie et al. [9] . Among other relevant literature, Lee [17] studies point estimation of a quantile (VaR) of the distribution of a conditional expectation via a two-level simulation, Steckley [22] considers estimating the density of a conditional expectation using kernel density estimation, and Sun et al. [24] study efficient nested simulation for estimating the variance of a conditional expectation. Most of these works focus on efficient allocation of inner simulation sizes across different outer scenarios, and Lee [17] , Steckley [22] , and Sun et al. [24] consider optimal allocation between inner and outer sampling. Our work is distinguished from these works in that we focus on the theoretical properties of nested risk estimators, and our budget allocation scheme can be viewed as a by-product of the theoretical properties established. We do point out that varying inner-layer sample sizes across different outer-layer scenarios, as studied in some of 1:4 H. Zhu et al.
the aforementioned works, could be further incorporated here to improve simulation efficiency; however, it is beyond the scope of this work.
The rest of the article is organized as follows. In Section 2, we introduce risk measures VaR and CVaR of mean response with respect to input uncertainty and propose nested risk estimators for risk quantification in stochastic simulation under input uncertainty. In Section 3, we establish the asymptotical properties of the proposed nested risk estimators under different assumptions and then construct asymptotically valid CIs. We formulate the associated budget allocation problem and propose a new approach to solve it in Section 4. In Section 5, we conduct numerical experiments to demonstrate some of the theoretical results from previous sections. Conclusions are provided in Section 6.
RISK MEASURES OF MEAN RESPONSE UNDER INPUT UNCERTAINTY 2.1 Formulation
Let us first rigorously define risk measures VaR and CVaR of mean response under input uncertainty. In a stochastic simulation experiment, consider a response function in the form of h(θ ; ξ ), where θ represents the input parameter(s) and ξ represents the noise (stochastic uncertainty) in the response. Let H (θ ) = E ξ [h(θ ; ξ )] be the mean response, and thus h(θ ; ξ ) = H (θ ) + E (θ ; ξ ), where
is a finite deterministic function of θ . Furthermore, suppose there is a probability distribution (called belief distribution) on θ that reflects our belief on input uncertainty, since θ needs to be inferred from finite historical data. For example, if one takes a Bayesian approach, then the belief distribution is constructed via Bayesian updating. Of course, there are other approaches, such as bootstrapping. Specifically, suppose p o (θ ) is a prior distribution on θ , and it could be either noninformative or informative depending on prior knowledge. Then the posterior distribution p(·|x) is obtained via sequential Bayesian updating with historical data x. Assume τ 2 := τ 2 θ p(θ |x)dθ is also finite.
Let 0 < α < 1 be the risk level of interest (e.g., α = 0.99). Then VaR of the mean response
where F (·) is the cumulative distribution function (c.d.f.) of H (θ ). When H (θ ) admits a positive and continuous probability density function (p.d.f.), which is denoted by
With slight abuse of notations, we use v α and c α as the abbreviations for v α (H (θ )) and c α (H (θ )), respectively.
Calculating risk measures such as v α and c α is straightforward when the system is simple. For example, when the p.d.f. of H (θ ) admits an explicit expression, VaR or CVaR of H (θ ) could be calculated via numerical integration.
Nested Simulation of VaR and CVaR
Let us first consider Monte Carlo estimation of v α and c α without the presence of stochastic uncertainty. In other words, H (θ ) can be evaluated exactly for all θ . First, draw N i.i.d. scenarios θ 1 , ... , θ N from the belief distribution p(θ |x); then, simulate {H (θ i ) : i = 1, ... , N } and sort them in ascending order, denoted by H (θ (1) ) ≤ H (θ (2) ) ≤ · · · ≤ H (θ (N ) ); finally, estimators of v α and c α are given, respectively, by
where for convenience we assume αN is an integer. Intuitively, v α is the α-level VaR of the empirical mean response distribution consisting of {H (θ (i ) ) : i = 1, ... , N }. In parallel, c α is the α-level CVaR of the empirical mean response distribution. The properties of v α and c α have been well studied in the literature. For example, although v α and c α are not unbiased, they are strongly consistent and asymptotically normally distributed under appropriate regularity conditions [23] . When stochastic uncertainty is present, the exact value of H (θ ) might not be readily available; instead, it is estimated via sample average. Naturally, to obtain estimators of v α and c α , we can extend the estimation procedure described earlier by replacing {H (θ i )} with their sample average estimates { H (θ i )}. Specifically, for each input scenario
; finally, estimate v α and c α , respectively, by
3)
We refer to v α or c α as a nested risk estimator, since nested simulation is incurred in the estimation. Due to nested simulation, the asymptotical properties of v α and c α become more complicated. In the next section, we will show that v α and c α maintain to be strongly consistent and asymptotically normally distributed in different limiting senses under different sets of regularity conditions. Hence, using them as inferences for v α and c α , respectively, is still reasonable. Note that the ordered statistics (θ (1) , ... , θ (N ) ) and (θ (1) , ... , θ (N ) ) are different. In fact, for fixed input scenarios θ 1 , ... , θ N , (θ (1) , ... , θ (N ) ) is a constant vector, whereas (θ (1) , ... , θ (N ) ) is a random permutation of (θ (1) , ... , θ (N ) ) that depends on the realizations of {h(θ i ; ξ i j )}. 
ASYMPTOTIC ANALYSIS OF NESTED VAR AND CVAR ESTIMATORS
In this section, we analyze the asymptotical properties of nested risk estimators v α and c α , as the inner and outer sample sizes both go to infinity. In particular, we will prove their strong consistency and asymptotic normality in different limiting senses under different sets of regularity assumptions, which are referred to as Weak Assumption and Strong Assumption, respectively. Under Weak Assumption, the consistency result includes iterative limits that make it hard to use in practice. Thus, the stronger result under Strong Assumption, which allows the number of outer layer scenarios and inner layer samples to go to infinity simultaneously, will be of help. 1 M ). Assumption 3.2 holds when h(·, ·) is sufficiently smooth, and the distributions of θ and ξ have good structural properties (e.g., finite moments up to some order). Note that when Strong Assumption holds, Weak Assumption naturally holds.
Consistency
It turns out, under Weak Assumption, nested risk estimators v α and c α are consistent in the sense that they converge to v α and c α w.p.1, respectively, when M first goes to infinity and then N goes to infinity. In particular, we have the following Theorem 3.3 on the consistency of v α and c α under Weak Assumption. 
Proof. See Appendix A.
Note that in Theorem 3.3, the limits on N and M are iterated and non-interchangeable. Intuitively, the inner sample size M going to infinity ensures that, for any fixed θ , H M (θ ) → H (θ ) w.p.1 (by the Strong law of large numbers). It follows that for fixed
When Strong Assumption is imposed, we could strengthen the results in Theorem 3.3. In particular, the following Theorem 3.4 shows that the iterated limits on N and M in Theorem 3.3 could be relaxed into simultaneous limits.
Theorem 3.4 [Consistency under Strong Assumption]. Under Assumption 3.2, we have
Proof. See Appendix B. 
w.p.1 as N and M go to infinity simultaneously. Hence, Theorem 3.4 holds.
Remark 3.5. Given the same set of assumptions, Propositions 2 and 3 in Gordy and Juneja [13] suffice the proof of Theorem 3.4, but we can hardly derive the normality result from them. However, Lemmas B.1 through B.4 used in our proof can directly lead to Theorem 3.6. In this respect, our proof has its own value.
Asymptotic Normality and CIs
After showing the consistency of v α and c α , it is natural to consider their asymptotic normality properties and construct the associated CIs. Since we need iterative limits in the consistency result under Weak Assumption, it can hardly be used in practice. So we will only consider the case under Strong Assumption. Following the idea in proving Theorem 3.4, the error of v α (or c α ) is decomposed into two components that respectively account for the one-layer simulation error due to input uncertainty and the simulation bias due to stochastic uncertainty. In particular,
and c 
where
Theorem 3.6 is consistent with the results in Gordy and Juneja [13] on the characterizations of the asymptotic variances of v α and c α . We also note that Theorem 3.6 is stronger in that it directly leads to the results in Gordy and Juneja [13] . Specifically, by minimizing MSE, Gordy and Juneja [13] show that the variance and the bias of a nested risk estimator are balanced when the sample size pair (N , M ) lives in the regime of N = O (M 2 ). Theorem 3.6 here shows a stronger result that a nested risk estimator is asymptotically normally distributed if and only if (N , M ) lives in the regime of N = |K |M 2 .
Following Theorem 3.6, we can construct CIs for v α and c α of confidence level (1 − β ):
and
where σ v , μ v , σ c , and μ c are sample estimates of σ v , μ v , σ c , and μ c , respectively, and t γ , L represents the γ -quantile of a t-distribution with degree of freedom L. The term f (v α ) in σ v can be estimated using Gaussian kernel density estimation [22] , and σ c can be estimated directly via sample average. The estimation of μ v and μ c is more tricky, as they involve expectation and gradient terms that could not be estimated directly. We will provide a heuristic technique to estimate these two values in Section 4.
Remark 3.7.
It is worth mentioning that we could probably avoid estimating f directly by using more "data driving" schemes such as sectioning and bootstrapping. This is an interesting future direction but beyond the scope of this work. At the same time, the method we choose is easy to use and works quite well in the numerical experiments (see Section 5) .
Note that the CI in (3.6) or (3.7) only depends on N , when N = o(M 2 ). In this case, the bias term due to stochastic uncertainty is of the order O ( 1 M ), and thus it will be asymptotically insignificant compared to the O (
) error term. We refer to the CIs in (3.6) and (3.7) as "CIs under Strong Assumption."
The following Theorem 3.8 shows that CIs under Strong Assumption are asymptotically valid, which means they will achieve a coverage probability of (1 − β ). Remark 3.9. Here we only consider the case when N = o(M 2 ) (or equivalently K = 0) instead of K ≥ 0. This is because when K > 0, it is difficult to guarantee that the estimate of the bias term is sufficiently accurate when N and M go to infinity, since we use a cubic basis function in the regression. However, if we can estimate the bias term accurately enough (e.g., the numerical example in Section 5.1), the CIs (3.6) and (3.7) still work when K > 0.
BUDGET ALLOCATION
In practical simulation, usually there is a simulation budget that affects the choices of N and M. Intuitively, the outer sample size N determines the simulation error due to input uncertainty, whereas the inner sample size M determines the simulation error due to stochastic uncertainty. Therefore, choosing N and M appropriately is critical to balance the trade-off between capturing input uncertainty and capturing stochastic uncertainty, and improve overall efficiency.
As shown in the previous section, under Strong Assumption, the error of nested risk estimator v α (or c α ) could be decomposed into an error component caused by input uncertainty and a bias component caused by stochastic uncertainty. Within this framework, Gordy and Juneja [13] propose to minimize the asymptotic MSE (i.e., the summation of variance and squared bias) of v α . The result is an (asymptotically) optimal budget allocation scheme, N = O (M 2 ), that balances between the outer-layer sampling error and the inner-layer sampling bias.
An alternative approach to improving simulation efficiency is to formulate the optimal budget allocation problem by minimizing the width of the CI, noting that the CI in (3.6) or (3.7) are not centered at v α (or c α ). It may not even include v α (or c α ) when the bias dominates the standard deviation. So instead of minimizing the half width, one could minimize the largest possible difference between the true value v α (or c α ) and the point estimate v α (or c α ) under the specified high probability (e.g., 95%). This difference turns out to be the wider half of the CI in (3.6) or (3.7) and can be written as
For simplicity, we will refer to W v (or W c ) as the "wider-half CI width." The budget allocation problem can be formulated as follows. Let C (N , M ) := c 1 N + c 2 N M be the total computational cost, where c 1 refers to the cost of sampling one θ (input parameter) from the belief distribution p(θ |x ), whereas c 2 is the cost of simulating the system performance H (θ ) under the input parameter θ . In practice, one way to determine these two parameters is to run a pilot experiment. Note that c 1 is negligible in most cases, but in some situations it does play a significant role (e.g., when the parameters are generated by MCMC). As a result, we still take the cost c 1 into consideration in the following optimization problem. Of course, there could be other minimization criteria such as the overall computational complexity, and they can be minimized in a similar manner. Let CB be the total simulation budget. Consider the following CI width minimization problem.
Here, the constraints N ≥ Γ 0 , M ≥ Γ 0 and (1 − α )N M ≥ Γ 0 are imposed to ensure the validity of a t-statistics, and a typical choice for Γ 0 is 30. Before solving problem (4.3), we still need to compute or estimate the "variance terms" and "bias terms" σ v , μ v , σ c , and μ c in the objective function, since in practice they are usually unknown or unavailable. A common fix is to run a pilot experiment with a small fraction of total simulation budget and estimate the variance terms using the samples from the pilot experiment. Let us use σ v , μ v , σ c , and μ c to denote the estimates of σ v , μ v , σ c , and μ c from the pilot experiment, respectively. Thus, σ v and σ c could be the natural sample average estimates; however, they might be very inaccurate since it involves rare event simulation with few samples. For example, recall that
This indicates that estimation of σ 2 c is at least as difficult as estimation of v α . Using naive sample average to estimate σ c causes most of the samples to be ineffective, thus resulting in an inaccurate estimate σ c . In fact, theoretically, only (1 − α ) fraction of the samples will be effective; since α is close to 1, the percentage of effective samples is small. To be more specific, suppose α = 0.99 and N = 100 scenarios of H (θ ) are generated in the pilot experiment. Then, theoretically, only one scenario will be effective and used in the estimation, since the remaining 99 scenarios result in a simple value of 0.
The issue with the naive sample average method is that the information about the underlying distribution carried by the ineffective samples is not utilized. In contrast, a good estimation method usually makes use of the information carried by all of the samples. For example, using (adaptive) importance sampling turns some of the ineffective samples into effective samples and thus improves accuracy; however, this approach is not readily applicable here because we lack the knowledge about the p.d.f. of the mean response distribution.
Next, we will propose a new approach to estimating the variance terms that exploits the information carried by all of the samples generated in the pilot experiment. Recall that
where 
|H (θ ) = y]; and (iii) the lack of the gradient of Λ(t ).
To address the first challenge, we apply a technique called density projection. In other words, we project the discrete empirical distribution of H (θ ) onto a parameterized family of continuous densities. Then the resultant projection, which is a continuous density, will be used as an approximation of f (·), and σ v and σ c are computed via numerical integration. The detailed description of density projection is as follows.
A projection mapping from a space of probability distributions P to another space consisting of a parameterized family of densities F , denoted as Proj F : P → F , is defined by
where D K L (д f ) denotes the Kullback-Leibler (KL) divergence between д and f , which is
Here, note that the densities д and f are assumed to have the same support. Hence, the projection of д on F has the minimum KL divergence from д among all densities in F . Loosely speaking, the projection of д on F is the best approximation of д one can find in F . As shown in Theorem 3 of Zhou et al. [27] , when F is an exponential family of densities, which includes common families of densities such as Gaussian, the minimization problem (4.4) has an analytical solution. Note that this technique utilizes the information carried by all of the samples.
Remark 4.1. If i.i.d. samples of д are generated to compute Proj F (д), then the proposed density projection technique is equivalent to maximum likelihood estimation. Furthermore, if F is an exponential family of densities with sufficient statistics that consist of polynomials, then density projection is equivalent to a method of moments.
Remark 4.2.
Note that this projection scheme is not provably consistent, and thus it does not satisfy the condition of Theorem 3.8. Nevertheless, this heuristic is still useful in practice, as shown in our experiment results in Section 5.
Remark 4.3.
When this projection scheme is used after running a pilot experiment with an extremely small M, the empirical estimator of f can be quite biased. Thus, after projection, our density estimator could be inaccurate. However, such an issue can be easily avoided when the total budget is large. Even if we only use a small percentage of the budget in the pilot run, M pilot is sufficiently large to guarantee a good empirical approximation of H (θ ). (See the example in Section 5.2.)
To address the second challenge, we apply regression for τ 2 (y) onto the space of H (θ ) and use the samples from the pilot experiment to train the regression model. Simple numerical tests show that a polynomial regression with basis functions consisting of polynomials (degree≤ 3) of H (θ ) is sufficiently good.
The third challenge is resolved naturally to this end because we have the closed form of Λ(t ) as a function of t. In particular, f (t ) is now a normal p.d.f., and τ 2 (y) is a polynomial function. Thus, we can compute the gradient analytically.
After plugging the approximate terms σ v , μ v , σ c , and μ c into problem (4.3), it remains to solve the minimization problem. Solving it analytically to optimality is unlikely because the problem might not possess structural properties such as convexity. In particular, the first constraint C (N , M ) ≤ CB is concave. Alternatively, we can enumerate a reasonable amount of candidate allocation schemes (e.g., a two-dimensional grid of feasible allocation schemes) and choose a scheme that yields the smallest CI width.
We also point out that it is beneficial to consider a more sophisticated budget allocation scheme in which the inner sample size varies across different input (parameter) scenarios. For example, in the estimation of v α , the input scenarios that heavily affect estimation accuracy are the ones with mean responses close to v α . In particular, for a specific input scenario, it affects estimation accuracy if the true mean response of that input scenario falls into one side of v α while its estimation falls into the other side. In this case, the inner sample size for this input scenario should be increased to reduce the probability of such event. This problem has been studied in the setting of nested credit risk assessment using ranking and selection [9] and screening [16] , and so forth.
NUMERICAL EXPERIMENTS

CIs under Strong Assumption
We first use a simple numerical example from Gordy and Juneja [13] to show the validity of our CI procedures under Strong Assumption. In particular, consider H (θ ; ξ ) = N (0, 1) + N (0, 1), a summation of two independent standard normal random variables. In Gordy and Juneja [13] , the first N (0, 1) represents the (outer-layer) portfolio loss distribution and the second N (0, 1) represents the (inner-layer) pricing error. Note that the experimenters do not have knowledge of σ or μ. Clearly, this example does not fit into our input uncertainty framework. The reason for using it is that the exact risk values, and all variance and bias parameters admit closed-form expressions. Thus, strong CI procedure are precise. Performance measures of interest include wider-half CI widths and actual coverage probabilitythat is, the probability that the true risk value falls into the simulated CI. In particular, we will run the simulation 1,000 times independently and identically to compute the two performance measures, in which the budget allocation scheme from minimizing the wider-half CI widths in previous section is employed. The results for VaR and CVaR are summarized in Table 1 .
The numerical results show that first, as expected, the strong CI procedure generates CIs with coverage probabilities around 95%; second, when we increase the total budget, the coverage will increase while the wider-half CI width will decrease, and thus the strong procedure can provide us a very good estimation (high coverage, small CI) if we have large budget; and third, when α = 0.95, the optimal budget allocations for VaR and CVaR are almost the same, which means we can minimize the two wider-half CI widths at the same time.
Sharing Economy Model
Let us consider another example for risk quantification under input uncertainty-a sharing economy model. This new type of economy refers to businesses such as local delivery, car sharing, and house sharing. We can model it as a two-sided market in which two distinct user groups, buyers and sellers, trade with each other under the regulation made by the organizer/agent. In general, the organizer is responsible for pricing, with the aim to maximize the revenue or clear the marketplace. Usually, both demand and supply depend on the price. Specifically, when the price is higher, more sellers will come while more buyers will be lost, and vice versa. We can further model this as a queueing system (see Banerjee et al. [3] ) and make the following assumptions: Denote the basic arrival rates of buyers and sellers by Λ o and M o , respectively, and
Let p be the price. In general, when a buyer (seller) enters the market, after learning the price, the buyer (seller) will buy/sell the product (if available) with probability д 1 (p) (д 2 (p) for sellers). Note д 1 (p) and д 2 (p) could be viewed as the functions that describe users' sensitivities to the price. One of the common choices for д 1 (p) and д 2 (p) is
where α and β are the price sensitivity coefficients. Since in general buyers are more sensitive to the price change, we also assume α > β. Notice д 1 (p) is strictly decreasing, and д 2 (p) is a strictly increasing function. Thanks to the nice properties of general Poisson processes, the actual arrivals of buyers and sellers (meaning the ones that do offer to buy or sell) under price p also follow Poisson processes with rates λ(p) and μ (p), respectively, where
The response of interest for the organizer is the unfulfilled rate H (θ o , p) (i.e., the probability of an order from buyers being lost) because it measures to what extent the marketplace is cleared while managing the service rate and the queue length of the sellers. In particular, the organizer could control the unfulfilled rate H (θ o , p) by adjusting the price dynamically.
Remark 5.1. Usually, the organizer will not try to find a price that minimizes H (θ o , p) . Intuitively, when the price is very high, there will be more sellers than buyers in the market. In this case, the unfulfilled rate is close to 0. However, this scenario might not be of the best interest to the organizer since the organizer's objective might be maximizing the revenue or social welfare (which is very common in a two-sided market). Another example is that the organizer might want to maximize the expected number of fulfilled orders while controlling the unfulfilled rate. In other words, we need to solve the following stochastic optimization problem:
where N (θ o , p) is the total number of buyers entering the market. This problem could be solved by simulation optimization methods, which is beyond the scope of this work.
Here we focus on estimating the unfulfilled rates under different prices. The challenge is that we do not know the basic arrival rates θ o exactly. In practice, we have to collect data to estimate them, and hence input uncertainty plays a crucial role. Our objective is to estimate the risk associated with unfulfilled rate due to input uncertainty.
In this numerical experiment, the values of Λ o and M o are known to us (the judges) but not known to the experimenter. Take Λ o = 5, M o = 2, α = 0.2, β = 0.1, and p = 2, 3, 4, 5. To model input uncertainty, we take a Bayesian approach to construct the belief distribution on input parametersthe basic Poisson arrival rates Λ o and M o . Specifically, assume non-informative priors for both
Based on n = 10, 100, 10,000 historical observations of Λ o and M o (drawn from the corresponding distributions with the true parameters), a Bayesian updating is applied to obtain the posterior distributions of Λ o and M o . In particular, denote the historical observations of Λ o by x = (x 1 , ... , x n ) . Then the updating on the posterior distribution of Λ o is carried out analytically and leads to p(
which is a gamma distribution with shape parameter n and scale parameter 1/( Before we apply the strong CI procedure, first we need verify whether Strong Assumption holds. In this example, the parameter
What we want to estimate is a probability, so here h(θ o , ξ ) is a Bernoulli random variable with the probability of success equals to H (θ o , p). Thus, it has a finite conditional second moment. In addition,Ē M can be written as
is a binomial random variable. Notice that in practice we usually choose M large enough to make sure the estimate is accurate. Hence, we can use the normal approximation N (Mh, Mh(1 − h)) here to replace the binomial distribution. We denote this conditional p.d.f. as f M,h (e), whose second derivative exists and is continuous. Then the joint density p M (h, e) is the product of f M,h (e) and f (h). The exponential term in the normal distribution will ensure the second and third items in Strong Assumption are satisfied.
In particular, we draw N = 10,000 input parameter scenarios from p(Λ o |x) and p(M o |y). Furthermore, for each input parameter scenario, we draw M = 2,000 samples of a buyer's arrival and count how many of their orders are lost. Finally, v α and c α of the unfulfilled rate are estimated via (2.3) and (2.4), respectively. The simulation results are summarized in Tables 2 and 3 .
We have the following observations:
(1) In general, there is a significant gap between the mean (column 3) and VaR or CVaR (columns 4-6) of an unfulfilled rate with respect to input uncertainty. It implies that risk quantification in stochastic simulation under input uncertainty is necessary. Moreover, when n is really small (e.g., n = 10), there is no clear pattern how the mean value changes when p increases. This is because the error caused by input uncertainty is too large and overwhelms the estimation. (2) When n is large, the gap between the mean and VaR or CVaR becomes small. Intuitively, as more input data become available, the belief distribution on the input parameter becomes more concentrated on the values close to the true one. Therefore, loosely speaking, the mean response distribution is also more concentrated on the values close to the true mean response and essentially reduces the risk of a large unfulfilled rate. (3) Under the same level of input uncertainty, especially when n is small, we can see the gap between the mean and VaR or CVaR becomes more significant as p increases. For example, when n = 100, V aR α 1 is only 1.2 times of mean for p = 2, whereas this number is more than 3 for p = 5. This is because when μ (p) approaches the buyers' arrival rate λ(p), the system becomes less stable and the risk in simulation due to input uncertainty is more significant. Therefore, more input data is required to reduce such risk to an acceptable level.
To show how input uncertainty might affect the pricing scheme, we further study how VaR and CVaR estimates behave around the optimal price (about $5) under different levels of input uncertainty. In particular, we take three different input data sizes: n = 100, 1,000, and 10,000. We have the following observations:
(1) In all three plots, as n increases, mean, VaR, and CVaR approach the real unfulfilled rate (solid blue line). (2) Obviously, all of the plots of VaR and CVaR are above the true unfulfilled rate, indicating the risk caused by input uncertainty exists and cannot be ignored. If input uncertainty is not considered carefully, the price we find will be much different from the real optimal price. In this case, the organizer will lose its profits because of the low price or the lack of orders. (3) Under the same price, input uncertainty will greatly affect the CIs' widths for VaR and CVaR. In particular, when we use more observations to estimate Λ o and M o , the CIs will be narrower. Together with the first observation, we can minimize the influence of the input uncertainty by collecting more input data. (4) It is not clear from this figure how price affects CIs' width due to the small price range of 4.8 to 5.1. But from previous results, we can know that the length (half-width for the mean, wider-half CI width for VaR and CVaR) increases as the price increases in certain cases.
We finally study the associated budget allocation problem. Note that for VaR estimation and CVaR estimation, the budget allocation problem might yield different optimal allocation schemes. Let C (N , M ) = N M + N and CB = 5 × 10 6 . We use N pilot = 100 outer scenarios and M pilot = 50 inner samples for each scenario in the pilot experiment to guide the budget allocation in the actual experiment. In total, only 0.1% of the total budget is consumed, so the budget for the actual experiment is minimally affected. To show the effectiveness of the pilot experiment, we plot the wider-half CI widths for different choices of N in Figure 2 , where the blue curves are the widerhalf CI widths calculated using terms estimated from the pilot experiment, and the red curves are the wider-half CI widths calculated using the true values obtained by brute-force simulation (i.e., using extremely large sample sizes).
(1) In both plots, although there is a non-negligible gap between the wider width (blue curve) computed using the terms estimated from the pilot experiment and the true wider width (red curve), the curves follow the same trend and their minima almost coincide. This implies that solving the formulated budget allocation problem could identify the optimal budget allocation scheme. In light of the fact that only 0.1% of the total simulation budget is used, we could claim that our budget allocation problem and its solution strategy provide effective guidance in determining good budget allocation schemes. (2) By comparing the difference between the maximum and minimum of the red curves, we can see that using an optimal budget allocation scheme could narrow a CI by at least two times. When the total simulation budget is limited, solving the budget allocation problem is very beneficial. (3) The best budget allocation schemes for VaR and CVaR estimation are quite similar. In particular, the optimal N for constructing CI of VaR and CVaR are around 2 × 10 3 . (4) It is worth mentioning that the wider width for both VaR and CVaR estimation appears to be first decreasing in N , since the input uncertainty dominates the simulation error when N is not large enough. When N has approached a certain level, stochastic uncertainty starts to play a more important role.
In conclusion, the simulation results for the sharing economy model provide empirical evidences for the importance and necessity of risk quantification in stochastic simulation under input uncertainty, as well as the advantages of solving the associated budget allocation problem for efficient nested simulation.
CONCLUSION
In the present work, we introduce risk quantification in stochastic simulation under input certainty, which rigorously quantifies extreme scenarios of mean response in all possible input models. In particular, we propose nested Monte Carlo simulation to estimate VaR or CVaR of mean response with respect to input uncertainty. We prove the asymptotical properties (consistency and normality) of the resultant nested risk estimators in different limiting senses under different sets of regularity conditions. We further use the established properties to construct (asymptotically valid) CIs and propose a practical framework of optimal budget allocation for improving the efficiency of nested risk simulation. Last, we study a sharing economy example to illustrate the importance of accessing and controlling risk due to input uncertainty and to demonstrate the effectiveness of our budget allocation scheme. The work in this article can be viewed as a starting point of research on more general risk measures for risk quantification under input uncertainty.
However, the naive nested risk estimators considered here could be restrictive in risk quantification under input uncertainty for large-scale systems due to the inefficiency of naive rare-event simulation. The budget allocation problem solved in this article partially addresses this issue in the sense that it leads to good outer versus inner sample size trade-off in reducing CI width. Developing more sophisticated budget allocation schemes will be a promising direction of future research. To establish (A.1), we need the following lemma, and its proof can be found in the online appendix.
Lemma A.1. Under Assumption 3.1.
(ii), where recall that Err 1 , Err 2 are defined in (3.3) and (3.4) . In view of the fact that a Student's tdistribution converges to a standard normal distribution as the degree of freedom goes to infinity, the almost sure convergence of variance estimators by the Strong law of large numbers, and the consistency of kernel density estimation, these limits naturally hold following Theorem 3.6.
