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Abstract
Multivariate analysis of fMRI data has benefited sub-
stantially from advances in machine learning. Most
recently, a range of probabilistic latent variable models
applied to fMRI data have been successful in a variety
of tasks, including identifying similarity patterns in
neural data (Representational Similarity Analysis and
its empirical Bayes variant, RSA and BRSA; Inter-
subject Functional Connectivity, ISFC), combining
multi-subject datasets (Shared Response Mapping;
SRM), and mapping between brain and behavior (Si-
multaneous Modeling). Although these methods share
some underpinnings, they have been developed as dis-
tinct methods, with distinct algorithms and software
tools. We show how the matrix-variate normal (MN)
formalism can unify some of these methods into a
single framework. In doing so, we gain the ability to
reuse noise modeling assumptions, algorithms, and
code across models. Our primary theoretical con-
tribution shows how some of these methods can be
written as instantiations of the same model, allow-
ing us to generalize them to flexibly modeling struc-
tured noise covariances. Our formalism permits novel
model variants and improved estimation strategies:
in contrast to SRM, the number of parameters for
MN-SRM does not scale with the number of voxels
or subjects; in contrast to BRSA, the number of pa-
rameters for MN-RSA scales additively rather than
∗Corresponding author: ms44@princeton.edu
multiplicatively in the number of voxels. We empir-
ically demonstrate advantages of two new methods
derived in the formalism: for MN-RSA, we show up
to 10x improvement in runtime, up to 6x improve-
ment in RMSE, and more conservative behavior under
the null. For MN-SRM, our method grants a modest
improvement to out-of-sample reconstruction while re-
laxing an orthonormality constraint of SRM. We also
provide a software prototyping tool for MN models
that can flexibly reuse noise covariance assumptions
and algorithms across models.
1 Introduction
Functional magnetic resonance imaging (fMRI) analy-
sis is a challenging problem for statistics and machine
learning: signal-to-noise ratio for extracting scientifi-
cally meaningful information is low, and physiologi-
cal and instrumentation noise creates correlations in
space and time that can mask signal and magnify false
alarms. Recent methods have been developed in the
statistics and machine learning community to address
these challenges, including for dimension reduction
and subject-to-subject mapping (SRM, [7]; TFA, [16]),
estimation of patterns of neural similarity within and
across subjects (BRSA, [5]; ISFC, [20]), and mapping
from brain to behavior via latent cognitive models
[SM, 27].
These models are similar in that they seek a latent,
typically low-rank, structure in fMRI data using mul-
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tivariate gaussian models. Yet they are different in
the quantity they attempt to estimate, and in the
estimation methods they use. Furthermore, these
techniques are restricted to modeling only either tem-
poral or spatial correlation (or neither), even though
both spatial and temporal noise structure exists in
the data. These differences make it difficult to share
insights and advances across techniques. In this work
we show that matrix-variate (MN) normal models
provide a powerful formalism for understanding and
developing fMRI data analysis methods in a unified
way.
Specifically, we show that many existing methods
can be derived from the MN framework. MN vari-
ants of these methods are not restricted in their noise
model and can simultaneously capture spatial and
temporal noise. Furthermore, the shared mathemati-
cal structure enables the creation of an MN develop-
ment software framework that admits flexible swap-
ping between various covariance models—a task that
otherwise involves substantial engineering effort.
Our contributions are as follows:
1. Motivation for MN models as a unifying math-
ematical model for fMRI analysis, illustrating
its wide applicability with examples from both
regression (via RSA) and factor analysis (via
SRM).
2. A toolkit for developing MN models using Ten-
sorflow [1], and implementations of RSA and
SRM variants that can model both spatial and
temporal covariance. (§4).
3. An expectation-conditional-maximization
(ECM)algorithm for fitting MN-based SRM, in
which the number of parameters does not scale
with the number of subjects (unlike conventional
SRM), and the orthonormality constraint on the
shared space projection is removed (§4).
4. Demonstration that MN-based RSA is approx-
imately an order of magnitude faster than the
previous state of the art method, can be up to
6x more accurate (relative to synthetic ground
truth) at SNRs as low as 0.08 and thousands of
voxels, and is most conservative under the null
hypothesis.
5. Demonstration that MN-based SRM can improve
on SRM performance in terms of reconstruction
(§5).
The remainder of the paper is organized as follows:
we discuss background and related work in §2. §3 pro-
vides motivation for our formalism, and derives RSA
and SRM in this framework, and the ECM algorithm
for MN-SRM. §4 discusses our software implementa-
tion and the challenges involved therein. We show
the results of our experiments in §5 and conclude in
§6 with some discussion as to how other cutting edge
analyses fall into our framework.
2 Background
fMRI uses the magnetic properties of oxygenated
blood to measure blood flow in the brain as a proxy
for neural computation. fMRI data exhibits temporal
and spatial correlations due to blood flow dynamics,
acquisition constraints, and the spatially distributed
temporally evolving mental computation itself. With
computational and theoretical advances, Multi-Voxel
Pattern Analysis (MVPA; 17) has leveraged successes
in machine learning for decoding more sophisticated
representations and processes from fMRI data. A
number of recent analyses pipelines have relied on
gaussian latent variable models due to their wide ap-
plicability and computational tractability. We focus
on two here – SRM and RSA – due to their wide use
and broad applicability, though we treat two addi-
tional models in the supplementary material.
2.1 Representational Similarity Anal-
ysis (RSA)
The goal of RSA [14] is to use distances between cor-
relations or other (dis)similarity metrics between re-
sponses to stimuli in the fMRI dataset to theoretically
predicted distances. This approach has been partic-
ularly successful in the visual domain [e.g. 13, 31].
Due to the isomorphism between correlation and re-
gression, it has been shown that the standard RSA
estimator is biased (in a formal sense) when applied to
within-run data [5], but the state of the art empirical
2
Bayes method based on maximum marginal likelihood
(BRSA) mitigates this particular bias [5].
2.2 Shared response mapping
A challenge in analyzing grouped data (e.g. coming
from multiple subjects) is that while we expect sub-
jects to have similar mental responses to a given stim-
uli, these responses may be idiosyncratically realized
in the neural signal. This is essentially the repeated
measures problem, seen here in a discriminative per-
spective. For classification-based decoding and other
discriminative analyses that fall under the rubric of
MVPA, managing this is called the hyperalignment
problem. Hyperalignment models project all subjects
into a shared space that is used for analysis. SRM
[7] is one recent hyperalignment method that is a
factor analytic model, which linearly projects all sub-
jects’ data into a shared, low-dimensional functional
timecourse. SRM can be used for feature selection to
enable state of the art decoding performance.
3 Matrix Normal Models for
fMRI
Conventional multivariate fMRI analysis methods
choose whether to model noise covariance in space
or in time, while assuming independence in the other
dimension, an assumption violated in real fMRI data
as noted above.
MN models, also known as kronecker-separable co-
variance models, provide a formalism addressing the
problem of multivariate data analysis [e.g. 3, 30]. The
matrix-normal distribution is defined as:
X ∼MNmn(M,R,C) (1)
log p(X |M,R,C) = −2 logmn−m log |C| (2)
− n log |R| − Tr [C−1(X−M)>R−1(X−M)] .
The intuition behind the kronecker separability
is that if Y ∼ MN (M,R,C) then vec(Y) ∼
N (vec(M),C⊗R), where ⊗ is the kronecker product
operator and vec is the vectorization operator. In
the case of fMRI, a kronecker-separable covariance
assumes that spatial covariance is the same at every
Figure 1: Matrix normal models simultaneously
model spatial and temporal noise.
time, and temporal covariance is the same for every
voxel (see Fig. 3 for an illustration of this point). The
covariance between any two voxels at two times is a
product of their space and time covariance.
In this section, we show how the popular represen-
tational similarity analysis (RSA; 5, 14) and shared
response mapping (SRM; 7) methods in neuroimaging
can be written as matrix-normal models. We perform
similar derivations for intersubject functional connec-
tivity (ISFC; 20) and Simultaneous modeling (SM; 27)
in the supplement. We begin with RSA [14]. Standard
correlation-based RSA estimates stimulus-by-stimulus
distances in brain activity space. If the distance ma-
trix is a correlation matrix, this process is equivalent
to encoding the predicted process model components
(e.g. Markov states for reinforcement learning, or neu-
ral network activations) in a design matrix X, under
the linear model [5]:
yi | X, βi, τ2 ∼ N (Xβi, τ−2I), (3)
where τ−2 is the residual precision, yi is the (cen-
tered) timecourse of the ith voxel, and the coefficient
vector βi is the response pattern of each voxel to the
modeled stimulus. The empirical row correlation of
the β’s is the RSA correlation matrix. If one uses
point estimates of β to compute the RSA correlation
matrix the estimator is biased, and this bias can inject
3
structure from the design matrix into the estimate [5].
Bayesian RSA (BRSA; [5]) instead marginalizes over
β:
β ∼ N (0,U) (4)
yi | X, βi, τ2 ∼ N (0, τ−2I + XUX>), (5)
and performs MAP estimation on U by gradient de-
scent, mitigating this bias. Now we derive matrix-
variate RSA. To write a matrix-normal density for
RSA (MN-RSA), we stack all of the yi vectors into
a matrix Y, and stack all of the regression weights β
into a matrix W:
Y |W,Σt,Σv ∼MN (XW,Σt,Σv,Y) (6)
W | U,Σv ∼MN (0,U,Σv,W) (7)
This model can no longer model voxel-specific tem-
poral correlations, but in return can model the resid-
ual spatial covariance Σv. This tradeoff will play
out differently in different datasets. In this multilin-
ear regression form, this problem appears similar to
a number of models used recently in the multi-task
learning literature [e.g. 4, 9, 18, 21, 22]. However,
unlike those settings, the estimation target in RSA is
the covariance U rather than predicted data in new
tasks.
In previous work on estimating kronecker-separable
covariances, both the signal and noise spatial covari-
ances are assumed to be different, i.e. Σv,Y 6= Σv,W.
As a result, the marginal covariance (marginalizing
over W) is a sum of kronecker factors, which previous
work had estimated using Permuted Rank-penalized
Least Squares [9–11] or gradient descent exploiting
the compatibility between diagonalization and the
kronecker product for efficient likelihood computation
[18, 22]. In the domain of fMRI, spatial covariance
are driven primarily by physiological factors (blood
flow) and instrument constraints, both of which the-
oretically affect the signal and spatial noise covari-
ances in an identical way. Consequently, we assume
Σv := Σv,Y = Σv,W. This gives us a convenient
matrix-normal marginal likelihood (see supplement
for derivation):
Y | U,Σt,Σv ∼MN (0,Σt + XUX>,Σv), (8)
which we term the MN-RSA model.
3.1 Matrix-variate shared response
model
Consider the following factor analysis model for fMRI
data for multiple subjects:
yjk |Wk, sj ,Σv ∼ N (Wksj , τ−2k Σv), (9)
where yjk is a mean-centered vector containing all
voxel activities at a single timepoint (rather than yi,
the single voxel’s time series in Eq. 3). We have also
added indexing by subject k, since SRM (unlike RSA)
is a multi-subject method. sj is a latent spatial map
for all subjects for that particular time point, and
W is subject-specific a projection matrix from the
shared map into that subject’s data. Σv is a shared
spatial noise covariance as in MN-RSA above, scaled
by a subject-specific precision τ−2k . To make a matrix-
variate factor model, we row-stack yjk> into Yk>,
stack sj into S, and obtain the following model:
Yk
> |Wk,S, µ,Σv, σk ∼MN v,n(WkS>, τ−2k Σv,Σt)
(10)
This factor analysis model now has the exact same
form as the regression model above, except that Xk is
observed and S is latent. Both of these matrix-variate
models now have the exact same form: a mean that
is an intercept plus a product of two matrices, one
fully-specified covariance, and an identity covariance.
We can drop the subject indices by row-stacking all
of the subject timecourses and weights and introduc-
ing a subject covariance ρ := diag(τ−21 , τ
−2
1 , . . . , τ
−2
n ):
S ∼ N (0,Σs,Σt) (11)
W ∼ N (0, ρ⊗ Σv,Σw) (12)
X |W,S,Σt,Σv, ρ ∼MN (WS, ρ⊗ Σv,Σt), (13)
giving us the MN-SRM model1. The covariances
Σw,Σs are both set to I to regularize the model. The
model implies that all subjects share a latent time-
course S, as well as temporal and spatial noise covari-
ances Σv,Σt that are scaled independently for each
1we omit the spatial mean µj in the derivation for brevity,
though not in the implementation
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subject2.
If Σt = Σv = I and Wk>Wk = I ∀k, this MN-
SRM model is exactly the SRM model. However,
in the MN formulation, we see that we have two
marginalization choices: the first is marginalizing over
the shared time-course S, as SRM does, and the sec-
ond is marginalizing over the mappings W instead.
The latter marginal density estimates vnk parame-
ters (v voxels, n subjects, k features) instead of tk
parameters (t timepoints, k features), which is ap-
pealing because for whole-brain analyses v  t. It
also replaces the strong orthonormal constraint on W
with a weaker Gaussian prior. This is a theoretically
desirable property for the following reason: if the true
data is not generated with orthonormal W per subject,
forcing an orthonormal W makes S counter-rotate
against it. With a single subject W>W = I w.l.o.g.,
but with multiple subjects, the best S for each subject
is rotated differently to maintain orthonormality for
that subject, giving a worse group S. We later vali-
date this intuition empirically in our reconstruction
task.
4 Estimation and the matnormal
prototyping tool
We leverage the shared structure of MN models to de-
velop a unified framework for estimation using Python
and the Tensorflow library3. The implementation is
flexible in the specification of noise covariances: for
a (spatial or temporal) covariance Σ, the API only
requires implementations of Σ−1X and log |Σ| given
X for efficient computation of marginal likelihoods
marginalizing in either the row or column direction.
This gives users the ability to choose the noise model
complexity relative to the size of their data – or the
ability to explore a large number of models with sim-
ple noise quickly before selecting a more complex noise
model for later analysis.
2Since a kronecker-structured covariance is determined only
up to a constant, the scale on Σt and Σv is isomorphic, except
that by scaling Σv we make the remainder of the derivation
more straightforward.
3all code will be made available on github with a standard
scikit-learn API
All other required routines can be derived from
these, including marginalization that automatically
leverages efficiencies derived from non-marginal co-
variance structures using the Woodbury and Sylvester
lemmas. The amount of shared code allows, for ex-
ample, MN-RSA to be implemented in only 50 lines
of python code. We have implemented isotropic, di-
agonal, full rank, AR(1) kernel, squared exponential
kernel, and Kronecker factored covariances. That is,
we can further factor the spatial covariance Σv into
Σz ⊗ Σy ⊗ Σx, where x, y, z are the spatial dimen-
sions. Using kronecker-factored spatial covariances in
fMRI is challenging because, since the brain is not a
perfect cube, the masking of voxels that do not con-
tain brain partially violates the kronecker structure.
We address this challenge by developing a fast algo-
rithm for the inverse and determinant of a masked
kronecker-factored covariance (detailed in the sup-
plement), increasing the toolbox’s utility to a wider
variety of fMRI datasets. We also include example
implementations of MN (multilinear) regression, MN
factor analysis MN-RSA, and MN-SRM.
Using this toolbox, we can perform maximum
marginal likelihood estimation using gradient descent,
leveraging gradients automatically computed with
Tensorflow and our covariance API for rapid proto-
typing. In practice, this is sufficient for single-subject
estimates, and our results for MN-RSA below are
all using gradient descent. Directly maximizing the
marginal likelihood for group models such as MN-
SRM is substantially slower because RSA is fit to a
single subject whereas SRM is fit to a ten subjects or
more, an order of magnitude more data.
To mitigate this issue, we derive an efficient ex-
pectation conditional maximization (ECM) algorithm
for learning MN-SRM, which estimates the sufficient
statistics of S in the E-step and performs conditional
maximization updates of the remaining parameters in
the M-step. When estimating MN-SRM using ECM
in our toolkit, we can still impose structure on Σv
and Σt, however only certain constraints allow closed-
form covariance updates. Due to space constraints we
delegate the ECM derivation to the supplementary
material. The algorithm does not exploit any special
properties of MN-SRM relative to other MN models,
and should be applicable to them with minor changes.
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5 Results
We validate the MN framework for fMRI by exploring
the behavior of MN-RSA and MN-SRM in simula-
tions and real data. To demonstrate the accuracy of
MN-RSA, we explore its performance on synthetic
data. Our focus on synthetic data is because neither
out-of-sample prediction nor real-data ground truth
for RSA is well-defined in the literature, with the stan-
dard measure for evaluating RSA methods comparing
the estimated covariance to a behaviorally relevant
matrix. Since RSA matrices consistent with behavior
can arise due to estimator bias alone [5], this metric
is not useful. We do show MN-RSA performance on
real data to verify that it does not recover spurious
correlations when the design matrix and brain data
are unrelated, and highlight the need for the field
to develop better predictive validation metrics for
covariance estimation.
For MN-SRM, we perform two experiments. The
first is an out-of-sample reconstruction experiment
testing whether the shared response we recover can
reconstruct a new subject’s data. The second is us-
ing MN-SRM for feature extraction with the goal of
classification.
5.1 MN-RSA
For the MN-RSA experiment we compared BRSA [5]
against MN-RSA with diagonal spatial covariance
temporal covariance consisting of an AR(1) compo-
nent, plus a low-rank matrix with the rank set to
15. For the spatial variance, the intuition is that by
learning the variance of each voxel we can better tune
SNR. For temporal covariance, AR(1) is simple, ex-
pressive and comparable to BRSA. We excluded naive
RSA from this comparison because of its known bias,
and since BRSA has been shown to achieve superior
performance [5].
Experiment 1: synthetic data We generated
synthetic data using the BRSA example in the
brainiak package. This synthetic dataset has AR(1)
noise in the temporal domain, spatial noise gener-
ated from a gaussian process, and a number of design-
irrelevant timecourses included. Thus, it violates both
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Figure 2: MN-RSA performs better at larger
numbers of voxels and lower SNR. For smaller
datasets (e.g. 400 voxels; not shown) and larger SNRs,
BRSA performs better. The improved performance of
MN-RSA is enabled by not modeling temporal noise
independently for each voxel.
models’ assumptions, and includes spatial structure
that is challenging for non-matrix-variate models to
handle. The synthetic datasets included two differ-
ent SNR levels, three different numbers of timepoints
known in the field as ‘TRs’ (equivalent to 1, 2, and 4
runs of the experiment), and two different numbers
of voxels (2500, 10000) to show how the algorithms
scale with noise, time, and space. We replicated each
combination 10 times. Each model was run and timed
separately on a full node of a compute cluster with
two IntelR© XeonR© E5-2670 processors at 2.6 GHz with
hyper-threading enabled. The deviation from ceiling
performance on simple synthetic training data sug-
gests that these methods are not overfitting. MN-RSA
is up to 10x faster than the reference implementation
of BRSA (estimated using BFGS) on the largest prob-
lems (figure in supplement).
Fig. 2 shows estimated root-mean-squared-error
(RMSE) performance against the true correlation ma-
trix for the different numbers of voxels, TRs, and
SNRs. MN-RSA obtains lower RMSE than BRSA in
most settings, with the difference being particularly
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stark at larger problem sizes. In addition, because
it estimates fewer parameters, MN-RSA can be up
to 10x faster on the same hardware for large-scale
problems.
Experiment 2: null data As noted above, there
is no ground truth evaluation or RSA, and has been
shown to recover spurious results under the null hy-
pothesis when there is structure in the design matrix
(for conventional RSA) or model mismatch in noise
covariance (for all RSA methods) [5]. Consequently,
an important evaluation of RSA methods is their be-
havior under the null hypothesis, i.e. where no signal
is expected to exist.
In this experiment, we use a real resting state
dataset [28] in which subjects are not given a task,
with a random temporally contiguous window of 186
TRs selected from each participant and a lateral occip-
ital cortex region of interest (ROI). With this resting
state dataset, we used the same design matrix as in the
experiment above, which is completely unrelated to
the dataset. We show two example subjects’ RSA co-
variance matrices under all three methods in Fig. 5.1,
and the remainder in the supplement. Since MN-RSA
estimates both the low-rank temporal structure and
the U matrix simultaneously, it is capable of assign-
ing next to zero variance to U if the design matrix
is unrelated to the data. This feature means that
for most subjects under the null hypothesis, U cor-
rectly approaches 0, and the RSA correlation matrix
is clearly degenerate, in contrast to RSA and BRSA,
both of which produce the appearance of structure.
In the supplement, we also show the distribution of
the elements of the estimated RSA matrix for each
subject, with a clear spike at zero in a majority of
subjects only for MN-RSA, showing that it is the most
conservative method under the null hypothesis.
5.2 MN-SRM
We test two variants of MN-SRM. The first sets
Σv = Σt = I, differing from SRM only in the marginal-
ization direction and the removal of the orthonormal-
ity constraint on W. Since it has the same relationship
to SRM that dual probabilistic PCA [15] has to PCA,
we call it dual probabilistic SRM (DP-SRM). The
second variant, MN-SRM, uses the diagonal Σv and
AR(1) Σt we used for MN-RSA, above. We compare
these models to SRM, as well as to ICA as a naive
baseline. For these experiments, we use the raider
[13] and sherlock [6] datasets (see Tab. 1for detail).
Experiment 3: out of sample reconstruction
To test each model’s ability to recover the shared
latent time-course, we perform a held-out reconstruc-
tion experiment. We fit the factorization methods on
all but one subject with 10, 30, or 50 features, and
then learn a projection from the shared time-course
into that new subject. Our loss metric is the recon-
struction error of the held out subject’s data using the
estimated shared time-course, and the new subject’s
map. In both, we use the portion of the dataset where
subjects watched the same movie (Raiders of the Lost
Ark, and an episode of BBC’s Sherlock).
Fig. 4 shows that the reconstruction error of both
MN methods is consistently lower than that of SRM
in the raider dataset, and lower in all but the smallest
numbers of features in the sherlock dataset. The
improvement of MN methods over SRM validates our
assertion that we should be able to more effectively
fit our model by marginalizing over a larger number
of parameters, and shows that benefit of MN models’
flexibility in removing the orthonormality constraint
on W. The relative performance between the MN
methods on the two datasets is also interesting: on
raider, adding the noise covariance modeling improves
performance, whereas on sherlock it does not. The
ultimate reason for this is an interesting scientific
question, and provides validation for our approach of
flexible noise covariance modeling: there may not be
a one-size-fits-all hyperalignment method.
Experiment 4: feature extraction for classifi-
cation One of the primary use-cases for SRM is as
feature extraction method for classification. For this
reason, and because classification performance was
previously used to compare hyperalignment methods
[7], we report performance on this task next. In both
raider and sherlock, subjects begin by watching a
movie clip, and then perform a cognitive task. SRM
and similar methods can be used to learn a projec-
tion into a shared space while subjects are watching
7
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Figure 3: MN-RSA is the only method that delivers obviously degenerate results under the
null. Estimates for all but three of the subjects look like subject 2 for MN-RSA, BRSA estimates all look
homogeneous, and naive RSA estimates are about evenly split between finding low rank structure like subject
1 and not finding it like subject 2.
the same movie stimulus, and then use that learned
mapping to project fMRI data recorded during the
cognitive task. For raider this task was viewing one of
7 possible images, and for sherlock it was free-recalling
scenes in the movie. We train a linear SVM to discrim-
inate between the images subjects viewed in raider,
and between the scenes in sherlock.
Fig 5 shows that in spite of our methods’ better
performance on the reconstruction task, their ability
to extract features useful for linear classification lags
behind the original SRM method. We suspect that
this discrepancy between reconstruction and feature
extraction points to a role for the orthonormality
constraint as a regularizer, discarding variance shared
across subjects that is specific to the movie data as
opposed to the task data.
6 Discussion and conclusion
Probabilistic multivariate analyses of fMRI data are
a promising direction of research, combining the in-
terpretability previously associated with univariate
analyses with the power of multivariate approaches.
However, advances tend to proceed independently of
each other, with distinct methods and algorithms for
different problems. At face value this is not surpris-
ing as they have substantial differences: SRM and
TFA are unsupervised, while BRSA and ISFC are
supervised; BRSA and ISFC are somewhat unusual
in seeking the correlation matrices of latent variables,
whereas SRM is more conventionally concerned with
latent space projection, and TFA with inferring brain
networks. In addition, they all use distinct fitting
techniques: gradient-based maximum marginal likeli-
hood for BRSA, expectation-maximization for SRM,
and variational inference for TFA.
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Dataset Subjs. TRs Region of Interest Voxels
sherlock [6] 16 1976 Posterior Medial Cortex 813
raider [13] 10 2203 Ventral Temporal Cortex 1000
HCP [28] 29 186 Lateral Occipital Cortex 2000
Table 1: fMRI dataset properties used for experiments 2, 3, and 4. We thank the authors for sharing their
data.
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Figure 4: MN-SRM and DP-SRM reconstruct the same or better than SRM and ICA. All models
are trained on n-1 subjects, and the shared timecourse used to reconstruct the nth subject. Plotted are
means and standard error across subjects.
We showed how some of these methods can be
viewed as closely related matrix-variate models, and
how the matrix-variate view allows us to simultane-
ously model spatial and temporal noise covariances
in both methods. In neuroscience, such models have
been applied to MEG/EEG data [19], as well as non-
latent models for fMRI data [12], with some evidence
that a separable covariance is a reasonable approx-
imation to fMRI data even though voxel temporal
correlations vary with spatial location. Our work con-
trasts with this previous work both in its unification
of distinct methods, and in bringing matrix-variate
latent variable models to fMRI analysis more broadly.
In the MN view, we can show the relationship of
some supervised fMRI analysis methods (RSA and
ISFC) to multi-task regression and more broadly to
kronecker-structured covariance models. Such mod-
els have been applied in areas as diverse as recom-
mendation systems [2], environmental science [8, 23],
MIMO channel behavior [29, 30], collaborative filter-
ing [33], compiler performance prediction and student
test score modeling [4], video understanding [11], and
genomics [18, 22, 32]. However, in contrast to this
existing work (and especially [18, 22], which is clos-
est to our contribution), the nature of fMRI noise
admits simpler noise covariance assumptions that in
turn yield different techniques for efficient likelihood
computation, and a novel expectation-conditional-
maximization algorithm.
In addition to our theoretical contribution, we pro-
vided a software package for estimating the above mod-
els that allows for flexible assumptions about noise
covariance, and provided evidence that for best perfor-
mance, noise covariance assumptions may need to be
adjusted for different datasets and tasks. Our experi-
ments also revealed opportunity for future work. For
example, MN-RSA performed worse than the previous
method at larger numbers of TRs and smaller num-
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Figure 5: MN-SRM and DP-SRM approach SRM performance in feature extraction, while
relaxing the orthonormality constraint on W. We train the SRM on all subjects watching a movie,
and project the other task data into a shared space for classification. Plotted are means and error bars of
out-of-sample prediction across subjects. The dashed line is chance performance.
bers of voxels (figure not shown), we suspect partially
because of our method’s inability to model different
noise covariances for each voxel. Alternatively, it may
exploit the connection between RSA and multi-task re-
gression apparent in the matrix-variate formalization
to bring techniques from multi-task regression to this
latent covariance estimation problem. Likewise, while
MN-SRM performed better at reconstruction than
SRM, it did not produce features that improved clas-
sification performance. A broader exploration of noise
models may help here, but we suspect that the true
next gain may come from using the matrix-variate
view to bring SRM and RSA even closer together into
a unified formalism. Regardless, our toolkit will en-
able rapid prototyping as we progress in this domain.
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7 Appendix A : Matrix-normal intersubject functional connectiv-
ity and simultaneous modeling
Here we derive matrix-normal variants of two additional models from the literature, intersubject functional
connectivity [20], and simultaneous modeling [24, 25, 27].
7.1 Matrix-normal intersubject functional connectivity
The goal of the ISFC method is to estimate a “shared stimulus-induced covariance matrix” in fMRI data
as a way to measure functional connectivity between brain regions while abstracting over subject-specific
connectivity patterns and extracting only the patterns that are consistent across subjects. The intuition
behind the method is simple: it computes pairwise correlations between each subject’s patterns and averages
them. To prove that the method is indeed free of subject-specific bias, Simony and colleagues frame their
model in terms of a gaussian generative model. Here is this generative model, rewritten in the matrix-normal
formalism:
A | C ∼MN (0,C, I) (14)
Di | σ2D ∼MN (0, σ2DI, I) (15)
S ∼MN (0, I, I) (16)
E | Q ∼MN (0,Q, I) (17)
Xi = (A + Di)S + Ei (18)
The “shared stimulus-induced covariance matrix” that the method is intended to estimate is C, the row
covariance of the projection matrix into latent space. The somewhat redundant formulation is needed to
motivate the closed-form estimator used in the original method. However, the formulation required for the
closed-form estimator places severe restrictions on the projection matrix S, both in terms of its rank (which
must be full) and distribution (which is independent standard normal). We instead simplify the model and
integrate out the projection. Let Wi = A + Di, and rewrite:
A | C ∼MN (0,C, I) (19)
Wi | A, σ2D ∼MN (A, σ2DI, I) (20)
S ∼MN (0, I, I) (21)
Xi |W,S,Q ∼MN (WiS,Q, I) (22)
Then marginalize A:
Wi | C, σ2D ∼MN (0,C + σ2DI, I) (23)
S ∼MN (0, I, I) (24)
Xi |W,S,Q ∼MN (WiS,Q, I) (25)
The resultant model is remarkably similar to MN-SRM: ISFC models the row (spatial) noise covariance
as full-rank whereas MN-SRM models it as diagonal. MN-SRM models the shared response covariance as
full-rank but ISFC models it as diagonal. Finally, and most importantly, MN-SRM models the projection
into latent space as orthonormal whereas ISFC is specifically interested in its covariance (which MN-SRM
can in fact estimate).
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7.2 Matrix-normal simultaneous modeling
The simultaneous modeling framework [26] is organized around attempts to estimate the joint covariance of
the vector {ψ1, ψ2, . . . , ψp, φi, φ2, . . . , φk}, which is a combined vector of cognitive model parameters ψ and
features extracted from fMRI signal φ. As it is a broad framework, a number of specific instances have been
provided, with specific cognitive models including accumulator models and signal detection theory models,
and feature extraction mechanisms including ICA, PCA, and other methods.
There are a number of challenges with the current formulation of simultaneous modeling that we address:
first, while the formulation in terms of correlations between brain and behavior allows for intuitive interpreta-
tion, it makes it challenging to regularize the model, or place priors on brain-behavior relationships, except for
the special case of complete independence. Second, by performing the feature extraction in an unsupervised
way, there is no guarantee that the features extracted will be relevant to the behavior or cognitive model;
on the other hand, applying the framework to whole-brain data is not generally tractable, as it involves
estimating a sizable covariance matrix by MCMC.
We show how matrix-normal simultaneous modeling can address all of these challenges. Since SM is a
framework rather than one specific model, and no public implementation is available, we focus on a toy
example to illustrate our contribution. We choose factor analysis as our factor model, leave the cognitive
model unspecified for the derivation, which is applicable to any cognitive model, and any linear factor model.
Here is the graphical model for simultaneous modeling (omitting the conjugate prior on Σ):
hi | ψi ∼ Cog(ψi) (26)
φi = g(bi) (27)[
φi
ψi
]
| µφ, µψ,Σφ,Σψ, Rψ,φ ∼ N
([
µφ
µψ
]
,
[
Σψ Rψ,φ
Rψ,φ
> Σφ
])
, (28)
where hi is a vector of behavioral outcomes at time i, Σψ is the model parameter covariance matrix, Σφ is
the brain feature covariance matrix, and R is the off-diagonal component corresponding to the covariance of
brain and behavior. This formulation, esepcially if R is further decomposed into standard deviations and
correlations, makes the parameter estimates directly interpretable as correlations between brain sources and
cognitive model parameters. However, this formulation challenging to constrain and regularize, because any
regularization must respect the positive-definiteness constraint on the full covariance.
We rewrite the model instead as a regression problem, which enables us to regularize, or in fact marginalize
over nuisance parameters altogether. To do this, we write the conditional distribution of brain features on
cognitive model parameters using the properties of partitioned Gaussians:
hi | ψi ∼ Cog(ψi) (29)
ψi ∼ N (µψ,Σψ) (30)
φi | ψi ∼ N (µφ +Rψ,φΣ−1ψ (ψ − µψ),Σφ −Rψ,φΣ−1ψ Rψ,φ>). (31)
This model is equivalent to a regression model with structured residuals, as follows:
`0 := µφ −Rψ,φΣ−1ψ µψ, (32)
` := Rψ,φΣ
−1
ψ (33)
ΣΦs := Σφ −Rψ,φΣ−1ψ Rψ,φ> (34)
φi | ψi ∼ N (`0 + `ψi,ΣΦs). (35)
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Now we can stack the model into matrix-variate form, also adding a design matrix for observed stimulus
features X and its coefficient matrix β:
H | Ψ ∼ Cog.(Ψ,S) (36)
Φ | β, `,Σφ|ψ,S,Ψ ∼MN (Ψ`+ Xβ,ΣΦt,ΣΦs). (37)
Expr. 36 is the stacked version of Expr. 29, and Expr 37 is the stacked version of Expr. 35, with the stimulus
regression added and the intercept absorbed into the design matrix and covariance parameters introduced as
needed. We now add a matrix-variate gaussian factor model for brain feature extraction:
Y> | Φ,W,Σs,Σt ∼MN (WΦ,Σs,Σt). (38)
The resultant analysis combines a multilinear regression model for Φ and matrix-factor model for Y. In this
case, since we only need the latent factors Φ to map to the cognitive parameters Ψ, we can marginalize
over the factor mapping W by introducing a gaussian prior. We can likewise introduce priors over β and
` and marginalize those variables out, since we do not need the regression mapping for decoding cognitive
parameters Ψ. This gives us a direct model from brain behavior via latent cognitive parameters and a neural
factor space:
W ∼MN (0,Σs, I) (39)
β ∼MN (0,ΣΦs,U) (40)
` ∼MN (0,ΣΦs,V) (41)
H | Ψ ∼ Cog.(Ψ,X) (42)
Φ | ΣΦs,ΣΦt,X,Ψ ∼MN (0,ΣΦs,ΣΦt + X>UX + Ψ>VΨ) (43)
Y> | Φ,Σs,Σt ∼MN (0,Σs,Σt + Φ>Φ) (44)
Given this marginalization, both the latent neural factors and the latent cognitive parameters appear in
the model only as their inner products, and are not identifiable directly. Therefore, an equivalent model is a
direct regression from voxels to cognitive parameters, marginalized over the mapping. This will be true for
any linear factor model under this marginalization, giving the following final model:
H | Ψ,X ∼ Cog.(Ψ,X) (45)
Y | ΣΦs,ΣΦt,S,Ψ,U,V ∼MN (0,Σs,Σt + XU>X + Ψ>VΨ) (46)
In this view we have arrived again at an RSA-type intuition, namely that while it may very challenging to
know the true projection from Y to Ψ, mapping them on second-order statistics in time space can prove to
be useful, especially as the dimensionality of Y (and hence W) grows.
With the mapping marginalized, we can still perform prediction from the model by maximizing the
likelihood of the cognitive parameters corresponding to new data given parameters estimated previously:
Ynew | Ψ ∼MN (M, Σˆs,C) (47)
M = Yold(Σˆt + Ψˆ
>Ψˆ)−1(Ψˆ>Ψ) (48)
C = Σˆt + Ψ
>Ψ− (Ψ>Ψˆ)(Σˆt + Ψˆ>Ψˆ)−1(Ψˆ>Ψ), (49)
where the hat-matrices are estimated previously and the remaining parameters are for new timepoints. This
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maximization rotates the inner-products of the old and new sets into the same orientation. If the old and
new sets have different numbers of timepoints, we need to additionally replace the temporal noise covariance
matrix with a kernel function, but otherwise the derivation proceeds identically.
The resultant matrix-normal model mitigates the issues we identified previously: first, the only thing
that scales with the number of voxels is the noise model rather than the mapping itself, allowing analysis
to proceed using voxels directly assuming the noise model is efficient enough; second, it is targeted in that
it automatically identifies the voxels most related to the cognitive model parameters; third, it is implicitly
regularized via priors on β and `. As with all MN models, it can also simultaneously handle both spatial and
temporal noise in the fMRI signal.
8 Appendix B : Derivation of matrix normal identities
Consider the following three distributions:
Xij ∼MN (Aij ,ΣXi,ΣXj) (50)
Yjk ∼MN (Bjk,ΣYj ,ΣYk) (51)
Zik | Xij ,Yjk ∼MN (XijYjk + Cik,ΣZi ,ΣZk) (52)
We use lowercase subscripts to denote sizes, to make dimension constraints clearer. We first use the
relationship between the matrix-normal and multivariate normal distribution to rewrite the densities in
vectorized form. Next, we rewrite the vectorized product in the mean into kronecker form:
vec(Zik) | Xij ,Yjk ∼ N (vec(XijYjk + Cik),ΣZk ⊗ ΣZi) (53)
vec(Zik) | Xij ,Yjk ∼ N ((Ik ⊗Xij)vec(Yjk) + vec(Cik),ΣZk ⊗ ΣZi) (54)
We recognize the resultant distribution as following into the form y ∼ N (Mx+ b,Σ). Now, the standard
gaussian marginalization identity (e.g. Bishop et al. 2006) can be applied:
vec(Zik) | Xij ∼ N ((Ik ⊗Xij)vec(Bjk) + vec(Cik),ΣZk ⊗ ΣZi + (Ik ⊗Xij)(ΣYk ⊗ ΣYj )(Ik ⊗Xij)>)
(55)
We collect terms using the mixed-product property of kronecker products:
vec(Zik) | Xij ∼ N (vec(XijBjk) + vec(Cik),ΣZk ⊗ ΣZi + ΣYk ⊗XijΣYjXij>) (56)
Now, we can see that the marginal density is a matrix-variate normal only if ΣZk = ΣYk – that is, the
variable we marginalize over has the same covariance in the dimension we are not marginalizing over as the
marginal density. Otherwise the density is well-defined but not matrix-normal (see Rakitsch et al. [18], Stegle
et al. [22] for efficient inference in this setting). If we let Σk := ΣZk = ΣYk , then we can factor out that term
and rewrite the marginal density as a matrix normal:
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vec(Zik) | Xij ∼ N (vec(XBjk) + vec(Cik),Σk ⊗ ΣZi + Σk ⊗XΣYjX>) (57)
vec(Zik) | Xij ∼ N (vec(XBjk) + vec(Cik),Σk ⊗ (ΣZi + XΣYjX>)) (58)
Zik | Xij ∼MN (XBjk + Cik,ΣZi + XΣYjX>,Σk) (59)
Unlike the multivariate normal case, we can apply the same identity over either X or Y, since if X ∼
MN (M,U, V ) then X> ∼MN (M>, V, U). We write it directly below:
Z>ik | Xij ,Yjk ∼MN (Yjk>Xij> + C>ik,ΣZk ,ΣZi) (60)
let Σi := ΣZi = ΣXi (61)
· · · (62)
Z>ik | Yjk ∼MN (Ajk>Xij> + C>ik,ΣZk + Y>ΣYjY,ΣZi) (63)
Zik | Yjk ∼MN (XijAjk + Cik,ΣZi ,ΣZk + Y>ΣYjY) (64)
Next, we do the same for the partitioned gaussian identity. First two vectorized matrix-normals that form
our partition:
Xij ∼MN (Aij ,Σi,Σj)→ vec[Xij ] ∼ N (vec[Aij ],Σj ⊗ Σi) (65)
Yik ∼MN (Bik,Σi,Σk)→ vec[Yik] ∼ N (vec[Bik],Σk ⊗ Σi) (66)[
vec[Xij ]
vec[Yik]
]
∼ N
(
vec
[
Aij
Bik
]
,
[
Σj ⊗ Σi Σjk ⊗ Σi
Σkj ⊗ Σi Σk ⊗ Σi
])
(67)
We apply the standard partitioned Gaussian identity and simplify using the properties of the vec operator
and the mixed product property of kronecker products:
vec[Xij ] | vec[Yik] ∼ N (vec[Aij ] + (Σjk ⊗ Σi)(Σ−1k ⊗ Σ−1i )(vec[Yik]− vec[Bik]), (68)
Σj ⊗ Σi − (Σjk ⊗ Σi)(Σ−1k ⊗ Σ−1i )(Σkj ⊗ Σi)) (69)
= N (vec[Aij ] + (ΣjkΣ−1k ⊗ ΣiΣ−1i )(vec[Yik]− vec[Bik]), (70)
Σj ⊗ Σi − (ΣjkΣ−1k Σkj ⊗ ΣiΣ−1i Σi)) (71)
= N (vec[Aij ] + (ΣjkΣ−1k ⊗ I)(vec[Yik]− vec[Bik]), (72)
Σj ⊗ Σi − (ΣjkΣ−1k Σkj ⊗ Σi) (73)
= N (vec[Aij ] + vec[Yik −BikΣ−1k Σkj ], (Σj − ΣjkΣ−1k Σkj)⊗ Σi) (74)
Next, we recognize that this multivariate gaussian is equivalent to the following matrix variate gaussian:
Xij | Yik ∼MN (Aij + (Yik −Bik)Σ−1k Σkj ,Σi,Σj − ΣjkΣ−1k Σkj) (75)
The conditional in the other direction can be written by working through the same algebra:
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Yik | Xij ∼MN (Bik + (Xij −Aij)Σ−1j Σjk,Σi,Σk − ΣkjΣ−1j Σjk) (76)
Finally, vertical rather than horizontal concatenation (yielding a partitioned row rather than column
covariance) can be written by recognizing the behavior of the matrix normal under transposition:
X>ji | Y>ki ∼MN (A>ji + ΣjkΣ−1k (Y>ki −B>ki),Σj − ΣjkΣ−1k Σkj ,Σi) (77)
Y>ki | X>ji ∼MN (B>ki + ΣkjΣ−1j (X>ji −A>ji),Σk − ΣkjΣ−1j Σjk,Σi) (78)
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9 Appendix C : Expectation Conditional Maximization (ECM)
derivation for Matrix-Normal Shared Response Model
The Q function, marginalized W
X ∼MN (WS + b1>, ρ⊗ Σv,Σt) (79)
S ∼MN (0, I,Σt) (80)
W ∼MN (0, ρ⊗ Σv, I) (81)
L := Ep(W|X,θ′) log p(X,W | θ) =1
2
E
[
nv log |Σ−1t |+ tv log |ρ−1|+ tn log |Σ−1v |
− Tr [Σ−1t (X−WS− b1>)>(ρ⊗ Σv)−1(X−WS− b1>)]
+ kv log |ρ−1|+ kn log |Σ−1v | − Tr
[
Σ−1w W
>(ρ⊗ Σv)−1W
]
+ k log |Σ−1t | − Tr[Σ−1t S>S]
]
+ const.θ (82)
=
1
2
[
(nv + k) log |Σ−1t |+ v(k + t) log |ρ−1|+ n(k + t) log |Σ−1v |
− Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)]
− Tr [Σ−1w W′>(ρ⊗ Σv)−1W′]− Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ′wS>Σ−1t S]
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ−1w Σ′w]− Tr[Σ−1t S>S]
]
+ const.θ (83)
The sufficient statistics are:
W | X, θ ∼MN (W′, ρ′w ⊗ Σ′vw,Σ′w) (84)
Σ′w :=I− S(Σt + S>S)−1S> = (I + SΣ−1t S>)−1 (85)
ρ′w :=ρw (86)
Σ′vw :=Σvw (87)
W′ =(X− b1>)S>(Σt + S>S)−1 = (X− b1>)Σ−1t S>Σ′w (88)
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9.1 Gradients for S
d§L =1
2
d
[−Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)] (89)
−Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw] Tr[Σ′wSΣ−1t §]− Tr[Σ−1t S>S]
]
(90)
=
1
2
[−2 Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(W′dS)] (91)
−2 Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw] Tr[Σ′wdSΣ−1t S>]−1Σ′w]− 2 Tr[Σ−1t S>dS]
]
(92)
=− Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1W′dS] (93)
− Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw] Tr[Σ−1t S>Σ′wdS]− Tr[Σ−1t S>dS] (94)
(95)
∂L
∂S
=W′>(ρ−1 ⊗ Σ−1v )(X− b1> −W′S)Σ−1t − Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw]Σ′wSΣ−1t − SΣ−1t (96)
=W′>(ρ−1 ⊗ Σ−1v )(X− b1>)− (W′>(ρ−1 ⊗ Σ−1v )W′S− Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw]Σ′wS− S (97)
=W′>(ρ−1 ⊗ Σ−1v )(X− b1>)− (W′>(ρ−1 ⊗ Σ−1v )W′ + Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw]Σ′w + 1)S (98)
(99)
Ŝ = (W′>(ρ−1 ⊗ Σ−1v )W′ + Tr[ρ−1ρ′w] Tr[Σ−1v Σ′vw]Σ′w + 1)−1W′>(ρ−1 ⊗ Σ−1v )(X− b1>) (100)
9.2 Gradients for b
dbL =− 1
2
Tr
[
Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)
]
(101)
=− Tr [1>Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1db] (102)
∂L
∂b
=(ρ⊗ Σv)−1(X− b1> −W′S)Σ−1t 1 (103)
(104)
0 =(ρ⊗ Σv)−1(X− b1> −W′S)Σ−1t 1 (105)
b1>Σ−1t 1 = (X−W′S)Σ−1t 1 (106)
bˆ =
(X−W′S)Σ−1t 1∑
Σ−1t
(107)
18
9.3 Gradients for Σt
dΣ−1t
L =1
2
d
[
(nv + k) log |Σ−1t |+ v(k + t) log |ρ−1|+ n(k + t) log |Σ−1v | (108)
− Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)] (109)
− Tr [Σ−1w W′>(ρ⊗ Σv)−1W′]− Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ′wSΣ−1t S>] (110)
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ−1w Σ′w]− Tr[Σ−1t S>S]
]
(111)
=
1
2
[
(nv + k) Tr[ΣtdΣ
−1
t ]− Tr
[
dΣ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)
]
(112)
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ′wSdΣ−1t S>]− Tr[dΣ−1t S>S]
]
(113)
(114)
∂L
∂Σ−1t
=
1
2
[
(nv + k)Σt − (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S) (115)
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v]S>Σ′wS− S>S
]
(116)
(117)
Σ̂−1t =
(
1
nv + k
(X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S) (118)
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v]S>Σ′wS− S>S
)−1
(119)
9.4 Gradients for Σv
Here again we assume ρ is diagonal, in which case:
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dΣ−1v L =d
1
2
[
(nv + k) log |Σ−1t |+ v(k + t) log |ρ−1|+ n(k + t) log |Σ−1v | (120)
− Tr [Σ−1t (X− b1> −W′S)>(ρ⊗ Σv)−1(X− b1> −W′S)] (121)
− Tr [Σ−1w W′>(ρ⊗ Σv)−1W′]− Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ′wS>Σ−1t S] (122)
−Tr[ρ−1ρ′] Tr[Σ−1v Σ′v] Tr[Σ−1w Σ′w]− Tr[Σ−1t S>S]
]
(123)
=
1
2
[
n(k + t)ΣvdΣ
−1
v (124)
−
∑
j
τj Tr
[
Σ−1t (X− b1> −W′S)>dΣ−1v (X− b1> −W′S)
]
(125)
−
∑
j
τj Tr
[
Σ−1w W
′>dΣ−1v W
′]− Tr[ρ−1ρ′] Tr[Σ′vdΣ−1v ] Tr[Σ′w(I + S>Σ−1t S)] (126)
(127)
∂L
∂Σ−1v
=
1
2
[n(k + t)Σv (128)
−
∑
j
τj(X− b1> −W′S)Σ−1t (X− b1> −W′S)> (129)
−
∑
j
τjW
′Σ−1w W
′> − Tr[ρ−1ρ′] Tr[Σ′w(I + SΣ−1t S>)]Σ′v
 (130)
(131)
Σ̂−1v =
 1
n(k + t)
∑
j
τj(X− b1> −W′S)Σ−1t (X− b1> −W′S)> (132)
+
∑
j
τjW
′Σ−1w W
′> − Tr[ρ−1ρ′] Tr[Σ′w(I + SΣ−1t S>)]Σ′v
−1 (133)
9.5 Constrained covariances
For template constraints (e.g. diagonal, blocked, banded), we can elementwise-multiply the gradient by a
template matrix, and construct the constrained update.
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Algorithm 1 Solve x = (L0 ⊗ L1 ⊗ · · · ⊗ Ln−1)\y
1: Input: vector y, matrices L0, L1, · · ·Ln−1
2: Output: vector x
3: if n == 1 then
4: return matrix_triangular_solve(L0, y)
5: else
6: x = y
7: na = dim(L0)
8: nb = dim(L1)× dim(L2)× · · ·dim(Ln−1)
9: for i = 0 to na− 1 do
10: t = x[i ∗ nb : (i+ 1) ∗ nb]/L0[i, i]
11: x[i ∗ nb : (i+ 1) ∗ nb] = (L1 ⊗ · · · ⊗ Ln−1)\t
12: for j = i+ 1 to na− 1 do
13: x[j ∗ nb : (j + 1) ∗ nb]− = L0[j, i] ∗ t
14: end for
15: end for
16: return x
17: end if
10 Appendix D : Algorithm for solving kronecker factored matrices
In algorithm 1, we show how to efficiently solve for a lower triangular matrix that is the kronecker product of
smaller lower triangular matrices.
Since the cholesky of a kronecker product is the kronecker product of its cholesky factors, we avoid
computing the cholesky factorization of a large matrix and instead only cholesky factorize the individual
factors. Algorithm 1 is recursive: line 11 calls the same function but with one less kronecker factor. The
masked variant of the algorithm is similar except for lines 4, 11 and 13. Lines 4 and 11 now perform matrix
solves with a mask. Line 13 multiplies L0[j, i] not with t but with t′ = (L1⊗· · ·⊗Ln−1) ·x[i∗nb : (i+ 1)∗nb].
t and t′ are identical when no rows and columns are masked, but differ when some of them are masked.
Solving Σ−1X now involves the following steps - (1) Cholesky factorize the kronecker factor matrices. (2) Use
algorithm 1 to solve Z = (L0 ⊗L1 ⊗ · · · ⊗Ln−1)\X. (3) Apply the corresponding upper triangular variant to
solve (L0 ⊗ L1 ⊗ · · · ⊗ Ln−1)T \Z.
We can calculate log-determinant for kronecker products as follows. After cholesky factorization, log |Σ| =
2·∑i((log |Li|)(∏j,j 6=i dim(Lj))). log |Li| is easy to calculate for a triangular matrix Li. For masked kronecker
product, the latter product term in the previous expression is replaced by counting the number of valid
rows/columns corresponding to that element in the mask.
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11 Appendix E : Additional null hypothesis RSA results
First, we show RSA matrices under the null hypothesis for all subjects and methods:
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Notice that only for MN-RSA most of the covariances are noticeably degenerate. This is not a scaling effect
on the figure driven by the color bar, but an effect on the underlying data, as we can see in the distribution
of values in the covariance matrix for BRSA and MN-RSA:
24
12 Appendix F : timing figures for BRSA and MN-RSA
Experiment details mentioned in main text. Note time on the log scale.
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