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Universal Jamison spaces and Jamison sequences
for C0-semigroups
Vincent DEVINCK
Abstract
An increasing sequence of positive integers (nk)k≥0 is said to be a Jamison sequence
if the following property holds true: for every separable complex Banach space X and
every T ∈ B(X) which is partially power-bounded with respect to (nk)k≥0, the set
σp(T )∩T is at most countable. We prove that a separable infinite-dimensional complex
Banach space X which admits an unconditional Schauder decomposition is such that
for any sequence (nk)k≥0 which is not a Jamison sequence, there exists T ∈ B(X) which
is partially power-bounded with respect to this sequence and such that the set σp(T )∩T
is uncountable. We also investigate the notion of Jamison sequences for C0-semigroups
and we give an arithmetic characterization of these sequences.
1 Introduction
Let X be a separable infinite-dimensional complex Banach space and T ∈ B(X) a bounded
linear operator on X. In the whole paper, T =
{
λ ∈ C ; |λ| = 1
}
stands for the unit circle
of the complex plane and σp(T ) =
{
λ ∈ C ; Ker(T − λ) 6= {0}
}
is the point spectrum of T .
The set σp(T ) ∩T will be called the unimodular point spectrum of T . It is now well-known
that the behaviour of the sequence (||T n||)n≥0 of the norms of the iterates of T is closely
related to the size of the unimodular point spectrum σp(T )∩T: Jamison proved in [10] that
if T is power-bounded, that is to say if supn≥0 ||T
n|| < +∞, then the unimodular point
spectrum σp(T )∩T of T is at most countable. The influence of (partial) power-boundedness
on the size of σp(T ) ∩ T has been studied by Ransford [14], Ransford and Roginskaya [15],
Badea and Grivaux ([1] and [2]) and more recently by Grivaux and Eisner [5].
If (nk)k≥0 is an increasing sequence of positive integers, we say that the operator T ∈
B(X) is partially power-bounded with respect to the sequence (nk)k≥0 if supk≥0 ||T
nk || < +∞.
We say that the sequence (nk)k≥0 is a Jamison sequence if for every separable complex
Banach space X and every bounded linear operator T on X which is partially power-
bounded with respect to the sequence (nk)k≥0, the set σp(T )∩T is at most countable. The
notion of Jamison sequence has been intensely studied by the previously mentioned authors,
and C. Badea and S. Grivaux found an arithmetic characterization of Jamison sequences
in [2]. Under the assumption that n0 = 1, one can define a distance d(nk) on T by setting
∀(λ, µ) ∈ T2, d(nk)(λ, µ) = sup
k≥0
|λnk − µnk |.
The characterization of [2] runs as follows.
Theorem 1.1. ([2, Theorem 2.1]) Let (nk)k≥0 be an increasing sequence of positive integers
such that n0 = 1. The following assertions are equivalent:
(1) (nk)k≥0 is a Jamison sequence;
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(2) there exists ε > 0 such that any two distinct points of T are ε-separated for the distance
d(nk) :
∀(λ, µ) ∈ T2, λ 6= µ =⇒ sup
k≥0
|λnk − µnk | ≥ ε.
The hard part of the proof of Theorem 1.1 is the following: when condition (2) is not
satisfied, C. Badea and S. Grivaux had to construct a separable Banach space X and a
bounded linear operator T on X which is partially power-bounded with respect to (nk)k≥0
and such that the set σp(T ) ∩ T is uncountable. In this paper, we are interested in this
problem of construction. We can state the problem as follows.
Question 1.2. If (nk)k≥0 is not a Jamison sequence, on which separable complex Ba-
nach spaces X can we construct a partially power-bounded operator T with respect to the
sequence (nk)k≥0 with an uncountable unimodular point spectrum?
A separable complex Banach space for which the answer to the above question is affir-
mative will be called a universal Jamison space (Definition 2.1). Eisner and Grivaux proved
in [5] that a separable infinite-dimensional complex Hilbert space is a universal Jamison
space. Recall that if T is a bounded linear operator on a separable complex Banach space
X, one says that T has a perfectly spanning set of eigenvectors associated to unimodular
eigenvalues (see [3]) if there exists a continuous probability measure σ on the unit circle T
such that for any Borel subset B of T with σ(B) = 1, we have
span
[
Ker(T − λ) ; λ ∈ B
]
= X.
Grivaux proved in [9, Theorem 4.1] that T has a perfectly spanning set of eigenvectors
associated to unimodular eigenvalues if and only if for any countable subset D of T,
span
[
Ker(T − λ) ; λ ∈ T \D
]
= X.
Theorem 1.3. ([5, Theorem 2.1]) Let (nk)k≥0 be an increasing sequence of positive integers
(with n0 = 1) such that for any ε > 0 there exists λ ∈ T \ {1} such that
sup
k≥0
|λnk − 1| ≤ ε.
Let δ be any positive real number. There exists a bounded linear operator T on the complex
Hilbert space ℓ2(N) such that T has a perfectly spanning set of eigenvectors associated to
unimodular eigenvalues and
sup
k≥0
||T nk || ≤ 1 + δ.
In particular the unimodular point spectrum of T is uncountable.
In section 2 of this paper, we generalize Theorem 1.3 by providing a large class of
separable complex Banach spaces (the class of Banach spaces which admit unconditional
Schauder decompositions) which are universal Jamison spaces (Theorem 2.8). We also give
several concrete examples of Banach spaces which are universal Jamison spaces and we prove
that, in opposition with the spaces which admit an unconditional Schauder decomposition,
the hereditarily indecomposable spaces are never universal Jamison spaces.
In section 3, we investigate the subject of Jamison sequences for C0-semigroups (Def-
inition 3.2) which are the analog of Jamison sequences in the context of semigroups. We
give an arithmetic characterization of these sequences (Theorem 3.3) by using the charac-
terization of Jamison sequences (Theorem 1.1). We also consider universal Jamison spaces
for C0-semigroups (Definition 3.11) and prove that every separable complex Banach space
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which admits an unconditional Schauder decomposition is a universal Jamison space for
C0-semigroups (Theorem 3.12).
At the end of section 3, we study the Hausdorff dimension of the unimodular point
spectrum in the context of semigroups. We prove that if (tk)k≥0 is an increasing sequence
of positive real numbers such that t0 = 1 and
tk+1
tk
−→ +∞, there exists a separable
complex Banach space X and a C0-semigroup (Tt)t≥0 of bounded linear operators on X
(with infinitesimal generator A) with supk≥0 ||Ttk || < +∞ and such that the set σp(A)∩ iR
has Hausdorff dimension equal to 1 (Theorem 3.15).
2 Universal Jamison spaces
In this section, we investigate the notion of universal Jamison spaces which is the kind of
Banach spaces which have been mentioned in Question 1.2.
Definition 2.1. Let X be a separable infinite-dimensional complex Banach space. We say
that X is a universal Jamison space if the following property holds true: for any increasing
sequence of positive integers (nk)k≥0 which is not a Jamison sequence, there exists T ∈ B(X)
which is partially power-bounded with respect to the sequence (nk)k≥0 and which has an
uncountable unimodular point spectrum.
Example 2.2. According to Theorem 1.3, the space ℓ2(N) is a universal Jamison space.
More generaly, if we replace 2 by p ∈ [1,+∞[ in the proof of Theorem 1.3, we easily see
that the space ℓp(N) is also a universal Jamison space.
Our aim is to generalize Theorem 1.3 to a broader class of Banach spaces X, namely
to the class of separable complex Banach spaces which admit an unconditional Schauder
decomposition.
2.1 Unconditional Schauder decompositions
Let us now recall briefly a few known facts about unconditional Schauder decompositions.
Definition 2.3. Let X be a separable infinite-dimensional complex space. We say that
X admits an unconditional Schauder decomposition if there exists a sequence (Xℓ)ℓ≥1 of
closed subspaces of X (different from {0}) such that any vector x of X can be written in a
unique way as an unconditionally convergent series
∑
ℓ≥1 xℓ, where xℓ belongs to Xℓ for all
positive integers ℓ.
There are many examples of spaces which admit an unconditional Schauder decomposi-
tion. For instance, it is clear that if X has an unconditional Schauder basis, then X admits
an unconditional Schauder decomposition. Recall that the space C([0, 1]) of continuous
functions on [0, 1] is universal in the sense that it contains an isometric copy of any separa-
ble Banach space. We denote by c0(N) the space of all complex sequences which converge
to zero.
Example 2.4. A separable complex Banach space X admits an unconditional Schauder
decomposition whenever it contains a complemented copy of a Banach space which admits
an unconditional Schauder decomposition. In particular, if X contains a copy of c0(N)
then it admits an unconditional Schauder decomposition. For instance, the space C([0, 1])
admits an unconditional Schauder decomposition.
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Proof. In the first case, the fact that X admits an unconditional Schauder decomposition
follows directly from Definition 2.3. If X contains a copy of c0(N), then a result of Sobczyk
says that this copy is complemented in X. The last assertion comes from the fact that
C([0, 1]) is a universal space and so contains a copy of c0(N).
Remark 2.5. If (Xℓ)ℓ≥1 is an unconditional Schauder decomposition of X and (Ik)k≥1 is
any partition of N into finite or infinite subsets, let Yk denote the closed linear span of the
spaces Xℓ, where ℓ ∈ Ik. Then (Yk)k≥1 is also an unconditional Schauder decomposition of
X. Hence, we will always suppose in the sequel that (Xℓ)ℓ≥1 is an unconditional Schauder
decomposition of X with all the subspaces Xℓ infinite-dimensional.
This assumption will allow us to define a weighted backward shift on a space which ad-
mits an unconditional Schauder decomposition. To do this, recall the notion of biorthogonal
system. We denote by δi,j the Kronecker symbol.
Definition 2.6. ([11, Definition 1.f.1.]) Let Z be a separable infinite-dimensional complex
Banach space. For any positive integer i, let zi and z
∗
i be elements of Z and Z
∗ respectively.
The sequence
(
(zi)i≥1, (z
∗
i )i≥1
)
is called a biorthogonal system in Z if 〈z∗i , zj〉 = δi,j for any
positive integers i, j.
The following result will be fundamental in the sequel.
Theorem 2.7. ([11, Theorem 1.f.4]) Let Z be a separable infinite-dimensional complex
Banach space. there exists a biorthogonal sequence
(
(zi)i≥1, (z
∗
i )i≥1
)
in Z (where zi ∈ Z
and z∗i ∈ Z
∗) such that:
(1) supi≥1 ||zi|| ||z
∗
i || < +∞;
(2) the linear span of the vectors zi, i ≥ 1, is a dense subspace of Z;
(3) for every vector z of Z such that 〈z∗i , z〉 = 0 for any positive integer i, z = 0.
For more informations on biorthogonal systems, we refer the reader to the book [11].
2.2 The result
We are now ready to prove our result about Jamison universal spaces. The proof of this
result is very close to that of [5, Theorem 2.1].
Theorem 2.8. Let X be a separable complex Banach space which admits an unconditional
Schauder decomposition. Then X is a universal Jamison space.
Proof. Let us fix an increasing sequence of positive integers (nk)k≥0 (with n0 = 1) which
is not a Jamison sequence. Our task is to construct a bounded linear operator T on the
space X which is partially power-bounded with respect to the sequence (nk)k≥0 and such
that the set σp(T ) ∩ T is uncountable. By definition of X, there exists a sequence (Xℓ)ℓ≥1
of infinite-dimensional closed subspaces of X such that any vector x of X can be written
in a unique way as an unconditionally convergent series
∑
ℓ≥1 xℓ, where xℓ belongs to Xℓ
for all positive integers ℓ. In particular, X =
⊕
ℓ≥1Xℓ. Let us consider a biorthogonal
system in each space Xℓ: according to Theorem 2.7, there exists a biorthogonal sequence(
(xi,ℓ)i≥1, (x
∗
i,ℓ)i≥1
)
in Xℓ such that
||xi,ℓ|| = 1 for any i ≥ 1 and Mℓ := sup
i≥1
||x∗i,ℓ|| < +∞. (2.1)
Our first task will be to define the operator T and to prove that it is bounded on X. We
will then study the eigenvectors of T associated to the unimodular eigenvalues and give
estimates of the norms ||T np ||.
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⊲ Definition of T .
As in the proof of [5, Theorem 2.1], we define T as the sum of a diagonal operator and a
weighted backward shift. The construction depends on two sequences (λn)n≥1 and (wn)n≥1
which will be suitably chosen in the proof: (λn)n≥1 is a sequence of unimodular complex
numbers which are all distinct and (wn)n≥1 is a sequence of positive weights. Let us first
define the operator D : X −→ X associated to the sequence (λn)n≥1 by setting
D
(∑
ℓ≥1
xℓ
)
=
∑
ℓ≥1
λℓxℓ
for any vector x =
∑
ℓ≥1 xℓ of X. Since the decomposition X =
⊕
ℓ≥1Xℓ is unconditional,
D defines a bounded linear operator on X which is partially power-bounded with respect
to the sequence (nk)k≥0. Let us then define a weighted backward shift on X by using the
biorthogonal systems
(
(xi,ℓ)i≥1, (x
∗
i,ℓ)i≥1
)
. Since
X = Xℓ
⊕
span
(⋃
p 6=ℓ
Xp
)
,
we first observe that we can extend the functionals x∗i,ℓ to X by setting x
∗
i,ℓ = 0 on
span
(⋃
p 6=ℓXp
)
. If we denote by C > 0 the unconditional constant of the decomposi-
tion X =
⊕
ℓ≥1Xℓ then ‖x
∗
i,ℓ‖ ≤ CMℓ for any positive integers i and ℓ. Since 〈x
∗
i,ℓ, xi,ℓ〉 = 1
and ‖xi,ℓ‖ = 1, we have CMℓ ≥ 1 for any positive integer ℓ. Let ((wi,ℓ)i≥1)ℓ≥1 be a double
sequence of positive real numbers which will be defined further on in the proof. Let finally
j : N \ {1} −→ N be a function which satisfies the two following conditions:
(i) for any n ≥ 2, j(n) < n;
(ii) for any k ≥ 1, the set {n ≥ 2 ; j(n) = k} is infinite.
Our weighted backward shift will be defined as
Bx :=
∑
ℓ≥2
∑
i≥1
〈x∗i,ℓ, x〉αi,ℓ−1xi,ℓ−1 (x ∈ X) (2.2)
where
αi,1 := wi,1|λ2 − λj(2)| for all i ≥ 1 (2.3)
and
αi,ℓ := wi,ℓ
|λℓ+1 − λj(ℓ+1)|
|λℓ − λj(ℓ)|
for all i ≥ 1 and ℓ ≥ 2, (2.4)
where wi,ℓ > 0. We now choose the coefficients αi,ℓ in such a way that (2.2) defines a
bounded linear operator on X. For any positive integers i and ℓ, let us define
wi,ℓ :=
wℓ
2iCMℓ+1
, (2.5)
where wℓ is an arbitrary positive real number. Under this condition, the series
N :=
∑
ℓ≥2
∑
i≥1
αi,ℓ−1 ||xi,ℓ−1|| ||x
∗
i,ℓ||
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is convergent. Indeed, conditions (2.1) and (2.5) and Definitions (2.3) and (2.4) yields that
N =
∑
ℓ≥1
∑
i≥1
αi,ℓ ||x
∗
i,ℓ+1||
≤ w1|λ2 − λj(2)|+
+∞∑
ℓ=2
wℓ
|λℓ+1 − λj(ℓ+1)|
|λℓ − λj(ℓ)|
·
For arbitrary weights wℓ > 0, we can take λℓ sufficiently close to λj(ℓ) for any positive
integer ℓ so that the series ∑
ℓ≥2
wℓ
|λℓ+1 − λj(ℓ+1)|
|λℓ − λj(ℓ)|
is convergent. More precisely, we first choose λ3 close to λj(3) (recall that j(3) ∈ {1, 2} by
definition of j) such that
|λ3 − λj(3)| ≤
|λ2 − λ1|
23w2
and λ3 /∈ {λ1, λ2}. Then at step ℓ we choose λℓ ∈ T such that
|λℓ − λj(ℓ)| ≤
|λℓ−1 − λj(ℓ−1)|
2ℓwℓ−1
and λℓ /∈ {λ1, . . . , λℓ−1}. Under these conditions the series N is convergent, so that B is a
nuclear operator. It follows that T = D +B is a bounded linear operator on X.
⊲ Unimodular eigenvectors of the operator T .
Consider the closed subspace
Xˆ1 := span
[
x1,ℓ ; ℓ ≥ 1
]
of X. Since Bx1,1 = 0 and Bx1,ℓ = α1,ℓ−1x1,ℓ−1 for any positive integer ℓ, Xˆ1 is T -invariant.
Hence one can consider the operator
T1 : Xˆ1 −→ Xˆ1
x 7−→ T1x := Tx
induced by T on Xˆ1. Since the decomposition X =
⊕
ℓ≥1Xℓ is unconditional, the sequence
(x1,ℓ)ℓ≥1 is an unconditional basis of the space Xˆ1. Let us now describe the unimodular
eigenvectors of the operator T1: if x =
∑
ℓ≥1 cℓx1,ℓ is a vector of Xˆ1, then the algebraic
equation T1x = λx is satisfied if and only if
cℓ =
(λ− λℓ−1) . . . (λ− λ1)
α1,ℓ−1 . . . α1,1
c1 for every ℓ ≥ 2.
It follows that for any positive integer n, the eigenspace Ker(T1− λn) is 1-dimensional and
that Ker(T1 − λn) = span
[
u
(n)
1
]
, where
u
(n)
1 := x1,1 +
n∑
ℓ=2
(λn − λℓ−1) . . . (λn − λ1)
α1,ℓ−1 . . . α1,1
x1,ℓ.
We now need the following fact whose proof can be found in [5, Theorem 2.1].
6
Fact 2.9. ([5, Lemma 2.4]) By choosing in a suitable way the coefficients w1,n and λn, it
is possible to ensure that for any integer n ≥ 2,
∣∣∣∣u(n)1 − u(j(n))1 ∣∣∣∣ ≤ 2−n.
In order to prove this fact, let us write
u
(n)
1 − u
(j(n))
1 =
j(n)∑
ℓ=2
(
(λn − λℓ−1) . . . (λn − λ1)
α1,ℓ−1 . . . α1,1
−
(λj(n) − λℓ−1) . . . (λj(n) − λ1)
α1,ℓ−1 . . . α1,1
)
x1,ℓ
+
n∑
ℓ=j(n)+1
(λn − λℓ−1) . . . (λn − λ1)
α1,ℓ−1 . . . α1,1
x1,ℓ := a
(n)
1 + b
(n)
1
where we denote the first sum by a
(n)
1 and the second one by b
(n)
1 . Since the quantities
α1,ℓ−1 . . . α1,1 for ℓ ≤ j(n) do not depend from λn, we can ensure that ||a
(n)
1 || ≤ 2
−(n+1)
by taking |λn − λj(n)| sufficiently small. Let us now estimate b
(n)
1 . We can assume that
|λp − λq| ≤ 1 for any positive integers p and q. By using Definitions 2.3 and 2.4 of our
weights αi,k, we have
||b
(n)
1 || ≤
n∑
ℓ=j(n)+1
∣∣∣∣(λn − λℓ−1) . . . (λn − λ1)α1,ℓ−1 . . . α1,1
∣∣∣∣
≤
n∑
ℓ=j(n)+1
1
w1,ℓ−1 . . . w1,1
·
∣∣∣∣λn − λj(n)λℓ − λj(ℓ)
∣∣∣∣·
In order to estimate ||b
(n)
1 ||, we choose the coefficients λn and w1,ℓ as follows. At stage
n of the construction we take w1,n−1 so large with respect to w1,1, . . . , w1,n−2 so that
(w1,n−1w1,n−2 . . . w1,1)
−1 is very small (this means that we take wn−1 very large by def-
inition (2.5) of w1,n−1). After this we take λn extremely close to λj(n) so that the quantities
1
w1,ℓ−1 . . . w1,1
·
∣∣∣∣λn − λj(n)λℓ − λj(ℓ)
∣∣∣∣ (ℓ ∈ {j(n) + 1, . . . , n− 1})
are very small. We can thus ensure that ||b
(n)
1 || is less than 2
−(n+1) and the result is proved.
Fact 2.9 is useful to apply the following theorem which can also be found in [9].
Theorem 2.10. ([9, Theorem 4.2]) Let Y be a separable infinite-dimensional complex Ba-
nach space and let S be a bounded linear operator on Y . Suppose that there exists a sequence
(ui)i≥1 of vectors of Y having the following properties:
(i) for each i ≥ 1, ui is an eigenvector of S associated to an eigenvalue µi of S where
|µi| = 1 and the complex numbers µi are all distinct;
(ii) span
[
ui ; i ≥ 1
]
is dense in Y ;
(iii) for any i ≥ 1 and any ε > 0, there exists an n 6= i such that ||un − ui|| < ε.
Then S has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues.
In particular, the set σp(S) ∩ T is uncountable.
Applying Theorem 2.10 with Y := Xˆ1, S := T1 and ui := u
(i)
1 , we obtain that T1
has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues (the only
condition we really need to check in this theorem is condition (iii) and this is true by
Fact 2.9). Hence the unimodular point spectrum of T1 is uncountable. Since σp(T1) ∩ T ⊂
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σp(T ) ∩ T, the unimodular point spectrum of T is also uncountable. For this part of the
proof, we also refer the reader to the proof of [5, Proposition 2.5].
⊲ Estimate of the norms ||T nk ||.
As in the hard part of the proof of [5, Theorem 2.1], we now need to prove that if the
coefficients wn and λn are suitably chosen, ||T
nk −Dnk || ≤ 1 for all positive integers k. For
all positive integers k, ℓ, i, n, we put
t
(i,n)
k,ℓ = 〈x
∗
i,k, T
nxi,ℓ〉.
It is then clear that t
(i,n)
k,ℓ = 0 when k > ℓ or ℓ− k > n. Moreover t
(i,n)
k,k = λ
n
k . The lemma
below gives the expression of t
(i,n)
k,ℓ for 1 ≤ ℓ− k ≤ n.
Lemma 2.11. For any positive integers k, ℓ, i, n ≥ 1 such that 1 ≤ ℓ− k ≤ n, we have
t
(i,n)
k,ℓ = αi,ℓ−1αi,ℓ−2 . . . αi,k
∑
jk+···+jℓ=n−(ℓ−k)
λjkk . . . λ
jℓ
ℓ .
Proof. For any fixed positive integer i, define the operator Bi on the space
Xˆi := span
[
xi,ℓ ; ℓ ≥ 1
]
by setting Bixi,ℓ := Bxi,ℓ = αi,ℓ−1xi,ℓ−1 if ℓ ≥ 2 and Bixi,1 = 0. Then Bi is a weighted
backward shift as in the proof of [5, Theorem 2.1]. Moreover, since the decomposition
X =
⊕
ℓ≥1Xℓ is unconditional, the sequence (xi,ℓ)ℓ≥1 is an unconditional Schauder basis
of Xˆi and any vector x of Xˆi can be written in a unique way as x =
∑
ℓ≥1〈x
∗
i,ℓ, x〉xi,ℓ. It
follows that
Bix =
∑
ℓ≥2
〈x∗i,ℓ, x〉αi,ℓ−1xi,ℓ−1.
Then, if we fix the index i, we can apply [5, Lemma 2.6] which gives us the expression of
the coefficient t
(i,n)
k,ℓ .
We now want an estimate of ||T np − Dnp ||. In every subspace Xℓ of X, we consider the
linear subspace
X˜ℓ := span
[
xi,ℓ ; i ≥ 1
]
.
Since X˜ℓ contains all the vectors xi,ℓ (i ≥ 1), X˜ℓ is a dense subspace of Xℓ. It follows that
the direct sum X˜ :=
⊕
ℓ≥1 X˜ℓ is dense in X. In order to prove our result it suffices to
establish that for any vector x of X˜ , ||(T np −Dnp)x|| ≤ ||x||. Let x be an element of X˜.
Then x can be written as x =
∑
ℓ≥1 xℓ where
xℓ =
iℓ∑
i=1
〈x∗i,ℓ, y〉xi,ℓ ∈ Xℓ
where iℓ is a positive integer for all ℓ ≥ 1. We have then, for any n ≥ 2,
T nx =
+∞∑
ℓ=1
iℓ∑
i=1
〈x∗i,ℓ, x〉T
nxi,ℓ =
+∞∑
ℓ=1
iℓ∑
i=1
〈x∗i,ℓ, x〉
ℓ∑
k=max(1,ℓ−n)
〈x∗i,k, T
nxi,ℓ〉xi,k
=
+∞∑
ℓ=1
iℓ∑
i=1
〈x∗i,ℓ, x〉
ℓ∑
k=max(1,ℓ−n)
t
(i,n)
k,ℓ xi,k
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and
Dnx =
+∞∑
ℓ=1
λnℓ
iℓ∑
i=1
〈x∗i,ℓ, x〉xi,ℓ =
+∞∑
ℓ=1
iℓ∑
i=1
〈x∗i,ℓ, x〉t
(i,n)
ℓ,ℓ xi,ℓ.
We deduce from this that
(T n −Dn)x =
+∞∑
ℓ=2
iℓ∑
i=1
〈x∗i,ℓ, x〉
ℓ−1∑
k=max(1,ℓ−n)
t
(i,n)
k,ℓ xi,k
and according to condition (2.1), we get that
||(T n −Dn)x|| ≤ ||x||
+∞∑
ℓ=2
iℓ∑
i=1
||x∗i,ℓ||
(
ℓ−1∑
k=max(1,ℓ−n)
∣∣t(i,n)k,ℓ ∣∣
)
≤ C||x||
+∞∑
ℓ=2
Mℓ
(
iℓ∑
i=1
ℓ−1∑
k=max(1,ℓ−n)
∣∣t(i,n)k,ℓ ∣∣
)
.
We now know from Lemma 2.11 that
t
(i,n)
k,ℓ = αi,ℓ−1αi,ℓ−2 . . . αi,ks
(n)
k,ℓ ,
where
s
(n)
k,ℓ :=
∑
jk+···+jℓ=n−(ℓ−k)
λjkk . . . λ
jℓ
ℓ .
According to the expressions (2.4) and (2.5) of our coefficients αi,ℓ (and wi,ℓ), this yields
that
t
(i,n)
k,ℓ =
wℓ−1wℓ−2 . . . wk
2(ℓ−k)iCMℓCMℓ−1 . . . CMk+1
·
|λℓ − λj(ℓ)|
|λk − λj(k)|
· s
(n)
k,ℓ .
As CMp ≥ 1 for any positive integer p, this implies in particular that
∣∣t(i,n)k,ℓ ∣∣ ≤ wℓ−1wℓ−2 . . . wk2(ℓ−k)iCMℓ ·
|λℓ − λj(ℓ)|
|λk − λj(k)|
·
∣∣s(n)k,ℓ ∣∣
and then
||(T np −Dnp)x|| ≤ ||x||
+∞∑
ℓ=2
ℓ−1∑
k=max(1,ℓ−np)
wℓ−1 . . . wk ·
|λℓ − λj(ℓ)|
|λk − λj(k)|
·
∣∣s(np)k,ℓ ∣∣. (2.6)
It remains to estimate the quantity
ℓ−1∑
k=max(1,ℓ−np)
wℓ−1 . . . wk ·
|λℓ − λj(ℓ)|
|λk − λj(k)|
·
∣∣s(np)k,ℓ ∣∣, (2.7)
which is essentially the difficult part of the proof of [5, Theorem 2.1]. It is in this part of the
proof where we use the fact that (nk)k≥1 is not a Jamison sequence: according to Theorem
1.1 this assumption means that for every ε > 0 and every λ ∈ T, there exists λ′ ∈ T \ {λ}
such that |λ − λ′| ≤ d(nk)(λ, λ
′) ≤ ε. In their proof, T. Eisner and S. Grivaux prove that
if we take λℓ sufficiently close to λj(ℓ) (for the distance d(nk) hence for the Euclidean norm
| · |), then the sum
ℓ−1∑
k=max(1,ℓ−np)
w2ℓ−1 . . . w
2
k ·
|λℓ − λj(ℓ)|
2
|λk − λj(k)|2
·
∣∣s(np)k,ℓ ∣∣2
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can be made arbitrarily small. By rewriting the proof, one can see that if we take in the
same way λℓ close to λj(ℓ), the sum (2.7) is less than 2
1−ℓ. By density, we deduce from
(2.6) that ||T np − Dnp || ≤ 1 for any positive integer p, which concludes the proof of the
theorem.
Example 2.4 allows us to give new examples of universal Jamison spaces.
2.3 Examples
Recall that the James space J is the set of all complex sequences x = (xn)n≥1 belonging
the space c0(N) such that
||x||J := sup
{
|xp1 − xp2 |
2 + · · · + |xpk−1 − xpk |
2
}
< +∞,
where the supremum is taken over all the k-tuples (p1, . . . , pk) of positive integers such that
p1 < · · · < pk. We refer the reader to the book [7] for more information on the James space.
In particular, it is not difficult to see that the subspace
J2 =
{
x ∈ J ; x2k = 0 for all k ≥ 1
}
of J is linearly isomorphic to the Hilbert space ℓ2(N) and that this subspace is comple-
mented in J . Then Example 2.4 gives us the following result.
Example 2.12. The James space J is a universal Jamison space.
Other examples of universal Jamison spaces are given by spaces which contain a copy of
c0(N). For instance, the space C([0, 1]) is a universal Jamison space. On the other hand, it
is not difficult to exhibit a class of Banach spaces which are not universal Jamison spaces,
namely the class of hereditarily indecomposable Banach spaces.
Definition 2.13. An infinite-dimensional Banach space X is said to be decomposable if
there exists two infinite-dimensional closed subspaces Y and Z of X such that X = Y ⊕Z.
We say that X is hereditarily indecomposable if no infinite-dimensional closed subspace of
X is decomposable.
The famous Gowers dichotomy highlights the fact that the notion of unconditional
Schauder decomposition is in a sense opposite to the notion of hereditarily indecompos-
able space. More precisely, Gowers [8] proves that if X is an arbitrary Banach space it
either contains an unconditional basic sequence or contains a hereditarily indecomposable
subspace. In fact, a hereditarily indecomposable complex Banach space X fails to be a
universal Jamison space. Indeed, a bounded linear operator T on this space X is of the
form λI+S where λ ∈ C and S is a strictly singular operator, that is an operator S ∈ B(X)
which fails to be an isomorphism when restricted to any infinite-dimensional closed sub-
space of X. In particular, the unimodular point spectrum of T is at most countable (see
[12] for more details). We have thus proved:
Proposition 2.14. If X is a hereditarily indecomposable Banach space, then X is not a
universal Jamison space.
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3 Jamison sequences for C0-semigroups
In this section, we study Jamison sequences in the context of strongly continuous semigroups
acting on separable complex Banach spaces. Starting from the work of C. Badea and S.
Grivaux (see [1] and [2]), we give a characterization of Jamison sequences for C0-semigroups
(Definition 3.2 below).
We begin by recalling some definitions and facts about C0-semigroups. Let X be a complex
Banach space. A family of bounded linear operators (Tt)t≥0 on X is called a C0-semigroup
if
• T0 = IdX ;
• for any s, t ≥ 0, Ts+t = TsTt;
• for any x ∈ X, lim
t→0+
||Ttx− x|| = 0.
The infinitesimal generator of the C0-semigroup (Tt)t≥0 is the map A : D(A) −→ X defined
by
D(A) :=
{
x ∈ X ; lim
t→0+
Ttx− x
t
exists
}
,
Ax := lim
t→0+
Ttx− x
t
(x ∈ D(A)).
We recall that σp(Tt) \ {0} = exp(tσp(A)) for any t ≥ 0 (see for instance [6, Chapter 4])
and that
σp(T1) ∩ T = exp(σp(A) ∩ iR).
We now introduce the notion of semigroup partially bounded with respect to some se-
quence of positive real numbers.
Definition 3.1. Let X be a separable complex Banach space. Let (tk)k≥0 be an increasing
sequence of positive real numbers and (Tt)t≥0 a semigroup of bounded linear operators
on X. We say that (Tt)t≥0 is partially bounded with respect to the sequence (tk)k≥0 if
supk≥0 ||Ttk || < +∞.
When the sequence of positive real numbers (tk)k≥0 is bounded, then any C0-semigroup
is bounded with respect to the sequence (tk)k≥0. So we restrict ourselves in the sequel to
increasing sequences (tk)k≥0 of positive real numbers which tend to infinity. Moreover, it
is clear that we always can make the assumption that t0 = 1.
Definition 3.2. Let (tk)k≥0 be an increasing sequence of positive real numbers which
tends to infinity. We say that (tk)k≥0 is a Jamison sequence for C0-semigroups if for every
separable complex Banach space X and for every C0-semigroup (Tt)t≥0 of bounded linear
operators on X (with infinitesimal generator A) which is partially bounded with respect to
the sequence (tk)k≥0, the set σp(A) ∩ iR is at most countable.
Our aim in this section is to give a characterization of Jamison sequences for C0-
semigroups. In order to do this, we will need the characterization of Jamison sequences
which was obtained in [2, Theorem 2.1]. Let us introduce the function || · || defined by
||θ|| := dist(θ,Z) = inf
{
|θ − n| ; n ∈ Z
}
.
Recall that there exists two constants C1 > 0 and C2 > 0 such that
C2||θ|| ≤
∣∣e2iπθ − 1∣∣ ≤ C1||θ||.
for any real number θ. We are going to prove the following result.
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Theorem 3.3. Let (tk)k≥0 be an increasing sequence of positive real numbers such that
t0 = 1 and tk −→ +∞. The following assertions are equivalent:
(1) the sequence (tk)k≥0 is a Jamison sequence for C0-semigroups;
(2) there exists ε > 0 such that for any θ ∈
]
0, 12
]
,
sup
k≥0
||tkθ|| ≥ ε.
In order to be able to use the characterization of Jamison sequences of [2, Theorem
2.1], we only consider at the beginning sequences of positive integers which are Jamison
sequences for C0-semigroups. We show first that there is a relationship between the notion
of Jamison sequence and that of Jamison sequence for C0-semigroups when we restrict
ourselves to sequences of integers (Theorem 3.4). Once this result is proved, we will be able
to prove Theorem 3.3.
3.1 Sequences of integers which are Jamison sequences for C0-semigroups
Let (nk)k≥0 be an increasing sequence of positive integers such that n0 = 1. As in the proof
of [2, Theorem 2.8], we associate to this sequence a distance d(nk) on the unit circle T by
setting
d(nk)(λ, µ) = sup
k≥0
∣∣λnk − µnk ∣∣ for any λ, µ ∈ T.
We now prove the theorem below.
Theorem 3.4. Let (nk)k≥0 be an increasing sequence of positive integers such that n0 = 1.
The following assertions are equivalent:
(1) the sequence (nk)k≥0 is a Jamison sequence for C0-semigroups;
(2) the sequence (nk)k≥0 is a Jamison sequence;
(3) there exists ε > 0 such that for any two distinct points λ, µ ∈ T,
d(nk)(λ, µ) ≥ ε.
Proof. According to [2, Theorem 2.1], assertions (2) and (3) are equivalent. So let us prove
(3) ⇒ (1). Let X be a separable complex Banach space and (Tt)t≥0 a C0-semigroup of
bounded linear operators on X such that M := supk≥0 ||Tnk || < +∞. We denote by A the
infinitesimal generator of (Tt)t≥0. Let iη and iξ be two eigenvalues of A (η, ξ ∈ R) and let
xη and xξ be eigenvectors such that ||xη|| = ||xξ|| = 1 and Axφ = iφxφ for φ ∈ {η, ξ}. We
know that for any nonnegative integer k and for φ ∈ {η, ξ}, we have Tnkxφ = e
iφnkxφ. By
the triangle inequality,∣∣eiηnk − eiξnk ∣∣− ||xη − xξ|| ≤ ||Tnk(xη − xξ)|| ≤M ||xη − xξ||. (3.1)
Setting λθ = e
iθ for θ ∈ R, we deduce from (3.1) that
||xη − xξ|| ≥
supk≥0
∣∣λnkη−ξ − 1∣∣
M + 1
·
Under the assumption that η, ξ ∈ [2ℓπ, 2(ℓ + 1)π[ for some integer ℓ and that η 6= ξ,
λη−ξ ∈ T \ {1} and supk≥0
∣∣λnkη−ξ − 1∣∣ ≥ ε. It follows that
||xη − xξ|| ≥
ε
M + 1
·
Since the space X is separable, we thus obtain that the set σp(A) ∩ [2iℓπ, 2i(ℓ + 1)π[ is at
most countable. We then conclude that the set σp(A)∩ iR itself is at most countable, which
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proves that (tk)k≥0 is a Jamison sequence for C0-semigroups.
We now prove (1) ⇒ (3). Assume that property (3) is not satisfied. We know from [2,
Theorem 2.8] that there exists an uncountable subset K of T such that the metric space
(K, d(nk)) is separable and we want to prove that (nk)k≥0 is not a Jamison sequence for
C0-semigroups. In order to do this, we construct a separable Banach space X and a C0-
semigroup (St)t≥0 on X (with infinitesimal generator A) which is bounded with respect to
the sequence (nk)k≥0 and such that the set σp(A) ∩ iR is uncountable. Let
X =
{
f : [0,+∞[−→ R measurable ; ||f || :=
(∫ +∞
0
|f(t)|2
1 + t2
dt
)1/2
< +∞
}
and let (St)t≥0 be the translation semigroup on X defined by
Stf(x) = f(x+ t) (f ∈ X, t, x ≥ 0).
We introduce a new space associated to the semigroup (St)t≥0 by setting X∗ :=
{
f ∈
X ; ||f ||∗ < +∞
}
where the norm || · ||∗ is defined by
||f ||∗ := max
(
||f ||, sup
j≥0
4−(j+1) sup
k0,...,kj≥0
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)f
∣∣∣∣∣
∣∣∣∣∣
)
.
It is rather easy to check that St is a bounded linear operator on X∗. In a first step, we
prove that the semigroup (St)t≥0 is bounded with respect to the sequence (nk)k≥0. Then
we construct a separable subspace of X∗ such that the semigroup (St)t≥0 (defined on this
space) is strongly continuous and such that the set σp(A) ∩ iR is uncountable, where A
denotes the infinitesimal generator of (St)t≥0.
⊲ Boundedness of the semigroup (St)t≥0 with respect to (nk)k≥0.
Let f ∈ X∗ and k ∈ Z+. The norm ||Snkf ||∗ is equal to the maximum between the quantities
||Snkf || and sup
j≥0
4−(j+1) sup
k0,...,kj≥0
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)Snkf
∣∣∣∣∣
∣∣∣∣∣.
On the one hand,
||Snkf || = ||f + (Snk − I)f || ≤ ||f ||+ ||(Snk − I)f ||
≤ ||f ||∗ + 4 ·
1
4
||(Snk − I)f ||
≤ 5||f ||∗
and on the other hand, for any j ∈ Z+ and any (j + 1)-tuple (k0, . . . , kj) of nonnegative
integers, we have
4−(j+1)
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)Snkf
∣∣∣∣∣
∣∣∣∣∣ ≤ 4 · 4−(j+2)
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)(Snk − I)f
∣∣∣∣∣
∣∣∣∣∣
+ 4−(j+1)
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)f
∣∣∣∣∣
∣∣∣∣∣.
This proves that
||Snkf ||∗ ≤ 4||f ||∗ + ||f ||∗ = 5||f ||∗
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and so supk≥0 ||Snk ||∗ ≤ 5.
⊲ Eigenvectors of the infinitesimal generator A.
For any η ∈ [0, 2π[, we put eη(x) = e
iηx (x ∈ R). It is clear that eη is an eigenvector of A
associated to the eigenvalue iη and that eη belongs to the space X∗. Indeed, ||eη || =
√
π
2
and for any nonnegative integer j and any (j+1)-tuple (k0, . . . , kj) of nonnegative integers,
we have ∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(Snkℓ − I)eη
∣∣∣∣∣
∣∣∣∣∣ =
(
j∏
ℓ=0
∣∣eiηnkℓ − 1∣∣
)√
π
2
≤ 2j+1
√
π
2
,
which proves that ||eη ||∗ =
√
π
2 .
⊲ Making the space X∗ separable.
At this stage of the proof, we use our assumption: we know that there exists an uncountable
subset K of T such that the metric space (K, d(nk)) is separable. We also define the set
IK :=
{
η ∈ [0, 2π[ ; eiη ∈ K
}
.
The subspace of X∗ we are going to consider in the sequel of the proof is
XK∗ := span
||·||∗
[
eη ; η ∈ IK
]
equipped with the norm || · ||∗. Since the set σp(A) ∩ iR contains IK , it is uncountable.
Furthermore, the semigroup (St)t≥0 is still bounded with respect to the sequence (nk)k≥0
and it is easy to prove that it is also strongly continuous by using a density argument. The
only thing we really need to prove is that the space XK∗ is separable. This is a consequence
of the following lemma.
Lemma 3.5. The eigenvector field E : IK −→ X∗ defined by E(η) = eη is continuous on
IK .
Proof. Let η, µ ∈ IK . We need to estimate the quantity ||eη − eξ ||∗, which is equal to
max
(
||eη − eξ||, sup
j≥0
4−(j+1) sup
k0,...,kj≥0
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1
)
eη −
j∏
ℓ=0
(
eiξnkℓ − 1
)
eξ
∣∣∣∣∣
∣∣∣∣∣
)
.
For any nonnegative integer j and for any (j + 1)-tuple (k0, . . . , kj) ∈ (Z+)
j+1, we have
∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1
)
eη −
j∏
ℓ=0
(
eiξnkℓ − 1
)
eξ
∣∣∣∣∣
∣∣∣∣∣ ≤ ||eη − eξ||
j∏
ℓ=0
∣∣eiηnkℓ − 1∣∣
+ ||eξ||
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1
)
−
j∏
ℓ=0
(
eiξnkℓ − 1
)∣∣∣∣∣
and then∣∣∣∣∣
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1
)
eη −
j∏
ℓ=0
(
eiξnkℓ − 1
)
eξ
∣∣∣∣∣
∣∣∣∣∣ ≤ 2j+1||eη − eξ||
+
√
π
2
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1
)
−
j∏
ℓ=0
(
eiξnkℓ − 1
)∣∣∣∣∣. (3.2)
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We need to estimate the quantity which appears in (3.2). For this, we write for j ≥ 0,
dj
(
eiη , eiξ
)
= sup
k0,...,kj≥0
∣∣∣∣∣
j∏
ℓ=0
(
eiηnkℓ − 1)−
j∏
ℓ=0
(
eiξnkℓ − 1
)∣∣∣∣∣.
According to the identity
j∏
ℓ=0
(
eiηnkℓ − 1
)
−
j∏
ℓ=0
(
eiξnkℓ − 1
)
=
(
eiηnk0 − eiξtk0
) j∏
ℓ=1
(
eiηnkℓ − 1
)
+
(
eiξnk0 − 1
)( j∏
ℓ=1
(
eiηnkℓ − 1
)
−
j∏
ℓ=1
(
eiξnkℓ − 1
))
,
we get the estimate
dj
(
eiη, eiξ
)
≤ 2jd(nk)
(
eiη, eiξ
)
+ 2dj−1
(
eiη, eiξ
)
.
Then it follows from an easy induction argument that
dj
(
eiη, eiξ
)
≤ (j + 1)2jd(nk)
(
eiη, eiξ
)
for any nonnegative integer j. The above estimates give us
||eη − eξ||∗ ≤ max
(
||eη − eξ||, sup
j≥0
(
2−(j+1)||eη − eξ||+
√
π
2
(j + 1)2−(j+2)d(nk)
(
eiη, eiξ
)))
.
Then there exists a constant C > 0 such that for any η, µ ∈ IK ,
||eη − eξ||∗ ≤ C
(
||eη − eξ||+ d(nk)
(
eiη, eiξ
))
.
We now fix ε > 0. There exists Aε > 0 such that
∫ +∞
Aǫ
∣∣eη(t)− eξ(t)∣∣2
1 + t2
dt ≤
∫ +∞
Aǫ
4
1 + t2
dt ≤ ε2
and then
||eη − eξ||∗ ≤ C
((∫ Aǫ
0
∣∣eiηt − eiξt∣∣2
1 + t2
dt
)1/2
+ d(nk)
(
eiη, eiξ
)
+ ε
)
.
It follows that the eigenvector field E : η 7−→ eη is continuous on IK .
As a consequence, the space XK∗ is separable, which proves the implication (1) ⇒
(3).
With the help of Theorem 3.4, we will be able to prove our result on the characterization
of Jamison sequences for C0-semigroups (Theorem 3.3).
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3.2 Relationship with real Jamison sequences for C0-semigroups
Let (tk)k≥0 be an increasing sequence of positive real numbers such that t0 = 1 and tk −→
+∞. For any nonnegative integer k, let us denote by nk the integer part of tk. In particular,
n0 = 1. To begin with, we have the following easy fact.
Fact 3.6. If (Tt)t≥0 is a C0-semigroup of bounded linear operators on a Banach space X
such that supk≥0 ||Tnk || < +∞, then supk≥0 ||Ttk || < +∞.
Proof. The proof is a consequence of the fact that the family
{
Ts ; s ∈ [0, 1]
}
is bounded.
Indeed, for any nonnegative integer k, εk = tk − nk ∈ [0, 1[ and so
||Ttk || = ||TnkTεk || ≤ ||Tnk || ||Tεk || ≤
(
sup
0≤s≤1
||Ts||
)
||Tnk ||
and the conclusion follows from the assumption.
The characterization of Jamison sequences for C0-semigroups is a consequence of the
two following lemmas.
Lemma 3.7. (1) If (tk)k≥0 is a Jamison sequence for C0-semigroups, then (nk)k≥0 is a
Jamison sequence for C0-semigroups as well.
(2) If
(
1, (nk +1)k≥0
)
is a Jamison sequence for C0-semigroups, then (tk)k≥0 is a Jamison
sequence for C0-semigroups as well.
Proof. Assume that (tk)k≥0 is a Jamison sequence for C0-semigroups. Let (Tt)t≥0 be a
C0-semigroup (with infinitesimal generator A) of bounded linear operators on a separable
complex Banach space X such that supk≥0 ||Tnk || < +∞. According to Fact 3.6, we know
that supk≥0 ||Ttk || < +∞ and it follows from the assumption that the set σp(A) ∩ iR is at
most countable. Then (nk)k≥0 is a Jamison sequence for C0-semigroups and (1) is proved.
We prove assertion (2) with the same method: assume that the sequence
(
1, (nk+1)k≥0
)
is a
Jamison sequence for C0-semigroups and let (Tt)t≥0 be a C0-semigroup (with infinitesimal
generator A) of bounded linear operators on a separable complex Banach space X such
that supk≥0 ||Ttk || < +∞. By the definition of nk, the quantity εk = nk + 1 − tk belongs
to ]0, 1] and the same proof as that of Fact 3.6 shows that supk≥0 ||Tnk+1|| < +∞. Since(
1, (nk + 1)k≥0
)
is a Jamison sequence for C0-semigroups, the set σp(A) ∩ iR is at most
countable and then the sequence (tk)k≥0 is a Jamison sequence for C0-semigroups.
In the second lemma, we establish a relationship between the sequences of integers
(nk)k≥0 and
(
1, (nk + 1)k≥0
)
from the point of view of Jamison sequences.
Lemma 3.8. The sequence (nk)k≥0 is a Jamison sequence if and only if
(
1, (nk + 1)k≥0
)
is a Jamison sequence.
Proof. Assume that (nk)k≥0 is a Jamison sequence. According to [2, Theorem 2.1], there
exists ε > 0 such that for any λ ∈ T \ {1}, we have supk≥0
∣∣λnk − 1∣∣ ≥ ε. Let λ ∈ T \ {1}
such that
∣∣λ− 1∣∣ ≤ ε2 . For any nonnegative integer k, we get∣∣λnk+1 − 1∣∣ = ∣∣λ(λnk − 1) + λ− 1∣∣ ≥ ∣∣λnk − 1∣∣− ε
2
and then
sup
k≥0
∣∣λnk+1 − 1∣∣ ≥ ε
2
·
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It follows that
max
(∣∣λ− 1∣∣, sup
k≥0
∣∣λnk+1 − 1∣∣
)
≥
ε
2
·
According to [2, Theorem 2.1], the sequence
(
1, (nk + 1)k≥0
)
is a Jamison sequence. On
the other hand, if
(
1, (nk +1)k≥0
)
is a Jamison sequence then it is straightforward to check
that an operator which is partially power-bounded with respect to the sequence (nk)k≥0 is
also partially power-bounded with respect to the sequence
(
1, (nk + 1)k≥0
)
. This proves
that (nk)k≥0 is also a Jamison sequence.
The above lemmas and Theorem 3.4 allow us to prove the following result.
Theorem 3.9. Let (tk)k≥0 be an increasing sequence of positive real numbers such that
t0 = 1 and tk −→ +∞. For any nonnegative integer k, we denote by nk the integer part of
tk. The following assertions are equivalent:
(1) the sequence (tk)k≥0 is a Jamison sequence for C0-semigroups;
(2) the sequence (nk)k≥0 is a Jamison sequence;
(3) there exists ε > 0 such that for any λ ∈ T \ {1}, we have supk≥0
∣∣λnk − 1∣∣ ≥ ε.
Proof. We already know from [2, Theorem 2.1] that assertions (2) and (3) are equivalent.
We now prove (1) ⇒ (2). Assume that (tk)k≥0 is a Jamison sequence for C0-semigroups.
Applying Lemma 3.7 and Theorem 3.4, we obtain that (nk)k≥0 is a Jamison sequence and
so (1) ⇒ (2). We then prove (2) ⇒ (1). If (nk)k≥0 is a Jamison sequence, then we know
from Lemma 3.8 that
(
1, (nk + 1)k≥0
)
is a Jamison sequence. According to Theorem 3.4,
the sequence
(
1, (nk+1)k≥0
)
is a Jamison sequence for C0-semigroups. It remains to apply
Lemma 3.7 in order to obtain that (tk)k≥0 is a Jamison sequence for C0-semigroups, and
this proves (2)⇒ (1).
Theorem 3.3 is a consequence of Theorem 3.9 and the next proposition.
Proposition 3.10. Let (tk)k≥0 be an increasing sequence of positive real numbers such that
t0 = 1 and tk −→ +∞. For any nonnegative integer k, let us denote by nk the integer part
of tk. The following assertions are equivalent:
(i) there exists ε > 0 such that for any λ ∈ T \ {1}, we have supk≥0
∣∣λnk − 1∣∣ ≥ ε;
(ii) there exists ε′ > 0 such that for any θ ∈
]
0, 12
]
, we have supk≥0 ||tkθ|| ≥ ε
′.
Proof. Setting λ = e2iπθ for θ ∈
]
0, 12
]
, we know that C2||θ|| ≤ |λθ − 1| ≤ C1||θ|| where
C1 and C2 are positive constants which not depend on θ. By using these inequalities, it is
very easy to check that assertions (i) and (ii) are equivalent. We leave the details to the
reader.
3.3 Universal Jamison spaces for C0-semigroups
We can prove an analog of Theorem 2.8 in the context of C0-semigroups. To begin with,
we define the notion of universal Jamison space for C0-semigroups.
Definition 3.11. Let X be a separable infinite-dimensional complex Banach space. We say
that X is a universal Jamison space for C0-semigroups if the following property holds true:
for any increasing sequence of positive real numbers (tk)k≥0 which is not a Jamison sequence
for C0-semigroups, there exists a C0-semigroup (Tt)t≥0 of bounded linear operators on X
(with infinitesimal generator A) which is bounded with respect to the sequence (tk)k≥0 and
such that the set σp(A) ∩ iR is uncountable.
The analog of Theorem 2.8 in the context of C0-semigroup is the following.
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Theorem 3.12. Let X be a separable complex Banach space which admits an unconditional
Schauder decomposition. Then X is a universal Jamison space for C0-semigroups.
Proof. Let (tk)k≥0 be an increasing sequence of positive real numbers such that t0 = 1
and tk −→ +∞. We assume that (tk)k≥0 is not a Jamison sequence for C0-semigroups
and we need to construct a C0-semigroup (with infinitesimal generator A) on the space X
which is bounded with respect to the sequence (tk)k≥0 and such that the set σp(A) ∩ iR
is uncountable. For any nonnegative integer k, we denote by nk the integer part of tk (in
particular n0 = 1). Since (tk)k≥0 is not a Jamison sequence for C0-semigroups, we know
from Theorem 3.9 that the sequence (nk)k≥0 is not a Jamison sequence. We then can
consider the operator T = D+B which has been constructed in the proof of Theorem 2.8:
it is partially power-bounded with respect to the sequence (nk)k≥0 and the set σp(T )∩T is
uncountable. In the proof of Theorem 2.8, we can choose λ1 very close to 1. For instance, we
can take this unimodular complex number in such a way that |λ1−1| =
1
3 . Then we choose
λn on the arc between 1 and λ1 for any positive integer n. We have σ(D) =
{
λn ; n ≥ 1
}
and
if we take λn sufficiently close to λj(n), we get ||B|| <
1
3 which implies that σ(T ) ⊂ σ(D)1/3.
Here we denote by Kε the set
Kε :=
{
z ∈ C ; dist(z,K) < ε
}
,
where K is a compact set of the complex plane. In particular, the set σ(T ) is contained
in P1/2 :=
{
z ∈ C ; Re z > 12
}
. Since the complex logarithm is an analytic function in
this domain, the operator Log T is well-defined (by the functional calculus) and bounded
on X. Then the C0-semigroup (Tt)t≥0 with infinitesimal generator Log T is such that for
any t ≥ 0, Tt = e
tLog T . Since for any z ∈ P1/2, the equality e
nLog z = zn holds true, we
conclude that for any nonnegative integer k, we have Tnk = T
nk . Furthermore, we know
from Fact 3.6 that the semigroup (Tt)t≥0 is bounded with respect to the sequence (tk)k≥0
and since
σp(T ) ∩ T = σp(T1) ∩ T = exp(σp(Log T ) ∩ iR),
this yields that the set σp(Log T ) ∩ iR is uncountable.
We finish this paper by proving a result concerning the Hausdorff dimension of σp(A)∩iR
which fits into the framework of [2].
3.4 Hausdorff dimension of σp(A) ∩ iR
Ransford and Roginskaya proved in [15] that if a C0-semigroup (with infinitesimal generator
A) of bounded linear operators on a separable complex Banach space is bounded with
respect to an increasing sequence of positive real numbers which tends to infinity, then
the set σp(A) ∩ iR has Lebesgue measure zero ([15, Theorem 4.1]). It is then natural to
study the Hausdorff dimension of σp(A)∩ iR. The same authors proved that the Hausdorff
dimension dimH(σp(A)∩ iR) of σp(A)∩ iR can be controlled by the growth of the sequence
(tk)k≥0 ([15, Theorem 4.1]). The results below are the same as in [2, Section 3] but in the
context of C0-semigroups. To begin with, we prove the following theorem.
Theorem 3.13. Let (nk)k≥0 be an increasing sequence of positive integers such that n0 = 1.
Let S be any class of subsets of the unit circle T such that every subset of an element of S
is an element of S itself. The following assertions are equivalent:
(1) for every separable complex Banach space X and every C0-semigroup (Tt)t≥0 of bounded
linear operators on X which is bounded with respect to the sequence (nk)k≥0, the set σp(T1)∩
T belongs to the set S;
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(2) for every subset K of T not belonging to S, the metric space (K, d(nk)) is non-separable;
(3) for every subset K of T not belonging to S, there exists ε > 0 such that K contains an
uncountable ε-separated family for the distance d(nk).
Proof. It is clear that assertions (2) and (3) are equivalent. We now prove (3) ⇒ (1). Let
(Tt)t≥0 be a C0-semigroup of bounded linear operators onX such thatM := supk≥0 ||Tnk || <
+∞ and assume that σp(T1) ∩ T /∈ S. According to (3), there exists ε > 0 such that
σp(T1) ∩ T contains an uncountable ε-separated family for the distance d(nk). Let λ and µ
be unimodular eigenvalues of T1 with associated eigenvectors (of norm 1) eλ and eµ. As in
the proof of Theorem 3.4, we obtain
||eλ − eµ|| ≥
d(nk)(λ, µ)
M + 1
≥
ε
M + 1
,
which contradicts the separability of X. The proof of (1) ⇒ (2) is the same as that of
Theorem 3.4.
Let S stand for the Borel subsets of T with Hausdorff dimension strictly less than 1.
We get then the following corollary.
Corollary 3.14. Let (nk)k≥0 be an increasing sequence of positive integers such that n0 = 1.
The following assertions are equivalent:
(1) there exists a separable complex Banach space X and a C0-semigroup (Tt)t≥0 of bounded
linear operators on X which is bounded with respect to the sequence (nk)k≥0 and such that
the set σp(T1) ∩ T is of Hausdorff dimension equal to 1;
(2) there exists a subset K of T of Hausdorff dimension equal to 1 such that the metric
space (K, d(nk)) is separable.
When the sequence (nk)k≥0 is such that
nk+1
nk
−→ +∞, C. Badea and S. Grivaux showed
that there exists a subset K of T of Hausdorff dimension equal to 1 such that the metric
space (K, d(nk)) is separable (see [2, Theorem 3.4]). Then we have the following result.
Theorem 3.15. Let (tk)k≥0 be an increasing sequence of positive real numbers such that
t0 = 1 and
tk+1
tk
−→ +∞. Then there exists a separable complex Banach space X and a
C0-semigroup (Tt)t≥0 (with infinitesimal generator A) of bounded linear operators on X
which is bounded with respect to the sequence (tk)k≥0 and such that dimH(σp(A)∩ iR) = 1.
Proof. For any nonnegative integer k, we denote by nk the integer part of tk. In particular,
n0 = 1. Since
tk+1
tk
−→ +∞, we have
nk+1
nk
−→ +∞ as well. But we know from the proof of
[2, Theorem 3.4] that there exists a subset K of T of Hausdorff dimension equal to 1 such
that the metric space (K, d(nk)) is separable. According to Corollary 3.14, there exists a
separable complex Banach spaceX and a C0-semigroup (Tt)t≥0 (with infinitesimal generator
A) of bounded linear operators on X which is bounded with respect to the sequence (nk)k≥0
and such that dimH(σp(T1) ∩ T) = 1. According to Fact 3.6, the semigroup (Tt)t≥0 is
also bounded with respect to the sequence (tk)k≥0. Furthermore, it is well-known that a
Lipschitz function decreases the Hausdorff dimension. If f : iR −→ C is the exponential
function, then f is a Lispchitz function and we have the equality σp(T1)∩T = f(σp(A)∩iR).
We deduce from this that
1 = dimH(σp(T1) ∩ T) ≤ dimH(σp(A) ∩ iR) ≤ 1.
We thus conclude that the Hausdorff dimension of the set σp(A) ∩ iR is equal to 1.
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